Motivated by an application in computational geometry, we consider a novel variant of the problem of efficiently maintaining a forest of dynamic rooted trees. This variant includes an operation that merges two tree paths. In contrast to the standard problem, in which a single operation can only add or delete one arc, one merge can add and delete up to a linear number of arcs. In spite of this, we develop three different methods that need only polylogarithmic time per operation. The first method extends a solution of Farach and Thorup [1998] for the special case of paths. Each merge takes O(log 2 n) amortized time on an n-node forest and each standard dynamic tree operation takes O(log n) time; the latter bound is amortized, worst case, or randomized depending on the underlying data structure. For the special case that occurs in the motivating application, in which arbitrary arc deletions (cuts) do not occur, we give a method that takes O(log n) time per operation, including merging. This is best possible in a model of computation with an (n log n) lower bound for sorting n numbers, since such sorting can be done in O(n) tree operations. For the even-more-special case in which there are no cuts and no parent queries, we give a method that uses standard dynamic trees as a black box: each mergeable tree operation becomes a constant number of standard dynamic tree operations. This third method can also be used in the motivating application, but only by changing the algorithm in the application. Each of our three methods needs different analytical tools and reveals different properties of dynamic trees.
INTRODUCTION
A heap-ordered forest is a set of node-disjoint rooted trees, in which each node v has a real-valued label (v) , and the labels are in heap order: if p(v) is the parent of v, (v) ≥ ( p(v) ). We consider the problem of maintaining a heap-ordered forest, initially empty, subject to an arbitrary intermixed sequence of the following kinds of operations.
-parent(v): Return the parent p(v) of v, or null if v is a tree root.
-root(v): Return the root of the tree containing v.
-nca (v, w) : Return the nearest common ancestor of v and w, or null if v and w are in different trees. -insert (v, x) : Create a new, one-node tree consisting of node v with label x; v must be in no other tree. -link (v, w) : Make w the parent of v by adding the arc (v, w) ; v must be a root, w must be in another tree, and (v) ≥ (w). -cut(v): Delete the arc from v to its parent, making v a root; do nothing if v is already a root. -merge(v, w): Let P and Q, respectively, be the paths from v and w to the roots of their respective trees. Restructure the tree or trees containing v and w by merging the paths P and Q while preserving heap order. See Figure 1 . This is the mergeable trees problem. In discussing this problem we shall use the following terminology. Each tree arc is directed from child to parent, so that a path leads from a node toward the root of its tree, a direction we call upward. Node v is a descendant of w, and w is an ancestor of v, if the path from v to root(v) contains w. (This includes the case v = w.) We also say v is below w, and w is above v. If v is neither an ancestor nor a descendant of w, then v and w are unrelated. We denote by size(v) the number of descendants of v, including v. We denote by P [v, w] the path from node v to an ancestor w, and by P [v, w) and P (v, w] , respectively, the subpath of P [v, w] obtained by deleting w or deleting v; if v = w, P [v, w) and P (v, w] are empty. By extension, P [v, null) = P[v, root(v) ]. We denote by bottom(P) and top(P) the first (bottommost) and last (topmost) nodes on a path P, and by |P| the number of nodes on P.
We denote by n the number of inserts and by m the total number of links and merges. For simplicity in stating time bounds we assume that n > 1 and n = O(m); the latter is true if every node participates in at least one link or merge. All of our data structures use O(n) space. Merge order is unique if all nodes have distinct labels; if not, we break ties by some unique node identifier. For simplicity, and without loss of generality, we assume in Sections 2, 3, and 4 that the nodes are the integers 1 through n, numbered in increasing label order (not insertion order). We define null to be less than any node.
Our motivation to study the mergeable trees problem is an algorithm of Agarwal et al. [2004, 2006] that computes the structure of 2-manifolds embedded in R 3 . In this application, the tree nodes are the critical points of the manifold (local minima, local maxima, and saddle points), labeled by their heights. The algorithm computes the critical points and their heights during a sweep of the manifold, and pairs the critical points into critical pairs using mergeable tree operations. In this use of mergeable trees there are no cuts. We describe the pairing algorithm and its implementation using mergeable trees in Section 5. In the process we fill a gap in the original algorithm. We also show how to avoid parent queries in the mergeable trees, as well as cuts, by modifying the pairing algorithm to do two sweeps, one up and one down, instead of a single sweep.
The mergeable trees problem is a new variant of the well-studied dynamic trees problem, in which a forest of trees must be maintained under all the preceding operations except merge, and some additional ones. Nodes are not heap-ordered by label; instead, each node or arc has an arbitrary associated value, and values can be accessed or changed one node or arc at a time, an entire path at a time, or even an entire tree at a time. The original use of dynamic trees was in a maximum network flow algorithm [Sleator and Tarjan 1983] . In that application, each arc has an associated real value, its residual capacity. The maximum value on a path can be computed in a single operation, and a given value can be subtracted from all arcs on a path in a single operation.
There are several versions of the dynamic trees problem that differ in what kinds of values are allowed, whether values can be combined over paths or over entire trees (or both), whether the trees are unrooted, rooted, or ordered (each set of siblings is ordered), and exactly what operations are allowed. For all these versions of the problem, there are algorithms that perform a sequence of tree operations in logarithmic time per operation, either amortized Tarjan and Werneck 2005] , worst case [Alstrup et al. 2005; Frederickson 1985; Sleator and Tarjan 1983] , or randomized [Acar et al. 2004] . The nca operation is not completely standard for dynamic trees; it accesses two paths rather than one. But it is easy to extend any of the efficient implementations of dynamic trees to support nca in O(log n) time. Indeed, Sleator and Tarjan [1983] and Alstrup et al. [2005] explicitly describe how to do this.
The main novelty, and the main difficulty, in the mergeable trees problem is the merge operation. Although dynamic trees support global operations on node and arc values, the underlying trees change only one arc at a time, by links and cuts. In contrast, a merge operation can delete and add many arcs, even a linear number, simultaneously.
Merging has been previously studied (and, indeed, is a classical problem) for the special case in which each tree is a path. We call this the mergeable paths problem, with or without cuts. The nodes on each path are totally ordered by label. A natural way to represent each path is by a balanced search tree. Using this representation, one can perform additional operations on paths, such as searching for the node of smallest label greater than a given label (a successor query). Brown and Tarjan [1979] described how to merge two paths represented by balanced search trees in O(k log (s/k) + 1) time, if the paths contain k and s nodes with k ≤ s. Their algorithm inserts the nodes of the smaller path one at a time into the larger path, speeding up the insertion process by maintaining a finger to the most recently inserted node. We call this method node merging. If there are no cuts, an arbitrary sequence of node merges takes O(n log n) time, giving an amortized O(log n) time bound for merging. A successor query or a root or link operation takes O(log n) time worst case. An nca operation takes O(1) time worst case, as does a parent operation if parents are stored explicitly. The mergeable paths problem with cuts is harder than without cuts, and it has been studied much less. Node merging takes linear amortized time if there are cuts. Here is a bad example. Build a single n-node path, then repeatedly cut it in half and merge the halves. We know of only one interesting previous result, that of Farach and Thorup [1998] . They gave a solution to this problem as part of an efficient algorithm for string matching in compressed strings. They represent each path by a balanced search tree but use a different merging algorithm, segment merging, in which each path is cut into a minimum number of segments that can be linked to form the merged path. They obtained an O(log 2 n) amortized time bound for merges; all other operations take O(log n) time worst case.
Just as linking and cutting trees (the dynamic trees problem) is harder than linking and cutting paths, so merging trees, with or without cuts, is harder than merging paths. For example, node merging applied to trees does not have a polylogarithmic amortized time bound, even if there are no cuts, as we show in Section 6. Nevertheless, there are efficient implementations of mergeable trees. We give three, for successively more restricted versions of the problem. (See Table I .) Each extends known implementations of dynamic trees in a different way. In Section 2 we consider the problem without restrictions. We extend the analysis of Farach and Thorup [1998] for segment merging of paths to show that for arbitrary trees a merge changes O(log n) arcs amortized. We do each tree merge as a segment merge, using the dynamic tree operations cut and link to cut the paths to be merged into segments and to link these segments to form the merged path. This gives an implementation of mergeable trees that takes O(log 2 n) amortized time per merge and O(log n) time for every other operation. The O(log n) bound is amortized, worst case, or randomized, depending on the underlying dynamic tree implementation. In Section 3 we consider the case of no cut operations. We extend a known implementation of dynamic trees to this case, and use a novel analysis to obtain an O(log n) amortized time bound per operation. In Section 4 we consider the case of no cuts and no parent queries. We represent mergable trees implicitly by dynamic trees so that each merge becomes either a link, or a cut followed by a link. This method also has an O(log n) time bound per operation, in this case amortized, randomized, or worst case depending on the underlying dynamic tree data structure. As already mentioned and discussed in Section 5, either of the methods of Sections 3 and 4 can be used to pair critical points, although use of the latter requires changing the pairing algorithm.
We conclude in Section 6 with an examination of lower bounds and related issues. We show that if there are no cuts, (n 2 ) merges can occur, each of which changes the forest. If each merge is of two leaves, only n − 1 merges can occur. We also show that if there are no cuts, n − 1 merges can change (n log n) parents, even if the trees are paths. Thus if parents are stored explicitly, the amortized time per merge is (log n). We show that if the method of Section 2 is implemented using node merging instead of segment merging, as proposed by Agarwal et al. [2004] , the amortized time per merge does not have a polylogarithmic bound as they originally claimed. We also consider more general lower bounds. A lower bound result of Pȃtraşcu and Demaine [2006] for dynamic trees in the cell probe model applies to mergeable trees even without merges:
an intermixed sequence of insert, link, cut, and root operations takes (log n) amortized time per operation. This leaves open the question of whether in the presence of cuts every mergeable tree operation including merge can be performed in O(log n) amortized time; our bound in Section 2 is O(log 2 n) per merge. A sequence of O(n) insert, merge, and parent operations can be used to sort. Thus even in the absence of cuts the amortized time per operation is (log n) in any model with an (n log n) lower bound for sorting. Finally, we reduce a form of the disjoint set union problem to the mergeable trees problem with no cuts or parent queries. This gives an amortized inverse-Ackermann function lower bound in the cell probe model for this restricted version of the problem, a bound that we think is far from tight.
This article is a major reworking of a conference paper [Georgiadis et al. 2006] . We have simplified the analysis of the algorithms in Sections 2 and 3, added a detailed description of the critical point pairing application (Section 5), and added the algorithm in Section 4, which is the contribution of the two new authors (Kaplan and Shafrir).
MERGEABLE TREES AS DYNAMIC TREES
In this section we explore the obvious way to implement mergeable trees, proposed by Agarwal et al. in a preliminary version of their paper [2004] : represent each mergeable tree by a dynamic tree of exactly the same structure. Then the mergeable tree operations parent, root, nca, insert, and cut become exactly the same operations on dynamic trees. The problem is how to do merges. Agarwal et al. [2004] proposed the use of node merging. Although they claimed an O(n log n) bound on the total number of node insertions assuming no cuts, this bound does not hold: the worst-case number of node insertions in the absence of cuts is (n 3/2 ), as we show in Section 6. Thus node merging does not give a polylogarithmic amortized bound for merge even if there are no cuts.
Instead of node merging, we use segment merging. Segment merging was used previously by Farach and Thorup [1998] to the mergeable paths problem. We extend their analysis to solve the mergeable trees problem, obtaining an O(mlog n) bound on the total number of segments for all merges. This gives us an O(log 2 n) amortized time bound for merging.
In order to do merges, we need one additional operation on heap-ordered dynamic trees:
-topmost(x, w): Return the smallest (topmost) ancestor of w that is strictly greater than x, assuming x < w.
It is easy to extend any of the efficient implementations of dynamic trees to support topmost in O(log n) time. We sketch how to do this. Each such implementation represents a dynamic tree by partitioning it into a set of node-disjoint paths; this partition is explicit in link-cut trees [Sleator and Tarjan 1983] and implicit in top trees [Alstrup et al. 2005] . Each such path is itself represented (explicitly or implicitly) by a binary tree whose nodes in symmetric order are those of the path in bottom-up order. Since this order is also decreasing numeric order, one can do a binary search in such a tree. Each implementation provides an operation expose(x) that changes the path partition so that the path P[x, null) becomes one of the paths in the partition. To do topmost(x, w), do expose(w), do a binary search within the binary tree now representing P [w, null) to find the answer to the topmost query, and return the answer. Additional details depend on the specific implementation. If the binary trees in the data structure are splay trees , the binary search must be followed by a splay of the deepest node in the tree visited by the search, to pay for the search. If the path partition is balanced, as in link-cut trees based on biased search trees [Bent et al. 1985] and as in top trees, the expose must be undone after the search, to restore the balance of the path partition. In the case of top trees, the binary search is guided by a user-defined selection function. All these details are straightforward.
To do a merge of two paths in different trees, we begin by linking the larger root to the smaller. This takes two root queries and one link operation, and does not affect the outcome of the merge. With this preprocessing, we can assume that each merge is of two paths in the same tree. We combine these paths top-down. In the middle of the merge there are two paths P and Q still to be merged, whose tops have the same parent and with the top of P greater than the top of Q. The general step of the merge checks whether the top of P is greater than the bottom of Q. If so, it cuts the top of P, links it to the bottom of Q, and stops. Otherwise, it finds the smallest node t on Q greater than the top of P by using topmost, cuts the top of P and links it to the parent of t, replaces P and Q by the part of Q from its bottom up to t and by P, respectively, and continues. Here are the details.
To perform merge (v, w) , root(w), root(v) ). Now v and w are in the same tree. Compute u = nca (v, w) . (u, w) and swap v and w. While x < w, repeat the following step.
Merge
Step. Let t = topmost (x, w) . Do cut(x); link (x, parent(t) The merging process maintains the invariant that the tree is in heap order, the parent of x is the nearest common ancestor of v and w, x is an ancestor of v, and x is greater than its sibling that is an ancestor of w. The correctness of the merging algorithm follows. To bound the running time of the method we count parent changes. There is one parent change per link or cut; there is at most one cut per link. Each cut makes a parent null; each link makes a parent nonnull. A merge that takes k merge steps does O(k + 1) dynamic tree operations and makes at most 2k + 3 parent changes, two per step, via a cut and a link, at most one before the first step, via a link, and at most two after the last step, via a cut and a link. LEMMA 2.1. In a sequence of mergeable tree operations, the number of parent changes is O(mlog n), as is the total number of merge steps.
PROOF. Farach and Thorup [1998] proved the special case of Lemma 2.1 for paths. We extend their proof to trees. We define the potential of an arc (x, y) to be 4 lg(x − y), where lg is the base-two logarithm, and the potential of a forest to be the sum of the arc potentials. The potential is initially zero and is always nonnegative. It changes only when a parent changes. The potential does not increase when a parent becomes null; it increases by at most 2 lg n when a parent becomes nonnull. We shall show that a merge operation that does k merge steps decreases the potential by 2k − O(log n). The lemma follows.
Consider a merge. If it is of paths in two different trees, the first link increases the potential by O(log n). We bound the potential change caused by the rest of the merge. To do this, we allocate the potential of each arc to its incident nodes, half to each: if (x, y) is an arc, x and y each get 2 lg(x − y). The half allocated to x is parent potential; the half allocated to y is child potential. Each node has only one allocation of parent potential (or none if it is a root) but has an allocation of child potential for each child. The rest of the merge deletes one child (the initial x) of one node (the initial u), replaces the parents of zero or more nodes by larger ones, replaces children of zero or more nodes by smaller ones, and adds one child (the final x) to one node (the final w). This last event increases the child potential of w by O(log n). Every other change of a parent or child results in a separate reduction in potential, of the parent potential if the parent is replaced, of the child potential if a child is replaced or deleted. Consider a merge step that gives a node x a new parent p (x) = p(t). Let p (t) be the parent of t after the merge, which it acquires either in the next merge step, or at the end of the merge if this is the last
In the former case, the change in the parent of t reduces the parent potential of t by at least two. In the latter case the replacement of t by x as a child of p(t) reduces the child potential of p(t) by at least two. It follows that a merge that does k merge steps decreases the potential by 2k − O(log n).
This method can maintain parent pointers explicitly, which makes the worst-case time for the parent operation O(1). If we use any of the several implementations of dynamic trees that support all operations in O(log n) time, Lemma 2.1 gives an O(log 2 n) amortized time bound for merge; all the other operations have the same time bound as in the underlying dynamic tree structure. We conjecture that the dynamic tree implementation using splay trees actually has an O(log n) amortized time bound per merge. Although we have no proof of this, Lemma 3.1 in the next section provides some evidence for its truth in the special case of no cuts.
MERGEABLE TREES VIA PARTITION BY RANK
To get a logarithmic bound for merge, we disallow cuts. In this and the next section we develop two methods for this special case. The first uses a particular version of the idea mentioned in Section 2: we partition each tree into node-disjoint paths and implement the tree operations as appropriate operations on paths. In the original version of this method [Sleator and Tarjan 1983] , paths must be catenated and split. Our choice of the path partition limits the path updates to deletion of a top node and insertion of a node just before or just after a given node. The path representation must support such deletions and insertions as well as binary search. We do not use an expose operation (see Section 2); such an operation would require catenation and splitting of paths.
We begin by improving Lemma 2.1 in the case of no cuts. We define the rank r(v) of a node v to be lg size (v) . Ranks are integers between 0 and lg n , inclusive. Since there are no cuts, ranks are nondecreasing. Consider the implementation of mergeable trees given in Section 2. We define a distance and a cost for every parent change, ignoring changes to null: a cut that makes a parent null is followed immediately by a link that makes it nonnull, and we consider these events as a unit. Let x be a node whose parent changes from p(x) to p (x) as a result of a mergeable-tree link operation, a merge step, or the finalization of a merge. Either p(x) = null or p (x) is a proper descendant of p(x): if the change is caused by a mergeable-tree link operation, p(x) = null; if by a merge step, p ( PROOF. Consider a change in the parent of a node x from p(x) to p (x). This change increases the size of every node on the path P[ p (x), p(x)) by size(x). To pay for most of the cost of the parent change, we charge each node on P[ p (x), p(x)) an amount related to its relative increase in size. Specifically, let z be a node on the path, and let r(z) and r (z) be the rank of z before and after the parent change, respectively. If r (z) > r(z), we charge 2(r (z) − r(z) + 1) to z; otherwise, we charge 2
Thus the charge to a node whose rank does not change is at most 1/2. The lemma follows from two facts: the total charge to nodes is O(n log n), and the total cost of parent changes over all merge steps of a merge is at most 2 lg n plus the charge to nodes during the steps.
The total amount by which the rank of a node can increase is at most lg n, so a node can accumulate a charge of at most 4 lg n for parent changes that increase its rank, totaling 4n lg n over all nodes. We claim that a node can accumulate a charge of at most one between rank increases. Indeed, a node of rank k has at least 2 k descendants. If it is charged 2 i−k , it acquires at least 2 i more descendants. That is, the number of new descendants is at least 2 k times the charge. Thus, once the node accumulates at least one unit of charge, it has at least 2 k new descendants, and its rank must increase. The claim implies that a node can accumulate a charge of at most lg n for parent changes that do not increase its rank, totaling n lg n over all nodes. Thus the total charge to nodes is at most 5nlg n, giving the first fact.
Within a given merge, consider a merge step that changes the parent of x from p(x) to p (x) = p(t). Let d and c be the distance and cost of the change, respectively, and let y = top (P[ p (x) , p(x))). We claim that the node charges for the parent change total at least 2(r(x) − r(y)) + c, where the ranks are those before the parent change, which are the same as before the merge. We consider two cases. If r(y) ≤ r(x), then every node on P[ p (x), y] increases in rank by at least r(x) − r(y) as a result of the parent change, and the node charges total at least 2(r(x) − r(y)
In either case the claim holds. Now we sum the bound given by the claim over all the merge steps. Since x in one merge step becomes y in the next, the sum of rank differences telescopes, and we find that the sum of the node charges is at least the sum of the costs of the parent changes plus twice the difference of two ranks. The latter is at least −2 lg n. This gives the second fact.
To complete the proof, we observe that a single parent change has cost O(log n), so a mergeable-tree link costs O(log n), as does a parent change at the beginning or end of a merge. The total cost of such parent changes is O(mlog n). The total cost of parent changes within merge steps is O(log n) per merge plus the sum of node charges, also totaling O(mlog n).
Remark. The proof of Lemma 3.1 gives an independent proof of Lemma 2.1 for the special case in which there are no cuts.
Lemma 3.1 would imply that in the absence of cuts the method of Section 2 implemented using splay trees has an amortized time bound per merge of O(log n), if we could show that splay trees have the amortized efficiency of biased search trees [Bent et al. 1985] and finger trees [Tarjan and Wyk 1988] simultaneously. This may be true, but proving it remains open. Lacking such a result, we obtain an O(log n) time bound per merge by explicitly maintaining a path partition defined by the ranks. We decompose the forest into solid paths by defining an arc (v, w) to be solid if r(v) = r(w) and dashed otherwise. Since a node can have at most one solid arc from a child, the solid arcs partition the forest into node-disjoint solid paths. See Figure 3 . Our path partition is a variant of one used by Sleator and Tarjan [1983] : theirs makes an arc (v, w) solid if size(v) > size(w)/2; our solid arcs are a subset of theirs. We call a node a top node if it is the top of its solid path. We call a nonroot node a solid child if its arc to its parent is solid and a dashed child otherwise. Each path in the tree intersects at most lg n + 1 solid paths.
We do merging as in Section 2. We encounter several complications in the implementation of link and merge. First, these operations can increase ranks. Rank increases change the path partition, which we must update accordingly. We charge such updates against the corresponding rank increases, of which only O(n log n) can occur. Second, in the merging algorithm of Section 2 each topmost query is on a tree path, which can intersect several solid paths, but we can only do binary search within a single solid path. We need to overcome this limitation. Furthermore, there can be O(mlog n) merge steps. Nevertheless, by representing each solid path by a particular kind of search tree and using Lemma 3.1, we are able to obtain an amortized O(log n) search time per link or merge. Either finger search trees or splay trees suffice.
The remainder of this section develops and analyzes this method. Section 3.1 describes the data structure and the implementation and analysis of insert, parent, root, and nca. Section 3.2 describes and analyzes the implementation of link, and Section 3.3 describes the implementation of merge. Section 3.4 describes the representation of solid paths and analyzes the method.
Data Structure, Insertion, and Queries
To represent the path partition, we maintain a head for each solid path. The head h contains a pointer top(h) to the top of the path. Each node x has a pointer head(x) to the head of its solid path. From any node, the top of its solid path is reachable in at most two steps and the root of its tree in O(log n) steps. Using one level of indirection to store solid path tops speeds up updates. Each node x also has a pointer solid(x) to its solid child and a pointer p(x) to its parent; solid(x) = null if x has no solid child, p(x) = null if x has no parent. The parent and solid child pointers make the solid paths into doubly-linked lists, facilitating insertion and deletion.
We store with the top of each solid path its size, and with every node x (a top or not) its rank and its dashed size d(x), defined to be one plus the sum of the sizes of its dashed children. We do not explicitly store the size of solid children (nodes that are not tops); when needed, the size of a solid child x can be computed from that of its parent
. Storing sizes only with top nodes speeds up solid path updates. We store ranks explicitly just for convenience; the rank of a node is the same as that of the top of its solid path, and can be computed in O(1) time by accessing this size.
For each solid path, we also maintain a search structure containing its nodes that supports deletion of the top, insertion of a new node just above or just below a given one, and the query topnode(x, s), which returns the smallest node greater than x on the solid path containing s, assuming x < s. Each path head points to the search structure of the path. We discuss the implementation of the search structures in Section 3.4; for now, we assume that a deletion or insertion in a search structure takes O(1) time, an assumption we justify in Section 3.4.
To insert a new node, make it into a one-node tree and a one-node solid path, initializing all the data structures appropriately. To answer a parent query, return the parent. Each of these operations takes O(1) time worst case.
We extend root(v) to return not just the root of the tree containing v but a stack containing every solid path top that is an ancestor of v, with the tree root on top. If S is a stack, we denote by top(S) the top element on S, with top(S) = null if S is empty. The implementations of nca, link, and merge use the stacks produced by root queries. To answer a query root(v), initialize a stack S containing top (head(v) 
To answer a query nca (v, w) , 
Links
The operation link (v, w) increases the size of every ancestor of w by size (v) . (See Figure 4. ) If an ancestor x of w increases in rank, so must all ancestors of x on the same solid path, including the top of the path, since their sizes are at least that of x. This simplifies the updating of solid paths after links and merges.
A link is a four-part process. To do link (v, w) , first add (v, w) as a dashed arc; second, find the set of nodes Q whose rank increases; third, change to dashed every solid child of a node on Q; fourth, make into a solid child every node on Q ∪ {v} whose new rank equals that of its parent. Here are the details.
To do the first part of link (v, w) and add size(v) to size(x) for every node x on S. Now the data structure reflects the link except that the path partition is not by rank: it is the old partition, with the addition of a dashed arc from v to w.
The second part maintains Q as a queue, initially, empty, and builds Q while emptying S. It starts at each solid path top that is an ancestor of w and walks down the solid path, computing the new size and rank of each node and adding to Q each node whose rank increases, stopping when reaching the end of the path or reaching a node whose rank does not increase.
To do the second part, initialize Q to empty and repeat the following until S is empty: Pop the top node f from S and compute its new rank from its new size. If its rank increases, add f to the back of Q and, if f has a solid child g, compute the new size of g as size( f ) − d( f ) and push g onto S.
Since a solid child cannot increase in rank without its parent also increasing in rank, the second part correctly finds all nodes whose rank increases. As a side effect, it computes the new size and rank of each such node, and of its solid child if it has one.
To do the third part of the link, process each node f on Q in front-to-back order, as follows: if f has a solid child g, set solid( f ) = null, add size(g) to d( f ), delete f from the search structure of head(g), set top(head(g)) = g, and make f into a one-node solid path by creating a head h and a one-node search structure for the path, with head( f ) = h and top(h) = f . Each node on Q is now a one-node solid path, since if f is on Q and was a solid child before the merge, then p( f ) must also be on Q. The correctness of the third part is obvious.
To do the fourth part of the link, process each node f on Q in front-to-back order, as follows: if f has a parent of the same new rank as its own, set solid( p( f )) = f , subtract size( f ) from d( p( f )), destroy the head and search structure of the one-node solid path containing f , set head( f ) = head( p( f )), and insert f just below p( f ) in the search structure containing it; otherwise, if f has rank equal to that of v, destroy the head and search structure of the one-node solid path containing f , set head( f ) = head(v), set top(head(v)) = f , and insert f just above v in the search structure containing it. (The latter case occurs at most once: for the first node on Q, if any, with new rank equal to that of v.) To finish the fourth part, if v and w have the same new rank, set solid(w) = v and subtract size(v) from d(w).
With one anomaly, the fourth part maintains the invariant that the data structure represents the correct path partition except that each unprocessed node in Q ∪ {v} is a dashed child even if it should be solid. The anomaly is that, while Q is being processed, the search structure containing v also contains all processed nodes on Q with rank equal to that of v, whereas these nodes should be in a separate search structure, since they are on a separate solid path until v becomes a solid child of w. The fourth part adds these nodes prematurely to the search structure containing v to avoid having to catenate the search structures containing v and w when the arc from v to w becomes solid.
Each ancestor of w with old rank equal to that of v has new rank exceeding that of v, and each ancestor of w with old rank less than that of v has new rank at least that of v. All such nodes are on Q after the second part of the link. The correctness of the fourth part follows.
The implementation of link is redundant in that it can convert arcs from solid to dashed and back to solid, and it can create heads and search structures that it later destroys. At the cost of obfuscating the implementation, one can remove such redundancies. One can also combine the last three parts into a single pass that does not build Q explicitly but just processes S. We leave these refinements as exercises.
LEMMA 3.2. The total time spent doing links is O(mlog n).
PROOF. The time for a link is O(1) plus O(1) per node added to S or Q. Since each node added to Q is first added to S, we need only count the number of nodes added to S. The call root(w) adds O(log n) nodes to S. Every other addition to S corresponds to a rank increase. The number of rank increases is O(log n) per node. The lemma follows.
Merges
We do merge (v, w) by implementing the segment merging method of Section 2 on the data structure of Section 3.1. We do a topmost query by visiting the tops of solid paths top-down to find the solid path containing the answer, and then doing a topnode query within the solid path. The path tops that such queries visit are on the stacks returned by root(v) and root(w). We update the data structure after each parent change by extending the implementation of link in Section 3.2; an extension is necessary because the arc cut can be solid, but this extension is straightforward. Except for the time needed for topnode queries, we can charge the time for a merge against the nodes on the stacks returned by the root queries, of which there are O(log n) per merge, and against rank increases, of which there are O(log n) per node. The result is an O(log n) amortized time bound for merge, excluding the time for topnode queries.
To do merge (v, w) , if v and w are in different trees, link their roots, making the smaller root the parent of the larger. Now v and w are in the same tree. Compute u = nca (v, w) . Stop if u is in {v, w}. Otherwise, let S v = root(v) and S w = root(w). Pop S v and S w down to and including their bottommost common node, which is the top of the solid path containing u. Compute x, the child of u on the path from v, as follows: if S v is nonempty and p(top (S v 
Similarly, compute y, the child of u on the path from w, as follows: if S w is nonempty and p(top(S w )) = u, then y = top(S w ); otherwise, y = solid(u). If x < y, let x = y, swap v and w, and swap S v and S w . While x < w, repeat the following step:
Merge
Step. Let z = top(S w ). While z = null and x > p(z), replace z by the node below it on S w , or by null if it is the bottom. If z = null, let t = topnode(x, w); otherwise, let t = topnode (x, p(z) ). Make p(t) the parent of x and update the data structure as described shortly. Let x = t, swap v and w, and swap S v and S w .
To finish the merge, make w the parent of x and update the data structure as described in the following.
It remains to describe how to update the data structure when changing the parent of a node x from its previous value p(x) to some proper descendant s of p(x): s = p(t) in a merge step, s = w in the finalization. This change maintains the invariant that the parent of x is the nearest common ancestor of v and w. The updating includes modifying S v and S w to maintain the invariant that S v , respectively S w , contains all solid path tops that are proper descendants of the parent of x and ancestors of v, respectively w.
The details of the updating depend on whether (x, p(x)) is dashed or solid. If (x, p(x) ) is dashed, a slight modification of the implementation of link suffices. Specifically, subtract size(x) from d( p(x)). Then proceed as in link(x, s), but omit the assignment S = root(s) in the first part of the link, and in place of S use the top part of S w down to but not including z. That is, to do the first part, add size(x) to d(s), set p(x) = s, and add size(x) to size( f ) for every node f on S w down to but not including z. To do the second part, initialize Q to empty and repeat the following step until top(S w ) = z: pop the top node f from S and compute its new rank from its new size. If its rank increases, add f to the back of Q and, if f has a solid child g, compute the new size of g as size( f ) − d( f ) and push g onto S. Once the fourth part of the link is completed, test whether x is a solid child; if so, pop x from the top of S v .
The subtraction of size(x) from d( p(x)) followed by the first part of the link have the effect of cutting the dashed arc (x, p(x)) and replacing it by the dashed arc (x, s). The last three parts of the link (including the modified second part) update the path partition to reflect this change. The second part pops S w down to but not including z, restoring the invariant that S w contains all solid path tops that are proper descendants of the parent of x and ancestors of w. The pop of x from S v if x becomes a solid child restores the invariant that S v contains all solid path tops that are proper descendants of the parent of x and ancestors of v. Thus the updating is correct.
If (x, p(x) ) is solid, the updating must deal with the problem that the data structure does not support O(1)-time computation of size(x), which means that there is no efficient way to update the sizes of the ancestors of s that are proper descendants of p(x). Fortunately, this is not necessary: these nodes are exactly the ones whose ranks increase as a result of the parent of x changing; the rank of each of these nodes increases to that of x, and each such node moves from its previous solid path to that of x and p(x). The updating consists of four parts, analogous to those of link but with the first and second parts switched. First, pop S w down to but not including z, and compute the set Q of nodes whose rank changes by initializing Q to contain s and following parent pointers from s until reaching p(x), pushing onto the front of Q each new node reached other than p(x). Second, change the parent of x to s. Third, convert to dashed each solid child of a node on Q. Fourth, make each node in Q ∪ {x} a solid child of its parent (its new parent in the case of x).
The first and second parts are straightforward. The third part is exactly the same as the third part of link. To do the fourth part, process each node f on Q in front-to-back order, as follows: set solid( p( f )) = f , subtract size( f ) from d( p( f )), destroy the head and search structure of the one-node solid path containing f , set head( f ) = head( p( f )), and insert f just below p( f ) in the search structure containing it. Finish by setting solid(s) = x. It is straightforward to verify that if (x, p(x) ) is solid the updating is correct.
One can streamline the merging algorithm to do just two root queries root(v) and root(w) and use the stacks returned to find the roots, to answer the nca query, and to do the merging itself.
One can also eliminate redundancies in the updating during merge steps and do the updating in one pass that processes S w without building a separate set Q. We leave these refinements as exercises.
LEMMA 3.3. Not counting the time for topnode queries, the total time spent on merges is O(mlog n).
PROOF. A merge takes O(log n) time plus the time taken by merge steps. By Lemma 2.1 (or 3.1) the total number of merge steps is O(mlog n). Not counting the topnode query, the time for a merge step is O(1) plus O(1) per node popped from S v ∪ S w or added to Q. Each node popped from S v ∪ S w must have been previously added. Before the first merge step, S v ∪ S w contains O(log n) nodes. Each subsequent addition, and each addition to Q, corresponds to a rank increase. There are O(log n) rank increases per node. The lemma follows. 
Search Trees as Search Structures
Three tasks remain: to implement the search structures, to verify that the time per insertion or deletion in these structures is O(1), and to bound the time spent on topnode queries. To bound the time on topnode queries, we apply Lemma 3.1. We define the cost of a topnode query to be the cost of the parent change that immediately follows the query. We need an implementation of the search structures such that the time of a topnode query is O(c), where c is its cost. At least three kinds of search trees support topmost queries within this bound: two kinds of finger trees and splay trees. A finger tree is a form of search tree that supports an insertion or deletion at a given position in constant amortized time and a search from a given position to a position d ≥ 1 away in O(log(d + 1)) time. The type of finger tree that applies most directly to our problem is a homogeneous finger tree, such as a homogeneous red-black finger tree [Tarjan and Wyk 1988] . This is a red-black tree whose leaves in left-to-right order store the items of a list, in our case the nodes of a solid path in bottom-to-top order. Every tree node contains pointers to its left and right children and to its parent. In addition, every black node has level links connecting it to its left and right neighbors at the same black height. The internal nodes contain values, derived from the items, that make searching efficient. This data structure supports insertion or deletion in constant amortized time, given a pointer to the position of the insertion or deletion. It also supports a topnode query of cost c in worst-case time O(c). For details see Tarjan and Wyk [1988] . (Note that the captions are reversed on Figures 22 and 23 of that paper.) If each search structure is a homogeneous red-black finger tree, an O(log n) amortized time bound for links and merges follows immediately from Lemmas 3.1, 3.2, and 3.3.
Homogeneous finger trees are actually a heavyweight data structure to use in our situation. A simpler data structure that works, although not quite as directly, is a heterogeneous finger tree, such as a heterogeneous red-black finger tree [Tarjan and Wyk 1988] . This is a red-black tree with the items of a list stored in its nodes in symmetric order. (In Tarjan and Wyk [1988] the items are stored in the leaves, but it is simpler to store the items in the internal nodes, and the same time bounds hold). Each node contains pointers to its left and right children, except that the pointers along the left and right spines (the paths from the root to the first and last node in symmetric order, respectively) are reversed: every node on the left (right) spine points to its right (left) child and to its parent. Access to the tree is by pointers to the first and last nodes in symmetric order. This data structure supports an insertion or deletion at a position d ≥ 1 away from either end in O(log(d + 1)) amortized time. It also supports a search, such as a topnode query, to a position d away from either end in O(log(d + 1)) worst-case time. Finally, it supports catenation of two trees (if the order of their items is compatible) in O(1) amortized time, and splitting a tree in two at a position d away from either end in O(log(d + 1)) amortized time.
We obtain an O(log n) amortized time bound for links and merges by using heterogeneous finger trees as the search structures, except that during the middle of a link or merge one such tree may be split in two, so that every insertion and deletion is at one end of a tree, and thus takes O(1) amortized time, and every topnode query starts at the top end of a tree.
Specifically, during the fourth part of a link, when processing the first node f on Q (if any) whose new rank is equal to that of v, do not insert f into the search structure containing v but create a new, one-node search structure containing f ; after completing the fourth part, if v and w have the same rank, catenate the search structures containing v and w. Then every insertion and deletion in a search structure during a link is at one end or the other, and there is one catenation per link, so the total time spent updating search structures during links is O(mlog n).
During a merge, once u is computed, if u has a solid child, split the finger tree containing u in two, between u and its solid child. Maintain the invariant that after each change in the parent of a node x, if p(x) has a solid child then its finger tree is split in two, between p(x) and its solid child. To do this, modify the parent-change updating process as follows: If x is a dashed child of its old parent, change the fourth part of the updating in the same way as in link, given before. Whether or not x is a dashed child of its old parent, after the fourth part, if the old p(x) has a solid child, catenate the finger trees containing these two nodes; if the new p(x) has not changed in rank and has a solid child, split the finger search tree containing it, between it and its solid child. Upon completion of the merge, if w has a solid child, catenate the finger trees containing these two nodes.
The modified updating process maintains the desired invariant, which guarantees that every insertion or deletion into a finger tree is at one end, and that each topnode query takes time proportional to its cost. Each split of a finger tree during a merge step is at the answer returned by the preceding topnode query, and takes time proportional to the cost of the query. There is at most one additional split per merge, when w is made the parent of the final x. Such a split takes O(log n) time, totaling O(mlog n) over all merges. There is one catenation per split plus at most one per merge, for a total of O(mlog n) catenations; these take O(mlog n) time. An O(log n) amortized time bound for merging follows from Lemmas 3.1, 3.2, and 3.3.
An even simpler data structure that (almost) works is the splay tree , a form of self-adjusting search tree. This is thanks to the amazing proof by Cole et al. [2000 Cole et al. [ , 2000 that splay trees are as efficient as finger trees in the amortized sense. Specifically, Cole et al.'s [2000] proof of the dynamic finger conjecture for splay trees gives the following bound. Consider an initially empty splay tree on which a sequence of insertions, deletions, and accesses is done. The finger of a splay tree is the position of the most recent operation; namely, the node accessed or inserted if the operation is an access or insertion, a node next to the deleted node if the operation is a deletion. Then the amortized time of each operation is O (log(d + 1) ), where d is the number of nodes between the fingers before and after the operation, inclusive. This number is computed after an access or insertion, before a deletion; d = 1 for the initial insertion. In our case all deletions are at the top, so the finger after a deletion is the new top node. We define the Cole time of a splay tree operation to be lg(d + 1). The Cole time has the following useful monotonicity property. To get a logarithmic amortized bound for links and merges, we amortize the Cole time. There is one problem: insertions and deletions into a search structure can alternate between the ends. For example, during a link or merge a solid path can lose a node at the top and gain a node at the bottom, and this can happen repeatedly in subsequent links and merges. The Cole time per insertion or deletion is logarithmic in the number of nodes on the solid path, but we need an O(1) bound. We avoid this problem by delaying all insertions at the bottom ends of search structures. The search structure for a solid path consists of a splay tree containing one or more nodes on the path, closed under parent. That is, if x is in the splay tree and p(x) is on the same solid path, then p(x) is in the splay tree. The extreme cases are a tree containing only the top of the path and a tree containing all nodes on the path. The splay tree of a node is the splay tree of its solid path, whether or not the node is in it.
To do a query topnode(x, e) in this representation, do a binary search for x in the splay tree of e. Since x is not in the tree (it is not on the solid path), the search will run off the bottom of the tree. The answer to the query is either the last node visited, or its solid child, or is not in the tree. Splay at the last node visited. The time for the search is linear in the time for the splay. The splay constitutes an access of the node splayed, to which Cole's bound applies. Start at the node splayed and follow solid child pointers until reaching a node greater than x, which is the answer to the query. When visiting a node, insert it into the tree if it is not already there. Return the answer.
We change link and merge to omit all insertions at the bottom of search structures, as follows. In the fourth part of a link, if the node f being added to a solid path has rank greater than that of v, we do not insert it into its new splay tree. Correspondingly, in the fourth part of merge step updating when (x, p(x) ) is dashed, if the node f being added to a solid path has rank greater than that of x, we do not insert it into its new splay tree. In the fourth part of merge step updating when (x, p(x) ) is solid, we do the insertions only if x is in its splay tree.
LEMMA 3.5. If the search structures are splay trees with insertions delayed as described previously then the total time for splay tree operations and topnode queries is O(mlog n).
PROOF. The time for a topnode query is O(1) plus O(1) per splay tree operation plus the time of the splay tree operations. By Lemma 2.1 (or 3.1) it suffices to bound the time of the splay tree operations.
To simplify the analysis we add a dummy splay tree access at the start of every merge step and appeal to Lemma 3.4. At the start of a merge step, if p(x) is in its splay tree we access p(x); if not, we access the node at the bottom end of this tree.
For a node f , let d f be the number of ancestors of f on its solid path, including f . We define the potential of a splay tree with finger f to be lg d f , and we define the potential of the set of splay trees to be the sum of their potentials. We define the amortized time of a splay tree operation to be its Cole time plus the increase in potential it causes. The potential is initially zero and remains nonnegative. Thus the sum of the amortized times is an upper bound on the sum of the Cole times.
With this choice of potential, the amortized time to do an operation at the top end of a splay tree is O(1), since the decrease in potential caused by moving the finger to the top end cancels the Cole time to within O(1). The amortized time to do an operation at distance O(1) from the previous finger is also O(1), since both the Cole time and the increase in potential are O(1). Every deletion is at the top end of a splay tree and thus takes O(1) amortized time. Every insertion also takes O(1) amortized time, since it is either at the top end or next to the previous finger. There is only one case in which this is not obvious: the first insertion of merge step updating when (x, p(x) ) is solid and x is in its splay tree. In this case the dummy access of p(x) makes it the finger of its search tree at the beginning of the step, and the insertion is the next operation in this tree: any operations done during the step but before this insertion are in other trees.
By It remains to analyze accesses, both those done during topnode queries and the dummy ones. The first merge step of a merge begins with a dummy access. Each such access takes O(log n) amortized time, totaling O(mlog n) over all merges.
Consider a merge step. We claim that the amortized time of the access done during the query and that of the dummy access done at the start of the next merge step are each at most twice the cost of the query plus O(1).
Let topnode(x, e) with answer t be the query done during the step. Let p(x) and p (x) = p(t) be the parent of x before and after the step. Let d be the distance of the parent change, and c the cost of the parent change and of the query. Let f and f be the finger of the splay tree of t before and after the query access, respectively. Then f ≤ t. Also, the dummy access at the start of the next step is of p(t). We consider two cases.
Suppose top(head(e)) ≤ p(x). In this case t and p(x) are on the same solid path, and the merge step changes no ranks. After the topnode query, including any insertions, either t or p(t) is the finger of the splay tree of p(t). Since the dummy access at the start of the next step is of p(t), it takes O(1) amortized time. To analyze the query access, we consider two subcases. If at the beginning of the step p(x) is in its splay tree, the dummy access of p(x) at the beginning of the step makes f = p(x), which implies
The Cole time of the query access is thus at most lg(d+3) ≤ c+O(1). Also,
Thus the amortized time of the query access is at most 2c + O(1). If at the beginning of the step p(x) is not in its splay tree, then the dummy access at the beginning of the step makes f the node at the bottom end of the tree. Since this node is also f , the query access takes O(1) amortized time.
The alternative is p(x) < top(head(e)). It remains to analyze the dummy access at the start of the next step in the case p(x) < top(head(e)). There are two subcases. If the rank of p(t) at the start of the next step is less than that of p(x), then the top end of the splay tree of p(t) is a proper descendant of p(x), and the dummy access takes at most 2c + O(1) amortized time. If the rank of p(t) at the start of the next step equals that of p(x), then either x was in its splay tree at the beginning of the current step, in which case p(t) is the finger of its splay tree when the dummy access occurs, or the finger of this tree is the bottom end of the tree and an ancestor of p(x), both before and after the current step. In either case the dummy access is of the finger and takes O(1) amortized time.
We conclude that the claim is true. By Lemma 3.1, the total amortized time of all the accesses is O(mlog n). By Lemma 3.4, this remains true after omitting the dummy ones.
We conjecture that Lemma 3.5 is true even if the problematic insertions are not delayed; that is, the search structure of each solid path is a splay tree containing all its nodes. We claimed such a result in the conference version of our article [Georgiadis et al. 2006 ], but our proof is incorrect. One way to get a correct proof would be to extend Cole's proof of the dynamic finger conjecture to show that the extra time needed for k arbitrary interspersed insertions at one end is O(k). We conjecture that this is true, but proving it may require delving into the details of Cole's very complicated proof. On the other hand, delaying the insertions at the bottom of search structures works with any implementation of these structures, including both kinds of finger trees, and it might be a good idea since it keeps the search structures smaller.
Summarizing, we have the following result.
THEOREM 3.6. With any of the three implementations of search structures described in this section, the amortized time for each link and merge is O(log n).

IMPLICIT MERGEABLE TREES
We now consider the special case of mergeable trees in which there are neither cuts nor parent queries. In this case we need not store parent pointers, and indeed we do not need to explicitly maintain the trees at all. Instead, we represent each mergeable tree by a dynamic tree of possibly different structure but equivalent in that an nca query or a link or a merge operation can be simulated by O(1) dynamic tree operations. This gives us an O(log n) time bound for each mergeable tree operation, worst case, amortized, or randomized, depending on the bound of the underlying dynamic tree structure. Since the mergeable trees are implicitly represented, we call the resulting solution implicit mergeable trees.
In order to avoid confusion, we treat each mergeable tree link as a special case of merge; that is, we replace each link (v, w) by merge (v, w) . We need to introduce a little terminology. Let T be a rooted tree whose nodes are selected from a totally ordered set; T need not be heap-ordered. Let v and w be any nodes in T . We denote by T [v, w] the (unique) path connecting v and w in T , ignoring arc directions. In general this path consists of two parts, connecting v and w, respectively, with nca (v, w) . When used in an argument of min, T and T [v, w] denote the node sets of T and T [v, w] , respectively. If T is heap-ordered, root(v) = min(T ) and nca(v, w) = min(T [v, w] ). Thus we can find roots and nearest common ancestors by computing minima over appropriate sets. Furthermore, we need not do this in the original tree; we can use any tree T that is equivalent to T in the following sense: T and T have the same node sets and min (T [v, w] 
Thus we shall represent a forest of mergeable trees by a forest of equivalent dynamic trees in which we simulate each merge by a link, or by a cut followed by a link. We need the following additional operations on rooted but not necessarily heap-ordered dynamic trees.
-treemin(v): Return the minimum node in the tree containing v.
-pathmin(v): Return the minimum node on the path from v to root(v).
-evert(v): Make v the root of the tree containing it, by reversing the direction of each arc on the path P [v, null] .
These dynamic tree operations are standard: see Alstrup et al. [2005] , Goldberg et al. [1991] , Tarjan [1983, 1985] , and Tarjan and Werneck [2005] . We implement the mergeable tree operations, excluding parent and cut, by simulating them on the equivalent dynamic trees as follows.
-root ( We shall show that the dynamic trees maintained by the implementation of the merge operations are equivalent to the corresponding mergeable trees. Assuming that this is true, the root and nca functions return the correct values: if v and w are in the same mergeable tree T , then they will be in the same dynamic tree T ; the value returned by root(v) is min(T ) = min(T ) = root T (v), and the value returned by
, where the subscript "T " indicates the tree in which the value (root or nca) is defined.
In an operation merge (v, w) , if v and w are in the same mergeable tree T and the same dynamic tree T , u = nca T (v, w) . If v and w are unrelated in T , the merge cuts the first arc on the path in T connecting u and v, and then links v and w.
It remains to show that the implementation of merging maintains equivalence. We do this by a sequence of lemmas. We start with the simpler case, that of a merge that combines two different mergeable trees. Suppose v and w are in different mergeable trees T 1 and T 2 , respectively, and let T be the mergeable tree produced by the operation merge (v, w) . Let x and y be nodes in T . Assume without loss of generality (which we can do by the symmetry of v and w and x and y, respectively) that x is in T 1 .
PROOF. Suppose y is in T 1 . (See Figure 6(a) .) Let z = nca T 1 (x, y) = min(T 1 [x, y] ). The effect of the merge on the path between x and y is to insert zero or more nodes of T 2 into either the part of the path from x to z or into the part of the path from z to y. Any such inserted node must be larger than z. Thus nca T (x, y) = min(T [x, y]) = z, giving the first part of the lemma. Suppose that y is in T 2 . (See Figure 6(b) .) Let s = nca T 1 (x, v) and t = nca T 2 (y, w). In T , s and t are related. The path T [x, y] is a catenation of T 1 [x, s] , a path of descendants of min{s, t}, and
, giving the second part of the lemma. Now suppose that T 1 and T 2 are trees equivalent to T 1 and T 2 , respectively, and that T is formed from T 1 and T 2 by rerooting T 1 at v and adding the arc (v, w). . Proof of Lemma 4.1. Nodes in the tree containing v are black and nodes in the tree containing w are white. Grey nodes can be either black or white depending on the node labels. Solid lines are single arcs; wavy lines are tree paths. (a) Node y is in T 1 . Here we assume t < z < t < s. After the merge, min{v, w} is on T [t , max{v, w}] and max{root(T 1 ), root(T 2 )} is on T [min{root(T 1 ), root(T 2 )}, z]; (b) node y is in T 2 . Here we assume s < t. After the merge, min{v, w} is on T [s, max{v, w}] and max{root(T 1 ), root(T 2 )} is on
The case of a merge that restructures a single tree is similar but more complicated. Consider an operation merge(v, w) of two nodes that are in the same tree T 1 . Let u = nca T 1 (v, w) . Assume that u is neither v nor w; otherwise the merge does nothing. Let q be the child of u that is an ancestor of v, let T 2 be the subtree of T 1 with root q, and let T be the tree produced by the merge. Finally, let x and y be any nodes of T 1 . The next lemma is the analog of Lemma 4.1 for this case. Figure 7(b) ). Suppose one of these cases is true. Let z = nca T 1 (x, y) = min(T 1 [x, y] ). The effect of the merge on the path between x and y is to insert into the path zero or more nodes, all of which must be larger than z. Thus nca T (x, y) = min(T [x, y]) = z, giving the first part of the lemma. Suppose that exactly one of x and y, say x, is in T 2 . Let s = nca T 1 (x, v) and t = nca T 1 (w, y). In T , s and t are related. (See Figure 7(c) ). Path T [x, y] is a catenation of T 2 [x, s], a path of descendants of min{s, t} and T 1 [t, y] .
Now suppose that T 1 is a tree equivalent to T 1 . Reroot T 1 at v, which does not affect the equivalence, and let r be the parent of u in T 1 . Deleting the arc from u to r breaks T 1 into two trees; let T 2 be the one that contains v (and r). Finally, let T be the tree formed from T 1 by deleting the arc from u to r and then adding an arc from v to w. We shall show that Lemma 4.2 holds in this case; that is, T is equivalent to T . This would be easy (and analogous to the proof of Lemma 4.2, but using Lemma 4.3 in place of Lemma 4.1) if T 2 and T 2 were equivalent. This is not necessarily true, however. Fortunately, what is true suffices for our purpose. Fig. 7 . Proof of Lemma 4.3. Node q is the child of u in T 1 that is an ancestor of v. Nodes in the subtree of q are black and the rest are white. Grey nodes can be either black or white depending on the node labels. (a) Both x and y are in T 2 . After the merge, min{v, w} is on T [u, max{v, w}]; (b) neither is in T 2 . Here we assume t < q. After the merge, min{v, w} is on T [t, max{v, w}]; (c) only x is in T 2 ; the situation is similar if only y is in T 2 . Here we assume t < q. After the merge, min{v, w} is on T [t, max{v, w}].
LEMMA 4.4. T 2 contains all the nodes in T 2 . Any node in T 2 but not in T 2 is not a descendant of u in T 1 .
But then x must be in T 2 , because if it were not, u would be on T 1 [v, x] , which would imply min(T 1 [x, v] ) ≤ u, a contradiction. (See Figure 8(a) .) This gives the first part of the lemma. Suppose x is in T 2 but not in T 2 . Since x is not in T 2 , x is not a descendant of q in T 1 , which implies nca T 1 (x, v) = min(T 1 [x, v] ) ≤ u. But since T 1 and T 1 are equivalent, and x but not u is in T 2 , min(T 1 [x, v] Figure 8(b) .) Thus nca T 1 (x, v) < u, which implies the second part of the lemma. T [x, y] ) by the second part of Lemma 4.3, the equivalence of T 1 and T 1 , and the construction of T . These cases are analogous to the two cases in the proof of Lemma 4.2.
The remaining two cases are new. Suppose one of x and y, say x, is in T 2 , and the other, y, is in T 2 but not in T 2 . (See Figure 9(a) .) By the second part of Lemma 4.4, y is not a descendant of u in T 1 . Then nca T 1 (x, y) = nca T 1 (w, y) = min(T 1 [w, y] [v, w] , all of which must must be at least u, since min(T 1 [v, w] 
Lemmas 4.1 and 4.4 give us the following theorem. Fig. 9 . Proof of Lemma 4.5. Node u = nca T 1 (v, w), q is the child of u in T 1 that is an ancestor of v, and r is the parent of u in T 1 . After the merge, min{v, w} and q are on T [u, max{v, w}] . (a) Node x is in T 2 and y is in T 2 but not in T 2 . Then y is not a descendant of u in T 1 , so nca T 1 (x, y) < u. Since x ∈ T 2 , min(T 2 [x, v] THEOREM 4.6. The implementation of implicit mergeable trees using dynamic trees is correct.
Thus if there are no cuts and no parent queries, we can simulate each mergeable tree operation by O(1) dynamic tree operations, giving an O(log n) time bound per operation, worst case, amortized, or randomized depending upon the efficiency of the underlying dynamic trees. Since the roots of the dynamic trees are irrelevant to the representation, we can use unrooted dynamic trees, such as top trees [Alstrup et al. 2005] or topology trees [Frederickson 1997 ] instead. We can avoid the need for the treemin operation on dynamic trees by using a separate disjoint set data structure [Smid 1990; Tarjan 1975 ] to handle root queries. The disjoint sets are the node sets of the trees; each root query is a find query in the disjoint set structure, and each merge of two different trees requires a union of their node sets. The extra time per merge is O(1) worst case and the time bound per root query is logarithmic worst case and inverse-Ackermann amortized.
It seems hard if not impossible to extend the method presented here to handle parent queries or cuts, because the connection between mergeable trees and the equivalent dynamic trees can be quite loose. In particular, a mergeable tree that is a single path can be represented by a dynamic tree consisting of one node that is adjacent to all the other nodes in the tree: consider the sequence merge (1, n), merge(2, n), merge(3, n) , . . ., merge(n − 1, n) applied to an initial set of singleton trees. For such an example, performing a parent query or a cut on the mergeable tree will take at least (n) time on the equivalent dynamic tree.
PERSISTENCE PAIRINGS VIA MERGEABLE TREES
Our motivating application for mergeable trees is a problem in computational topology, that of computing an extended persistence pairing of the critical points of a twodimensional connected manifold embedded in R
3 . An algorithm for this problem was proposed by Agarwal et al. [2004 Agarwal et al. [ , 2006 . The use of mergeable trees in this algorithm gives an O(n log n)-time implementation, where n is the number of critical points. We shall describe the pairing algorithm in some detail, because the exact form it takes affects the set of operations needed on the mergeable trees. In particular, by modifying their algorithm we are able to avoid the need for parent queries, thereby allowing the use of the implicit mergeable trees of Section 4. We also fill in a lacuna in their algorithm.
The critical points of a manifold are the local minima, local maxima, and saddle points in a particular direction, say increasing z-coordinate. The algorithm of Agarwal et al. [2004 Agarwal et al. [ , 2006 computes a directed acyclic graph called the Reeb graph that represents the skeleton of the manifold, during a z-increasing sweep over the manifold. The Reeb graph is actually a multigraph; that is, multiple arcs (arcs with the same start and end vertices) can occur. The vertices of the Reeb graph correspond to the critical points. Agarwal et al. [2004 Agarwal et al. [ , 2006 assume that the manifold is perturbed so that the critical points all have different z-coordinates, and so that the skeleton of the manifold has no vertex of degree exceeding three. In particular, each vertex is of one of four kinds: a source, with in-degree zero and out-degree one; a sink, with in-degree one and outdegree zero; an up-fork, with in-degree one and out-degree two; or a down-fork, with indegree two and out-degree one. The vertices of the Reeb graph are topologically ordered by the z-coordinate of the corresponding critical point. We call this the canonical order (there may be other topological orders).
The algorithm of Agarwal et al. [2004 Agarwal et al. [ , 2006 pairs the vertices of the Reeb graph, and hence the critical points of the manifold, during a sweep of the graph that visits the vertices in canonical order, modifying the graph as it proceeds. This is the part of the algorithm that uses mergeable trees. The pairing can be done during the sweep over the manifold that builds the graph, but for our purposes it is better to think of the pairing process as a separate sweep. We identify each vertex with its number in canonical order. The pairing sweep maintains three invariants: (1) each vertex, once visited, has in-degree at most one; (2) a visited vertex is paired if and only if both its in-degree and its out-degree are one, or both its in-degree and out-degree are zero; and (3) the vertex order is topological. When visiting a vertex x, the pairing sweep applies the appropriate one of the following cases.
-Case 1: x is a source. Do nothing. -Case 2: x is an up-fork. Do nothing. -Case 3: x is a down-fork, with incoming arcs from v and w (which may be equal).
Concurrently walk backward along the paths ending at v and at w, each time taking a step back from the larger of the two vertices on the two paths, until reaching a vertex y common to the two paths, or trying to take a step back from a source y. Pair x with y. Merge the two paths traversed, arranging the vertices in order along the merged path. -Case 4: x is a sink, with an incoming arc from v. Delete x. While v is paired, delete v and replace it by its predecessor (before the deletion). Pair x with v.
It is straightforward to prove by induction on the number of visited vertices that the pairing sweep maintains invariants (1)-(3). If the manifold is connected, as we have assumed, the second alternative in invariant (2) applies only after the last vertex (a sink) is processed; it is paired (in Case 4) with the first vertex, which becomes the only vertex of in-degree and out-degree zero. If the manifold is disconnected, there will eventually be one instance of the second alternative in invariant (2) for each connected component of the manifold, corresponding to the pairing of its global minimum and global maximum points. The pairing sweep algorithm can be implemented directly. Vertices need not be deleted in Case 4 but merely traversed, since each such vertex is traversed only once; deleting them merely makes the statement of invariant (2) simpler. The running time is O(n) plus the time spent walking backward along paths in Case 3, which can be (n 2 ). To reduce this time we use mergeable trees. Specifically, we store the set of visited vertices as the nodes of a collection of mergeable trees and perform appropriate mergeable tree operations in Cases 1-4. As the sweep proceeds, each connected component of the Reeb graph is represented by a mergeable tree on the same set of nodes, whose root is the minimum vertex in canonical order. The direction of the tree arcs is the reverse of the direction of the Reeb graph arcs, from larger to smaller in canonical order instead of smaller to larger. When visiting a vertex v, we first make it into a new, one-node mergeable tree and then apply the appropriate one of the following cases. See Figure 10 . This is a restatement of the algorithm of Agarwal et al. [2004 Agarwal et al. [ , 2006 that explicitly uses mergeable trees, with a lacuna corrected in Case 4: Agarwal et al. [2004, 2006] imply that the predecessor of x is unpaired, but this need not be true. Edelsbrunner (private communication, 2006) suggested fixing this problem by eliminating paired nodes from the mergeable trees, replacing each paired degree-two node by an arc from its child to its parent. But we prefer the method just presented, since it requires no restructuring of the trees, and it leads to the two-pass pairing algorithm we develop next. Agarwal et al. [2004 Agarwal et al. [ , 2006 also pair the first and last vertex separately, but this is redundant, since this pair is found by the method given earlier in Case 4 . The total number of mergeable tree operations done by this method is O(n), since each case except 4 does O(1) tree operations, and the total number of tree operations done by all executions of Case 4 is O(n): any particular vertex v can be replaced by its parent in Fig. 10 . Example of the execution of the single-pass pairing algorithm that uses mergeable trees that support the parent operation. (a) The forward Reeb graph; (b)-(d) the mergeable tree rooted at 1; (b) the mergeable tree after processing vertices 1 to 7. For each vertex v the number in the parenthesis is the vertex paired with v; (c) after processing vertex 8, which is a down-fork with incoming arcs from 6 and 7. Vertex 8 is paired with nca(6, 7) = 4 and then we perform merge(8, 7) and merge(8, 6); (d) after processing vertex 9; the arc (9,8) is inserted as a result of merge (9, 8) . To pair 9 we perform successive parent operations, starting from 9, until we reach the first unpaired vertex, which is 6. at most one execution of Case 4 , since such a replacement corresponds to the deletion of v in the corresponding execution of Case 4. The time spent in addition to mergeable tree operations is O(n). Since there are no cuts, the mergeable tree implementation discussed in Section 3 can be used, resulting in an O(n log n) time bound for pairing.
We can avoid the need for parent queries in the mergeable trees by doing two passes of a streamlined version of the preceding method, one in increasing canonical order and the other in decreasing canonical order. This allows the use of the mergeable tree implementation described in Section 4, which uses ordinary dynamic trees as a black box. In order to obtain this result, we need an observation about the pairing that the algorithm produces. Each pair is of one of four types: (a) a down-fork and an up-fork, found in Case 3; (b) a down-fork and a source, also found in Case 3; (c) a sink and an up-fork, found in Case 4; or (d) a source and a sink, also found in Case 4. As mentioned previously, there is exactly one source-sink pair if the manifold is connected, as we are assuming. If we reverse the direction of all the arcs of the Reeb graph, then every source becomes a sink and vice versa, and every up-fork becomes a down-fork and vice versa. If we run the pairing algorithm on the reversed graph using as the topological order the reverse of the original topological order, we compute the same pairing, except that every type-(b) pair becomes a type-(c) pair and vice versa; type-(a) pairs and type-(d) pairs remain type (a) or (d), respectively. But this means that every pair except the unique type-(d) pair will be found in Case 3 of either the forward sweep or the reverse sweep. Thus we can find all the pairs by pairing the first and last vertices, and running forward and reverse sweeps of this method with Case 4 replaced by the following.
-Case 4 : x is a sink, with an incoming arc from v. Do merge (x, v) . Fig. 11 . Example of the execution of the two-pass pairing algorithm. (a) The mergeable tree (rooted at 1) produced during the first pass; all pairs except (6,9) were found; (b) the reverse Reeb graph used in the second pass; (c) the mergeable tree rooted at 10, after processing vertex 6 which is a down-fork in the reverse graph with incoming arcs from 10 and 8. Vertex 6 is paired with min{8, 10} = 8 (which has label greater than the label of 10 in the reverse graph) and then we perform merge (6, 8) and merge(6, 10).
See Figure 11 . With this method we avoid the need to do a pairing in Case 4, thereby avoiding the need for the parent operation; the only mergeable tree operations needed are insert, root, nca, and merge. Use of the mergeable tree implementation of Section 4 gives an O(nlog n)-time pairing algorithm. Though this does not improve the asymptotic time bound, it avoids the complexities of Section 3, and it avoids the iteration in Case 4.
COMPLEXITY
In this section we make several observations related to the inherent complexity of the mergeable trees problem, to clarify under what circumstances further improvements or alternative methods might be possible. We begin by bounding the number of possible merge operations in the absence of cuts. If each merge is of two leaves, then the number of merges is at most n − 1, since each merge reduces the number of leaves by one. On the other hand, if merges are of arbitrary nodes, there can be (n 2 ) merges, each of which changes the forest. Figure 12 gives an example with (n 2 ) merges. Since any merge that changes the forest must make at least one pair of nodes related, there can be at most n 2 merges. We can also bound the number of parent changes in the absence of cuts. The following example gives a bound of (nlog n). Start with n = 2 k one-node trees. Merge these in pairs to form two-node paths, then merge the pairs in pairs to form four-node paths, and so on, until there is only a single tree, consisting of a single path. Order the nodes so that in each merge the nodes of the two merged paths are perfectly interleaved. Then the number of merges is n− 1 and the number of parent changes is n/2 + 3n/4 + 7n/8 +· · · = (nlog n). This example implies that if parents are stored explicitly, the amortized time per merge is (log n), even if there are no cuts.
Next, we consider node merging [Brown and Tarjan 1979] as applied by Agarwal et al. [2004] to mergeable trees: to do a merge, insert the nodes of the shorter merge Fig. 12. An example with (n 2 ) merges. The sequence of merges consists of k rounds, each with k merges; the i th merge of round j merges nodes k + i and j. The number of nodes is n = 2k + 1. Figure 12(a) is the initial tree, Figure 12(b) is the tree after the first round of k merges, and Figure 12(c) is the tree after all k 2 merges. Fig. 13 . Initial tree for a sequence of merges whose shorter merge paths have (n 3/2 ) nodes. The i th merge is of the shallowest leaf and the leaf that is √ k deeper.
path one-by-one into the longer merge path. We shall show that in the absence of cuts and if all merges are of leaves, the total number of nodes on the shorter of each pair of merge paths is (n 3/2 ). Thus node merging does not have a polylogarithmic amortized time bound, although it does have a sublinear bound. We denote by p i the number of nodes on the shorter of the merge paths in the i th merge. To obtain the lower bound, start with the tree in Figure 13 , where n = 2k + 1 and k is an arbitrary perfect square. Do a sequence of k − √ k merges in which the i th merge is merge(k + i, k + √ k + i). Each merge is of the shallowest leaf with the leaf that is √ k deeper. For each merge, the longer merge path is the one starting from the deeper leaf; it contains √ k + 2 nodes. The shorter merge path contains two nodes for the first √ k merges, three for the next √ k, four for the next √ k, and so on. Thus
To show that this bound is tight to within a constant factor, assume without loss of generality that all insert operations precede all other operations. Considering only nodes that participate in merge operations, let be the number of unrelated pairs of nodes in the forest of mergeable trees. After all insertions but before any merges, = n 2
. As merges take place, cannot increase but must remain nonnegative. . Subject to this constraint, the sum of the p i 's is maximized when they are all equal, say to p + 1. Then mp 2 ≤ n 2 , which implies p ≤ n/ √ m and i p i ≤ m + n √ m. Since all merges are of leaves, m < n, giving i p i = O(n 3/2 ). [Pȃtraşcu and Demaine 2006] comparison-based no cut (log n) s o r t i n g cell probe no cut (α(n)) union-find or parent [Kaplan et al. 2002] Finally, we discuss lower bounds for three versions of the mergeable trees problem. (See Table II .) If cuts are allowed, the lower bound of Pȃtraşcu and Demaine [2006] for dynamic trees applies. They show that in the cell probe model of computation, a sequence of intermixed insert, link, cut, and root operations takes (log n) amortized time per operation. This bound applies to mergeable trees even if there are no merge operations. The data structure of Section 2 meets this bound except for merges, for which there is a logarithmic gap. We conjecture that there is a solution to the mergeable trees problem with an amortized logarithmic bound for all operations; specifically, we think that the structure of Section 2 implemented using Sleator and Tarjan's selfadjusting dynamic trees [1985] attains this bound. Resolving this conjecture seems challenging.
If there are no cuts, we can obtain a lower bound by reducing sorting to the mergeable trees problem. Specifically, we can sort n numbers using a sequence of insert, merge, and parent operations, as follows. We construct a one-node tree out of the first number by an insert. For each successive number, we first construct a one-node tree by an insert and then merge it with the existing tree, which is a path. We keep track of the maximum in this tree and use it as one parameter of the merge, so that the new tree is also a path. Finally we retrieve the numbers in reverse sorted order by starting at the maximum and doing n − 1 parent queries. Thus any data structure that supports insert, merge, and parent needs (log n) amortized time per operation, in any computation model in which sorting takes (n log n) time, such as a binary decision model. In such models, the structure of Section 3 is optimum to within a constant factor.
In the absence of both cuts and parent queries, we can obtain a nonconstant lower bound by reducing a form of disjoint set union to the mergeable trees problem. The Boolean union-find problem is that of maintaining a set of n sets, initially singletons, under an intermixed sequence of two kinds of operations: unite (A, B) , which adds all elements in set A to set B, destroying set B; and find(x, A), which returns true if x is in set A and false otherwise. Kaplan et al. [2002] showed that a sequence of m finds and intermixed unites takes (mα(m, n)) time in the cell probe model with cells of size lg n, where α is an inverse of Ackermann's function. To solve the Boolean union-find problem using mergeable trees, we maintain a tree for each set. The tree is a path whose nodes are the elements of the set. As the set identifier we use the maximum element in the set (with respect to an arbitrary total order); we can use an array to maintain the mapping from the names used by the set operations to the corresponding maximum nodes. Initialization takes n insert operations. Each unite becomes a merge (of two different trees). Each find can be done either by a single nca query or by two root queries. The Kaplan et al. bound implies an (α(m, n)) amortized time bound per mergeable tree operation for any structure that supports insert, merge, and either nca or root, for the cell probe model.
The (α(m, n)) bound is in fact tight for the mergeable paths problem with no cuts or parent queries, since this problem can be solved using a disjoint set union data structure. We represent each path by a set of its nodes, with the smallest node as the set name. Each merge or link becomes a set union operation; each nca query needs two finds and returns the smaller of the query nodes if they are in the same set or null if not; each root query becomes a find. Compressed trees with union by rank [Tarjan 1975] give an O(α(m, n)) amortized time per operation. Another special case for which the (α(m, n)) bound is tight is when all merges are of nodes in different trees and all node labels are integers, by the reduction in Section 4 and a result of Kaplan and Sharir [2008] . For the general problem without cuts and parent queries we think the (α(m, n)) bound is far from tight.
