A discrete Fourier analysis on the fundamental domain Ω d of the d-dimensional lattice of type A d is studied, where Ω 2 is the regular hexagon and Ω 3 is the rhombic dodecahedron, and analogous results on d-dimensional simplex are derived by considering invariant and anti-invariant elements. Our main results include Fourier analysis in trigonometric functions, interpolation and cubature formulas on these domains. In particular, a trigonometric Lagrange interpolation on the simplex is shown to satisfy an explicit compact formula and the Lebesgue constant of the interpolation is shown to be in the order of (log n) d . The basic trigonometric functions on the simplex can be identified with Chebyshev polynomials in several variables already appeared in literature. We study common zeros of these polynomials and show that they are nodes for a family of Gaussian cubature formulas, which provides only the second known example of such formulas.
Introduction
The classical discrete Fourier analysis works with the periodic exponential functions e 2πikx for k in the set Z n := {0, 1, . . . , n − 1}. The central piece is the discrete Fourier transform defined via an inner product over the set of equally spaced points {k/n : k ∈ Z n } in [0, 1), which agrees with the continuous Fourier transform for trigonometric polynomials of degree at most n. This is equivalent to Gaussian quadrature formula for trigonometric polynomials, and it can be used to define trigonometric interpolation based on the equally spaced points. All three quantities, discrete Fourier transform, quadrature, and interpolation, are important tools in numerous applications and form an integrated part of the discrete Fourier analysis.
In several variables, periodicity of functions can be defined via a lattice L, which is a discrete group described by AZ d , where A is a nonsingular matrix. A function f is periodic with respect to L = AZ d if f (x) = f (x + Ak) for any k ∈ Z d . The usual multiple Fourier analysis of R d uses periodicity defined by the lattice Z d . One can develop a discrete Fourier analysis in several variables with a lattice periodicity, which has been defined in connection with signal processing and sampling theory (see, for example, [10, 14, 22] ). The domain on which the analysis takes place is the fundamental domain of the lattice, which is a bounded set Ω that tiles R d in the sense that Ω + AZ d = R d . It is known that the family of exponentials {e 2πiα·x : α ∈ L ⊥ }, in which L ⊥ is the dual lattice, forms an orthonormal basis for L 2 (Ω) and these exponentials are periodic with respect to L. These two facts make it possible to establish a complete analogue of the classical Fourier analysis. Recent in [18] , a discrete Fourier transform is defined and used to study cubature and trigonometric interpolation on the domain Ω, which provides a general framework for the discrete Fourier analysis with lattice tiling. Detail studies are carried out in [18] for the hexagon lattice, for which the fundamental domain is a regular hexagon, when d = 2, and in [19] for the face-centered cubic lattice, for which the fundamental domain is a rhombic dodecahedron, when d = 3. The regular hexagon and the rhombic dodecahedron are invariant under the reflection group A 2 and A 3 , respectively. In the present paper we shall consider the lattice of type A d for all d ≥ 2, for which the fundamental domain is the union of the images of a regular simplex in R d under the group action. Our goal is then to establish a discrete Fourier analysis on the fundamental domain of the A d lattice in R d that is comparable with the classical theory in one variable as outlined in the first paragraph of this introduction. However, this is only the first step. The frame work developed in [18] applies to the fundamental domain Ω that tiles R d without overlapping, which means that Ω contains only part of its own boundary. d . The points on which the discrete Fourier transform is defined consist of lattice points in nΩ, which is not symmetric under the reflection group A d , as part of the boundary points are not included. Thus, as a second step, we will develop a discrete Fourier analysis that uses a symmetric set of points by working with the congruence of the boundary points under translation by the lattice and under the action of the group A d , which requires delicate analysis. Furthermore, by restricting to functions that are invariant under the group, the results on the set of symmetric points in the step 2 can be transformed to results on a simplex that makes up the fundamental domain. This is our third step, which establishes a Fourier analysis on trigonometric functions on a regular simplex in R d . For the classical Fourier analysis, this step amounts to a discrete analysis on cosine and sine functions. We will define analogues of cosine and sine functions on a simplex in the step 3. The classical Chebyshev polynomials arise from cosine and sine functions. As our fourth step, we define generalized Chebyshev polynomials of the first and the second kind from those generalized cosine and sine functions, respectively, and study the discrete analysis of these algebraic polynomials.
In each of the steps outlined above, we will develop a concrete discrete Fourier analysis associated with the A d lattice in R d , providing explicit formulas and detailed analysis. The cases d = 2 and d = 3 studied in [18] and [19] provide a road map for our study. However, the extension from the cases of two and three variables to the general d-variables is far from a trivial exercise. In order to carry out our program on the discrete analysis, it is essential that we have a complete understanding of the boundary of the fundamental domain and its congruent relations under the group. For the step 3, we also need to understand the boundary of the simplex and its relation with the fundamental domain. In R 2 and R 3 , we can grasp the geometry of the hexagon and the rhombic dodecahedron by looking at their graphs and understand the relative positions between faces, edges and vertices, which are all parts of the boundary of the domain. This is not going to be the case in R d for d > 3. For R d we will have to rely on the group theory and describe the boundary elements by working with subgroups. The study in the cases of d = 2 and d = 3 has revealed much of what can be done and they will serve as examples throughout the paper.
The generalized cosine and sine functions on the simplex, as well as the generalized Chebyshev polynomials, have been studied before in the literature. In fact, in the case of d = 2, they are first studied by Koornwinder in [15] , who started with the eigenfunctions of the Laplace operator and showed that the generalized Chebyshev polynomials are orthogonal on the region bounded by the Steiner's hypocycloid. Later these polynomials are generated and studied by several authors (see [1, 2, 3, 7, 8, 9, 12, 25] and the reference therein), often as eigenfunctions of certain differential operators. In [3] , they appear as eigenfunctions of the radial part of the LaplacianBeltrami operator on certain symmetric spaces. We highly recommend the article [3] , which also includes a detailed account on the history of these polynomials. Furthermore, the generalized Chebyshev polynomials belong to large families of special functions (see, for example, [4] ), just as the classical Chebyshev polynomials are the special cases of Jacobi polynomials. This, however, appears to have little bearing with our study in this paper. It should be mentioned, however, that our aim is to develop a discrete Fourier analysis on the generalized Chebyshev polynomials, which come down to study common zeros of these polynomials, a topic that does not seem to have been studied systematically before.
There are other types of discrete Fourier analysis in several variables. For the multiple Fourier analysis, with lattice Z d , there is a rich collection of literature as it is essentially the tensor product of one dimensional results. Among others, we mention the recent work on antisymmetric exponential and trigonometric functions by Klimyk and Patera, see [16, 17] and the references therein.
The paper is organized as follows. In Section 2 we shall recall the basic facts on lattice and tiling, and describe the framework for the discrete Fourier analysis established in [18] . In Section 3 we study the case of A d lattice and carry out both the step 2 and the step 3 of our program. The best way to describe the A d lattice and its fundamental domain appears to be using homogeneous coordinates, which amounts to regard R d as the hyperplane t 1 + . . . + t d+1 = 0 of R d+1 . In fact, the group A d becomes permutation group S d+1 in homogeneous coordinates. In Section 4 we establish a discrete Fourier analysis on the simplex, which studies trigonometric polynomials on the standard simplex in R d . One of the concrete result is a Lagrange interpolation by trigonometric polynomial on equal spaced points on the simplex, which can be computed by a compact formula and has an operator norm, called the Lebesgue constant, in the order of (log n)
d . Finally, in Section 5, we derive the basic properties of the generalized Chebyshev polynomials of the first and the second kind, and study their common zeros, which are related intrinsically to the cubature formula for algebraic polynomials. In particular, it is known that a Gaussian cubature exists if and only if the set of its nodes is exactly the variety of the ideal generated by the orthogonal polynomials of degree n, which however happens rarely and only one single family of examples is known in the literature. We will show that this is the case for the generalized Chebyshev polynomials of the second kind, so that a Gaussian cubature formula exists for the weight function with respect to which the Chebyshev polynomials of the second kind are orthogonal, which provides the second family of examples for such a cubature.
Discrete Fourier analysis with lattice
In this section we recall results on discrete Fourier analysis associated with lattice. Background and the content of the first subsection can be found in [6, 10, 14, 22] . Main results, stated in the second subsection, are developed in [18] but will be reformulated somewhat, for which explanation will be given. We will be brief and refer the proof and further discussions to [18] 
where x · y denotes the usual Euclidean inner product of x and y. The generator matrix of L ⊥ , denoted by A ⊥ , is given by A ⊥ = A(A tr A) −1 , which is the transpose of the Moor-Penrose inverse of A. In particular, if m = d, then the generator matrix of L ⊥ is simply A −tr and
where χ Ω denotes the characteristic function of Ω, which we write as Ω + L = V d . Tiling and Fourier analysis are closely related as demonstrated by the Fuglede theorem. Let Ω f (x)dx denote the integration of the function f over Ω. Let ·, · Ω denote the inner product in L 2 (Ω),
where |Ω| denotes the measure of Ω and the bar denotes the complex conjugation. The following fundamental result was proved by Fuglede in [13] .
is an orthonormal basis with respect to the inner product (2.1).
Written explicitly, the orthonormal property states that
Because of Theorem 2.1, a function f ∈ L 1 (Ω) can be expanded into a Fourier series
The Fourier transform f of a function defined on L 1 (V d ) and its inversion are defined by
Our first result is the following sampling theorem (see, for example, [14, 22] ).
Proposition 2.2.
Let Ω be the spectral set of the lattice L. Assume that f is supported on Ω and f ∈ L 2 (Ω). Then
where
This theorem is a consequence of the Poisson summation formula. We notice that
by Theorem 2.1, so that Φ Ω can be considered as a cardinal interpolation function.
Discrete Fourier analysis and interpolation.
The spectral set Ω of the lattice L is not unique. In order to carry out the discrete Fourier analysis with respect to the lattice, we shall fix an Ω such that Ω contains 0 in its interior and we further require that Ω tiles V d with L without overlapping and without gap. In other words, we require that
For example, for the standard cubic lattice
tr A is a nonsingular matrix that has all entries being integers. Define 
Theorem 2.5. Let A, B and N be as in Definition 2.3. Define the discrete inner product
for f, g ∈ C(Ω A ), the space of continuous functions on Ω A . Then
for all f, g in the finite dimensional subspace
Let |E| denote the cardinality of the set E. Setting κ = 0 or α = 0 in (2.4) or (2.5), respectively, we see that
In particular, the dimension of
in H N with respect to the inner product ·, · N . Then, analogous to the sampling theorem in Proposition 2.2, I N f satisfies the following formula
The following theorem shows that I N f is an interpolation function.
Theorem 2.6. Let A, B and N be as in Definition 2.3. Then I N f is the unique interpolation operator on N in H N ; that is
Proof. Equation (2.8) was proved in [18] . Using (2.5) gives immediately Ψ A Ω B = δ α,0 for α ∈ Λ N , so that the interpolation holds. This also shows that {Ψ (2.4) and (2.5) show that the interpolation matrix M = (φ κ (α)) κ∈Λ † ,α∈Λ N is invertible. Consequently the interpolation on points in Λ N is unique.
This theorem is stated in [18] under the additional requirement that Λ † N = Λ N tr , which holds in particular in the case that A is a constant multiple of B. We prove the more general version here for future references.
The results state in this subsection provide a framework for the discrete Fourier analysis on the spectral set of a lattice. We will apply it to the d-dimensional lattice associated with the group A d in the following section. As mentioned in the introduction, the case d = 2 and d = 3 have been considered in detail in [18] and [19] , respectively. These lower dimensional cases provide a roadmap for the d-dimensional results. 
The lattice A d that we will consider in this paper is simply constructed by
In other words, we will use homogeneous coordinates t ∈ R d+1 H to describe our results in dvariables and A d = Z d+1 H in our homogeneous coordinates. Throughout this paper, we adopt the convention of using bold letters, such as t and k, to denote homogeneous coordinates. The advantage of homogeneous coordinates lies in preservation of symmetry. In fact, many of our formulas are symmetric and more transparent under homogeneous coordinates [18, 19, 27, 28] .
The lattice A d is the root lattice of the reflection group A d [6, Chapter 4] . Under homogeneous coordinates, the group A d is generated by the reflections {σ ij : 1 ≤ i < j ≤ d + 1}, where σ ij is defined by
, where e i,j := e i − e j .
The last equation shows that σ i,j is a transposition. Thus, the group A d is exactly the permutation group
and σ ∈ G, the action of σ on t is denoted by tσ, which means permutation of the element in t by σ.
The fundamental domain that tiles
The strict inequality in the definition of Ω H reflects our requirement in (2.3). In the case of d = 2 and d = 3, the fundamental domain are hexagon and rhombic dodecahedron, respectively, and they are depicted in As described in [6, Chapter 21 ], the spectral set Ω H is the union of its fundamental simplex H , defined by 
Let tG denote the orbit of t under G, that is, tG := {tσ : σ ∈ G}. Then Ω H is the union of the images of H under G, that is
Furthermore, the partition is non-overlapping, i.e., for any t, s ∈ H and t = s, tG ∩ sG = ∅.
For any t ∈ R d+1 H , the stabilizer of t is denoted by G t := {σ ∈ G : tσ = t}. Since G is finite,
It is worthwhile to note that Ω H is the convex hull of the
The generator matrix of the lattice A d is given by the (d + 1) × d matrix
and a quick computation shows k ∈ H. On the other kind, the definition of
Consequently, the dual lattice is given by
By the Fuglede theorem, {φ j : j ∈ H} forms an orthonormal basis in L 2 (Ω H ); that is,
where the inner product is defined by
Evidently, the functions φ j (t) in (3.4) are H-periodic. Furthermore, (3.5) shows that an H-periodic function f can be expanded into a Fourier series
H . The following lemma will be useful later. Lemma 3.2. If t, s ∈ Ω H and s ≡ t (mod H), then t = s.
3.2. Structure of the fundamental domain. In this subsection, we concentrate on the structure of Ω H . For this purpose, we set N d+1 := {1, 2, · · · , d + 1} and start with the observation that Ω H can be partitioned into d + 1 congruent parts.
Then
For d = 2, the partition of the hexagon is evident from Figure 3 .1: the sets Ω
are the three parallelograms inside the hexagon, starting from the one in the upper left rotating clockwise. In the case d = 3, the rhombic dodecahedron is more complicated (see Figure 3. 2), its decomposition is depicted in the Figure 3 .3. 
3.3.
Boundary of the fundamental domain. In order to carry out the discrete Fourier analysis on the fundamental domain Ω H , we need to have a detailed knowledge of the boundary of the region. Much of this subsection is parallel to the study in [19] , where the case d = 3 is discussed in detail. Some of the proofs, in fact, are essentially the same as in the case of d = 3 and often only minor adjustment is needed. In such cases, we shall point out the necessary adjustment and refer the proof to [19] . We use the standard set theoretic notations ∂Ω, Ω • and Ω to denote the boundary, the interior and the closure of Ω, respectively. Clearly Ω = Ω
• ∪ ∂Ω. For i, j ∈ N d+1 and i = j, define
There are a total d(d + 1) distinct F i,j , each stands for one facet of d − 1 dimension, together with its boundary, of the fundamental domain.
The boundary of our d-dimensional polytope consists of lower dimensional sets, which can be obtained from the intersections of d − 1 dimensional facets. For example, for d = 3, the boundary consists of faces, edges, and vertices; edges are intersections of faces and vertices are intersection of edges. In order to describe the intersections of facets, we define, for nonempty subsets I, J of N d+1 , Ω I,J := i∈I,j∈J
The main properties of these sets are summarized in the following lemma, the proof of which is given in [19] . 
To carry out a discrete Fourier analysis, we need to distinguish points on the boundary elements of different dimensions. It is also necessary to distinguish a closed boundary element and an open one. For example, for d = 3, we will distinguish a face with its boundary edges and a face without its edges. To make these more precise, we introduce the notation
Definition 3.6. For (I, J) ∈ K, the boundary element B I,J of the fundamental domain, In the following, when we say a k-face we mean the open set, that is, without any of its boundaries. For k-faces with k ≥ 1, the boundary elements B I,J represent the interiors. In fact, it is easy to see that B {i},{j} = F The boundary elements of the same type will often be considered as a group. For this purpose, we further define, for 0 < i, j < i + j ≤ d + 1,
The proof of this proposition is essentially the same as the one given in [19] for d = 3. The boundary elements can also be described by using symmetry. In fact, boundary elements of the same type can be transformed by the group G = S d+1 . To make it more precise, we define, for (I, J) ∈ K and σ ∈ G, B I,J σ := {tσ : t ∈ B I,J } .
Then it follows readily that
Recall that σ ij = t − (t i − t j )e i,j denotes the transposition in G that interchanges i and j. We clearly have σ ij = σ ji and σ jj is the identity element of the group. For a nonempty set I ⊂ N d+1 , define G I := {σ ij : i, j ∈ I}. It is easy to verify that G I forms a subgroup of G = S d+1 of order |I|. 
Proof. By definition, B i,j and B i,j 0 are unions of (d + 1 − i − j)-faces of the fundamental domain. The first formula follows from the fact that
The second one follows from the fact that , for any K ⊆ N d+1 and i, j ≥ 1 such that |K| = i + j, there is a unique (I, J) ∈ K i,j 0 such that I ∪ J = K.
Using these formulas, we can derive by setting
For the periodic functions, we will need to consider points on the boundary elements that are congruent modulus Z d+1 H . For (I, J) ⊂ K we further define
By lemma 3.2, the set [B I,J ] consists of exactly those boundary elements that can be obtained from B I,J by congruent modulus Z d+1 H . As an example, in the case of d = 3, we have B {1},{2,3} = (t, t − 1, t − 1, 2 − 3t) :
and from this explicit description we can deduce, for example,
The last equation indicates that [B I,J ] is a union of B I ,J , which is stated and proved in [19] for d = 3 and the proof can be adopted with obvious replacement of d = 3 by general d.
0 from the action of G, it follows that
We also note that [
which shows that (3.12) is a non-overlapping partition. To illustrate the above partitions, let us consider the case d = 2, for which
In the case d = 3, the boundary elements are given explicitly in [19] . 
has integer entries. Since N is now a symmetric matrix, Λ N = Λ N tr ; moreover, it is easy to see that Λ † N = Λ N . We denote Λ N by H n , which is given by
The finite dimensional space H N of exponentials in Theorem 2.5 becomes
The points in H n are not symmetric under G, since points on half of the boundary are not included. We further define the symmetric extension of H n by
For d = 2 and 3, the scope of H * n is depicted in Figure 3 .5 and Figure 3 .6, in which the vertices are labeled in homogeneous coordinates.
For discrete Fourier analysis, it is essential to understand the sets H n and H * n , for which the main task lies in studying the structure of points on the boundary; in other words, we need to understand exactly when k (d+1)n belongs to a specific boundary elements of Ω H . Much of the work in the previous subsection is a preparation for this task. In the rest of this subsection, we develop results in this regard.
We start with the partition of H n and H * n into d + 1 congruent parts, each within a parallelepiped, corresponding to the partition of Ω H and Ω H , as shown in Figures 3.3 for d = 3 .
. Hence, this lemma is an immediate consequence of Lemma 3.3.
Similarly, as a consequence of Lemma 3.4, we have the following lemma.
Next we consider further partitions of H * n . The set of interior points is defined by
The set of points on the boundary of Ω H is then H * n \ H
• n . Recall (3.9), we define, for 0 < i, j < i
The index set H i,j n consists of those points j in H n such that j (d+1)n are in the boundary element B i,j of ∂Ω H . Using Proposition 3.7, it is easy to see that
Proof. The first equation follows from |H
• n | = |H * n−1 | and (3.19) below. As shown in Lemma 3.8, B
i,j consists of (d+1)! i!j!(d+1−j)! distinct boundary elements B I,J with (I, J) ∈ K, |I| = i and |J| = j, which are (d + 1 − i − j)-faces. Each of these faces contains (n − 1) d+1−i−j distinct points in H * n as seen by (3.8) , from which the second equation follows. We will not need to define the point set that corresponds to B I,J for each pair (I, The following theorem gives a compact formula for the Dirichlet kernel.
This theorem is stated and proved in [19] for d = 3 and the proof carries over to general d with the obvious replacement of d + 1 = 4 by general d + 1. Recently a different derivation of this formula is given in [30] .
As one consequence of the compact expression in (3.18), we obtain
Another result that follows from the compact formula of the Dirichlet kernel is an upper bound for the Lebesgue constant, which is the norm of the partial sum S n f in (3.16). Let f ∞ denote the uniform norm of f ∈ C(Ω H ) and let S n ∞ denote the operator norm of S n :
Theorem 3.14. There are positive constants c and C independent of f and n such that
The upper bound S n ∞ ≤ C(log n) d was proved in [19] for d = 3, the proof extends to the general d. It turns out, however, the upper bound can be derived from a general result in [24] , which establishes the inequality (3.21)
for E being a polyhedron in R d . Indeed, choosing a constant α, if necessary, the set αΩ can be imbedded inside [−π, π] d and α can be absorbed into the index set, so that (3.20) follows from the general result. The lower bound that matches (3.21) was established in [31] 
d , the lower bound in (3.20) follows.
3.6. Discrete Fourier analysis on the fundamental domain. For the lattice A d , the general result on the discrete inner product, Theorem 2.5, gives the following proposition in homogeneous coordinates:
The inner product ·, · n is defined as a sum over the index set H n , which is not symmetric over Ω H as only part of the points in the boundary of Ω H are accounted for. More interesting to us is to consider an inner product based on the symmetric index set H * n , which turns out to be equivalent to ·, · n for H-periodic functions.
Definition 3.16. For n ≥ 0 define the symmetric discrete inner product
where c
• n , and c
For instance, if d = 2 then Ω H is a regular hexagon and we have
n , (6 × (n − 1) points on the edges),
n , (6 vertices); if d = 3, then Ω H is the rhombic dodecahedron and we have
n , (12(n − 1) 2 points on the faces),
n , (2 × 12(n − 1) points on the edges),
n , (2 × 4 points on the vertices),
n , (6 points on the vertices).
It is easy to verify that
Proof. Let f be an H-periodic function. Then
Since
n,0 , using the invariance of f , we then conclude that
Since c
• n , the proof is completed.
Since Theorem 3.17 shows that the integral of f g ∈ H n agrees with the discrete sum over H * n , it is not surprising that we have a cubature formula, which turns out to have a high degree of precision. To be more precise, we define by T n the space of generalized trigonometric polynomials,
Theorem 3.18. For n ≥ 0, the cubature formula
is exact for all f ∈ T 2n−1 .
Proof. It suffices to prove that (3.22) is exact for f (t) = φ k (t) with any k ∈ H * 2n−1 . Since Ω H tiles R n for 1 ≤ i < j ≤ d + 1 and the homogeneity of l imply that l = 0, which gives k = 0 in return. Now applying the periodicity of φ j , Theorem 3.17 and (3.5) yields that
This completes the proof.
The cubature (3.22) is an analogue of the classical quadrature formula for trigonometric polynomials of one variable (see, for example, [34, Vol. II, p. 8]), which holds for trigonometric polynomials of one variable and has vast applications. 
for f ∈ C(Ω H ). Then I n f ∈ H n and
The function I n f interpolates on points in H n , which is not symmetric as noted before. We are more interested in interpolation on all points in H * n . The operator I * n that we are able to define, however, does not interpolate at all points in H * n . On the other hand, I * n f can be used to derive an truly interpolation function for points on the fundamental simplex, which will be developed in the next section. Recall S k defined in (3.15).
Theorem 3.20. For n ≥ 0 and f ∈ C(Ω H ), define
Then I * n f ∈ T n and it satisfies
Furthermore, Φ * n (t) is a real function and it satisfies
Since Ω H tiles R 
Equivalently we can write the above equation as (3.25) which proves (3.23).
To derive the compact formula for Φ * n (t) we start with the following symmetry argument, 1 |G| σ∈G k∈Hn
Using the fact that σ∈G B i,j 0 σ = B i,j and (3.14), we deduce that
where the factor
in the third summand comes from the fact that, by Lemma 3.8,
As a result, we obtain that 1 |G|
In other words, we have shown that
We now evaluate the partial sum D n (t). Using Lemma 3.10 and the fact that t 1 +. . .+t d+1 = 0, we obtain
Using symmetry and t 1 + . . . + t d+1 = 0 again, we further derive that
Since H * n is symmetric under the mapping τ i : t → (t 1 , . . . , t i−1 , −t i , t i+1 , . . . , t d+1 ) and the definition of c
is invariant under the action of τ i . As a consequence, we this function must be real valued. Hence, taking the real part in the above expression, we conclude that
which completes the proof.
We note that the condition t 1 +. . .+t d+1 = 0 implies various relations between trigonometric functions sin πt i and cos πt i . For example, in the case of d = 2, we have that sin 2t 1 + sin 2t 2 + sin 2t 3 = −4 sin t 1 sin t 2 sin t 3 cos 2t 1 + cos 2t 2 + cos 2t 3 = 4 cos t 1 cos t 2 cos t 3 − 1.
Using these relations, it is possible to rewrite the compact formula in (3.24) whereas a different formula is derived in [18] , given in terms of Θ n (t).
Using the compact formula of Φ * n , we can estimate the operator norm of I * n . Theorem 3.21. Let I * n ∞ denote the operator norm of I * n : C(Ω H ) → C(Ω H ). Then there is a constant c, independent of n, such that
Proof. A standard procedure shows that
Using the compact formula of Φ * n in Theorem 3.20, it is easy to see that it suffices to prove that
where the last step follows from the usual estimate of one variable (cf. [34, Vol. II, p. 19]).
We expect that the estimate is sharp, that is, I * n ≥ c(log n) d , but do not have a proof at this point.
Discrete Fourier analysis on the simplex
The fundamental domain of the lattice A d is the union of the images of the fundamental simplex H under the group G, as shown in (3.3) . Hence, if we consider invariant functions under the group G, then the discrete Fourier analysis on the fundamental domain in the previous section can be carried over to the analysis on the simplex H , which is developed below.
4.1.
Generalized sine and cosine functions. In the case of one-variable, the invariant and anti-invariant sums of the exponential functions are cosine and sine functions. We now consider their analogous in our setting. It turns out that these functions have already appeared in the literature, as mentioned in the introduction. It should be pointed out, however, that our study is on the discrete Fourier analysis, which has little overlap with the previous study in the literature. Most of the overlap will appear in the next section, when these trigonometric functions are transformed to Chebyshev polynomials.
Recall that the reflection group A d is the permutation group G. Denote the identity element in G by 1. It is easy to see that
For σ ∈ G, let |σ| denote the number of inversions in σ. The group G is naturally divided into two parts, G + := {σ ∈ G : |σ| ≡ 0 (mod 2)} of elements with even inversions, and G − := {σ ∈ G : |σ| ≡ 1 (mod 2)} of elements with odd inversions. The action of σ ∈ G on the function f : R Proposition 4.1. Define two operator P + and P − acting on f (t) by
Then the operators P + and P − are projections from the class of H-periodic functions onto the class of invariant, and respectively anti-invariant functions.
Recall that φ k (t) = e 2πi d+1 k·t . Applying the operators P ± to these exponential functions gives the basic invariant and anti-invariant functions.
and call them generalized cosine and generalized sine, respectively.
By definition, TC k is invariant and TS k is anti-invariant. Because of the symmetry, we only need to consider them on the fundamental simplex H defined in (3.2) or any other simplex H σ, σ ∈ G, that makes up Ω H . We shall work with H below and recall that
In the case of d = 2 and d = 3, it is an equilateral triangle and a regular tetrahedron, respectively; these regions are depicted in Figure 4 .1, in which the corners are given in homogeneous coordinates.
By definition, φ k and φ kσ with σ ∈ G lead to the same TC k . In fact, we have
Thus, when working with TC k , we can restrict k to the index set Figure 4 .1. Reference triangle and tetrahedron.
As for TS k , it is easy to see that TS kσ (t) = TS k (tσ) = TS k (t) for σ ∈ G + and TS kσ (t) = TS k (tσ) = −TS k (t) for σ ∈ G − . In particular, TS k (t) = 0 whenever two or more components of k are equal. Thus, when working with TS k , we only need to consider k ∈ Λ
• , where
which is the set of the interior points of Λ. To describe the points on the boundary of Λ, we need to consider the compositions of the integer
where = (p) is the length of the composition. Notice that the order of p i matters, different orderings are deemed to be different compositions, which is the difference between a composition and a partition. We denote the collection of compositions of d + 1 by C d+1 ; that is,
For p ∈ C d+1 we further define
Then evidently Λ • = Λ {1} d+1 and Λ = p∈C d+1 Λ p . Recall that kG = {kσ : σ ∈ G} is the orbit of k under G. The definition of Λ implies that, for k, j ∈ Λ, kG ∩ jG = ∅ whenever k = j. It follows that
Since G/G k is isomorphic to kG, where G k is the stabilizer of k, we also have
The length = (p) of p ∈ C d+1 determines how many indices in k ∈ Λ p are repeated, which determines the dimension of the boundary elements of Λ. For instance, if d = 2 then G 3 = { (1, 1, 1), (1, 2) , (2, 1), (3)} and
where Λ e and Λ v consist of points in Λ that are on the edges and vertices of Λ, respectively. If d = 3 then G = { (1, 1, 1, 1), (1, 1, 2), (1, 2, 1), (2, 1, 1), (1, 3), (3, 1) , (2, 2), (4)} and
where Λ f , Λ e and Λ v consist of points in Λ that are on the faces, edges and vertices of Λ, respectively.
We define an inner product on H by
If fḡ is invariant under G, then it follows immediately that f, g = f, g H , where ·, · is the inner product defined in (3.6) over Ω H . The generalized cosine and sine functions are orthogonal with respect to this inner product.
Proof. Both of these relations follow from the identity f, g = f, g H for invariant functions. For (4.5), the invariance is evident and we only have to use the orthogonality of φ k in (3.5) and (4.4). For (4.6), we use the fact that TS k (t)TS j (t) is invariant under G and the orthogonality of φ k on Ω H .
The definition and orthogonality of these trigonometric functions have appeared in the literature, we refer to [3] and its extensive references. However, the study in the literature is more on the side of algebraic polynomials, as will be discussed in Section 5 below.
4.2.
Discrete inner product on the simplex. By Theorem 3.17 and (3.5), {φ k : k ∈ H n } is an orthonormal set with respect to the symmetric inner product ·, · * n . Using the symmetry and the invariance of TC k and TS k under G, we can deduce a discrete orthogonality for the generalized cosine and sine functions. We define
For n = 4, the point sets for d = 2 and d = 3 are depicted in Figure 4 .1.
By the definition of H * n , the set { k (d+1)n : k ∈ Λ n } contains points inside H . We will also need to understand points on the boundary of H , which can come from two types of points in H * n . One part of the boundary points in H are also the boundary points of H * n , whereas another part of the boundary points in H are points inside H • n but on the faces of H . Accordingly, for p ∈ C d+1 , we define
Evidently, Λ
n is a ( − 1)-face of Λ n which, however, is a subset of H
• n , whereas Λ ∂,p n is a ( − 2)-face of Λ n which is also a face of H * n . More precisely, considering the orbits of the points in Λ n , we see that
For d = 2, the sets of interior points, edge points and vertices of H are given, in this order, explicitly by
In this case, the geometry in 
We now define a discrete inner product ·, · ,n by
where, with c
Let us verify the second equal sign in (4.9). The case j ∈ Λ
•,p n is easy, since then j ∈ H
• n so that c
p . In the case j ∈ Λ ∂,p n , we have j 1 −j = (d+1)n which implies j i −j l = (d + 1)n for i ∈ I p1 and l ∈ I p , where I p1 = {1, . . . , p 1 } and
p1,p by the definition of B i,j , which implies that j ∈ H p1,p so that
and (4.9).
In the case of d = 2 and d = 3, the values of λ (n) j are given by
We denote by TC n and TS n the spaces of the trigonometric polynomials
• n } , respectively. Since Λ n contains integer points in a regular simplex, it is easy to see that
Moreover, the following cubature formula is exact for all f ∈ TC 2n−1 ,
In particular,
4.3.
Interpolation on the simplex. Using invariance and the fact that the fundamental simplex H is the building block of the fundamental domain, we can also deduce results on interpolation on the fundamental simplex. For d = 3 the results in this subsection have appeared in [19] and the proof there can be followed verbatim when 3 is replaced by d. Thus, we shall omit the proof. Recall that the operator P ± is defined in (4.2).
Theorem 4.6. For n > 0, and
Then L n f is the unique function in TS n that satisfies
Furthermore, the fundamental interpolation function
• j,n is real and satisfies
where P − t means that the operator P − is acting on the variable t and Θ n is defined in (3.18).
The function L n f interpolates at the interior points of Λ n . We can also consider interpolation on Λ n by working with the operator I * n f in Theorem 3.20, which interpolates f on H 
Then L * n f is the unique function in TC n that satisfies
Furthermore, the fundamental interpolation function j,n is given by
, where j,n is defined in Theorem 3.20 and has a compact formula.
Let L n and L * n denote the operator norms of L n and L * n , respectively, both as operators from C( H ) → C( H ). From Theorems 4.6 and 4.7, an immediate application of Theorem 3.21 yields the following theorem.
Theorem 4.8. There is a constant c independent of n, such that
It should be pointed out that the interpolation functions defined in these theorems are analogous of trigonometric polynomial interpolation on equally spaced points [34, Chapt. X]. These are trigonometric interpolation on equal spaced points in the simplex H , which can be easily transformed to interpolation on regular simplex, say {y :
These interpolation functions are real, easily computable from their compact formulas, and have small Lebesgue constants. They should be the ideal tool for interpolation on the simplex in R d .
Generalized Chebyshev polynomials and their zeros
The generalized sine and cosine functions can be used to define analogues of Chebyshev polynomials of the first and the second kind, respectively, which are algebraic orthogonal polynomials of d-variables, just as in the classical case of one variable. These polynomials have been defined in the literature, as noted in the Introduction. In the first subsection we define these polynomials and present their basic properties. Most of the results in this subsection are not new, however, we shall present a coherent and independent treatment, and some of the results on recurrence relations appear to be new. In the second subsection, we study the common zeros of these polynomials and use them to establish a family of Gaussian cubature formulas, which exist rarely.
5.1. Generalized Chebyshev polynomials. The generalized trigonometric functions can be transformed into polynomials under a change of variables z :
) are vertices of the fundamental triangle H defined in Section 2. It is easy to see that z k = z d+1−k . The homogeneity of t shows that v k · t = (d + 1)(t 1 + . . . + t k ) and, consequently,
which shows that z 1 , . . . , z d are the first d elementary symmetric polynomials of e 2πit1 , . . . , e 2πit d+1 . The same change of variables are used in [3] .
Since TC k (t), k ∈ Λ, is evidently a symmetric polynomial in e 2πit1 , . . . , e 2πit d+1 , it is a polynomial in z 1 , . . . , z d . Some of its properties can be derived from the recursive relations given below.
Lemma 5.1. The generalized sine and cosine functions satisfy the recurrence relations,
Proof. From the definition of TC k , we obtain that
which proves (5.3). The other two relations, (5.4) and (5.5), can be established similarly.
The polynomials defined by TC k (t) under (5.1) are analogue of Chebyshev polynomials of the first kind, to be defined formerly below. We will also define Chebyshev polynomial of the second kind, for which we need the following lemma.
, . . . ,
Using the well-known Vandermond determinant (see, for example, [21, p. 40]),
and setting x j = e 2πitj , we obtain
Furthermore, since t 1 + . . . + t d+1 = 0, the above equation immediately gives
from which the second equal sign of (5.6) follows. Next we prove (5.7). Using (5.4), we have
The same argument that proves (5.6) also shows that, for each k ∈ Λ,
, 
is a symmetric polynomial in x 1 , . . . , x d , which is the Schur function in the variables x 1 , . . . , x d corresponding to the partition λ. Since this ratio is a symmetric polynomial, it is then a polynomial in the elementary symmetric polynomials z 1 , . . . , z d ; more precisely, it is a polynomial in z of degree (k 1 − k d+1 )/(d + 1) as shown by the formula [21, (3.5) ]. This is our analogue of Chebyshev polynomials of the second kind.
To simplify the notation, we find it convenient to change the index and define the Chebyshev polynomials of the first and the second kind formally as follows:
Under the change of variables (5.1) and (5.8), define
We call T α (z) and U α (z) Chebyshev polynomials of the first and the second kind, respectively.
It is easy to see that the mapping (5.8) is an isomorphism. Indeed, since k 1 + . . . + k d+1 = 0 for k ∈ Λ, it is easy to see that the inverse of α is given by
We also note that α(
, the k-th element of the standard basis for the Euclidean space R d . In the recurrence relation that we shall state in a moment, we will need the definition of T α (z) in which α can have negative components. If α has a negative component, say α i < 0, then k i < k i+1 , so that k in (5.8) does not belong to Λ. If k ∈ H, we define by k + the rearrangement of k such that k + ∈ Λ. By the definition of TC k , we have TC k + (t) = TC k (t) for all k ∈ H. Thus, if α has negative component, then we define
where α + corresponds to k + by (5.8).
Both T α (z) and U α (z) are polynomials of degree |α| = α 1 + . . . + α d in z. Moreover, both of them satisfy a simple recursive relation, which we summarize in the following theorem.
0 , and they satisfy the recursion relation
in which the components of α(j), j ∈ v i G, have values in {−1, 0, 1}, U α (z) = 0 whenever α has a component α i = −1, and
Proof. The relation (5.9) follows readily form the fact that −(k i − k j ) = k j − k i and (5.8). The relation (5.10) follows immediately from (5.3) and (5.4). The values of P 0 and P k follow from definitions and (5.7). If α has a component
, which implies that k + v • ∈ ∂Λ, so that TS k+v • (t) = 0 and U α (z) = 0.
It is easy to see that |α(j)|, j ∈ v i , also takes value in {−1, 0, 1}. As a result, in terms of the total degree |α| of P α , the right hand side of (5.10) contains only polynomials of degree n − 1, n and n + 1, so that it is a three-term relation in that sense. For d = 2, the relation (5.10) can be rewritten as a recursive relation,
which can then be used to generate a polynomial P α from lower degree polynomials recursively. The same, however, cannot be said for d ≥ 3. For example, if d = 3 then (5.10) for k = 2 is 6z 2 P α (z) = P α+ 2 (z)+P α+(1,−1,1) (z)+P α+(1,0,−1) (z)+P α+(−1,0,1) (z)+P α− 1 +P α+(−1,1,−1) (z), which has two polynomials of |α| + 1 in the right hand side, P α+ 2 (z) and P α+(1,−1,1) (z). It is possible to combine the relations in (5.10) to write
where Q(z) contains only linear combinations of {P β } for |β| = |α| and |β| = |α| − 1. In lower dimension, the exact forms of Q can be easily determined (for d = 3 see [29] ), but the general formula for a generic d appears to be complicated and we shall nor pursuit it here.
Next we show that T α and U α are orthogonal polynomials. The integral of the orthogonality is taken over the region that is the image of H with respect to a measure, or weight function, that comes from the Jacobian of the change of variables. Furthermore, sincez k → z d+1−k , we can consider real coordinates, denoted by x,
and x d+1 Using the Jacobian of the elementary symmetric polynomials with respect to its variables and t 1 + . . . + t d+1 = 0, this can be shown as in [3, (5.9) ]. We give an inductive proof below.
Regarding t 1 , t 2 , . . . , t d+1 as independent variables, one sees that
For each fixed j, split I ⊂ N d+1 as two parts, one contains {j, d + 1} and one does not, so that after canceling the common factor, we obtain
,|I|=k | sin π(t µ − t ν )|, which is exactly (5.12).
Under this change of variables, the domain H is mapped to polynomials of the second kind. Because ofz k = z d+1−k and (5.9), the real and complex parts of the polynomials in {U α (z) : |α| = n} form a real basis for the space of orthogonal polynomials of degree n. Hence, we can work with the zeros of the complex polynomials U α (z).
Let Y n and Y
• n be the image of j (d+1)n : j ∈ Λ n and j (d+1)n : j ∈ Λ Recall that σ i,j denotes the transposition that interchanges i and j. A simply computation shows that
which is 0 whenever j ∈ Λ n and k ∈ Λ n satisfies k 1 − k d+1 = (d + 1)n. Hence, it follows that Hence, for any j ∈ Λ n and k ∈ H with k 1 − k d+1 = (n + 1)(d + 1), (φ k + φ kσ 1,d+1 − φ k−v * − φ kσ 1,d+1 +v * ) j (d+1)n = 0. which yields that
for k ∈ H with k 1 − k d+1 = (n + 1)(d + 1).
As in the proof of Theorem 5.7, by (5.8), this shows that T α − T α * vanishes on Y n . Moreover, suppose k ∈ Λ and set j := (k − v * ) + ; since k 1 ≥ . . . ≥ k d+1 and k i = k j mod d + 1 for i ≥ j, it follows that j 1 = k 1 − (d + 1) if k 1 > k 2 and j 1 = k 1 if k 1 = k 2 , and j d+1 = k d+1 + (d + 1) if k d+1 < k d and j d+1 = k d+1 if j d+1 = k d . Consequently, (j 1 − j d+1 ) − (k 1 − k d+1 ) ∈ {0, −d − 1, −2d − 2}, which shows that |α + | ∈ {|α|, |α| − 1, |α| − 2}, so that T α * is a Chebyshev polynomial of degree at least n − 1 and T α − T α * is orthogonal to all polynomials in Π d n−2 .
We note that the general theory on cubature formulas in view of ideals and varieties also shows that there is a unique interpolation polynomial in Π d n based on the points in Y n . This interpolation polynomials, however, is exact the interpolation trigonometric polynomial in Theorem 4.7. We shall not stay the result formally.
