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Coherence quantifiers from the viewpoint of their decreases in the measurement
process
Alexey E. Rastegin
Department of Theoretical Physics, Irkutsk State University, Russia
Measurements can be considered as a genuine example of processes that crush quantum coher-
ence. In the case of an observable with degeneracy, the formulations of Lu¨ders and von Neumann
are known. These pictures postulate the two different states of a system immediately following
the act of measurement. Hence, they are associated with divers variants of coherence losses during
the measurement. Recent studies have focused on several ways to characterize quantum coherence
appropriately. One of the existing types of quantifier is based on quantum α-divergences of the
Tsallis type. In this paper, we introduce coherence quantifiers associated with the Lu¨ders picture
of quantum measurements. The are shown to satisfy the same properties as coherence α-quantifiers
related to some orthonormal basis. Further, we consider losses of quantum coherence during a gener-
alized measurement. The proposed approach is exemplified with unambiguous state discrimination;
extreme properties of the states to be discriminated are clearly shown.
Keywords: quantum coherence, Lu¨ders reduction rule, Tsallis relative entropy, unambiguous state discrimi-
nation
I. INTRODUCTION
Theoretical and experimental studies of coherence has a long history in physics. Complete understanding of this
concept could be reached only within a purely quantum approach. In effect, recent investigations of coherence are
connected with modern prospective technologies including quantum computations and quantum cryptography. One of
genuine features of coherence-like quantities is that they are basis dependent. In many physical cases of interest, only
a limited number of bases actually have a priority. This claim is quite obvious in application to quantum systems of
information processing. The quantum parallelism of Deutsch [1] is realized through quantum superpositions written
in the prescribed basis. The concept of the pointer basis plays an important role in our treatment of measurement
process [2]. Thermodynamic properties of nano-systems at low temperatures are commonly considered with the use
of concrete representation for statistical mixtures [3, 4]. Contemporary advances in theoretical studies of quantum
correlations are reviewed in [5, 6].
The characteristics of coherence and decoherence seem to be opposite to each other. Hence, various coherence
quantifiers could be examined from the viewpoint of their decrease during processes with deep decoherence. The
authors of [7] have noted that quantum measurements are a quite typical example of such processes. If we adopt, here,
the projection postulate, then this consideration leads us to one of the very core questions of quantum mechanics. The
actual state right after measuring a degenerate observable can be given in two different forms, due to von Neumann
and Lu¨ders, respectively. The reduction rule of von Neumann appeals to the fact that each measurement uses a
particular apparatus. Instead of the degenerate observable per se, we actually deal with its refinement (see section
V.1 in [8]). The latter commutes with the former, but has only non-degenerate eigenvalues. There is an obvious
freedom in the choice of such refinements. Lu¨ders [9] has criticized von Neumann’s anzatz and replaced it with
another one. Nowadays, the Lu¨ders formulation of the projection postulate is most commonly used.
The relative entropy of coherence and the ℓ1-norm of coherence are widely applied due to their useful properties
[10]. The authors of [7] extended these quantities to measurements of the Lu¨ders type, and mentioned the hierarchy
relations showing a residual coherence. One family of coherence quantifiers is based on quantum α-divergences of
the Tsallis type. In this work, we aim to extend this concept to the case of Lu¨ders-type measurements. Together
with distance-based quantifiers of coherence, other quantities deserve to be considered. In particular, the robustness
of coherence [11] and the coherence weight [12] have recently been proposed. The problem of maximizing coherence
with respect to the reference bases was addressed in [13, 14]. It turned out that bases mutually unbiased with the
state eigenbasis are optimal for the robustness of coherence and the coherence weight. Generalized quantum measure-
ments are indispensable in quantum information processing. Basic ways of quantifying coherence can be extended
to measurements described by positive operator-valued measures (POVMs). We will illustrate these proposals with
unambiguous state discrimination, which is a very important and intuitively understandable example of a rank-one
POVM.
The paper is organized as follows. In section II, we review the required material and fix the notation. Some standard
results about quantum operations and measurements will be used throughout the paper. In particular, we recall both
the von Neumann and Lu¨ders approaches to measure an observable with degenerate eigenvalues. Section III is devoted
to coherence quantifiers on the base of quantum Tsallis α-divergences as applicatied to the Lu¨ders picture. Basic
2properties of such quantifiers are discussed. The so-called residual coherence can be characterized by means of various
coherence measures. Using the example of a concrete spin observable with a degenerate eigenvalue, we compare the
level of residual coherence predicted by several quantifiers. In section IV, we address the question how to characterize
losses of quantum coherence during a generalized quantum measurement. In the case of rank-one POVMs, we propose
a natural approach realized through orthonormal bases in a suitably extended space. This approach is exemplified
with the measurement designed for unambiguous state discrimination. In section V, we conclude the paper.
II. PRELIMINARIES
In this section, we begin by recalling the required formal definitions. Let L(H) be the space of linear operators on
finite-dimensional Hilbert space H. By L+(H) and Ls.a.(H), we denote respectively the set of positive semidefinite
operators and the real space of Hermitian ones. A state of the quantum system of interest is represented by the density
matrix ρ ∈ L+(H) normalized as tr(ρ) = 1. Such matrices form the convex set D(H) of density operators acting on
H. The range of A ∈ L(H) will be denoted as ran(A). For A ∈ L+(H), we define A0 as the orthogonal projector onto
ran(A). In finite dimensions, we treat A0 ∨ B0 as the projector onto the sum of subspaces ran(A) + ran(B). In the
infinite-dimensional case, this definition should be modified. In the following, we will deal with the finite-dimensional
case only. A distance between operators can be characterized by appropriately chosen norms. With respect to the
given orthonormal basis, each operator A ∈ L(H) is represented by the square matrix with elements aij . The ℓ1-norm
is then defined as [15]
‖A‖ℓ1 :=
∑
ij
|aij | . (1)
There are many norms that can be used to define measures of distinguishability of quantum states [16]. The well-known
norm (1) gives the so-called ℓ1-norm of coherence [10].
Another approach to compare quantum states is based on the notion of quantum relative entropy, or divergence.
This concept is fundamental in quantum information theory [17, 18]. For ρ,̺ ∈ D(H), the relative entropy of ρ with
respect to ̺ is written as [19]
D1(ρ||̺) :=
{
tr(ρ lnρ− ρ ln̺) , if ran(ρ) ⊆ ran(̺) ,
+∞ , otherwise . (2)
It is a quantum counterpart of the standard relative entropy of probability distributions. For the given probability
distributions {pj} and {qj}, it is defined by [17]
D1(pj ||qj) :=
∑
j
pj ln
pj
qj
. (3)
If there exists some j such that pj 6= 0 and qj = 0, then the right-hand side of (3) is set up to be +∞. General
properties of the relative entropies and other entropic functions are discussed in [17, 20].
Several generalizations of the above quantities have found use in various topics [21]. For 0 < α 6= 1, the Tsallis
relative α-entropy is defined as [22, 23]
Dα(pj ||qj) := 1
α− 1
(∑
j
pαj q
1−α
j − 1
)
. (4)
If for some j we have pj 6= 0 and qj = 0 simultaneously, then the relative α-entropy with α > 1 is taken as +∞. In the
limit α → 1, the quantity (4) gives the standard relative entropy (3). The formula (4) can be represented similarly
to (3) with the use of the α-logarithm. It is easy to see that Dα(pj ||qj) ≥ 0. Necessary conditions for vanishing
Dα(pj ||qj) follow from the results of [24]. Using example 2 of [24], we can prove that Dα(pj ||qj) = 0 only if pj = qj
for all j. The relative α-entropy (4) is a particular case of the Csisza´r f -divergences [25].
Quantum f -divergences were examined in detail in [19]. This approach allows us to involve relative α-entropies of
the Tsallis type. It will be useful to define them for arbitrary positive semidefinite operators. Let A and B be positive
operators such that ran(A) ⊆ ran(B). For 0 < α 6= 1, the Tsallis α-divergence of A with respect to B is defined as
Dα(A||B) := 1
α− 1
[
tr(AαB1−α)− tr(A)
]
. (5)
Since ran(A) ⊆ ran(B), the trace should be taken over ran(B). For α ∈ (0; 1), the expression (5) is used without such
conditions. Several properties of the quantum α-divergence follow from the corresponding results on the quantum
f -divergences [19]. For all λ ∈ [0; +∞), one satisfies
Dα(λA||λB) = λDα(A||B) . (6)
3Let four positive semidefinite operators A1, B1, A2, B2 obey A
0
1 ∨ B01 ⊥ A02 ∨ B02; then
Dα
(
A1 + A2
∣∣∣∣B1 + B2) = Dα(A1||B1) + Dα(A2||B2) . (7)
The latter can be proved for quantum f -divergences under certain conditions [19].
One of fundamental properties of the quantum relative entropy is its monotonicity under trace-preserving completely
positive maps [17]. In the classical regime, the relative Tsallis entropy (4) is monotone under stochastic maps for all
α ≥ 0 [23]. This is not the case for the quantum regime. Let us recall basic facts about quantum operations. We
consider a linear map
Φ : L(H)→ L(H′) , (8)
where the input space H and the output space H′ may differ. This map is positive, when Φ(A) ∈ L+(H′) for each
A ∈ L+(H) [17]. Physical processes are described by completely positive maps [17]. Let id′′ be the identity map on
L(H′′), where the Hilbert space H′′ is related to an imagined reference system. The complete positivity implies that
the map Φ⊗ id′′ is positive for arbitrary dimensionality of H′′. Each completely positive map can be represented in
the form [16, 17]
Φ(A) =
∑
i
KiAK
†
i , (9)
with the Kraus operators Ki : H → H′. The map preserves the trace, when these operators obey∑
i
K
†
iKi = 1 , (10)
where 1 denotes the identity on H. Trace-preserving completely positive (TPCP) maps are usually referred to as
quantum channels [17].
The quantum α-divergence is monotone under TPCP maps for α ∈ (0; 2], so that
Dα
(
Φ(ρ)
∣∣∣∣Φ(̺)) ≤ Dα(ρ||̺) . (11)
This inequality follows from theorem 4.3 of [19] together with some facts about functions on positive matrices. The
monotonicity also implies the joint convexity of the f -divergences in line with corollary 4.7 of [19]. In particular, the
quantum α-divergences of the Tsallis type are jointly convex for α ∈ (0; 2]. Let {ρi} and {̺i} be two collections of
density matrices, and let qi’s be positive numbers that sum to 1. For α ∈ (0; 2], we then have
Dα
(∑
i
qiρi
∣∣∣∣∣∣∣∣∑i qi̺i
)
≤
∑
i
qiDα(ρi||̺i) . (12)
The properties (11) and (12) are important in the verification of corresponding properties of induced coherence
measures.
The description of quantum measurements is indispensable in the sense that without it the quantum-mechanical
formalism is not complete. Let us consider some observable X ∈ Ls.a.(H) with the spectral decomposition
X =
∑
j
xjΠj . (13)
In this sum, the eigenvalue labels xj ∈ spec(X) are all assumed to be different. For the pre-measurement state ρ,
the jth outcome occurs with the probability tr(Πjρ). Another question to be resolved concerns the form of the state
immediately following the act of measurement. Any answer to this question is actually a kind of reduction rule. In
the following, we focus on measurements that obey the projection postulate. In this case, there are two different
ways to treat quantum measurements of an observable with degenerate eigenvalues. Then the Hilbert space H is
correspondingly represented as the direct sum
H =
⊕
j
Hj , Hj = ran(Πj) , (14)
so that |ψ〉 ∈ Hk implies Πj |ψ〉 = δkj |ψ〉 for all j. The two answers to the question are respectively due to von
Neumann [8] and Lu¨ders [9]. We begin with the latter, since now it is commonly accepted by the community.
Suppose that the pre-measurement state is described by density matrix ρ. The so-called Lu¨ders rule claims that
the post-measurement state is represented by
ΦP(ρ) =
∑
j
ΠjρΠj . (15)
4Here, we actually deal with TPCP map ΦP : L(H)→ L(H) assigned to the set P =
{
Πj
}
of operators of orthogonal
projection. According to (15), we introduce the set of invariant states:
JP :=
{
ξ : ξ ∈ D(H), ΦP(ξ) = ξ
}
. (16)
This definition is similar to the definition of the set of symmetric states in resources theories of asymmetry [26, 27].
In the following, the set (16) of invariant states will be applied to define coherence quantifiers associated with the
Lu¨ders reduction rule.
The first complete treatment of the measurement problem was given by von Neumann [8]. His reduction rule is
slightly more complicated to formulate. Instead of X, we should considers some its refinement Y. The latter commutes
with X but has only non-degenerate eigenvalues. In this way, we obtain an indirect measurement of the observable to
be measured. A concrete example of indirect spin measurement is described in [28]. The problem of discriminating
measurement contexts was analyzed in general in [29]. The authors of [29] also noted that their results allow one to
check experimentally whether an apparatus performs a Lu¨ders or a von Neumann measurement. This proposal was
successfully implemented in [30]. The spectral decomposition of Y can be expressed as
Y =
∑
jβ
yjβ |yjβ〉〈yjβ | , (17)
so that each subspace Hj is spanned by the vectors |yjβ〉. There exists a function y 7→ g(y) with the following property.
For each xj ∈ spec(X), the equality g(yjβ) = xj takes place for all β. The von Neumann rule actually refers to the
orthonormal basis B = {|yjβ〉}. This rule then postulates the post-measurement state
ΦB(ρ) =
∑
jβ
|yjβ〉〈yjβ |ρ|yjβ〉〈yjβ | . (18)
Hence, the corresponding set of invariant states reads as
JB :=
{
ξ : ξ ∈ D(H), ΦB(ξ) = ξ
}
. (19)
The set (19) contains all the states that are incoherent with respect to the basis B. As a refinement Y of X is not
uniquely defined, we actually deal with a family of sets of the form (19). In the case of observables without degeneracy,
the two forms of the reduction rule discussed above coincide.
Both the above pictures deal with projective measurements. At the same time, measurements of more general
type are widely used in quantum information science. Such measurements are described by positive operator-valued
measures. Let M = {Mj} be a set of elements of L+(H), satisfying the completeness relation∑N
j=1
Mj = 1 . (20)
Such operators form a POVM. For the pre-measurement state ρ, the probability of jth outcome is written as tr(Mjρ).
In contrast to projective measurements, the number N of different outcomes in a POVM-measurement can exceed
d = dim(H). In many tasks, the optimal POVM can be built of rank-one elements [31]. In the following, we will
consider coherence losses in measurements described by rank-one POVMs.
III. COHERENCE QUANTIFIERS FOR THE LU¨DERS-TYPE MEASUREMENTS
In this section, we will examine properties of some coherence quantifiers associated with the Lu¨ders picture. The
authors of [7] considered this question with respect to the ℓ1-norm of coherence and the relative entropy of coherence.
Initially, measures of quantum coherence with respect to a concrete orthonormal basis were examined in [10]. In the
context of resource theories, the problem of quantifying coherence is reviewed in [32–34]. The ℓ1-norm of coherence
and the relative entropy of coherence are respectively introduced as
C
(B)
ℓ1
(ρ) := min
{‖ρ− ξ‖ℓ1 : ξ ∈ JB} , (21)
C
(B)
1 (ρ) := min
{
D1(ρ||ξ) : ξ ∈ JB
}
, (22)
where JB is specified by (19). These quantities are both basis dependent. There are well known expressions for them,
viz.
C
(B)
ℓ1
(ρ) =
∑
kγ 6=jβ
∣∣〈ykγ |ρ|yjβ〉∣∣, (23)
C
(B)
1 (ρ) = H1
(
pjβ
)− S1(ρ) . (24)
5Here, pjβ = 〈yjβ |ρ|yjβ〉 is the corresponding probability, H1
(
pjβ
)
= −∑jβ pjβ ln pjβ is the Shannon entropy, and
S1(ρ) = − tr(ρ lnρ) is the von Neumann entropy of ρ. For the von Neumann reduction rule, we should fix the
chosen refinement of an observable with degenerate eigenvalues. The ℓ1-norm of coherence and the relative entropy
of coherence seem to be very widely used measures. Using the ℓ1-norm of coherence, duality relations between
the coherence and path information were examined in [35–37]. An operational interpretation of the ℓ1-norm of
coherence was proposed in [38]. The relative entropy of coherence is useful in formulating complementarity [39, 40]
and uncertainty relations for quantum coherence [41–43].
Taking the Lu¨ders rule, the authors of [7] have proposed the following extensions of (21) and (22). In our notation,
the corresponding quantities are represented as
C
(P)
ℓ1
(ρ) := min
{‖ρ− ξ‖ℓ1 : ξ ∈ JP} , (25)
C
(P)
1 (ρ) := min
{
D1(ρ||ξ) : ξ ∈ JP
}
, (26)
where JP is formally posed by (16). Simple calculations finally result in the formula
C
(P)
1 (ρ) = H1(pj)− S1(ρ) , (27)
where pj = tr(Πjρ). The right-hand side of (27) does not depend on refinements of X. It can also be shown that (25)
is expressed as [7]
C
(P)
ℓ1
(ρ) =
∑
k 6=j
∥∥ΠkρΠj∥∥ℓ1 . (28)
Since the definition (1) is basis dependent, the quantifier (28) generally depends not only on the set P of projectors.
It is not mentioned explicitly, but the right-hand side of (28) is also referred to the taken basis B. In this sense, the
definition depends on the chosen refinement as well.
Let us proceed to the quantities based on the Tsallis relative α-entropies. With respect to an orthonormal basis,
such quantities were proposed in [44]. For α > 0, one defines
C(B)α (ρ) := min
{
Dα(ρ||ξ) : ξ ∈ JB
}
. (29)
Of course, this definition is related to the von Neumann rule. For the Lu¨ders case, the corresponding α-quantifier is
similarly expressed as
C(P)α (ρ) := min
{
Dα(ρ||ξ) : ξ ∈ JP
}
. (30)
It immediately follows that C
(P)
α (ρ) ≥ 0 with equality if and only if ρ ∈ JP . This conclusion reflects the fact that
Dα(ρ||̺) = 0 is equivalent to ρ = ̺. The optimization problem (30) can be treated in line with reasons given in [44].
The following statement takes place.
Theorem 1 For all 0 < α 6= 1, the coherence α-quantifier is expressed by
C(P)α (ρ) =
1
α− 1
{(∑
j
tr(Πjρ
α)1/α
)α
− 1
}
. (31)
Proof. We will assume that α 6= 1. As the α-divergence Dα(ρ||ξ) should be minimized, we further assume
ran(ρ) ⊆ ran(ξ). In the spectral decomposition
ξ =
∑
j
ξjΠj , (32)
we set up ξj = 0 whenever tr(Πjρ) = 0. Due to (32), we can write
Dα(ρ||ξ) = 1
α− 1
{∑
j
ξ1−αj tr(Πjρ
α)− 1
}
, (33)
where the sum is taken over non-zero ξj values. We now introduce the probabilities bj such that b
α
j ∝ tr
(
Πjρ
α
)
.
Together with the normalization condition, the latter gives
bj =
tr(Πjρ
α)1/α
N , (34)
N =
∑
j
tr(Πjρ
α)1/α. (35)
6Thus, the probabilities (34) are uniquely defined for the prescribed ρ and α. Combining tr(Πjρ
α) = Nαbαj with (33),
one gets
Dα(ρ||ξ) = NαDα(bj ||ξj) + N
α − 1
α− 1 . (36)
Here, the probabilities bj and the denominator N depend on ρ and α. So, the variables ξj take place only in the first
term of the right-hand side of (36). Since Dα(bj ||ξj) ≥ 0, the minimal value of (36) is reached by setting ξj = bj with
Dα(bj ||ξj) = 0. The corresponding state is expressed as
ξ⋆ =
∑
j
bjΠj . (37)
Combining this with (35) leads to the right-hand side of (31). 
It is important that the quantifier (30) is convex for α ∈ (0; 2]. We can derive this conclusion from (12). Let {ρi}
be a collection of density matrices, and let positive numbers qi obey
∑
i qi = 1. For all α ∈ (0; 2], we have
Cα
(∑
i
qiρi
)
≤
∑
i
qiCα(ρi) . (38)
Let Υ : L(H)→ L(H) be a TPCP map that leaves the set JP to be invariant. For α ∈ (0; 2], the coherence quantifier
(30) is monotone under this quantum operation, so that
Cα
(
Υ(ρ)
) ≤ Cα(ρ) . (39)
The latter follows from the property (11) and the definition (30), which includes the minimization. Monotonicity
under incoherent selective measurements is more sophisticated [10]. Extending the approach of [44], we pose the
monotonicity property as follows.
Theorem 2 Let Kraus operators of TPCP map Υ : L(H)→ L(H) obey the property
KiJPK†i ⊆ JP . (40)
For all α ∈ (0; 2], coherence quantifiers of the form (30) satisfy∑
i
qαi s
1−α
i Cα(ρi) ≤ Cα(ρ) , (41)
where qi = tr(KiρK
†
i ), ρi = q
−1
i KiρK
†
i , and the probabilities si = tr(Kiξ
⋆
K
†
i ) are calculated with the state (37).
Proof. The output of the quantum channel Υ is represented as
Υ(ρ) =
∑
i
qiρi . (42)
In terms of the particular outputs ξ⋆i = s
−1
i Kiξ
⋆
K
†
i , we have
Dα(ρ||ξ⋆) ≥
∑
i
Dα
(
KiρK
†
i
∣∣∣∣Kiξ⋆K†i) (43)
≥
∑
i
qαi s
1−α
i Dα(ρi||ξ⋆i ) . (44)
Here, the step (43) follows from (7), and the step (44) follows from theorem 2 of [44]. Combining (44) with (30) finally
gives (41). 
Similarly to (29), the quantifier (30) obeys the generalized form of monotonicity. For α = 1, this form is reduced
to the regular form. Hence, for α ∈ (0; 2] the coherence quantifier (30) can be treated as a measure with all required
properties. Overall, coherence α-quantifiers associated with the Lu¨ders picture satisfy the same properties as coher-
ence α-quantifiers related to some orthonormal basis. It is natural that they succeed only the generalized form of
monotonicity. When α = 1, the left-hand side of (41) can be interpreted as an averaged output coherence. This view
is somehow similar to the relation C1
(
Υ(ρ)
) ≤ C1(ρ). The case α 6= 1 is more sophisticated, since averaging deals
here with weights ωi such that
[
1 + (α− 1)Dα(qj ||sj)
]
ωi = q
α
i s
1−α
i . Then the left-hand side of (41) is written as the
weighted average of output α-quantifiers multiplied by an additional factor. It provides an interrelation between the
relative α-entropy Dα(qj ||sj) and coherence α-quantifiers at the input and output. This relation may be used when
two of three components can be calculated or evaluated, at least for some α.
7Let us address the robustness of coherence and the coherence weight. To each invariant set of states, we assign
measures of how far is the given state from this set. The robustness of asymmetry was proposed as a measure of
asymmetry of quantum states with many attractive properties [11, 27]. The robustness of coherence is naturally
obtained, when we refer to the set of states diagonal in the prescribed basis. This measure quantifies the minimal
mixing required to destroy all the coherence in a quantum state [27]. In our notation, we have
R(B)(ρ) := min
{
r ≥ 0 : ̺ ∈ D(H), ρ+ r̺
1 + r
=: ξ ∈ JB
}
. (45)
In this way, one characterizes a coherence change with respect to the von Neumann rule. For the Lu¨ders rule, the
above term should be reformulated. Specifically, we put the quantity
R(P)(ρ) := min
{
r ≥ 0 : ̺ ∈ D(H), ρ+ r̺
1 + r
=: ξ ∈ JP
}
. (46)
Let us discuss basic properties of the new quantifier (46). As directly follows from this definition, the equality
R(P)(ρ) = 0 is equivalent to ρ ∈ JP . Convexity is one of nice properties of the measure (45) and remains valid for
(46), that is
R(P)
(
tρ1 + (1− t)ρ2
) ≤ tR(P)(ρ1) + (1− t)R(P)(ρ2) , (47)
where ρ1,ρ2 ∈ D(H) and t ∈ [0; 1]. To justify (47), we appropriately recast the proof of convexity of (45). Further,
we consider a TPCP map Υ : L(H) → L(H) with Kraus operators that all obey (40). The quantity (46) cannot
increase under the action of such operations, i.e.∑
i
qi R
(P)(ρi) ≤ R(P)(ρ) , (48)
where qi = tr(KiρK
†
i ) and ρi = q
−1
i KiρK
†
i . Again, we could repeat the reasons given in [11] for the measure (45). We
refrain from presenting the details here.
The authors of [12] have proposed the concept of asymmetry and coherence weight of quantum states. Using the
orthonormal basis B, the coherence weight is defined as
W(B)(ρ) := min
{
w ≥ 0 : ξ ∈ JB, ̺ ∈ D(H), ρ = (1− w)ξ + w̺
}
. (49)
This measure will be used to characterize coherence changes according to the von Neumann rule. In a similar manner,
we further write
W(P)(ρ) := min
{
w ≥ 0 : ξ ∈ JP , ̺ ∈ D(H), ρ = (1− w)ξ + w̺
}
. (50)
The latter is related to (49) just as the quantifier (46) is related to (45). Concerning (50), we first note that
W (P)(ρ) = 0 is equivalent to ρ ∈ JP . As was shown in [12], the quantity (49) is convex as well. The new quantifier
(50) possesses this useful property, i.e.
W(P)
(
tρ1 + (1− t)ρ2
) ≤ tW(P)(ρ1) + (1− t)W(P)(ρ2) , (51)
where ρ1,ρ2 ∈ D(H) and t ∈ [0; 1]. Further, the quantity (50) is monotone under incoherent operations. If Kraus
operators of the quantum channel Υ : L(H)→ L(H) all obey (40), then∑
i
qiW
(P)(ρi) ≤W(P)(ρ) , (52)
where qi = tr(KiρK
†
i ) and ρi = q
−1
i KiρK
†
i . We could prove (51) and (52) by adopting the reasons given in [12] for the
quantity (49).
Comparing coherence quantifiers in the Lu¨ders and von Neumann pictures, we at once note the following important
fact. For an observable with degeneracy, one clearly has J (B) ⊂ J (P). For all the considered ways to quantify
coherence, the minimization is taken under more conditions in the case of orthonormal bases. Hence, we obtain
C(B)(ρ) ≥ C(P)(ρ) , (53)
where C can be substituted with the ℓ1-norm of coherence, the coherence α-quantifier, the robustness of coherence,
and the coherence weight. The authors of [7] mentioned (53) for the ℓ1-norm and the relative entropy of coherence.
We only note that the result (53) holds in more general context.
8We shall now proceed to the following question. Let ρ be the state right before measurement of an observable X
with degenerate spectrum. The post-measurement state can be taken either as ΦB(ρ) ∈ JB due to the von Neumann
rule or as ΦP(ρ) ∈ JP due to the Lu¨ders rule. Decrease of the amount of coherence can be characterized by the
differences
C(B)(ρ)− C(B)(ΦB(ρ)) = C(B)(ρ) , (54)
C(P)(ρ)− C(P)(ΦP(ρ)) = C(P)(ρ) , (55)
where C(B) and C(P) are the chosen quantifiers. In this sense, the quantity ∆C(ρ) := C(B)(ρ) − C(P)(ρ) describes
distinctions between the von Neumann and Lu¨ders pictures from the viewpoint of state decoherence induced by the
measurement. All the aforementioned quantifiers could be utilized to give the pair C(B) and C(P). To compare various
quantifiers of coherence, we consider the following example.
Let us take a system consisting of two qubits. The z-component of the total spin is represented by the operator
Sz = σz ⊗ 1 2 + 1 2 ⊗ σz , (56)
where σz is a Pauli operators and 1 2 is the two-dimensional identity matrix. We clearly have spec(Sz) = {2, 0, 0,−2},
so that the eigenvalue 0 has multiplicity 2. In the case of Lu¨ders-type measurement, we deal with the three projectors
|z0z0〉〈z0z0|, |z0z1〉〈z0z1|+ |z1z0〉〈z1z0|, and |z1z1〉〈z1z1|, where the kets are such that
σz |zj〉 = (−1)j |zj〉 (57)
for j = 0, 1. Following [28], the refinement will be taken as Sz +
(
S2x + S
2
y + S
2
z
)
/2. It has the spectrum {6, 4, 2, 0}
with the corresponding eigenvectors
|z0z0〉 , |zz+〉 = |z0z1〉+ |z1z0〉√
2
, |z1z1〉 , |zz−〉 = |z0z1〉 − |z1z0〉√
2
. (58)
After obtaining the value of the above refinement, we uniquely reconstruct the value of Sz [28]. The pre-measurement
state ρ is transformed according to the formulas
ΦB(ρ) = tr(Π00ρ)Π00 + tr(Π+ρ)Π+ + tr(Π11ρ)Π11 + tr(Π−ρ)Π− , (59)
ΦP(ρ) = tr(Π00ρ)Π00 + (Π+ + Π−)ρ (Π+ + Π−) + tr(Π11ρ)Π11 . (60)
Here, we denote one-rank projectors as Π00 = |z0z0〉〈z0z0|, Π11 = |z1z1〉〈z1z1|, and Π± = |zz±〉〈zz±|.
Effectively, distinctions between coherence decreasing with respect to the von Neumann and Lu¨ders pictures are
brightly illuminated in the two-dimensional subspace span
{|z0z1〉, |z1z0〉}. Hence, we will mainly focus on two-
dimensional matrices supported on this subspace. It is obvious that such density matrices are invariant under the
action of (60), so that ∆C(ρ) := C(B)(ρ). With respect to the basis
{|zz+〉, |zz−〉}, we write
ρ =
(
u v∗
v 1− u
)
, (61)
where real u ∈ [0; 1]. The eigenvalues λ± = 1/2±
√
1/4− det(ρ) satisfy 0 ≤ λ± ≤ 1, whence |v| ≤
√
u(1− u) . It is
obvious here that
∆Cℓ1(ρ) = 2|v| . (62)
As explicitly said in [11], for a qubit the robustness of coherence is equal to the doubled modulus of an off-diagonal
element, so that ∆R(ρ) = 2|v|. We also get ∆W(ρ) = 2|v|, whenever both the elements u and 1− u are not less than
|v|. In the situation considered, the three measures gives the same term 2|v|, which characterizes the level of residual
coherence in the Lu¨ders picture. However, this is not the case for a more general situation.
Let us consider coherence quantifiers based on the relative α-entropies. For some values of α, we can write relatively
simple expressions:
∆C1(ρ) = h1(u)− h1(λ+) , (63)
∆C2(ρ) =
(√
u2 + |v|2 +
√
(1 − u)2 + |v|2
)2
− 1 , (64)
where h1(u) := − u lnu− (1−u) ln(1−u) is the binary Shannon entropy. Of course, these values are different. It is in-
teresting that they are maximized for the same pure state, which can be expressed as
√
u |zz+〉+
√
1− u exp(iϕ) |zz−〉,
where ϕ is the argument of v. The latter also maximizes the term ∆Cℓ1(ρ) = ∆R(ρ) = 2|v|. In general, different
approaches to quantification of the level of residual coherence lead to similar conclusions.
9IV. ON CHARACTERISTICS OF COHERENCE DECREASES IN POVM-MEASUREMENTS
In this section, we address the question of how to describe the decrease of a coherence in generalized quantum
measurements. The initial way to approach the notion of coherence is to represent quantum states with respect to
an orthonormal basis. We have already seen that an extension to projective measurements is sufficiently immediate.
It is well known that any POVM-measurement can be considered as a projective one in suitably extended space. In
principle, this possibility is established by the Naimark theorem. A detailed description of general construction can
be found, e.g. in section 2.3.2 of [16]. We will restrict a consideration to the case of rank-one POVMs, which is
especially important for several reasons. Due to the results of [31], for many tasks the optimal POVM can be built
of rank-one elements. Overall, the method of constructing a projective measurement is sketched as follows (see, e.g.
section 3.1 of [45]). Let
{|µj〉}Nj=1 be a set of sub-normalized vectors that form a rank-one POVM with elements
Mj = |µj〉〈µj | . (65)
By µij , we will mean i-th component of j-th vector |µj〉 with respect to the calculation basis. Due to (20), d rows of
the d×N -matrix [[µij ]] are mutually orthogonal. By adding (N − d) new rows, this matrix can be converted into a
unitary N ×N -matrix. Its columns denoted by |µ˜j〉 form an orthonormal basis B˜ in the corresponding N -dimensional
space. As a block matrix, each column is now written as
|µ˜j〉 :=
(|µj〉
|µ′j〉
)
. (66)
As a result, we obtain some orthonormal and complete set of vectors in the space H˜ = H⊕H′. In general, there is
more than one ways to build such orthonormal basis, since one has a freedom to rotate vectors of the ancillary space
H′ unitarily. The original density matrix is rewritten as ρ˜ = diag(ρ,0), so that for α > 0 we get
〈µ˜i|ρ˜α|µ˜j〉 = 〈µi|ρα|µj〉 . (67)
We also note that the above unitary freedom does not alter matrix elements of the form (67). Using the constructed
orthonormal basis B˜, we are ready to put the set of incoherent states and, herewith, to manage various coherence
quantifiers. Due to (67), the ℓ1-norm of coherence and relative-entropy-based quantifiers are expressed immediately
through the original terms related solely to H. In particular, we write
C
(B˜)
ℓ1
(ρ˜) =
∑
i6=j
∣∣〈µ˜i|ρ˜|µ˜j〉∣∣ =∑
i6=j
∣∣〈µi|ρ|µj〉∣∣ , (68)
C
(B˜)
1 (ρ˜) = H1(pj)− S1(ρ˜) = H1(pj)− S1(ρ) , (69)
C(B˜)α (ρ˜) =
1
α− 1
{(∑
j
〈µj |ρα|µj〉1/α
)α
− 1
}
. (70)
In (69), we take into account that pj = 〈µj |ρ|µj〉 and the matrices ρ˜ and ρ have the same non-zero eigenvalues.
In (70), we merely used (67). We see that the coherence quantifiers (68)–(70) are certainly independent of the
aforementioned unitary freedom. Due to this fact, we will further focus just on such quantifiers. Immediately following
the measurement, one deals with a state completely incoherent with respect to B˜. Thus, any chosen quantifier can be
used to characterize the degree of coherence losses during the measurement.
To exemplify the above approach, we apply it to the POVM-measurement designed for unambiguous state discrim-
ination. There exist two basic approaches to discriminate between non-identical pure states
|θ+〉 =
(
cos θ
sin θ
)
, |θ−〉 =
(
cos θ
− sin θ
)
. (71)
The Helstrom scheme optimizes the average probability of correct answer. The second approach is known as unam-
biguous discrimination. It sometimes gives an inconclusive answer, but never makes an error of mis-identification.
Of course, the measurement is designed to minimize a fraction of inconclusive outcomes. There are disputable ques-
tions connected with applications of unambiguous discrimination in an individual attack on protocols of quantum
cryptography [46–48].
By η = cos 2θ, we denote the inner product, and restrict consideration to θ ∈ (0;π/2) – that is, to non-identical and
non-orthogonal states. The POVM elements M± and M? are expressed according to (65) in terms of sub-normalized
vectors
|µ±〉 = 1√
1 + η
(
sin θ
± cos θ
)
, |µ?〉 =
√
2η
1 + η
(
1
0
)
. (72)
10
After building a unitary 3× 3-matrix, we obtain the corresponding orthonormal basis B˜ with vectors
|µ˜±〉 = 1√
1 + η
 sin θ± cos θ√
η eiγ
 , |µ˜?〉 = 1√
1 + η
 √2η0
−√1− η eiγ
 . (73)
Here, the phase factor eiγ reflects a unitary freedom in the ancillary one-dimensional space. For the given probability
distribution {p+, p−, p?}, the coherence measure (69) is maximal for pure states. It is instructive to begin studies of
coherence losses during the measurement with a pure state. We further focus on the relative-entropy-based quantifiers.
What effect would the POVM-measurement have on a general initial state, and are the states |θ±〉 special? With
respect to the calculation basis, we write |ψ〉 ∈ H and |ψ˜〉 ∈ H˜ in the form
|ψ〉 =
(
cosϑ
eiϕ sinϑ
)
, |ψ˜〉 =
 cosϑeiϕ sinϑ
0
 . (74)
Assuming ϕ ∈ [0; 2π], we restrict consideration to the values ϑ ∈ [0;π/2]. Calculating inner products of the form
〈µj |ψ〉, we obtain the following expressions of the chosen coherence quantifiers:
C
(B˜)
1 (|ψ˜〉) = − p+ ln p+ − p− ln p− − p? ln p? , (75)
C(B˜)α (|ψ˜〉) =
1
α− 1
{[
p
1/α
+ + p
1/α
− + p
1/α
?
]α
− 1
}
, (76)
where the probabilities are expressed as
p+ =
sin2(θ + ϑ)− sin 2θ sin 2ϑ sin2 ϕ/2
1 + η
, (77)
p− =
sin2(θ + ϑ)− sin 2θ sin 2ϑ cos2 ϕ/2
1 + η
, (78)
p? =
2η cos2 ϑ
1 + η
. (79)
It can be shown that the right-hand sides of (75) and (76) are concave with respect to probability distributions. This
property should not be confused with (38), since the above formulas are restricted to pure states solely. In effect, we
can rewrite (76) as
C(B˜)α (|ψ˜〉) =
‖p‖1/α − 1
α− 1 , (80)
where, for β > 0, the norm-like function is defined as ‖p‖β :=
(∑
j p
β
j
)1/β
. Then the above-mentioned concavity
directly follows from the Minkowski inequality. We refrain from presenting the details here. For each of the quantifiers
(75) and (76), one aims to find the minimal and maximal values at the given θ.
Let ϑ be fixed; then the terms p? and p+ + p− = 1 − p? are fixed as well. Inspecting the corresponding derivative,
we have arrived at a conclusion. Varying ϕ at the fixed ϑ, the quantifier (76) is maximized for p+ = p−, when
sin2 ϕ/2 = cos2 ϕ/2. Hence, the relative phase in (74) is equal to ±π/2. The value of the coherence quantifier is then
expressed by
1
α− 1
{[
2p
1/α
+ + (1− 2p+)1/α
]α
− 1
}
. (81)
In addition, the quantifier (76) is minimized, when the distinction between p+ and p− is made as large as possible.
We should further optimize the obtained expressions by varying ϑ. Concerning the maximum, this task is realized
through usual calculus.
Let us inspect the derivative of (81) with respect to p+. It vanishes for p+ = 1− 2p+, whence p+ = p− = p? = 1/3.
Substituting the latter into (81) finally gives
maxC(B˜)α (|ψ˜〉) =
3α−1 − 1
α− 1 = − lnα
(
1
3
)
. (82)
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Here, the α-logarithm is given by lnα(z) =
(
z1−α− 1)/(1−α) for 0 < α 6= 1 and real z > 0. Due to (79), the equality
p? = 1/3 is possible only for 2η/(1 + η) ≥ 1/3, whence η ≥ 1/5. For η < 1/5, the right-hand side of (82) cannot be
reached. The inequality p? < 1/3 leads to p+ = p− > 1/3 and negative values of the derivative. So, the function (81)
decreases with growth of p+ > 1/3. To maximize it, we should make p? as large as possible. Taking cos
2 ϑ = 1, one
gets
maxC(B˜)α (|ψ˜〉) =
1
α− 1
{[
2p
1/α
+ + p
1/α
?
]α
− 1
}
, p+ = p− =
1− η
2(1 + η)
, (83)
p? = 2η/(1 + η). This expression of the maximum holds for 0 < η < 1/5. The maximizing states are such that only
the first component is non-zero. When η ≥ 1/5, the maximizing states are expressed as
|ψmax〉 =
(
cosϑ
±i sinϑ
)
, cos2 ϑ =
1 + η
6η
. (84)
In this interval of values of η, the relative phase of two components of the maximizing state should be equal to ±π/2.
For all α > 0, the coherence α-quantifier C
(B˜)
α
(|ψ˜〉) is maximized by the same states of the principal space H.
In general, exact analytical expressions of the minimum for arbitrary α > 0 are difficult to obtain. These difficulties
originate in the structure of the domain, in which quantifiers should be minimized. In the three-dimensional real
space, the conditions p± ≥ 0, p? ≥ 0 and p+ + p−+ p? = 1 specify the triangle with the vertices (1, 0, 0), (0, 1, 0), and
(0, 0, 1). It must be stressed that the three probabilities are connected by the relations (77)–(79). Combining (77)
with (78), one gets
|p+ − p−| = sin 2θ sin 2ϑ | cosϕ|
1 + η
≤ sin 2θ sin 2ϑ
1 + η
. (85)
With respect to the rotated coordinate system with coordinates x = (p++ p−)/
√
2, y = (− p++ p−)/
√
2, and z = p?,
the inequality (85) fixes an elliptic solid cylinder with the surface
y2
a2
+
(z − b)2
b2
= 1 , a =
√
1− η
2(1 + η)
, b =
η
1 + η
. (86)
Cutting the above cylinder in the plane p++p−+p? = 1, we get the domain of allowed values of the three probabilities.
The domain boundary is an ellipse inscribed in the triangle with the vertices (1, 0, 0), (0, 1, 0), and (0, 0, 1). It touches
the three sides in the points (1− η, 0, η), (0, 1− η, η), and (1/2, 1/2, 0). Note that the two touching points correspond
to the states |θ+〉 and |θ−〉 respectively. The minimum of the concave function (76) relative to a convex set is attained
at one of its extreme points (see, e.g., corollary 32.3.2 of [49]). Hence, this quantifier should be minimized with respect
to the elliptic boundary of the domain. As general closed formulas are difficult to express, we visualize the results for
especially interesting choices of α > 0.
We begin with the case α = 1/2, in which sufficiently simple expressions take place. The corresponding quantifier
is expressed as
C
(B˜)
1/2(|ψ˜〉) = 2− 2
√
p2+ + p
2
− + p
2
? . (87)
To minimize (87), we should maximize the sum of squares of the three probabilities. By the usual algebra, one gets
p2+ + p
2
− + p
2
? =
1
1 + 2η
+
4η2 − 1
2η2
(
p? − 1
1 + 2η
)2
. (88)
So, the result depends on the sign of the factor 4η2 − 1, where η ∈ (0; 1). Combining (87) with (88) finally gives the
answer written as
minC
(B˜)
1/2(|ψ˜〉) =
2−
2√
1+2η
, for 0 < η ≤ 1/2 ,
2− 2
[
1
1+2η +
(4η2−1)(1+3η)2
2(1+η)2(1+2η)2
]1/2
, for 1/2 ≤ η < 1 .
(89)
It is instructive to compare (89) with the quantity
C
(B˜)
1/2(|θ˜±〉) = 2− 2
√
(1 − η)2 + η2 . (90)
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FIG. 1: Coherence α-quantifiers for α = 1/2 versus η ∈ (0; 1).
In figure 1, we draw the maximal and minimal values of C
(B˜)
1/2
(|ψ˜〉) together with (90) as functions of the parameter
η. Although the 1/2-quantifier is not minimized exactly by |θ˜±〉, these states give almost minimal values.
The value α = 2 leads to another relatively simple choice. It turns out that the 2-quantifier coincides here with the
ℓ1-norm of coherence. For a pure state, the logarithmic coherence of [38] can be interpreted in terms of the Re´nyi
entropy of certain order. Our approach leads to another entropy-based reformulation of the ℓ1-norm of coherence. In
the case of pure states, one has
C
(B˜)
2 (|ψ˜〉) = (
√
p+ +
√
p− +
√
p?)
2 − 1
= 2
√
p+p− + 2
√
p−p? + 2
√
p?p+ = C
(B˜)
ℓ1
(|ψ˜〉) . (91)
It follows from p+ + p− = 1− z and (86) that
2
√
p+p− =
√
(1 − z)2 + 2y2 = |η − z|
η
. (92)
Taking z ∈ [0; 2b], we wish to minimize the sum of square roots of the three probabilities. Due to (92), this sum
appears as
f(z) =
√
p+ +
√
p− +
√
p? =
√
1− z + η−1|η − z|+√z . (93)
For 0 ≤ z ≤ η, we deal with the concave function √2− z/b + √z. Its minimal value is one of two least values
f(0) =
√
2 and f(η) =
√
1− η+√η. Except for η = 1/2, the term f(η) is strictly less than f(0). For η ≤ z ≤ 2b, our
concave function is written as
√
z
√
1− η
η
+
√
z . (94)
Here, we have f(η) =
√
1− η +√η again and f(2b) = f(η)√2/(1 + η). To sum up, we conclude that
minC
(B˜)
2 (|ψ˜〉) =
√
1− η +√η = C(B˜)2 (|θ˜±〉) . (95)
That is, the states |θ˜±〉 to be discriminated minimize the coherence 2-quantifier exactly. In view of (91), the same
conclusion holds for the ℓ1-norm of coherence. In figure 2, we show the maximal and minimal values of C
(B˜)
2 (|ψ˜〉)
as functions of the parameter η. Overall, the picture is similar to that is related to the case α = 1/2. The only
distinction is that the states |θ˜±〉 exactly minimize the quantifier for α = 2.
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FIG. 2: Coherence α-quantifiers for α = 2 versus η ∈ (0; 1). The curve C
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FIG. 3: Coherence α-quantifiers for α = 1 versus η ∈ (0; 1).
To complete the discussion, we also consider the value α = 1. For pure states, the corresponding measure of
coherence appears as the Shannon entropy of generated probability distribution. For |θ˜±〉, we obtain the binary
Shannon entropy
C
(B˜)
1 (|θ˜±〉) = h1(η) = − (1 − η) ln(1 − η)− η ln η . (96)
The minimization is difficult to formulate analytically. Nevertheless, we can present the results of numerical inves-
tigation. In figure 3, we draw the maximal and minimal values of C
(B˜)
1
(|ψ˜〉) together with (96) as functions of the
parameter η. Similarly to figure 1, the states |θ˜±〉 give almost minimal values.
We have studied characteristics of coherence losses during unambiguous state discrimination. Various coherence
quantifiers were actually connected with the extended space H˜ = H ⊕ H′. On the other hand, the states under
consideration have non-zero components only in the principal space H. For pure states, the maximum of the coherence
α-quantifier as a function of η is expressed by (82) and (83). To study minimal values, we choose the α-quantifiers for
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α = 1/2, 1, 2. Due to (91), our choice includes the ℓ1-norm of coherence as well. The measurement for unambiguous
state discrimination is designed to distinguish states |θ+〉 and |θ−〉 without the error of mis-identification. For these
states, visible losses of quantum coherence are minimal or almost minimal.
V. CONCLUSIONS
We have considered some coherence quantifiers from the viewpoint of their changes in quantum measurements. For
an observable with possibly degenerate eigenvalues, there exist two different ways to formulate the state immediately
following a measurement. These ways are commonly referred as the von Neumann and Lu¨ders reduction rules. The
latter implies the quantum operation written in terms of the corresponding projectors. Due to another choice of
incoherent states, coherence quantifiers are defined via optimization over a larger set of allowed states. We applied
this approach to quantities based on quantum α-divergences of the Tsallis type. It was shown that such coherence
quantifiers succeed the same formal properties as defined with respect to an orthonormal bases. The robustness of
coherence and the coherence weight have also been addressed briefly. To illustrate distinctions between the Lu¨ders
and von Neumann pictures in the sense of coherence losses, we considered an example of some spin observable with a
degenerate eigenvalue. Different coherence measures lead to similar conclusions about the level of residual coherence.
Another interesting question concerns ways to characterize decreases of quantum coherence in POVMmeasurements.
We focused on rank-one POVMs, since they just include principal features of the problem. In this case, we finally
deal with some orthonormal basis in the extended space. Hence, basic ways to quantifying the amount of quantum
coherence can be applied. Of course, the construction described contains a unitary freedom. Since the ℓ1-norm of
coherence and coherence α-quantifiers are expressed via matrix elements of the density matrix and its powers, they
are independent of this freedom. The proposed approach is exemplified using a POVM designed for unambiguous
discrimination of two non-orthogonal pure states. It can naturally be converted into orthonormal basis in the three-
dimensional space. Taking arbitrary pure state, we study the maximal and minimal values of the chosen quantifiers
as function of the overlap between two states to be identified. In the sense of coherence losses, these two states clearly
reveal some extreme properties.
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