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RE´SUME´
Le projet GITAN cherche a` traduire automatiquement du texte en une animation 3D.
Pour ce faire, plusieurs outils robustes doivent eˆtre combine´s afin de former le pipeline de
traduction automatique. Un de ces outils ne´cessaires est l’analyseur syntaxique. Par contre, la
performance actuelle des analyseurs syntaxiques connus ne satisfait pas les besoins du projet.
Pour contrer ce proble`me, nous cherchons a` fusionner les sorties de diffe´rents analyseurs pour
produire une analyse plus robuste.
Notre principal objectif est d’obtenir une performance maximale et non biaise´e a` partir
d’une fusion d’analyseurs. Pour re´pondre a` cet objectif, nous cherchons a` identifier une tech-
nique de fusion satisfaisante et une combinaison d’analyseurs qui produit le re´sultat le plus
inte´ressant.
Trois variantes d’une meˆme technique de fusion principale, soit la technique de vote, sont
imple´mente´es. La technique de vote ponde´re´e par cate´gorie syntaxique a e´te´ identifie´e comme
la plus performante des trois. Cette technique ponde`re les sorties des analyseurs en fonction
de la cate´gorie syntaxique du mot analyse´. Ces ponde´rations proviennent d’un entraˆınement
sur corpus.
Notre analyseur par fusion produit rarement des arbres syntaxiques invalides. Quand cette
anomalie est de´tecte´e, nous reconstruisons un arbre syntaxique valide graˆce a` des algorithmes
de de´couverte d’arbre de recouvrement minimal sur des graphes oriente´s.
Nous avons ensuite cible´ les analyseurs potentiels pour constituer la combinaison d’analy-
seurs. Avec la technique de fusion de´veloppe´e et la combinaison d’analyseurs identifie´e, nous
obtenons des gains de performance inte´ressants par rapport a` la performance du meilleur
analyseur faisant partie de la combinaison, atteignant des performances d’environ 91 a` 93%
de pre´cision.
vABSTRACT
The GITAN project aims to translate automatically text to 3D animation. To do so, many
robust tools must be combined to form an automatic translation pipeline. One of those nec-
essary tools is a syntactic parser. However, the actual performance of known parsers doesn’t
satisfy the needs of our project. To counter this problem, we propose to merge the outputs
of different parsers to generate a more robust analysis.
Our main objective is to obtain a maximal and unbiased performance based on parser
merging. To achieve this objective, we need to identify a satisfying merging technique and
then find the parser combination producing the most interesting result.
Three variants of the same principal merging technique, the voting technique, have been
implemented. The voting technique with weights based on part-of-speech is identified as the
most interesting of the three variants. This technique adds weights to the parsers output
based on the part-of-speech of the word analyzed. Those weights come from a training on a
corpus.
Our approach rarely produces invalid syntactic trees. When this anomaly is detected, we
reconstruct a valid syntactic tree by applying algorithms discovering minimal spanning trees
in directed graphs.
We then identified the potential parsers which will be part of the parser combination.
With the developed merging technique and the identified parser combination, we obtained
interesting gains of performance in function of the performance of the best individual parser,
obtaining performances up from 91 to 93% of precision.
vi
TABLE DES MATIE`RES
REMERCIEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
RE´SUME´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
TABLE DES MATIE`RES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LISTE DES TABLEAUX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
LISTE DES ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
LISTE DES SIGLES ET ABRE´VIATIONS . . . . . . . . . . . . . . . . . . . . . . . . xiii
CHAPITRE 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPITRE 2 PROBLE´MATIQUE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 E´volution du domaine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Situation actuelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Objectifs et hypothe`ses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
CHAPITRE 3 CONCEPTS LINGUISTIQUES . . . . . . . . . . . . . . . . . . . . . . 8
3.1 Corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 Repre´sentation formelle de la syntaxe . . . . . . . . . . . . . . . . . . . . . . . 9
3.2.1 Analyse syntaxique par constituants . . . . . . . . . . . . . . . . . . . 10
3.2.2 Analyse syntaxique par de´pendance . . . . . . . . . . . . . . . . . . . . 11
3.2.3 Comparaison entre les repre´sentations . . . . . . . . . . . . . . . . . . . 13
CHAPITRE 4 ALGORITHMES D’ANALYSE SYNTAXIQUE . . . . . . . . . . . . . 15
4.1 Types d’analyses syntaxiques . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1.1 Analyse syntaxique base´e sur les transitions . . . . . . . . . . . . . . . 15
4.1.2 Analyse syntaxique base´e sur les graphes . . . . . . . . . . . . . . . . . 16
4.1.3 Analyse syntaxique base´e sur les grammaires . . . . . . . . . . . . . . . 20
vii
4.1.4 Comparaison entre les types d’analyse syntaxique . . . . . . . . . . . . 22
4.2 Me´triques et e´valuation d’analyseurs . . . . . . . . . . . . . . . . . . . . . . . 23
CHAPITRE 5 FUSION D’ANALYSEURS : L’E´TAT DE L’ART . . . . . . . . . . . . 24
5.1 E´valuation d’analyse syntaxique . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.2 La diversite´ dans la combinaison d’analyseurs . . . . . . . . . . . . . . . . . . 25
5.3 Conception de plate-forme de combinaison . . . . . . . . . . . . . . . . . . . . 27
5.4 Exploration plus approfondie sur les me´thodes de combinaison . . . . . . . . . 31
5.5 Production d’arbres syntaxiques valides a` partir de la combinaison d’analyseurs 31
5.6 Synthe`se de l’e´tat de lart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
CHAPITRE 6 APPROCHE PROPOSE´E POUR LA FUSION ET LA RECONSTRUC-
TION D’ARBRES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.1 Syste`me de fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.1.1 Algorithme ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.1.2 Taux de confiance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.1.3 Comite´ de vote . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.1.4 Techniques de vote . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.2 Reconstruction d’arbre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.2.1 Ve´rification d’arbres . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.2.2 Strate´gies de reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 39
6.3 Sommaire ge´ne´ral de l’analyse par fusion . . . . . . . . . . . . . . . . . . . . . 43
CHAPITRE 7 ME´THODOLOGIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.1 Choix des analyseurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.1.1 Cate´gorisation des analyseurs trouve´s et e´limination . . . . . . . . . . . 45
7.1.2 Analyseurs choisis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.2 Choix du format . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.2.1 Pre´sentation du format . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.2.2 Uniformisation des analyseurs . . . . . . . . . . . . . . . . . . . . . . . 49
7.2.3 Choix du corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.2.4 Campagnes d’e´valuation CoNLL . . . . . . . . . . . . . . . . . . . . . . 50
7.2.5 Corpus CoNLL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.3 Me´thodes d’e´valuation se´lectionne´es . . . . . . . . . . . . . . . . . . . . . . . . 51
7.4 ComboParser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
7.4.1 Entre´es et sorties de comboParser . . . . . . . . . . . . . . . . . . . . . 52
7.4.2 Exe´cution de comboParser . . . . . . . . . . . . . . . . . . . . . . . . . 52
viii
7.5 Plan d’expe´rience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
CHAPITRE 8 ANALYSE DES RE´SULTATS ET DISCUSSION . . . . . . . . . . . . 60
8.1 Re´sultats individuels des analyseurs . . . . . . . . . . . . . . . . . . . . . . . . 60
8.2 Identification des techniques de votes et reconstruction . . . . . . . . . . . . . 60
8.3 Re´sultats de l’analyseur combinatoire en fonction des comite´s . . . . . . . . . 62
8.4 Analyse des re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
8.4.1 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
8.4.2 Apport de la varie´te´ algorithmique des analyseurs . . . . . . . . . . . . 65
CHAPITRE 9 TRAVAUX FUTURS . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
9.1 Traitement des votes minoritaires . . . . . . . . . . . . . . . . . . . . . . . . . 67
9.2 Apprentissage automatise´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
9.3 Tests sur d’autres corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
CHAPITRE 10 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
RE´FE´RENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
ix
LISTE DES TABLEAUX
Tableau 4.1 Exemple e´tape par e´tape de la technique ”shift-reduce” pour la phrase
”Le superviseur mange une pomme.” . . . . . . . . . . . . . . . . . . . 16
Tableau 4.2 Analyse syntaxique base´e sur les grammaires : re`gles de production Π . 21
Tableau 4.3 Analyse syntaxique base´e sur les grammaires : construction par gram-
maire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Tableau 5.1 Plate-forme de combinaison : Indices de confiance pour chaque analyseur 27
Tableau 5.2 Plate-forme de combinaison : Teˆtes trouve´es par chaque analyseur . . . 28
Tableau 5.3 Plate-forme de combinaison : Matrice de de´pendance . . . . . . . . . . 29
Tableau 5.4 Plate-forme de combinaison : Fusion des indices . . . . . . . . . . . . . 30
Tableau 5.5 Plate-forme de combinaison : Re´sultat final . . . . . . . . . . . . . . . . 30
Tableau 6.1 Reconstruction par arbre de recouvrement minimal (minimal spanning
tree) (MST) : Noeuds du graphe pour la phrase ”The finger-pointing
has already begun.” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Tableau 6.2 Reconstruction par MST : Re´sultats d’analyse individuels de chaque
analyseur pour la phrase ”The finger-pointing has already begun”. . . . 41
Tableau 6.3 Reconstruction par MST : Arcs du graphe pour la phrase ”The finger-
pointing has already begun.” . . . . . . . . . . . . . . . . . . . . . . . . 42
Tableau 7.1 Exemple de repre´sentation de phrase sous le format CoNLL . . . . . . 48
Tableau 7.2 Parame`tres de configuration de comboParser . . . . . . . . . . . . . . . 53
Tableau 7.3 Approche de validation croise´e pour de´terminer le meilleur comite´ d’ana-
lyseurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Tableau 8.1 Performance individuelle des analyseurs choisis . . . . . . . . . . . . . . 60
Tableau 8.2 E´valuation des performances du comboParser en fonction des strate´gies
de vote et de reconstruction pour le comite´ 1 . . . . . . . . . . . . . . . 62
Tableau 8.3 E´valuation des performances du comboParser en fonction des strate´gies
de vote et de reconstruction pour le comite´ 2 . . . . . . . . . . . . . . . 62
Tableau 8.4 E´valuation des comite´s les plus performants sans LTH . . . . . . . . . . 64
Tableau 8.5 E´valuation des comite´s les plus performants avec LTH . . . . . . . . . 64
Tableau A.1 Performance en fonction de la cate´gorie syntaxique (POS) de l’analy-
seur Stanford . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Tableau A.2 Performance en fonction de la cate´gorie syntaxique (POS) de l’analy-
seur Ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
xTableau A.3 Performance en fonction de la cate´gorie syntaxique (POS) de l’analy-
seur IDP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Tableau A.4 Performance en fonction de la cate´gorie syntaxique (POS) de l’analy-
seur DeSR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Tableau A.5 Performance en fonction de la cate´gorie syntaxique (POS) de l’analy-
seur MSTParser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Tableau A.6 Performance en fonction de la cate´gorie syntaxique (POS) de l’analy-
seur LTH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Tableau B.1 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur
le corpus A et teste´e sur le corpus B . . . . . . . . . . . . . . . . . . . 82
Tableau B.2 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur
le corpus A et teste´e sur le corpus C . . . . . . . . . . . . . . . . . . . 82
Tableau B.3 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur
le corpus B et teste´e sur le corpus A . . . . . . . . . . . . . . . . . . . 83
Tableau B.4 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur
le corpus B et teste´e sur le corpus C . . . . . . . . . . . . . . . . . . . 83
Tableau B.5 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur
le corpus C et teste´e sur le corpus A . . . . . . . . . . . . . . . . . . . 84
Tableau B.6 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur
le corpus C et teste´e sur le corpus B . . . . . . . . . . . . . . . . . . . 84
Tableau C.1 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus A, teste´s
sur le corpus B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Tableau C.2 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus A et teste´s
sur le corpus C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Tableau C.3 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus B et teste´s
sur le corpus A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Tableau C.4 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus B et teste´s
sur le corpus C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Tableau C.5 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus C et teste´s
sur le corpus A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
Tableau C.6 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus C et teste´s
sur le corpus B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
xi
LISTE DES FIGURES
Figure 1.1 Projet global de GITAN . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Figure 3.1 Syntaxe de la phrase ”Le superviseur mange une pomme”, repre´sente´e
par constituants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Figure 3.2 Syntaxe de la phrase ”Le superviseur mange une pomme”, repre´sente´e
par de´pendance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Figure 3.3 Exemple de phrase projective . . . . . . . . . . . . . . . . . . . . . . . 12
Figure 3.4 Exemple de phrase non-projective . . . . . . . . . . . . . . . . . . . . . 13
Figure 4.1 Application de l’algorithme d’Edmonds pour la phrase ”John saw Mary.” 18
Figure 5.1 Plate-forme de combinaison : Exemple de re´seau de segmentation (Brunet-
Manquat, 2004) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Figure 6.1 Reconstruction par MST : Graphe avec le poids des arcs combine´s . . . 43
xii
LISTE DES ANNEXES
Annexe A Performance individuelle de´taille´e des analyseurs . . . . . . . . . . . . . 74
Annexe B Performance des diffe´rentes combinaisons de techniques . . . . . . . . . 81
Annexe C Performance des diffe´rents comite´s . . . . . . . . . . . . . . . . . . . . 85
xiii
LISTE DES SIGLES ET ABRE´VIATIONS
LAS Pointage d’attachement libelle´ (Labeled Attachment Score)
UAS Pointage d’attachement non-libelle´ (Unlabeled Attachment Score)
POS Cate´gorie syntaxique (Part-of-speech)
CFG grammaire hors-contexte (Context-free grammar)
PCFG grammaire hors-contexte probabiliste (Probabilistic context-free gram-
mar)
MST arbre de recouvrement minimal (Minimal spanning tree)
TAL Traitement automatique du langage
WSJ Wall Street Journal
1CHAPITRE 1
INTRODUCTION
Dans les dernie`res anne´es, beaucoup d’efforts ont e´te´ consacre´s a` rendre les diffe´rentes
branches du traitement automatique du langage (TAL) plus robustes, surtout graˆce aux
techniques statistiques et aux corpus. Ces performances peuvent eˆtre satisfaisantes, mais pas
dans tous les contextes.
Effectivement, le projet de recherche dans lequel s’inscrit ce projet de maˆıtrise consiste
a` ge´ne´rer une animation automatiquement a` partir d’un texte (Ruhlmann et al., 2010). Un
tel projet requiert la combinaison de plusieurs outils, tels que des analyseurs syntaxiques et
se´mantiques ainsi que des outils d’infographie.
Nous pouvons voir ceci comme une traduction automatise´e d’une langue naturelle vers
une langue graphique. Un projet d’une aussi grande envergure se de´compose en plusieurs
sous-proble`mes qui doivent individuellement offrir une robustesse tre`s e´leve´e. Nous nous at-
taquons particulie`rement a` la premie`re e´tape de la traduction, soit l’analyse syntaxique. Pour
mieux se situer dans le projet global, voici une figure permettant de comprendre l’ampleur
de la taˆche.
2Figure 1.1 Projet global de GITAN
Tout d’abord, la section du projet consacre´e au traitement de texte, l’engin TAL, consti-
tue le premier morceau du pipeline. L’analyse syntaxique est la premie`re e´tape d’un long
processus de traitement. Un grand effort est aussi consacre´ a` ge´ne´rer une analyse se´mantique
plus performante.
Ensuite, il faut de´velopper une passerelle entre le texte et l’infographie, ce que nous appe-
lons l’engin de traduction. Graˆce aux ontologies et a` la compre´hension se´mantique du texte,
nous de´veloppons un langage interme´diaire permettant de bien conceptualiser une sce`ne d’ani-
mation.
A` partir de ce langage interme´diaire, nous voulons pouvoir ge´ne´rer les objets ainsi que
leurs contraintes spatiales. Nous de´finissons aussi les actions qui font partie de la sce`ne. Une
fois que la sce`ne est preˆte a` eˆtre anime´e, nous la ge´ne´rons a` partir de la banque de mode`les
3D et nous cre´ons les interactions entre les objets. Tout ce traitement se fait dans l’engin
graphique.
3Ainsi, en comparaison avec le pipeline classique de traduction automatise´e, notre pipeline
repose sur un nombre beaucoup plus grand de modules. Or, plus nous utilisons d’outils, plus
ils doivent eˆtre inde´pendamment robustes pour assurer une propagation d’erreurs minimale.
Donc, dans la de´composition du projet ge´ne´ral de grande envergure, nous pre´voyons d’ame´-
liorer la performance de chacun de ces outils. Ce projet de recherche consiste particulie`rement
a` ame´liorer les performances de l’analyse syntaxique.
Les analyseurs syntaxiques modernes commettent des erreurs environ 3 fois sur 20 sur le
corpus de re´fe´rence (Penn Treebank). Ce type de performance n’est pas assez robuste dans
un contexte combinant plusieurs outils comme le projet de´crit. Duˆ a` la recherche tre`s pousse´e
de´ja` effectue´e dans le domaine des analyseurs syntaxiques, nous croyons difficile d’augmen-
ter la performance individuelle d’un analyseur. Nous cherchons donc a` obtenir un gain de
performance par d’autres moyens. Plus particulie`rement, nous cherchons a` prouver que ces
performances peuvent eˆtre ame´liore´es afin de rendre l’analyse syntaxique injecte´e dans le
pipeline plus robuste. Pour ce faire, nous avons explore´ la technique qui consiste a` combiner
le re´sultat de plusieurs analyseurs syntaxiques. Nos re´sultats montrent que cette technique
affiche un potentiel pour augmenter les performances de l’analyse syntaxique.
Dans le Chapitre 1, la proble´matique est pre´sente´e, incluant les hypothe`ses et les objec-
tifs. Le Chapitre 2 explique en de´tail les concepts linguistiques dont la compre´hension est
ne´cessaire pour le reste de cet ouvrage.
Le Chapitre 3 pre´sente les diffe´rentes fac¸ons d’effectuer une analyse syntaxique. Ce cha-
pitre inclut aussi une comparaison entre ces me´thodes et les me´triques pour mesurer leurs
performances. La revue de litte´rature couvrant la fusion d’analyseurs se retrouve dans le
Chapitre 4.
L’approche que nous avons e´labore´e est expose´e dans le Chapitre 5. La me´thodologie
pratique ainsi que le plan d’expe´rience pour appliquer cette approche the´orique sont ensuite
pre´sente´s exhaustivement dans le Chapitre 6. Le Chapitre 7 contient les re´sultats de cette
de´marche et l’analyse de ces donne´es. Finalement, le dernier chapitre, le Chapitre 8, pre´sente




2.1 E´volution du domaine
La traduction automatise´e classique, qui consiste a` transformer un texte en entre´e en une
sortie repre´sente´e dans une autre langue, a fascine´ les informaticiens depuis des de´cennies.
La premie`re trace concre`te de l’inte´reˆt scientifique envers la traduction automatise´e remonte
aux anne´es 1940, ou` Warren Weaver conside`re les possibilite´s et limitations de la traduction
automatise´e dans son me´morandum intitule´ ”Translation” (Wikipedia, 2011c).
Cette possibilite´ a pique´ la curiosite´ de plusieurs chercheurs et une premie`re confe´rence
a e´te´ organise´e sur le sujet dans les anne´es 1950 (Hutchins, 1992). Celle-ci a vite e´te´ suivie
par quelques projets ambitieux concrets servant de preuves de faisabilite´ (Hutchins, 2004).
Le domaine commenc¸ait a` prendre de son e´lan et plusieurs grandes universite´s se sont mises
a` cre´er des groupes de recherche sur le sujet (Hutchins, 1999).
Dans les anne´es 1960, cette vague de curiosite´ et d’appe´tit pour un domaine innovateur
a vite e´te´ refroidie par des rapports officiels qui ont eu pour effet de couper massivement les
subventions injecte´es dans le domaine (Hutchins, 2003). Ce coup de masse a e´pargne´ certains
groupes de recherche qui ont continue´ leurs travaux sur des projets innovateurs de toute
sorte, comme des syste`mes de questions-re´ponses automatise´s (Woods, 1968), un traducteur
de l’anglais vers le franc¸ais de rapports me´te´os (Chevalier et al., 1978) et plusieurs autres.
Il a fallu attendre la fin des anne´es 1970 pour avoir droit a` un changement majeur dans le
domaine. Les scientifiques de l’e´poque commenc¸aient a` s’inte´resser a` la traduction automati-
se´e base´e sur les transferts. Au lieu d’essayer de traduire le mieux possible le texte original,
on essaye de´sormais de comprendre en profondeur le sens de la phrase avant toute traduction.
On cherche a` de´cortiquer la morphologie des mots, trouver leurs racines, faire une analyse
syntaxique, parfois meˆme une analyse se´mantique et ainsi de suite. Avec une repre´sentation
de transfert beaucoup plus riche en information, on peut a` pre´sent ge´ne´rer une traduction
plus pre´cise (Wikipedia, 2011b).
Durant les anne´es 90, le domaine est devenu encore plus robuste graˆce a` la re´volution des
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dige´s manuellement (Hutchins, 1999), on peut enfin entraˆıner statistiquement les traducteurs
a` utiliser des me´thodes probabilistes lorsque confronte´s a` une de´cision non de´terministe. Cette
nouvelle fac¸on de proce´der a donne´ naissance a` des logiciels encore plus robustes, comme le
tre`s connu logiciel en-ligne gratuit Google Translate (Wikipedia, 2011a). De nos jours, on
commence a` eˆtre satisfaits des re´sultats de la traduction automatise´e, autant a` l’e´crit que
pour la parole.
Toutefois, il y a toujours place a` la cre´ation de nouvelles branches novatrices au domaine.
L’une de ces branches concerne la multimodalite´, ou` la traduction ne vise pas le transfert
d’un texte vers un autre texte, mais plutoˆt deux me´diums distincts, par exemple un texte et
une animation, comme c’est le cas dans le projet GITAN.
2.2 Situation actuelle
Dans le cadre du projet GITAN, nous avons besoin d’une analyse syntaxique plus perfor-
mante que ce qui est disponible actuellement dans le monde des logiciels libres. Le domaine
de l’analyse syntaxique est encore d’actualite´ dans le domaine de la recherche. Plusieurs
sous-the´matiques entourant ce sujet principal ont e´te´ a` l’e´tude dans diverses campagnes
d’e´valuation au cours des dernie`res anne´es (Buchholz et Marsi, 2006) (Nivre et al., 2007a)
(Surdeanu et al., 2008).
Ne´anmoins, les campagnes d’e´valuation re´centes traitent plutoˆt de sujets sous-jacents,
comme l’e´valuation d’analyseurs syntaxiques multilingues (Nivre et al., 2007a) ou bien l’ana-
lyse conjointe de syntaxe et de se´mantique (Surdeanu et al., 2008).
De plus, les scientifiques s’inte´ressent plus a` l’e´valuation de la performance des analyses
the´oriques qu’a` la performance pratique d’un produit fini. Toutefois, une vaste quantite´ d’ou-
tils ont e´te´ mis en place pour arriver a` un re´sultat encore plus inte´ressant. Des techniques de
fusion ont e´te´ teste´es et e´value´es, mais seulement sur des analyseurs qui ne sont pas parmi les
plus performants. Nous cherchons donc a` re´utiliser ces techniques, mais sur des analyseurs
performants pour maximiser le gain de performance.
62.3 Motivation
Dans nos expe´rimentations, nous ne cherchons pas ne´cessairement a` trouver une nouvelle
me´thode algorithmique ou conceptuelle, mais plutoˆt a` tester des techniques e´tudie´es sur des
analyseurs performants normalise´s selon un format connu. Dans le passe´, l’approche adopte´e
consistait a` tester et explorer la performance de la fusion en utilisant plusieurs variantes d’un
analyseur connu ou de prendre des analyseurs compatibles sans trop se soucier d’utiliser les
analyseurs les plus performants. Les expe´rimentations e´taient uniquement centre´es sur le gain
net de performance.
Dans notre cadre expe´rimental, le gain de performance optimal est un des objectifs prin-
cipaux. Par contre, l’obtention d’une performance maximale, peu importe le gain, est aussi
primordiale. C’est pourquoi un grand effort a e´te´ consacre´ a` rendre compatibles plusieurs
des meilleurs analyseurs disponibles actuellement selon un format connu, soit le format de
la campagne CoNLL. De la sorte, nous baˆtissons un banc d’essai flexible et facilement ex-
tensible pour essayer d’inse´rer d’autres analyseurs connus ou e´tendre nos recherches avec de
nouvelles me´thodes de fusion dans le futur. Aussi, e´tant donne´ que nous suivons un format
connu, nous pourrons inse´rer des analyseurs plus performants qui pourraient apparaˆıtre dans
le futur. Nous voulons donc obtenir le maximum de fiabilite´ possible pour un analyseur syn-
taxique via l’utilisation de techniques connues, mais dans un cadre expe´rimental permettant
l’obtention d’un maximum de performance.
2.4 Objectifs et hypothe`ses
Notre hypothe`se principale est qu’il est possible d’ame´liorer la performance des analyseurs
syntaxiques actuels graˆce aux techniques de fusion. La fusion consiste a` prendre plusieurs ana-
lyses en entre´e et a` les comparer afin de ge´ne´rer une seule sortie ame´liore´e. Nous de´composons
cette hypothe`se de la fac¸on suivante :
- H1 Les techniques de fusion permettent d’obtenir un gain de performance.
- H2 Les arbres syntaxiques produits par cette fusion sont des arbres valides.
- H3 Une combinaison d’analyseurs varie´s algorithmiquement entraˆıne un gain de per-
formance supe´rieur a` celui obtenu avec une combinaison d’analyseurs plus performants,
mais de meˆme base algorithmique.
7- H4 Une performance maximale supe´rieure a` 90% est atteignable.
Pour trouver des re´ponses a` ces hypothe`ses, nous nous sommes fixe´s quelques objectifs.
E´videmment, notre objectif principal est d’obtenir une analyse syntaxique la plus pre´cise
possible. Notre de´marche se de´compose de la manie`re suivante :
- O1 Trouver les meilleurs analyseurs actuels.
- O2 Identifier un format pour uniformiser les analyseurs.
- O3 Choisir une me´trique pour mesurer la performance des analyses.
- O4 Trouver un jeu de donne´es pour effectuer le calcul des ponde´rations, pour mesurer
la performance et pour valider nos conclusions.
- O5 Tester plusieurs techniques de fusion et de´terminer la meilleure.
- O6 Tester plusieurs techniques de reconstruction et de´terminer la meilleure.
- O7 Tester diffe´rentes combinaisons d’analyseurs et de´terminer la meilleure.
- O8 E´tudier les effets de la varie´te´ algorithmique des analyseurs.
Pour re´aliser les objectifs O5 et O6, nous avons effectue´ plusieurs tests et si une tech-
nique est la plus performante dans plus du 2/3 des expe´riences, nous la conserverons comme
meilleure technique.
Pour O7, nous avons adopte´ une de´marche de validation croise´e, pre´sente´e au Chapitre
6. En re´sume´, si une combinaison d’analyseurs est identifie´e comme meilleure combinaison
possible et que durant la validation elle est encore parmi les trois meilleures combinaisons,
alors nous conside´rerons la validation comme un succe`s.
Pour l’objectif O8, nous comparons la varie´te´ algorithmique des analyseurs pre´sents dans
les meilleures combinaisons identifie´es durant nos expe´riences. Si notre hypothe`se est vraie,
alors on s’attend a` retrouver dans la combinaison des analyseurs qui ne sont pas aussi per-
formants que d’autres qui ont e´te´ ignore´s. Ces analyseurs moins performants entraˆıneraient
une plus grande varie´te´ algorithmique au sein du comite´, ce qui expliquerait leur pre´sence au
de´triment d’analyseurs plus performants.
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CONCEPTS LINGUISTIQUES
Dans ce chapitre, nous pre´sentons des principes fondamentaux de la linguistique qui sont
sous-jacents a` notre de´marche. Pour pouvoir explorer les techniques d’analyse syntaxique,
il faut eˆtre bien familier avec ces concepts linguistiques. Nous pre´sentons donc ce qu’est un
corpus et les diffe´rentes fac¸ons formelles de repre´senter l’analyse syntaxique.
3.1 Corpus
Un corpus est un ensemble de textes annote´s valide´ manuellement. Les types d’annotations
contenus dans diffe´rents corpus sont variables. Certains corpus contiennent uniquement des
informations de base telle que le libelle´ de la cate´gorie syntaxique d’un mot ou bien son lemme
(sa forme non fle´chie). D’autres vont jusqu’au point d’annoter les relations syntaxiques, voire
meˆme se´mantiques, des phrases. Des corpus se retrouvent sous diffe´rents formats de repre´-
sentation. Des corpus pour diffe´rents domaines existent aussi, comme le corpus GENIA dans
le domaine biome´dical (Kim et al., 2003).
Les corpus sont extreˆmement importants durant les e´valuations de performance des diffe´-
rentes techniques d’analyse. Effectivement, un jeu de donne´es de plusieurs milliers de phrases
permet de mesurer et de comparer les diffe´rents analyseurs entre eux. Quand nous pouvons
quantifier les re´sultats d’un analyseur, il est beaucoup plus simple de de´couvrir comment
l’ame´liorer et de se comparer a` un standard.
Un corpus sert de base de donne´es contenant des informations linguistiques a` partir des-
quelles nous effectuons des e´tudes statistiques afin de confirmer des hypothe`ses linguistiques
the´oriques. Les corpus sont souvent divise´s en diffe´rentes sections pour les diffe´rentes phases
d’expe´rimentation.
Nous voulons utiliser des corpus de campagnes d’e´valuations connues comme outil de re´fe´-
rence pour comparer les diffe´rents analyseurs et ensuite tester les performances des me´thodes
de fusion. De plus, l’utilisation d’un corpus connu sera critique pour pouvoir situer notre
analyseur par rapport a` l’e´tat de l’art. Nous nous inte´ressons ici particulie`rement au corpus
9du Wall Street Journal, provenant du Penn Treebank (Marcus et al., 1993).
Ce corpus est divise´ en trois morceaux : la partie d’entraˆınement, la partie de de´ve-
loppement et la partie de tests. L’entraˆınement automatique de l’analyseur est effectue´ sur
la section d’entraˆınement. En utilisant divers classificateurs et techniques d’apprentissages
machine, nous extrayons statistiquement du corpus certaines re`gles que l’analyseur pourra
appliquer lors d’e´tapes non-de´terministes de son analyse. Cet ensemble de re`gles constitue
un mode`le.
En d’autres mots, les analyseurs sont base´s sur des algorithmes qui, a` certains moments
de leur exe´cution, doivent prendre une de´cision ou` plusieurs possibilite´s sont valables. Afin
de faire le meilleur choix, nous nous re´fe´rons aux de´cisions faites par des experts de la lin-
guistique lors de la re´daction manuelle du corpus. Des re`gles et des patrons sont extraits
de ce corpus re´dige´ manuellement afin de savoir reconnaˆıtre la meilleure solution possible a`
prendre quand l’analyseur est a` une e´tape ou` il ne peut de´terminer une re´ponse en particulier.
Ensuite, ces re`gles extraites du corpus durant l’entraˆınement sont valide´es sur la section de
de´veloppement. Effectivement, nous analysons la version qui n’est pas annote´e d’informations
syntaxiques de la section de de´veloppement graˆce au mode`le construit durant l’entraˆınement.
Par la suite, nous corrigeons notre analyse en la comparant par rapport a` la version annote´e
de la section de de´veloppement et nous ajustons les parame`tres de notre mode`le en fonction
des re´sultats de cette comparaison. Une fois que les parame`tres ont e´te´ ajuste´s et que nous
avons obtenu un mode`le final, nous e´valuons les performances de l’analyseur sur la section
de test du corpus annote´.
3.2 Repre´sentation formelle de la syntaxe
Il existe plusieurs formalismes pour repre´senter l’analyse syntaxique d’un texte. Par
contre, la quasi-totalite´ de la litte´rature porte sur deux formats de repre´sentation syntaxique,
soient la repre´sentation par constituants et la repre´sentation par de´pendance.
Les bases de la syntaxe par constituants remontent a` l’e´poque helle´nistique. Ensuite,
plusieurs linguistes ont repris les bases e´tablies par l’Antiquite´ pour les reformuler de fac¸on
beaucoup plus formelle. Quant a` elle, la syntaxe par de´pendance a commence´ a` susciter l’in-
te´reˆt des informaticiens au courant des dernie`res de´cennies, alors qu’auparavant seulement la
10
syntaxe par constituants e´tait e´tudie´e par les linguistes comme Noam Chomsky. (Covington,
2001)
Dans le domaine des corpus annote´s, ces deux grandes familles de repre´sentation sont ma-
joritairement utilise´es. Par conse´quent, notre se´lection de repre´sentation est entre ces deux
formats puisque l’utilisation de corpus annote´s est fondamentale a` nos expe´rimentations.
Dans les sections qui suivent, nous pre´sentons et comparons les deux formalismes afin d’ex-
pliquer lequel s’adapte le mieux au travail que nous voulons effectuer.
3.2.1 Analyse syntaxique par constituants
L’analyse syntaxique par constituants divise tout d’abord la phrase en plusieurs groupes
de mots appele´s syntagmes. Un syntagme est un interme´diaire entre l’ensemble global qu’est
la phrase et la division unitaire que sont les mots. Le principe de ce concept est de pouvoir
subdiviser logiquement la phrase en groupes de plus en plus petits. Le syntagme est en fait
un ensemble de mots, ou de plus petits syntagmes, ayant un roˆle linguistique commun dans
la phrase.
Il existe plusieurs types de syntagmes, comme les syntagmes nominaux (Un message secret
lui a e´te´ envoye´), les syntagmes verbaux (Le chien ronge un os), les syntagmes pre´positionnels
(Il est revenu pour la rencontrer), etc. E´tant donne´ que l’on parle de structure hie´rarchise´e
de groupes de mots, une repre´sentation visuelle sous la forme d’arbre est approprie´e pour
faciliter la lecture de l’analyse. Dans la Figure 3.1, nous repre´sentons le re´sultat de l’analyse
de la phrase « Le superviseur mange une pomme. »
[P [SN[DET Le] [N superviseur]][SV [V mange][SN[DET une] [N pomme]]]]
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Figure 3.1 Syntaxe de la phrase ”Le superviseur mange une pomme”, repre´sente´e par consti-
tuants
Par contre, comme nous pouvons le constater, il est difficile de pre´dire le nombre de
syntagmes qui repre´senteront la phrase. Il est meˆme possible que des analyseurs diffe´rents
produisent des repre´sentations syntagmatiques de tailles diffe´rentes.
3.2.2 Analyse syntaxique par de´pendance
Dans l’analyse syntaxique par de´pendance, chaque mot est de´pendant syntaxiquement
d’un autre mot de la phrase, sauf le verbe principal de la phrase qui sera de´signe´ comme la
racine de la phrase. Chaque mot, a` l’exception de la racine, a exactement une et une seule teˆte
de laquelle il est de´pendant. La structure d’arbres peut encore eˆtre utilise´e pour repre´senter
visuellement l’analyse syntaxique par de´pendance.
Les mots de la phrase repre´sentent les nœuds de l’arbre et les relations de de´pendance
repre´sentent les arcs reliant ces noeuds. Dans la Figure 3.2, nous repre´sentons visuellement
la structure par de´pendance de la meˆme phrase repre´sente´e pre´ce´demment, soit « Le super-
viseur mange une pomme. »
Figure 3.2 Syntaxe de la phrase ”Le superviseur mange une pomme”, repre´sente´e par de´pen-
dance
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Une particularite´ a` noter de ce type d’analyse est la pre´sence d’une racine « artificielle »
dans l’arbre. Cette racine est relie´e au verbe principal de la phrase et a` n’importe quel mot
qui n’a pas pu eˆtre place´ dans l’arbre de de´pendance. Cette racine artificielle de l’arbre est
ne´cessaire par technicite´ pour re´pondre a` des exigences the´oriques de certaines techniques
utilise´es, mais les de´tails seront omis dans ce re´sume´.
Une autre proprie´te´ des relations de de´pendance est la notion de de´pendance endocen-
trique/exocentrique. Dans une relation endocentrique, la teˆte peut remplacer le mot qui en
est de´pendant. Par exemple, si nous prenons la phrase « Economic news had little effect on
financial markets » de la Figure 3.3, la relation d’attribut (ATT) entre « markets » et «
financial » est endocentrique.
Ceci est duˆ au fait que la phrase « Economic news had little effect on markets » est encore
viable. Par contre, la relation de comple´ment pre´positionnel entre « on » et « markets » est
exocentrique, car « Economic news had little effect on » n’est pas une phrase correcte.
Finalement, notons qu’un arbre de de´pendance peut eˆtre projectif ou non-projectif. Un
arbre de de´pendance est projectif lorsqu’il n’y a pas de croisements entre les relations de
de´pendance au sein de la phrase.
Pour mieux illustrer, deux figures sont respectivement pre´sente´es, une projective et l’autre
non-projective. Ces deux analyses sont pre´sente´es aux Figures 3.3 et 3.4, provenant de l’ou-
vrage ”Dependency Parsing” (Kubler et al., 2009). Nous remarquons que la relation entre les
mots hearing et on croise celle entre scheduled et today.
Figure 3.3 Exemple de phrase projective
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Figure 3.4 Exemple de phrase non-projective
3.2.3 Comparaison entre les repre´sentations
L’analyse syntaxique par de´pendance permet un traitement facile par la machine, facili-
tant l’apprentissage supervise´ et l’application d’algorithmes classiques (Kubler et al., 2009).
Effectivement, les arbres de de´pendance repre´sentent une fac¸on hie´rarchise´e de structurer
l’information ou` chaque mot est lie´ a` un mot de teˆte dont il est de´pendant.
Contrairement a` l’analyse syntaxique par constituants, ou` le nombre de syntagmes repre´-
sentant la phrase ne peut eˆtre pre´dit a` l’avance, chaque analyse produite contient un nombre
fixe d’e´le´ments de repre´sentation. Par conse´quent, en sachant que chaque mot n’a qu’une et
une seule teˆte, l’analyse syntaxique par de´pendance contiendra exactement un e´le´ment de
repre´sentation pour chaque mot.
En plus, avec une structure simplifie´e de repre´sentation ou` l’information pertinente consiste
seulement en le mot, sa teˆte et la relation de de´pendance, les corpus de donne´es sont faciles
a` manipuler expe´rimentalement. Ainsi, nous pouvons facilement extraire de l’information a`
partir d’un texte et faire un traitement automatise´.
De plus, l’analyse syntaxique par de´pendance fonctionne de manie`re a` chercher la teˆte
d’un mot a` la fois, analysant ainsi la phrase une unite´ a` la fois. Ceci facilite beaucoup le
traitement informatique puisque ce traitement est effectue´ sur un mot a` la fois plutoˆt que de
devoir manipuler tous les morceaux syntagmatiques en meˆme temps (Covington, 2001). Dans
ses publications, Abney affirme aussi que de´composer une phrase en relations de de´pendance
est aussi la fac¸on naturelle de faire par le cerveau humain pour analyser syntaxiquement une
phrase.
Par ailleurs, e´tant donne´ que l’analyse syntaxique est souvent suivie par une analyse se´-
mantique, nous cherchons a` faciliter celle-ci avec une repre´sentation plus approprie´e. Or, la
repre´sentation par liens de de´pendance est beaucoup plus proche des liens se´mantiques que
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Dans ce chapitre, nous nous concentrons sur les diffe´rentes fac¸ons d’effectuer une analyse
syntaxique. Ensuite, nous pre´sentons les diffe´rentes me´triques qui servent a` mesurer la per-
formance de ces analyses.
4.1 Types d’analyses syntaxiques
Nous e´tudions ici trois cate´gories d’analyses syntaxiques : l’analyse syntaxique base´e sur
les transitions, l’analyse syntaxique base´e sur les graphes et l’analyse syntaxique base´e sur
les grammaires.
4.1.1 Analyse syntaxique base´e sur les transitions
Le principe d’analyseur base´ sur les transitions est base´ sur le « shift-reduce parsing »,
qui est une technique d’analyse assez connue. Cette technique a besoin de deux conteneurs
d’information, une pile et un tampon. Initialement, tous les mots de la phrase sont conte-
nus dans le tampon et la pile est vide. Au cours de l’analyse, la pile contiendra les mots traite´s.
Trois sortes d’ope´rations sont possibles : transition arc-gauche, transition arc-droit et
translation. Nous ajoutons aussi l’ope´ration de re´duction, qui permet d’enlever un mot de la
pile si celui-ci a de´ja` une teˆte. La translation permet de prendre le mot au de´but du tampon
et de le de´placer vers la pile.
La transition arc-gauche ajoute un arc de de´pendance entre la teˆte du tampon et la teˆte
de la pile, ou` le mot sur la teˆte de la pile est le mot-teˆte de la de´pendance. Ensuite, le mot
sur la teˆte de la pile est enleve´.
La transition arc-droit ajoute un arc de de´pendance entre la teˆte du tampon et la teˆte de
la pile, ou` le mot sur la teˆte du tampon est le mot-teˆte de la de´pendance. Ensuite, le mot sur
la teˆte du tampon est ajoute´ sur le dessus de la pile.
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L’exemple suivant applique la technique ”shift-reduce” pour faciliter la compre´hension :
Tableau 4.1 Exemple e´tape par e´tape de la technique ”shift-reduce” pour la phrase ”Le su-
perviseur mange une pomme.”
Ope´ration Pile Tampon De´pendance
Translation [ROOT, Le] [superviseur, ...] -
Arc-gauche [ROOT] [superviseur, ...] (superviseur, DET, Le)
Translation [ROOT, superviseur] [mange, ...] -
Arc-gauche [ROOT] [mange, ...] (mange, SBJ, superviseur)
Arc-droit [ROOT, mange] [une, ...] (ROOT, ROOT, mange)
Translation [ROOT, mange, une] [pomme, .] -
Arc-gauche [ROOT, mange] [pomme, .] (pomme, DET, une)
Arc-droit [ROOT, mange, pomme] [.] (mange, PRD, pomme)
Re´duction [ROOT, mange] [.] -
Arc-droit [ROOT, mange, .] [] (mange, P, .)
Par contre, pour re´ussir a` de´duire quelle ope´ration effectuer dans un e´tat donne´, il faut
avoir une sorte d’oracle auquel se re´fe´rer. Il existe plusieurs techniques d’approximation
d’oracles comme les grammaires formelles et les heuristiques de de´sambigu¨ısation. Par contre,
la technique la plus populaire est l’entraˆınement de classificateurs sur des banques d’arbres.
Tout d’abord, pour pouvoir entraˆıner des classificateurs pour ce proble`me, il faut pouvoir
repre´senter les donne´es a` traiter d’une fac¸on traitable par la machine. Du coup, nous identi-
fions principalement chaque mot avec son indice de position dans la phrase, son e´tiquette de
cate´gorie syntaxique (part-of-speech) (POS) et sa de´pendance dans la phrase.
Le classificateur est entraˆıne´ sur les banques d’arbres et les instances de´couvertes sont
re´pertorie´es durant l’entraˆınement. Ensuite, lorsque nous utilisons l’analyseur, nous trouvons
les k instances les plus semblables graˆce a` des me´triques de ressemblances et le re´sultat est
extrapole´ selon ces donne´es. Nous avons donc notre approximation d’oracle pour utiliser le «
shift-reduce parsing ».
4.1.2 Analyse syntaxique base´e sur les graphes
Un des concepts fondamentaux des analyseurs base´s sur les graphes est la notion de
pointage. En effet, chaque graphe est e´value´ par un pointage qui indique la viabilite´ de ce
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graphe d’eˆtre la solution valide. En fait, ce pointage est la combinaison des pointages des
sous-graphes. Par contre, un abus de notation est utilise´ ici puisque nous travaillons dans un
mode`le base´ sur les arcs.
De la sorte, les pointages sont attribue´s aux arcs plutoˆt qu’au sous-graphe contenant les
deux nœuds aux extre´mite´s de l’arc. Le terme ”MST” est aussi utilise´ pour re´fe´rer au graphe
avec le meilleur pointage. Des libelle´s sont aussi attache´s aux arcs afin d’indiquer la relation
de de´pendance entre les deux noeuds.
Avant de commencer le traitement, nous devons passer d’analyse libelle´e a` non-libelle´e. La
raison est simple ; nous voulons utiliser des algorithmes fonctionnels et connus, mais ceux-ci
sont seulement compatibles avec une structure non-libelle´e. Il faut donc retirer les libelle´s
des arcs pour analyser la phrase. Toutefois, ces informations sont conserve´es dans une mappe
renverse´e, qui nous permettra de libeller a` nouveau les de´pendances une fois le traitement
effectue´.
Il existe des algorithmes pour l’analyse projective et non-projective. Pour les analyseurs
non-projectifs, nous nous basons sur l’algorithme de Chu-Liu-Edmonds. Par fin de vulgari-
sation, seulement les grandes lignes de cet algorithme seront pre´sente´es. Un exemple tire´ du
livre ”Dependency Parsing” (Kubler et al., 2009) est utilise´ comme re´fe´rence pour faciliter la
compre´hension.
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Figure 4.1 Application de l’algorithme d’Edmonds pour la phrase ”John saw Mary.”
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Avant d’appliquer l’algorithme d’Edmonds, il faut fixer les poids initiaux des arcs graˆce
un mode`le construit par apprentissage automatise´. Une fois les poids initiaux fixe´s, nous pou-
vons de´buter l’analyse. Tout d’abord, nous trouvons l’arc entrant avec la plus grande valeur
pour chaque nœud.
Par exemple, a` l’e´tape a, il y a trois arcs entrants pour le noeud saw, soit l’arc de poids
10 de root a` saw, l’arc de poids 20 de John a` saw et l’arc de poids 0 de Mary a` saw. L’arc
avec le plus gros poids est l’arc de poids 20 de John a` saw. Il sera donc conserve´. Ensuite,
les autres arcs entrants pour ce nœud sont e´limine´s, soit l’arc de root a` saw et l’arc de Mary
a` saw (e´tape a a` b de la Figure 4.1).
Par la suite, nous trouvons les cycles dans le graphe et nous les regroupons de manie`re
a` ce qu’ils soient repre´sente´s par un seul noeud par cycle. Dans notre exemple, nous avons
garde´ l’arc de John a` saw a` l’e´tape pre´ce´dente puisque c’e´tait l’arc entrant avec le plus haut
poids pour le noeud saw. Par contre, nous avons aussi garde´ l’arc de saw vers John puisque
c’est l’arc entrant avec le plus haut poids pour le noeud John. Ces deux arcs forment donc
un cycle et nous allons le repre´senter par le noeud Wjs (e´tape b a` c de la Figure 4.1).
Nous avons donc un nouveau graphe re´duit puisqu’un cycle a e´te´ remplace´ par un seul
noeud. Il est a` noter que le poids des arcs qui entraient dans le cycle est remplace´ par le poids
du plus long chemin amenant dans le cycle. Par exemple, l’arc de root vers saw de poids 10
est remplace´ par un arc de poids 40. Ceci est duˆ au fait qu’il existe un chemin de root vers
John, un autre membre du cycle, de poids 40. Ce chemin est constitue´ de l’arc de poids 10 de
root vers saw suivi de l’arc de poids 30 de saw vers John. Ces deux arcs sont donc combine´s
pour former un seul arc entrant de poids 40 de root vers Wjs.
Sur ce nouveau graphe, nous appliquons a` nouveau la premie`re e´tape, qui consistait a`
ne garder que l’arc entrant avec le plus haut poids pour chaque noeud (e´tape c a` d de la
Figure 4.1). A` l’e´tape d, nous conservons donc le nouvel arc de poids 40 de root vers Wjs
ainsi que le meˆme arc entrant de poids 30 pour le noeud Mary.
En se rappelant des points terminaux (endpoints) originaux, un arbre peut finalement eˆtre
construit une fois que l’e´limination des cycles a e´te´ comple´te´e (e´tape d a` e de la Figure 4.1).
Par la suite, l’arbre ge´ne´re´ est traduit en arbre de de´pendance en ajoutant les relations de
de´pendance associe´es a` chaque branche.
20
Pour les analyses projectives, l’algorithme Cocke-Younger-Kasami est applique´. Le prin-
cipe de cet algorithme est de calculer toutes les se´quences et sous-se´quences de mots de taille
1 a` n, ou` n est le nombre de mots dans la phrase. L’ide´e est de commencer par trouver le
pointage de tous les sous-graphes de taille 1, ensuite prendre les sous-graphes adjacents et
trouver le pointage de tous ces graphes de taille 2 et ainsi de suite.
Toutefois, cet algorithme prend O(n3) pour eˆtre exe´cute´, ce qui est un proble`me significatif
et rend l’algorithme beaucoup moins inte´ressant. E´videmment, des variantes a` l’algorithme
comme l’algorithme d’Eisner ont e´te´ trouve´es pour re´pondre a` ce proble`me de complexite´. Cet
algorithme est toutefois assez complexe et sa compre´hension approfondie n’est pas ne´cessaire
pour la suite de nos travaux, donc nous n’e´laborerons pas davantage sur son fonctionnement.
L’approche base´e sur les graphes est aussi pilote´e par les donne´es. Tout d’abord, il faut
repre´senter les donne´es que nous voulons tirer de l’entraˆınement. Nous repre´sentons des carac-
te´ristiques linguistiques d’un arc comme l’e´tiquette POS du nœud de l’arc entrant et sortant
et des poids sont attribue´s a` ces caracte´ristiques selon leur importance.
Ensuite, durant l’entraˆınement sur une banque d’arbres, nous trouvons l’arbre avec le
meilleur pointage. Nous prenons subse´quemment les caracte´ristiques pre´sentes dans cet arbre
et nous leur ajoutons un poids positif, alors qu’un montant est soustrait au poids pour les
caracte´ristiques non-pre´sentes.
4.1.3 Analyse syntaxique base´e sur les grammaires
Les techniques d’analyse base´es sur la grammaire utilisent tous les principes fondamen-
taux d’une grammaire hors-contexte (context-free grammar) (CFG). Nous retrouvons donc
les notions de symboles terminaux, non-terminaux et de re`gles de production. En fait, nous
pouvons plutoˆt voir les grammaires de de´pendance projective comme un cas spe´cial des CFG
ou` les symboles terminaux sont des mots.
Plus formellement, nous de´finissons une grammaire hors-contexte (Kubler et al., 2009)
comme un 4-tuple (N,Σ,Π, S) ou` :
– N est un ensemble de symboles non-terminaux.
– Σ est un ensemble de symboles terminaux.
– S est le symbole de de de´part et appartient a` l’ensemble N .
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– Π est un ensemble de re`gles de production X → α, ou` X est un et un seul symbole
appartenant a` N et α une chaˆıne de symboles terminaux et non-terminaux.
Ensuite, une notion statistique est ajoute´e a` ces concepts, transformant le CFG en grammaire
hors-contexte probabiliste (probabilistic context-free grammar) (PCFG).
Pour chaque re`gle de production, une probabilite´ d’application est ajoute´e. Ces proba-
bilite´s sont calcule´es par apprentissage (automatise´) sur un corpus. Par exemple, pour deux
re`gles avec le meˆme symbole non-terminal a` gauche, des probabilite´s sont ajoute´es aux deux
re`gles pour un total de 1,00. Ainsi, quand nous voulons transformer un symbole non-terminal,
la re`gle a` appliquer est choisie de fac¸on probabiliste. L’exemple qui suit a pour but de faciliter
la compre´hension :
– N = {S, SV, SN, SA, SP} (ou` SV est un syntagme verbal, SN un syntagme nominal,
SA un syntagme adjectival, SP un syntagme pre´positionnel)
– Σ = {N, V, Adj, Prep, Det, } (ou` N est un nom, V est un verbe, Adj est un adjectif,
Prep est une pre´position, Det est un de´terminant et  est un e´le´ment vide.
– S = DEBUT
L’ensemble de re`gles de production Π, inspire´s des ace´tates du cours CS388 de University
of Texas (Raymond J. Mooney, Anne´e inconnue), est constitue´ de :
Tableau 4.2 Analyse syntaxique base´e sur les grammaires : re`gles de production Π
Re`gle Probabilite´
DEBUT → SN SV 0,95
DEBUT → SV 0,05
SN → Det SA N 0,80
SN → SN SP 0,20
SA →  0,70
SA → Adj SA 0,30
SP → Prep SN 1,00
SV → V SN 0,70
SV → SV SP 0,30
Par exemple, pour ge´ne´rer la phrase ”Le brillant superviseur mange une pomme.”, l’ana-
lyseur doit avoir applique´ les re`gles de production suivantes :
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Tableau 4.3 Analyse syntaxique base´e sur les grammaires : construction par grammaire
Re`gle applique´e Re´sultat
DEBUT → SN SV SN SV
SN → Det SA N Det SA N SV
SA → Adj SA Det Adj SA N SV
SV → V SN Det Adj SA N V SN
SN → Det SA N Det Adj SA N V Det SA N
SA →  Det Adj SA N V Det  N
SA →  Det Adj  N V Det  N
- Le brillant superviseur mange une pomme.
4.1.4 Comparaison entre les types d’analyse syntaxique
Tout d’abord, il faut noter que les analyseurs base´s sur les graphes favorisent l’exactitude
de l’analyse plutoˆt que la possibilite´ d’expression des caracte´ristiques linguistiques. Bien que
ceci ame´liore les performances, nous perdons beaucoup de possibilite´s au niveau de l’extrac-
tion d’informations.
Les techniques d’analyse base´es sur les transitions souffrent de propagation d’erreurs et
l’exactitude est donc moindre pour les de´cisions faites tardivement. De la sorte, les me´thodes
base´es sur les transitions sont moins performantes pour les arcs proches de la racine ou qui
ont une plus grande longueur d’arc.
Toutefois, pour les de´cisions prises toˆt en analyse, comme pour les arcs se trouvant plus
loin de la racine ou qui ont une plus petite longueur d’arc, il a e´te´ note´ que les me´thodes
base´es sur les transitions de´tiennent de meilleurs re´sultats.
Si nous comparons au niveau du POS, les analyseurs base´s sur les transitions ont une
meilleure exactitude pour les noms et pronoms, alors que les me´thodes base´es sur les graphes
sont meilleures dans les autres cate´gories, en particulier pour les conjonctions et verbes. Ceci
est consistant avec ce qui a e´te´ dit plus toˆt, puisque les noms et pronoms sont attache´s au
verbe et sont souvent plus loin dans l’arbre avec des plus court arcs.
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4.2 Me´triques et e´valuation d’analyseurs
Les me´thodes d’e´valuation d’analyseurs de de´pendance sont base´es sur le pointage d’atta-
chement non-libelle´ (unlabeled attachment score) (UAS) et le pointage d’attachement libelle´
(labeled attachment score) (LAS). Le UAS est en fait le nombre de mots associe´s a` la bonne
teˆte dans la phrase. Il y a deux sortes de UAS, soit celui base´ sur les mots (UAS macro) et
l’autre base´ sur les phrases (UAS micro).
Le UAS macro est une moyenne base´e sur le taux de succe`s de chaque mot alors que le
UAS micro est une moyenne des taux de succe`s par phrase. Par exemple, prenons une phrase
avec 9 mots corrects sur 10 et une deuxie`me phrase avec 15 mots corrects sur 45. Formelle-








Le UAS micro calcule le UAS de chaque phrase et fait ensuite la moyenne de tous les UAS
de chaque phrase. Le UAS d’une phrase courte aura autant de poids dans la moyenne que
le UAS d’une longue phrase. Ce UAS a donc tendance a` eˆtre plus eleve´ puisque les phrases
courtes sont mieux analyse´es. Reprenons notre exemple des deux phrases pre´ce´dentes, mais



















Le LAS est comme le UAS, mais en plus de compter les mots attache´s a` la bonne teˆte,
nous comptons le nombre de mots attache´s a` la bonne teˆte avec la bonne relation de de´pen-
dance. Ne´anmoins, notre me´trique pour l’ensemble de notre expe´rience sera le UAS macro
puisqu’il est le plus commun pour e´valuer un analyseur par rapport a` l’e´tat de l’art.
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CHAPITRE 5
FUSION D’ANALYSEURS : L’E´TAT DE L’ART
Dans ce chapitre, nous pre´sentons les principaux travaux concernant le sujet de fusion
d’analyseurs. Cinq principaux articles sont pre´sente´s et re´sume´s. De plus, ces articles illus-
trent bien l’e´volution des techniques utilise´es, passant de l’ide´e fondamentale de fusion a` des
concepts plus e´labore´s.
5.1 E´valuation d’analyse syntaxique
Lin a e´te´ le premier a` sugge´rer l’utilisation de structures par de´pendance pour l’e´valuation
d’analyseurs syntaxiques dans son article (Lin, 1995). La technique qu’il propose consiste a`
comparer les re´sultats d’un analyseur a` la cle´ fournie par un oracle.
Anciennement, les analyseurs syntaxiques fonctionnaient avec une structure de consti-
tuants, avec des me´triques d’e´valuations varie´es et complexes. De´sormais, Lin sugge`re de
tout simplement trouver les relations de de´pendances errone´es. Chaque mot doit ne´cessaire-
ment avoir une teˆte, donc une relation de de´pendance errone´e est lorsqu’un mot n’est pas
associe´ a` la teˆte attendue.
Une fois les relations errone´es identifie´es, il suffit d’en faire le compte. Il nomme cette me´-
trique error count. Cette me´thode d’e´valuation est beaucoup plus intuitive que les anciennes,
puisque c’est une proportion directe entre les relations errone´es et le nombre total de relations.
Il explique aussi comment modifier les arbres de de´pendance avant le traitement pour
ame´liorer les performances. Il cite en particulier certains nœuds, comme des ne´gations et le
mot to en anglais. La raison est qu’il y a plusieurs fac¸ons d’analyser correctement ces mots
et qu’ils faussent ainsi grandement les re´sultats.
Il montre trois ope´rations qui peuvent eˆtre applique´es a` des arbres de de´pendance, soit
l’effacement d’une de´pendance, l’inversion et le transfert de de´pendance. Il explique que ces
ope´rations peuvent eˆtre tre`s utiles pour e´liminer des diffe´rences inconse´quentes qui pourraient
nuire aux re´sultats.
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5.2 La diversite´ dans la combinaison d’analyseurs
Henderson et Brill proposent l’ide´e novatrice de combiner plusieurs analyseurs syntaxiques
base´s sur la me´thode d’analyse par constituants. Pour ce faire, deux types de techniques de
combinaisons sont pre´sente´s. La premie`re technique est appele´e hybridation d’analyseurs
(parser hybridization). Cette me´thode consiste a` parcourir les constituants un apre`s l’autre,
et pour chacun de´cider s’il doit eˆtre conserve´. Deux sous-me´thodes sont ensuite pre´sente´es,
soit le vote par constituant et la me´thode baye´sienne na¨ıve.
Le vote par constituant est une me´thode assez intuitive. Comme pre´alable, il nous faut au
minimum trois analyseurs pour toujours avoir des votes majoritaires. Ensuite, nous passons
un a` un les constituants et nous votons afin de savoir quelle est la version de ce constituant
qui est majoritairement pre´sente dans les diffe´rentes repre´sentations syntaxiques.
Par contre, cette me´thode traite tous les analyseurs e´galement, alors que certains doivent
ne´cessairement eˆtre meilleurs que les autres ou bien offrir de meilleures performances dans
certains contextes.
La me´thode baye´sienne na¨ıve se base sur l’hypothe`se que les erreurs sont distribue´es inde´-
pendamment dans les diffe´rents analyseurs. Nous cherchons a` savoir a` quel point il faut faire
confiance a` chaque analyseur dans ses de´cisions graˆce a` la classification. Le vote est ensuite
ponde´re´ avec les probabilite´s de´termine´es par l’apprentissage.
Voici le de´veloppement plus formel de la me´thode baye´sienne tel que de´fini dans leur
article. pi(c) est une fonction binaire qui retourne vrai si le constituant devrait eˆtre garde´.
Mk(c) est une fonction binaire qui retourne vrai si le constituant c devrait eˆtre choisi comme
teˆte de la de´pendance selon l’analyseur k.
Apre`s quelques transformations applique´es a` la probabilite´ conditionnelle initiale en sui-
























A` partir du jeu de donne´es d’entraˆınement, nous comptons le nombre de fois que nous
avons une correspondance positive pour le constituant c par l’analyseur i. Nous avons aussi
besoin du nombre de fois que nous obtenons une correspondance positive pour le constituant
c en ge´ne´ral.
En prenant compte des statistiques base´es sur le jeu de donne´es, nous obtenons l’e´quation
4 qui suit. Ici, C est l’ensemble des constituants sugge´re´s par les analyseurs. N est la fonction
qui retourne le compte de correspondance.
P (pi(c) = t)
k∏
i=1






N(Mi(c), pi(c) = vrai)
N(pi(c) = vrai)
(4)
La deuxie`me technique s’appelle la commutation d’analyseurs (parser switching). Nous
utilisons une sous-me´thode appele´e commutation de similarite´. La similarite´ est calcule´e entre
un re´sultat d’analyse avec ceux produits par les autres analyseurs. Ensuite, nous gardons le
re´sultat qui est le plus semblable aux autres. Tout comme pour le vote par constituant, il
existe une version probabiliste de cette me´thode ou` nous donnons un poids aux diffe´rents
analyseurs base´ sur une classification faite pre´ce´demment.
Henderson et Brill mentionnent aussi qu’il est possible de produire de meilleurs mode`les
en utilisant des caracte´ristiques linguistiques des constituants ainsi que leur contexte lin-
guistique. Selon eux, la seule utilite´ de l’utilisation du contexte serait lorsqu’un constituant
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minoritaire trouve la bonne re´ponse. Un constituant minoritaire est un re´sultat qui va a` l’en-
contre de la majorite´. Il faudrait donc utiliser le contexte pour de´tecter que ce constituant
minoritaire est correct et ainsi renverser le constituant majoritaire. Toutefois, ils disent que
pour les caracte´ristiques qu’ils ont e´tudie´es, aucun gain de performance significatif n’a e´te´
de´tecte´.
5.3 Conception de plate-forme de combinaison
Brunet-Manquat ont e´crit le premier article que nous avons re´pertorie´ qui traite de com-
binaisons d’analyseurs syntaxiques base´s sur les de´pendances. En somme, il en vient a` utiliser
l’hybridation d’analyseurs (ponde´re´e) pre´sente´e pre´ce´demment.
Par contre, il e´labore un peu sur quelques e´tapes ante´rieures afin de cre´er une meilleure
correspondance entre les re´sultats d’analyseurs. Le traitement des sorties des diffe´rents analy-
seurs contient trois grandes e´tapes : l’apprentissage des indices de confiance, la normalisation
et la construction d’analyses de de´pendances.
L’e´tape de l’apprentissage des indices de confiance est inde´pendante du reste du proces-
sus. Effectivement, cette e´tape consiste a` prendre chaque analyseur et de lui attribuer un
indice de confiance base´ sur ses re´sultats sur un corpus graˆce a` l’apprentissage automatise´
par classificateur.
Cet indice correspond au calcul de la F-mesure, une moyenne harmonique de la pre´cision
et du rappel (deux me´triques habituellement utilise´es dans les analyseurs syntaxiques base´s
sur les constituants).
Supposons qu’apre`s l’apprentissage nous avons trois analyseurs, A, B et C, avec les indices
suivants (nous utilisons ces analyseurs pour le reste de l’exemple) :






L’e´tape de normalisation se subdivise en deux phases, soit l’extraction et la projection.
Durant la phase d’extraction, nous soutirons des informations syntaxiques a` partir de trois
types d’analyseurs : les analyseurs syntaxiques base´s sur les constituants qui produisent des
segmentations en groupes, les analyseurs syntaxiques base´s sur les de´pendances qui pro-
duisent des relations de de´pendances et les analyseurs mixtes base´s sur les deux structures
syntaxiques.
Supposons que les trois analyseurs aient analyse´ la phrase ”Cette1 phrase2 est3 un4
exemple5.6” comme illustre´ dans le Tableau 5.3. Les colonnes contiennent l’identificateur
des teˆtes trouve´es par chacun des analyseurs. A` titre de rappel, l’identificateur d’un mot
correspond a` sa position dans la phrase.
Tableau 5.2 Plate-forme de combinaison : Teˆtes trouve´es par chaque analyseur
id Mot A B C
0 (racine) - - -
1 Cette 1 0 1
2 phrase 3 3 4
3 est 0 0 0
4 un 5 5 5
5 exemple 3 6 6
6 . 3 3 3
Durant la phase de projection, nous prenons ces diffe´rentes sorties et nous commenc¸ons
par les ponde´rer avec leurs indices de confiance associe´s a` l’analyseur les ayant produites.
Ensuite, toutes les sorties sont converties et standardise´es en matrices de de´pendance.
De´sormais, toutes les sorties sont uniformes dans leur repre´sentation et ont un poids dif-
fe´rent selon la confiance que nous leur octroyons. Le Tableau 5.3 repre´sente la matrice de
de´pendance pour l’analyseur A.
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Tableau 5.3 Plate-forme de combinaison : Matrice de de´pendance








L’e´tape de construction se se´pare quant a` elle en trois phases, soit la phase de corres-
pondance, la phase de fusion et la phase de production. Dans notre phrase d’exemple, nous
n’avons pas besoin de correspondance, mais nous donnons un autre exemple pour de´montrer
l’utilite´ de cette e´tape. Par exemple, un analyseur pourrait traiter le terme « cent vingt-neuf
» dans une phrase comme un seul nœud, alors qu’un autre pourrait le diviser en deux nœuds,
soit « cent » et « vingt-neuf ». Pour e´viter des votes inconsistants, une correspondance est
cre´e´e entre ces deux nœuds dans un re´seau de segmentation unique qui repre´sente la phrase.
Figure 5.1 Plate-forme de combinaison : Exemple de re´seau de segmentation (Brunet-
Manquat, 2004)
Durant la phase de fusion, nous calculons des nouveaux indices de confiance pour chaque
mot en fonction des indices pour le meˆme mot provenant de chaque analyseur. Ces nouveaux
indices de confiance prennent en compte les analyseurs ayant vote´ pour cette information et
ceux qui ont aussi vote´ contre, affaiblissant ainsi ce nouvel indice.
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Ces nouveaux indices correspondent a` la somme des poids des analyseurs ayant vote´
pour diviser par le nombre total d’analyseurs. Le Tableau 5.3 illustre ce calcul pour la phrase
d’exemple. Nous construisons ainsi une matrice de fusion pour la nouvelle structure de nœuds
avec les indices de confiance recalcule´s.
Tableau 5.4 Plate-forme de combinaison : Fusion des indices
id Mot Teˆte candidate Analyseurs Poids
1 Cette 0 B (0+0.50+0)/3 = 0.167
1 A,C (0.25+0+0.4)/3 = 0.217
2 phrase 3 A,B (0.25 + 0.50 + 0)/3 = 0.25
4 C (0+0+0.4)/3 = 0.133
3 est 0 A,B,C 0.383
4 un 5 A,B,C 0.383
5 exemple 3 A 0.083
6 B,C 0.300
6 . 3 A,B,C 0.383
La phase de production se base sur les indices de fusion de la phase pre´ce´dente ainsi
que de trois re`gles fondamentales pour produire une relation de de´pendance. Premie`rement,
une teˆte est conserve´e si son indice est supe´rieur aux indices des autres teˆtes de de´pendance
possibles. Deuxie`mement, une seule de´pendance entre deux meˆmes nœuds est conserve´e, soit
celle avec le plus haut indice encore une fois.
Finalement, un nœud ne de´pend que d’un seul autre nœud, respectant ainsi une re`gle fon-
damentale de la syntaxe par de´pendance. E´videmment, seule la de´pendance avec le plus haut
indice sera garde´e. Le re´sultat final de la phrase d’exemple est pre´sente´ dans le Tableau 5.3.










5.4 Exploration plus approfondie sur les me´thodes de combinaison
Zeman et Zˇabokrtsky` prennent une approche plus proche de Henderson et Brill, mais
conc¸ue pour la combinaison d’analyseurs de de´pendance. Plusieurs notions expe´rimente´es
ont de´ja` e´te´ explique´es pre´ce´demment, comme la commutation de similarite´.
Par contre, ils ame`nent quelques nouveaute´s, comme explorer la possibilite´ d’utiliser un
plus grand nombre d’analyseurs et de mesurer la contribution d’analyseurs moins performants
aux re´sultats du comite´ de vote. Par ailleurs, ils essayent a` leur tour d’utiliser le contexte
dans la prise de de´cision.
Surtout, ils affirment qu’il faut que chaque analyseur soit assez inde´pendant des autres
pour produire des re´sultats significatifs dans un comite´ de vote. Pour ce faire, ils ont pris des
mesures durant le de´veloppement prouvant que chaque analyseur est le seul a` avoir obtenu
la re´ponse correcte dans plusieurs situations. Les re´sultats de ces mesures les satisfont assez
pour affirmer l’inde´pendance des analyseurs e´tudie´s.
Ils ont fait leur e´tude sur un ensemble de sept analyseurs de qualite´s diffe´rentes. Apre`s
expe´rimentation, ils en arrivent a` la conclusion qu’utiliser les deux meilleurs analyseurs avec
deux autres de qualite´ moyenne forme le meilleur comite´ de vote possible. La me´trique d’e´va-
luation utilise´e est l’exactitude, ce qui est environ l’e´quivalent du compte d’erreurs propose´
par Lin.
Pour ce qui est de l’utilisation du contexte (appele´ empilage de classificateurs), ils ont eux
aussi essaye´ avec l’approche baye´sienne na¨ıve, mais aussi avec les arbres de de´cision. Ils en
sont arrive´s a` la meˆme conclusion que Henderson et Brill, soit que l’utilisation du contexte,
meˆme si elle augmente l’exactitude minimalement, n’a pas beaucoup de potentiel dans l’ame´-
lioration des performances d’analyseurs syntaxiques.
5.5 Production d’arbres syntaxiques valides a` partir de la combinaison d’ana-
lyseurs
Sagae et Lavie reviennent sur les expe´riences faites par Zeman et Zˇabokrtsky` en men-
tionnant que bien qu’inte´ressants, les re´sultats obtenus chutent dramatiquement lorsque les
structures sortantes doivent eˆtre bien forme´es. Pour garantir une structure bien forme´e, les
auteurs optent pour une technique qu’ils nomment seconde analyse (reparsing).
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La premie`re e´tape de cette technique est de cre´er un graphe ou` chaque mot de la phrase
repre´sente un nœud du graphe. Ensuite, des arcs doivent eˆtre ajoute´s pour comple´ter le
graphe. Un arc dirige´ repre´sente une relation de de´pendance entre deux mots. Chaque sortie
d’analyseur contribue en ajoutant son poids aux arcs de de´pendance pre´sents dans son propre
re´sultat d’analyse.
Si une seule sortie d’analyseur est bien forme´e, ceci nous garantit qu’il existe au moins une
possibilite´ de structure bien forme´e dans l’analyse combine´e. Ainsi, une de´pendance pre´sente
dans plusieurs re´sultats d’analyse aura un poids plus e´leve´.
Une fois que le graphe est cre´e´, nous faisons une seconde analyse (reparsing) avec un
algorithme comme celui de Chu-Liu/Edmonds ((Yoeng-jin et Tseng-huno, 1965) ; (Edmonds,
1968)) ou bien l’algorithme d’Eisner si nous voulons avoir un re´sultat projectif (Eisner, 1996)
(voir Section 3.2). Ainsi, nous obtenons un nouvel arbre de recouvrement minimal qui the´o-
riquement est bien forme´ si une des sorties l’e´tait.
Pour de´cider de la valeur du poids que chaque analyseur peut accorder a` un arc, trois
approches ont e´te´ prises. La premie`re approche est d’octroyer le meˆme poids a` tous les analy-
seurs. La deuxie`me consiste a` donner un poids selon l’exactitude de l’analyseur (calcule´e selon
ses re´sultats sur la section de de´veloppement du Wall Street Journal (WSJ)). Finalement, la
troisie`me approche prend aussi en compte l’e´tiquette de cate´gorie syntaxique du mot analyse´
et accorde un poids en fonction de l’exactitude de l’analyseur pour cette e´tiquette particu-
lie`re. La troisie`me me´thode est plus laborieuse, mais a procure´ la meilleure ame´lioration de
performance.
5.6 Synthe`se de l’e´tat de lart
En re´sume´, plusieurs chercheurs ont approche´ de diverses fac¸ons la fusion d’analyseurs.
Des plateformes expe´rimentales pour la fusion ont aussi e´te´ de´veloppe´es et pre´sente´es. Ne´an-
moins, un proble`me important subvenait lors de la fusion, puisque les arbres syntaxiques
produits e´taient invalides. C’est pour cette raison que des travaux ont aussi e´te´ effectue´s sur
la production d’arbres syntaxiques valides en sortie de la fusion.
L’ensemble de ces expe´riences a prouve´ la faisabilite´ d’ame´liorer les performances d’ana-
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lyseurs graˆce a` la fusion, mais nous n’avons pas re´ussi a` recueillir de l’information sur le
contexte expe´rimental. Dans ces articles, le contexte expe´rimental se re´ve`le tre`s peu de´fini.
Par conse´quent, nous accordons beaucoup d’importance a` la de´finition du format de fusion,
l’identification des corpus utilise´s et sur la se´lection d’analyseurs performants.
En effet, dans ces articles, les analyseurs utilise´s dans la fusion ne font pas partis des
plus performants actuellement. Par conse´quent, nous avons donc de´cide´ de faire nos propres
expe´riences avec les meilleurs outils disponibles et dans un environnement expe´rimental bien
de´fini, tel que mentionne´ dans la Section 2.3.
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CHAPITRE 6
APPROCHE PROPOSE´E POUR LA FUSION ET LA RECONSTRUCTION
D’ARBRES
Dans cette section, nous pre´sentons les grandes lignes de l’approche prise en fonction de
l’e´tat de l’art. Toutefois, pour les pre´cisions plus techniques de l’expe´rimentation, les de´tails
seront donne´s dans le chapitre traitant de la me´thodologie.
En premier lieu, pour mesurer les performances ge´ne´rales des analyseurs, nous nous ins-
pirons des me´triques simples inspire´es par Lin. En effet, ce que Lin appelait error count,
nous l’appelons dans nos travaux UAS, terminologie emprunte´e aux outils d’e´valuation de la
campagne CoNLL. En deuxie`me lieu, base´ sur l’article de Henderson et Brill, nous utilisons
des techniques de combinaison base´es sur un syste`me de votes, quoique ces derniers l’ont fait
sur une syntaxe repre´sente´e par constituants.
Toutefois, en s’inspirant de la reprise de ces travaux par Zeman et Zˇabokrtsky`, nous
prenons cette approche de vote, mais dans un contexte de repre´sentation par de´pendance.
En plus, Zeman et Zˇabokrtsky` sugge`rent de varier les types d’analyseurs pre´sents dans le co-
mite´ de vote afin d’avoir des re´sultats plus inde´pendants, ame´liorant ainsi l’effet combinatoire.
Par conse´quent, nous utilisons une nouvelle approche de varie´te´ dans le comite´, soit en
prenant des analyseurs se basant sur des algorithmes d’analyse diffe´rents. Nous voulons as-
surer cette varie´te´ en utilisant des analyseurs base´s sur les transitions, des analyseurs base´s
sur les graphes ainsi que des analyseurs base´s sur la grammaire.
Tout comme dans les travaux de Zeman et Zˇabokrtsky`, nous calculons aussi les taux de
confiance selon le contexte linguistique en conside´rant la cate´gorie syntaxique du mot analyse´.
Nous utilisons aussi les e´tapes de conception de plate-forme sugge´re´es dans les travaux de
Brunet-Manquat. La premie`re e´tape consiste en l’apprentissage des indices de confiance. Pour
ce faire, nous faisons analyser un corpus non-annote´ par chaque analyseur, nous l’e´valuons
par rapport au corpus annote´ et les re´sultats de UAS sont conserve´s ainsi que les pointages
par cate´gorie syntaxique pour chacun.
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L’e´tape suivante consiste en l’e´tape de normalisation. La premie`re phase de cette e´tape
est l’extraction. Nous prenons donc les re´sultats sous le format de chaque analyseur afin d’en
extraire de l’information syntaxique selon la repre´sentation de notre choix. Nous tombons par
la suite dans la phase de projection. A` l’information syntaxique extraite de ces analyseurs,
nous ajoutons les indices de confiance associe´s aux re´sultats.
Nous amorc¸ons ensuite l’e´tape de construction par la phase de fusion. Dans la phase de fu-
sion, les indices de confiance sont recalcule´s en fonction des diffe´rents analyseurs ayant trouve´
la meˆme teˆte pour un mot. Ensuite, dans la phase de production, nous identifions quelle teˆte a
le plus haut taux de confiance et nous l’e´lisons comme teˆte gagnante dans l’analyse combine´e.
6.1 Syste`me de fusion
L’ide´e ge´ne´rale du syste`me de fusion pour une phrase est d’utiliser plusieurs analyseurs
performants pour produire une seule analyse unifie´e plus pre´cise. Pour ce faire, nous fai-
sons analyser la phrase par chaque analyseur et nous conservons le re´sultat localement. Pour
chaque mot de la phrase originale, nous extrayons ensuite une production. Selon la technique
de fusion et l’analyseur, un poids diffe´rent sera accorde´ pour chaque production. Le syste`me
de votes fusionnera les productions similaires et leur accordera un poids plus lourd selon la
technique de votes utilise´e. La production fusionne´e avec le plus gros poids sera la production
conserve´e.
6.1.1 Algorithme ge´ne´ral
Soit W un mot d’une phrase a` analyser. Ce mot est repre´sente´ par sa forme et sa cate´gorie
syntaxique. Sa teˆte et sa relation de de´pendance seront ajoute´es a` sa repre´sentation une fois
analyse´.
Soit Prod une production ge´ne´re´e par un analyseur pour un mot. Cette sortie contient
le quadruplet <mot, teˆte, relation de de´pendance, analyseur>, soient le mot W , la teˆte du
mot analyse´, la relation de de´pendance l’associant a` cette teˆte et l’analyseur courant ayant
produit cette sortie.
Soit A un analyseur.
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Soit ParsersResults un tableau de deux dimensions qui contient le re´sultat d’analyse
pour chaque mot par chaque analyseur.
Soit ANALYZE(S0, A) la fonction qui analyse la phrase S0 par l’analyseur A. Pour chaque
mot W de la phrase S0, ANALYZE produit une production Prod.
Soit VOTE(Prod) la fonction qui place un vote pour la teˆte du mot en conservant l’ana-
lyseur l’ayant place´ ainsi que la relation de de´pendance. Cette fonction prend en entre´e une
production Prod et ge´ne`re comme sortie un vote V , qui est constitue´ de la production Prod
accompagne´e de son poids de vote.
Soit COUNT(Ballot) la fonction qui compte les votes et retourne la teˆte de de´pendance avec
le plus haut taux de confiance. Les diffe´rentes variantes de la technique de fusion reposent
pre´cise´ment sur la diffe´rence d’imple´mentation de cette fonction.
Soit GetDeprel(Head, Ballot) la fonction qui prend en entre´e la teˆte de de´pendance
gagnante et le ballot de votes. Cette fonction retourne la relation de de´pendance entre le
mot et sa teˆte. Nous cherchons a` re´cupe´rer la relation de de´pendance trouve´e par le meilleur
analyseur ayant vote´ pour cette teˆte.
S0←[W1,W2, ...,Wn]




pour i←0 a taille[Committee]
ParserResults[i]←ANALYZE(S0, Ai)
pour i←0 a taille[S0] :
W0←S0[i]
Ballot←∅










6.1.2 Taux de confiance
Trois variantes existent pour le calcul du taux de confiance pour chaque vote, soit la
technique de vote a` poids e´gal, de vote ponde´re´ par LAS/UAS et vote ponde´re´ par POS. Les
deux dernie`res variantes sont base´es sur des lois probabilistes.
6.1.3 Comite´ de vote
Le comite´ de vote est en fait l’ensemble des analyseurs ayant a` prendre une de´cision com-
mune. Nous empruntons la terminologie d’un vrai syste`me de votes afin de faciliter l’analogie.
Chaque membre du comite´ s’exprime a` tour de roˆle de fac¸on inde´pendante pour la teˆte can-
didate de son choix.
6.1.4 Techniques de vote
Comme il a e´te´ brie`vement mentionne´ pre´ce´demment, la principale diffe´rence entre ces
techniques consiste principalement en la fac¸on de ponde´rer les votes produits de chaque ana-
lyseur.
La technique de vote a` poids e´gal consiste a` attribuer un droit de vote de poids e´gal
a` chaque analyseur. Chaque analyseur place son vote et ensuite, le candidat ayant le plus de
votes gagne.
Dans la strate´gie de vote ponde´re´ par efficacite´ de l’analyseur (vote ponde´re´ par
UAS), au lieu d’attribuer un poids e´gal de vote pour chaque membre du comite´, le vote de
chaque analyseur est ponde´re´ en fonction de sa performance, calcule´e pre´alablement a` partir
de statistiques obtenues en l’appliquant a` un corpus.
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Nous supposons que la probabilite´ que l’analyseur ge´ne`re la bonne re´ponse est propor-
tionnelle a` son efficacite´. Deux variantes de cette technique existent, soit la ponde´ration
probabiliste base´e sur la me´trique du UAS et la ponde´ration base´e sur le LAS.
Le taux de confiance est ensuite calcule´ en appliquant la loi fondamentale utilise´e pour
multiplier les probabilite´s soit :
TCcandidat = 1 -
n∏
i=0
(1-Pi), ou` n est le nombre d’analyseurs supportant ce candidat et Pi
le UAS de l’analyseur i.
L’approche de vote ponde´re´ par efficacite´ de l’analyseur en fonction de la ca-
te´gorie syntaxique (vote ponde´re´ par POS) est encore un raffinement d’une technique
pre´sente´e. Cette fois, au lieu de ponde´rer selon le UAS de l’analyseur, nous ponde´rons en
fonction du libelle´ de cate´gorie syntaxique du mot analyse´. Effectivement, graˆce aux me´thodes
d’e´valuation, nous avons la pre´cision de l’analyseur pour chaque type de libelle´ de cate´gorie
syntaxique et nous pouvons donc avoir une ponde´ration spe´cialise´e en fonction du contexte.
Le taux de confiance est calcule´ selon la meˆme loi probabiliste pre´sente´e pre´ce´demment, soit :
TCcandidat = 1 -
n∏
i=0
(1-Pi), ou` n est le nombre d’analyseurs supportant ce candidat. et Pi
la pre´cision de l’analyseur i pour la cate´gorie syntaxique du mot.
6.2 Reconstruction d’arbre
La me´thodologie de vote mot par mot semble amener des re´sultats inte´ressants. Par contre,
cette approche ne garantit pas un arbre de de´pendance valide a` la sortie. Effectivement, en
ne traitant pas l’ensemble de la phrase a` la fois et en isolant chaque mot de son contexte,
nous pouvons prendre des de´cisions qui violent les proprie´te´s fondamentales de l’arbre en
cours de construction. Pour e´viter de produire un arbre incorrect, nous ve´rifions la validite´
de ce dernier apre`s sa production et, au besoin, nous le reconstruisons. Les techniques de
reconstruction sont pre´sente´es a` la Section 6.2.2.
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6.2.1 Ve´rification d’arbres
Pour ve´rifier la validite´ de l’arbre, nous observons le respect des trois proprie´te´s suivantes :
1) L’arbre doit avoir une seule racine.
Comme il a e´te´ mentionne´ pre´ce´demment, une racine artificielle est cre´e´e pour s’assurer que
chaque mot soit connecte´ a` un autre. Toutefois, si cette racine artificielle a plus d’un fils, cela
indique que l’analyse retourne´e n’est pas repre´sente´e par un arbre unique qui couvre toute la
phrase.
Afin de valider le respect de cette re`gle, tous les mots de la phrase sont parcourus se´quen-
tiellement, en me´morisant les cas ou` la teˆte du mot est la racine artificielle. Il suffit alors de
ve´rifier que celle-ci n’est apparue qu’une seule fois.
2) Chaque noeud doit avoir un et un seul parent.
Il est facile de ve´rifier que, selon notre algorithme de vote, cette situation ne peut pas se
produire.
3) L’arbre doit eˆtre acyclique.
Puisque le parent de chaque nœud a e´te´ vote´ inde´pendamment, nous ne pouvons pre´dire si
ceci cre´era un cycle dans l’analyse re´sultante. Par exemple, prenons trois mots d’une phrase
aux positions 6,7 et 8. On pourrait voter inde´pendamment que le mot 7 est le parent du mot
6, le mot 8 le parent du mot 7 et le mot 6 est le parent du mot 8. Nous aurions donc la
pre´sence d’un cycle.
Pour ve´rifier la pre´sence d’un cycle, nous identifions la liste des anceˆtres pour chaque mot.
Nous commenc¸ons a` peupler cette liste en prenant le premier parent du nœud. Si le meˆme
nœud se retrouve deux fois dans la liste d’anceˆtres, en d’autres mots, si un anceˆtre est un
anceˆtre a` lui-meˆme, alors il y a pre´sence d’un cycle.
6.2.2 Strate´gies de reconstruction
Si l’arbre se trouve a` eˆtre invalide, nous nous devons de traiter la phrase a` nouveau afin
de produire un arbre correct. Nous avons de´cide´ d’explorer deux approches. En premier lieu,
nous prenons tout simplement l’analyse produite par le meilleur analyseur, qui lui garantit
un arbre correct. En deuxie`me lieu, nous prenons l’approche propose´e par Sagae et Lavie,
40
soit la reconstruction d’arbre par seconde analyse.
Reconstruction par analyse du meilleur analyseur
L’avantage de cette approche est qu’elle garantit une production d’arbre valide. Ainsi,
meˆme si nous perdons l’ame´lioration potentielle de la combinaison d’analyseurs pour ces
analyses, utiliser cette approche pour les quelques arbres incorrects est envisageable. En ef-
fet, comme nous le verrons plus loin, la proportion de cas ou` l’analyse re´sultante n’est pas
un arbre valide est plutoˆt faible.
Reconstruction par MST
La premie`re e´tape de cette technique est de cre´er un graphe ou` chaque mot de la phrase
est un nœud. Prenons pour exemple la phrase ”The finger-pointing has already begun.”. Nos
noeuds seront identifie´s comme suit :












Par la suite, nous construisons un tableau contenant, pour chaque mot, la teˆte propose´e
par chaque analyseur, ce qui donne un re´sultat comme celui illustre´ au Tableau 6.2.
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Tableau 6.2 Reconstruction par MST : Re´sultats d’analyse individuels de chaque analyseur
pour la phrase ”The finger-pointing has already begun”.
id Mot DeSR Ensemble IDP LTH MST Stanford
0 ROOT - - - - - -
1 The 0 2 4 4 4 4
2 finger 4 5 4 4 4 4
3 - 2 5 2 2 2 4
4 pointing 5 5 5 5 5 5
5 has 1 0 0 0 0 0
6 already 5 5 5 5 5 5
7 begun 5 5 5 5 5 5
8 . 5 5 5 5 5 5
Ensuite, chaque sortie d’analyseur contribue en ajoutant son poids aux arcs de de´pen-
dance pre´sents dans son propre re´sultat d’analyse. Pour combiner le poids des analyseurs
supportant le meˆme arc, nous utilisons la formule suivante :
Parc = 1 -
n∏
i=0
(1-Pi), ou` n est le nombre d’analyseurs supportant ce candidat et Pi le
poids de l’analyseur supportant le mot.
Le poids de l’analyseur correspond a` son UAS. Le re´sultat des arcs diffe´rents par noeuds
est donne´ dans la table suivante, suivant les UAS qui seront donne´s ulte´rieurement pour
chaque analyseur.
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Tableau 6.3 Reconstruction par MST : Arcs du graphe pour la phrase ”The finger-pointing
has already begun.”
id Mot Arc Poids
1 The (1,0) 0,89
(1,2) 0,86
(1,4) 0,99
2 finger (2,4) 0,99
(2,5) 0,86
3 - (3,2) 0,99
(3,4) 0,75
(3,5) 0,86
4 pointing (4,5) 1,00
5 has (5,0) 0,89
(5,1) 0,99
6 already (6,5) 1,00
7 begun (7,5) 1,00
8 . (8,5) 1,00
Si une seule sortie d’analyseur est bien forme´e, ceci nous garantit qu’il existe au moins
une possibilite´ de structure bien forme´e dans l’analyse combine´e. Ainsi, plus une de´pendance
est pre´sente dans plusieurs re´sultats d’analyse, plus son poids sera e´leve´. Ces noeuds et arcs
produisent alors le graphe repre´sente´ dans la Figure 6.1 :
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Figure 6.1 Reconstruction par MST : Graphe avec le poids des arcs combine´s
A` partir du graphe obtenu, nous faisons une seconde analyse (reparsing) avec un algo-
rithme d’analyse de de´pendance classique pour trouver le MST. Dans notre cas, nous utilisons
l’algorithme d’Edmonds, dont les grandes lignes ont e´te´ pre´sente´es pre´ce´demment.
6.3 Sommaire ge´ne´ral de l’analyse par fusion
La phrase en entre´e est tout d’abord analyse´e par chaque analyseur du comite´. Chaque
mot de la phrase est ponde´re´ en fonction de la technique de fusion choisie et de la performance
de l’analyseur. Une fois les analyses ponde´re´es, les analyses communes pour un meˆme mot
sont fusionne´es et leurs poids sont combine´s. Ensuite, une seule teˆte est e´lue pour chaque
mot de la phrase.
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Finalement, une validation est faite pour s’assurer que la phrase produite est un arbre





7.1 Choix des analyseurs
Dans cette section, nous pre´sentons les travaux qui ont e´te´ effectue´s pour re´pondre a`
l’objectif O1, soit de trouver les meilleurs analyseurs existants.
7.1.1 Cate´gorisation des analyseurs trouve´s et e´limination
Plusieurs analyseurs ont e´te´ e´tudie´s au courant de nos expe´riences. Nous pouvons les ca-
te´goriser en quatre groupes ; les analyseurs qui n’e´taient pas base´s sur les de´pendances et qui
auraient ne´cessite´ la cre´ation de passerelles ou transformations pour les utiliser. Ensuite, il
y a quelques analyseurs que nous n’avons pas re´ussi a` de´ployer ou dont le format e´tait non
standard et tre`s difficilement adaptable. Nous avons e´vite´ de travailler avec ces deux groupes
d’analyseurs, car nous aurions pu induire des sources d’erreurs supple´mentaires dans la pas-
serelle d’e´quivalence et notre objectif est justement de diminuer le taux d’erreur de l’analyse
syntaxique.
Parmi les analyseurs qui respectent des formats standards, il y a ceux qui fonctionnent
avec le format CoNLL et ceux qui adoptent le format Stanford. Nous avons adopte´ le for-
mat CoNLL et avons tente´ une passerelle de Stanford vers CoNLL. Parmi les analyseurs
respectant ces deux standards, certains n’e´taient tout simplement pas assez performants et
sont tombe´s dans le troisie`me groupe d’analyseurs, soit les analyseurs avec des re´sultats trop
faibles pour faire partie du comite´ de vote. Finalement, le quatrie`me groupe est constitue´
des analyseurs restants avec des performances satisfaisantes pour faire partie du comite´, soit
75% et plus de UAS.
7.1.2 Analyseurs choisis
Comme pre´sente´ dans le Chapitre 3, les analyseurs syntaxiques par de´pendance peuvent
eˆtre classifie´s en trois grandes familles, soit les analyseurs base´s sur les transitions, ceux base´s
sur les graphes et ceux base´s sur les grammaires. Si nous tenons compte des analyseurs que
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par leurs performances, les meilleurs analyseurs sont majoritairement base´s sur les transitions.
Nous avons donc ensuite cherche´ les meilleurs analyseurs base´s sur les grammaires et sur les
graphes afin d’apporter de la varie´te´ algorithmique a` notre comite´. Nous nous retrouvons
donc avec de multiples analyseurs base´s sur les transitions, puisqu’ils sont tre`s performants,
et nous cherchons a` garder ceux dont la contribution au comite´ de vote est significative.
MaltParser (Nivre et al., 2007b) est un analyseur de´veloppe´ par Johan Hall, Jens Nilsson
et Joakim Nivre. Cet analyseur offre la possibilite´ d’analyser une phrase graˆce a` neuf variantes
algorithmiques de la technique shift-reduce. Il utilise l’apprentissage machine pour entrainer
l’analyseur sur une banque d’arbres (corpus) et pour de´cider quelle action prendre a` une
e´tape non-de´terministe, comme explique´ plus toˆt dans la section pre´sentant les analyseurs
base´s sur les transitions.
MaltParser n’a pas e´te´ se´lectionne´ pour notre comite´ de vote. L’analyseur Ensemble (Sur-
deanu et Manning, 2010), utilise´ dans nos expe´rimentations, est base´ sur le MaltParser.
Effectivement, Ensemble, de´veloppe´ par Mihai Surdeanu, interpole line´airement une analyse
de phrase a` partir de l’analyse produite par les diffe´rentes variantes algorithmiques du Malt-
Parser. En d’autres mots, il lance plusieurs instances du MaltParser, mais avec les diffe´rentes
variantes algorithmiques, prend les multiples sorties et interpole une analyse.
L’analyseur Stanford (Klein et Manning, 2003), cre´e par Klein et Manning, est notre seul
analyseur base´ sur les grammaires. Il utilise les grammaires non-contextuelles stochastiques
pour re´soudre l’analyse syntaxique. Il a e´te´ lui aussi entraˆıne´ sur le Penn Treebank.
MSTParser (McDonald et al., 2006) est le seul analyseur pre´sent dans nos expe´rimenta-
tions qui est base´ sur les graphes. Il cherche l’arbre sous-tendant maximal sur des graphes
dirige´s, un peu comme pre´sente´ dans notre cadre the´orique. Cet analyseur a e´te´ produit par
Ryan McDonald, de Google Research.
DeSR (Attardi, 2006), de´veloppe´ par Giuseppe Attardi a` l’University of Pisa, est un autre
analyseur base´ sur les transitions. Celui-ci offre la possibilite´ d’entraˆıner l’analyseur avec dif-
fe´rents classificateurs afin d’infe´rer diffe´rents mode`les pour une meˆme banque d’arbres. Nous
avons utilise´ le mode`le fourni sur leur site puisque nous supposons que c’est le mode`le sugge´re´
pour obtenir les re´sultats expe´rimentaux pre´sente´s sur le site, ce qui e´tait le cas.
Le ISBN Dependency Parser (Titov et Henderson, 2007), ou encore IDP, est produit
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conjointement par Ivan Titov de University of Genova et James Henderson de University of
Edinburgh. Cet analyseur est lui aussi base´ sur les transitions. Celui-ci se diffe´rencie par sa
technique d’entraˆınement, puisqu’il classifie les banques d’arbres en se basant sur les Incre-
mental Sigmoid Belief Networks (ISBN), d’ou` le nom.
LTH (Johansson et Nugues, 2007) a e´te´ de´veloppe´ a` Lund University par Richard Johans-
son. Cet outil permet l’analyse se´mantique d’un texte. Il est aussi un analyseur syntaxique
base´ sur les transitions puisqu’il utilise en partie MaltParser. L’entraˆınement statistique a e´te´
effectue´ sur Penn Treebank. Ses re´sultats sont tre`s inte´ressants, comme nous le verrons plus
tard.
7.2 Choix du format
Tel que mentionne´ dans l’objectif O1, un format doit eˆtre fixe´ afin d’uniformiser les sorties
d’analyseurs. Dans la pre´sente section, nous exposons le format que nous avons choisi.
7.2.1 Pre´sentation du format
Le format CoNLL (Nivre, J., 2007) repre´sente une phrase sous la forme d’un tableau avec
plusieurs champs de´taillant le contexte syntaxique d’un mot. Les champs les plus importants
dans le cadre de notre travail sont ID, spe´cifiant la position du mot dans la phrase, FORM,
repre´sentant le mot en tant que tel, POSTAG, repre´sentant le libelle´ de cate´gorie syntaxique
du mot, HEAD, repre´sentant le ID de la teˆte dont le mot est de´pendant et finalement DE-
PREL, repre´sentant le type de relation de de´pendance entre le mot et sa teˆte.
Nous montrons ici en exemple la repre´sentation sous le format CoNLL de la phrase ”The
economy’s temperature will be taken from several vantage points this week, with readings on
trade output, housing and inflation.”
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Tableau 7.1 Exemple de repre´sentation de phrase sous le format CoNLL
ID FORM POSTAG HEAD DEPREL
1 The DT 2 NMOD
2 economy NN 4 NMOD
3 ’s POS 2 SUFFIX
4 temperature NN 5 SBJ
5 will MD 0 ROOT
6 be VB 5 VC
7 taken VBN 6 VC
8 from IN 7 ADV
9 several JJ 11 NMOD
10 vantage NN 11 NMOD
11 points NNS 8 PMOD
12 this DT 13 NMOD
13 week NN 7 TMP
14 , , 7 P
15 with IN 7 ADV
16 readings NNS 15 PMOD
17 on IN 16 NMOD
18 trade NN 17 PMOD
19 , , 18 P
20 output NN 18 COORD
21 , , 20 P
22 housing NN 20 COORD
23 and CC 22 COORD
24 inflation NN 23 CONJ
25 . . 5 P
Le format Stanford repre´sente environ la meˆme information, mais pre´sente´e diffe´remment.
Nous allons utiliser le meˆme formalisme que pour CoNLL pour expliquer la structure. Au lieu
d’orienter la structure autour des mots, la syntaxe du format est plutoˆt base´e sur les DEPREL.
Effectivement, chaque ligne des re´sultats ge´ne´re´s est du format suivant : DEPREL(HEAD-
ID, FORM-ID)





















Comme pour toute analyse syntaxique, tout mot n’a qu’une seule teˆte. Nous nous atten-
dons a` ce qu’il y ait le meˆme nombre de relations de de´pendance produites que le nombre
de mots. Finalement, notre choix s’est arreˆte´ sur le format CoNLL puisque la plupart des
analyseurs se´lectionne´s sont compatibles avec ce format.
7.2.2 Uniformisation des analyseurs
Si la phrase en entre´e est une phrase e´crite, elle est pre´alablement transforme´e en format
CoNLL graˆce a` un outil fourni par l’analyseur LTH. Chaque analyseur a un format d’entre´e
lui e´tant spe´cifique. Souvent, il est facile de transformer le format CoNLL en ce format par-
ticulier. Il suffit d’ajouter, supprimer ou changer l’ordre des colonnes en entre´e. Par contre,
l’analyseur MSTParser prend un tout autre format, mais il peut tout de meˆme eˆtre converti
au format CoNLL.
En sortie, chaque analyseur produit aussi une sortie qui lui est spe´cifique, mais encore une
fois, il n’est pas difficile de ge´ne´rer un fichier sous le format CoNLL a` partir de leurs formats
spe´cifiques. Seul Stanford demande un peu plus de travail. Ce dernier produit des relations de
de´pendance qui ne sont pas similaires a` celles produites par les autres analyseurs, alors une
table de correspondance est ne´cessaire pour faire le passage. Pour des fins de comparaison,
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nous avons converti toutes les analyses produites sous le format suivant :
ID FORM FORM POSTAG FORM FORM POSTAG HEAD DEPREL
Ce format correspond aussi au corpus e´talon, qui nous servira a` e´valuer la performance
de l’analyseur.
7.2.3 Choix du corpus
Comme mentionne´ dans l’objectif O4, nous avons besoin d’un jeu de donne´es pour effec-
tuer nos expe´riences. Ce jeu de donne´es provient du corpus que nous avons se´lectionne´, qui
est pre´sente´ dans la pre´sente section.
7.2.4 Campagnes d’e´valuation CoNLL
Le NLL (pour natural language learning) est une branche de la linguistique informatique.
Au cours des dernie`res de´cennies, plusieurs groupes de travail, ateliers et confe´rences ont
traite´ du NLL, mais il n’y avait pas de constance dans la nomenclature ou d’organisme enca-
drant ces activite´s. De plus, les the´matiques des activite´s e´taient de´centralise´es et portaient
sur toutes sortes de sujets, dont l’apprentissage-machine, le connexionnisme et les ontologies.
Finalement, les principaux acteurs du domaine ont de´cide´ de cre´er une filie`re de l’ACL
(Assocation of Computational Linguistics) s’appelant le SIGNLL (Tjong, E., 2011) (Special
Interest Group on Natural Language Learning). Ce groupe focalise ses activite´s autour de
l’apprentissage-machine dans le domaine du NLL, mais il explore et applique aussi des tech-
niques d’autres branches pour re´soudre leurs proble`mes.
La campagne CoNLL, soit la Conference on Computational Natural Language Learning,
est la rencontre annuelle du SIGNLL, regroupant des spe´cialistes internationaux dans le do-
maine du traitement informatique de l’apprentissage de la langue naturelle. Chaque anne´e,
durant la campagne, une taˆche commune est de´finie sur laquelle tous les chercheurs inte´resse´s
peuvent travailler. Cette taˆche repre´sente toujours un sujet d’actualite´ dans le domaine sur
lequel la communaute´ veut faire des avancements.
Les taˆches communes de la campagne 2006 et 2007 se sont concentre´es sur diffe´rentes fa-
cettes de l’analyse syntaxique par de´pendance, comme l’adaptation aux domaines spe´cifiques
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et a` l’aspect multilingue en 2007 (Nivre et al., 2007a). Les re´sultats de ces campagnes ont
e´te´ une forte source d’inspiration dans la recherche d’analyseurs syntaxiques par de´pendance
performants puisque le classement ge´ne´ral des re´sultats des analyseurs par auteur est dispo-
nible. Effectivement, une bonne partie de l’e´tat de l’art consulte´ et des analyseurs utilise´s
proviennent de travaux faits pour la campagne CoNLL.
7.2.5 Corpus CoNLL
Nous avons utilise´ le corpus de la campagne CoNLL 2008, soit le corpus WSJ. Ce cor-
pus est principalement constitue´ du Penn Treebank, comple´mente´ du contenu se´mantique de
NomBank et PropBank (Surdeanu et al., 2008).
La section d’entraˆınement, la section train, contient les sections 01-22 du Penn Treebank.
La section de de´veloppement, la section dev, contient la section 24 du Penn Treebank. La
section test contient la section 23 du Penn Treebank.
E´tant donne´ que la section d’entraˆınement a e´te´ utilise´e dans l’entraˆınement de quelques
analyseurs teste´s, nous ne pouvons l’utiliser pour entraˆıner notre syste`me, puisque le syste`me
serait biaise´. Nous ne pouvons donc pas utiliser la structure usuelle du corpus duˆ a` ce biais.
Nous avons donc pris la section de de´veloppement et la section de tests ensemble et l’avons
subdivise´ en trois corpus, le corpus A, contenant 1200 phrases, le corpus B, contenant 1199
phrases et le corpus C, contenant 1344 phrases.
Puisque nous n’avons pas un aussi grand e´chantillon de phrases que la section d’entraˆı-
nement, nous allons utiliser la validation croise´e pour e´liminer le biais expe´rimental possible
durant nos observations tout en gardant la possibilite´ de les valider sur un autre corpus.
7.3 Me´thodes d’e´valuation se´lectionne´es
L’objectif O3 consiste a` choisir une me´trique afin d’e´valuer la performance des analyseurs.
Notre choix s’est arreˆte´ sur les me´thodes d’e´valuation instaure´es par la campagne CoNLL.
Nous ge´ne´rons donc plusieurs statistiques inte´ressantes comme le UAS, le LAS en plus de
plusieurs statistiques de´taille´es comme la pre´cision par cate´gorie syntaxique (POS). Nous
utilisons le UAS base´ sur les mots, comme mentionne´ pre´ce´demment, ainsi que la pre´cision
par POS dans nos techniques de fusion.
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7.4 ComboParser
ComboParser est le nom de notre analyseur base´ sur la fusion. Cette section est consacre´e
a` expliquer son fonctionnement en de´tail ainsi qu’a` comprendre les informations ge´ne´re´es par
cet analyseur.
7.4.1 Entre´es et sorties de comboParser
Le comboParser prend en entre´e les analyses produites par les diffe´rents analyseurs. Ces
analyses doivent eˆtre uniformise´es sous le format spe´cifie´ ci-dessus. La sortie respecte aussi
le format spe´cifie´ ci-dessus. ComboParser prend le corpus identifie´ dans la configuration en
entre´e, annote´ par les diffe´rents analyseurs. L’analyseur prend aussi en entre´e un oracle pour
comparer ses re´sultats et produire des statistiques sur l’analyse en cours. En sortie, combo-
Parser produit les phrases annote´es, des statistiques sur ses performances et un journal de
bord pour de´crire le contexte quand il n’arrive pas a` la bonne re´ponse.
7.4.2 Exe´cution de comboParser
Dans cette sous-section, nous discutons du plan d’expe´rience. Ceci consiste en la configura-
tion de l’expe´rience a` faire, l’exe´cution des expe´riences suivie de la production des statistiques
et du journal de bord.
Configuration du contexte expe´rimental
La configuration du contexte expe´rimental consiste en l’ensemble des proprie´te´s re´gissant
l’expe´rimentation. Par exemple, nous devons entre autres fixer la technique de vote, la tech-
nique de reconstruction et les analyseurs faisant partie du comite´. La table suivante de´crit
toutes les valeurs possibles pour les parame`tres d’expe´rimentation.
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Tableau 7.2 Parame`tres de configuration de comboParser
Parame`tre Valeurs
Nom du corpus A
B
C




Vote ponde´re´ par UAS
Vote ponde´re´ par POS
Reconstruction Aucune
Meilleur analyseur
Arbre de recouvrement minimal







Les strate´gies de vote et de reconstruction ainsi que les analyseurs ont de´ja` e´te´ pre´sen-
te´s en de´tail pre´ce´demment. Le nom du corpus sert a` informer l’analyseur du corpus en
cours d’utilisation afin de savoir quel corpus e´talon il doit utiliser comme re´fe´rence. Le mode
consiste a` indiquer a` l’analyseur s’il est en mode expe´rimental ou en mode de production.
Il est a` noter que les performances des analyseurs sont conserve´es dans un autre fichier
de description contenant le LAS, le UAS et la pre´cision par cate´gorie syntaxique (POS) pour
chaque analyseur.
Statistiques et journal de bord
Dans les statistiques produites a` la fin de chaque expe´rimentation, les re´sultats sont clas-
se´s en fonction des libelle´s de cate´gorie syntaxique. Nous identifions d’abord le nombre de
fois ou` l’analyseur s’est trompe´ pour les mots de ce type de cate´gorie syntaxique. Le nombre
de fois ou` chaque analyseur a place´ un vote minoritaire correct lorsque comboParser s’est
trompe´ est aussi calcule´. Une autre statistique calcule´e est le nombre de fois ou` n analyseurs
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avaient un vote minoritaire correct pour la cate´gorie syntaxique en question. Voici un extrait
des statistiques pour faciliter la compre´hension :
JJ : Error rate : 166/3041 (5,46%)
Correct minority votes per parser for POS(JJ) :
stanford(82.0) : 36/166 (21,69%)
lth(94.0) : 12/166 (7,23%)
idp(92.0) : 17/166 (10,24%)
desr(94.0) : 23/166 (13,86%)
Nb. of times that 1 out of 4 voters had a correct minority vote : 64/166 (38,55%)
Nb. of times that 2 out of 4 voters had a correct minority vote : 24/166 (14,46%)
Dans cet exemple, JJ est le nom de la cate´gorie syntaxique. Le taux d’erreur est de 5,46%
pour cette cate´gorie. Pour les votes minoritaires par analyseur, prenons Stanford comme
exemple. La valeur de 82,0 repre´sente une pre´cision de 82% pour cet analyseur pour le libelle´
JJ.
36/166 repre´sente la proportion de cas ou` que Stanford a identifie´ la bonne teˆte pour un
mot de la cate´gorie JJ. En d’autres mots, pour les 166 fois que ComboParser a produit une
erreur pour la cate´gorie syntaxique JJ, Stanford avait la bonne re´ponse 36 fois.
Ensuite, nous retrouvons le nombre de fois que n analyseurs avaient un vote minoritaire
correct. E´tant donne´ que nous avons 4 analyseurs, le nombre maximal de votes minoritaires
est de 2, sinon nous aurions majorite´. Donc, prenons la 2e ligne de cette cate´gorie de statis-
tique, soit ”Nb. of times that 2 out of 4 voters had a correct minority vote : 24/166 (14,46%)
”. En d’autres mots, ceci signifie que pour les 166 fois que ComboParser s’est trompe´ pour la
cate´gorie syntaxique JJ, il y a 24 cas ou` 2 analyseurs avaient la bonne re´ponse.
De plus, des statistiques ge´ne´rales sont compile´es par rapport a` la reconstruction de
phrases. Nous cherchons plus spe´cifiquement a` savoir combien de fois les analyses ne sont
pas des arbres valides, la source de l’erreur (plusieurs racines, pre´sence de cycle ou plusieurs
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BADTREES est la statistique indiquant le nombre de fois ou` l’arbre produit par Combo-
Parser est un arbre invalide. Dans l’exemple ci-dessus, 111 arbres sur 2400 e´taient invalides.
Les trois lignes suivantes indiquent la raison pour laquelle ces 111 arbres e´taient invalides.
40 fois sur 111, la raison e´tait qu’il y avait plus d’une racine dans la phrase (MULTIROOTS).
Les 71 autres fois e´taient dues au fait qu’il y a un cycle, rendant l’arbre invalide (CY-
CLICTREES). Aucun arbre n’e´tait errone´ pour cause de parents multiples pour un noeud
(MULTIPARENTS). Finalement, nous indiquons le pourcentage de fois que nous avons re´ussi
a` reconstruire l’arbre (100% dans l’exemple pre´sent).
Un autre ensemble de statistiques qui nous est tre`s utile pour notre analyse des re´sultats
est le nombre de fois ou` n votes minoritaires corrects ont e´te´ place´s, ou` n appartient a` [1,
taille du comite´ - 1]. Voici un exemple pour un comite´ de 4 analyseurs :
MINORITY VOTES STATS
Total error count : 4389
1 correct minority votes occurence : 1996
2 correct minority votes occurence : 1022
3 correct minority votes occurence : 0
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Le dernier bloc de statistiques qui nous inte´resse pour ce fichier est le nombre de vote
minoritaires corrects e´mis par analyseur, afin de pouvoir tirer des conclusions sur l’influence
des analyseurs sur le comite´.
PARSER STATS
Total error count : 4389
Correct minority votes for parser stanford : 1055
Correct minority votes for parser lth : 587
Correct minority votes for parser idp : 621
Correct minority votes for parser desr : 755
Ces deux blocs de statistiques ne font que compiler les statistiques de votes minoritaires
de´ja` pre´sente´es dans les blocs pre´ce´dents.
Dans le journal de bord, nous retrouvons une entre´e seulement pour les mots dont l’analyse
est errone´e. Premie`rement, nous identifions a` quelle phrase appartient ce mot dans le corpus
et son index dans celle-ci. Deuxie`mement, nous identifions la teˆte et la cate´gorie syntaxique
du mot errone´. Troisie`mement, nous indiquons le nombre de votes minoritaires corrects qui
ont e´te´ ignore´s pour le mot errone´. Nous comple´tons cette information avec la liste des analy-
seurs ayant place´ ces votes minoritaires. Finalement, nous donnons de fac¸on de´taille´e la teˆte
identifie´e par chaque analyseur pour ce mot. Encore une fois, un extrait d’un journal de bord
est de mise par fin de clarification :
ERROR FOR SENTENCE(3) WORD INDEX(30)
Correct HEAD : 12
HEAD Found : 18
POS : .




Committee results : [stanford-12 (93.0)][lth-18 (96.0)][idp-18 (90.0)][desr-12 (87.0)]
L’exemple ci-dessus repre´sente l’erreur produite pour le 30e mot de la 3e phrase. La teˆte
correcte est le mot d’index 12. La teˆte trouve´e est le mot d’index 18. Le libelle´ de cate´gorie
syntaxique du mot d’index 30 est ”.”. Pour ce vote errone´, deux analyseurs du comite´ avaient
trouve´ la bonne re´ponse, soit Stanford et DeSR. La dernie`re ligne pre´sente en de´tail les votes
du comite´ accompagne´ de la pre´cision de chaque analyseur pour le libelle´ de cate´gorie syn-
taxique ”.”.
7.5 Plan d’expe´rience
Nos expe´riences se font en deux temps. Nous voulons d’abord identifier quelle combinaison
de technique de vote (objectif O5) et de reconstruction (objectif O6) est la plus avantageuse.
Par la suite, nous voulons de´terminer quel comite´ d’analyseur performe le mieux (objectif O7).
Nous identifions deux comite´s a` cette e´tape, un avec LTH et un sans. Puisque LTH est
nettement supe´rieur aux autres analyseurs et nous le soupc¸onnons le´ge`rement biaise´e a` cause
de ses performances significativement plus e´leve´es que les autres analyseurs, nous pensons
important de faire des expe´rimentations pour des comite´s avec et sans sa pre´sence. Ce soup-
c¸on provient surtout du fait que l’auteur de l’analyseur LTH a lui-meˆme de´fini (et gagne´)
la campagne d’e´valuation de CoNLL sur lequel l’analyseur a e´te´ e´value´ (Surdeanu et al., 2008).
Tout ce travail est fait pour en arriver a` un contexte de fusion permettant le gain de
performance optimal et non biaise´. Il est important d’e´liminer le plus de biais possible afin de
s’assurer que notre analyseur performera aussi bien dans un contexte tout autre que CoNLL.
Nous nous attendions a` ce que la combinaison de technique de vote ponde´re´e par cate´-
gorie syntaxique avec une reconstruction par MST soit la plus avantageuse. Cette attente
e´tait base´e sur le fait que ces deux techniques sont plus avance´es algorithmiquement que les
autres. Nous avons tout de meˆme fait des expe´rimentations afin de s’assurer de ce fait.
Nous validons ce fait en choisissant simplement deux comite´s d’analyseurs de fac¸on empi-
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rique et en testant toutes les possibilite´s de combinaison de techniques de vote et de recons-
truction sur nos trois corpus. Pour e´viter tout biais, nous calculons toujours les ponde´rations
sur un autre corpus que celui que nous utilisons pour la validation. Nous faisons cette expe´-
rience sur 6 jeux de donne´es, soit sur les six paires de deux corpus possibles. Nous faisons le
calcul des ponde´rations sur un des deux corpus et la validation de notre attente sur l’autre.
Les re´sultats complets sur ces 6 jeux de donne´es se retrouvent dans l’Annexe B.
Nous avons constate´ que dans plus du 2/3 des cas, soit plus de 8 fois sur 12 (2 comite´s
pour 6 jeux de donne´es), la technique de vote ponde´re´ par cate´gorie syntaxique est la plus
avantageuse, ce que nous conside´rons comme une confirmation de notre intuition. Nous res-
pecterons la meˆme contrainte pour la technique de reconstruction.
Ensuite, nous voulions de´terminer quel comite´ d’analyseurs produit les meilleurs re´sul-
tats. Puisque cette notion est beaucoup moins intuitive, nous avons adopte´ une approche
beaucoup plus rigoureuse base´e sur une validation croise´e.
Il y a trois e´tapes a` la de´marche ge´ne´rale de validation croise´e. Chaque e´tape ne´cessite
l’utilisation d’un corpus diffe´rent. Donc, a` chaque fois qu’on applique une validation croise´e,
trois corpus sont ne´cessaires. Les deux premiers corpus sont utilise´s pour des fins expe´rimen-
tales. Le dernier corpus n’est aucunement utilise´ durant les expe´riences, car nous voulons le
garder sans biais pour valider les observations expe´rimentales.
Supposons que nous utiliserons les corpus A,B et C dans cet ordre dans l’exemple sui-
vant. Ceci correspond a` la possibilite´ 1 du Tableau 7.5. La premie`re e´tape s’appelle l’e´tape
d’entraˆınement. Nous calculons les ponde´rations des analyseurs en les faisant analyser de
manie`re inde´pendante un premier corpus, le corpus A, et en e´valuant les re´sultats.
La deuxie`me e´tape est l’e´tape de se´lection. Nous configurons comboParser avec le deuxie`me
corpus, le corpus B, en entre´e. Nous avons aussi besoin des ponde´rations calcule´es a` l’e´tape
d’entraˆınement. Apre`s la configuration, nous sommes preˆts a` exe´cuter comboParser. Des
re´sultats de cette exe´cution, nous classifions et trions les analyseurs en fonction de leur per-
formance et nous leur donnons un rang. Avec ces rangs, nous identifions le comite´ ayant le
mieux performe´.
Dans l’e´tape de validation, nous configurons a` nouveau comboParser avec le troisie`me
corpus, le corpus C, et nous l’exe´cutons. Le corpus de validation sert a` confirmer que la com-
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binaison gagnante a` l’e´tape de se´lection procure des re´sultats similaires. Nous recalculons les
rangs des analyseurs en fonction de leur performance et nous validons que le meilleur analy-
seur identifie´ a` la deuxie`me e´tape ait encore un rang acceptable en plus d’une performance
similaire.
E´tant donne´ que nos trois corpus ne sont pas tre`s gros duˆ a` l’exclusion de la section
train, nous utilisons la validation croise´e pour pouvoir utiliser le plus possible nos corpus
sans engendrer de biais. Le principe est simple ; nous excluons toujours une partie des corpus
disponibles que nous n’utilisons pas durant l’entraˆınement ou la se´lection. Nous validons en-
suite les conclusions que nous avons faites sur ce corpus exclu. E´tant donne´ que ce dernier n’a
pas e´te´ utilise´ pre´ce´demment, nous avons la garantie que la validation se fait sans aucun biais.
Nous avons de´cide´ d’avoir trois corpus, donc nous pouvons faire cette de´marche six fois
et comparer les re´sultats obtenus. Les six possibilite´s sont les suivantes :
Tableau 7.3 Approche de validation croise´e pour de´terminer le meilleur comite´ d’analyseurs
Possiblite´ Entraˆınement Se´lection Validation
1 A B C
2 A C B
3 B A C
4 B C A
5 C A B
6 C B A
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CHAPITRE 8
ANALYSE DES RE´SULTATS ET DISCUSSION
Ce chapitre pre´sente les travaux effectue´s afin d’isoler la meilleure technique de vote et la
meilleure technique de reconstruction. Nous pre´sentons aussi nos travaux qui visent a` trouver
la meilleure combinaison d’analyseurs afin d’optimiser le gain de performance. Finalement,
nous e´tudions aussi l’apport de la varie´te´ algorithmique au sein d’un comite´ d’analyseurs.
8.1 Re´sultats individuels des analyseurs
Les UAS pour chaque analyseur et pour chaque corpus se retrouvent dans la table sui-
vante, en plus de leur UAS moyen. Les performances plus de´taille´es comme la performance
par cate´gorie syntaxique se retrouvent dans l’Annexe A.
Tableau 8.1 Performance individuelle des analyseurs choisis
Analyseur UAS moyen UAS corpus A UAS corpus B UAS corpus C
Stanford 75,04 75,74 74,14 75,23
Ensemble 85,04 86,03 84,82 84,27
IDP 86,97 87,78 86,32 86,80
DeSR 88,39 89,01 88,55 87,62
MSTParser 89,41 90,35 89,29 88,58
LTH 91,76 92,62 91,53 91,14
8.2 Identification des techniques de votes et reconstruction
Pour commencer, nous cherchons a` isoler dans quel contexte expe´rimental l’analyseur
combinatoire produit les re´sultats les plus inte´ressants. Pour ce faire, nous suivons la proce´-
dure explique´e a` la Section 7.5. Dans nos expe´rimentations, nous avons choisi deux comite´s
pour isoler le contexte. Ces deux comite´s sont les six analyseurs a` l’exception de LTH (comite´
1) et les six analyseurs a` l’exception d’Ensemble (comite´ 2). Le comite´ 1 repre´sente tous les
analyseurs sauf le meilleur (LTH) et le comite´ 2 repre´sente tous les analyseurs sauf le moins
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bon des analyseurs base´s sur les transitions (Ensemble).
Plusieurs autres combinaisons d’analyseurs ont e´te´ teste´es de fac¸on empirique, mais ce
sont ces deux combinaisons qui ont produit les re´sultats les plus repre´sentatifs de l’ensemble
et qui nous permettront de mieux expliquer nos observations. Effectivement, durant nos es-
sais, nous avons vu que les comite´s de cinq analyseurs sont ceux qui produisent les re´sultats
les plus inte´ressants et ces deux comite´s repre´sentent les bornes infe´rieures et supe´rieures de
ces comite´s inte´ressants de cinq analyseurs. Nous e´valuons donc la performance de ces deux
comite´s sur chacune des combinaisons possibles de techniques de vote et de reconstruction.
Il est a` noter que nous avons vite re´alise´ empiriquement que le comite´ constitue´ des six
analyseurs ne produit pas les meilleurs re´sultats. Nous pensons que ceci serait duˆ au fait
que la pre´sence de quatre analyseurs base´s sur les transitions dans le meˆme comite´ diminue
grandement le gain de performance provenant de la varie´te´ algorithmique.
Nous avons trois techniques de vote et trois techniques de reconstruction, ce qui nous
donne neuf possibilite´s de combinaison. Il est a` noter que la possibilite´ de ne pas reconstruire
l’arbre est aussi une technique de reconstruction. Par contre, nous voulons toujours produire
des arbres syntaxiques valides, donc ces re´sultats ne nous inte´ressent pas, meˆme s’ils sont
e´value´s.
La performance de ces combinaisons de techniques est e´value´e sur six jeux de donne´es
diffe´rents. Ces jeux de donne´es sont en fait les six paires de corpus possibles avec nos trois
corpus. La raison pour laquelle nous ne´cessitons une paire de corpus est que nous utilisons
d’abord un premier corpus pour ajuster les ponde´rations de vote et ensuite un deuxie`me
corpus pour valider que la combinaison de vote ponde´re´ par cate´gorie syntaxique et de re-
construction par MST est bien la meilleure.
Les re´sultats de´taille´s de la performance de chaque combinaison se retrouvent dans l’An-
nexe B. Dans les Tableaux 8.2 et 8.2, soit une pour le premier comite´ et une autre pour le
second, nous retrouvons la meilleure combinaison pour chaque jeu de donne´es.
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Tableau 8.2 E´valuation des performances du comboParser en fonction des strate´gies de vote
et de reconstruction pour le comite´ 1
Entraˆınement Validation Vote Reconstruction UAS
A B Ponde´re´ UAS MST 90,75
A C Ponde´re´ UAS MST 90,72
B A Ponde´re´ POS MST 91,90
B C Ponde´re´ POS MST 90,78
C A Ponde´re´ POS MST 91,91
C B Ponde´re´ POS MST 91,54
Tableau 8.3 E´valuation des performances du comboParser en fonction des strate´gies de vote
et de reconstruction pour le comite´ 2
Entraˆınement Validation Vote Reconstruction UAS
A B Ponde´re´ POS MST 91,56
A C Ponde´re´ POS MST 91,54
B A Ponde´re´ POS MST 92,96
B C Ponde´re´ POS MST 91,58
C A Ponde´re´ POS MST 92,97
C B Ponde´re´ UAS Meilleur 92,14
Nous remarquons que 9 fois sur 12, la meilleure technique de vote a e´te´ la technique de
vote ponde´re´ par cate´gorie syntaxique, ce qui re´pond a` notre crite`re. Quant a` la technique de
reconstruction par MST, elle a e´te´ supe´rieure a` la technique de reconstruction par meilleur
analyseur 11 fois sur 12. Ici, nous pre´sentons seulement les re´sultats de deux comite´s, mais
dans l’ensemble de nos expe´rimentations empiriques, cette combinaison de technique de vote
et de reconstruction a toujours montre´ des re´sultats tre`s inte´ressants.
8.3 Re´sultats de l’analyseur combinatoire en fonction des comite´s
Puisque nous avons isole´ la technique de vote et de reconstruction qui pre´sente les meilleurs
re´sultats, nous pouvons de´sormais faire une batterie d’expe´rimentations pour tester exhausti-
vement les performances de tous les comite´s de vote possibles. Tel qu’explique´ a` la Section 7.5,
nous faisons de la validation croise´e afin de nous assurer d’avoir des re´sultats sans biais.
Pour chaque exe´cution de comboParser, soit pour chaque e´tape de se´lection et validation,
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nous devons analyser le corpus en entre´e avec toutes les combinaisons d’analyseurs. Mathe´-














= 20 + 15 + 6 = 41 comite´s diffe´rents de 3 a` 5
analyseurs.
Ces 41 combinaisons sont toutes teste´es avec la technique de votes ponde´re´s par cate´gorie
syntaxique et avec la reconstruction de seconde analyse (MST). Nous essayons toutes ces
combinaisons 12 fois, soit une fois pour la se´lection et une fois pour la validation et ce, pour
les 6 phases de la validation croise´e (tableau 6.2). Nous voulons trouver deux comite´s, soit le
plus performant avec LTH et le plus performant sans LTH, comme explique´ a` la Section 7.5.
Il y a 41 possibilite´s de comite´s, mais quand nous excluons LTH des analyseurs potentiels, il
y en a seulement 16.
Pour valider le comite´ trouve´ durant l’e´tape de se´lection, nous nous assurons que ce meˆme
comite´ est encore dans les 3 meilleurs comite´s durant l’e´tape de la validation. Donc, durant
la validation, nous identifions le rang du comite´ trouve´ durant l’e´tape de se´lection, soit sur
41 pour le meilleur comite´ avec LTH, soit sur 16 pour le meilleur comite´ sans LTH. Nous
identifions aussi le gain de performance (∆) pour chacun des meilleurs comite´s.
Les re´sultats sont pre´sente´s dans les deux tableaux suivants, soit un pour le comite´ le
plus performant avec LTH et le plus performant sans LTH. La colonne E repre´sente le corpus
d’entraˆınement, la colonne S le corpus de se´lection et la colonne V le corpus de validation.
Nous pre´sentons le meilleur comite´ ainsi que son UAS. Ensuite, nous retrouvons la colonne
repre´sentant la performance du meilleur analyseur sur le corpus de se´lection ainsi que le gain
de performance (∆). Nous donnons aussi la performance (UAS) sur le corpus de validation
du comite´ gagnant dans la colonne ”UAS validation”. Finalement, nous indiquons le rang
auquel s’est classe´ le comite´ parmi toutes les combinaisons sur le corpus de validation. Les
re´sultats exhaustifs de la performance de chaque comite´ sont pre´sente´s dans l’Annexe C.
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Tableau 8.4 E´valuation des comite´s les plus performants sans LTH
E S V Meilleur comite´ UAS UAS ∆ UAS Rang
combo MST validation (sur 16)
A B C stanford-ensemble-idp-desr-mst 91,58 89,29 2,29 90,7 1
A C B stanford-ensemble-idp-desr-mst 90,7 88,58 2,12 91,58 1
B A C stanford-ensemble-idp-desr-mst 91,85 90,35 1,5 90,79 1
B C A stanford-ensemble-idp-desr-mst 90,79 88,58 2,21 91,85 1
C A B stanford-ensemble-idp-desr-mst 91,91 90,35 1,56 91,58 1
C B A stanford-ensemble-idp-desr-mst 91,58 89,29 2,26 91,91 1
MOYENNE : 1,99 1
Tableau 8.5 E´valuation des comite´s les plus performants avec LTH
E S V Meilleur comite´ UAS UAS ∆ UAS Rang validation
combo LTH validation (sur 41)
A B C stanford-desr-mst-lth 92,29 91,53 0,76 91,52 2
A C B stanford-idp-desr-mst-lth 91,55 91,14 0,41 92,02 3
B A C stanford-idp-desr-mst-lth 92,95 92,62 0,33 91,61 1
B C A stanford-idp-desr-mst-lth 91,61 91,14 0,47 92,95 1
C A B stanford-idp-desr-mst-lth 92,98 92,62 0,36 92,06 2
C B A stanford-desr-mst-lth 92,29 91,53 0,76 92,94 2
MOYENNE : 0,52 1,83
Le comite´ le plus performant avec LTH est Stanford-IDP-DeSR-MSTParser-LTH. Effecti-
vement, 4 fois sur 6, il est le comite´ identifie´ durant la phase de se´lection et son rang durant la
validation n’est jamais plus bas que 3e sur 41. Pour le comite´ sans LTH, nous avons identifie´
le comite´ de Stanford-Ensemble-IDP-DeSR-MSTParser comme le meilleur comite´. Il a tou-
jours e´te´ identifie´ comme le meilleur comite´ durant la se´lection et a toujours e´te´ le meilleur
comite´ durant la validation aussi.
8.4 Analyse des re´sultats
8.4.1 Performance
Trouver un analyseur avec une performance de plus de 90% (91,76% pour eˆtre plus spe´ci-
fique) ne faisait pas parti de nos attentes initiales. Le meilleur gain de performance obtenu est
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en moyenne de 0,50% avec LTH dans le comite´. Il est tre`s difficile d’aller chercher plus de gain
de performance lorsque nous sommes de´ja` au-dela` des 90% de performance. Nous pensons que
cet analyseur est possiblement biaise´ par rapport au corpus CoNLL, sans pouvoir le confirmer.
Ne´anmoins, il est normal que nous n’ayons pas atteint nos attentes de gain de 2 a` 3%,
car, comme mentionne´ pre´ce´demment, notre hypothe`se s’appliquait pour les analyseurs de
75 a` 90%, mais pas un analyseur avec au-dela` de 90% de performance pratique. Par contre,
dans l’optique ou` nous cherchons un gain de performance de 2 a` 3% pour des analyseurs se
situant entre 75 et 90% de UAS, nous re´pondons pleinement a` notre objectif.
En effet, pour le meilleur comite´ possible excluant LTH, nous obtenons un gain moyen de
2%. Le meilleur analyseur de ce comite´, MSTParser, a une performance moyenne de 89,41%.
Nous pensons donc que nos techniques combinatoires confirment l’hypothe`se H1.
8.4.2 Apport de la varie´te´ algorithmique des analyseurs
Si nous regardons le Tableau 8.3, nous pouvons constater que le meilleur comite´ est consti-
tue´ de quatre analyseurs principalement et avec LTH comme meilleur analyseur, ce dernier
dominant en performance individuelle. Ensuite, le comite´ est constitue´ d’un analyseur base´
sur les graphes (MSTParser), un analyseur base´ sur les transitions (DeSR) et un analyseur
base´ sur les grammaires (Stanford). Finalement, 4 fois sur 6, IDP est aussi pre´sent dans ce
comite´.
Ces donne´es semblent supporter l’hypothe`se H3, qui supposait que l’utilisation d’une va-
rie´te´ d’analyseurs base´s sur des strate´gies d’analyse diffe´rentes e´tait une bonne approche au
lieu de seulement se concentrer sur les analyseurs les plus performants. Pour ajouter du poids
a` cette observation, nous pouvons aussi observer que Stanford est pre´sent dans les six co-
mite´s alors qu’Ensemble n’y est jamais pre´sent. Ceci est contre-intuitif puisqu’Ensemble est
beaucoup plus dominant en performance (85,04%) que Stanford (75,04%).
Toutefois, ceci confirmerait que la performance individuelle des analyseurs est importante,
mais la pre´sence d’un analyseur utilisant la meˆme strate´gie d’analyse dans le comite´ ame`ne
un imponde´rable par rapport a` l’importance accorde´e a` la performance durant la se´lection de
l’analyseur suivant. Ainsi, l’analyseur Ensemble e´tant le moins bon des trois analyseurs base´s
sur les transitions, soit Ensemble, IDP et DeSR, mais tout de meˆme supe´rieur en performance
a` Stanford, est souvent ignore´ au de´pend de ce dernier de´pendamment des analyseurs se´lec-
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tionne´s pre´ce´demment. De plus, encore selon le Tableau 8.3, Stanford a meˆme e´te´ pre´sent
dans des comite´s ou` IDP (UAS de 86,97%) n’y figurait pas, ce qui est encore plus surprenant.




Nos travaux ont amene´ des avancements significatifs, mais nous pensons qu’il y a moyen
d’explorer encore plus en profondeur quelques pistes identifie´es durant nos expe´rimentations.
Effectivement, en produisant des statistiques de´taille´es, nous avons trouve´ quelques pistes
potentielles pour des travaux futurs traitant de l’ame´lioration d’analyseurs syntaxiques.
9.1 Traitement des votes minoritaires
Durant l’analyse des re´sultats, nous en sommes arrive´s a` la conclusion que dans un grand
nombre de sorties errone´es, des votes minoritaires corrects avaient e´te´ place´s pour la bonne
teˆte de de´pendance. Par conse´quent, nous pensons que des travaux peuvent eˆtre effectue´s
pour chercher un gain de performance a` ce niveau. Dans le cas de la performance maximale
obtenue, soit 92,66% avec le comite´ Stanford-DeSR-MST-LTH, un analyseur avait trouve´ la
bonne re´ponse dans 32,11% des analyses errone´es (2856/4207 mots errone´s). Donc, ceci nous
ame`ne a` un potentiel d’environ 95%.
Nous sugge´rerions une approche de renforcement plutoˆt que de nouvelles strate´gies de
fusion. Effectivement, nous ferions voter les analyseurs comme nous le faisons actuellement,
mais graˆce a` une meilleure utilisation du contexte linguistique, nous ferions des interventions
durant le vote pour ajouter du poids aux votes minoritaires dans certaines situations.
Par exemple, si nous savons qu’une re´ponse est toujours correcte lorsque Stanford et LTH
votent tous les deux pour la meˆme teˆte pour un mot de la cate´gorie syntaxique DET, alors
nous pouvons renverser la de´cision du comite´ avec un veto. En re´ussissant a` identifier les
contextes dans lesquels nous pouvons renverser la de´cision du comite´ en fonction des votes
minoritaires, nous pourrions nous approcher du potentiel de 95%.
9.2 Apprentissage automatise´
Dans nos expe´rimentations, nous avons e´tabli que le vote ponde´re´ par cate´gorie syn-
taxique, un raffinement du vote ponde´re´ par UAS, e´tait plus pre´cis. Ceci nous a prouve´ qu’il
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y a moyen d’utiliser le contexte linguistique pour ame´liorer la pre´cision de l’analyseur. De
plus, comme mentionne´ pre´ce´demment, avec un meilleur traitement des votes minoritaires,
nous pourrions nous approcher du potentiel de 95%.
Nous sugge´rons d’injecter dans l’algorithme des variables modificatrices qui augmentent
le taux de confiance pour certaines teˆtes candidates en fonction de la combinaison spe´cifique
des analyseurs ayant vote´ pour cette teˆte ainsi que de la cate´gorie syntaxique du mot sur
lequel nous votons.
Pour ce faire, nous avons de´ja` mis en place un syste`me de production de sorties binaires,
repre´sentant pour chaque vote la cate´gorie syntaxique du mot et les analyseurs ayant vote´
pour la bonne re´ponse. Nous pensons qu’en ge´ne´rant une adaptation de ces sorties avec un
corpus d’entraˆınement, nous pourrions extrapoler la valeur des facteurs a` injecter et ensuite
re´pe´ter le processus avec les nouvelles variables modificatrices jusqu’a` ce que nous nous sta-
bilisions vers un gain de performance satisfaisant.
Nous pensons que l’approche d’apprentissage AdaBoost (Freund et Schapire, 1995) pour-
rait eˆtre tre`s inte´ressante pour notre proble`me. Tout d’abord, nous faisons analyser un corpus
d’entraˆınement par tous les analyseurs. Ensuite, les re´sultats sont se´pare´s en jeux de donne´es
selon la cate´gorie syntaxique du mot analyse´ puisque la structure de phrase nous importe
peu pour l’apprentissage des variables modificatrices.
Ensuite, graˆce a` l’approche AdaBoost, les nouvelles valeurs des variables modificatrices
sont apprises en fonction des analyseurs ayant vote´ pour la bonne teˆte. Nous nous devons
donc faire n apprentissages AdaBoost de k ite´rations, ou` n est le nombre de cate´gories syn-
taxiques et k le nombre d’analyseurs.
9.3 Tests sur d’autres corpus
Comme il a e´te´ mentionne´ pre´ce´demment, quelques-uns des analyseurs du comite´ ont
e´te´ entraine´s statistiquement sur la partie d’entraˆınement du corpus CoNLL, ce qui entraˆıne
l’hypothe`se qu’un biais statistique est peut-eˆtre pre´sent. Pour confirmer ou infirmer ce doute
pre´sent, nous voulons e´valuer les performances sur d’autres corpus. Lors de la re´daction de





Tout d’abord, nous avons e´te´ satisfaits de la performance des meilleurs analyseurs trou-
ve´s. Nous avons vu dans la litte´rature que la plupart des analyseurs performants se situaient
entre 85 et 90%. Apre`s nos tests pratiques, cinq d’entre eux se situaient au minimum dans
cet intervalle the´orique.
Par la suite, nos re´sultats pre´liminaires nous ont tout de suite indique´ qu’il e´tait possible
d’obtenir un gain de performance avec les techniques combinatoires. Ces re´sultats ont e´te´
obtenus empiriquement tre`s toˆt dans le cheminement et nous ont encourage´ a` explorer les
diffe´rentes combinaisons de techniques et comite´s possibles.
Toutefois, dans un faible pourcentage des cas, nous avons re´alise´ que les re´sultats produits
n’e´taient pas des arbres bien forme´s. Nous avons donc teste´ les techniques de reconstruction
d’arbre, au de´pend d’une perte faible du gain de performance.
Apre`s avoir essaye´ d’imple´menter quelques algorithmes de reconstruction classiques, nous
en sommes venus a` la conclusion qu’il e´tait possible de garder des gains de performance
inte´ressants tout en assurant des arbres bien forme´s graˆce a` l’algorithme d’Edmonds. Nous
confirmons ainsi l’hypothe`se que nous pouvons produire des arbres bien forme´s tout en faisant
une fusion d’analyseurs (hypothe`se H2).
Apre`s plusieurs tests empiriques sur diffe´rents comite´s, nous avons de´termine´ que la
meilleure technique de fusion e´tait le vote ponde´re´ par cate´gorie syntaxique. Le meilleur
gain de performance avec LTH pre´sent dans le comite´ est d’environ 0,5%. Ce re´sultat semble
faible, mais pour un analyseur avec une performance d’environ 92%, c’est un gain conside´-
rable. Ne´anmoins, comme LTH est un analyseur qui est tre`s dominant et que nous n’avons
pas pu re´ussir a` identifier son biais d’entraˆınement, nous conside´rons aussi le meilleur gain de
performance sans sa pre´sence dans le comite´, dans le cas ou` les performances de LTH chutent
radicalement dans un contexte hors-CoNLL.
Nous obtenons un gain de performance d’environ 2% pour un comite´ forme´ d’analyseurs
se situant 75 et 90% de performance, tel que suppose´ dans l’hypothe`se H1. Le comite´ pro-
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duisant ce re´sultat est constitue´ des cinq analyseurs dans cet intervalle, soit Stanford, DeSR,
Ensemble et MSTParser. Ce gain repre´sente une diminution du taux d’erreur d’environ 20%.
Nous avons aussi e´tudie´ l’apport de la varie´te´ algorithmique des analyseurs. Dans nos ex-
pe´rimentations, nous avons vu qu’un comite´ comprenant Stanford au lieu d’Ensemble offrait
de meilleures performances que le meˆme comite´ avec Ensemble. Ce qui est surprenant est que
Stanford, analyseur base´ sur les grammaires avec environ 75% de performance, ait e´te´ choisi
au lieu de Ensemble ou IDP, les deux offrant des performances entre 85 et 90%, mais de type
base´ sur les transitions (comme DeSR).
Ce phe´nome`ne se retrouve souvent et nous avons e´tudie´ le nombre de fois ou` Stanford
a e´te´ pre´fe´re´ a` Ensemble. Ceci nous a permis de conclure qu’une varie´te´ algorithmique des
analyseurs du comite´ apporte un gain de performance plus significatif qu’uniquement utiliser
des analyseurs tre`s performants, mais de meˆme type d’analyse (comme suppose´ dans l’hypo-
the`se H2).
En re´sume´, nos travaux nous ont permis de confirmer nos hypothe`ses initiales et de tirer
des conclusions inte´ressantes. Notre banc d’expe´rimentation flexible permettra a` de futurs
chercheurs de creuser encore plus les techniques de fusion, d’inse´rer de nouveaux analyseurs
performants qui apparaissent dans le domaine ou meˆme de tester des techniques de peaufi-
nage statistique pour la ponde´ration des analyseurs.
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ANNEXE A
Performance individuelle de´taille´e des analyseurs
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Tableau A.1 Performance en fonction de la cate´gorie syntaxique (POS) de l’analyseur Stan-
ford
POS Corpus A Corpus B Corpus C
NN 81 81 81
IN 74 74 72
NNP 59 55 62
DT 91 91 91
NNS 82 79 81
JJ 82 82 83
, 67 68 68
. 95 90 93
CD 74 70 73
RB 73 71 70
VBD 80 76 77
VB 96 94 92
VBZ 78 72 74
CC 61 62 62
VBN 88 86 85
TO 78 77 79
PRP 97 96 93
VBP 71 71 74
VBG 83 78 79
HYPH 5 3 2
“ 77 73 71
” 84 77 74
MD 75 72 73
POS 0 1 1
: 53 47 53
PRP$ 93 94 96
$ 84 84 82
WDT 9 9 11
RBR 49 67 54
RP 92 93 96
JJR 76 71 66
WRB 8 5 48
WP 6 9 78
JJS 79 80 90
( 12 29 81
) 15 11 70
RBS 77 77 86
EX 100 100 100
PDT 100 75 83
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Tableau A.2 Performance en fonction de la cate´gorie syntaxique (POS) de l’analyseur En-
semble
POS Corpus A Corpus B Corpus C
NN 88 88 86
IN 81 83 81
NNP 88 86 86
DT 92 91 92
NNS 90 87 89
JJ 88 87 87
, 74 71 71
. 91 88 88
CD 88 87 89
RB 84 83 81
VBD 90 87 88
VB 98 98 98
VBZ 87 88 87
CC 79 76 74
VBN 89 90 88
TO 85 84 85
PRP 99 98 98
VBP 88 85 88
VBG 85 82 83
HYPH 18 12 13
“ 75 76 71
” 81 76 76
MD 86 88 80
POS 99 98 98
: 45 68 44
PRP$ 89 92 94
$ 91 93 94
WDT 96 97 94
RBR 71 71 78
RP 92 93 93
JJR 82 78 75
WRB 56 63 48
WP 87 78 78
JJS 87 89 90
( 81 84 81
) 65 71 70
RBS 77 86 86
EX 100 100 100
PDT 100 75 83
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Tableau A.3 Performance en fonction de la cate´gorie syntaxique (POS) de l’analyseur IDP
POS Corpus A Corpus B Corpus C
NN 88 91 91
IN 81 79 78
NNP 88 85 87
DT 92 96 96
NNS 90 90 91
JJ 88 90 92
, 74 70 74
. 91 87 90
CD 88 91 91
RB 84 77 75
VBD 90 89 89
VB 98 97 87
VBZ 87 88 90
CC 79 77 76
VBN 89 88 87
TO 85 80 80
PRP 99 98 98
VBP 88 85 91
VBG 85 77 77
HYPH 18 97 94
“ 75 70 67
” 81 81 74
MD 86 88 86
POS 99 97 98
: 45 60 48
PRP$ 89 96 97
$ 91 90 91
WDT 96 95 91
RBR 71 71 71
RP 92 95 92
JJR 82 79 86
WRB 56 59 46
WP 87 70 81
JJS 87 91 85
( 81 71 85
) 65 64 87
RBS 77 91 97
EX 100 100 100
PDT 100 63 79
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Tableau A.4 Performance en fonction de la cate´gorie syntaxique (POS) de l’analyseur DeSR
POS Corpus A Corpus B Corpus C
NN 93 93 92
IN 81 83 81
NNP 92 91 90
DT 97 97 96
NNS 92 90 91
JJ 94 93 94
, 74 73 72
. 89 85 85
CD 93 92 92
RB 86 85 82
VBD 89 87 87
VB 98 97 95
VBZ 86 85 86
CC 80 80 74
VBN 91 90 88
TO 84 87 84
PRP 99 99 99
VBP 84 85 83
VBG 84 83 81
HYPH 98 99 97
“ 61 63 63
” 71 77 70
MD 85 84 79
POS 99 99 98
: 45 60 49
PRP$ 97 97 98
$ 94 95 95
WDT 96 97 94
RBR 80 81 79
RP 95 92 95
JJR 83 81 82
WRB 77 72 67
WP 89 85 79
JJS 97 93 95
( 69 80 76
) 62 78 74
RBS 77 91 94
EX 100 100 97
PDT 100 88 75
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Tableau A.5 Performance en fonction de la cate´gorie syntaxique (POS) de l’analyseur MST-
Parser
POS Corpus A Corpus B Corpus C
NN 93 93 92
IN 84 82 82
NNP 91 91 88
DT 97 97 96
NNS 92 91 91
JJ 94 92 94
, 77 75 74
. 96 91 92
CD 92 92 93
RB 84 84 82
VBD 92 90 89
VB 99 98 98
VBZ 91 87 90
CC 83 80 79
VBN 92 91 88
TO 86 88 87
PRP 99 98 98
VBP 88 87 87
VBG 86 84 83
HYPH 97 98 96
“ 81 76 75
” 89 83 78
MD 90 84 87
POS 98 99 98
: 53 69 44
PRP$ 98 97 99
$ 96 90 96
WDT 93 96 94
RBR 79 79 80
RP 94 95 98
JJR 85 82 86
WRB 66 63 64
WP 92 78 85
JJS 92 96 90
( 62 78 81
) 69 78 68
RBS 84 97 94
EX 100 100 97
PDT 88 69 96
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Tableau A.6 Performance en fonction de la cate´gorie syntaxique (POS) de l’analyseur LTH
POS Corpus A Corpus B Corpus C
NN 95 95 93
IN 87 85 95
NNP 93 91 91
DT 98 97 97
NNS 94 94 94
JJ 94 94 95
, 81 81 81
. 97 95 94
CD 92 93 93
RB 88 86 85
VBD 96 95 93
VB 99 99 99
VBZ 95 92 94
CC 87 86 85
VBN 95 94 93
TO 89 91 90
PRP 100 99 98
VBP 92 94 95
VBG 90 87 89
HYPH 98 98 97
“ 81 75 77
” 86 84 78
MD 96 91 89
POS 99 99 98
: 60 74 56
PRP$ 97 97 100
$ 97 95 95
WDT 96 99 97
RBR 76 76 67
RP 94 94 98
JJR 90 89 88
WRB 86 78 78
WP 94 80 85
JJS 97 98 98
( 69 80 81
) 69 76 74
RBS 90 94 89
EX 100 100 100
PDT 100 81 83
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Tableau B.1 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur le corpus
A et teste´e sur le corpus B
Strategy Repair Name UAS BPName BPUAS Delta
vote reparse stanford-lth-idp-desr-mst 91,49 lth 91,53 -0,04
vote best stanford-lth-idp-desr-mst 91,53 lth 91,53 0
weighted best stanford-lth-idp-desr-mst 91,53 lth 91,53 0
weighted reparse stanford-lth-idp-desr-mst 91,53 lth 91,53 0
pos best stanford-lth-idp-desr-mst 91,54 lth 91,53 0,01
pos reparse stanford-lth-idp-desr-mst 91,56 lth 91,53 0,03
vote best stanford-ensemble-idp-desr-mst 90,4 mst 89,29 1,11
weighted best stanford-ensemble-idp-desr-mst 90,57 mst 89,29 1,28
vote reparse stanford-ensemble-idp-desr-mst 90,57 mst 89,29 1,28
pos best stanford-ensemble-idp-desr-mst 90,59 mst 89,29 1,3
pos reparse stanford-ensemble-idp-desr-mst 90,68 mst 89,29 1,39
weighted reparse stanford-ensemble-idp-desr-mst 90,75 mst 89,29 1,46
Tableau B.2 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur le corpus
A et teste´e sur le corpus C
Strategy Repair Name UAS BPName BPUAS Delta
vote reparse stanford-lth-idp-desr-mst 91,48 lth 91,14 0,34
weighted best stanford-lth-idp-desr-mst 91,53 lth 91,14 0,39
weighted reparse stanford-lth-idp-desr-mst 91,53 lth 91,14 0,39
vote best stanford-lth-idp-desr-mst 91,53 lth 91,14 0,39
pos best stanford-lth-idp-desr-mst 91,54 lth 91,14 0,4
pos reparse stanford-lth-idp-desr-mst 91,54 lth 91,14 0,4
vote best stanford-ensemble-idp-desr-mst 90,4 mst 88,58 1,82
vote reparse stanford-ensemble-idp-desr-mst 90,56 mst 88,58 1,98
weighted best stanford-ensemble-idp-desr-mst 90,57 mst 88,58 1,99
pos best stanford-ensemble-idp-desr-mst 90,59 mst 88,58 2,01
pos reparse stanford-ensemble-idp-desr-mst 90,69 mst 88,58 2,11
weighted reparse stanford-ensemble-idp-desr-mst 90,72 mst 88,58 2,14
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Tableau B.3 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur le corpus
B et teste´e sur le corpus A
Strategy Repair Name UAS BPName BPUAS Delta
vote best stanford-lth-idp-desr-mst 92,74 lth 92,62 0,12
weighted best stanford-lth-idp-desr-mst 92,79 lth 92,62 0,17
vote reparse stanford-lth-idp-desr-mst 92,81 lth 92,62 0,19
pos best stanford-lth-idp-desr-mst 92,87 lth 92,62 0,25
weighted reparse stanford-lth-idp-desr-mst 92,88 lth 92,62 0,26
pos reparse stanford-lth-idp-desr-mst 92,96 lth 92,62 0,34
vote best stanford-ensemble-idp-desr-mst 91,63 mst 90,35 1,28
pos best stanford-ensemble-idp-desr-mst 91,69 mst 90,35 1,34
weighted best stanford-ensemble-idp-desr-mst 91,69 mst 90,35 1,34
vote reparse stanford-ensemble-idp-desr-mst 91,73 mst 90,35 1,38
weighted reparse stanford-ensemble-idp-desr-mst 91,89 mst 90,35 1,54
pos reparse stanford-ensemble-idp-desr-mst 91,9 mst 90,35 1,55
Tableau B.4 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur le corpus
B et teste´e sur le corpus C
Strategy Repair Name UAS BPName BPUAS Delta
vote best stanford-lth-idp-desr-mst 91,14 lth 91,14 0
weighted best stanford-lth-idp-desr-mst 91,14 lth 91,14 0
pos best stanford-lth-idp-desr-mst 91,55 lth 91,14 0,41
weighted reparse stanford-lth-idp-desr-mst 91,55 lth 91,14 0,41
vote reparse stanford-lth-idp-desr-mst 91,56 lth 91,14 0,42
pos reparse stanford-lth-idp-desr-mst 91,58 lth 91,14 0,44
vote best stanford-ensemble-idp-desr-mst 90,4 mst 88,58 1,82
weighted best stanford-ensemble-idp-desr-mst 90,57 mst 88,58 1,99
vote reparse stanford-ensemble-idp-desr-mst 90,59 mst 88,58 2,01
pos best stanford-ensemble-idp-desr-mst 90,6 mst 88,58 2,02
weighted reparse stanford-ensemble-idp-desr-mst 90,76 mst 88,58 2,18
pos reparse stanford-ensemble-idp-desr-mst 90,78 mst 88,58 2,2
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Tableau B.5 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur le corpus
C et teste´e sur le corpus A
Strategy Repair Name UAS BPName BPUAS Delta
vote best stanford-lth-idp-desr-mst 92,74 lth 92,62 0,12
vote reparse stanford-lth-idp-desr-mst 92,79 lth 92,62 0,17
weighted best stanford-lth-idp-desr-mst 92,79 lth 92,62 0,17
weighted reparse stanford-lth-idp-desr-mst 92,87 lth 92,62 0,25
pos best stanford-lth-idp-desr-mst 92,89 lth 92,62 0,27
pos reparse stanford-lth-idp-desr-mst 92,97 lth 92,62 0,35
vote best stanford-ensemble-idp-desr-mst 91,63 mst 90,35 1,28
weighted best stanford-ensemble-idp-desr-mst 91,69 mst 90,35 1,34
pos best stanford-ensemble-idp-desr-mst 91,72 mst 90,35 1,37
vote reparse stanford-ensemble-idp-desr-mst 91,77 mst 90,35 1,42
weighted reparse stanford-ensemble-idp-desr-mst 91,9 mst 90,35 1,55
pos reparse stanford-ensemble-idp-desr-mst 91,91 mst 90,35 1,56
Tableau B.6 Performance des diffe´rentes combinaisons de techniques, entraˆıne´es sur le corpus
C et teste´e sur le corpus B
Strategy Repair Name UAS BPName BPUAS Delta
vote reparse stanford-lth-idp-desr-mst 91,97 lth 91,53 0,44
vote best stanford-lth-idp-desr-mst 92 lth 91,53 0,47
weighted reparse stanford-lth-idp-desr-mst 92,02 lth 91,53 0,49
weighted best stanford-lth-idp-desr-mst 92,09 lth 91,53 0,56
pos reparse stanford-lth-idp-desr-mst 92,1 lth 91,53 0,57
weighted none stanford-lth-idp-desr-mst 92,11 lth 91,53 0,58
pos best stanford-lth-idp-desr-mst 92,14 lth 91,53 0,61
vote best stanford-ensemble-idp-desr-mst 91,2 mst 89,29 1,91
vote reparse stanford-ensemble-idp-desr-mst 91,3 mst 89,29 2,01
pos best stanford-ensemble-idp-desr-mst 91,42 mst 89,29 2,13
weighted best stanford-ensemble-idp-desr-mst 91,43 mst 89,29 2,14
pos reparse stanford-ensemble-idp-desr-mst 91,54 mst 89,29 2,25
weighted reparse stanford-ensemble-idp-desr-mst 91,54 mst 89,29 2,25
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Tableau C.1 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus A, teste´s sur le corpus
B
Name UAS Bad Trees BPUAS Delta
stanford-ensemble-idp-mst 4 89,29 92 89,29 0
stanford-ensemble-idp-desr 4 90,46 99 88,55 1,91
ensemble-idp-desr-mst 4 91,17 93 89,29 1,88
stanford-ensemble-desr-mst 4 91,18 94 89,29 1,89
stanford-idp-desr-mst 4 91,31 87 89,29 2,02
stanford-ensemble-idp-lth 4 91,34 59 91,53 -0,19
stanford-ensemble-desr-lth 4 91,57 64 91,53 0,04
stanford-ensemble-idp-desr-mst 5 91,58 86 89,29 2,29
ensemble-idp-mst-lth 4 91,65 57 91,53 0,12
ensemble-idp-desr-lth 4 91,66 49 91,53 0,13
stanford-ensemble-idp-mst-lth 5 91,67 62 91,53 0,14
stanford-ensemble-mst-lth 4 91,7 47 91,53 0,17
stanford-idp-mst-lth 4 91,81 50 91,53 0,28
stanford-idp-desr-lth 4 91,84 67 91,53 0,31
ensemble-idp-desr-mst-lth 5 91,92 60 91,53 0,39
ensemble-desr-mst-lth 4 91,94 49 91,53 0,41
stanford-ensemble-idp-desr-lth 5 91,96 53 91,53 0,43
idp-desr-mst-lth 4 92 63 91,53 0,47
stanford-ensemble-desr-mst-lth 5 92,02 50 91,53 0,49
stanford-idp-desr-mst-lth 5 92,08 61 91,53 0,55
stanford-desr-mst-lth 4 92,29 58 91,53 0,76
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Tableau C.2 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus A et teste´s sur le
corpus C
Name Size UAS BPName BPUAS Delta
stanford-ensemble-idp-desr 4 89,72 desr 87,62 2,1
stanford-ensemble-idp-mst 4 89,97 mst 88,58 1,39
stanford-ensemble-desr-mst 4 90,34 mst 88,58 1,76
stanford-idp-desr-mst 4 90,51 mst 88,58 1,93
ensemble-idp-desr-mst 4 90,54 mst 88,58 1,96
stanford-ensemble-idp-desr-mst 5 90,7 mst 88,58 2,12
stanford-ensemble-idp-lth 4 90,86 lth 91,14 -0,28
stanford-ensemble-desr-lth 4 90,93 lth 91,14 -0,21
stanford-ensemble-mst-lth 4 91,11 lth 91,14 -0,03
stanford-ensemble-idp-mst-lth 5 91,15 lth 91,14 0,01
ensemble-idp-desr-lth 4 91,17 lth 91,14 0,03
ensemble-idp-mst-lth 4 91,2 lth 91,14 0,06
stanford-idp-desr-lth 4 91,26 lth 91,14 0,12
stanford-idp-mst-lth 4 91,26 lth 91,14 0,12
ensemble-idp-desr-mst-lth 5 91,26 lth 91,14 0,12
ensemble-desr-mst-lth 4 91,29 lth 91,14 0,15
stanford-ensemble-idp-desr-lth 5 91,35 lth 91,14 0,21
stanford-ensemble-desr-mst-lth 5 91,43 lth 91,14 0,29
idp-desr-mst-lth 4 91,49 lth 91,14 0,35
stanford-desr-mst-lth 4 91,52 lth 91,14 0,38
stanford-idp-desr-mst-lth 5 91,55 lth 91,14 0,41
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Tableau C.3 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus B et teste´s sur le
corpus A
Name Size UAS BPName BPUAS Delta
stanford-ensemble-idp-desr 4 91,09 desr 89,01 2,08
stanford-ensemble-idp-mst 4 91,16 mst 90,35 0,81
ensemble-idp-desr-mst 4 91,59 mst 90,35 1,24
stanford-ensemble-desr-mst 4 91,73 mst 90,35 1,38
stanford-idp-desr-mst 4 91,79 mst 90,35 1,44
stanford-ensemble-idp-desr-mst 5 91,85 mst 90,35 1,5
stanford-ensemble-idp-lth 4 92,12 lth 92,62 -0,5
stanford-ensemble-desr-lth 4 92,24 lth 92,62 -0,38
ensemble-idp-desr-lth 4 92,34 lth 92,62 -0,28
stanford-ensemble-idp-desr-lth 5 92,41 lth 92,62 -0,21
ensemble-idp-desr-mst-lth 5 92,57 lth 92,62 -0,05
stanford-ensemble-idp-mst-lth 5 92,57 lth 92,62 -0,05
ensemble-idp-mst-lth 4 92,6 lth 92,62 -0,02
stanford-ensemble-mst-lth 4 92,6 lth 92,62 -0,02
stanford-idp-desr-lth 4 92,64 lth 92,62 0,02
stanford-idp-mst-lth 4 92,67 lth 92,62 0,05
stanford-ensemble-desr-mst-lth 5 92,71 lth 92,62 0,09
ensemble-desr-mst-lth 4 92,74 lth 92,62 0,12
idp-desr-mst-lth 4 92,91 lth 92,62 0,29
stanford-desr-mst-lth 4 92,94 lth 92,62 0,32
stanford-idp-desr-mst-lth 5 92,95 lth 92,62 0,33
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Tableau C.4 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus B et teste´s sur le
corpus C
Name Size UAS BPName BPUAS Delta
stanford-ensemble-idp-desr 4 89,81 desr 87,62 2,19
stanford-ensemble-idp-mst 4 89,89 mst 88,58 1,31
stanford-ensemble-desr-mst 4 90,34 mst 88,58 1,76
ensemble-idp-desr-mst 4 90,48 mst 88,58 1,9
stanford-idp-desr-mst 4 90,5 mst 88,58 1,92
stanford-ensemble-idp-desr-mst 5 90,79 mst 88,58 2,21
stanford-ensemble-idp-lth 4 90,9 lth 91,14 -0,24
stanford-ensemble-desr-lth 4 90,99 lth 91,14 -0,15
ensemble-idp-desr-lth 4 91,09 lth 91,14 -0,05
idp-desr-mst-lth 4 91,14 lth 91,14 0
stanford-ensemble-mst-lth 4 91,15 lth 91,14 0,01
stanford-ensemble-idp-mst-lth 5 91,18 lth 91,14 0,04
ensemble-idp-mst-lth 4 91,21 lth 91,14 0,07
stanford-idp-desr-lth 4 91,21 lth 91,14 0,07
stanford-idp-mst-lth 4 91,22 lth 91,14 0,08
ensemble-idp-desr-mst-lth 5 91,24 lth 91,14 0,1
ensemble-desr-mst-lth 4 91,27 lth 91,14 0,13
stanford-ensemble-idp-desr-lth 5 91,33 lth 91,14 0,19
stanford-ensemble-desr-mst-lth 5 91,43 lth 91,14 0,29
stanford-desr-mst-lth 4 91,48 lth 91,14 0,34
stanford-lth-idp-desr-mst 5 91,58 lth 91,14 0,44
stanford-idp-desr-mst-lth 5 91,61 lth 91,14 0,47
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Tableau C.5 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus C et teste´s sur le
corpus A
Name Size UAS BPName BPUAS Delta
stanford-ensemble-idp-desr 4 91,06 desr 89,01 2,05
stanford-ensemble-idp-mst 4 91,21 mst 90,35 0,86
ensemble-idp-desr-mst 4 91,55 mst 90,35 1,2
stanford-ensemble-desr-mst 4 91,64 mst 90,35 1,29
stanford-idp-desr-mst 4 91,77 mst 90,35 1,42
stanford-ensemble-idp-desr-mst 5 91,91 mst 90,35 1,56
stanford-ensemble-idp-lth 4 92,05 lth 92,62 -0,57
stanford-ensemble-desr-lth 4 92,28 lth 92,62 -0,34
ensemble-idp-desr-lth 4 92,34 lth 92,62 -0,28
stanford-ensemble-idp-desr-lth 5 92,38 lth 92,62 -0,24
ensemble-idp-desr-mst-lth 5 92,5 lth 92,62 -0,12
stanford-ensemble-idp-mst-lth 5 92,51 lth 92,62 -0,11
ensemble-idp-mst-lth 4 92,56 lth 92,62 -0,06
stanford-ensemble-mst-lth 4 92,56 lth 92,62 -0,06
stanford-idp-mst-lth 4 92,56 lth 92,62 -0,06
stanford-idp-desr-lth 4 92,65 lth 92,62 0,03
stanford-ensemble-desr-mst-lth 5 92,65 lth 92,62 0,03
ensemble-desr-mst-lth 4 92,71 lth 92,62 0,09
idp-desr-mst-lth 4 92,9 lth 92,62 0,28
stanford-desr-mst-lth 4 92,94 lth 92,62 0,32
stanford-idp-desr-mst-lth 5 92,98 lth 92,62 0,36
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Tableau C.6 Performance des diffe´rents comite´s, entraˆıne´s sur le corpus C et teste´s sur le
corpus B
Name Size UAS BPName BPUAS Delta
stanford-ensemble-idp-mst 4 90,41 mst 89,29 1,12
stanford-ensemble-idp-desr 4 90,45 desr 88,55 1,9
stanford-ensemble-desr-mst 4 91,16 mst 89,29 1,87
ensemble-idp-desr-mst 4 91,18 mst 89,29 1,89
stanford-ensemble-idp-lth 4 91,26 lth 91,53 -0,27
stanford-idp-desr-mst 4 91,26 mst 89,29 1,97
stanford-ensemble-desr-lth 4 91,5 lth 91,53 -0,03
ensemble-idp-mst-lth 4 91,57 lth 91,53 0,04
stanford-ensemble-idp-desr-mst 5 91,58 mst 89,29 2,29
stanford-ensemble-idp-mst-lth 5 91,62 lth 91,53 0,09
ensemble-idp-desr-lth 4 91,64 lth 91,53 0,11
stanford-ensemble-mst-lth 4 91,72 lth 91,53 0,19
stanford-idp-mst-lth 4 91,73 lth 91,53 0,2
stanford-idp-desr-lth 4 91,77 lth 91,53 0,24
ensemble-desr-mst-lth 4 91,8 lth 91,53 0,27
stanford-ensemble-idp-desr-lth 5 91,9 lth 91,53 0,37
ensemble-idp-desr-mst-lth 5 91,91 lth 91,53 0,38
stanford-ensemble-desr-mst-lth 5 91,94 lth 91,53 0,41
idp-desr-mst-lth 4 91,95 lth 91,53 0,42
stanford-idp-desr-mst-lth 5 92,06 lth 91,53 0,53
stanford-desr-mst-lth 4 92,29 lth 91,53 0,76
