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THE RASOI MODEL 1 
1.1 Introduation 
In the field of psychometrics two important approaches can be 
distinguished. Of these two classical test theory is the most widely 
known. The second approach, latent structure analysis, is of more 
recent date. Well known handbooks in the tradition of classical test 
theory are those of Gulliksen (1950), Guilford (1954) and Nunnally 
(1959). The book of Lord and iNovick (1968) also contains an exten-
sive treatment of the classical model. 
The basic framework of classical test theory is the general 
linear model (e.g. Bock and Wood (1971), Lunsden (1976)). Various 
kinds of regression techniques are used; multivariate analysis 
techniques and especially factor analysis are closely related to the 
classical model. 
In contrast to classical, statistical test theory, latent struc-
ture analysis aims at (in the terminology of Coombs, 1964) 'inferen-
tial classification of stimuli and persons', based on theoretical 
assumptions concerning the structure of test data and on theories 
of scaling and measuranent. 
The model introduced by Rasch (1960), known as the (dichotomous) 
Rasch model or the simple logistic model, will be the central theme 
of this study. The Rasch model belongs to the class of latent trait 
models, which class in turn belongs to the wider class of latent 
structure models. To get a good appreciation of the place of the 
Rasch model, it seems useful to pay some attention to latent struc-
ture theory in general. 
Without suggesting the existence of schools, one can say that in 
latent structure theory three mainstreams can be distinguished. To the 
first mainstream the name of Lazarsfeld is strongly associated. He was 
the first to develop latent structure analysis, the first publications 
on the subject matter date back to 1950 (Lazarsfeld, 1950a, 1950b). 
In latent structure analysis a distinction is made between (hypo­
thesized) latent variables and (observed) manifest variables. The 
latent class and latent profile models assme nominal latent variables 
and are therefore called qualitative models. Other models assume latent 
variables of at least ordinal level; these models are called quanti­
tative. In the research tradition initiated by Lazarsfeld the quali­
tative models get the bulk of the attention. Ihe book of Lazarsfeld 
and Henry (1968) gives an inventory of latent structure analysis up to 
that time. Again the qualitative models get the bulk of the attention, 
but also quantitative models such as latent distance analysis, the 
polynomial traceline model and the latent content model are discussed 
and even the models of Birnbaum (1958) and Rasch (1960) are referred 
to. 
The names of Bimbam and Lord are associated to the second line 
of research in latent structure theory. Birnbaum (1958) introduced a 
latent trait model based on the logistic probability function: 
exp iDa (ξ-σ ), 
r.CO = 1 . (1.1) 
1 + exp{Da (ξ-σ )} 
In this function σ is the item difficulty and α is the discrimina­
ting power; ς is the subject ability parameter. The constant D is a 
scaling factor that can be chosen freely. 
In his contribution to Lord and Novick (1968), Birnbaum (1968) 
also discusses the so called three parameter logistic model: 
expiDa (ζ-σ)} 
f, (О = У + (1-rJ i , (1.2) 
1 1 1
 1 + expíDa (ζ-σ )} 
where γ is a guessing parameter. The name three parameter logistic 
model stems from the fact that every item is characterized by three 
parameters. The probability function (1.1) is also called the two 
parameter logistic model. When the probability of a correct response 
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by mere guessing equals zero, the three parameter model (1.2) reduces 
to the two parameter model (1.1). Λ generalization of the Birnbaum 
model to more than two response categories was presented by Bock (1972). 
Lord (1952, 1953a, 1953b) drew attention to a latent trait model 
based on the normal ogive, that was originally introduced by Lawley 
(1943). 
Whereas one could say that Lazarsfeld had been inspired by the 
problems of attitude measurement, the second line of research is clear­
ly initiated from the field of ability measuranent. 
The third line of research and theorizing had been initiated by 
Rasch (1960, 1961, 1966a, 1966b, 1966c, 1966d). Independently of latent 
structure analysis, he developed a measurement theory for ability, 
which led to a model that is mathematically a special case of Bim-
baun's two parameter logistic model. However, the essential properties 
of the Rasch model, population independence and specific objectivity 
(see below), do not hold for the model of Birnbaum. Because of these 
very important properties and because of the fact that the model gave 
rise to an extensive body of generalizations (for instance the linear 
logistic models (e.g. Fischer, 1977) and the models for polychotomous 
data (e.g. Fischer, 1974a), this model fully deserves to be treated 
as a separate developnent. An integral presentation of the work in this 
area has been given by Fischer (1974a). Recently Hambleton et al. 
(1978) gave a survey of developucnts in latent trait theory. 
In terms of the classification system of Coombs (1964) latent 
structure models can be characterized as models for Q II data, pairs 
of elements from different sets. Typical observations are: subject ν 
solves item i, subject ν agrees with attitude statement i, symptom i 
is observed with subject ν etc. 
In his characterization of latent structure models Fischer 
(1974a) makes use of the concepts manifest behaviour versus latent 
structure, stochasticity and local stochastic independence. 
The distinction between latent and manifest behaviour is to 
some extent also apparent in classical test theory. In the basic 
equation of classical test theory: 
X = X,. + E (1.3) 
о t ч ' 
3 
the observed score X is the manifest behaviour, whereas it could be 
о 
argued that X t is from the latent level. This, however, could be argued 
to be somewhat farfetched, as the true score is defined as the expec­
tation of the observed score. Fxcept for the error component (E) there 
exists an equivalence relation between manifest behaviour and latent 
attribute. If it were not for the error term, classical test theory 
would have nothing to say, classical test theory is essentially an 
error theory. 
For latent structure analysis the relation between manifest and 
latent behaviour is given in its basic equation 
p(X = χ ii,ξ ) = f (ζ ) . (1.4) 
r
 vi vi' ' ν I V 
The probability that the manifest stochastic variable X takes the 
value x, given item ι and latent subject parameter ξ , is an item 
characteristic function m ξ . It is seen that here the distinction 
between the latent and manifest level is more explicit than it is in 
the case of classical test theory. 
Both the classical model and the latent structure model have 
also probabilistic properties. In the classical model the probabi­
listic element is introduced via the error conponent, whereas in 
latent structure theory the relation between manifest and latent 
variable itself is of a probabilistic nature. 
Because both the differentiation of manifest and latent behaviour 
and the probabilistic property apply to the classical model as well as 
to the latent structure model, although to a different extent, it may 
be wise to formulate the differences in another way. Morrison (1976) 
gives the following classification scheme of model types· 
- deterministic models 
- static models, deterministic models with simple random components 
- stochastic models. 
In this classification scheme classical test theory is definitely of 
the second type, whereas the latent structure model is of the sto­
chastic type. In this classification scheme both the relation between 
manifest and latent behaviour and the probabilistic properties of the 
models have been taken into account. 
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In all latent structure models it is assuned that for fixed latent 
structure (for fixed values of the model parameters) the manifest 
variables are stochastically independent. Because of the condition of 
fixed latent parameters, this type of independence is called local 
stochastic -independence. 
The mathematical formulation of the principle of local stochastic 
independence for two variables is: 
f {(xvi;i,çv)n(Xv;)|J,çv)}=f(xvi|1,çv)Jt f(xv:)|j,ev) . (1.5) 
Or m a more condensed form: 
f 1 ; j ( 0 = ^ ( ξ ) x fjC?) · (1.6) 
Extension to к variables then leads t o : 
к 
f(x[ç) = Π f ^ x j ç ) . (1.7) 
Local stochastic independence is implied by overall stochastic 
independence, the reverse, however, is not true as may be illustrated 
by the following example of a latent class structure. 
Example: 
On the manifest level there are two variables: 
X : variability of physical activity level 
+ = qbove a given nom 
- = below norm 
X : coherency of verbal behaviour 
+ = above norm 
- = below norm 
On the latent level a partitioning into schizophrenics (S) and 
non-schizophrenics (S) is supposed to be given. 
Let the latent structure be known and equal to: 
5 
p M i . S ) = .8 
P(+ÌJ,S) = .1 
p(+|i,S) = .4 
p(+|j,S) = .8 
I:or a group of 50 schizophrenics and a group of 50 non-schizophrenics, 
we expect the following contingency tables on the basis of local sto-
chastic independence: 
.02 
.18 
.20 
.08 
.72 
.80 
.10 
.90 
1.00 
Or in frequencies: 
.48 
.12 
.60 
.32 
.08 
.40 
.80 
.20 
1.00 
1 
9 
10 
4 
36 
40 
5 
45 
50 
24 
6 
30 
16 
4 
20 
40 
10 
50 
Within each group the cross product is equal to zero. The overall 
expected contingency table can be obtained by simmating over all 
values of the latent trait (see formula 1.8 belowj; this leads to: 
25 
15 
40 
20 
40 
60 
45 
55 
100 
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When the two latent classes arc taken together, dependence between the 
manifest variables can be observed; the correlation is equal to -.29. 
Of course in real life only the manifest contingency table will 
be known and the aim of a latent class analysis is to uncover as much 
latent information as possible. When indeed a partitioning has been 
found that gives rise to intra class independence, the classification 
is said to explain the association between the manifest variables. In 
the case of the above example the partitioning schizophrenics vs non-
schizophrenics explains the association between variability in physical 
activity level on the one hand and coherency of verbal behaviour on 
the other. 
Although the principle of local independence is very explicitly 
treated in latent structure models, this docs not imply that it is 
absent in the models of analysis associated to the classical model. In 
regression models the concept of a vanishing partial correlation can 
be compared with the principle of local independence. When the 
correlation between two variables is zero for fixed value of a third 
variable, the two variables are said to have a zero partial correla-
tion; the third variable is said to have been partialled out. 
In a factor analysis the common variance is said to have been 
explained, when the residual correlation matrix has a diagonal form. 
The residual correlation matrix is the covariance matrix after having 
partialled out the factor variâtes. In other words when the model 
parameters are held constant, the manifest variables have zero corre-
lations, i.e.: local stochastic independence applies. 
Prom the above we may conclude that indeed differences between 
latent structure analysis and the classical model exist with respect 
to the stochastic character of the model, the distinction between 
latent and manifest variables and the role of local independence. How-
ever, in both models these concepts can be argued to play a role. A 
very sharp distinction between the models can be obtained by the 
terminology of Morrison (1976); the classical model is static, whereas 
latent structure models are stochastic. 
In recent years latent trait models have been extensively invest-
igated with promising results, especially with regard to the Rasch 
model (see sections 1.3 to 1.5 and also Fischer (1974a)). At the same 
time the criticism of the classical model has become more severe. 
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This criticism centres around such topics as: the classical model is not 
a theory of measurement resulting in empirically testable results; the 
assumption of homogeneity (unidimensionality), implicit in classical 
test theory, cannot be tested satisfactorily; the reliability is defined 
in a circular way; the classical model does not allow sample free 
measurement in contrast to the Rasch model (see below). For a more 
detailed discussion of the disadvantages of the classical model one is 
referred to Fischer (1974a) or Van der Kamp (1977). 
Given the developments in the latent structure approach and the 
disadvantages of the classical model, latent trait models appear to be 
the natural successors of the classical test theory model. 
1.2 The general latent structure model 
Formula (1.4) is the cemmon starting point of all latent structure 
models; we will repeat it here: 
fCxvi|i,çv)=fi(çv3 · 
The probability density of a given realization of the manifest 
variable X- is an item characteristic in the latent parameter ξ . 
The function f· could be structurally different for every item 
as well as between models. However, within one model the item charac­
teristic functions are in practice structurally identical. The various 
latent structure models can be characterized by means of these functions. 
This function can be an exhaustive enumeration of probabilities, as is 
the case for latent class analysis, but other possibilities are for 
instance: 
a- + b-Ç i latent content model 
1 " i ^ 2 1
 f f-1z2l 
e
y 2 Jdz normal ogive model 
/2 π _¿ 
8 
exp{Da (ξ-σ )} ВітЬашп two parameter 
l o g i s t i c model 
1 + exp{Da i(ç-a i)} 
+ f-, -, Ρ a1( аг) Birnbaum three parameter 
Г і
 "
Ύ ι
 1
 + 6 χ ρ { Π α ι ( ξ - σ ι ) } l o g i s t i c model 
ехрСС-а^ 
1 + οχρ(ξ-σ
ι
) 
Rasch model 
a + b ,ζ + b -5 + ... . Polynomial trace line 
model 
In (1.43 the probability density is conditional upon the subject 
parameter ζ . The unconditional density is obtained by integration over 
the domain of ζ or by sunmation over all values of ξ for the discrete 
case 
f ^ ) = / f1(xiU)g(C)d? (continuous ξ) 
(1.8) 
Ρ 
= i f (x U )g(Çv) . (discretee) 
v=1 
L = demain of g (ζ). 
g(ξ) = the density function for ξ. 
g(ξ ) = relative frequence of the ν value of ξ. (ν stands for a 
class of subjects 
rather than one 
single subject). 
ρ = number of discrete values of ζ. 
The separate notation for the discrete case could be omitted, when the 
integral is understood to be of the Stieltjes type (e.g. Mood et al., 
1074, p. 69). 
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Extension of (1.8) to к items leads to: 
f(x) = ƒ f(x|Ç)g(ç)dÇ. (1.9) 
L 
Application of the principle of local stochastic independence eventual-
ly gives: 
f(x) = ƒ Π ί.(χ.¡ç)gU)de , (i=1 к) (1.10) 
L i 
which can be looked upon as the most general formulation of the latent 
structure model. The subject parameters are mostly scalars, but could 
be vector valued as well. 
As pointed out earlier, with every new function f. in principle 
a new model is given. There are also methods available for subject and 
item parameter estimation, in which the item characteristic functions 
are free to be specified by the user. A method for nominal response 
categories (nominal response model) was developed by Bock (1972) and 
Samejima (1972), earlier Samejima (1969) introduced a model for 
ordered response categories (graded response model) and also a model 
for continuous responses is available (Samejima (1973)). 
To obtain a certain order in the field of latent structure models, 
several classification facets can be used. In table 1.1 a classifica­
tion scheme based on properties of the manifest and latent variables 
is given. 
- The manifest variables are either dichotomous, polychotomous or 
continuous. 
- The latent variables have either nominal, ordinal or metric proper­
ties. 
The models with at least ordinal latent variables are called latent 
trait modela. These models appear to be the most relevant for psycho-
metrics. 
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Table 1.1. Some latent structure models classified according to 
properties of the manifest and latent variables. 
manifest variable 
dichotomous polychotomous continuous 
qualitative 
latent 
variable 
ordinal 
quantitative 
metric 
-latent 
class 
-latent 
distance 
-polynomial 
traceline 
-latent content 
-normal ogive 
-Birnbaum 
-Rasch 
-polychotomous 
latent class 
-polychotomous 
Rasch model 
-polychotomous 
Birnbaum model 
-nominal response 
model 
-graded response 
model 
-latent 
profile 
-continuous 
response 
model 
1.3 The logistic model of Rasch 
The latent trait model presented by Rasch (1960) can be looked 
upon as a specification of the general latent structure model: 
f(x) = ƒ π f (χ.|ξ) 6(ξ№ 
L i 
Ci-1,...,k). 
The Rasch model is designed for dichotomous manifest variables; the 
latent variable is assumed to be continuous. The item characteristic 
function 
£¿(5) = РСХІ-ІІО 
π 
is the probability of a positive response on item i given the value of 
the latent parameter ξ. 
Below it will be shown that for the Rasch model it is possible to 
estimate the item parameters independently of the subject parameters. 
This very important and unique property implies that for the estimation 
of the item parameters the density g(ç) is irrelevant; no assumptions 
have to be made with respect to the distribution of subject parameters. 
Rasch (1960, 1966d) specifies the item characteristic functions by 
assumption as: 
Г
І
( ) =
Т 4 4 - ( 1·η> 
The parameter λ . pertains to the combination of subject ν and item i. 
The model (1.11) contains a total of Nxk parameters, where N is the 
number of subjects and к the number of items. The number of parameters 
is drastically reduced by a second assunption: 
vi ν ι (1.12) 
The parameter λ . is decomposed into a subject specific parameter θ 
and an item specific parameter e-. By this decomposition the number of 
parameters becomes N+k, which means a considerable reduction. 
In conjunction with the axiom of local independence, (1.11) and 
(1.12) form the axiom system upon which Rasch develops his model. Sub­
stitution of (1.12) into (1.11) results in: 
w - ^ · ( 1 · 1 3 ) 
1 +
 Vi 
This is the basic equation of the Rasch model. An alternative, widely 
used expression for (1.13) is obtained by transformation of the para­
meters according to: ç = Ιηθ and σ. =-1ηε.. Application of these 
transformations results in: 
12 
1 + exptiv-Oj) 
Fran this last equation the Rasch model has received the name to be 
logistic, as (1.14) is a special case of the logistic distribution 
function (see e.g. Berkson, 1957): 
w
 1 + exp(x) 
The logistic response function strongly resanbles a normal distribution 
function. Haley (1952), quoted in Birnbaum (1968), showed that: 
|*(x) - Ψ(1.7χ)|< .01 — < χ < « . (1.16) 
The standard normal (cumulative) distribution function and the logistic 
distribution function with standard deviation 1.7 do not differ more 
than .01 uniformly in x. Molenaar (1974) showed that indeed D=1.7 
minimizes the maximun distance between the cumulative curves, whereas 
D=1.6 minimizes the maximun difference between the densities. So for 
most practical purposes the normal distribution function could be used 
as an approximation to the logistic; or perhaps rather the logistic 
could be used as an approximation to the normal distribution, as the 
first one is mathematically by far the simpler one. 
The choice of an item characteristic function seans a rather 
arbitrary process. For every new function a new model is obtained. The 
choice of the logistic response function in the case of the Rasch model, 
however, leads to very important properties, especially the property of 
specific objectivity, to be discussed below. The logistic response 
functions need not even be postulated, but can be deduced, when another 
set of axions is chosen (see e.g. Fischer, 1974a): 
1 ) 'Jnidimensionality. All items are functionally dependent upon 
only one underlying continuun. 
2) Mono tonicity. All item characteristic functions are strictly 
monotone in the latent trait ς, and ί-{ζ) Φ 0,1. 
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3) Local stoahastia independence applies. 
4) Sufficiency of simple sum statistics. The number of positive 
responses, r, is a sufficient statistic for the latent parameter ς. 
5) The test items are dichotomous. 
Of the above axiom set, only the concept of sufficiency asks for 
some clarification. A statistic is said to be a sufficient estimator, 
if all the information in the data with regard to the parameter to be 
estimated is available in the statistic. Applied to the Rasch model 
this means that given the number of positively responded items, the 
estimation of the parameters cannot be improved, as for instance by 
looking at the pattern of responses or by attaching weights to the 
items. In the case of latent class analysis, for instance, it is ob­
vious that the number of positive responses is not a sufficient sta­
tistic for class membership; here the pattern of responses is of 
aninent importance. Mathematically a statistic r is said to be suffi­
cient with respect to a parameter ξ, when (e.g. Mood et al.(1974)): 
ρ (data Ι ξ) = p(data|r) χ ρ (r|î) (1.17) 
This formulation is known as the factorization theorem for sufficient 
statistics or the Fisher-Neyman factorization criterion. 
In the development of his general logistic test model Birnbaum 
(1968) used the same axiom system as given above, with the exception 
of the sufficiency axiom. Instead of sufficiency of simple sum sta-
tistics Birnbaum postulated the sufficiency of weighted sum statistics: 
there are weights a. such that Σα. χ. is a sufficient statistic for 
6
 1 1 1 
the latent trait ξ. 
Birnbaum (1968) showed that this adapted axiom system is necessary 
and sufficient for the general logistic model: 
f _ ( 0 = expiDcjU-q^) ( 1 - 1 8 ) 
1
 1 + expiDc^U-a^ } 
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The item characteristic parameters a. are called item discriminating 
powers; D is a scaling factor, which can be used to obtain the relation 
(1.16). 
When sufficiency of weighted sun statistics is replaced by the 
sufficiency of simple sums, (1.18) specializes to the Rasch model (1.14). 
The Rasch model is sufficient and necessary for the above axiom system. 
Now the seemingly arbitrary choice of the logistic response function 
has been replaced by an axiom set that can be judged on its own merits. 
When the above axioms, of which sufficiency is the kernel, are accepted 
as requirements for attainment and intelligence tests, then the logistic 
response function has to be adhered to. When it is also required that 
subjects can be compared irrespective of the selection of items and 
items can be compared irrespective of the selection of subjects, then 
the Rasch model has to be chosen, as it is the only model that fulfils 
these requirements (see below). Only monotone transformation of the 
latent trait is permitted. When (1.14) is the basic equation of the 
Rasch model, (1.13) can be looked upon as a monotone transformation 
leaving the basic properties of the model unchanged. 
Inspection of (1.13) shows that the probability is only dependent 
upon the product of item and subject parameters. This product is unique 
up to a multiplicative transformation; when the subject parameter θ is 
mltiplied with some constant c, this can be eliminated by multiplying 
the item parameter ε- with 1/c. So it can be concluded that θ is 
measured on a ratio scale; consequently ξ is measured on a logarithmic 
difference ьсаіе. 
In the Rasch model the comparison of items can be performed in­
dependently of the subject parameters. This can be seen by observing 
that for the function 
βχρ(ξ -оЛ 
f^V = Ϊ-! 
1 + expCÇy-a-j) 
the difference (ξ
Γ
-σ..) can be determined uniquely, when f » (ξ ) is 
known. For this purpose the value of the parameters need not to be 
known. When for a second item the function f, is also known, the 
following comparison can be performed: 
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The above comparison of the item parameters is performed independently 
of the subject parameter ξ . For any selection of one or more subjects 
the difference between the item parameters σ. and σ-, will be the same 
when the Rasch model applies. This property is called population inde­
pendence. The composition of the subject sample is irrelevant when the 
items are measured. 
In general all methods based on the use of moments, such as regres­
sion analysis, are population dependent. In the sample the moment has 
to be estimated unbiasedly, which implies that the sample must be repre­
sentative for the population. Within the context of the Rasch model 
representativeness of samples is immaterial. 
The Rasch model is symmetric with regard to subject and item 
parameters, which is inmediately obvious by inspection of (1.14). The 
property of sample independence can, in suitable terms, also be 
formulated for the subject parameters. Taking both properties together 
it can be said that: 
Within the Rasch model items can be compared independently of the 
selection of subjects and subject parameters can be compared indepen­
dently of the selection of itens. This is the kernel of Rasch's 
theory of specific objectivity. 
According to Rasch (1966a) (see also Fischer, 1974a, chapter 19) 
science deals with statements that imply comparisons, and these com­
parisons must be objective. To give meaning to the word comparison, 
Rasch defines a set of objects and a set of agents (say measurement 
devices). Two objects are said to be compared when the effects are 
observed of applying an agent to both of them. Rasch gives also a 
definition of objectivity. For this concept he uses the term specific 
objectivity. Rasch speaks of specific objectivity when: 
The comparison of two arbitrary objects from the relevant universe of 
objects is unequivocal, independent of the selection of one or more 
agents from the relevant universe and when the comparison of agents 
is unequivocal, independent of the selection of objects. 
In other words: when two objects are compared, the results must be 
equal for all measurement devices and when two measurement devices are 
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compared the results must be equal for all objects. 
A well known example m this regard is the model from physics: 
A acceleration 
A V 1 = F i * M v F . force 
M : mass 
Object ν with mass M is acted upon by device ι with force F , A is 
the resultant acceleration. When by means of this model, the objects 
ν and w are compared, then we can write: 
M
v =
 A
v i / F 
,1 = /р;Ь г-
The comparison of the objects is independent of the agent i. The con-
parison of two agents can be performed in a completely analogous way. 
This model from classical physics is specifically objective. 
Rasch (1961, 1966a) treats the subject matter more generally by 
considering probabilistic models, of which the deterministic models 
are special cases. Rasch proved that, when unidimensional models are 
regarded, the requirement of specific objectivity necessarily leads to 
the class of exponential models with sufficient statistics. When as 
an additional requirement it is postulated that the manifest variables 
are dichotomous, specific objectivity implies the Rasch model. 
In a concluding way of speaking it can be stated that in the 
domain of probabilistic, unidimensional models with dichotcmous manifest 
variables, the simple logistic model of Rasch is necessary and suffi­
cient for specific objectivity. Andersen (1973c) extended these re­
sults to the polychotomous Rasch model, to be discussed in section 
1.7. It appears to be a natural requiranent that measurement of a trait 
or an ability is not dependent upon the selection of items. 
A comparison of subjects must give the same result for every 
selection of items from the relevant universe. As m the specified 
danain this requiranent is only met by the Rasch model, it appears to 
be the only acceptable model for measurement of latent traits. 
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Many models or theories in science must be discarded as being non-
scientific, when specific objectivity is accepted as a methodological 
principal for science. By this the theory of specific objectivity 
reaches far beyond the realm of latent trait theory and measurement 
theory. 
In the foregoing the Rasch model was more or less treated as 'just 
another latent trait model'. The property of specific objectivity, how­
ever, gives the model a very special status indeed. Birnbaum's model 
may in a mathematical sense be a generalization of the Rasch model, but 
with respect to its measuranent theoretical properties it cannot stand 
the cemparison with the Rasch model. 
1.4 Parameter estimation 
In discussing estimation procedures, we choose (1.13) as a star­
ting point: 
θ ε. 
ρ(χ .=ι|β ) = ν ! 
^ VI ' VJ 1 +
 Vi 
The probabi l i ty for a negative response i s : 
p(X -=0|θ ) = 
V 1 V
 i + e
v £ i 
These two fomulat ions are taken together as : 
Гп ^ І 
p(X .=x .|θ ) = — — (χ . = 0 , 1 ) . (1.19) 
y K
 VI VI ' VJ . . . V VI ' J ^ J 
1 +
 Vi 
The data material consists of a zero-one matrix with subjects as rows 
and items as colunns: 
1 
x11 
X
v1 
XN1 
1 
x1i 
x
vi 
XNi 
к 
x1k 
x
vk 
xNk 
l
.l 
The гсж sum 
V = Σ χ (1=1 к) 
is the test score, the number of items positively answered by subject 
v, and as such it is the sufficient statistic for the subject parameter 
θ in the Rasch model. The column sum 
Σ X.. (v=1,...,N3 
is the number of subjects having positively responded to item ι and 
thus is the sufficient statistic for the item parameter ε . 
The probability of the response vector (x χ χ.) 
of subject ν given the parameters θ and ε is, because of local inde 
pendence, equal to. 
ΡθΕ.
ν
Ι
θ
ν'.£) = ïï (Vi> (i=1, ...,k) 
(1.20) 
1 1 +
 Vi 
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The likelihood of the total datamatrix is the product of (1.20) over 
all subjects 
L = ρ(Χ|θ,ε) Π Π 
(θ, ε J 
V 1 1 + е
і 
(ι=1,...,к) 
(v=1,...,N) 
(1.21) 
In this formula the exponent of every subject parameter is η 
(the number of positive responses of subject v) and the exponent of 
every item parameter ε is η (the number of subjects having positive­
ly responded to that itan). So (1.21) can be rewritten as 
L = ρ(Χ|θ,ε) 
V n.i 
П Пе 
У ι 
Π Π(1+θ ε ) 
V 1 
(1=1, ,,к) 
(ν=1,...,Ν) 
(1.22) 
The likelihood (1.22) is a function of only the latent parameters ^ and 
£ and of the marginals η and η . The elements of the data matrix X 
do not figure in the likelihood, illustrating that the marginals are 
sufficient statistics, given the marginals, the elements of X need not 
be known in order to obtain the likelihood of the data. 
When the likelihood (1.22) is maximized in terms of the parame­
ters β_ and £, estimation equations are obtained for those parameters. 
The parameters are said to be estimated by means of the sbrrultaneous 
maximum Ъгкеіъкооа method or the гспсопагігопаЪ maximum Ibkelmood 
method. The unconditional maxinum likelihood estimation method has 
especially been implemented and applied by Wright and associates 
(Wright and Panchapakesan (1969), Wright and Mead (1975, 1977), Wright 
and Douglas (1977a, W b ) ) . Recently Cohen (1979) presented an effi­
cient method for approximating parameter estimates. 
Neyman and Scott (1948) make a distinction between incidental and 
structural parameters m estimation problems. In a model those para­
meters are said to be structural for which the information can be en­
larged by enlarging the sample. Parameters for which this is not the 
case are called incidental. In the case of the Rasch model item para­
meters will as a rule be structural, the information with respect to 
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these parameters can be accumulated by adding subjects to the sample. 
The subject parameters are of an incidental nature; adding subjects 
to the sample does not result in added information for the subject 
parameters. 
Neyman and Scott showed that the maximum likelihood estimators 
can be inconsistent, when the model contains both incidental and 
structural parameters. This also holds for the Rasch model (Andersen, 
1973a); the unconditional maximum likelihood method gives rise to 
inconsistent estimators when applied to the Rasch model. Haberman 
(197S) showed that for large к and N the inconsistency can be re-
V 
moved by the correction term , ¿ . It seems likely that for all 
values of к this term removes the inconsistency (e.g. Wright and 
Douglas (1977b)J; a proof for this, however, is as yet not available. 
Andersen (1973a) showed that for these cases consistent estima­
tors can be obtained by the method of conditional maximum likelihood 
(CML). As inconsistency of the estimators is a result of the presence 
of both structural and incidental parameters, the objective is to 
estimate the structural item parameters independently of the subject 
parameters. To this end we consider: 
PtV-.il-'b1 
the probability of simultaneous realization of a vector of column 
marginals η . and a vector of row marginals η . For every matrix 
having these marginals the likelihood can be obtained by (1.22) and 
these likelihoods are equal as only the marginals and not the ele­
ments of the datamatrix figure in the likelihood. As a consequence 
the above probability is equal to: 
η η . 
„„ v. „ .1 
Πθ Πε-
г ι
α
 л r^v-, ν
 V
 i 1 . (1.23) 
ν
· ^ -.i π π (1 + ее.) 
ν i 
The combinatorial expression [ ~ '] stands for the number of matrices 
-. i 
21 
having marginals п
л
 and η . We shall return to the evaluation of 
this combinatorial expression later on. 
As a next step the conditional probability (1.24) is considered. 
p(n In ,β,Ο ^ - b J Π.24) 
Р(П .|е.£) 
In this probability the denominator has not as yet been discussed. It 
is the probability of the vector of row sums η without restrictions 
upon the marginals η . This probability can be obtained as a sum of 
probabilities of the type (1.23) over all possible vectors η : 
V n.i 
ne Πε 
η ν 1 ,,
 Ο Γ
. 
Ρ
(η
ν
|
Θ
,ε)=Σ [ - 4 1 L- Ο·25) 
п
 1 5.1 π π (1 + е і ) 
V 1 
Substitution of (1.23) and (1.25) in the expression (1.24) and elabo­
ration results in: 
1 n'i "V1 
,Χ , ,
 0 , -.ι ι (1.26) L = p(n η ,β,ε) = ^ J 
Σ [ -V.l Γε. · v ]  
η ι 
η —.1 1 
.1 
1 
rhis conditional likelihood is designated by L , whereas the simulta­
neous likelihood is indicated by L, it is the ratio of the probabilities 
(1.23) and (1.25). This conditional likelihood is only dependent upon 
the item parameters. The conditional maximum likelihood method consists 
in maximizing (1.26) with respect to the item parameters. As the Rasch 
model is symmetric with respect to items and subjects, a similar 
likelihood can be obtained for the estimation of the subject parame­
ters. This, however, is in practice not usual, because in the majority 
of applications the subject parameters will be incidental, whereas the 
item parameters are structural. 
The Rasch model and especially the sufficiency of simple sum) sta-
tistics permits the separation of subject and item parameters in the 
likelihood to be maximized. By this separation it is possible to 
estimate the item parameters independently of the subject parameters. 
This independence of item parameter estimation, m turn, ascertains 
the consistency of the parameters estimates. Separability is on the 
estimation level ^ hat specific objectivity is on the model level. 
In the evaluation of the conditional likelihood (1.26) the com-
binatorial quantity [-v.] is needed. By use of the bisic symmetric 
functions, to be — ' defined below, not only the combinatorial 
quantities are obtained, but also the numerator and denominator of 
(1.26), as will be shown in the following. 
We consider the following incomplete datamatrix. 
3 
1 
2 
6 
Only the subject marginals are known. Given tnese row totals, the first 
3 3 
row can be constructed in (-) ways, the second row m (.) ways and the 
3 "* 
last row in (,) ways. ITiere are 1x3x3 ways to construct a matrix with 
given row maigmals, or: 
. 1 
Ive define the basic symmetric functions. 
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γ 0 = 1 { (0) terms } 
Ύ1 = е1 + ε2 + ·" + ек * Φ terms } 
Ύ2 = ε1 ε2 + ε1 ε3 + ·'· + Ек-1Ек { ty teTms ) 
Y k = е 1 с 2 Е з ...ek { (k) terms } 
Associated to the above matrix a product is formed in the following 
way: for the row with marginal 3, the basic symmetric function of order 
3 is chosen: γ, = ε.ε,ε,. 
For the row with marginal 1 the basic symmetric function of order 1 is 
used: γ1 = e, + ε, + ε,. 
Finally for the last row the basic symmetric function of order 2 is 
chosen: γ 2 = Ε ι ε 2 + ε ^ + ε ^ . 
The resulting product of these basic symmetric functions is: 
Ύ3*Ύ1*Ύ2 = ( ε1 ε2 ε3 ) χ ( ε1 + ε2 + ε3 ) χ ( ε1 ε2 + ε1 ε3 + ε2 ε3 : ) ' 
This product consists of nine tems, as many as there are matrices 
with the given row marginals. Everyone of these nine terms is associ­
ated to exactly one data matrix. The product of the basic symmetric 
functions is called the combinatorial generating function and is 
written as: 
GCe.Dv.) = Л У
п
 U ) . (1.27) 
ν v. 
The canbinatorial generating function is the product of symmetric 
functions associated to the vector of marginals η . 
Elaboration of the combinatorial generating function for the 
above vector of row marginals gives : 
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„, ,,,,-.-,_ 3 2 1, 3 1 2
Α
, 2 2 2
ж
 2 3 1 2 1 З^  G(£,(3 1 2)) -
 ει
ε2ε3+ε1ε2ε3+3ε1ε2ε3+ειε2ε3+ε1ε2ε3+ 
1 3 2^ 1 2 3 
ε1 ε2 ε3 + ε1 ε2 ε3 
When the first of the nine terms is inspected, it is seen that this 
term results fron the data matrix 
1 
1 
1 
3 
1 
0 
1 
2 
1 
0 
0 
1 
5 
1 
2 
6 
The exponents of the item parameters in the elaborated combinatorial 
generating function correspond to the colunn marginals of the 
associated matrix, as of course they should. 
2 2 2 
There are three terms of the form ε ^ ε , . These terms are associated 
to the following matrices: 
1 
1 
0 
2 
1 
0 
1 
2 
1 
0 
1 
2 
3 
1 
2 
6 
1 
0 
1 
2 
1 
1 
0 
7 
1 
0 
1 
2 
3 
1 
2 
6 
1 
0 
1 
2 
1 
0 
1 
2 
1 
1 
0 
2 
3 
1 
2 
6 
Again the exponents are equal to the associated marginals η ., whereas 
the coefficient of the terms is equal to the nunber of matrices with 
given column maiginals. So in general every term of the combinatorial 
generating function can be written as: 
[
n J П еі 
-.1 1 
Ci=1,...,k) . (1.28) 
The sun of all these terms again is the combinatorial generating 
function: 
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G(e,n ) = Σ [ ^ · ] П
Е
.
Л
 . (1.29) 
When we return to the conditional likelihood, we observe that the 
denominator of (1.26) is equal to the combinatorial generating function, 
as given in (1.29). The numerator is one of the terms of the combinato­
rial generating function and of the form (1.28). The canbinatorial 
quantities [-v.] are implicit in (1.28) and (1.29) and need not to be 
evaluated ' separately, unless they are wanted for their own sake. 
The likelihood L can now be written as: 
n
.i 
x 2 Π ε ΐ 
L =р(п
л
|п
у > >
£,е) = [ n '] i 1 ,
 ( 1 <3 03 
1 V. 
and can be evaluated numerically. As usual the logarithm of the likeli­
hood rather than the likelihood itself is maximized: 
In L* = In [ H + Ση .Ine- - Σ Ιηγ (ε) . (1.31) 
ü.i i •1 1 ν V 
When partial derivatives are taken with respect to the item parameters, 
it should be recognized that the basic syimetric functions are functions 
in those item parameters. It is easily seen that taking the partial 
derivative of the basic symmetric function of ojrder η with respect 
to the item parameter е., results in the syimetric function of order 
η - 1 with exclusion of item i. For instance, for four items and 
η = 2 the basic symmetric function and its partial derivative with 
respect to the first item are: 
Ύ 2 - ε ιε 2+ε 1ε3+ Ε: 1ε 4 + Ε 2ε3+ε 2ε 4+ε 3ε 4 
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3γ2 
—
 = ε2 + ε3 + ε4 
3 ε1 
As a notational convention for these partial derivatives: 
3γ 
v
(i) _ V (1.32) 
γ
η -1 - Э ε. 
v. ι 
is used, where the notation γ (ε) has been simplified to γ 
After taking partial v' derivatives of the ^ -
likelihood with respect to the item parameters, the following system 
of non-linear equations results: 
r
( i ) 
V γ 
'τη 
n - 'n -1 ,. __, 
.1
 v
 v. . (1·33) 
n
v 
This system can be solved by means of iterative procedures (see e.g. 
Fischer, 1974a). 
Subject parameters could be obtained in completely analogous ways. 
However, because of the nunber of subjects, this would give rise to 
greater difficulties; as a rule the subject parameters are obtained by 
means of less time consuming methods, making use of the item parameter 
estimates. 
Associated to maximum likelihood estimation, the information 
matrix can be obtained, which is defined as (e.g. Fischer, 1974a, 
p. 235): 
I.. = -E 
3 l n L
 . (1.34) 
3 Ei 3 Ej 
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The elements of the information matrix are expectations in the para­
meter estimators. As only one set of estimates £ is available, 0·34) 
is evaluated at the point ε = ΐ. 
From the information matrix the variance-covariance matrix of the 
parameter estimates can be obtained as (e.g. Fischer, 1974a) 
С = Г
1
 = Gov it,с) . (1.35) 
This variance-covariance matrix is useful in the estimation of 
confidence intervals and the construction of test statistics. 
1.5 Testing procedures for the Raseh model 
Specific objectivity is the most important property of the Rasch 
model. This property implies that item parameter estimates must be 
equal, within chance limits, over samples that have been drawn from 
a universe for which the items are Rasch homogeneous. More specifically 
this means that in the case where a sample has been partitioned into 
subsamples, the item parameter estimates of the subsamples and the total 
sample must be equal within chance limits. The prevalent testing proce­
dures for the Rasch model concentrate on this equality of parameter 
estimates. 
1.5.1 The conditional likelihood ratio test 
The best known test of the Rasch model is the conditional likeli­
hood ratio test introduced by Andersen (1973b). This testing procedure 
takes the conditional likelihood (1.30) as a starting point: 
η . 
L * . ^ · ] * 
-.1 Πγ (e) 
ν v. 
When subjects are grouped together according to test score, the 
likelihood of the subsample with test score r is: 
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η « 
ne.'
1 
L* = r-r , LZ · (i·*) 
Γ
 η « 
-•i (r
r
(c)) r 
ir) 
Неге η is a vector with constant elements: η . is the vector of 
—Γ ' -.1 
item marginals in subsample г; γ is the basic symmetric function of 
order r; η is the number of subjects with test score r and finally 
η . is the number of subjects in subsample r having positively 
responded to item i. 
So the likelihood (1.30) can also be written as a product of likeli­
hoods of the type (1.36): 
L*(e) = Π Ι*(ε) (г=1.... ,k-1) . (1.37a) 
r 
The subsamples with test scores 0 and к are left out of account, as 
they do not contribute to parameter estimation. Of course the strict 
equality (1.37a) only holds when the likelihoods are functions in the 
same item parameters or estimates, for every subsample. 
In the Andersen testing procedure the total sample is partitioned 
according to test score into k-1 groups. For the total sample as well 
as for the subsamples item parameters are estimated and the likelihood 
is obtained. Now the equality (1.37a) does not hold any longer, as the 
likelihoods are based on different parameters estimates. When however 
the model holds, the same parameters are estimated in every subsanple 
and the estimates will be equal within chance limits. As a consequence 
the approximate equality 
L*(ê) * Π ΐ Λ ε ( Γ ) ) (r=1,...,k-1) (1.37b) 
r 
must hold. This is often written as: 
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L*(E) 
г 
* 1 (r=1,...,k-n . (1.38) 
λ is called the conditional likelihood ratio. Andersen (1975b) proved 
that ti\c test statistic 
Ζ = -21ηλ (1.39) 
is distributed as χ? with (k-1)(k-2) degrees of freedom fchen every 
η tends to infinity. In the likelihood ratio the combinatorial quan­
tities m the numerator and denominator cancel out against each other, 
as of course the following equality holds: 
η η 
[ J*] = π [ jr) ] 
-.1 Г -.1 
Because in the likelihood ratio test procedure item parameters are 
estimated for every subsample, difficulties in estimation are likely 
to occur. The estimation routines used in conditional maxinum likelihood 
estimation ask for reasonably large samples, ivith as many as k-1 sub-
samples the sample sizes become small, so algorithmic difficulties arc 
likely to occur. 
The reasoning of the likelihood ratio test can without problem be 
applied to any other partitioning of the dataset that is exclusive 
and exhaustive. One commonly used partitioning criterion is high vs low. 
TVo subsdjnples are formed, one containing the subject with high raw 
scores, the other with low scoring subjects and again a likelihood 
ratio is obtained. 
The likelihood ratio principle of test construction is not rest­
ricted to situations where the sample has been partitioned according 
to raw test score. Other partitioning criteria can be used such as 
age, sex etc. It can not be stated, however, that any partitioning 
criterion can be used m testing the model; in chapter 3 (section 3.4.2) 
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it is shown that partitioning based on part of the response vector gives 
rise to artefactual results. In the programmes of Fischer and Schei-
blechner (1970) and Formann (1974, 1976) these variations on the origi­
nal likelihood ratio procedure are implemented. 
1.5.2 The Fischer and Scheibleehnev statistbc S 
Fischer and Scheiblechner (1970) introduced a test statistic that 
is applicable in situations where the total sample has been divided 
in t>o subsamples. Analogously to the vanance-covariance matrix (1.35) 
a vanance-covariance matrix for the logarithmic parameter estimates 
5 can be obtained ( C ) . The inverse of the diagonal elements are the 
variances of the parameter estimates, the square roots are the stan­
dard errors of estimate. For every subsamplc a standard error of esti­
mate is obtained for every item i. These standard errors will be de­
noted as si J for subsample 1 and si "Чог the second subsample. The 
parameter estimates will also be indexed with a superscript 
to denote the subsample in which they were obtained. The statistic 
S(1) s(2) 
S 1 =
 1
· "
 1
 (1.40) 
Д 
V * si2) 
ι
 σ
ι 
is asymptotically standard normally distributed. By summating the 
square of (1.40) over all items the statistic 
S = Σ S? (i-I,...,к) (1.41) 
ι 
is obtained. Under the assumption of independence of item parameter 
estimates (C~= I- is diagonal), S is a sum of independent variâtes 
that have a χ2 distribution. S is then distributed as
 x
2
 with к degrees 
of freedom. 
The assumption of independence of item parameters estimates, how-
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ever, is as a rule not met, as is also indicated by Fischer (1974a). 
For this reason the Fischer-Scheiblechner S is not a good approxima­
tion of a χ 2 distribution. 
Another theoretical objection that can be made is associated with 
the fact that the item parameters are normed, so that there are just 
k-1 estimates free to vary. Fischer and Scheiblechner argue that by 
this norming 1 degree of freedan is lost, so S follows а χ 2 distribu­
tion with k-1 degrees of freedan rather than a χ 2 distribution with 
к degrees of freedom. 
The square of the statistic (1.40) is χ 2 distributed with one 
degree of freedom. The expectation of a χ 2 distributed variate is 
known to be equal to the number of degrees of freedom. The expectation 
of a sum variable is equal to the sum of the expectations of the teims. 
The expression (1.41) is a sum of к variâtes, all with expectation 1. 
The expectation of (1.41), in other words, is equal to к and there­
fore (1.41) can not be distributed as χ 2 with k-1 degrees of freedom. 
The Fischer-Scheiblechner statistic S can not be distributed as 
X 2 with k-1 degrees of freedom, because its expectation is k. It can 
neither be distributed as χ 2 with к degrees of freedom, as there are 
only k-1 parameters free to vary. S is not χ 2 distributed at all. It 
seems likely that the fact that the off-diagonal elements of the 
infoimation matrix are neglected, is the cause of the present incon­
sistency. It is expected that use of the complete information matrix 
results in an expectation that is indeed equal to the mmber of degrees 
of freedom, k-1. 
The Fischer-Scheiblechner approach has an important advantage over 
the likelihood ratio test. In the present approach, contributions to 
the statistic of the individual items are known; this is very valuable 
when sources of model violation are sought for. 
In practical applications the Fischer-Scheiblechner approach can 
be a valuable complanent to the likelihood ratio test. However, in 
practical settings another disadvantage of the Fischer-Scheiblechner S 
may be operating. By means of norming the parameters, differences 
between item pairs σ. , 3- influence the differences between the 
estimates of the other items. An illustration is given below. A test 
consists of five items that have equal parameter estimates for two 
subsamples: 
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item subsample 
1 2 
1 -2. -2. 
2 - 1 . - 1 . 
3 0. 0. 
4 1 . 1 . 
5 2. 2. 
An item is added that has strongly deviating values for the two sub-
samples. As a consequence of the nom Σσ. = 0 the other items will show 
differences too: 
item subsample 
1 
0. 
1. 
2. 
3. 
4. 
•10. 
2 
- 2 . 
- 1 . 
0. 
1. 
2. 
0. 
The added item causes substantial differences between the estimates of 
the other items. It could be argued that in the present case the model 
does not hold anyway, so the behaviour of the test statistic is not 
relevant as long as it shows significant values. However, large diffe­
rences between estimates of the same item parameter can also occur 
when the model holds, but the information value of a given item is 
very low and consequently its standard error of estimate relatively 
large. So items can contribute heavily to the statistic because of the 
presence of another , outlyirg item. 
Indeed the statistic S appears to be sensitive to the present 
phenomenon. In those analyses where outlying item parameter estimates 
occurred, the difference between the statistic S and the conditional 
likelihood ratio test statistic became sometimes very great. In those 
cases S was always greater than Z, (see (1.39)), which was to be 
expected given the above reasoning. 
It is hypothesized that the reason why S is especially sensitive 
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to this phenomenon, is due to the fact that in the construction of the 
test the off-diagonal elements of the information matrix are neglected. 
When an item has a large standard error of estimate, it is expected 
that also the covariances with other item parameter estimates will be 
large. 
When the covariances are used in the construction of a test, this 
must result in a drop of the expectation of the statistic S from к to 
k-1. It is expected that especially large covariances will contribute 
heavily in this drop of expectation, or in other words the effect of 
an outlying item is mitigated when the off-diagonal elements of the 
information matrix are taken into account. Whether this hypothesis holds, 
can be verified by construction of the suggested test statistic. This 
will not be done in the present study. 
In the present investigation the statistic S is only used as a 
heuristic device for seeking sources of model violation and as such it 
is complementary to the conditional likelihood ratio test. 
1.5.3 The Martin Löf statistic Τ 
In an unpublished work of Martin Löf (1973) yet another test 
statistic is presented. In this test procedure the sample is divided 
into k-1 subsamples on basis of raw test score, just as is done in 
the likelihood ratio test of Andersen (1973b). 
In the Martin Löf procedure observed frequencies η . , the number 
of subjects in level group r having positively responded to item i, are 
compared with expected frequencies E(n .) within every subsample. For 
every item i the response probability within subsample r can be ob­
tained (see e.g. Fischer, 1974a, p. 236) as: 
-1 ϊ-ί . 0-42) 
The probability of a simultaneous realization of the items i and j in 
subsample r is given (Fischer, 1974a, p. 237) by: 
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The variance and covanance of the estimates are respectively given by. 
Var(îri) = »„(Ι-ίΓη) CI-44) 
and 
Covarfî , π ) = π - т г Х т г . (1·451 
1
 п ' ту r i j η rj J 
In the following the expectation of η * i s needed and also i t s 
variance and the covanance between η and η . 
b ( n
r l ) = E ( E ( n r l | n r ) ) 
= Ь ( n
r
X π
r l ) (1.46) 
= *
r l X E(n r ) 
The variance can be obtained as (see e.g. Mood e t a l . , 1974, p. 159): 
V a r ( n
r i ) = V a r ( E ( n r l | n r ) ) + b ( V a r ( n r i | n r ) ) 
Var(n
r
 x т
г і
) + E(n
r
 χ ïïri(1-Tri)) (1.47) 
Tt^ χ Var(n
r
) + π
Γ 1 ( 1 - π Γ ΐ ) X Ь(п г ) 
Χ 
In th i s sectiOTi η , η and η are used both to indicate 
r i rj r 
s tochast ic variables and observed var iables . The difference 
wi l l beccme c lear in the context. 
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And in an analogous way the covariance is obtained: 
Cov(n
ri,nr:)) = Cov(E(nrl|nr),E(nr;j|nr)) + ECCovO^.n^ |nr)) 
= Со (п
г
Хтг
гі
,п
г
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г;|) + Ε(ηΓ(πΓΐ;ι - π Γ ιπ )) (1.48) 
= ,
r i x *TJ x аг(пг) + (,rij - π Γ ΐ χ ,TJ)xbinr) . 
Martin Lof now assîmes that η follows a Poisson distribution with 
parameter λθ , of which η is the maximum likelihood estimate. A pos­
sible rationale for this Poisson assimption can be obtained by the 
following reasoning. The subjects form a representative sample fron an 
infinite population. When a subject is drawn at random, the probabili­
ty of observing raw score r has some value which is constant for every 
trial. The number of subjects with raw score r follows a bincmial 
distribution that can be approximated by a Poisson distribution. Under 
assumption of a Poisson distribution both expectation and variance are 
equal to λθ , which simplifies the above formulas to a large degree. 
Lxpectation, variance and covariance become respectively. 
E(n
r i) = Х г X , r i (1.49) 
Var(n
ri) = λ θ Γ Χ π Γ ι (1.50) 
Covar(η
Γ1,η ) = λθ Γ χ TTrij (1.51) 
Now Martin Lof defines the variance covariance matrix V with elements: 
V = λθ π (i=j) 
r lJ r r l (1.52) 
Х
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He also defines : 
Α
τ
 = П
г
 -
 E(li
r
) · (1.53) 
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with η the vector of observed frequencies in subsample r. Maxinum 
likelihood estimates for the elements of (1.52) and (1.53) are obtained 
by substituting η for λ θ . 
Now the statistic Τ is obtained by sunmation over all level groups 
r of the quadratic term: 
T
r
 =
 ^r *
 V
r
1
 * ^ r (1·54) 
Τ = Σ Τ
Γ
 (r=1,...,k-1) . (1.55) 
The statistic Τ is distributed as χ2 with (k-1)(k-2) degrees of freedom. 
The statistic Τ is in sound agreement with the likelihood ratio test Z f 
where they were both obtained in the performed analyses to be reported 
in chapter 2 and chapter 4. 
1.5.4 The Wrbght-Panchapakesan віаігвігс Y 
Wright and Panchapakesan (1969) introduced a statistic that, just 
like the Martin Lof statistic, entails the comparison of expected and 
observed frequencies for every item in every level group. The statistic 
hai. been widely used (e.g. Whithely and Dawis (1974), 
Mead (1976), Wright, Mead and Draba (1976), Rentz and Bashaw (1977), 
Hambleton et al. (1977)). 
For every item in every level group the standard deviate is defined: 
n
ri - E ( n r i ) . (1.56) 
Г1
" v^) 
The expectation, E(n ), is given by: 
E(n
r l) = η Γ Χ π Γ ΐ (1.57) 
and the variance, V(n ) by: 
V(n
r i) = n r * „ r i x (1-πΓΐ) . (1.58) 
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The probability π . is estimated by: 
π • 
Π 
6 Χ
Ρ
( ξ
Γ
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 gi) . (1.59) 
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r
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Wright and Panchapakesan claim that the statistics y . are unit 
normal deviates and as a consequence the squared deviates would be 
distributed as χ 2 with one degree of freedom. They claim further that 
the overall statistic: 
1 к 
= Σ Σ у
2
 (1.60) 
r=1 i=1 
is, asymptotically, distributed as χ 2 with (k-1)(l-1) degrees of free­
dom, where к is the number of iteras and 1 is the number of level groups. 
TVo remarks with respect to this statistic must be made. When (1.59) 
is compared with (1.42), it is seen that in the latter equation only 
item parameter estimates are needed, whereas in the former equation both 
item and subject parameters are needed. However, the basic symmetric 
functions needed in (1.42) are obtained only when the conditional maxi­
mum likelihood method of estimation is used. So (1.59) is more practi­
cal, whereas (1.42) has to be favoured on theoretical grounds. A se­
cond, more serious remark nust be made with respect to the distributio­
nal properties of Y. The statistic у . is not a unit normal deviate, 
because the observed frequency η . is used in the estimation of the i 
item parameter, which in turn is used for the estimation of the expec­
ted frequency E(n • ) . Even when the statistics у · would have been 
normal deviates, then the overall statistic Y would not have been 
distributed as χ2. Wright and Panchapakesan make use of a theorem of 
mathematical statistics stating that a sum of independent χ 2 distribu­
ted variâtes is again a χ 2 distributed variate. The number of degrees 
of freedom of the sum variate is equal to the sum of degrees of free­
dom of variâtes in the summation. However, in the present case the 
variâtes y2- are not independent (see also section 3.4.3.2). 
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The inconsistency of the statistic Y becomes apparent, when it is 
realized that (1.60) is a sum of к x 1 terms, all (supposedly) with 
expectation 1. So the expectation of (1.60) should be к χ 1. The expec­
tation of a χ2 distributed variable, however, is equal to its'number 
of degrees of freedom, in this case (k-1)(l-1). 
As the same problems are encountered in the statistic Q.. to be 
presented in section 3.4.3.2., one is referred to this section for a 
more detailed discussion. For this moment it seems sufficient to con­
clude that Y is not a χ2 distributed statistic, as is claimed by 
Wright and Panchapakesan. 
1.5.5 Model fit and statistical testing 
In the preceding sections some methods were described for testing 
the Rasch model statistically. The objectives of statistical testing 
and fitting a model are not completely identical. Whereas in the case 
of statistical testing there is an exact nil hypothesis, the nil hypo­
thesis in the case of application of a mathematical model to describe 
the data says rather that the model offers a good approximation to the 
empirical datastructure. Every non-trivial model can be argued to have 
zero probability of applying perfectly to an empirical domain. Models 
can always be rejected statistically, when only the power of the model 
test is sufficiently large. The question that should be asked with 
respect to a model is not 'does it apply to the empirical domain', 
but rather 'how well does it apply to the empirical domain'. 
Jöreskog (1974). argues that model testing should proceed in a 
more relative way; the evaluation of the goodness of fit of a model 
should proceed in comparison to alternative models rather than in 
comparison to the statistical nil hypothesis. 
Of course it should not be understood that statistical testing is 
irrelevant in studying the fit of a model, but rather that seme arbi-
trary significance level is not the only criterion by which the 
descriptive validity of a model must be judged. Moderate significant 
values of the test statistic could be acceptable under ci reunís tances, 
when the significant values do not correspond to considerable syste-
matic effects. 
In the present research relatively large samples (N = 2500) were 
used, which implies a large power of the model tests to be used. So it 
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Happened that small deviations from the model predictions gave rise to 
significant values of the test statistic. For this reason other criteria 
m evaluating model fit were used in addition to the statistical model 
test. The correlation between the item parameter estimates of different 
subsamples is one of these. In chapter 4 a complanentary measure for 
goodness of fit is presented. Another important way of evaluating the 
goodness of fit is locating sources of model violation. Both the type 
of model violation (which of the axions has been violated) and the 
part of the sample (group of subjects) that contribute heavily to the 
model test are interesting in this regard. In chapter 3, two new model 
tests will be presented that give the possibility to study the violation 
of the model m a more detailed way. 
In the present investigation no alternative models were available 
to compare the Rasch model with. Possible alternatives would be the 
Birnbaum model as far as the sufficiency axion is concerned or the 
polychotomous Rasch model to allow for multidimensionality. The Rasch 
model was chosen because of its minent properties, deriving from 
specific objectivity. It is not just another model that can be used in 
exchange for any other model, lor an intelligence test to be an accep-
table one, Rasch homogeneity must hold, a test should permit the compa-
rison of subjects independently of the selection of items. For this 
reason the Rasch model was chosen, and as there are no other dichoto-
mous models that are specifically objective, there are no real competi-
tive models for the Rasch model. The relative evaluation as mentioned 
by Joreskog did not take place. 
1.6 Extenstons of the model 
In the area of test theory the Rasch model takes a special place 
because of its properties and especially because of the property of 
specific objectivity. The importance of a model, however, is also de-
pendent upon its applicability. Aside from the standard item analysis 
applications, the applicability of the model has been greatly enlarged 
by several extensions. 
The first extension to be presented is the so called linear logis-
tic model. This model was introduced and brought to development by 
Fischer (1972a, 1972b, 1973a, 1974b, 1975, 1977). A great many varieties 
of the linear logistic model are available (see e.g. Fischer (1977)), 
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but for our purposes it will be sufficient to present the basic form 
of the model. 
The linear logistic model is an elaboration of the simple lo­
gistic model, in that it offers an additive decomposition of the itan 
parameters obtained by means of the simple logistic model. In this 
additive decomposition of the item parameters more fundamental para­
meters η are postulated of which the item parameters are a linear 
combination. So the linear logistic model is given by: 
f (ς ) - 1 
l l V J + exp(çv - σ^ 
with 
σ = Σ α η , (1.61) 
ι
 Μ
ιι ι 
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with q known a prion. 
Because the Rasch model is unidimensional, this also holds for the 
linear logistic model, the basic parameters are measured on the same 
latent dimension as the item parameters σ and the subject parameters ζ_. 
When a set of items can be looked upon as composed of a limited 
set of basic parameters ^, (1.56) can be written for all items simul­
taneously 
2,= Q * n , (1.62) 
where Q is a kxm matrix of known weights. The number of basic parame­
ters m should be smaller than the number of item parameters k, other­
wise a perfectly fitting linear structure (1.57) is given in a trivial 
way. 
The linear logistic model has especially been applied on tests 
consisting of items of the problem solving type. In this type of re­
search it is supposed that solving a problem is dependent upon the 
availability of certain mental operations. These mental operations are 
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characterized by a difficulty parameter, the basic parameter η, and the 
item difficulty is the sum of the difficulties of the operations needed 
to solve the problem. The matrix Q indicates whether operation j is 
enclosed in problem ι by having a zero or one in eel q . When a given 
operation figures more than once in a problem, this can be expressed in 
the matrix Q. 
Research along this line has been done by for instance Scheiblech-
ner (1972), Spada [1973), Spada, Fischer and Heyner (1974), Haudek 
(1973) and Formann (1973). 
Another important field of applications of the linear logistic 
model can be found in effect measurement as for instance m attitude 
change. An extensive treatment of this type of model can be found in 
Fischer (1977). In these applications attitude or opinion is measured 
two tunes and the change is decomposed in portions that can supposedly 
be attributed to various sources of influence (for instance various mass 
media). The matrix Q in this instance contains indicators for the extent 
to which subject ν has been in contact with source of influence j. 
A second extension of the Rasch model is the polychotomous logistic 
model. 
- , e x p ( Ç ( h ) + a(h)) M ,., 
pfx(h) =
 п =
 ^ v ι . (1.63) 
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This is the probability that subject ν answers item ι with response h. 
It is seen that in this model both the subject and item parameters are 
vector-valued, the components of the vector correspond with answer 
categories. The model was already suggested by Rasch (1961), but came 
fully into development by the work of Andersen (1973c, 1977). 
Because the parameters are vector valued, it is possible to 
postulate a multidimensional trait. In this case, however, the answer 
category h must appeal to the same dimension for all items. An example 
of such an application is given by Fischer and Spada (1973). They ana­
lyse the Rorschach test with preceded answer categories, as introduced 
by Holtzman; for every inkblot (e.g. Holtzman et al., 1961) the same 
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categories are used, so for every category the response tendency can be 
interpreted in terms of a latent dimension. In general, however, the 
items will not fulfil this extra requirement and consequently a unidi-
mensional latent trait will have to be postulated. In terms of the 
model (1.58) this mounts up to the restrictions: 
çCh)
 = a(h) , + boo 
V V 
σί» = a
h
 « a. 
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Of course the above two extensions of the Rasch model, the linear 
logistic model and the polychotomous model, can be combined to give the 
polychotomous linear logistic model (see e.g. Fischer (1974a)). 
Kempf (1974, 1977) introduced a variation on the simple Rasch model 
that is called a dynamic test model. In this approach the principle of 
local stochastic independence is relaxed in such a way that the proba­
bility of a positive answer not only is dependent on the subject and 
item parameters, but also on the number of items positively responded 
up to item i. This approach makes it possible to incorporate learning 
effects in the model. 
1.7 Conclusion 
In this introductory chapter the Rasch model was presented in 
relation to classical test theory and latent trait analysis. Although 
the Rasch model can be characterized as a latent trait model, it takes 
a very special place among the latent trait models. The Rasch model is 
the only model that allows specifically objective measurement. Specific 
objectivity of measurement implies that the conparison of subjects is 
independent of the selection of items from the relevant universe and 
that the comparison of items is independent of the selection of sub­
jects (sample independence). 
When intelligence traits are measured by means of a test, it appears 
to be a natural requirement that the conparison of subjects should give 
the same result , whether difficult or easy items are used (EIS long as 
the items appeal to the same trait). The selection of items should not 
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influence the measurement result. When this requirement is adhered to, 
the Rasch model is the only acceptable model in the danain of dichoto-
mous, unidimensional, probabilibtic models. 
The conditional maximum likelihood estimation method offers the 
possibility to separate the estimation of subject and item parameters. 
Item parameters are estimated independently of the subject parameters 
and subject parameters can be estimated independently of the item 
parameters. Conditional maximum likelihood estimation is the only method 
that is theoretically completely justified. 
In chapter 2 the Rasch model will be used to analyse a battery ot 
intelligence tests known as the ISI intelligence tests [Snijders et al., 
1963). These tests are of the time limit type, which poses extra pro-
blems. In the course of analysing these tests, the need was felt for 
other statistical test procedures. In chapter 3 these new test proce-
dures will be developed and eventually the analysis of the ISI tests 
is taken up again in chapter 4. 
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APPLICATION OF THE RASCH MODEL 
TO THE ISI TIME-LIMIT INTELLIGENCE TESTS 
2 
2.1 Introduction 
The Rasch model has been developed for power tests, in which all 
subjects have attanpted all the items. When the model is applied to 
time-limit tests, without any further precautions, difficulties are 
bound to arise. 
In the Rasch model the number of correctly responded itans (n ) 
is the sufficient statistic for the subject parameter ξ . The expec­
tation of η is: 
E ( n
v
| V g ) = , e X P U v - g i ] (i-l...... · (2.1) 
ι 1 + expC^. - ai) 
Given the item parameters, this expectation is a monotone function of 
the subject parameter. The probability of correctly responding to a 
given item is also monotone with the expectation (2.1). This is clear­
ly not the case when the number of items completed varies over sub­
jects; this variable will be denoted by B. When subject ν has lower 
item probabilities than subject w, E(n ) still can exceed E(n ), 
because of the fact that ν completed more items than w. When the 
number of items completed (B) is free to vary, the number of positive 
responses (n ) is not a consistent estimator for the subject parame-
v. 
ter. 
With respect to the estimation of the item parameters, the time 
limit also gives rise to difficulties. When some subjects do no com­
plete all items, the last items will score fewer positive responses 
than would have been the case under free time conditions. When two 
subsamples are compared, one of which contains relatively many subjects 
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with high В values, and the other relatively many subjects with low В 
values, the last items will appear easier in the first subsample in 
comparison with the latter. On this basis the Rasch model would be re­
jected as a consequence of varying B. 
The above was the case in applications of the model by Rasch (1960). 
He analyzed four time-limit tests. In two of the tests the time-limit 
was not effective in the sense that (almost) all subjects completed the 
tests. The other two tests, 'verbal analogies' and 'figure combinations', 
were not completed by a considerable number of subjects. In the parti­
tioning high-low most subjects with high В values were part of the high 
scoring subsample and most subjects with low В values belonged to the 
subsample with low scores. Indeed in the low scoring group the later 
items of the tests turned out to be more difficult (Rasch, 1960, p. 92) 
than in the high scoring group. The model was violated as a consequence 
of varying B. 
Variation in В also implies violation of the axiom of local inde­
pendence. In the Rasch model the correlation between items is a conse­
quence of varying ability of subjects; when ability is fixed, the cor­
relation between items should disappear. When В varies this is also a 
source of (artefactual) correlation between items, which in this case, 
however, cannot be eliminated by fixation of the subject parameter. 
Failure of responses can be due to non-completion of the test in sub­
jects with the same subject parameter. In chapter 3 a test statistic 
will be presented which is sensitive to .this violation of the model. We 
may conclude that for a test with an effective time-limit the Rasch 
model can be rejected on a priori grounds when the standard scoring 
procedures are used. 
Many of the standard intelligence tests are of the time-limit type. 
Because of the desirable properties of the Rasch model it would indeed 
be attractive when the range of application of the model could, in one 
way or another, be extended to time-limit tests. 
There are several possibilities for dealing with the problem of 
variation in the number of items completed. Spada (1970) analyzed se­
veral intelligence tests which are usually administered with a time-
limit. However, he relaxed the time-limit such that it was no longer 
effective. He found Rasch-homogeneity, but it is to be questioned 
whether the latent structure was not influenced by the removal of the 
46 
time-limit. So essentially this research does not shed light on timc-
limit tests. 
Fischer (1974a) reports a research of Kladensky (1974) m which 
a tinre-limit for each item ivas used. The very moderate rumber of sub-
jects (167) is anything but a sound basis for conclusions, so the 
limited degree of Rasch-homogeneity that was found, does not seem to 
be very unpressive. Besides this, it is not at all obvious that a 
time-limit on the individual item level is operating m the same way 
as a tune-lunit for the total test. Again it nust be concluded that 
this research does not shed light on the time-limit tests as they are 
usually administered and scored. 
White (1973) presents a model, which is a formalization of a 
conceptual model of Fumeaux (1960). In this model there are three 
observables (correctness of response, abandonment of item and solution 
time) and three latent attributes (speed, accuracy and persistence). 
The mathematical formulation of the model is an extension of the Birn-
baum two paraneter model. Although the approach of White is very 
interesting in its own right, it is not suited to deal with our central 
questions whether specifically objective measurement of a trait is 
possible for a sample of subjects with varying numbers of completed 
items and whether the trait measured shows qualitative differences 
under varying speed. 
Fischer (1973b) used the polychotomous Rasch model to study the 
speed-power problem. The test behaviour of a subject on a given item 
was scored in three categories: 'false', 'correct and slow' and 'cor-
rect and fast'. Conformity to the polychotomous model was found, but 
a reduction to one dimension did not prove to be possible, indicating 
that speed and power are not equivalent. 
Although the result of Fischer is interesting as such, it does 
not give an answer to the question whether the latent trait is altered 
by variation of speed. Also the question, whether specifically objec-
tive measurement of ability is possible with standard tune-lunit tests, 
has not yet been answered. 
With respect to the speed-power problem. Van der Ven (1969) intro-
duced a model which seems relevant. The theory postulates two basic 
components of performance in time-limit tests: speed and precision. A 
measure for speed is the number of items attempted, a measure for pre-
cision is the proportion of items correctly answered, the proportion 
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is taken of the number of items attempted. 
When all subjects have attempted the same number of items, the 
measure of precision of Van der Ven is equivalent to the sufficient 
statistic in the Rasch model. This possible connection with the Rasch 
model makes the model of Van der Ven the more interesting and perhaps 
more insight into the speed-power problem can be obtained. We shall 
return later on to this point in more detail. 
In the present research the standard time-limit test will be taken 
as a starting point, and the main objectives are: 
a) To study the possibilities of specifically objective measuranent in 
time-limit test situations. 
b) To shed some light on the speed-power problem by studying the model 
of Van der Ven (1969) in relation to the Rasch model. 
The approaches used in earlier studies as reported above are not 
suited for the present objectives, so other ways have to be searched 
for. 
In the first instance use of the polychotomous model with a cate-
gory 'not attempted' could appear to be a solution. However, the items 
that are not attempted form a series at the end of the test, so it can 
be stated beforehand that the axiom of local independence will be vio-
lated. 
In the present research an approach was chosen that will be called 
the reduced sample technique. By elimination of items and subjects a 
dataset of complete response vectors can be obtained i.e. all subjects 
in the dataset have attempted all the items. The analyses performed in 
this chapter include only the first eleven items out of the twenty of 
which each test consists.Correspondingly, only those subjects are inclu-
ded in the sample, that have attempted at least these eleven items. 
In chapter 4 the other items will be added one by one and, correspon-
dingly, more subjects will be excluded from the sample. So when item i 
is added to the pool, all subjects having attempted only i-1 items 
are no longer included in the analysis. 
The analyses in the present chapter will be based on two types of 
partitioning of the sample. First of all the conventional partitioning 
high-low will be used. Besides that, also a partitioning on basis of B, 
the number of items attenpted, was used. So for each level of B, from 
eleven up to twenty items, a sample was available and parameter esti-
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mates were obtained for the first eleven items of each test. 
When speed does not influence the structure of the latent trait 
that is measured, the item parameter estimates must be equal within 
chance limits for all subsamples of the speed partitioning. When speed 
does influence the latent trait qualitatively, there are two possibi-
lities that are plausible: 
a) When speed varies, the items (or some of them) appeal to other latent 
dimensions. When this should occur, the ordering of the items is 
expected to change over subsamples; the correlation between item 
parameter estimates of different subsamples is adversely affected 
by this type of model violation. 
b) When speed varies, the discriminating power of the test changes. This 
should show when the regressions of test score on latent trait are 
compared over subsamples (see also section 2.5). 
As indicated in the introduction, the Fischer-Scheiblechner statis-
tic has some severe disadvantages. Therefore the likelihood ratio test 
has to be preferred for statistical testing purposes. However, the 
Fischer-Scheiblechner approach makes it possible to assess the contri-
butions of individual items to the overall statistic, which in turn 
makes it possible to single out items that are sources of model viola-
tion. This is also possible by means of the Wright-Panchapakesan (1969) 
procedure, which however was not available in the computer programme. 
In the present chapter the likelihood ratio test will be used when 
the fit of the model is statistically tested and the Fischer-Scheiblech-
ner approach is used as a complementary tool to detect sources of model 
violation. 
2.2 The IBI vests 
The analyses of the present study will be performed on tests of a 
widely used Dutch test battery. This battery, the ISI (Snijders, Souren 
and Welten (1963), Snijders and Welten (1968)) consists of tests for 
Interest, Scholastic achievement and Intelligence. Only the intelligence 
part of the battery will be studied. 
The intelligence part of the ISI consists of six tests, each con-
taining twenty items. Three of the tests are of the verbal type, the 
others are of the figurai type. Below a short description of each of 
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the tests is given; in appendix A the tests themselves are given. 
1) Synonyms For a given word a synonym has to be chosen 
out of five alternatives. 
2) Cut figures Geometrical figures have to be composed out 
of smaller parts; one of the component parts 
is given, two other parts have to be chosen 
out of five alternatives. 
3) Opposites Of a given adjective the opposite has to be 
chosen out of five. 
4) Rotation Two out of five figures can be matched to a 
standard by means of rotation. 
5) Word categories Three words that form a category are given; 
two out of five words have to be identified 
as belonging to the induced category. 
6) Figure categories Three figures that form a category are given; 
two out of five figures have to be identified 
as belonging to the induced category. 
The ISI test battery has been developed for use on pupils of the 
fifth and sixth grade of Dutch primary school; the age of these pupils 
varies from about eleven to about thirteen years. The instrument is 
used to help in choosing between different types of secondary schools. 
For the standardization of the test battery Snijders and Welten 
(1968) used a sample size of 2000. Among other statistics the split 
half reliabilities were obtained. In the above order of the tests these 
reliabilities were .71, .73, .70, .89, .81 and .91 respectively. In a 
factor analysis the tests 1,3 and 5 loaded on what was called a verbal 
intelligence factor, the other tests loaded on a spatial factor. 
For the present investigation a sample of 4378 subjects was 
available '. The subjects were of the type for whom the tests were 
developed. By far the largest number of the analyses reported in this 
study has been based on a sample of 2500 subjects. This was done to 
retain a second sample for cross-validational purposes, if such should 
prove necessary. These cross-validations have not yet been performed, 
I am very grateful to dr. V. Welten of the Hoogveld Institute 
Nijmegen, who kindly put this dataset to my disposal. 
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but are planned for in the future. 
In scoring the ISI tests five response categories are used: 
1 = correct 
2 = false 
3 = invalid ; the response is not of the correct format; 
for instance one alternative is given, where 
two are required, a non-existent alternative 
is given etc. 
4 = skipped ; the item is attempted, but no answer is given. 
5 = not attenpted ; the item is not attempted. 
The last two categories need some extra comment. In fact it is not 
possible to make a clear distinction between skipped items and items 
that are not attempted. As a rule of thunb items were said to be skipped 
if no response was given to the item and at least one later item was 
responded to. An item was said to be not-attempted if no response was 
given to this item and to all subsequent items of the test. 
The last response category reflects the fact that the tests are of 
the time limit type. Problems arising from this fact are attacked by 
means of the reduced sample technique. Of course it is assumed that the 
subjects answer the items in the order in which they appear in the test 
booklet; this is a common assumption (see e.g. Lord (1974)). 
The multiple choice property of the items poses two problems. First 
of all a valid dichotomy has to be obtained from the multiple categories 
and secondly the possibility of correctly responding to an item by mere 
guessing must be discussed. 
The last response category (not-attempted) is irrelevant for the 
dichotomization, because for every analysis the sample is defined in 
such a way that this response category does not occur. For the other 
categories a dichotomy presents itself quite compulsively, that of cor-
rect vs not-correct. In the 'not-correct' code the categories 'false', 
'invalid' and 'skipped' are taken together. The question to be answered 
is whether this amalgamation is a valid one. With respect to the cate-
gory 'invalid' there does not seem to be any problem. First of all the 
frequency of this type of response is very low; about two percent for 
tests that require two alternatives and less than a half percent for 
tests requiring only one alternative as an answer. Even when some effect 
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would be likely to occur, this effect would hardly be noticeable. Fur-
themore there does not seem to be any systematic factor provoking 
invalid responses other than item difficulty. 
There could exist more serious doubt about the validity of the 
analgdmation of the categories 'skipped' and 'false'. Lord (1974) 
argues that for omitted (skipped) items the chance level should be 
substituted m the likelihood function, and he proposes an estimation-
method for this case. Lord assumes that the subject is aware of the 
optimal strategy in test behaviour, that is: the subject should give a 
response when he judges the probability of a correct response to be 
greater than chance level, which is 1/h (h = number of response alter­
natives). №ien the subject omits (skips) the item the expectation 
under random guessing (1/h) is substituted. In the instruction for the 
ISI tests guessing is discouraged anyhow, so the approach of Lord does 
not appear to be valid in the present case. 
Skipping of items may have an effect on the estimation of the 
subject parameters and on the estimation of the item parameters. With 
regard to the items it does not seem likely that factors other than 
difficulty are operating, so item estimation is not likely to be affec­
ted by skipping responses. In the following, empirical material will 
be presented giving support to this hypothesis. 
It seems likely that with respect to subject parameter estimation 
a slight effect could be present. Subjects with a strong tendency to 
skip items could be disadvantaged in the present scoring procedure. 
Because in the present investigation the structural aspects of the 
tests are the focus of attention rather than the diagnostic aspect, this 
effect is less relevant in the present study. It can also be pointed 
out that the number of skipped items is relatively small, about five 
percent of the responses. So it vail be assumed that the amalgamation 
of the response category 'skipped' and the response category 'false' 
is valid. We will return to this point later. 
With respect to the guessing problem Kempf (1976) showed that 
parameters can be estimated along the same lines as for the standard 
model, vvhen it is assumed that the guessing probabilities are inversely 
related to the item difficulties. This seems a plausible assumption 
for the ISI tests, especially because random guessing is discouraged. 
\s a consequence of the guessing assumption the parameters £ and £ are 
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no longer measured on a ratio scale, but rather on an interval scale; 
or more precisely: the ratio scale has been shifted over the continuum 
by an unknown additive constant and therefore should be interpreted 
as an interval scale. In the analyses to follow, this assumption will 
be made in addition to the regular assumptions of the Rasch model. 
In the analyses of the present chapter an initial sample of 2500 
subjects was used. For several reasons subjects were excluded from 
the sample, such that the effective sample size is smaller. Subjects 
having attempted less than eleven items are excluded; the numbers 
involved range from 34 for ISI-2 to 150 for ISI-6. Also subjects who 
correctly respond to all or none of the eleven items are excluded 
from the sample, as they do not contribute to parameter estimation. 
So the effective sample size is equal to 2500 minus the three cate­
gories of subjects mentioned above. All sample sizes reported in 
this study are effective sample sizes. 
The analyses were performed by means of the computer programme 
of Formarm (1976). In the course of the investigation this programme 
was adapted in many respects. A description of the adapted version is 
given by Raaijmakers and Van den Wollenberg (1979). 
2.3 Model test high-low 
The model tests to be discussed here have been performed on the 
reduced sample S... This is the sample of the first eleven items and 
only those subjects having attempted at least eleven items. In chapter 
4 the reduced samples S., up to S ™ will be studied. 
For the high-low model test the sample is divided into two sub-
samples on basis of the raw test score; in this way a high scoring and 
a low scoring subsample is obtained. Of course, the score on which the 
partitioning takes place is the reduced sample score. 
Under the Rasch model the item parameter estimates must be equal, 
within chance limits, over subsamples. This is tested statistically by 
means of the high-low likelihood ratio test. The results are reported 
in table 2.1. 
In the first column of this table the values of the likelihood 
ratio statistic, 2, are given. For a partitioning into two groups this 
statistic is distributed as χ 2 with k-1 degrees of freedom. For the 
sake of comparison some critical values of χ 2 with the relevant number 
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Table 2.1. The high-low likelihood ratio test (Z) for the ISI-intelligence 
tests and the correlation between item parameter estimates (r) 
of the two subsamples; first eleven items. 
a) no item deleted 
test 
1 
2 
3 
4 
5 
6 
Z(df=10) r N 
116.13 .9754 2247 
28.37 .9717 1980 
88.68 .8988 1692 
33.14 .9798 2276 
36.24 .9359 1855 
182.82 .5143 1578 
b) one item deleted 
Z(df=9) r Ν , ^ ^ т . deleted 
29.05 .9731 1852 11 
15.43 .9748 1627 11 
53.06 .9498 1674 8 
12.63 .9907 2270 5 
11.76 .9587 1822 6 
110.01 .7358 1562 7 
N is the effective N; 2500 minus subjects with less than eleven 
attempted items or all or none of the items correct. 
Some critical values fox χ 2 with 
ten and nine degrees of freedom: 
ρ 10 9 
.10 15.99 14.68 
.05 18.31 16.92 
.01 23.21 21.66 
of degrees of freedom are given. 
In the second column the correlations between the parameter esti­
mates of the two subsamples are given. This correlation can be used 
as a descriptive measure of goodness of fit. Because the Rasch model 
requires that the item parameter estimates for the Ш э subsamples are 
equal within chance limits, the correlation should approximate 1, 
except for the case that all item parameters are equal within subsam-
ples; in that case a correlation of zero has to be expected, (see also 
chapter 4, section 4.3). 
By referring to the critical values of χ 2 with ten degrees of 
freedom, it can be seen that all six tests give rise to significant 
values of the test statistic. However, inspection of the graphical 
representations in figure 2.1 suggests that for all but one of the tests 
the item points indeed scatter around the straight line through the 
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origin at an angle of 45 , as they should. The correlations too 
suggest a reasonable-to-good fit for all tests except for test 6. 
In some instances, especially for test 1, it appeared that lack of 
fit was due to just one item, so rather than systematic violation of 
the model, incidental effects appeared to cause the high values of the 
test statistic. For this reason all six tests were analysed again, 
after elimination of the most outlying item. The results of this second 
round of analysis arc reported in table 2.1b, the likelihood ratio test 
high-low with one item deleted. It is seen that m most cases a consi­
derable gain in goodness of fit is obtained and that in some cases the 
fit clearly remains within the borders of significance. Of course the 
present procedbre entails the risk of capitalization on chance, so 
cross-validation would be desirable with respect to this point. 
2.3.1 ISI-1 (htgh-lou) 
tor the first test, item 11 gives a contribution of 95.68 to the 
Fischer-Scheiblechner statistic S. The value of S was 129.20. So it is 
quite obvious that item 11 causes the main body of the model violation. 
When this item was eliminated, the likelihood ratio statistic Ζ dropped 
to 29.05. This last value should be compared with the critical values 
of χ2 with df=9, as given at the bottom of table 2.1, containing the 
results of the likelihood ratio test high-low. 
The value of 29.05 for χ? with nine degrees of freedom is a signi­
ficant one indeed, but in the light of the discussion 'model fit and 
statistical testing' m the introductory chapter, this value is 
regarded as being qiite satisfactory. The la^ge number of subjects makes 
the test sensitive even to very small deviations. When an initial sample 
size of 1000 was used, the effective sample size was 729. With this 
quite usual sample size a value of 13.20 was obtained for Ζ (df=9). This 
value is not even on the margins of significance. 
It is quite remarkable that the correlation between the two sets 
of item parameter estimates drops slightly when item 11 is eliminated. 
Because this item deviates from equality over subsamples, it should be 
expected that elimination of such an item would improve the correlation. 
The reason why this is not the case lies in the fact that elimination 
of item 11 causes the range of the item parameters to drop, as can also 
be seen in the graphical representation in figure 2.1. The standard 
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Fig. 2.1 Graphical representation of the high-low model test 
for the first II items of all six ISI-tests. 
deviation of the set of item parameter estimates drops from 1.599 to 
1.452 for the subsample 'low' and even from 1.832 to 1.450 for the 
high scoring subsample. Because restriction of range has as a rule the 
effect of lowering the absolute value of the correlation, it is not 
surprising that in the present case the elimination of item 11 does 
not lead to an improvement of the correlation. 
As can be seen from the above figures, elimination of item 11 
also leads to equality of the standard deviations of the sets of item 
parameter estimates, just as it should under the Rasch model. 
Why item 11 deviates from Rasch homogeneity is difficult to 
establish for a test 'synonyms'. Because it is an incidental effect 
it does not seem very interesting at this moment. 
2.3.2 ISI-2 (high-low) 
For the second test the likelihood ratio statistic assumes a quite 
acceptable value, even in the eleven item sample. The contribution of 
item 11 is 17.56 to an overall value of S of 36.01. The situation is 
not quite as obvious as for ISI-1. The possibility that elimination of 
item 11 implies capitalization on chance is quite feasible. 
When item 11 is indeed eliminated, not even the Ъ°ь level of signi­
ficance is reached, which is quite remarkable for such a large sample. 
2.3.3 ISI-г (high-low) 
For test 3 it is more difficult to make a judgement about Rasch 
homogeneity. A high value for Ζ is found in the eleven item sample. 
There does not seem to be any single item that causes the main part of 
the deviation. It can be seen that Ζ still has a considerable value 
when item 8 is eliminated. The correlation too indicates that the fit 
is considerably less than for ISI-1 and ISI-2. 
Although at this moment it must be concluded that ISI-3 is under 
severe suspicion of not being Rasch homogeneous, it must be remarked 
that the results with the reduced samples S ^ to SJQ, which will be 
presented in chapter 4, are far more encouraging in this respect. 
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2.3.4 /SJ-Í (high-low) 
This test already shows a relatively good fit, even if none of the 
items is eliminated. When item 5 is deleted, the fit becomes extremely 
good both in terms of the test statistic and in terms of the correlation 
between the item parameter estimates sets of the subsamples. These excel-
lent results may be understood, when it is recognized that the operation 
to be perfoimed (rotation) is the same for all items; the items only 
differ in the canplexity of the figures to be rotated. 
The effective sample size of ISI-4 is by far the largest of all 
tests; this makes the results all the more impressive. 
Again one should ask whether the elimination of item 5 does not 
imply capitalization on chance. It seems better to accept a moderately 
significant result, rather than to take this risk. The contribution of 
item S is only 7.45 to an overall S of 32.68. 
2.3.5 ISIS (high-low) 
The situation for this test is comparable to that for ISI-4. The 
fit of the eleven item dataset is already relatively good, but when 
item 6 is eliminated, Ζ is not even significant on the .20 level. 
The correlations for ISI-5 are considerably lower than for ISI-4. 
This can be explained by the relatively small range of the item para­
meter estimates, as can also be observed in the graphical representa­
tion in figure 2.1. 
It does not seem wise to eliminate item 6 because of the risk of 
capitalization on chance. The contribution of this item is 11.82 to an 
overall S of 36.46. 
2.3.6 ISI-6 (high-low) 
This test must clearly be rejected as not being Rasch homogeneous. 
The values of Z, both in the eleven and in the ten item case, are quite 
clear about this. The correlation coefficients are also far out of the 
range of the correlation of the other tests. 
Whereas for the other tests the graphical representation showed 
a configuration of points scattering around a straight line through the 
origin, this can not be said of ISI-6 as may be seen in figure 2.1. The 
small range of the item parameter estimates also has an adverse effect 
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on the correlation. Comparison with ISI-5 learns that this cannot 
completely account for the low correlation between the item parameter 
estimates of the subsamples of ISI-6. 
2.4 Model tests based on speed partitioning 
As indicated earlier, the ISI tests are of the time-limit type. 
A reasonably large group of the subjects completes all items of a test, 
but there is also a considerable number of subjects that attempt less 
than twenty items. Subjects are working at different speed levels and 
the number of items completed (B) can be taken as a measure for speed. 
Because subjects with В scores less than eleven are eliminated 
from the sample, a total of ten subsamples is available for the speed 
partitioning (B=11 ,20). As far as was possible every value of В 
defined a subsample. However, for the first three ISI tests subsamples 
had to be taken together in order to make accurate parameter estimation 
possible. 
The comparison of the subsamples of the speed partitioning should 
give an answer to the question whether the ISI tests measure latent 
traits in a Rasch homogeneous way, irrespective of the speed with 
which subjects are working. 
Two possible deviations of Rasch homogeneity were mentioned above 
that have a certain, a priori, plausibility: when speed varies the 
trait changes qualitatively (another dimension is measured) or: the same 
trait is measured at different levels of speed, but the discriminating 
power of the test varies with speed. 
The results obtained in the high-low partitioning give reason for 
hope for the present analyses. When one of the two effects mentioned 
is indeed operating, it seems reasonable to expect that the high-low 
partitioning will also be affected. On the other hand in the high-low 
partitioning all levels of В occur in both the high and the low scoring 
subsample, so that the present effect could be obscured. The speed 
partitioning is more appropriate for investigating the effects mentioned 
above. 
It should be noted that the statement, that the latent trait 
measurement is independent of speed, does not imply that the latent 
trait (ζ) and В are statistically independent. The first statanent im-
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plies that the latent structure is the same for all subsamples. This 
can be established independently of the sample distribution. This sample 
independence in turn implies that the distribution of subject parameters 
can take any form and need not be comparable over subsamples. The 
distribution of subject parameters is of decisive importance for the 
correlation. Mien in the subsamples with low В scores the subjects also 
have low subject parameters, and high parameters are found in the sub-
samples with high В scores, there will be a positive correlation between 
ξ and B. Yet it can be stated that the latent trait is measured indepen­
dently of speed. We return to this topic later on, when the theory of 
Van der Ven will be discussed. 
In table 2.2 a suimiary of the results of the elaborate speed par­
titioning is given. These results do not give any insight into the 
contribution of individual items, as they stem from likelihood ratio 
tests of the model. 
No correlations between the item parameter estimates, as measures 
of goodness of fit, are obtained with this model test, as the analyses 
are based on a partitioning into at least six subsamples. For these 
reasons additional analyses were performed in which subsamples were 
compared pairwise, such that correlations are obtained and the Fischer-
Scheiblechner statistic can also be obtained. Because of limited space, 
these results are reported for only two tests; ISI-4, which showed the 
best fit under the speed partitioning, and ISI-1, having the worst fit 
(with the exception of ISI-6, that had to be rejected altogether). 
Table 2.2. Analyses based on a partitioning according to B, number of 
items attempted. 
Ζ 
128.24 
70.90 
108.84 
93.06 
115.86 
360.26 
df 
80 
50 
70 
90 
90 
90 
z
z 
3.41 
1.96 
2.96 
0.26 
1.84 
13.38 
(.0005 < ρ < .001) 
(ρ * .025) 
(.001 < ρ < .002) 
(.30 < ρ < .40) 
(.025 < ρ < .05) 
(ρ < « .0001) 
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For both ISI-1 and ISI-4 the parameter estimates of all subsamples of 
the speed partitioning are reported for the sake of illustration. All 
this is done in the tables 2.3 up to 2.6. 
In addition to the likelihood ratio test, its z-transform is also 
reported. To this end the ζ-transformation (see e.g. Edwards, 1966): 
ζ = •Sp _ /2df-1 (2.2) 
is used. Use of the z-transformation of χ 2 makes the results more 
readily comparable. 
2.4.1 ISI-1 (speed partitioning) 
As can be seen by consulting table 2.2, containing the elaborate 
partitioning according to B, ISI-1 shows the worst results of the first 
five tests. The z-transform of the likelihood ratio statistic is 3.41, 
which is clearly significant. However, as has been argued in the intro­
ductory chapter, the objectives of statistical testing and those of 
fitting a model are not exactly the same. The essential question to 
be answered here is whether the model offers a good approximation to 
the data. This question can be answered better, when also the results 
of the pairwise comparisons of subsamples, as reported in table 2.4 
and the parameter estimates in table 2.3 are taken into account. 
On the descriptive level the fit of the model can be characterized 
as being good. When the subsamples are sufficiently large, the correla­
tions between the sets of item parameter estimates is well above .98. 
When the samples are of a more moderate size, the correlations are lower. 
This can be explained by the relatively large standard errors when 
estimates have been obtained from small samples; the relatively large 
variability of the item parameter estimates causes the correlation to 
drop. 
Although the correlations suggest a good fit, significant values 
of Ζ are found in two instances in the pairwise analyses reported in 
table 2.4. When the parameter-estimates in table 2.3 are inspected it 
can be seen that item 10 varies considerably over subsamples. The same, 
but to a lesser degree, holds for item 11. These observations are 
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Table 2.3. ISI-1; item parameter estimates for the subsamples of the 
speed partitioning* 
subsamples (levels of B) 
N 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
11 
61 
2.87 
1.31 
0.02 
-0.06 
1.31 
0.46 
-1.33 
-1.05 
-0.85 
-0.50 
-2.16 
12 
50 
3.41 
1.68 
0.95 
-0.50 
0.81 
0.43 
-1.56 
-0.79 
-1.77 
-0.41 
-2.24 
13-14 
152 
2.95 
2.04 
0.50 
-0.12 
1.16 
0.67 
-1.48 
-1.08 
-1.42 
-0.27 
-2.95 
15 
114 
2.58 
1.68 
1.14 
-0.03 
0.89 
0.97 
-1.33 
-1.16 
-1.55 
-0.18 
-3.01 
16 
133 
2.57 
2.04 
0.40 
0.12 
0.82 
0.82 
-1.38 
-0.98 
-1.28 
-0.30 
-2.83 
17 
113 
2.73 
1.80 
0.53 
0.39 
0.61 
1.04 
-1.36 
-1.28 
-1.56 
0.13 
-3.02 
18 
176 
3.09 
1.92 
0.46 
0.13 
0.84 
1.16 
-1.38 
-1.17 
-1.69 
-0.11 
-3.23 
19 
178 
2.57 
2.57 
1.24 
0. 10 
1.06 
0.46 
-1.37 
-1.40 
-1.64 
-0.19 
-3.40 
20 
1270 
2.85 
1.95 
0.63 
-0.08 
0.95 
0.54 
-1.32 
-1.02 
-1.68 
0.51 
-3.33 
The programme of Formann (1976) reports item parameters -σί· So a 
positive value indicates a more easy item, a negative value a more 
difficult item. 
Table 2.4. ISI-1; results of analyses on various selections of subsamples 
of the В partitioning; eleven items (df=10). 
sub 
11(N=61) 
15(N=114) 
17(N=113) 
I9(N=178) 
11-12(N=111) 
11-14(N=263) 
11-16(N=522) 
17-18(N=289) 
11-19(N=977) 
samp] 
vs 
vs 
vs 
vs 
vs 
vs 
vs 
vs 
vs 
.es 
12(N=50) 
16(N=133) 
18(N=176) 
20(N=1270) 
13-14(N=152) 
15-16(N=259) 
17-20(N=1737) 
19-20(N=1448) 
20(N=1270) 
Ζ 
11.79 
6.06 
7.67 
19.78 
8.45 
7.26 
47.90 
19.34 
54.84 
r 
.9546 
.9839 
.9854 
.9780 
.9860 
.9878 
.9891 
.9861 
.9879 
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supported by the contributions to the Fischcr-Scheiblechner statistic. 
When item 10 is deleted, the overall likelihood ratio statistic 
drops from 128.24 to 70.12 (df=72). Also m the pairwise tests the 
values of the statistics become non-significant. 
Item 11 was also deviating in the high-low partitioning, so it 
could be argued that this item should be eliminated before an analysis 
based on the speed partitioning is performed. When this is done, an 
overall likelihood ratio of 108.86 (df=72) is obtained. The z-trans-
form of this value is 2.80 and the significance level is about JO. 
Under the present circumstances this fit can be said to be quite accep­
table. When item 11, rather than item 10, is eliminated the risk of 
capitalizing on chance is minimal, as the deviation of item 11 m the 
high-low model test was beyond any doubt. Item 11 was duly eliminated. 
ISI-1 withstood the model test based on a speed partitioning to a 
satisfactory degree. 
Now that it can be concluded that the item parameters are the same 
for all subsamples of the speed partitioning, it is obvious that the 
hypothesis, stating that varying speed implies qualitative changes in 
the trait that is measured, can be rejected for ISI-1. 
The hypothesis, statirg that between subsamples the test discrimi­
nating power varies, must be rejected as well. When the item parameters 
are known, the subject parameters can be obtained by the iterative 
solution of: 
r
 . •.
 e X p U
r '
 σ
ι
)
 (i=l,...,к, iteras) . (2.3) 
ι 1 + exp(çr - σ
ι
) 
When the item parameters are, within chance limits, equal over subsamples, 
then it is obvious that the subject parameter estimates too are compa­
rable over subsamples, it can be concluded that the subject parameter is 
only dependent on the sufficient statistic, based on the first 11 items, 
and not on the speed level. When subject parameter estimates only vary 
within chance limits , then the regressions of subject parameter estimates 
on test score are also equal within chance limits, that is to say the 
test discriminating power is the same for all subsamples of the speed 
partitioning. 
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For the sake of i l l u s t r a t i o n the subject parameter estimates for 
the subsamples of ISI-4 are reported (see tabic 2.7) . 
2.4.2 ISI-2 (speed partitioning) 
The value of the overall likelihood ratio test statistic as repor­
ted in table 2.2 is on the edges of conventional significance levels. 
Given the large sample, this could be considered a very good fit to the 
model. This result, that was confirmed by the pairwise comparison of 
subsamples, must, however, be approached with caution. The number of 
subjects in the subsample with В = 20 was large in comparison with the 
other ISI tests; consequently the other subsamples had relatively mode­
rate sizes (it was for this reason that several of the subsamples had 
to be taken together in order to make conditional maxinum likelihood 
estimation possible). The small sample sizes of the subsamples with В 
less than 20 could have affected the power of the model test in a 
negative way. 
Small sample sizes made the inspection of the pairwise compari­
sons of subsamples a tedious affair. Here, especially, a method was 
badly needed to assess the contribution of an individual item to the 
overall statistic of an elaborated partitioning. 
With respect to ISI-2 it can be concluded that the speed partiti­
oning did not give any reason to reject the Rasch model. However the 
power of the model test seemed to be negatively affected by the small 
numbers of subjects in the lower level subsamples of the speed partiti­
oning . 
2.4.3 ISI-3 (speed partitioning) 
Inspection of the results obtained for the elaborated partitioning 
as reported in table 2.2 shows a significant value for the likelihood 
ratio test statistic. Again it can be asked whether the violation of 
the model is serious enough to reject the Rasch model as a reasonable 
approximation of the structure of ISI-3. 
When the pairwise comparisons of subsamples are studied, the same 
observations can be made: significant values, but not of a serious 
nature. No single item could be held responsible for the main part of 
model violation, just as was the case in the high-low model test. 
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For ISr-3 the hypothesis of Rasch homogeneity cannot be rejected 
as a reasonable approximation to the test structure. However some 
suspicion in this respect must be retained. 
2.4.4 JSJ—á (speed partiticning) 
As stated before, of all tests ISI-4 shows the most impressive fit 
to the Rasch model. First of all the value of the likelihood ratio sta-
tistic of the elaborated speed partitioning, reported in table 2.2, is 
completely at chance level. The results of the pairwise model tests of 
table 2.6 and the item parameter estimates for the subsample as reported 
in table 2.5 also reflect the extremely good fit. 
The correlations between the sets of item parameter estimates reach 
values of well above .99, which is truly remarkable. 
Table 2.5. ISI-4; item parameter estimates for the subsamples of the 
speed partitioning. 
subsamples (levels of B) 
11 12 13 14 15 16 17 18 19 20 
N 57 116 112 139 78 226 78 227 136 1103 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
3.04 
0.78 
1.12 
0 .63 
0.78 
- 0 . 3 6 
- 0 . 0 7 
- 0 . 5 4 
- 1 . 8 5 
- 2 . 1 0 
- 1 . 4 5 
2.58 
0.87 
1.35 
0.16 
0.54 
0.16 
- 0 . 0 1 
- 0 . 7 1 
- 1 . 8 6 
- 1 . 5 0 
- 1 . 5 9 
2.44 
0.67 
1.13 
0.50 
0.09 
0.00 
- 0 . 3 1 
- 0 . 8 5 
- 1 . 4 2 
- 0 . 9 7 
- 1 . 2 9 
2.26 
0 .93 
1.72 
0.02 
0.20 
0.40 
- 0 . 1 4 
-0 .41 
- 1 . 8 2 
- 1 . 5 0 
- 1 . 6 6 
2.00 
0.86 
1.66 
0.52 
0.30 
0 .03 
-0 .51 
- 0 . 3 4 
- 1 . 5 7 
- 1 . 5 0 
- 1 . 4 4 
2. 18 
1.04 
1.38 
0.21 
0.18 
0.29 
- 0 . 3 0 
- 0 . 5 0 
- 1 . 6 9 
- 1 . 2 6 
- 1 . 5 3 
2.68 
1.15 
1.04 
0 .03 
0 .48 
- 0 . 3 5 
- 0 . 3 5 
-0 .71 
- 1 . 4 0 
- 1 . 4 0 
- 1 . 1 7 
1.99 
1.36 
1.45 
0.40 
0.30 
0.17 
- 0 . 3 5 
- 0 . 6 4 
- 1 . 7 2 
- 1 . 3 0 
- 1 . 6 6 
2.36 
0.72 
1.57 
- 0 . 0 6 
0.43 
-0 .21 
- 0 . 3 2 
- 0 . 5 6 
- 1 . 3 9 
- 1 . 2 9 
- 1 . 2 6 
2.26 
1.00 
1.14 
0 .25 
0.34 
0.30 
- 0 . 3 7 
- 0 . 7 3 
- 1 . 4 9 
- 1 . 1 5 
- 1 . 5 5 
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Table 2.6. ISI-4; results of analyses on various selections of subsamples 
of the В partitioning; eleven items (df=10). 
sub 
11(N=57) 
I3(N=112) 
15(N=78) 
17(N=78) 
19(N=136) 
11-12(N=173) 
15-16(N=304) 
11-I4(N=424) 
11-19(N=1169) 
samples 
vs 
vs 
vs 
vs 
vs 
vs 
vs 
vs 
vs 
12(N=116) 
14(N=139) 
16(N=226) 
18(N=227) 
20(N=1103) 
13-14(N=251) 
17-18(N=304) 
15-18(N=609) 
20(N=1103) 
Ζ 
6.96 
16.32 
4.44 
11.51 
15.57 
9.95 
4.44 
8.06 
20.87 
r 
.9749 
.9565 
.9842 
.9534 
.9726 
.9878 
.9934 
.9914 
.9932 
Table 2.7. ISI-4; subject parameter estimates for the subsamples of 
the speed partitioning. 
subject 
score 
N 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
(57) 
-3.08 
-2.03 
-1.32 
-0.74 
-0.22 
0.29 
0.81 
1.38 
2.05 
2.98 
12 
(116) 
-2.94 
-1.96 
-1.28 
-0.73 
-0.22 
0.27 
0.77 
1.32 
1.97 
2.88 
13 
(112) 
-2.81 
-1.85 
-1.19 
-0.66 
-0.18 
0.28 
0.74 
1.24 
1.84 
2.70 
14 
(139) 
-2.91 
-1.96 
-1.29 
-0.73 
-0.23 
0.26 
0.76 
1.31 
1.96 
2.87 
15 
(78) 
-2.83 
-1.90 
-1.26 
-0.72 
-0.22 
0.25 
0.74 
1.27 
1.90 
2.79 
В 
16 
(226) 
-2.83 
-1.90 
-1.25 
-0.71 
-0.22 
0.25 
0.74 
1.27 
1.89 
2.78 
17 
(78) 
-2.91 
-1.91 
-1.22 
-0.66 
-0.17 
0.30 
0.78 
1.28 
1.89 
2.75 
18 
(227) 
-2.85 
-1.93 
-1.28 
-0.74 
-0.24 
0.25 
0.75 
1.29 
1.93 
2.83 
19 
(136) 
-2.85 
-1.88 
-1.21 
-0.66 
-0.18 
0.29 
0.76 
1.26 
1.86 
2.72 
20 
(1103) 
-2.81 
-1.88 
-1.23 
-0.70 
-0.21 
0.26 
0.74 
1.26 
1.87 
2.75 
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Perhaps the extremely good fit of this test can be explained by 
its clean operational structure. The task to be performed is the same 
for all items: a two dimensional perceptual rotation nust be performed 
by the subject. The differences between the itans could be tentatively 
indicated as the complexity of the geometrical figure to be rotated. 
The subject parameter estimates for all subsamples of the speed parti­
tioning for ISI-4 are reported in table 2.7. 
As can be seen the subject parameters too do not show any systematic 
differences, as was to be expected. The discriminating power of the 
test does not vary over the subsamples of the speed partitioning. 
2.4.5 ISIS (speed partitioning) 
The results for ISI-5 are also encouraging. The overall likelihood 
ratio statistic, as reported in table 2.2, is on the margin of signifi­
cance. When item 6 was deleted, as in the high-low partitioning, Ζ drops 
to a value of 92.34 (df=81); the z-transform of this value is .90. 
The results of the pairwise model tests confirm the global picture. 
The correlations, however, are not quite as high as for ISI-4. This can 
be explained by the relatively small range of item parameter estimates. 
The conclusion with regard to the present results must be that 
ISI-5 can be considered as Rasch homogeneous in as far as the present 
model test is concerned. Elimination of item 6, which was already 
eliminated in the high-low partitioning, made the model fit even better. 
2.4.6 ISI-6 (speed partitioning) 
When the ISI tests were investigated with respect to Rasch homo­
geneity by means of the partitioning high-low, test 6 was the only one 
that had to be rejected with respect to the hypothesis of Rasch homo­
geneity. These results are confirmed by the model tests based on a 
speed partitioning. As may be seen in table 2.2 the likelihood ratio 
statistic for the elaborated partitioning is very significant indeed. 
As was the case in the high-low partitioning, no incidental effects 
can be pointed to in the present results. ISI-6 can very definitely be 
rejected as being Rasch homogeneous, it does not even offer a reaso­
nable approximation to the model. 
In chapter 3 new techniques of studying Rasch homogeneity will be 
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presented. By means of these new instruments and the results obtained 
in the present chapter, some more insight into the structure of ISI-6 
can, perhaps, be obtained. 
2.5 The I SI tests and Rasch homogenei-zy; conclusions 
The ISI tests were investigated with respect to Rasch homogeneity 
by means of two partitioning criteria; a test score partitioning high-
low and a partitioning based on B, the number of items attempted. The 
results of both model tests agree very well with each other. 
ISI-2 and ISI-4 both behave very well. Both tests showed signifi­
cant values for the Ζ statistic, but given the large sample size it 
was decided that the model should not be rejected as a good approxi­
mation to the data. Elimination of one item leads to likelihood ratios 
that are clearly within all conventional levels of significance. Item 
elimination, however, takes the risk of capitalizing on chance. For 
this reason the moderate violation of the model was accepted. 
The model test based on speed partitioning showed favourable re­
sults for both tests. All in all it can be concluded that the hypo­
thesis of Rasch homogeneity cannot be rejected for IST-2 and ISI-4, 
of course as far as the first eleven items are concerned. 
IS1-1 showed a very clear incidental effect. Item 11 gave a very 
large contribution to the Fischer-Scheiblechner statistic. When this 
item was eliminated, an acceptable fit was obtained. The elimination 
of item 11 in the speed partitioning, too, showed a positive effect 
for model fit. So for ISI-1 the hypothesis of Rasch homogeneity cannot 
be rejected except for a very clear incidental effect. 
ISI-5 was on the margins of significance for both types of model 
tests. Elimination of item 6 gave rise to very good fit in both the 
partitioning high-low and the speed partitioning. However, the inciden­
tal effect was not quite as obvious as in the case of ISI-1. ISI-5 can 
be said to be Rasch homogeneous except (perhaps) for an incidental 
effect. 
ISI-3 can be characterized as 'suspicious' with respect to Rasch 
homogeneity. Especially the high-low partitioning gave rise to signi­
ficant values of the test statistics. Clear incidental effects could 
not be pointed at. It is not obvious whether the model violations are 
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serious enough to reject the Rasch model altogether as a reasonable 
approximation to ISI-3. The results to be presented in chapter 3 are 
more positive in this regard. 
ISI-6 clearly violates Rasch homogeneity. Both the speed parti­
tioning and the partitioning high-low showed substantial significant 
effects. 
In section 2.1 a possible model violation was discussed, that 
consisted in varying discriminating power of the test over the levels 
of the speed partitioning. Acceptance of the Rasch model for the 
present datasets also implies that this violation is absent. However, 
one could reason that it was present, but too small to become manifest 
in the likelihood ratio test. The best way to test this hypothesis is 
by comparing the subject parameter estimates in the level groups of the 
speed partitioning. Varying test discriminating power must show in the 
subject parameter estimates; the slope of the regression of raw score 
on (estimated) ability must show different slopes for different level 
groups and consequently the same raw scores should result in different 
parameter estimates for these subsamples. 
Table 2.8. Correlations (tau-coefficients) between speed and standard 
deviations of item parameter estimates for the first five 
ISI tests. 
ISI-] 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
1.29 
1.67 
} 1.49 
1.41 
1.35 
1.42 
1.73 
1.57 
1.46 
: = .28 
61 
50 
152 
114 
133 
113 
176 
178 
1270 
13 
14 
15 
16 
17 
18 
19 
ISI-2 
1.20 
1.43 
1.04 
1.79 
1.35 
1.27 
1.03 
27 
44 
52 
29 
77 
135 
76 
ISI-3 
20 1.23 1524 
τ = .21 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 1.11 1016 
1.03 
0.93 
1.02 
0.99 
1.13 
0.74 
1.18 
1.12 
1.30 
N 
21 
25 
26 
46 
86 
81 
120 
108 
152 
.38 
11 
12 
13 
14 
15 
16 
17 
18 
19 
ISI-4 
1.50 
1.35 
1.16 
1.33 
1.23 
1.24 
1.26 
1.27 
1.19 
57 II 
116 12 
112 
139 
78 
226 
78 
227 
136 
20 1.20 1103 
τ = -.38 
ISI-5 
0.91 
1.02 
0.85 
,80 
,88 
,60 
,82 
0.67 
0.69 
25 
32 
48 
53 
73 
66 
102 
108 
103 
20 0.81 1211 
τ - -.47 
Note: В = speed level 
s = standard deviation of parameter estimates 
N = number of subjects in subsample 
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For ISI-4 such an analysis has been reported in table 2.7 (the results 
of the other ISI tests are quite similar). As can be seen, there arc 
no systematic differences between the subject parameter estimates; 
only the subsample with eleven items completed deviates a little, which 
could be accounted for by the relatively small sample size (N=57). We 
will return to this point in chapter 4. 
Another method of testing varying test discriminating power, 
although less direct, consists of inspecting the standard deviations 
of the item parameter estimates in the subsamples of the speed partiti-
oning. When discriminating power varies over the subsamples of the 
speed partitioning, this implies that there is a differential change 
in difficulty of items, as the level of speed varies. This is likely 
to show in the standard deviation of the item parameter estimates. In 
table 2.8 the standard deviations for the levels of the speed partiti-
oning are presented. The tau correlation coefficient is also presented 
for each of the ISI tests. As can be observed, there is hardly any 
trend in the data presented in table 2.8. Overall, there seems to be 
a small negative correlation between speed and standard deviation of 
item parameter estimates. However, this could be artefactual: as the 
low score groups consist of relatively few subjects, the standard errors 
of estimate of the item parameters are large in these subsamples. This 
is especially the case for very easy or difficult items, that already 
have a large standard error of estimate. This makes it likely that in 
the low score groups larger standard deviations of item parameter esti-
mates will be observed. When, for instance, the level groups 11 and 12 
of ISI-5 are taken together, the standard deviation becomes .85, 
whereas the standard deviations of the separate groups were .91 and 1.02 
respectively. 
The present results do not give any reason to assume that the 
discriminating power of the ISI tests is affected by speed, which con-
firms earlier conclusions in this sense. 
2.6 The guessing and skipping assumptions 
The present applications of the Rasch model were not only based 
on the axiom set of the model itself. It has also been assumed that 
the dichotomy that was used is a valid one and that the probability 
of guessing correctly is inversely proportional to item difficulty. 
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With regard to the latter assumption little can be said, except 
that as an assumption it is part of the model being tested for the ISI 
tests. From the fact that for most of the present intelligence tests 
the Rasch model could not be rejected, it could be concluded that there 
is no evidence against the guessing assumption. However, small model 
violations were found, so the possibility of a guessing effect cannot 
be excluded altogether. 
As the dichotomy that was used can also be looked upon as an 
added assumption, the conclusion with respect to the guessing assump­
tion can be repeated here: the present applications do not give evidence 
against the dichotomy. In this case, however, some more direct informa­
tion about the validity of the dichotomy can be obtained in a relatively 
simple way. 
As argued earlier, the crux of the dichotomy procedure lies in 
the amalgamation of the response categories 'false' and 'skipped'. When 
these two categories are indeed equivalent, elimination of the response 
'skipped' from the data should not influence the parameter estimates. 
Another possibility is to use the polychotomous model with separate 
response categories for 'false' and 'skipped'. This possibility is 
ruled out by the fact that the response 'skipped' was too rare in the 
data. 
For ISI-2 all subjects having at least one response 'skipped' 
among the first eleven items were eliminated from the sample. In this 
way about 300 subjects were eliminated; an equal number of subjects 
from the cross validational sample was used to complete the sample 
again. The comparison between a sample with category 'skipped' and 
a sample without that category is given in table 2.9. Because the 
samples compared in table 2.9 have an overlap of about 85Ό of the 
subjects, a good resemblance has to be expected beforehand. The results, 
however, are of such a quality that there does not seem to be reason 
to doubt the validity of the amalgamation of the categories 'skipped' 
and 'false'. The differences between the two samples are completely 
within the range that has to be expected when 15°& of the subjects are 
replaced. 
Another possibility for investigating the validity of the dicho­
tomy is to use the complete cross validational sample and eliminating 
'skipped' responses. 
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Table 2.9. ISI-2; the effect of the category 'skipped' on parameter 
estimates and model tests. Sample 2 contains 321 response 
vectors out of 2500 containing at least one 'skipped' 
response; in sample 2* these vectors have been replaced. 
a) parameters b) some model tests 
item sample 2 sample 2* sample 2 sample 2* 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
1.27 
1.89 
0.02 
0.99 
0.95 
-0.56 
-1.13 
-0.47 
-0.49 
-0.19 
-2.28 
1.21 
1.96 
0.16 
0.98 
1.02 
-0.58 
-1.18 
-0.46 
-0.47 
-0.30 
-2.34 
1 1-16 
11-19 
high 
vs 
vs 
vs 
17-18 
20 
low 
11.61 
19.24 
28.37 
10.63 
18.66 
28.01 
.9986 
The problem of overlapping samples would not longer be at issue. In 
that case, however, the differences between the two samples were more 
difficult to interpret. In the present approach the effect of elimi-
nation of subjects with 'skipped' responses shows more directly. 
Although the present method of investigating the dichotomy proce-
dure is by no means flawless, the very impressive results appear to 
permit the conclusion that the effect of 'skipped' responses on item 
parameter estimation can be neglected. 
2.7 Speed and precision 
In a series of publications Van der Ven (1969, 1971, 1972, 1973, 
1974, 1976a, 1976b) developed and investigated a theory of performance 
for time-limit intelligence tests. The essentials of the theory can be 
summarized in the following points: 
a) Performance in time-limit tests can be explained by two basic traits: 
speed and precision. 
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b) Speed is the amount of labour performed in a given time period; the 
number of items attempted (B) is a measure of speed. 
c) Precision is defined as the probability of correctly responding to 
a standard item. 
d) For each subject the probability of correctly responding to an 
attempted item of a given test is constant over items (constancy 
hypothesis): 
*vi = % (i=1,...,k; items) . (2.4) 
e) Speed (a) and precision are stochastically independent over subjects: 
f H o O = fí") i h(a|i.) = h(a) . (2.5) 
In the following we will also need the proportion, defined in terms of 
Bv and nv>. Ρ is the proportion of the attempted itans that are responded 
to correctly: 
p
v
 =
 /в · C 2· 6) 
Under the constancy hypothesis, Ρ is an unbiased estimate of the 
precision π . This implies that for both basic traits, speed and preci­
sion, direct measures are available for every time-limit test. Test 
behaviour of a subject can be described by two scores, Ρ and В . When 
more tests are studied simultaneously, all Ρ scores measure the same 
trait and independently of these, all В scores measure another trait. 
Van der Ven (1969) appears to find support for the assumption of 
independence by the results of a factor analysis performed on the ISI-
tests. When he analyzed the speed and precision scores of these tests, 
he found two factors. All speed scores loaded on one factor, whereas 
all precision scores loaded on the other. The factors were virtually 
independent. The support for the independence assumption, however, is 
to an inportant degree illusory, as will be shown in section 2.7.2. 
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The concept of precision is the hyphen between the approach of 
Van der Ven and the Rasch model. The ability parameter of the Rasch 
model can also be interpreted as the probability of correctly respon­
ding to a standard item, just like the concept of precision. 
To estimate ability parameters in the Rasch model it is not 
necessary to assume constancy of item probabilities within a subject. 
The Rasch model however assumes that all items are attempted. It is 
interesting to investigate whether there are possibilities for using 
the ability parameter of the Rasch model as a measure for precision. 
The conclusion drawn in this chapter, that for most ISI-tests the 
latent trait is measured Rasch homogeneously irrespective of speed 
should be helpful in this regard. We will return to this point in 
chapter 4. 
Before we investigate the theory of Van der Ven using the Rasch 
model, we will first study critically the empirical validity of the 
constancy and independence assumptions. 
2.7.1 The eonsvancy hypothesis 
Because of the constancy hypothesis, the expectation of the 
sufficient statistic mist be equal for all items in a given sample, 
provided of course that all items have been attempted by all subjects: 
Е ( п
л
) = Σ π
ν ί
 = Σπ
ν
 = Ziy. - Ε(η^) (i, j = 1,... ,k; items) (2.7) 
V
 ' (v=1,...,N) . 
This consequence of the constancy hypothesis can easily be tested in 
the data. In table 2.10 the proportions of subjects correctly respon­
ding to the first eleven itans of the six ISI-tests are reported. All 
items have been attempted by all subjects in the samples. As can be 
seen the differences are clear enough and statistical testing is con-
pletely superfluous. The effect even becomes stronger when more items 
are taken into account. Van der Ven (1969) reports similar results, 
but does not seem to draw any conclusions from them with regard to 
the validity of the accuracy measure. 
The rejection of the constancy hypothesis has severe consequences. 
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Table 2.10. Proportion of subjects correctly responding to the first 
eleven items of the ISI tests. 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
1 
.98 
.96 
.88 
.81 
.91 
.88 
.60 
.65 
.55 
.83 
.24 
2 
.94 
.97 
.86 
.93 
.93 
.78 
.69 
.80 
.79 
.83 
.47 
I S I 
3 
.96 
.96 
.94 
.94 
.91 
.74 
.86 
.88 
.81 
.81 
.67 
t e s t 
4 
.94 
.84 
.87 
.74 
.76 
.73 
.64 
.57 
.38 
.45 
.39 
5 
.93 
.91 
.75 
.77 
.79 
.77 
.78 
.69 
.70 
.67 
.73 
6 
.94 
.95 
.86 
.82 
.81 
.76 
.80 
.83 
.80 
.74 
.78 
Only under this assumption is it true that the proportion Ρ is an 
unbiased estimate of the precision π . It is not even necessary that 
Ρ is monotone with π, which seems the very least to require. This may 
be seen by inspection of the following illustration: 
subject 
item ν w 
1 .50 .60 
2 .50 .60 
3 — .20 
4 — .20 
E(PV) = .50 E C P J ^ O 
Subject ν has attempted two items with a priori probability of success 
.50. Subject w has attempted four items; the probabilities are given 
above. As can be seen the expected proportion of subject ν exceeds the 
expected proportion of subject w. Yet the precision of w exceeds the 
precision of ν as can be seen by inspecting the first two items. So Ρ 
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is not monotone with π. The proportion Ρ is not acceptable as a measure 
for π, when the constancy hypothesis is not met. 
Non-monotomcity of Ρ with respect to π is particularly bound to 
occur, when the item difficulties are systematically related to the 
rank numbers of the items in the test. This is very mich the case in 
the ISI-tests. Later items are more difficult than items occurring 
earlier m the test. The effect of violation of the constancy hypothesis 
can be observed in the following section. 
2.7.2 The independence of speed and ргеогзгоп 
The assumption about the independence of speed and precision seems 
worthwile to test. Van der Ven (1969) reports low correlations between 
the measures of speed and the measures of precision. He also found two 
independent factors, one for speed the other for precision. Because the 
measure of precision has been rejected in the preceding section, these 
results of Van der Ven must be seriously questioned. 
When the number of items is fixed at eleven and only those subjects 
having attempted all eleven items are included in the sample, Ρ is 
equivalent to the sufficient statistic of the Rasch model and can be 
validly used as a measure for precision. In table 2.11 the correlations 
of speed and precision are reported for the ISI-tests, both the invalid 
measure of Van der Ven was used and the valid measure for precision 
based on eleven items. 
Table 2.11. Correlations between speed (B) and proportion correct (P) 
of attempted items compared with the correlation between 
speed and proportion correct of the first eleven items 
(P(lI)) for all ISI tests. 
Γ
ΒΡ
 rBP(ll) 
0.141 0.210 
0.105 0.168 
0.129 0.180 
0.324 -0.011 
0.067 0.056 
0.195 0.379 
test 
1 
2 
3 
4 
5 
6 
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It can be seen that the differences between the correlations of Van der 
Ven and the correlation based on eleven items are quite substantial and 
systematic. The correlations between В and P(11) seem rather modest, 
but two points should be carried in mind: 
1) The reliability of В is not very high because of the modest number 
of items and because of the fact that the upper bound score is 
easily reached, which implies a large heterogeneity in speed for 
subjects with speed score 20. 
(Van der Ven (1976a) reports reliabilities for the speed scores in 
between .30 and .40. However, because these results are obtained 
under assumptions that are as yet not verified, the results can 
only be looked upon as rude indications). 
2) The reliability of Ρ is also low. The proportions are based on just 
eleven items. Again Van der Ven reports values between .30 and .40. 
These low values could also be caused by violation of the constancy 
hypothesis. 
Although no exact values for the reliabilities are available, it 
is quite clear that they are rather low. This implies that the correla­
tions in table 2.11 would increase considerably when they are corrected 
for attenuation. 
It does not seem too bold to conclude that the assumption of inde­
pendence of speed and precision is not met for all ISI-tests. The results 
of factor analyses performed on the corrected correlations are expected 
to result in quite different solutions. That is to say, the speed and 
precision factors are expected to have a subst;mtial correlation. A 
positive correlation between speed and precision in the ISI-tests is 
masked when Van der Ven's measure Ρ is used, because fast working sub­
jects reach the more difficult items. 
2.7.3 The dimensionality of precision 
In the preceding sections it has been shown that two assumptions 
of Van der Ven, the constancy hypothesis and the independence of speed 
and precision, have to be rejected for the ISI-tests. 
Rejection of the constancy hypothesis implies the rejection of Ρ 
as a measure of precision. This problem can be avoided to some extent 
by fixing the number of items that are included in the sample to be 
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investigated. Of course, this is not a satisfactory solution, as В 
(the number of items attempted) is a relevant aspect of time-limit test 
behaviour. In chapter 4 this problem will be studied again. 
The basic notion in the theory of Van der Ven, is the idea that 
performance in the time-limit tests can be explained by two basic traits. 
When these traits would be independent, this could have advantages in 
several respects. However, in the opinion of the present author, the 
independence of speed and precision is not essential in the theory of 
Van der Ven. As long as speed and precision are not completely dependent, 
they arc important aspects of time-limit tests to be accounted for. 
Pieters and Van der Ven (1978) developed a model for speed in time-limit 
tests, according to which speed can be looked upon as a three dimensio­
nal construct. In the present investigation we will focus our attention 
mainly on the precision trait. 
As the sufficient statistic of the Rasch model is a measure for 
precision, as defined in the theory of Van der Ven, it seems an interes­
ting question whether precision as defined by the sufficient statistic 
is the same trait in all ISI-tests, as it should be according to Van der 
Ven. 
To get a first impression it was decided that ISI-2 and ISI-5 would 
be concatenated to see whether this concatenation of two tests again 
resulted in a Rasch homogeneous test. 
Ten items out of the first eleven were selected for both tests. 
Item II was excluded from ISI-2, and item б was not included in test 5. 
ISÏ-2 (cut figures) is a figurai test,, whereas ISI-5 (word categories) 
is a verbal test. The results of the high-low model test for this con-
catenated ISI-test are presented in table 2.12; the graphical represen-
tation of the results is given in figure 2.2. 
As can be verified in table 2.12, presenting the high-low model test, 
and as can also be observed in the graphical representation of figure 
2.2, this concatenated test must be rejected with regard to the 
hypothesis of Rasch homogeneity. The likelihood ratio test is very 
explicit; a highly significant result is obtained. The deviations of 
the item parameter estimates of the two subsamples are very systematic; 
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Table 2.12. Model test high-low for the concatenation of ISI-2 
and ISI-5 (ten items each). 
parameters 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
lb 
15 
16 
17 
18 
19 
20 
low(N=1088) 
1.51 
2.14 
0.42 
1.25 
1.20 
-0.24 
-0.60 
-0.01 
-0.14 
0.18 
0.81 
0.50 
-0.77 
-0.60 
-0.56 
-0.64 
-1.13 
-1.10 
-1.23 
-0.98 
high(N=1131) 
1.44 
1.94 
-0.07 
1.03 
1.18 
-0.39 
-1.31 
-0.64 
-0.54 
-0.30 
0.88 
0.94 
-0.43 
-0.33 
0.06 
-0.16 
-0.91 
-0.77 
-0.99 
-0.58 
difference 
high-low 
-0.07 
-0.20 
-0.49 
-0.22 
-0.02 
-0.15 
-0.71 
-0.63 
-0.40 
-0.58 
0.07 
0.44 
0.34 
0.22 
0.62 
0.48 
0.22 
0.33 
0.24 
0.40 
Ζ = 225.88 df =19 z
z
 = 15.17 
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Graphical representation 
of the high-low model 
test of ISI-2 and ISI-5. 
The first ten items are 
from ISI-2, the others 
are from ISI-5. 
the item parameter estimates of ISI-2 are systematically higher in the 
low score group relative to the high score group, whereas for ISI-5 the 
situation is reversed. This can be observed by inspecting the last 
column of table 2.12 containing the differences between the item para­
meter estimates of the two subsamples. In the graphical representation 
this can also be observed, ISI-2 and ISI-5 are represented as two more 
or less parallel lines. This should not be astonishing, both tests are 
Rasch homogeneous and can as such be represented by a straight line 
through the origin at an angle of 45 . When two such tests aie con­
catenated the relations within each test remain the same and violation 
of the model will only show in the relations between the tests. 
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The present results indicate that the concatenation of ISI-2 and 
ISI-5 does not result in a Rasch homogeneous composite. This does not 
imply, however, that the hypothesis of unidimensionality should be 
rejected altogether. When the axiom set of the Rasch model is inspec-
ted (chapter 1.3), it can be observed that two of the axioms could 
have been violated: unidimensionality and sufficiency. Violation of 
unidimensionality would go against the theory of Van der Ven (1969). 
When only sufficiency has been violated (the tests measure the same 
trait, but with different discriminating powers), the theory of Van 
der Ven needs not to be rejected. 
In chapter 3 simulational studies with respect to various types 
of model violation will be reported. Here it shows indeed that viola-
tion of the sufficiency axiom (the discriminating powers of the items 
of one subtest differ from those of another subtest), also leads to 
a graphical representation of the test in terms of two parallel lines. 
Violation of sufficiency thus can become manifest in the same way as 
violation of unidimensionality. So on the basis of the present results 
we can not draw conclusions with respect to the question which axiom 
has been violated. 
A second remark that must be made in this context is that the 
partitioning used here is not the most effective one in detecting 
violation of the unidimensionality axiom. Model violation must show 
by different behaviour of the subtests in the subsamples of the 
partitioning. When more dimensions underly the data, the partitioning 
criterion is effective, when it is differentially related to the 
underlying traits. This will be discussed in greater detail in chapter 
3, where it is shown that violation of the unidimensionality axiom 
can indeed fail to be detected at all. In the present case, where the 
partitioning criterion is the sum of the two subtest scores, it is 
obvious that this partitioning criterion does not meet this require-
ment of differential relation to a high degree. 
When the sample is partitioned on the basis of the score on 
ISI-2 or the score on ISI-5, the requirement of differential relation 
of the partitioning criterion to the subtests is met to a very high 
degree. However, this partitioning criterion gives rise to artefactual 
results as will be discussed in chapter 3 (section 3.4.2). 
The question whether the ISI-tests all measure the same trait 
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(precision) cannot as yet be answered. The available model tests are 
not suited to study these questions. In chapter 3 new procedures will 
be presented for testing the Rasch model. By means of these it will 
be possible to differentiate between violation of sufficiency and 
violation of unidimensionality. 
After the more theoretical excursion of chapter 3, we will return 
to the analysis of the ISI-tests. Questions that will be attacked there, 
are among others: 
- Are the ISI-tests still to be regarded as Rasch homogeneous, when the 
methods developed in chapter 3 are applied? 
- How can the remaining nine items of the ISI-tests be used, both for 
testing the model and for assessing the subject parameter estimates? 
- How will the theoretical approach of Van der Ven hold under a closer 
inspection of the data, or more explicitly: is precision indeed a 
transsituational constant as is argued by Van der Ven? 
A cross-validational chapter would be desirable indeed, but this 
has been omitted, because it would go beyond the bounds of the present 
study. 
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THSTINS THE RASOI MODEL 3 
3.1 Introduction 
In chapter 1 several procedures for testing the Rasch model were 
presented, which concentrate on the equality of item parameter estimates 
in the subsamples. This equality is tested directly by the likelihood 
ratio procedure and the Fischer-Scheiblechner approach. The Martin Lbf 
statistic and the Wright-Pandiapakesan statistic test equality of item 
parameter estimates indirectly by comparing observed and expected 
frequencies in each subsample; the expected frequencies are transforms 
of the item parameter estimates of the total sample. 
At the end of chapter 2 it was concluded that the available testing 
procedures did not appear to be suited to differentiate between model 
violations of different kinds. The tests are of a global character; 
violation of the model results (as a rule) in significant values of 
the statistics, but the source of violation remains unknown. 
When a concatenation of two ISI tests was studied, significant 
results were obtained. However, it could not be concluded that the 
dimensionality axiom had been violated; violation of the sufficiency 
axiom could also offer an explanation for the results. A nearer inspec­
tion of the effects of violation of different axioms on the test sta­
tistics appears to be desirable. 
The four essential axioms on v.tiich the Rasch model is based are 
(see e.g. Fischer, 1974a, p. 194 and also chapter 1.3): 
1) Dimensionality. The items appeal to the same, one-dimensional 
trait. 
2) Monotonioity. The probability of a correct response on each of 
the items is a strictly monotone function in the latent trait, ζ. 
3) Local stochastic independence. Given the subject parameter, the 
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probabilities of correctly answering the itans are independent. 
4) Suffieienay of simple srm зьліъзъгсз. All information m the 
data with regard to a subject parameter is contained in the number of 
positive responses. 
Whenever the model fails to fit empirical data, one or more ot the 
axions mentioned above have been violated. On the other hand, however, 
it is not necessarily implied that all axioms have been met when no 
significant deviations are found. 
The purpose of the present chapter is to investigate the sensiti­
vity of the above test procedures with respect to violations of the 
axioms. 
To this end Monte Carlo investigations have been done. In section 
3.2 the method of data construction is described and in section Ъ.Ъ the 
results are presented. It will be shown that the likelihood ratio test 
and also the Fischer-Scheiblechner and Martin Lof tests are to a large 
degree insensitive to violations of the dimensionality axiom. It is 
indeed possible to construct datasets that are two-dimensional and yet 
give a perfect fit according to the likelihood ratio test. 
In section 3.4 several alternative testing procedures are proposed. 
Alternative partitioning criteria are studied with respect to sensitivity 
to violation of unidimensionality, but also two alternative test statis­
tics for the Rasch model are presented. These new statistics are compared 
with the likelihood ratio test statistic by means of Monte Carlo methods. 
3.2 Data construction 
In the present study two methods of construction of sinulateJ data 
were used. In section 3.3 the effect of violations of the axioms are 
studied. The effect of the violations could be masked by random fluctu­
ation, so here datasets are used that are generated by means of a 
method that would give rise to values of zero for the test statistics, 
if it were not for model violations. So the effect of model violation 
is directly visible. 
In section 3.4, among other things, the sample behaviour of statis­
tics is studied and here datasets are used that were generated in a 
completely stochastic maimer. The statistic indeed behaves as χ2, varying 
around its expectation (the number of degrees of ficedom) with variance 
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2 X df. 
For the discussion of the methods of data construction we will make 
use of an example, which is a dataset that is in full accordance with 
the Rasch model (in fact it is the first dataset reported upon in table 
3.1). 
The data are constructed by making use of the basic equation of 
the Rasch model: 
exp(£ - a.) 
P i C iv) - (3.1) 
1
 1
 + ех
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In the computer programme that generates the data the item parame­
ters are fed in as fixed values. The eight-item parameter vector used 
in our example was: 
2.0, 1.0, -1.0, -2.0, 2.0, 1.0, -1.0, -2.0. 
As a next step a subject parameter is sampled randomly. As in the Rasch 
model the distribution of subject parameters is irrelevant, the standard 
normal distribution has been chosen more or less arbitrarily. Given the 
subject parameter and the fixed item parameters, the probabilities (3.1) 
can be determined. When, for example, a subject parameter ζ = 0 is 
sampled, the probabilities of giving positive responses, ( p O , to the 
eight items of our example are: 
.12, .27, .73, .88, .12, .2:, .73, .88. 
Up to now the response probabilities for a subject sampled from a normal 
distribution are known and one can sample as many subjects as there are 
needed (in the present analyses 1000 subjects were sampled as a rule). 
Knowing the responses probabilities does not mean that we have data 
that are suited for a Rasch analysis. The latent structure is known, not 
as yet the manifest data. From this point there are two ways to obtain 
manifest data from the available latent information. 
The first method is by complete randomisation. Given the vector of 
response probabilities of subject v, a vector of eight random numbers 
is sampled from the rectangular distribution with domain (0,1); item i 
is regarded as solved by subject v, when p. exceeds the corresponding 
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random number. For the above subject with ξ = 0 the vector of random 
numbers could, for instance, be. 
.55, .43, .16, .79, .13, .09, .93, .37. 
The manifest response vector for this subject would then become: 
(0011 0101). For every subject sampled randomly from the standard 
normal distribution, a vector of random numbers sampled from the 
rectangular distribution determines whether the subject responds 
positively or negatively to a given item. Following this procedure 
of data construction the sinulation of the model is complete and the 
likelihood ratio test statistic, Z, should indeed behave as χ2, varying 
around its expectation (df) with variance 2 χ df. Datasets generated by 
means of the first procedure are used in section 3.4, where the beha­
viour of test statistics is studied. 
The first phase of the second procedure also consists of sampling 
a subject parameter from the standard normal distribution and obtai­
ning the probabilities (3.1). The following step of the present proce­
dure does not imply random sampling, but now the probabilities of all 
possible response patterns are corrçputed. For our example with eight 
items there are 2 8 possible response patterns of which the probabili-
ties have to be obtained. The probability of the response vector 
(11111111) for the above subject with ζ = 0 is. 
p{(11111111)|Çv = 0)} = r,pi(+Uv = 0) =.00043 . 
1 
The probabilities of each response pattern are summated over all subjects 
that are sampled, which is as a rule 1000. These summations are the 
expected frequencies of the response patterns given the subject parame-
ters; for example. 
E {n(11111111J> = Σρ((11111111)|ς
ν
) . 
ν 
For every response pattern score vectors are generated up to the expec­
ted number rounded to the nearest integer. Because of this rounding, the 
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number of response vectors will as d rule not be equal to 1000 . This 
method of data construction resulted in 998 response vectors (subjects) 
for our example. As the observed frequencies arc equal to the expected 
frequencies within rounding errors, the χ2 statistic will tend to zero 
as the number of sampled subjects tends to infinity. Because of this 
last property the second procedure was used in section Ъ.Ъ. When the 
effects of violations of the model are small, they may be masked by 
random fluctuations, if the first method of data construction would be 
used. A substantial number of replications is necessary to assess these 
effects. Using the second procedure of data construction, one analysis 
will be sufficient. For our example a wlue of .39 was found for the 
high-low likelihood ratio test statistic Z. This value can only be due 
to rounding errors. 
Until now it has been described how, by means of the computer, a 
perfect Rasch homogeneous dataset could be generated. However, the pro­
gramme was designed to generate datasets νlolating one or more axioms 
of the Rasch model. Therefore the programme allows for vector valued 
subject parameters, so violations of the dimensionality axiom may be 
studied. For each item a discriminating power can also be fed into the 
programme, giving the possibility of studying the effect of violation 
of the sufficiency axiom. The complete formula by means of which the 
item probabilities were computed was 
Of course the present expected frequencies can also be obtained ana­
lytically by evaluating 
p(x|aj = I nfjc) gCOdC 
with g(r) some (simple) density. This would only be an alternative for 
the second procedure. Because of the companbility of the two proce­
dures this alternative was not used. Another reason lies in the fact 
that the analytical approach does not imply sampling of subject para­
meters. Ihe question whether sampling has any effects can, therefore, 
not be answered by means of the analytical procedure. 
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In this formula ρ , .. stands for the probability that subject ν responds 
positively to item i, that appeals to subject trait or dimension t, ξ . 
vt 
is element of the \ector valued subject parameter, the parameter for 
subject ν on trait t. Iinally, σ , , is the parameter for item i, where 
the bracketed t indicates that item ι only appeals to subject trait t. 
For example, the itan parameters are, as earlier: 
2.0, 1.0, -1.0, -2.0, 2.0, 1.0, -1.0, -2.0 
and the vector valued subject parameter (0.0, 1.0) is sampled. When the 
first four items appeal to the first trait and the last four appeal to 
the second subject trait and furthermore all discriminating powers are 
equal to 1., the following response probabilities are obtained: 
.12, .27, .·?ί, .88, .27, .50, .88, .95. 
The results reported in table 3.2 pertain to datasets of precisely this 
type. 
3.3 гоіаігоп of the axions 
The number of alternative hypotheses to the axioms of the Rasch 
model, is, of course, arbitrarily large, so it cannot be our intention 
to give a description of all varieties of model violation. In this 
section some alternative hypotheses to the axiom set of the Rasch model 
are studied. The dimensionality axiom will be the mam focus of atten­
tion and also some attention will be paid to the sufficiency and mono-
tomcity axioms. The central question in all cases is whether the like­
lihood ratio test is an effective tool in detecting violations of the 
discussed type. The behaviour of the bischer-Scheiblechner statistic, 
the Wnght-Panchapakesan statistic and the Martin Löf statistic is the 
same as that of the likelihood ratio test statistic; the results 
obtained for the likelihood ratio test statistic also hold for the 
other statistics. 
3.3.1 хоЬіІъол of топоі-о гсгЬу 
Several alternative hypotheses can be fornuldtcd for the monotom-
city axiom. For example, one of the items could be antitone with the 
latent trait, one or more items could ha\e constant probability for the 
whole continuum, violation of monotomcity could occur over the whole 
latent continuum or could only be of a local nature. Vie \viU not study 
all these variations in the \iolation of monotomcity, as it is easily 
seen that the likelihood ratio test based on a partitioning of the 
dataset according to raw test score is effective in detecting viola­
tions of this type. Ihe probability of a positive response on any item 
is, under the model, strictly increasing with the trait parameter ς. 
rhe number of positive responses (n
r
 = 1 χ 1 is a sufficient statistic 
for the subject parameter ζ . In the likelihood ratio test 
procedure the sample is partitioned according to this sufficient sta­
tistic. So p(x ,ζ J is, under the model, strictly increasing in ζ and 
p(x [n ) is stochastically increasing in η , random fluctuation 
could cause (mild) departures from stnet monotomcity, therefore the 
term 'stochastically increasing' is used. Mien monotomcity is violated 
for some item i, the piobability pix.
 r
 \ ζ ) is not strictly increasing 
in ζ and therefore p(x |n/ J is not stochastically increasing in η . 
This kind of violation is easil\ spotted by a test based on a test score 
partitioning. It must be noted that η is not independent of χ , this 
makes the situation α little more complicated, but not essentially 
different. 
In one of the analyses a test of eight items was constructed to be 
Rasch homogeneous except for one item, that \\as invcrsily related to the 
latent trait (this was readied by specifying α = -1 m (3.2)). The 
data were constructed according to the second construction method, which 
implies that no random fluctuation (except for rounding errors) is 
involved. Ihe values of the statistic are totally due to violation of 
the model and the degrees of freedom are essentially irrelevant. However, 
the number of degrees of freedom can serve as a frame of reference with 
regard to the severity of model violation and are therefore reported 
anyway. The value of the likelihood ratio test statistic for the parti­
tioning high-low (df=7) was equal to 148.63. Also the Andersen likeli­
hood ratio test with a partitioning into k-1=7 subsamples was tried. 
However, the accuracy of parameter estimation was insufficient in some 
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instances ' and therefore subsamples were taken together, such that a 
partitioning into four groups was obtained (df=21); the value of the 
test statistic Ζ was equal to 217.91. The violation of monotomcity 
was detected clearly by the likelihood ratio test, a partitioning into 
more subsamples was more effective than the high-low partitioning. 
3.3.2 Violation of suffiaienay of smple sum statistics 
The most characteristic property of the Rasch model is sufficiency 
of simple sum statistics. The number of positive responses is a suffi­
cient statistic for the subject parameter and the number of subjects 
positively responding to a given item is a sufficient statistic for the 
item parameter. As was the case for monotomcity, there is no unique 
alternative hypothesis for this axiom either. Maybe the most obvious 
and most interesting alternative hypothesis is the logistic model of 
Bimbaum (1958). It is assumed in this model that a weighted sum, rather 
than a simple sum, of the item responses is a sufficient statistic for 
the subject parameter. 
It is easily seen that for this case too, a partitioning of the 
dataset according to raw test score is effective in detecting violations 
of the sufficiency axiom. For those items having a relatively high 
discriminating power, as for instance item Λ in figure 3.1, the proba­
bility of a positive response is, in a certain domain, more rapidly 
increasing than for itans with a relatively low discrimination power, 
as for instance item В m figure 3.1. This last statement is equivalent 
to the statement that the expected proportion of subjects positively 
responding to an item is more rapidly increasing m function of the 
latent trait, as the discrimination power is higher. This must also hold, 
within chance limits, when the sufficient statistic is substituted for 
the latent trait. 
;In an unpublished paper Gustafsson and Lindblad (1978) discuss methods 
to increase the accuracy of paraneter estimation. As it came to the 
knowledge of the present author in the final stage of the present re­
search, it was not possible to implement the method of Gustafsson and 
Lindblad in our computer progranme. 
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Figure 3.1 Two item characteristic 
functions with discrimi­
nating powers I. and 2. 
respectively 
p(+lo 
In the likelihood ratio test procedure, subsamples are formed on the 
basis of this sufficient statistic, so the different change rates of 
the item probabilities due to different item discriminating powers are 
bound to show. When ξ is high, the probability ρ . will be higher than 
ρ η» suggestive of σ„ > σ. (under Rasch model assumptions), whereas, 
when ξ is low, the probability ρ . will be lower than ρ
 R, suggestive 
of σ
Β
 < σ. (again, under Rasch model assunptions). Accordingly, any 
partitioning of the subject sample, based on raw score, will lead to 
systematically different estimates of the item parameters in the respec­
tive groups of subjects. 
In table 3.1 some results of analyses performed on datasets with 
the mentioned type of model violation are presented. 
A total of eleven datasets was constructed and analysed, of which the 
item parameters were as before: 
2.0, 1.0, -1.0, -2.0, 2.0, 1.0, -1.0, -2.0. 
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Table 3.1. Test of the sufficiency axiom. Datasets consisting of eight 
items; subject parameters sampled from the univariate standard 
normal distribution Item discrimination powers for the first 
4 items equal to 1, for the last four equal to d*. 
N 
998 
1000 
997 
988 
992 
993 
989 
984 
490 
990 
993 
d* 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2.0 
Z(high-low) 
0.39 
0.47 
2.61 
9.34 
11.61 
11.20 
11.03 
15.31 
15.50 
18.67 
21.91 
r 
.9994 
.9994 
.9968 
.9819 
.9716 
.9764 
.9823 
.9614 
.9656 
.9648 
.9632 
Z(5 groups) 
2.26 
2.84 
8.89 
15.42 
17.63 
19.98 
20.24 
t 
Τ 
1 
1 
N = number of response vectors generated by the second data construction 
method (no sampling fluctuation) 
Ζ = likelihood ratio statistic 
r = correlation between item parameter estimates of the two subsamples 
' = statistic could not be computed because of algorithmic difficulties 
The samples differed fron each other vvith respect to the item discrimi­
nating powers. In all eleven samples the discriminating povver of the 
first four items was equal to 1.0, the discriminating power of the last 
four items was equal to d , as given m the second column of table 3.1. 
fhe first sample with d = 1.0 is m full accordance with the model and 
should therefore result m a value of the likelihood ratio statistic 
approximately equal to zero (the second construction method was used). 
Thus the obtained value of .39 must be written on the account of roun­
ding errors. In the third column of tibie 3.1 the value of the high-
low likelihood ratio test statistic, Z, is given. It can be seen that 
the induced violations are detected, the values of the test statistic, 
however, are moderate. A more elaborate partitioning of the dataset is 
reported upon in the last column, here the values of Ζ are higher, but 
still rather modest. The modest values for Ζ found in the present ana­
lyses suggest that one should not be too lenient in testing the model. 
In this context one is also referred to section 1.5.4 where it is 
argued that in model-fitting the statistical standards of significance 
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may be too severe. Пііь is the classical situation of the choice be­
tween type I and type II errors in statistical testing. When α is 
chosen to be small, the probability (gj of mvalidly accepting the nil 
hypothesis (the Rasch modelj becomes larger and consequently the power 
of the model test (1-ß) becomes smaller. Priority is given to a small 
probability for type I errors, accepting a relatively large probabili-
ty of type II errors (not rejecting the model, when it should be re-
jected) This is done because of the point of view, as expressed in 
section 1.5.5, that a model is always at best an approximation of re-
ality. The suggestion from the simulations that one should not be too 
lenient in testing the model must, however, be carried in mind. 
In the fourth column of table 3.1 the correlatLons between the 
item parameter estimates of the subsample 'low' and the parameter 
estimates of the subsample 'high' are given. These correlations are 
very high, even in the instances where the model is clearly violated, 
this is also found in analyses on datasets with other kinds of viola-
tions. This indicates that the correlation should be used with care, 
it is of little practical use as an instrunent for detecting model 
violations. There is also a theoretical argument against the use of the 
correlation coefficient m the Rasch model: the correlation is a mea-
sure for linear relation, whereas the Rasch model implies an identity 
relation between sets of item parameter estimates from different sub-
samples; the scale factor in linear regression gives rise to problems. 
In chapter 4 we will return to this topic and a complementary measure 
of goodness of fit will be developed. 
The fifth column of table 3.1 contains the values of the likeli-
hood ratio test statistic under a partitioning into five subsamples on 
the basis of raw score. When a partitioning into seven subsamples was 
tried, according to the Andersen procedure, the accuracy of the esti-
mates became insufficient. In the case of a partitioning into five 
subsamples accuracy problems also arose in the analyses where the dis-
criminating powers were greater than 1.6. The results for these data-
sets are therefore not reported. Again it is obvious that the more elabo-
rated partitioning is more sensitive to model violations. 
93 
Table 3.2. Test of the dimensionality axiom. Subject parameters sampled 
from a bivariate standard normal distribution; varying 
correlation (p) between subject traits. 
N 
984 
986 
986 
991 
989 
993 
998 
993 
998 
996 
Ρ 
.0 
.1 
.2 
.3 
.4 
.5 
.6 
.7 
.8 
.9 
Ζ(high-low) 
1.86 
1.30 
1.31 
1.21 
1.39 
1.15 
0.99 
0.51 
0.87 
0.61 
r 
.9982 
.9986 
.9987 
.9988 
.9984 
.9987 
.9989 
.9994 
.9990 
.9994 
Z(5 groups) 
8.98 
3.61 
2.94 
2.82 
2.84 
2.13 
2.04 
1.36 
1.44 
1.33 
N = number of response vectors generated by the second data construction 
method (no sampling fluctuation) 
Ζ • likelihood ratio test statistic 
r = correlation between item parameter estimates of the two subsamples 
3.3.3 ъоіаігоп of the ипгаітепегопаІгЬу axiom 
Another central axiom of the Rasch model pertains to dimensionality; 
the items should appeal to only one latent trait or dimension. Every 
global test of the model should be sensitive to violation of this axiom. 
Likelihood ratio test procedures based on a raw score partitioning do 
not fulfil this requirement (this also holds for the Pischer-Scheiblech-
ner, Wright-Panchapakesan and Martin Löf statistics). 
In tabic 3.2 analyses performed on datasets that violate the dimen-
sionality axiom are reported. The item parameters were the same as for 
the datasets reported upon in table 3.1. The discriminating powers were 
equal for all items. The subject parameters used in the construction 
procedure were vector valued and sampled from a bivariate standard nor-
mal distribution. The first four items appealed to the first subject 
parameter, the last four items to bhc second. It can be seen in table 
3.2 that all values of the test statistic are very low. In the following 
it will be shown that datasets of the type reported upon in table 3.2 
should result in values for the likelihood ratio test statistic that 
approach zero, as N approaches infinity (the datasets were constructed 
by means of the second method, implying no random fluctuation). There 
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are three reasons that can account for the fact that the obtained 
values for the test statistic are not exactly zero. First of all, in 
the data construction procedure probabilities were transformed into 
frequencies, which gave rise to rounding errors. Secondly, the means 
of the subject parameters diffeied for the twO latent traits, because 
of sampling fluctuations, this does have some effect on the test 
statistic as will be shown in the following. Finally, the same as was 
said with respect to the means also holds for the variances of the sub­
ject parameters. 
I he differences between the means and \ a n .mees of the two latent 
traits will tend to be less, the more the traits are correlated. This 
can easily be understood in terms of regression of one trait on the 
other: 
ξ = a ς + e 
The total variance is equal to 1.0 for both traits; when the explained 
variance increases, the error variance becomes less. The differences 
between the means and variances of the two traits stem from the error 
component (random fluctuation). The smaller the error component, the 
smaller the mentioned differences. Because of this effect, one should 
expect the test statistic to drop, when the correlation between traits 
becomes higher. This is seen to be the case in table 3.2. 
All three effects should become less, when the sample is enlarged. 
Indeed the value of the test statistic for the first dataset drops from 
1.86 to .63, when the sample is enlarged from 1000 to 4000 subjects. 
3.3.4 Conditions for failure of the Ігкеігкооа ratio test гп detesting 
mu I tidmensiona Ibty 
In the preceding section datasets were reported that violated the 
dimensionality axiom and yet found mercy in the eyes of the likelihood 
ratio test. In the present section we will show why these violations 
were not detected. Conditions will be specified that are sufficient for 
the breakdown of the likelihood ratio test. 
In the general latent trait model the density of a response vector 
χ is given by: 
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Φ(χ) 
к 
π h (χ |ç)g(ç)dç , (3.3) 
ι=1 1 1 
where к is the number of items, g(ç) is the density function of the 
latent trait, h are the probabilistic response functions for the items 
and L is the domain of g(ξ). 
When the manifest variables are dichotomous and h are one para­
meter logistic response functions, we obtain: 
(x) = [
 n 
1
 i=1 1 + 
Λ 
k exp(Ç - σι) 
p  Π g(ç)dç (χ =1,0) (3.4) 
exp(Ç - σ ) 
L 1 
ι 
This is the Rasch model and the item parameters σ can be estimated 
independently of g(ζ). 
In the following we will make use of a second set of items appealing 
Rasch homogeneously to a second latent trait, ς: 
У, 
, m exp(c-6 ) •> 
Pítí = Π 1 fWdç (3.4a) 
' j=1 1 + εχρ(ς-δ ) 
When it is assumed that £ = &_ (except for a permutation of subscripts) 
and furthermore that g(ç) = f(ζ), the latent structures (3.4) and (3.4a) 
are completely identical. In the following we will assume that for a 
given test and a given subject population, the above assumptions have 
been met, that is to say: the total test is made up of two Rasch homoge­
neous tests of equal length, equal item parameter vectors and identical 
subject parameter distributions (of course the identity of subject para­
meter distributions does not imply anything about the correlation be­
tween the two traits). The response vectors for the two Rasch homogene­
ous subtests will be denoted as χ and γ_ respectively. The concatenation 
of the two response vectors gives the total oi response super vector 
96 
ζ = (xJxJ. 
As no mdeijendence of the latent traits has been assumed, the response 
vectors χ and y_ are not necessarily independent either. The probability 
of the response super vector ζ becomes· 
p'z= (χίχ)} = ρ(χ)*ρ(χ|χ) = р( )хр(х|уЗ . (3.5) 
Because of the above assumptions, every response vector of the x-items 
has a twin response vector in the y-items, not only having the same 
response pattern, but also having equal probability; for instance: 
p(x = (0110)) = p(y = (0110)). 
lor every response vector z_ there is a response vector ζ , that can be 
obtained from z^  by interchanging the response vectors χ and γ^. When, 
for example, ζ = (0110 0000), then z* = (0000 0110). The response super 
vectors z^  and z^  are said to be each others conjugates. Mien the res­
ponse vectors χ and y_ are identical, the response super vector resul­
ting from them is said to be its own conjugate. 
Iron the above it can be concluded that conjugates consist of t\*o 
pairs of twin response vectors with pairwiso equal probability. For the 
above example the following equalities hold' 
p(x = (01103) = ρ(χ* = (0110)) ; p(jr = (0000)) = p(x* = (0000)) , 
X X X 
where χ and γ_ are the constitumg response vectors of ζ . 
When it is recognized that the subject parameter distributions and the 
response functions are identical, it is obvious that the conditional 
probabilities p(yjx) and p(x ,γ ) are equal, since nothing but a 
permutation within indistinguishable twins is involved, for instance: 
p(x = (0110)]£ = (0000)) = ρ(χ* = (0110)|x* = (0000)). 
Now it is seen that: 
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p(z) = p(x) * pCjrlx) = p(x*)*P(x*lz*;i = p(z X). 
The conclusion that can be drawn fron the above is that, under the 
specified conditions, conjugates have equal probabilities: 
Lemma 
When for a given population a test can be split up into two Rasch 
homogeneous subtests, the one appealing to latent trait ς, the other 
to ζ, and when the itan paraneter vectors are equal and furthermore the 
distributions of both traits are equal, the conjugate response vectors 
have equal probability of occurrence. 
In the likelihood ratio test procedure of Andersen (1973b) and also 
in other test procedures, the sanple is partitioned on the basis of the 
raw test score. In the following the expected item frequencies in these 
subsamples will be studied: these expected frequencies are, of course, 
equivalent to the response probabilities of the items and, consequent­
ly, to the item paraneters. 
Let R be the set of response patterns £, such that z1! = r. 
The probability of r itans correct is: 
p(r) = Σ p(X) , (3.6) 
zeR 
the sum of the probabilities of all response patterns containing г posi­
tive responses. When a response pattern contains г positive responses, 
the same holds for its conjugate: 
r(z) = r(z*). (3.7) 
Of course (3.7) also holds when z is its own conjugate. So within each 
subsample conjugates figure symmetrically; when a response vector be­
longs to a given subsample, its conjugate also belongs to that subsample 
and both have the same expected frequency, because of the leima. 
Let I be the set of response vectors, z, such that x.=1. The 
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probability that χ. = 1 in the subsample with raw score r is: 
ρ(χ.|Γ) - J P ^ / s p C z ) . (3.8) 
When y•% indicates the item from the second response vector in z, that 
corresponds to x. and I is the set of response vectors, г, such that 
y.x = 1, the same probability expression can be obtained: 
P^ytlr) = Σ
 я
 p(z) / . (3.9) 
Ιέ / ς Ρ ^ 
^
 Κ
 ' Z€R 
The probabilities (3.8) and (3.9) are equal, because for every response 
vector figuring in (3.8), its conjugate figures in (3.9) and vice versa. 
For example, when for p(x.|r) the response vector (0110 0000) is con-
tained in the summation, then for p(y.x|r) the response vector (0000 0110) 
is an element of the summation. Because conjugates have equal probabili-
ties, the sum of these probabilities is also equal: 
p ^ l r ) = ρ(
γ ί
χ |r) . (3.10) 
Response vectors, which are their own conjugate do not play a different 
role, as can easily be verified. Now we can state the following result: 
Under the conditions, already specified in the leima, the item probabi­
lities ( and therefore also the expected frequencies) are pairwise equal 
within every subsample; for every item of the response vector χ there 
is an item in the response vector ^ that has the same probability 
(expected frequency). 
Above we have assumed that the subtest consisting of the x-items 
is Rasch homogeneous. This is equivalent to saying that every partiti­
oning of the sample into subsamples mist lead to the same parameter 
estimates, within chance limits. When the sample is divided into sub­
sanóles on the basis of the total scores of the ensemble of x- and y-
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items, the parameter estimates of the x-items must be equal, within 
chance limits, over subsamples (up to now the y-items do not play a 
role except for the fact that they are part of the partitioning cri­
terion) . 
listimation of the item parameters mounts up to the solution of the 
following set of equations: 
η
ί
' Σ η
τ
χ - ί L i (r=1,...,k-l) . (3.11) 
r Y
r 
It is seen that the parameter estimates are a one to one function of 
the observed frequencies η .. When two items have equal observed fre­
quencies, they have equal parameter estimates too. 
The above result stated that, under conditions specified in the 
lemma and under a partitioning based on the raw score, the expected 
frequencies of the items are pairwisc equal. When the parameter esti­
mates of the x-items arc equal over all subsamplcs and the parameter 
estimates of the y-itcms are pairwise equal to the x-items, then for 
the whole set of items ζ the item parameter estimates are, within 
chance limits, equal over subsamples. From this, Rasch homogeneity 
would be concluded. This would be incorrect, as the dimensionality 
axiom of the Rasch model has clearly been violated. 
theovcm 
When two Rasch homogeneous tests have equal item parameter vectors 
and the traits follow the same distribution and when furthermore the 
sample is partitioned on the basis of raw score, then the concatenation 
of the two tests behaves Rasch homogeneously in the sense that the item 
parameter estimates are, within chance limits, equal over subsamples. 
It is obvious that the theorem also applies, when several subsamples 
are concatenated, as for instance in the case of the high-low model 
test. The expected frequencies remain pairwisc equal. More generally 
it can be stated that for any partitioning for which p(x.|r) = p(y.x|r), 
for all pairs (i,i ) and for all values of r, Rasch homogeneity can not 
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be rejected by means of the present testing procedures. The items are 
interchangeable (see also Andersen, 1977). 
3.3.S When multidimensionality becomes manifest in the likelihood ratio 
test 
In the preceding section it was shown that, under specified circum­
stances, the likelihood ratio test is completely insensjtivc to violation 
of the dimensionality axiom. However, it would go too far to state that 
violation of this axiom is never detected by the likelihood ratio test 
procedure. 
In the proof of the theorem, presented in the last paragraph, equal 
item parameter vectors and trait distributions were assumed. In the fol­
lowing we will study datasets for which these assumptions are not met. 
Table 3.3. Effects of variations in the item parameters and the subject 
parameter distribution on the detection of multidimensionality 
by the likelihood ratio test. Datasets constructed by means of 
the second construction method (no sampling fluctuation); 
eight items. 
a) differential level of item parameters for the two dimensions. 
item parameters Z(high-low) Z(7 groups) 
.5 
1. 
2. 
.5 
1. 
2. 
.5 
1 . 
2. 
.5 
1. 
2. 
. 0 
. 0 
. 0 
. 0 
. 0 
. 0 
. 0 
. 0 
. 0 
. 0 
. 0 
. 0 
.21 
3.64 
17.64 
7.37 
13.67 
4 4 . 4 6 
b) trait variance for first dimension equal to 1, for the second 
dimension equal to σ2. 
σ
2
 Z(high-low) Z(5 groups) 
2 13.93 29.39 
3 44.59 67.03 
4 75.48 105.53 
c) different dispersion of item parameters; equal mean level. 
item parameters Z(high-low) Z(5 groups) 
2. 
2. 
2. 
- 2 . 
- 2 . 
- 2 . 
2. 
2. 
2. 
2. 
2. 
2. 
- 1 . 
- . 5 
0 . 
- 1 . 
- . 5 
0 . 
1. 
.5 
0 . 
1 . 
.5 
0 . 
3.85 
8.80 
13.33 
7.94 
16.45 
28.91 
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In table 3.3 results of analyses of this type of datasets are presen­
ted. 
The results in table 3.3a refer to datasets that are constructed 
from two subtests of four items each. Each subtest appeals to a stan­
dard normally distributed trait; the traits are independent. The level 
of the item parameters is different for the two subsamples. It is seen 
that the violation of the dimensionality axiom is now detected. It can 
also be seen that the values of the test statistic are rather moderate, 
so it could happen that these effects are masked by sampling fluctua­
tion. So violation of the dimensionality atxiom is at first not detec­
ted, but when a seemingly irrelevant aspect of the dataset, such as 
the item parameter values, is varied, the effect of model violation 
becomes manifest. Some insight into the phenomenon can be obtained by 
formulating the problem in regression terms. A scheme of reasoning 
will be presented that makes the phenomenon more clear. 
Let χ be the number of positive responses for the x-items, where­
as y is the raw score for the y-items; ζ = χ + y is the total test 
score. The correlations between the test scores are given by: 
2^ 2 
s +s s +s 
Αώ 7 7 ! J ? ? T 
s (s¿+s +2s I2 s,(s +s +2s 1г 
x
v
 χ у xy' y 4 χ y xyJ 
When s = s , the correlations are equal, irrespective of the covariance 
χ y 
of χ and y. These correlations indeed were equal for the datasets repor­
ted upon in table 5.2, where the dimensionality axiom was tested. For 
these datasets the item parameter vectors of the x- and y-items were 
equal to each other. Because the distributions of the subject parameters 
were equal too, it is obvious that the variances of the observed scores 
on the x- and y-itans are equal, which in tum implies equality of the 
correlations (3.12). 
The reasoning can to some extent also be reversed. When a test con­
sists of two subtests (x- and y-itans), of which the first one has a 
high correlation with the total test and the second one a relatively 
low correlation, this will show in the distribution of observed scores 
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of the total test. When the correlation between subtest and total test 
is high, there are relatively many subjects with high or low scores on 
the subtest and relatively few subjects with intermediate scores. When 
the correlation is low, the reverse will be tiue; many subjects will 
have intermediate scores and relatively lew subjects will have more 
extrañe scores on the subtests. This becomes clear when figure 3.2 is 
inspected, where the situation is represented graphically. 
In figure 3.2 it can be observed that the range of the observed scores 
is laigcr for the subtest with the steeper regression slope (higher 
correlationj. The distribution of observed scores on the subtest plays 
an important role. Under reasonable requirements (e.g. symmetry and 
single peakness of distribution), the present reasoning will hold, but 
it certainly does not hold under all circumstances. This is the reason 
why the present line of thought is only d schone of reasoning. 
The difference in the distributions of observed scores, as dis-
cussed above, results in differences in the composition of the subsam-
ples used in model testing, such that the violation of the dimensiona-
lity axiom is detected. In table 3.4 an example is given. 
> 
ζ = χ + y 
Figure 3.2 The regression of subtest score on total test score for 
two subtests with different variances. 
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Table 3.4. Total testscore distribution in function of subtest 
distributions 
a) Distributions of the two subtests 
testscore subtest 1 subtest 2 
0 100 50 
1 200 150 
2 400 600 
3 200 150 
A 100 50 
N 1000 1000 
b) Composition of the total testscore distribution, under 
assumption of independence of traits 
score score frequency score frequi 
subtest 1 subtest 2 total test 
0 
1 
0 
2 
1 
0 
3 
2 
1 
0 
4 
3 
2 
1 
0 
4 
3 
2 
1 
4 
3 
2 
4 
3 
4 
0 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
1 
2 
3 
4 
2 
3 
4 
3 
4 
4 
5 
10
 } 
15 ' 
20 ч 
30 \ 
60 > 
10
 1 60 I 
120 j 
15 ' 
5 -, 
30 
240 • 
30 
5 J 
10 
1 5
 } 10 ' 
5 
0 5 
1 25 
2 110 
3 205 
4 310 
5 205 
6 110 
7 25 
8 5 
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In table 3.4a the distribution of observed scores for two subtests, each 
consisting of four items, is given. It can be observed that the variance 
of the first test is the larger one (1.2 against 0.7), and consequently 
the correlation between test 1 and the total score is higher than the 
correlation between test 2 and the total score (vvhen the tests would be 
uncorrelatcd with each other the correlations with the total test score 
would be .795 and .607 respectively). 
In table 3.4b the expected test score distribution for the total test 
is presented, it is assumed, without loss of generality, that the traits 
are independent. It can be observed that in the low score groups more 
subjects with low scores on the first test are included. For instance: 
in the score group with two correct responses there arc 20 subjects with 
scores 2 and 0 for test 1 and 2 respectively and 60 subjects with scores 
0 and 2. In the high score groups again there are more subjects with 
high scores on the first subtest than there are subjects with high scores 
on the second subtest. This asymmetric composition of the level groups 
with respect to the two subtests has implications for the paraneter 
estimates, as can be seen by comparing the subsamples with test score 
2 and test score 6 respectively. In the latter group the mean number of 
positive responses on the items of subtest 1 is 3.36, for the items of 
subtest two this figure is 2.64. The itans of subtest 1 appear easier, 
on the average, than the items of subtest 2. This ordenng should also 
hold in all other score groups. Ibis is seen to be not the case in the 
level group with two positive responses. Here the ordering is reversed: 
the mean score on subtest 1 is 0.82, whereas the mean score on subtest 
2 is 1.36. Here the items of the second subtest appear to be easier. 
This ordering in mean score implies an ordering in itan paraneters. The 
mean item parameter of subtest 1 will exceed the mean item parameter of 
subtest 2, when the subsample with raw score six is considered. The re­
verse holds, when the subsample with raw score two is inspected (the 
ratio e /ε ought to be equal over subbdmples). The likelihood ratio 
test is sensitive to differences m item parameter estimates and there­
fore will show a real effect for the present example, where the unidi-
mensionality axiom has been violated. 
We conclude that in the present case of unequal correlations of 
subtests with the total test, the composition of the level groups is 
not symmetric with regard to the subtests and therefore violation of 
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the dimensionality axiom will become manifest; more generally: diffe-
rent correlation of the partitioning criterion with subsaraples or 
items enhances the detection of nultidimensionality by the likelihood 
ratio test. 
When we return to the simulations as reported in table 3.3 above, 
it can be observed that the items of the first subtest reported in 
table 3.3a are less difficult than the items of the second subtest. As 
the probability of positively responding to items of subtest 1 is 
affected, the mean number of positive responses will be altered, but 
also the variance of the observed scores (the total observed score 
distribution is a convolution of binomial distributions). When the 
variance changes, the correlation with the total test score also changes 
and the above argumentation is applicable. In the case of table 3.3a 
the differences in variance grow larger, as the difference in item 
difficulty between the items of the two subtests grows larger. As a 
consequence, the test statistic increases. It should be remarked that 
the difference in item parameters must be quite substantial for the 
model violation to show clearly. When differences are moderate the 
effect could be masked by sampling fluctuation. 
For the datasets reported upon in table 3.3b the variance of the 
subject parameter distribution of one of the latent traits is varied. 
As a consequence of this manipulation, the variance of the observed 
scores will also change and by that the correlation with total test 
score. Again violation of the dimensionality axiom should become 
manifest, as indeed it does. 
When the mean difficulties of the items of two subtests are equal, 
this does not imply that the variances of the observed scores will also 
be equal. For instance, when a test consists of two extremely difficult 
and two extremely easy items, almost all subjects will have two items 
correct. When all items arc of intermediate difficulty the variance 
will be substantial. Again violation of the model should become mani-
fest in such cases and it does, as illustrated in table 3.3c. 
We may conclude that there are instances where the likelihood ratio 
test does not detect violation of the dimensionality axiom; in other 
instances this violation of the Rasch model is indeed detected by the 
likelihood ratio test. It was argued that, as a rule, violation of the 
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dimensionality axiom is detected by means of the likelihood ratio test, 
when the regressions of the total test score on each of the subtests 
are not equal. Even when this is the case, it is possible that the 
effects are so small, in terms of the test statistic, that they could 
be masked by random fluctuation. 
The likelihood ratio test is a poor instrument for detecting vio-
lation of the unidimensionality axiom. This stems fron the fact that 
a partitioning on the basis of the raw test score is used; other test 
statistics based on the sane partitioning have the sane defect. It is 
not important whether the partitioning is into 1-1 groups, into two 
groups (high-low) or anything in between these two. 
The likelihood ratio test detects violation of the unidimensiona-
lity axiom because of seemingly irrelevant aspects of the dataset, 
such as different variances of subject traits, different difficulties 
of items between subtests and the like. 
As the likelihood ratio test may fail to detect multidimensionali-
ty, other testing procedures have to be searched for; in the following 
section some possibilities will be discussed. 
3.4 Alternative testing procedure 
In the preceding section it has been shown that the likelihood 
ratio test fails to detect violations of the dimensionality axiom in 
an effective way. In this section alternative test procedures will be 
presented. 
The likelihood ratio test, as discussed up to now, has always 
been based on a partitioning of the sample according to raw test score. 
However, the likelihood ratio procedure as such can be applied to any 
partitioning of the dataset (that is exhaustive and exclusive). 
In section 3.4.1 some possibilities of testing the dimensionality axiom 
are given; these procedures use the likelihood ratio statistic in con-
junction with alternative partitioning criteria. In section 3.4.3 new 
test statistics are presented, which again make use of a partitioning 
of the sample according to test score. 
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3.4.1 РатЬгогьпд crtteria 
In the pre(_eding section we have seen that the likelihood ratio 
test failed, because the test score was to the same extent dependent 
upon each of the subtests (and by that upon each of the latent traits). 
If an alternative partitioning criterion is to be effective, it mist 
be differentially related to the latent traits. This requirement is 
perfectly met, when the partitioning criterion is associated to just 
one of the latent dimensions. 
As is argued by Fischer (1974a), an> external information can be 
used for partitioning the dataset. However, in order to be effective 
m detecting violation of the dimensionality axiom, this external 
information should be differentially related to the latent traits. As 
in the given stage of testing the model it still is a point of issue 
whether one or more latent dimensions underly the data, it seems hard­
ly likely that the intended kind of information will be available. 
Another possibility for obtaining a partitioning criterion is to 
make use of part of the response vector. A few items that are known or 
suspected to measure the same latent trait are used to give a criterion 
score by means of which the sample is partitioned. One should be care­
ful not to use the criterion items in the analysis proper, as will be 
argued in section 3.4.2. fhe criterion items should operate as exter­
nat, information. 
The rationale for the proposed procedure is a simple one when 
indeed the criterion items measure the same latent trait, then under 
the alternative hypothesis of nultidunensionality, some of the items 
m the test will measure the sane trait as the criterion items and 
others will not (we exclude the rather trivial case m which the cri­
terion items form one latent dimension and the other items another). 
As a consequence the partitioning criterion is differently related 
to the latent traits underlying the data, and consequently violation 
of the dimensionality axiom should becane manifest. As an example, ana­
lyses of this kind were performed on the datasets reported upon in 
table 3.2 (two-dimensional latent space, no sampling fluctuation). Now, 
however, one of the items (item 2) was used as an external criterion. 
l'ho sample was divided in two groups of subjects, those having solved 
item 2 and those not having solved item 2. The subjects in the first 
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Table 3.5. Testing the dimensionality axiom by means of a partial 
response vector (in this case only item 2); same datasets 
as reported upon in table 3.2. 
N 
984 
986 
986 
991 
989 
993 
998 
993 
998 
996 
Ρ 
.0 
.1 
.2 
.3 
.4 
.5 
.6 
.7 
.8 
.9 
Z(high-low) 
(02-1) 
44.46 
34.17 
24.70 
19.77 
13.25 
10.36 
7.05 
3.80 
2.11 
0.46 
N 
995 
995 
991 
993 
989 
991 
999 
997 
999 
994 
Ζ(high-low) 
(02 = 0) 
45.17 
36.84 
28.27 
24.04 
17.84 
11.99 
7.52 
4.42 
1.78 
1.01 
subsample, will have parameters for the first latent trait (the trait 
to which item 2 appeals) that are as a rule above average, whereas the 
parameter values for the second trait will be around average; the sub­
jects in this subsample are on the average more able on trait 1 relative 
to trait 2. For the second subsample the situation is reversed; the sub­
jects are less able on trait 1 than they are on trait 2. For the first 
subsample the items appealing to the first trait are relatively easy 
(easier than the items appealing to trait two), for the second subsample 
the items appealing to the first trait are more difficult (conpared to 
the items appealing to the second trait). 
As can be seen in table 3.5 the violation of the dimensionality axiom 
is indeed detected. The values of the test statistic, however, become 
rather small when the correlation between the latent traits increases. 
The information of an item with respect to a sample of subjects 
is given by (see e.g. Fischer, 1974a, p. 296): 
li = Д W * и - ^ )> 
with f. w 
exp(Çv - o p 
1 + expU v - a i ) 
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It seems profitable to use items that contain as nuch information about 
the sample as possible, in order to make the partitioning of the sub­
ject sample as effective as possible. The first column of results per­
tains to datasets in which the parameter value of item 2 was σ = 1. In 
the present case, where the distribution of the subject parameters is 
normal with mean zero, the information reaches a maximum for σ = 0. The 
second column of results pertains to datasets for which the parameter 
value for item 2 was zero. It can be seen that the effectiveness of the 
test has improved consistently, although the effect is rather small. 
Of course the power of the test can be improved by using more than 
one item. In this case one should be very careful to use items appealing 
to the same trait, otherwise the criterion suffers the same evil it is 
supposed to be a ranedy for. 
When only a few criterion items are used, still another way of 
partitioning the sample can be applied: subsamples can be formed on the 
basis of the response patterns of the set of criterion items, rather 
than on the basis of their sum score. This partitioning is effective, 
whether the items measure the same trait or not. When two criterion 
items are used, there are four different response patterns: (00), (01), 
(10) and (11). Mien both items measure the same trait, the present par­
titioning is almost equivalent to the one discussed earlier. The only 
difference lies in the fact that in the present case the patterns (10) 
and (01) constitute two different subsamples whereas they are taken 
together, when the sum score of the criterion items is used. The diffe­
rence is, of course, immaterial. 
When the items measure different traits, the present criterion 
still works. The essential question is whether the partitioning crite­
rion is differently related to the underlying traits or, stated in an 
other way, whether the composition of the subsamples is different with 
respect to the traits. This is very clearly the case here. The subsample 
with response pattern (10) will consist of subjects that tend to be 
above average with respect to the first trait (they solved an item 
appealing to this trait). At the same time these subjects will tend to 
be under average with respect to the second trait (they failed an item 
appealing to this trait). For subjects with response patterns (01) the 
situation is reversed; these subjects are relatively high scoring on 
trait 2 and low scoring on trait 1. When the difficulty of the items 
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is consjdered the items appealing to the first trait appear relatively-
easy for subjects with response pattern (10), because they score 
relatively high on this trait. On the other hand the items appealing 
to the second trait τ»ι11 appear relatively difficult for these subjects, 
because they score relatively low on the relevant trait. For the sub-
sample defined by the response vector (01) the situation is reversed. 
In other words, the parameter estimates of the items appealing to the 
first and the items appealing to the second trait will be quite diffe­
rent in sample (10) relative to sample (01). Whereas the subsample 
M t h response patterns (01) and (10) are quite opposite, the subsamples 
with patterns (00) and (11) will take intermediate positions, because 
they differentiate approximately equally well with regard to both latent 
traits and will as a rule be of no use in detecting violation of unidi­
mensional ity. 
Table 3.6. Illustration of a possible artefact 
a) Theoretical distribution of subtest scores under assumption of 
equality of all subject and item parameters. Both subtests 
consist of four items. 
score frequency number of positive mean score 
responses 
0 62.5 0 .80 
1 250.0 250 
2 375.0 750 
3 250.0 750 2.55 
4 62.5 250 
b) Ratios n../n_ for every subsample (partitioning based on score 
on subtest 1), ι element of subtest 1, j element of subtest 2. 
subsample 
(score) 
0 
1 
2 
3 
4 
') this ratio is indetermined, because the calculation involves 
division by zero. 
p i 
.00 
.25 
.50 
.75 
1.00 
PJ 
.50 
.50 
.50 
.50 
.50 
n._/n_ 
1J 1J 
0.00 
0.33 
1.00 
3.00 
( » ) ' ) 
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It can thus be stated that a partitioning of the dataset according 
to response patterns, rather than test scores, is effective, whether 
the criterion items measure the same latent trait or not. However, this 
partitioning criterion is only practical for just a few criterion items. 
Jvith as few as four items 16 subsamples have to be formed, which mist 
all contain enough subjects to make estimation possible. 
3.4.2 A possible artefact 
As indicated earlier, one should never use a subset of items as a 
criterion for partitioning the sample, unless these items are excluded 
from the analysis proper. Why this is the case, will be shown by means 
of a simplified example. 
Suppose, a test consists of eight items and all item parameters 
are equal. Let us assume furthermore that all subject paraneters in a 
sample are equal and that the probability of solving an item is .5, 
under these conditions the number of solved items follows a binomial 
distribution. The test is divided into two subtests of equal length, 
the first one containing the items 1-4, the second one consisting of 
the items 5-8. lor each of the subsamples the number of solved items 
follows a binomial distribution. The theoretical frequency distribution 
of the number of solved items for N = 1000 is given in table 3.6a. 
The sample is partitioned on the basis of scores on the first subtest. 
The low score group consists of all subjects with a score of zero or 
one (N = 312.5), the other subjects belor(g to the high score group 
(N = 687.5). The mean number of correct responses for subtest 1 is .80 
m the low score group and 2.55 in the high score group. As the item 
parameters are equal, we can obtain the item probabilities sunply by 
dividing these figures by four, so we obtain .20 and .64 respectively 
for the two subsamples. 
Because all subject parameters were assumed to be equal, local 
stochastic independence and overall stochastic independence are equi-
valent. Fran this it follows that the probabilities of correctly 
responding the items of the second subtest are independent of the score 
on the first subtest. For both subsamples these probabilities will be 
equal to .50. The probabilities and theoretical frequencies for both 
subsamples are given m table 3.6b. 
For a Rasch homogeneous test the approximate equality (3.14) must 
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be met in every subsample; the ratio ij/n-. is an estimate for the 
ratio ε./ε. (Fischer, 1974, p. 217): 
niJ/
n
 -
 e i / E (3.14) 
The quantity n-- is the number of subjects with a positive response on 
item i and a negative response on item j. Because of (3.14), the ratio 
n.-/n-- mist be the same, within randan fluctuations, for all subsamples. 
Because in the present example there is no random fluctuation, this 
ratio must be exactly equal for both subsamples. 
Because of (local) stochastic independence, n · - can be obtained as: 
nij- = pi * C - P j ^ r ^ 3· 1 5) 
By means of this formila the ratio (3.14) can be computed for each sub-
sample; in table 3.6b these ratios are reported. It is seen that these 
ratios are far from equal, and therefore also the parameter estimates 
will be far from equal. In subsample 1 the first four items appear 
difficult compared to the last four items, whereas for the second sub-
sample the first itans are relatively easy. 
As the dataset was constructed to be Rasch homogeneous, the only 
conclusion can be that the partitioning procedure is invalid; the 
observed effects are completely artefactual. Whereas a partitioning on 
the basis of total test score is a valid and widely used partitioning 
criterion, a partitioning based on part of the response vector is inva­
lid and leads to artefactual contributions to the test statistic. 
The problem associated to this phenomenon lies in the fact that 
sometimes use of only part of the response vector could reveal violations 
of the model, which are not detected when the total response vector is 
used as partitioning criterion. The solution is the use of part of the 
response vector as an external criterion; the criterion items are 
excluded from the analysis proper. 
Earlier it was noted that nultidimensionality is detected by the 
likelihood ratio test, when the partitioning criterion is differently 
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related to the underlying traits. Here a different relation is created 
artefaLtually there exists a relation between the criterion items and 
the criterion, by the mere fact that the latter is composed of the 
first; this is not the case for the items that are not included in the 
criterion. 
In the above example tvvo rather irrcalistic assumptions were made 
for the sake of simplicity; subject and item paraneters were assumed to 
be equal. It is obvious, however, that the phenomenon is also operating, 
when subject and item parameters are not equal. The phenomenon is opera­
ting in its most extreme form when just one item is assumed to define 
a subtest. When the low score group is defined as consisting of subjects 
with a negative response to the given item, the item appears to be 
extremely difficult in this low score group. In the high score group, 
defined by a positive response on the criterion item, this item will 
appear extremely easy. 
To give an impression of the possible effects of this artefact, 
the first dataset, reported upon in table 3.1 (completely Rasch homoge­
neous without sampling fluctuation), was analysed again. Now the data-
set was partitioned on the basis of the score on the first four items. 
As was to be expected, the first four items were overestimated in the 
high score group and underestimated m the low score group. For the 
items not included in the partitioning criterion the situation was 
reverse. The likelihood ratio test statistic was 267.06, the artefact 
demonstrated itself clearly enough. 
3.4.3 АЪЬе паъъое test statvstias 
3.4.3.1 Some ргегедигзгіез 
As indicated before, the likelihood ratio test is not very appropri­
ate for detecting violations of the model with respect to the dimensiona­
lity axiom. The likelihood ratio statistic is a function of the item 
paraneter estimates and of the basic symmetric functions, which are in 
their turn functions of the item parameter estimates. So the likelihood 
ratio is a function of the item parameters only. Because the number of 
subjects positively responding to an item is a sufficient statistic for 
the item parameter, the comparison of subsamples by means of the likeli­
hood ratio test essentially mounts up to the question whether the 
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observed (first order) frequencies are consistent over groups. 
One of the basic assumptions in latent structure analysis is that 
of local stochastic independence. The manifest association between 
items or variables is assumed to be due to the functional dependence 
these items or variables bear to the latent structure, which in the case 
of the Rasch model is a latent trait. When the latent subject parameter 
(ξ) is held constant, the manifest association should vanish. When this 
indeed is the case, vve speak of local stochastic independence. 
When more than one latent trait, say two, underly the data and 
one of these is held constant, the subjects will still vary with respect 
to the second trait. As a consequence at least some of the items will 
show manifest association on the basis of the second trait. Local 
stochastic independence cannot be attained by fixing just one of the 
underlying latent traits. The dimensionality axiom can be tested by 
testing local stochastic independence. Of course this does not mean that 
every violation of local stochastic independence is due to the presence 
of more than one latent trait (for instance, also learning effects 
could produce violation of the axiom of local stochastic independence). 
From the above it may be obvious that it is insufficient to test 
the Rasch model only by inspection of the first order frequencies. This 
is done in the l-ischer-Scheiblechner approach and also in the Martin 
Lof and the Wnght-Panchapakesan procedures; the likelihood ratio test 
amounts to the same inspection of first order frequencies. Higher order 
frequencies (suiultaneous realization of more items) arc especially 
important m testing local stochastic independence and thereby the 
unidimensionality axiom. In fact, frequencies of any order could be used 
in evaluating the fit of the model; we will restrict ourselves to the 
inspection of second order frequencies, the suiultaneous realizations 
of two items. 
Under the Rasch model the following sample free conditional pro­
babilities can be obtained (see e.g. Fischer, 1974a, p. 236 and also 
chapter 1, section 1.5.3): 
ε Y W 
Y
r 
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and 
ptC^DnO^'Dlr.e)} = 1J T-¿ =
 V i j . [3.17) 
The basic symmetric functions, that have already been discussed in 
chapter 1, arc very awkward computationally, it it were not for the 
following recursive formulas given by Andersen (1973a) (see also 
Fischer, 1974a, p. 242): 
Mi • yW *r -Vr - í + γ Γ (3·18) 
гу
г
 = Σ
 E i Y W ( 1 = 1 , . . . , к ) (3.19) 
These formulas can be used to build up the basic symmetric functions 
and their first order partial derivatives. lor the numerical evaluation 
of the second order probabilities (3.17), however, the second order 
partial derivatives are also needed. The set of recursive fornulas 
should be extended to include the second order partial derivatives too. 
It can be easily verified that this is achieved by the following for­
mulas 
Y(i) = . v(i,j) + Y(ij) f3 2 0 1 
Y
r-1 ε3γΓ-2 Yr-1 l^ .zuj 
(r-DY^j = Σ e ^ ^ ^ 3 (j = 1,...k,j^i) . (3.21) 
By means of the present formulas it is also possible to assess the 
second order probabilities computionally. In the Martm-Lof test 
procedure (chapter 1 section 1.5.2) the same second order probabili­
ties are used as elements of the i/anance-covariance matrix. Martm-
Lof does not report the recursive formulas (3.20) and (3.21), but it 
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seems likely that in the process of obtaining his statistic T, these 
formulas are necessary. So it may be assumed that these formulas have 
also been developed by Martin-Löf (as the work of Martin Löf came to 
the knowledge of the present author in the final stage of this research, 
this assumption could not be verified). 
The probabilities (3.16) and (3.17) are equal for subjects with 
the same total test score. For every subsample, defined by a given raw 
score, expected frequencies can be obtained from (3.16) and (3.17) 
through multiplication by the number of subjects in the sample: 
E(n . In ) = η χ π . (3.22) 
*· τι
1
 r τ τι
 ν
 J 
Ε(η ..In ) = η χ π .. . (3.23) 
4
 rij ' r' r rij ч ' 
These expected frequencies can be canpared with the observed frequen­
cies by means of χ 2 procedures. 
In the following, two test statistics will be proposed. The first 
one, that will be called Q.,, is suited for application on the first 
order frequencies; the second statistic, Q 2, is especially appropriate 
for testing the dimensionality axiom (through local stochastic inde­
pendence) and is applied to the second order frequencies. 
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3.4.3.2 The Q model test 
The procedure for the construction of Q. is as follows: 
- For every item ι the following observed contingency table can be set 
up: 
Level group 
(subsample) 
1 
' 
r 
• 
k-1 
Σ 
n 1 i 
n
r i 
Vu 
n
. i 
η
Γ
η 1 ι 
V n r i 
VrVu 
N-n
 l 
n i 
η 
г 
nk-1 
N 
In this table the row marginals are the numbers of subjects in the 
level groups r (r = 1 ,k-1). The column marginal η is the number 
of subjects, in the total sample, positively responding to item ι and 
as such the sufficient statistic for the item parameter t . Given the 
marginals there are k-2 frequencies free to vary. As there arc к items, 
к contingency tables of the present type can be set up. 
- Item parameter estimates arc obtained from the totdl sample. 
- By means of these parameter estimates the expected frequencies (3.22) 
are obtained for each level group r (r=1, ,k-1). 
- A contingency table of expected frequencies can be set up, analogous­
ly to the contingency table of observed frequencies above. 
- The contingency tables of observed and expected frequencies can be 
compared by means of the statistic: 
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( r = l , 
C3.24) 
. . . ,k-1) 
Given the item parameters, q is a sum of k-1 independent terms, each 
χ
2
 distributed with one degree of freedom. However the parameters have 
to be estimated from the data. In the case of item ι the sufficient 
statistic η is used for estimation and thereby one degree of freedom 
is lost and the number of degrees of freedom of q becomes k-2, which 
is equal to the number of frequencies that are free to vary in the 
observed frequency table, as it should be. 
When the statistics q (1=1, ,k) are sunmated over all items, 
wc obtain: 
Q* = Σ q . (1=1,...,k-1) (3.2S) 
ι 
The expectation of this statistic is equal to the sum of expectations 
of its terms: k*(k-2) or kx(l-1J*. 
If the statistics q would be independent, then Q1 would be a sun 
of к independent variâtes, each distributed as χ? with l-1=k-2 degrees 
of freedom and Q. would then be distributed as χ? with k(l-1) degrees 
of freedom. However, the statistics q are not independent. Within each 
subsample the total number of positive responses is equal to η χ г 
(there are η subjects in the sub^ample, each having r correct respon-
sesj. So within each subsamplc (level group) the following restriction 
holds: 
In the following, also partitioning of the dataset into less than k-1 
groups will be discussed. When 1 stands for the number of subsanples 
of the partitioning, the number of degrees of freedom of each q is 
equal to 1-1. In the present case l-1=k-2. 
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η Χ Γ = Σ η . (3.26) 
1 
So rather than кх(1-1), there are only (k-l)(l-1) frequencies free to 
vary, when all к contingency tables of the above given type are consi­
dered sinultaneously. When in one way or another an overall statistic 
like Q, should be distributed as χ2, the number of degrees of freedom 
should be (k-1)(l-1) rather than k(l-1 J. 
The expectation of a χ2 distributed variate is equal to its nunber 
of degrees of freedom. In the present case the expectation of Q. should 
be equal to (k-1)(l-1), but it is equal to k(l-1). When we observe the 
following, corrected statistic 
, (k-i)(i-i)
 χ Qx = Ік-л χ Q* (з_ 2 7 ) 
1
 k(l-1) ' к ' 
it is obvious that this statistic, Q., indeed has expectation (k-1)(l-1), 
a necessary condition to be χ 2 distributed. 
As yet there is no mathematical justification for the statement that 
the statistic (3.27) is asymptotically distributed as χ?. There is, how­
ever, simulational material suggesting that (3.27) indeed is distributed 
as χ
2
 with (k-1)(l-1) degrees of freedom. A comparable situation is 
found m the Kruskal-Wallis rank test for the differences between several 
groups (Kruskal and Wallis, 1952). Here too, a sum of χ 2 distributed 
variâtes is obtained, where the χ? are not completely independent, be­
cause of a similar restriction as is encountered here. This restriction 
is dealt with by a correction factor, as is used here, and the degrees 
of freedom are adapted. The proof for the Kruskal-Wallis statistic could, 
however, not be adapted to the present situation. Because the procedure 
followed in the Kruskal-Wallis test is quite similar to the present 
procedure and because the Kruskal-Wallis statistic is asymptotically 
distributed as χ2, this lends some support to the conjecture that Q. is 
asymptotically distributed as χ2 with (k-l)(l-1) degrees of freedom. 
The Wright-Panchapakesan statistic is completely analogous to the 
present approach (only the expected frequencies are obtained in another 
way). So for this statistic the correction term к is also necessary. 
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Table 3.7. Monte Carlo investigation of the test statistic Q ; 
100 replications for each number of items. First 
construction method was used (completely stochastic). 
к 
h 
5 
6 
7 
8 
(k-])(l-l) = 
6 
12 
20 
30 
42 
=E(Q1) «1 
5.74 
11.62 
20.46 
30.74 
41.72 
a
2(exp) 
12 
24 
40 
60 
84 
s
2(obs) 
11.22 
23.13 
52.14 
60.55 
89.52 
Τ 
.054 
.095 
.054 
.081 
.063 
Some critical values for the Kolmogorov goodness of fit test: 
a Τ 
20 
10 
05 
.107 
.122 
.136 
к = number of items of the test 
1 = number of subsamples involved in the model test 
E(Q ) = expectation of Q. under assumption of χ2 distribution 
Q. » observed mean value of Q. 
o
2(exp) = expected variance of Q. under assumption of χ2 distribution 
s
2(obs) = observed variance of Q. 
Τ = Kolmogorov test statistic 
In table 3.7 the results are given of the simulations performed in 
testing Q.. 
Datasets with 4, S, 6, 7 and 8 items were analysed. The data generation 
method was the completely random one (see bestión 3.2). lor every num-
ber of items, hundred replications were used. For all these replications 
the statistic Q1 was computed, the distribution of these hundred values 
of Q. was compared with the theoretical distribution under assumption 
of a χ2 distribution with (k-l)(l-1) degrees of freedom. This comparison 
was performed by means of the Kolmogorov goodness of fit test (see e.g. 
Conover, 1971 J. It is seen in table 3.7 that Q. indeed behaves as a χ 2 
distributed variate; even the .20 level of significance of the Kolmogo­
rov goodness of fit test is not reached in any of the five cases, as 
can be seen by comparing the last column of table 3.7, containing the 
Kolmogorov test statistic T, with the critical values given at the bot­
tom of table 3.7. 
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Table 3.8. Comparison of the statistics Ζ and Q.. Four item datasets 
appealing to two latent dimensions. Correlation between 
the two latent dimensions equal to p. Second construction 
method was used (no sampling fluctuation). 
Ρ Ζ Qj 
.0 .11 .11 
.1 .14 .14 
.2 .14 .14 
.3 .18 .18 
.4 .07 .08 
.5 .07 .08 
.6 .04 .03 
.7 .08 .08 
.8 .04 .04 
.9 .04 .04 
ρ » correlation between subject traits 
Ζ = likelihood ratio test statistic 
Q.=· Q. test statistic 
Table 3.9. Comparison of the statistics Ζ and Q|. Violation of the 
sufficiency axiom. First two items have discriminating 
power equal to 1., the last two items have discriminating 
power equal to d*. Second construction method was used (no 
sampling fluctuation). 
d* 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2.0 
Ζ 
0.00 
0.42 
1.47 
2.83 
4.63 
7.43 
10.90 
13.54 
18.18 
21.55 
26.28 
Ql 
0.00 
0.42 
1.46 
2.82 
4.62 
7.40 
10.89 
13.52 
18.16 
21.53 
26.27 
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Although a mathematical justification of the proposed model test 
is as yet not available, there are strong indications that the statis­
tic Q, is indeed distributed as χ 2 with (k-1)(l-1) degrees of freedom, 
or that it offers at least a good approximation. 
To obtain a comparison of the statistic Q, with the likelihood 
ratio statistic Z, seme additional analyses on sinulational data mate­
rial were performed. 
In table 3.8 datasets are reported that violate the dimensionality axiom. 
It is seen that just like the likelihood ratio test, the Q.. model test 
is essentially insensitive to violation of the dimensionality axiom. 
The values of Ζ and Q. are equivalent for all practical purposes. Table 
3.9 contains datasets that violate the sufficiency axiom. Both Ζ and Q. 
are sensitive to violation of this kind and again the values of the 
statistics are equivalent. 
Why the two statistics Ζ and Q. are nearby equivalent becanes 
obvious when we write (3.22) in a somewhat more elaborated way: 
E(n
r i) = n r X ^ - ^ i . (3.28) 
The set of equations to be solved in CML parameter estimation is 
(e.g. Fischer, 1974a, p.232): 
к η * г
γ
ω 
η . = Σ -i ì-J—!- . (3.29) 
11
 Γ-1 γ^ 
When only subjects with testscore r are taken into account, 3.29 
reduces to: 
- (i) E:iYr-1 
η . = η
 1 r
 ' . (3.30) 
π г
 ч
 ^ 
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In formula (3.28J the item parameters are supposed to be known and the 
expected frequencies are obtained from them. In formula (3.30) the 
frequencies are given and the item parameters are estimated from them. 
When m (3.28J the estimated parameters are substituted for the, usually 
unknown, item parameters, (3.28) and (3.30) become equivalent. In the 
likelihood ratio approach the overall parameter estimates are obtained 
and compared by means of (3.50) with the item parameter estimates of 
the subsamples. In the Q1 approach also the overall item parameter 
estimates are obtained, from these the expected frequencies are computed 
by means of (3.28), which are then compared with the observed frequen-
cies , that are the basis for estimation of the subsample item parameters 
according to (3.30). Because (3.28) and (3.30) arc equivalent, as indi-
cated earlier, the two procedures perform the same comparison of model 
and data. This docs not imply that the model tests are the same, the 
ways in which the same aspects of the data are inspected are different. 
When Q1 does the things that are already done by the likelihood 
ratio test, the question may be asked why this new statistic is intro-
duced altogether. The Q, approach has several advantages over the 
likelihood ratio test. 
- The most important advantage lies in the fact that in the Q, procedure 
the contribution of every item within every subsamplc is available (this 
property also holds for the hright-Panchapakesan procedure). This is of 
eminent importance, when sources of model violation are searched for. 
This is the same advantage that was pointed out in the case of the 
Fischer-Scheiblechner approach (chapter 1 section 1.5.2). Whereas the 
Fischer-Schciblechner approach is only applicable to a partitioning into 
two groups, Q, is m principle applicable to any partitioning of the 
dataset, as will be argued in the following. 
- A second advantage is of a computational nature. Whereas for the 
likelihood ratio test parameters have to be estimated (iteratively) for 
every subsample, only the overall item parameter estimâtes have to be 
known for Cb, which implies a considerable gain in computing time. 
- A third advantage also stems from the fact that only overall item 
parameter estimates are needed. Complications may occur in the likeli-
hood ratio test in that the item parameters in some of the subsamples 
cannot be estimated, because of algorithmic difficulties (observed 
frequencies of zero or η , or lack oí computational accuracy). This can 
not occur in the Q. procedure, because no item parameters have to be 
estimated for the subsamples. 
- A last advantage of Q. in comparison with the likelihood ratio test 
is the availability of a model test, Q 2, that is sensitive to viola­
tion of the dimensionality axiom and that is comparable to Q. in its 
construction. In connection with Q 7, the model test Q. forms a com­
plete global test of the Rasch model, violation of each axiom can be 
detected by one or both test statistics. 
Just like Ζ (the likelihood ratio test statistic), Q1 can be 
applied to any partitioning of the dataset. This deserves seme comment, 
as the fornulas (3.16) and (3.22) are based on a partitioning according 
to raw test score. Although the expected frequencies must be obtained 
for each score level separately, they can thereupon be taken together, 
just like the corresponding observed frequencies. By the concatenation 
of level groups, all partitions of the dataset according to raw score 
become possible, but other partitioning criteria can also be used. As 
an example we will discuss the partitioning according to sex. When the 
sample has been partitioned into males and females, these two subsamples 
can be partitioned further according to raw test score. lor the level 
groups thus obtained (within both subsamples) the expected frequencies 
are obtained. The expected frequencies are summated over all level 
groups in the subsample, and the expected frequencies for both the 
subsample males and the subsample females are obtained. These expected 
frequencies can be compared with the observed frequencies by means of 
The conclusion with respect to Q, can be that the test statistic 
is applicable to all situations, where the likelihood ratio test is 
applicable. The test is sensitive to exactly the same effects as the 
likelihood ratio test. Although the distribution of Q» is not ascertained 
mathematically, it appears clearly to be distributed as χ2 with 
(k-1)(l-1) degrees of freedom. The new statistic allows studying effects 
on the individual item and subsample level, and has advantages of a 
computational nature. In its construction it can be compared with Q,, 
which will be presented in the next section. 
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3.4."5.3 The Q model test 
As has been indicated earlier, violation of the dimensionality 
axiom will show up in the lack of local stochastic independence. In 
testing local stochastic independence, we will only take into account 
the association between pairs of items (higher order associations 
could be taken into account too, and theoretically it is also possible 
to study the fit on the level of total response vectors), bven when 
only second order frequencies are studied, computational problems can 
easily occur and therefore we will not consider higher order frequen­
cies. 
The information about the associations between items is contained 
in all 2x2 contingency tables. lor the subsample with test score r and 
for the items ι and j the contingency table is: 
0 
Σ 
n
r i J 
"riï 
nrJ 
" n j 
n r Ï3 
"rj 
n r i 
" r i 
n r 
In the process of obtaining the statistic Q, item parameters are 
estimated for every level group. When the item parameter estimates are 
substituted in (3.17) and (3.23), expected frequencies are obtained, 
which can be compared with the observed frequencies. The statistic is: 
rlJ
 E(n ) E(n -) L(n - ) b(n --) v
 ri;r rijJ v rij' rij' 
with (3.31) 
d2
 = Чи - ^ пУ 
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Of course, there are four types of deviations: d.., d._, d.. and d--. 
n
 Ij' l j ' 1J lj 
In a 2 % 2 contingency table these deviations arc all equal, 
so only d = d.. is used for notational ease. 
The marginals η . and η - are the sufficient statistics for the item 
parameters e· and e-; the parameter estimates are obtained from η . 
and η · by means of (3.30). Subsequently the expected frequencies are 
obtained by means of (3.28), which is equivalent to (3.30), when 
estimates are substituted for the parameters. In other words the expec­
ted and observed first order frequencies are equal. 
As a consequence q .. is χ 2 distributed with one degree of free-
dom. Within every subsample there are аЦк-І) item pairs, giving rise 
to equally many χ2 statistics. Summation of these statistics leads to: 
Q 2 r r i = Σ Σ 4 Γ ϋ ( i = 1 ( . . . k - 1 ) 
¿[
-
T)
 i j " J (3.32) 
( j= i+1 , . . . , k ) 
If the statistics q • • would be independent, Q,, .. would be distributed 
as χ
2
 with 2k(k-1) degrees of freedom. But again, this is not the case. 
Given the sufficient statistic η ·, we know that item i figures η . 
η π times in conjunction with r-1 other items (the response pattern must 
contain a total of r positive responses); so item i is η . χ (r-1) 
times element of a pair. This implies the restriction: 
(r-1) * n
r i = Σ η (j = 1,...,i-1,i+1,...,10 - (3.33) 
J 
This restriction holds for every item, so there are only jk(k-l) - к = 
jk(k-3) observed frequencies free to vary. This suggests the use of a 
correction factor, as in the case of Q.. This correction factor again 
should be the ratio between the number of frequencies that are free to 
vary and the expectation of the statistic Qo^-i» that is: 
ik(k-1)-k (k-3) 
jk(k-l) (k-1) 
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ТЪеп the corrected statistic would be: 
Q 2
w
=
^ *
Q
* M C 3 · 3 4 3 
As in the case of Q., the mathematical justification of the correction 
cannot be given as yet, but sinulational results, as reported in table 
3.10, suggest that the statistic QT/·-·) is asymptotically distributed 
as χ
2
 with jk(k-3) degrees of freedom. 
As can be seen, a close fit to the hypothesized χ 2 distribution is 
obtained. All values of the Kolmogorov test statistic are even below 
the critical value for the α level of .20. 
The statistic Q7(. , is computed for every subsample of the raw 
score partitioning. Every subsample more or less constitutes a sepa­
rate Rasch analysis, as the item parameters are estimated within each 
subsample. 
Table 3.10. Monte Carlo investigation of the test statistic Q.. > 
o
2(exp) s2(obs) Τ 
k 3.97 .102 
10 9.37 .036 
18 18.41 .085 
28 35.58 .061 
40 43.24 .058 
Some critical values for the Kolmogorov Goodness of fit test: 
α Τ 
.20 .107 
.10 .122 
.05 .136 
к: number of items; EiQof 0'· expectation of Q„, > under assumption 
of a χ 2 distribution; Q-, ,: mean observed value of Q-, .; 
σ (exp): variance of Q-, .. under assumption of a χ 2 distribution; 
s (obs): observed variance of Q ?. .; T: Kolmogorov test statistic. 
к 
4 
5 
6 
7 
8 
i k ( k - 3 ) - E ( Q 2 ( r ) ) 
2 
5 
9 
14 
20 
5 2 ( r ) 
1.89 
5.08 
9.28 
14.14 
19.98 
128 
The values of Q ^ , could be evaluated as such, but on the other hand 
it seems reasonable to summate the Q-w -. values over all level groups 
to obtain an overall statistic, Q,: 
Q 2 = 2 Q (r=2 k-2) (3.35) 
r
 v J 
In this summation the level groups 1 and k-1 are not involved. The cell 
containing subjects with both items ι and j correctly responded to is 
necessarily empty for the subsample with r=l, as the subjects have only 
one item correct. The same holds m reverse direction for the subsample 
with test score k-1; the cell with subjects having both items ι and j 
false is necessarily anpty. The expectation of the statistic (3.35) is 
2 
(k-3) χ ІкСк-З) = ¿k(k-3) . The statistic is distributed as χ2, when 
the statistics Q^, .. are distributed as χ2; Q 7 then is a sum of inde­
pendently χ2 distributed variâtes. 
The use of the overall statistic Q-, is not as straightforward as 
it may seem. For every level group the item parameters are estimated. 
When the second order expected frequencies are obtained, this is done 
under the estimated itan parameters and as the estimated item parame-
ters are different over level groups, it is as yet not obvious whether 
the overall statistic Q7 is a valid model test. Further study with re-
gard to this point is needed. In chapter 4 the values of Qo/-.,.-, will be 
used and not the summation (3.35). 
Of course the total sample value of Q7 can be used as an indicative 
measure. But what seems more interesting: the contributions of the item 
pairs to the statistics Q-,^  -. can also be sumnated in order to get 
indications with respect to the sources of model violation. 
To see whether the Q7 procedure does the job of detecting violation 
of the dimensionality axiom, the datasets of table 3.8 were analysed 
again. The results are reported m table 3.11. 
The datasets reported upon were constructed by means of the second method, 
implying no sampling fluctuation; the obtained values for Q7 are totally 
due to violation of the dimensionality axiom. It can be observed that 
the violation of the model is clearly detected, especially when it is 
taken into account that only four items are involved. 
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Table 3.11. Values of the statistic Q 9 for a four item dataset with two 
underlying latent traits. The correlation between the latent 
traits is equal to p. 
Ρ 
. 0 
.1 
. 2 
. 3 
.4 
.5 
.6 
. 7 
.8 
.9 
Q2 
47.37 
39.40 
3 2 . 7 9 
24.01 
18.06 
13.36 
8.81 
5.48 
2.06 
0 . 6 0 
The likelihood ratio statistic, Z, and the statistic Q. are espe­
cially sensitive to violations of the monotomcity and sufficiency 
axions, and less to violation of local independence and unidimensionali-
ty. bor the newly introduced statistic Q, the situation is reverse, as 
may be observed in table 3.12, where violation of sufficiency and unidi-
mensionality are investigated by means of Q. and Q- respectively. 
As may be clear from table 3.12, (L is sensitive to violation of 
sufficiency, whereas Q, reacts only very weakly to this violation. On 
the other hand Q, reacts very clearly to violation of unidimensionality, 
that is not detected by Q. in the present case. It must be noted again 
that the sensitivity to model violations is also dependent on other 
aspects of the data material, such as item difficulty level, distribu­
tion of traits (when there should be more than one trait involved), 
range of item difficulty, etc. (see also section 3.3.5). When, however, 
small values for Q, and simultaneously large values for Q 2 are observed, 
it may safely be concluded that the dimensionality axiom has been vio­
lated or, otherwise, a violation of local independence has occurred. 
3.5 Conclusion 
In the present chapter it has been shown that the likelihood ratio 
test based on a raw score partitioning is essentially insensitive to 
violation of the dimensionality axiom, (the Fischer-Scheiblechner sta­
tistic, S, the Wnght-Panchapakesan statistic, Y, and the Martin Ldf 
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statistic, Τ, behave in the same way as the likelihood ratio statistic, 
Z). 
Alternative partitioning methods were proposed by means of which 
violation of the unidimensionality axiom is indeed detected. Two new 
test statistics, Q, and Q 7, were also introduced. 
The test statistic Q. is completely comparable to the likelihood 
ratio statistic, Z; they are sensitive to the same effects. Q 1 has seme 
advantages over Z: the contribution of every item in every subsample to 
the statistic Q 1 is known; the computation is faster and less complica­
ted; Q1 is in its construction analogous to C^· 
The distributional properties of Q. have not as yet been ascer­
tained mathematically, but simulations point clearly in the direction 
of a χ2 distribution with (k-1)(l-1) degrees of freedom. 
The statistic Q, was designed to test the dimensionality axiom, 
and as such, has no counterpart to be compared with. It was shown 
that the statistic indeed detects violation of the dimensionality axiom, 
where Ζ and Q 1 fail. (K has to be applied for every subsample separately. 
There are practical difficulties associated to the use of Q,. First of 
all parameters have to be estimated for every subsample separately. When 
a subsample is small, this may give rise to algorithmic problems, such 
that the parameters cannot be estimated. Furthermore, small expected 
frequencies are likely to occur, which could damage the stability of the 
statistic. These problems will be discussed in greater detail in chapter 
4. 
Table 3.12. Comparison of Q and Q. with respect to violation of the 
sufficiency and the unidimensionality axioms. 
Q, Q 2 
violation of 
unidimensionality .03(df=6) I73.75(df=2) 
violation of 
sufficiency 109.63(df«6) 5.66(df=2) 
number of subjects 
number of items 
item parameters 
violation of dimensionality 
violation of sufficiency 
4000 
0. 0. 0. 0. 
two dimensions uncorrelated 
a. » 1 for the first two items; 
= 2 for the last two items. 
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The most important conclusion of the present chapter must be that 
the practice of testing the Rasch model has until now suffered from an 
important deficiency. The results of all investigations using the Rasch 
model in connection with the mentioned testing procedures must be 
questioned with respect to the dimensionality axiom. 
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THE ISI TESTS REVISITED 4 
4.1 Introduction 
In chapter 2 the ISI tests have been submitted to a first series 
of analyses. A partitioning of the dataset on the basis of raw score 
as well as on the basis of speed have been applied there. All tests, 
with the exception of ISI-6, showed a reasonable to good approximation 
of Rasch homogeneity. 
In chapter 3 it was shown that the available testing procedures 
are likely to fail in detecting violation of the dimensionality axiom. 
It was shown that the use of items of the test as an external criterion 
is a possible way of testing this axiom. Also a test statistic (Q2) 
was presented that is especially sensitive to violation of the dimensio-
nality axion. Also a second test statistic (Q-. ) was presented, which is 
sensitive to the same effects as the likelihood ratio test based on a 
test score partitioning. Just like the likelihood ratio test, Q, is 
less sensitive to violation of the dimensionality axiom. Besides other 
advantages Q1 offers the possibility to study lack of fit on the 
individual item and group level. 
In the present chapter the ISI tests will be analysed again, now 
making use of the tools developed in chapter 3. Two main objectives 
are pursued: a thorough analysis of the ISI tests in order to answer 
the question whether they earn the predicate 'Rasch homogeneous', as 
is suggested by the results of chapter 2; secondly, a first confron-
tation of the new test statistics with real-life data is performed. 
The partitioning on the basis of speed (B) is omitted in this 
chapter. This has been done for several reasons. First of all the sta-
tistics Q1 and Q7 are not readily applicable to a speed partitioning. 
Another reason lies in the fact that in chapter 2 no highly signifi-
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cant values of the test statistic were found when the speed partitioning 
was used (of course with the exception of ISI-6). Such effects as were 
detected in the speed partitioning, were more clearly detected in the 
high-low partitioning. Finally it must be noted that differentiation in 
speed becomes less, when more items are included in the item pool. In 
chapter 2 the restricted sample S., was analysed containing the subsam-
ріеь В... up to B 2 0 (ten levels of speed). When for instance S,. is 
analysed, there are only six levels of В and when the restricted sanple 
S2Q is analysed, all differentiation in speed has gone. This restriction 
in speed range makes the detection of effects less likely. 
The results of the analyses will be presented for each test sepa­
rately in the sections 4.5 to 4.10. Conclusions of a more general nature 
are given in section 4.11. For every test the analysis of chapter 2 
will be canpared with the results obtained for Q., the restricted samples 
S 1 7 to S7(1 will be analysed next and finally some results of the Q 7 
model test will be presented and discussed. 
In section 4.12 attention will be given to the question whether 
subjects can be compared with respect to their latent parameters, al­
though they have attempted different numbers of items. 
In section 4.13 the theory of Van der Ven will be at issue again, 
the central question will be posed whether the precision concept of 
Van der Ven (1969) is a trans-situational constant, or rather a concept 
that is differentiated, in that precision is also content bound. Now a 
statistical test is available that is especially sensitive to violation 
of the dimensionality axiom. 
Before the results for each of the ISI tests will be presented, 
seme topics of a more general nature will be discussed m the sections 
4.2 to 4.4. 
4.2 Problems гп the appliaations of Q1 and Q 
In chapter 3 the statistics Q. and Q? have been applied on arti­
ficial datasets, which were constructed in such a way that no problems 
could arise. When empirical datasets are analysed, however, complica­
tions are likely to occur, which are a consequence of the fact that 
the sizes of the subsamples of the raw score partitioning become rela­
tively small. In the following the complications are discussed and 
ways to overcome them are presented. 
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One of the advantages of Q, over the likelihood ratio test lies in 
the fact that the size of the subsajnplcs is in no way a technical ob­
stacle in application of the statistic, although it may pose problems 
of a statistical nature. For every nonempty subsample, however small it 
is, the contribution to Q1 can be obtained. This property stems from 
the fact that for the assessment of Q. only the overall parameter esti­
mates are needed, whereas the likelihood ratio test requires parameter 
estimates for every subsample. When one of the items is passed or 
failed by all subjects of a subsaraple, the parameter estimate of that 
item is indeterminate and estimation is impossible. This is likely to 
occur when the size of the subsample is small compared to the number of 
items. 
Although it is technically possible to obtain the contribution of 
all k-1 level groups to the overall statistic Q., it is not always a 
wise thing to do. Small subsample sizes cause small expected frequen­
cies, which affect the effectiveness of the approximation of the statis­
tic by a χ2 distribution . A well known rule of thumb (see e.g. Ferguson, 
1966J says that the expected frequencies should at least be equal to 
five; when the number of degrees of freedom is two or more, this rule 
of thumb may be relaxed. Yate's correction for continuity cannot be 
applied; it is only valid for one degree of freedom (see e.g. Ferguson, 
19663. 
In the case of Q. the number of degrees of freedom is equal to 
(1-1)(k-1J, where 1 is the number of subsamples and к is the number of 
items. The nunber of degrees of freedom for the Q. analyses of the 
present chapter were lai^ ge, so it was decided to relax the rule of thumb 
such that the smallest expected frequency should at least be equal to 1. 
When smaller frequencies were observed, subsamples were concatenated 
such that the criterion was met. Concatenation occurred frequently in 
the high- and low-score subsanples. 
ihe likelihood ratio test approach assîmes lai^ gc η for every subsample. 
Here similar effects as for Q. may be expected, when small expected 
frequencies occur. The nature of these effects, however, is not known 
as well, as is the case for the χ? goodness of fit test for a frequency 
distribution. 
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In the low-score subsarrrples the difficult items are seldom passed, 
whereas in the high-score subsamples the easy items are seldom failed. 
Because the criterion is applied to the lowest frequency, all 
other frequencies are, as a rule, considerably larger than the crite­
rion value of 1. The number of expected frequencies smaller than 5 was 
indeed very limited in the present analyses. When the results were 
inspected with respect to this point, the impression was obtained that 
the criterion worked satisfactorily; no large contributions to χ2 were 
obtained that could be explained by small expected frequencies. In the 
tables to be reported in this chapter the concatenation of subsamples 
will be given under the heading 'partitioning'. 
In order to obtain the statistic Q 7, parameters must be estimated 
for each subsample separately. As argued above, this is not possible 
when an item is passed or failed by all subjects (even when this does 
not occur, accuracy problems can arise from small sample sizes). Λ 
solution to this problem can easily be found. When items that have 
been passed or failed by all subjects are eliminated, the raw scores 
remain equal between subjects and the Q-, procedure can be applied 
without difficulties. 
When two or more dimensions underly a set of items, the low-score 
groups as well as the high-score groups will be more homogeneous with 
respect to the underlying traits than the intermediate subsamples. This 
is illustrated below for tuo dimensions. 
5 
4 
3 
Ε(η(2)|ζ ) 2 
V. ' V 
1 
0 
0 1 2 3 4 5 
V. ' V 
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In tins simplified illustration the expected test score is given as a 
sura of conditional expectations. Ль can be ьсеп, the high and low score 
groups are homogeneous with regard to the underlying traits, high 
scores can only be obtained when the expectation (and therefore the 
subject parameter) is high for both traits, low scores can only be 
obtained when the expectation for both traits is low. The intermediate 
groups are less homogeneous. Ihc intermediate score can be obtained as 
a sum of intermediate expectations for both traits, but also by a high 
expectation for ς and a low expectation lor ζ or vice versa. When the 
traits should be correlated, nothing changes in an essential ьау. 
Mien more dimensions underly a test, wc expect this to show 
especially in the intermediate groups. Luckily enough these groups are 
as a rule less sensitive to algorithmic difficulties, as argued above. 
For most psychological tests the intermediate scores are the most 
frequent ones, which inplies that the number of subjects m the inter­
mediate groups will, in general, be relatively high. So all in all the 
difficulties in the application of Q-, may not be all that serious. In 
view of the above arguments, subs.implcs that gave rise to difficulties 
were simply omitted. The possibility of elimination of items was not 
used here. 
For every item pair in a Q-, analysis, a 2 JE 2 frequency table is 
1
 γ 
obtained, the number of item pairs is equal to (,), so small expected 
frequencies are almost bound to occur. Λ concatenation of subsamplcs 
analogous to the procedure followed for Q. is possible, but it is 
questionable whether this is theoretically sound, because for Q, no 
assumption is made about the equality of item parameters between groups. 
So as yet this concatenation should not bo used. 
The risk of small expected frequencies implies that Q, should be 
applied with caution when a significant value for Q, is obtained, it 
should be ascertained that this could not be attributed to the 'small 
expected frequencies' artefact. 
It is known that the comparison of expected and observed frequen­
cies bv the likelihood ratio approach (Mood et αϊ., 1974, p. 444, Spitz, 
1961), which is not the same as the likelihood ratio test as employed 
in the Rasch model, is less sensitive to extreme expected frequencies. 
For a one way classification the formula is 
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L· = 2 Σ η In - i - , (j = 1,...(l) (4.1) 
j J ECnj) 
vAere n. is the observed frequency in class j, E(n.) the expected 
frequency and 1 the number of classes. The statistic L' is asymptoti­
cally distributed as χ2 with 1-1 degrees of freedom. In a following 
study this approach will be investigated with respect to the statis­
tics Q, and Q-, 
The computer programme of Formann (1976) does not allow for the 
extended likelihood ratio test of Andersen (1973b), in which the sample 
is partitioned into k-1 groups; only the high-low test and the use of 
an external partitioning criterion are possible. In the course of 
adapting the programme to allow for the application of Q, and Q,, also 
the extended likelihood ratio test and the Martin Löf test were imple-
mented (see Raaijmakers and Van den Wollenberg, 1979). 
In the cases where the statistics Q., Ζ and Τ were obtained for 
the same partitioning, the results were very nuch in accordance with 
one another. Correlations between the statistics were well above .99. 
For this reason only Q. will be reported. Occasionally The Fischer-
Scheiblechner S is reported in comparison with Q 1. 
4.3 The aorvelation between parameter· estimates as a descriptive 
measure of goodness of fit 
In chapter 2 the correlation between two sets of item parameter 
estimates has been used in addition to the test statistics. This was 
done in order to improve the insight in the fit between model and 
data. Whereas the correlation is of no use in statistically testing 
the model, it is valuable on the descriptive level. The correlation 
can give an impression as to how serious model violations are. For 
reasons of comparison it is also a valuable measure, because it is 
independent of sample size and degrees of freedom. On the basis of 
the high correlations (among other things), model violations as 
found in chapter 2 were judged not to be of a serious nature. So in 
the present chapter we will continue to use the correlation as a 
descriptive measure for goodness of fit. 
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As was indicated in chapter 2, the use of the correlation as a 
descriptive tool is theoretically not completely sound. Mien _τ and a_ 
are two sets of estimates of the same parameters, then these two sets 
must be equal within chance limits; in regression terms: 
(4.2) 
The product moment correlation, however, is based on a different regres­
sion equation: 
5 = bτ + a . (4.3) 
When Rasch homogeneity applies, the constant vector a in the regression 
(4.3) must be the zero vector and the multiplicative constant b must be 
equal to 1. 
The item parameters are normed such as to sum up to zero in each 
subsample; for this reason the additive constant automatically equals 
zero and does not lead to problems, when the correlation is used as a 
descriptive measure of goodness of fit. This can not be said about the 
requirement that the slope should be equal to 1. When a perfect corre­
lation is obtained, the slope may still take any value unequal to zero. 
As a consequence a perfect correlation could be obtained, even when the 
Rasch model has clearly been violated; the slopes of the regressions 
could deviate from 1. 
Because the identity relation between two sets of item parameters 
must hold under the Rasch model, it is obvious that: 
s? , = s 2 + s 2 - 2rs s (4.4) 
(σ-τ) σ τ σ τ 
is the total amount of variance due to lack of perfect fit. In (4.4) 
both deviations from linearity and deviations from equality of the 
slopes are reflected. There is some resemblance between (4.4) and the 
Fischer-Scheiblechner statistic S; in both cases the lack of fit is 
studied by means of the differences between the sets of item parame-
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ter estimates of the two subsamples. 
The variance of differences (4.4) would as a descriptive measure 
for goodness of fit be superior to the correlation, if it was not for 
the fact that the domain of this variance is (0,»). Рог this reason 
the measure can not be interpreted and therefore loses its usefulness. 
The present approach can be made more useful, when the item para-
meters are normed such that s χ s = 1. Of course, the two sets of 
σ τ 
item parameters should be normed in exactly the same way, otherwise 
the characteristics of Rasch homogeneity would be lost. When the pro­
posed renorming is performed, we obtain: 
s
.
2
_ =
 S(°-T) = !£ + !l - 2r = ^ + !l - 2 + 2(1-r) (4.5) 
^
σ τ
^ 5 * 5 S S S S 
σ τ τ σ τ σ 
In the right hand side the expression 2 χ (1-r) can be interpreted as 
that part of the variance of differences σ-τ that is due to lack of 
perfect correlation. This expression reaches its minimun, of course, 
when r equals one. 
The expression — + — reaches its minimun when s = s ; this 
^ s s σ τ ' 
τ σ 
s s 
mininum is equal to 2. As a consequence -2- + -1 - 2 has zero as its 
τ σ 
minimum. This expression is that part of the variance which is due to 
the inequality of the regression slopes. In figure 4.1 three illustra­
tions are given of different effects. Violation is shown respectively 
in lack of perfect correlation, in unequal slopes and finally in both. 
Now we define: 
V =20z!ì (4.6) 
Γ
 s·
2 
(σ-τ) 
Another possibility consists in renorming the item parameters such 
that the largest of the two variances, s^ and s 2 is equal to 1. This, 
however, does not lead to satisfactory σ τ results. 
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Figure 4.1 Illustration of the behaviour of г and V as measures for 
goodness of fit under various circumstances. 
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This is the variance due to lack of perfect correlation expressed as a 
proportion of the total lack of fit variance. V is a measure of how 
well the lack of fit is reflected in the correlation between the item 
parameter estimates. When V equals 1, all lack of fit is reflected 
in the deviation of the correlation from 1 ; in this case the slopes will 
be equal. When on the other hand V is zero, the lack of fit is totally-
due to unequal regression slopes and the correlation will be equal to 
1. In figure 4.1 the values of V for the illustrative examples are 
also given. 
In the analyses that are reported in this chapter, V is given as 
a supplement to the correlation coefficient. Of course it is also pos-
sible to get a direct insight into the differences between slopes; for 
this purpose the ratio s /s . could be taken, where s „ is the v v
 max min ' max 
largest of the two standard deviations of the item parameter estimates 
and s - the smallest. 
nun 
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4.4 Samp Lo size ana the informaLion measure 
Samples of 2500 subjects were used for the analyses reported in 
chapter 2. In all instances there were subjects who responded correctly 
to all or to none of the items. As these subjects do not contribute to 
both parameter estimation and statistical testing, it was decided that 
they should not be counted as elements of the sample. The 'effective 
sample size' is the initial sample size minus these subjects; the sub­
jects with В < 11 were also left out of account. 
The sample size gives a rough indication about the precision of 
the itan parameter estimates and the power of the model test. It seems 
reasonable that only those subjects are counted as elements of the 
sample that actually contribute to precision and power. 
It can be argued that even effective sample size gives too rough 
an indication of the precision of the item paraTietcr estimates and of 
the power of the test. An alternative is the statistical information 
as introduced by Fisher in 1921 (see Fisher, 1950). In the Rasch model 
the information of a subject with respect to item parameter σ· is 
equal to (Fischer, 1974a, p. 296): 
Ινίσ^ = fiCÇy) x {1-Γ.(ς
ν
)} , (4.7) 
where f- is the basic equation of the Rasch model: 
expU
v
 - σ.) 
f. = = r. . (4.8) 
1
 1
 +
 cxp(çv - σ.) 
Equation (4.7) is the variance of a binomial distribution with N=1 and 
is at maxinum when π. = .5. When (4.7) is summated over all subjects 
in the sample, we obtain the information in the sample with respect to 
item parameter σ.: 
I (0i) = Σ {£i % (1-Γ)} (v=1 N) . (4.9) 
ν 
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This is the diagonal element of the information matrix that can be 
obtained when maximum likelihood estimation procedures are used, fhe 
inverse of (4.9) is the asymptotical variance of the estimate of σ . 
The square root of this variance is the standard error of estimation. 
The smaller the standard error, the more precise paraneter estimation 
is. So there is a direct relation between information and precision. 
Model deviations show sooner, when the standard errors of estimate 
are small, so there is also a close relation between information and 
power. 
In the following, the information in a sample with respect to the 
item parameters will be used as a supplement to the sample size. 
Ι5 = ΣΙ5(-σι) (i=1,....k) (4.10) 
nstimates for the information are obtained by substituting parameter 
estimates in (4.10). 
The information measure (4.10) takes considerably different values 
for the six IS! tests, indicating that it is a useful supplement to the 
sample size. It must be recognized that I is dependent upon the number 
of items in the test, so sometimes the mean information per item may be 
used rather than the overall information. 
The information measures reported in the present study were ob­
tained in a more or less indirect way. The programme that was used 
(Гогтапп, 1976) only reports information measures for the subsamples of 
the high-low partitioning, the overall information measure is not given. 
To obtain the overall I , the information measures of the subsamples 
were added. This is permitted, if the item parameters of the subsamples 
are equal, that is, if the Rasch model holds. Small deviations will 
occur between the information obtained by the present addition and the 
information based on the total sample. When the Rasch model holds, how­
ever, both information measures estimate the same, true information. 
Although the information measure I is an improvement over the 
mere sample size as an indicator of precision of the paraneter estimates 
and of the power of model tests, there are still some limitations to 
its usefulness. It must be recognized that the distribution of the 
information over the items is also a relevant fact. When the sample 
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information is concentrated in just a feiv items, only these item para­
meters will be estimated accurately and differences between subsanples 
are more easily detected for these items. The distribution of infoima-
tion over items is not reflected m the overall information measure 1 . 
A second point of interest is associated to the high-low partitio­
ning. In the programme that was used (Formarm, 1976), the sample is par­
titioned about the median score, such that both subsamples contain 
about fifty percent of the sample. This, however, is not always the best 
choice, fhe ISI tests, for instance, are relatively easy, the mean item 
probability being ivell above .5. f-or the high scoring subsample the 
probabilities (4.8) are still higher, implying relatively low informa­
tion measures (4.9). The item probabilities in the low scoring subsam-
ples are as a rule considerably closer to .5 and, as a consequence, the 
information measures take considerably higher values for these subsam-
ples. 
This phenomenon has a negative effect on the power of the model 
tests, as may be illustrated for the Fischer-Scheiblechner statistic S. 
The standard error of the difference of two parameter estimates from 
different subsamples is (see also chapter 1, (1.40)): 
1 
/(lO))-!
 +
 dWj-l 
where I*- •' is the information of item ι in subsample 1 and ΙΛ ^ is the 
same for the second subsample. When the information with respect to 
item ι is 100 for the total sample, the above standard error can still 
take different values, dependent on the distribution of the mfoimation 
over the subsamples. When the distribution is 50-50, the standard error 
is .2, for a 90-10 distribution the standard error is .33. 
This distribution effect is not reflected in I , which diminishes 
s 
its usefulness. The more equally the information is distributed over 
the subsamples, the smaller this disadvantage is. So instead of equating 
subsamples with respect to the number of subjects, subsamples should 
rather be equated, as much as possible, with respect to information. In 
the present analyses, which used an existent computer programme, this 
was not done; the traditional partitioning was still used. 
An interpretation of the information measure is easily obtained 
by taking its relation to the standard error of measurement into 
account. The square root of the inverse of the information measure 
is equal to the standard error of measurement; so for instance an 
information of 100 corresponds to a standard error of .1. 
4.5 Results for ISI-1 
4.5.1 ISI-1; The restricted sample 5.,., 
When ISI-1 was analysed in chapter 2, only the first eleven items 
were included in the restricted sample. The results obtained there 
indicated that a very obvious, incidental effect existed: item eleven 
clearly deviated from the pattern to be expected from Rasch homogeneity. 
Elimination of this item resulted in a very acceptable fit to the model, 
although the likelihood ratio statistic still had a significant value. 
In table 4.1 the results of the likelihood ratio test are compared with 
the results obtained for Q.. 
The results obtained before elimination of item eleven are presented in 
table 4.1a, whereas in 4.1b the results obtained after elimination of 
this item are given. The sizes of the level groups are reported in both 
parts of table 4.1. Under the heading 'partitioning' the subsamples are 
given, which consist of one or more level groups. For the likelihood ratio 
test based on the partitioning high-low, the number of subsamples is, 
of course, always equal to two. The number of subsamples for Q. varies 
and is dependent upon the number of items and the concatenation of level 
groups. 
As has been pointed out in chapter 3, the test statistic Q. is 
especially sensitive to violation of the sufficiency and monotonicity 
axioms, just as the high-low likelihood ratio test. For these tests 
similar results may be expected. The model test Q7, which is especially 
sensitive to violation of the unidimensionality axiom, is reported upon 
in section 4.5.3. 
In the analyses of the LSI tests, Q. proved as a rule to be more 
sensitive for violations of the model than Z. This is plausible, since 
Q, is based on a more elaborate partitioning of the data set. When more 
level groups are concatenated, effects are more likely to be obscured. 
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Table 4.1. ISI-1; comparison of the model test Qj and the high-low 
likelihood ratio test for the restricted sample S . 
a. Sj. without elimination of item 11 
sizes of level groups (raw score partitioning) 
1 2 3 4 5 6 7 8 9 10 Ζ 1 
0 12 26 73 91 191 339 444 547 524 2247 294 ! .32 
p a r t i t i o n i n g 
( l - 8 ; 9 - 1 0 ) ( l - 4 ; 5 ; 6 ; 7 ; 8 ; 9 - 1 0 ) 
Ζ = 116.13 Q1 = 254.68 
df = 10 df = 50 
z 7 - 10.88 z. = 12.62 
Z Ql 
b. S . after elimination of item 11 
sizes of level groups (raw score partitioning) 
1 2 3 4 5 6 7 8 9 ΐ I 
1 14 29 76 108 213 353 489 569 1852 240?.21 
partitioning 
(l-8;9) (l-3;4;5;6;7;8;9) 
Ζ » 29.05 
df - 9 
z
z
 = 3.50 
I
s
: sample information measure (4.10); Z: likelihood ratio test statistic. 
«I 
df 
;Q. 
= 
= 
= 
87. 
54 
2. 
,61 
.21 
On the other hand, the sensitivity of Ζ may be increased by a favourable 
partitioning. For instance, when, for some subsamples, deviations show 
consistently in the same direction, but are too small to give rise to 
substantial contributions to Q., the concatenation of these groups accu­
mulates the deviations. These accumulated deviations may, very well, 
lead to substantial contributions to the statistic. This is what has 
happened in the ten item sample of ISI-1, where the z-transform of Ζ 
exceeds the z-transform of Q.. 
Generally speaking, the sensitivity of a model test depends on the 
kind of deviation. In some instances Q. will be more sensitive to model 
deviations .whereas Ζ is more sensitive to deviations of another type. 
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Empirically, it appears that Q. is as a rule the more sensitive one, 
which has also a certain a priori plausibility. 
Among the results for ISI-1, reported in table 4.1, the informa­
tion measure is given. In comparison with the other ISI tests the 
information for ISI-1 is of an intermediate level. The mean informa­
tion of the items in the ten item sample is 240.72, which corresponds 
to a standard error of measurement of .06. This standard error is small 
and consequently the model tests are powerful. 
In ISI-1 the so-called incidental effect was of a very clear na­
ture. Both the contribution to the Fischer-Scheiblechner S and to Q, 
were excessively large for item eleven, as can be seen in table 4.2, 
where the contribution of the individual items to the statistics are 
reported. 
When the contributions of the individual items to the statistics Ζ and 
Q. are inspected in Table 4.2, it can be seen that in the ten item 
sample the contribution of item seven is still relatively large. In 
chapter 2 this contribution was not judged to be serious enough to eli­
minate item seven. The availability of Q, permits a more close inspec­
tion of its behaviour. 
Table 4.2. ISI-1; contributions of the individual items to the Fischer-
Scheiblechner statistic S and to Qj for the restricted sample 
Sj| before and after elimination of item II. 
item all items included item 11 eliminated 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
S 
0.60 
0.51 
0.16 
0.03 
3.49 
5.41 
1Θ.45 
1.97 
0.18 
2.72 
95.68 
Q. 
4.43 
9.32 
4.92 
4.25 
12.95 
14.61 
43.65 
4.02 
22.34 
7.13 
214.90 
S 
0.00 
0.12 
1.18 
0.00 
4.93 
5.66 
8.68 
2.61 
1.98 
0.28 
ι. 
5.40 
6.95 
2.18 
0.81 
19.32 
14.62 
27.89 
12.72 
8.23 
2.21 
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In the low score groups (scores from 1 to 5) the expected and observed 
frequencies are in full accordance, in the intermediate groups (6 and 7) 
item seven was relatively easy (the observed frequencies exceed the 
expected frequencies), whereas in the high score groups (8 and 9) this 
item appeared to be relatively difficult, fhe effect, however, is rather 
small and the limited r^nge in which the effect demonstrates itself 
also makes definite conclusions hazardous at this moment. The effect 
becomes more serious, when more items of the test are included, as will 
be shown in the following. 
These results confirm the results obtained m chapter 2. As far 
as the model tests Ζ and Q, are concerned, the restricted sample S.. 
shows a good approximation to Rasch homogeneity, with the exception of 
item 11. 
4.5.2 ISI-1, the restricted ващіеч S io S,
n 
In this section the restrjeted samples S 1 7 to S-,« are studied, to 
obtain a complete as possible insight into the structure of the test, 
item 11 was included again. As indicated before, a restricted sample 
is defined by the set of items and the subjects that arc included. The 
restricted sample S.,, for instance, contains the first twelve items 
and consists only of those subjects who have at least attempted the 
first 12 items. For each of the samples b.. to S7r) a separate Rasch 
analysis was performed, the results pertaining to the high-low likeli­
hood ratio test are reported in table 4.3. 
The effective sample sizes are given m the second column of this table, 
supplemented by the information measure in column 3. In the following 
columns the likelihood ratio test statistic, its z-transform, the cor­
relation between the item parameter estimates oi the two subsamples 
and eventually the proportion of lack of fit variance attributable to 
lack of perfect correlation are given. 
It can be seen that highly significant values for Ζ arc obtained. 
This is not surprising, as item 11 was included in all samples. The 
correlations are remarkably high and most of the lack of fit variance 
is reflected in lack of perfect correlation. However, a substantial 
amount of variance is caused by unequal variance of the sets of item 
parameter estimates. 
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Table A.3. ISI-I; results of the high-low likelihood ratio test for the 
restricted samples S to S«.. 
sample 
Sll 
S12 
S13 
S|4 
S15 
S16 
S17 
S18 
S19 
S20 
N 
2247 
2289 
2262 
2209 
2152 
2045 
1912 
1792 
1600 
1405 
I 
s 
2945. 
3415. 
3791. 
4048. 
4199, 
4251, 
4282, 
4308, 
4114, 
3814, 
,32 
.67 
.17 
.02 
.00 
.60 
.21 
.85 
.03 
.63 
Ζ 
116. 
155. 
176. 
175, 
175. 
166. 
177. 
203, 
168, 
155 
.13 
.47 
.37 
.83 
.70 
.29 
.31 
,59 
.84 
.46 
z
z 
10. 
13, 
13, 
13, 
13, 
12, 
13 
14 
12 
1 1 
.88 
.05 
,99 
.75 
.55 
.85 
.26 
.43 
.29 
.55 
r 
.9754 
.9815 
.9799 
.9769 
.9830 
.9819 
.9802 
.9828 
.9846 
.9826 
V 
r 
.7272 
.5977 
.6095 
.5380 
.7997 
.9219 
.8556 
.6465 
.6840 
.7185 
I « sample information measure; ζ = z-transform of the high-low 
s £ 
likelihood ratio statistic; r = correlation between item parameter 
estimates of the two subsamples; V = proportion of lack of fit 
reflected in the correlation (4.6). 
The question whether the unequality of slopes is of a systematic nature 
will be taken up Jgain, when items that are sources of model violation 
have been eliminated. 
In order to answer the question whether the main part of model 
violations could be ascribed to a limited number of items, a Q. analysis 
was performed for each of the restricted samples S.. to S,,.. The results 
of these analyses are reported in table 4.4. 
It can be seen that especially the items 7,11 and 12 give large con­
tributions to the statistic. This was confirmed by the results of the 
Fischer-Scheiblechner approach, which are not reported here because of 
space limitation. Item 11 was already eliminated on the basis of the 
analyses reported in chapter 2; item 12 shows the same kind of behaviour 
in an even more pronounced way, whereas the behaviour of item seven, as 
discussed before, proves to be consistent, when more items are included 
in the sample. 
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Table 4.4. ISI-I; contributions of individual items to Q. for the 
restricted samples S . to S.
n
. 
i tem S ] 2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
12 
13 
14 
15 
16 
17 
18 
19 
20 
Q, 
3.26 
3.99 
1.81 
3.80 
6.67 
14.31 
35.09 
2.10 
2.50 
4.62 
176.52 
254.68 
S
. 2 
7.57 
3.37 
1.60 
10.63 
3.06 
16.79 
49.72 
3.91 
17.70 
11.14 
156.68 
165.37 
447.54 
S 1 3 
6.33 
1.58 
4.35 
6.31 
5.40 
17.03 
53.88 
6.73 
19.20 
15.10 
93.41 
159.87 
67.37 
456.55 
S
. 4 
8.41 
2.56 
4.21 
10.66 
4.19 
16.61 
59.80 
6.60 
16.43 
14.04 
85.86 
160.26 
59.42 
3.88 
452.95 
S
, 5 
4.19 
5.81 
2.76 
8.14 
6.32 
18.11 
53.37 
11.65 
13.35 
14.30 
84.01 
145.54 
59.04 
4.41 
21.56 
452.58 
S
, 6 
3.03 
4.22 
1.94 
8.45 
10.11 
18.05 
55.29 
10.85 
15.62 
9.11 
86.76 
147.03 
57.17 
7.74 
23.19 
3.39 
461.97 
S 17 
3.44 
4.34 
8.34 
8.29 
6.40 
16.78 
56.95 
14.19 
19.24 
11.39 
81.86 
132.89 
51.51 
7.94 
22.26 
8.56 
32.37 
486.73 
S 1 8 
2.23 
6.56 
5.09 
11.14 
5.80 
15.52 
57.65 
13.22 
19.09 
13.47 
84.70 
116.52 
39.51 
6.48 
16.96 
7.10 
34.97 
10.39 
466.39 
S
, 9 
4.18 
3.77 
3.11 
15.07 
6.93 
15.06 
62.31 
8.33 
15.92 
15.86 
75.89 
110.73 
51.57 
15.94 
20.55 
7.15 
31.42 
11.07 
11.33 
486.20 
S 20 
5.58 
4.97 
5.59 
17.88 
8.37 
14.41 
60.17 
4.76 
13.39 
20.45 
74.05 
85.76 
49.74 
15.71 
15.09 
12.26 
35.10 
11.38 
7.52 
25.55 
487.74 
df 50 66 72 78 84 105 96 102 126 133 
ζ 12.62 18.47 18.26 17.65 17.16 15.93 17.38 16.29 15.34 14.95 
Some caution is needed, when the results are evaluated on the 
individual item level, as done above. First of all, the item parameters 
are not estimated independently and, therefore, the contributions to 
the test statistic are not independent either. The elimination of the 
three items with the highest contribution to the statistic does not 
necessarily yield the best fit to the model (a sinilar phenomenon can 
be seen in stepwise regression procedures). Several other trials, how­
ever, show that, indeed, the three items mentioned above are the most 
obvious ones to be eliminated. A second point, that was already men­
tioned earlier, is the possibility of capitalization on chance. Espe­
cially for ISI-1, where three items are eliminated, a cross validation 
would be desirable; as yet, however, cross-validations have not been 
performed. 
When table 4.4, reporting the results of the Q. analyses on ISI-1, 
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is inspected, we can see that the contributions to Q. tend to decrease 
when more items arc involved. This phenomenon can be accounted for by 
the fact that the information per item decreases when items are added 
and, consequently, subjects arc eliminated. l:or item 11 the information 
measure decreases from 373.28 in S.. to 237.51 in S,«. Another possible 
explanation is given in section 4.6.1. 
When the three items mentioned above are eliminated, a considerable 
improvement in fit is obtained, as can be seen in table 4.S, where the 
results of the likelihood ratio test based on the partitioning high-low 
after elimination of the items 7,11 and 12 are reported. 
The values of the likelihood ratio statistic, Z, have come into accep-
table regions, although some of the values are significant. In the fol-
lowing a possible explanation for this significance is given. The values 
of the correlation between the item parameter estimates vary around .99, 
which is indeed very high. When it is also observed that the larger 
part of the lack of fit is reflected in lack of perfect correlation, it 
can be stated that the descriptive fit is very good. 
It may be asked whether the inequality of the regression slopes 
is of a systematic nature. First of all, it must be noted that the dif-
ferences are very modest. Secondly, it must be remarked that a compari-
son over the samples S ^ to S20 is very tedious, because the samples 
overlap to a substantial degree, both with respect to the subjects and 
with respect to the items. 
Table 4.5. ISI-l; results of the high-low likelihood ratio test for the 
restricted samples S.. to S9n after elimination of the items 
7, II and 12. 1J ¿U 
sample 
SI3 
SI4 
S15 
si6 
S
.7 
SI8 
S
.9 
S20 
N 
1923 
2046 
2078 
2011 
1900 
1786 
1599 
1404 
I 
s 
2377.53 
2709.96 
2926.25 
3064.63 
3178.53 
3274.34 
3188.72 
3007.65 
Ζ 
14.73 
19.27 
35.40 
13.69 
35.75 
59.80 
51.79 
54.60 
z
z 
1.30 
1.85 
3.83 
0.44 
3.45 
5.56 
4.79 
4.88 
r 
.9927 
.9940 
.9895 
.9927 
.9813 
.9896 
.9898 
.9819 
V 
r 
.7404 
.8165 
.7775 
.9390 
.8595 
.6105 
.8466 
.4880 
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The results are therefore correlated to a substantial degree. The 
results give no reason to assume that the differences between the va-
riances of the item parameter estimates of the high and the lovv scoring 
subsamples are of a systematic nature. 
In table 4.4 the results of the Q. analysis were reported. The 
contributions of the items to the overall statistic were reported there. 
The Q, approach makes it also possible to obtain the contribution of 
every level group, which makes it possible to investigate whether the 
level groups contribute differently to the statistic. This could be of 
value in locating sources of model deviation. These results are repor-
ted in table 4.6. Here the items 7, 11 and 12 have already been elimina-
ted. 
Table 4.6. ISI-1; contribution of the level groups to Q. for the 
restricted samples S13 to S20 after elimination of the items 
7, 11 and 12. 
Dots indicate concatenation of level groups. 
level 
group 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
«I 
df 
"Q, 
4 
S
.3 
* 
37.71 
35.48 
21.89 
8.74 
9.25 
12.00 
125.07 
45 
6.38 
2.91 
^ 
• 
. 
25.47 
49.42 
27.66 
9.09 
7.37 
, 
11.55 
130.56 
50 
6.21 
2.87 
S
,5 
• 
. 
. 
66.10 
38.58 
"Ï2.44" 
7.79 
. 
. 
18.22 
143.22 
44 
7.60 
2.22 
S16 
* 
, 
. 
67.64 
38.76 
ІІ.43" 
7.76 
25.49 
. 
. 
9.13 
160.21 
60 
6.99 
1.95 
S
,7 
• 
. 
. 
88.94 
26.70 
25.03 
4.29 
15.43 
. 
. 
, 
20.19 
180.58 
65 
7.65 
2.62 
S
,8 
' 
. 
. 
85.49 
37.06 
29793" 
10.41 
13.78 
29.83 
, 
34.62 
241.12 
84 
9.04 
4.86 
S
.9 
' 
, 
. 
. 
79.81 
"28765" 
6.03 
18.26 
26.98 
, 
, 
. 
30.93 
190.67 
75 
7.32 
3.98 
S20 
* 
, 
л 
87.52 
"26744 
9.38 
13.50 
27.32 
. 
, 
, 
. 
, 
29.59 
193.74 
80 
7.07 
3.30 
ζ * is obtained by eliminating the contribution of the low score 
I groups (above the dotted line) and adapting the degrees of 
freedom correspondingly. 
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In performing the present analyses, some level groups had to be 
concatenated m order to obtain expected frequencies that ъеге large 
enough (see also section 4.2). The results of a concatenated subsam-
ple are reported under the highest level group, the lower level groups 
in the concatenated subsample are indicated by dots. For instance: in 
the analysis of S., the level groups 1 to 1 неге concatenated; the re­
sult of the concatenated subsample is given under level group 4, the 
level groups 1 to 3 arc indicated by dots. Because three items arc 
eliminated, there are only seventeen items left, by Vihich the highest 
relevant level group is 16. 
The overall values of Q,, as reported in tabic 4.6, are not as 
encouraging as the values for Ζ reported in table 4.5. On closer 
examination a possible explanation olfcrs itself. The main part of the 
contributions is found in the low score groups (above the dotted line). 
This is the more strange, because the number of subjects in these 
groups is relatively small: varying from five to ten percent for all 
low score groups together. 
It could be argued that, for all kinds of reasons, the low score 
groups contain relatively many 'bad response vectors'. One of the 
preliminary assumptions for the present analyses said that it was 
valid to score skipped items as ialse (sec chapter 2.2), the item is 
skipped because the subject cannot solve it. Although this assumption 
may be valid for most subjects, for some ol the subjects the situation 
could be different. It could be argued that there are subjects that 
make a jump in the test, that is to say a scries of items is skipped 
without even inspecting them, and continue with a later item. Of course 
these subjects violate the Rasch model. They will be likely to have a 
low score, because all the skipped items are scored 'false'. When the 
data material was inspected in this respect, this possibility could 
indeed not be excluded. 
Another possibility that enhances what will be called 'the low-
score group phenomenon', is the partial violation of the guessing hy­
po thesis (see chapter 2.2). It was assumed that the probability of 
correctly guessing an item is inversely related to the difficulty of 
that item. ITiis appears to be a reasonable hypothesis for subjects 
that are working m a motivated way. lor subjects that are uninteres­
ted it seems more likely that guessing occurs at random, implying 
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violation of the model. Because of random guessing, these subjects may 
be expected to score relatively low, and again these subjects will be 
overrepresented in the low score groups. Other incidental circumstan­
ces during test administration, such as sickness, could be operating. 
All these effects cause the low score groups to be of a bad quality, 
as far as Rasch homogeneity is concerned. 
It must be pointed out that the number of subjects in these level 
groups is relatively small, the presence of 'bad response vectors' may, 
therefore, hardly be noted in a high-low model test. In the elaborate 
partitioning of the Q. test, however, these 'bad response vectors' be­
come more important, because they will be likely to belong to one of 
the low score groups. 
When the contributions of the low score groups are eliminated from 
Q 1, the value of the thus obtained statistic (indicated by Q
-1
. ) becomes 
quite acceptable. The z-transfonns of these adapted statistics are 
reported in the last line of table 4.6. The procedure of disregarding 
the contribution of the low score groups, and of course adapting the 
number of degrees of freedom, gives only indicative results. First of 
all, it is difficult to decide which are the low scoring groups, this 
can also vary from one test to another, depending upon the difficulty 
of the test items. Secondly, subjects with 'bad response vectors' will 
also be present in the groups with higher scores. Finally, the effect 
of the low score group phenomenon should not only be eliminated from 
the statistic Q., but also from parameter estimation. Because the 
number of subjects eliminated in this way is small, the effect on para­
meter estimation will also be small and supposedly in a direction 
favourable to the hypothesis of Rasch homogeneity. 
When the low score group phenomenon is taken into account, the 
values of Ζ that were reported in table 4.5 become more acceptable. 
So it seems reasonable to state as an overall conclusion that, except 
for the low score group phenomenon, the analyses of the restricted 
samples S ^ up to S 7 n give no reason to reject the Rasch model as an 
acceptable approximation to ISI-1. 
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Table 
level 
group 
2 
3 
4 
5 
6 
7 
8 
9 
IO 
11 
12 
13 
14 
15 
16 
17 
18 
4.7. 
Ν 
26 
73 
91 
191 
339 
444 
547 
ISI-1; 
samples 
indicat 
section 
S
..
( d f
= 
Q2(r) 
49.14 
51.32 
40.91 
36.55 
66.76 
63.65 
42.77 
results 
l S i . ' s. 
:e that 
, 4.2). 
•44) 
Z Q2(r) 
0.59 
0.80 
-0.28 
-0.78 
2.23 
1.96 
-0.08 
for the model 
. and 
5
 the 
N 
-
-
60 
103 
181 
249 
338 
356 
333 
-
S20'
 h
al 
subs 
S
. 5 ( d f = 
Q2(r) 
-
-
80.02 
102.82 
114.85 
116.31 
139.05 
100.54 
131.14 
-
test Q 
.1 items K 
ample has 
•90) 
, Q2(r) 
-
-
-0.73 
0.96 
1.78 
1.87 
3.30 
0.80 
2.82 
-
s
 for the restricted 
ine 
been 
N 
_ 
-
-
44 
77 
113 
159 
-
164 
187 
_ 
-
-
-
-
luded. Dashes 
omitted 
s20(df= 
Q2(r) 
_ 
-
-
198.00 
221.37 
244.67 
223.80 
-
182.29 
155.00 
_ 
-
-
-
-
(see 
170) 
V) 
_ 
-
-
1.49 
2.63 
3.71 
2.74 
-
0.68 
-0.81 
_ 
-
-
-
-
4.5.3 ISI-1; the Q2 model test 
In view of the large investment of computer time, we performed the 
Q2 analyses only for the restricted samples S,,, S.,- and Sjp,. The results 
are reported in table 4.7. 
As indicated in section 4.2, the Q, test is performed for every level 
group separately. Concatenation of level groups may meet theoretical 
objections and is therefore not applied. When an item is correctly 
responded to by all or none of the subjects, its estimate is indetermi­
nate and the parameters can not be estimated. Subsamples, in which this 
occurred, were simply omitted; this is indicated by a dash in table 4.7. 
As is argued in section 4.2, these subsamples could be analysed after 
elimination of some items, but the present results did not indicate the 
necessity of added analyses. 
The results give no reason to reject the hypothesis of unidimen-
sionality as an acceptable approximation. When the items 7,11 and 12 
were eliminated, the results still improved, although slightly. 
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4.5.4 ISI-lj conclusions 
As an overall evaluation it can be stated that IS1-1 shows a 
reasonable approximation to Rasch homogeneity, when the items 7, 11 and 
12 are eliminated. The high-low likelihood ratio test gives acceptable 
results, although sometimes significant values for Ζ are found. I-'or the 
model test Q. the situation was a little more complex. Significant va­
lues for Q. were found, even after elimination of items. This could be 
explained by the so called low score group phenomenon: the low score 
groups contribute much to the overall statistic Q., even though the 
number of subjects in these groups is small. It was hypothesized that 
the low score groups contained relatively many subjects that for 
various reasons did not behave in accordance with the Rasch model. When 
the contributions of the low score groups were eliminated, the results 
became very satisfactory, 'fhe low score group phenomenon may also have 
influenced the results of Ζ in an adverse direction. The model test Q 7 
gave no reason to doubt the hypothesis of Rasch homogeneity. 
4.6 .Results for ISI-2 
In the preceding section many tables were given, both to document 
the results for ISI-1 and to show the increased possibilities that are 
available with Q, and CL. I;or the following ISI tests only those tables 
are reported that can not be dispensed with. 
4.6.1 ISI-2; the restricted sample S.^ 
In chapter 2 the high-low likelihood ratio test showed a modestly 
significant value for the restricted sample S... Given the large number 
of subjects and, thereby, a high information value of the sample, it 
could be argued that the value of Z, of which the z-transform is 3.17, 
is acceptable. The Q, statistic was also obtained for S,,. The value of 
Q 1 (zn = 4.96) is clearly significant. When the low score group pheno-
ι Чу 
menon is operating here, as it was in ISI-1, it could account for the 
high value of Q. and to a lesser extent also for Z. When the contribu­
tion of the level groups 1-4, containing less than 4°Ô of the effective 
sample, was ignored, the z-transform of Q- dropped from 4.96 to 2.84, 
which seems an acceptable value. 
Elimination of item 11, as was done in chapter 2, is questionable, 
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because of the possibility of capitalizing on chance. Its elimination 
indeed improved the values of both Ζ and Q.. A definite conclusion about 
the validity of eliminating item 11 remains difficult, the more so since 
the larger part of its contribution to Q.. is due to the low score group 
phenomenon. 
4.6.2 ISI-2; the restricted samples £,„ to S 
In table 4.8 the results of the high-low likelihood ratio test for 
the restricted samples S1 -, to S-,« are reported, no items were excluded. 
The information measure for these restricted samples is high. In S-,«, 
for instance, the mean infoimation per itan is 250, corresponding to 
a standard error of measurement of .06; the model tests are very power­
ful indeed. In this light the \alues of Ζ reported in table 4.8 are not 
quite bad, but they are certainly not acceptable. The correlations are 
high and reflect almost all of the lack of fit variance. The descriptive 
fit is satisfactory, in contrast to the high-low likelihood ratio model 
test. 
The values of Q, are also much too high to accept Rasch homogeneity 
as a fair approximation to the structure of ISI-2, even when the low 
score group phenomenon is taken into account. Again it appears to be 
necessary to eliminate one or more items. To this end the contributions 
to the Fischer-Scheiblechner statistic S are used, rather than the 
contributions to Q., because Q1 is to a larger extent affected by the 
low score group phenomenon than S. 
Considering the contributions to S (table 4.9), the items 12 and 
16 appear to be the most obvious ones to be eliminated. When the low 
score group phencmenon is taken into account, the results for Q 1 con­
firm this. 
Item 11 deserves some extra emment, as in earlier апаіуьез it was 
a serious candidate for elimination. In the restricted samples S.. and 
S,2 its contribution to Ζ is subbtantial, whereas in the other restric­
ted samples this is clearly not the case. This cannot be explained by 
the elimination of subjects that goes with the addition of items. It 
is also possible that subjects enter the sample from the categories all 
and none correct and so compensate for the subjects that are eliminated 
because of too few completed items. Indeed the information measure of 
item 11 does not decrease up to S^. 
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Table 4.8. ISI-2; results of the high-low likelihood ratio test for the 
restricted samples S . to S... 
sample 
Sl! 
S
.2 
S13 
S14 
S15 
S16 
S17 
S18 
S19 
S20 
N 
1980 
2148 
2231 
2290 
2290 
2300 
2277 
2187 
2027 
1934 
I 
s 
2717.07 
3156.16 
3675.81 
4163.70 
4560.78 
4795.03 
5065.40 
5217.74 
5106.21 
4988.27 
Ζ 
28.37 
52.87 
51.96 
63.48 
88.27 
88.31 
94.31 
97.44 
84.66 
93.79 
z
z 
3.17 
5.70 
5.40 
6.27 
8.09 
7.90 
8.17 
8.22 
7.10 
7.61 
r 
.9717 
.9796 
.9784 
.9702 
.9745 
.9846 
.9862 
.9798 
.9844 
.9850 
V 
r 
.6865 
.9851 
.9997 
.9311 
.9339 
.8345 
.8853 
.9829 
.9915 
.9353 
Table 4.9. ISI-2; contributions of the items to the Fischer-Scheiblechner 
S for the restricted samples S to S 9 n. 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
12 
13 
14 
15 
16 
17 
18 
19 
20 
S
.. 
2.34 
0.36 
1.95 
7.07 
0.08 
1.59 
0.82 
1.92 
2.14 
0.16 
17.56 
S
,2 
0.51 
0.15 
8.82 
2.93 
0.63 
1.08 
0.07 
1.96 
2.51 
0.24 
19.06 
13.20 
S
.3 
0.38 
1.02 
4.77 
5.08 
0.30 
0.01 
0.03 
0.03 
1.97 
2.08 
7.05 
9.78 
17.17 
S14 
0.02 
0.11 
7.53 
5.44 
0.54 
0.27 
0.58 
0.00 
2.28 
3.19 
4.71 
4.41 
24.20 
14.92 
S
.5 
0.06 
0.14 
8.38 
8.45 
0.95 
0.23 
0.02 
0.00 
5.04 
5.27 
8.97 
12.32 
16.85 
18.60 
7.56 
S
.6 
0.07 
0.01 
8.20 
3.36 
1.03 
0.62 
2.45 
0.01 
3.86 
4.97 
5.72 
15.66 
6.81 
10.23 
5.22 
24.43 
S17 
0.76 
0.01 
10.02 
1.61 
0.46 
0.11 
2.02 
0. 14 
6.84 
4.30 
3.96 
15.51 
9.93 
12.34 
7.07 
22.38 
0.17 
S
.8 
0.22 
2.22 
5.69 
2.11 
0.34 
0.01 
1.29 
0.02 
9.88 
4.47 
1.78 
20.15 
12.26 
5.19 
1.94 
28.81 
0.00 
1.42 
S
.9 
1.71 
1.12 
3.12 
2.76 
0.53 
0.00 
3.35 
0.18 
8.72 
5.24 
0.88 
19.77 
6.04 
3.00 
0.56 
18.12 
0.45 
2.54 
7.28 
S20 
1.54 
1.43 
5.65 
0.78 
0.50 
0.22 
2.59 
0.49 
8.79 
6.16 
0.53 
22.51 
6.48 
3.48 
0.49 
13.13 
0.80 
3.11 
5.58 
11.19 
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Another possible explanation for the behaviour of item 11 is what 
will be called the 'last item effect'. When subjects in a time limit 
situation are told that time has almost run out, it is likely that 
they will quickly try or guess a few more items. For these subjects the 
last item(s) attempted could fail to behave in a Rasch homogeneous way, 
not because of intrinsic characteristics of these items, but because 
these items were the last ones attempted. Item 11 is the last item 
attempted for some of the subjects in S.. and the second last for some 
subjects in S.j, so in these restricted samples the last item effect 
could be operating. Of course it is very difficult to establish whether 
indeed this effect is operating. However, the a priori plausibility of 
the phenomenon, added to the observation that in many cases the last 
items of a restricted sample contribute heavily, makes it advisable to 
leave the last attempted item out of account, when the ability level 
of a subject is assessed. 
In the case of item 12 the last item effect cannot explain the 
contributions in the higher order restricted samples. For item 16 the 
contribution to S diminishes in the samples S.« and 5-
η
 and here 
decreasing information is a competitive explanation. This gives some 
extra support to the selection of the items 12 and 16 as the ones to 
be eliminated. A short summary of the results obtained for Ζ and Q 1 
after elimination of the items 12 and 16 is given in table 4.10. 
The values for both Ζ and Q 1 have improved, but are still rather high. 
This can be partly explained by the low score group phenomenon, as is 
indicated by the last column of table 4.10, where the values for QV 
are reported. Although the effect of eliminating some of the items is 
not as obvious as it was for ISI-1, it can be stated that the Rasch 
model offers a fair approximation to ISI-2 as far as Ζ and Q. are 
concerned. To obtain this fair approximation two items have to be 
eliminated as well as the low score group effect. 
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Table 4.10. ISI-2; z-transforms of Z,Q] and Q. for the restricted samples 
sample 
s
1 3 
s
1 4 
f1 5 
s
1 7 
s
1 8 
s
1 9 
Ь20 
S]3 to S-Q after elimination of the items 12 and 16. 
z
z 
3.17 
5.61 
4.31 
5.19 
4.68 
5.17 
5.94 
\ 
8.14 
7.51 
9.71 
8.22 
8.80 
9.00 
8. 12 
S 
5.07 
3.79 
5.01 
4.42 
5.00 
2.85 
3.45 
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4.6.3 ISI-2, the Q model tesi 
I ike for ISI-1, the Q, model test was only performed on the 
restricted samples S.., S,,- and S™. The results are reported in table 
4.11. 
The values of Q-, are not as favourable as for ISI-1, a closer inspection 
seems песеььагу. In section 4.2 the problem of low expected frequencies 
was discussed. For every item pair a 2x2 table can be set up, which 
means that for every item pair four frequencies are available. When the 
number of items is k, a total of 4x(7) frequencies is involved in the 
course of obtaining Q,. Applied on the fifteen item dataset S., this 
gives 42Ü frequencies. The number of observations is equal to Nik, the 
number of subjects times the number of items. 
As an example we will inspect the subsamplc with testscore ten in 
S.r. Here a z-transfom of Q, of 4.39 is obtained. The 15x320 = 4800 
observations are distributed over 420 frequencies, implying a mean fre-
quency of well above 11. These frequencies, however, are not equally 
distributed over all cells, because of varying difficulty of the items. 
Table 4.11. ISI-2; results of the model test Q2, , for the restricted 
samples S.., S . and S-n; all items included. 
level 
group 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
N 
25 
-
54 
no 
188 
229 
567 
sii(df: 
q2(r) 
51.34 
-
44.73 
39.56 • 
78.44 
51.06 
84.58 
=44) 
% ( r ) 
0.81 
-
0.13 
-0.43 
3.20 
0.78 
3.68 
N 
-
25 
-
58 
105 
152 
261 
320 
393 
396 
339 
S (df=90) 
Q2(r) 
-
96.68 
-
116.31 
116.90 
106.74 
138.38 
157.87 
123.64 
121.23 
97.15 
\ ( г ) 
-
0.52 
-
1.87 
1.91 
1.23 
3.26 
4.39 
2.35 
2.19 
0.56 
N 
-
-
-
-
-
-
175 
224 
239 
270 
267 
-
-
-
-
-
S (df=170) 
Q2(r) 
-
-
-
-
-
-
237.85 
196.78 
194.11 
209.24 
223.69 
-
-
-
-
-
4(r) 
-
-
-
-
-
-
3.40 
1.43 
1.29 
2.04 
2.74 
-
-
-
-
-
161 
Low expected frequencies are bound to occur. For instance, the pair of 
the easiest items (1,2) shows the following expected frequencies: 
0 1 
1 
0 
6.86 
0.14 
7 
303.14 
9.86 
313 
Σ 
310 
10 
320 
The corresponding observed frequencies are· 
0 1 
1 
0 
5 
2 
Σ 7 
305 
8 
313 
Σ 
310 
10 
320 
The χ2 goodness of fit for this item pair is 25.58. After applying the 
fk-31 
correction factor )Γ_
Ί
< (see chapter 3, (3.34))the contribution to Q 2 
becomes 21.93. This contribution is large, whereas the deviation is 
moderate. Elimination of this contribution would cause a drop in the 
z-transform of Q2 from 4.39 to 3.11. Upon inspection it showed that the 
significant results could be attributed to contributions of the type 
mentioned above. 
Two conclusions can be drawn from the present results. First of 
all the present values of Q, are high (it must be noted that the sample 
sizes are considerably smaller than for the Ζ and Q. analyses), but 
they can for the larger part be accounted for by extreme expected fre­
quencies. The present results do not give reasons to reject the hypo­
thesis of unidunensiondlity for ISI-2. 
A second conclusion concerns the applications of Q,. The present 
example shows the vulnerability of the Q, procedure. Precautions 
should be taken such that the expected frequencies do not become too 
small. This can be done for instance by eliminating itans that are too 
easy, or too difficult. In the present level group item 1 was correctly 
responded to by 97° of the subjects, item 2 even by 98°. It is obvious 
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that the probability of false responses on both items simultaneously 
becomes very small. As was indicated in section 4.2, ways to make Q-, 
less vulnerable to small expected frequencies must be sought for. 
4.6.4 IS/-2; conclusions 
Without elimination of items, ISI-2 shows too large model devia­
tions. Only Q-, showed no problems other than technical ones. 
The lack of fit that shows in the model tests Q, and Ζ could partly 
be explained by the low score group phenomenon and perhaps for a smaller 
part by the last items effect. Furthermore, it should be pointed out 
that the large amount of information in the present sample makes the 
model tests very powerful, enhancing the occurrence of significant 
values. The high correlations and high values of V indicate a good 
descriptive fit. 
hhen the items 12 and 16 were excluded from the samples, the fit 
unproved, but to such a degree that capitalization on chance cannot be 
excluded as an important factor in the improvement of fit. 
ISI-2 shows a fair approximation to Rasch homogeneity. 
4.7 Results for 151-3 
4.7.1 ISIS; the restricted samples S to S 
In chapter 2 it was concluded that ISI-3 was under strong suspicion 
of not being Rasch homogeneous. Significant values were found for the 
high-low likelihood ratio test. These values could not be accounted for 
by incidental effects. The descriptive goodness of fit was also rather 
poor. 
When the results of the restricted samples S 1 7 to S~n are also ta­
ken into account, the picture drastically changes, as can be seen in 
table 4.12 
It can be seen that S.. is the worst sample in all aspects. The infor­
mation available in this dataset is by far less than in other samples, 
which implies relatively small power of the model tests. This makes the 
high value of Ζ m S,« even more remarkable. The value of the z-trans-
form of Ζ is the highest m sample S,-,, although in the other samples 
model deviations can be accumulated over more items. 
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Table 4.12. ISI-3; results of the high-low likelihood ratio test for the 
terns included. 
r V 
r 
.8988 
.9572 
.9496 
.9587 
.9585 
.9645 
.9773 
.9659 
.9698 
.9767 
.8905 
.7100 
.7528 
.9417 
.8931 
.8703 
.8851 
.9054 
.9139 
.7305 
The correlation is also relatively bad m sample S,,. This can partly 
be explained by the relatively small range of the parameters. All in 
all it mubt be concluded that S1. behaves quite differently in compa-
rison with the other restricted samples. 
A possible explanation could be that the items in S ^ are all very 
easy (sœ also table 2.9). The relati\e frequencies of the items range 
from .67 to .96 and as many as six items have relative frequencies above 
.90. Of course this becomes e\en more pronounced, ivhen the high scoring 
group is considered. Under these circumstances, the parameter estimates 
can be heavily influenced by small fluctuations. 
The statistic Ζ is an approximation of χ2 under the assumption that 
the number of subjects tends to infinity. As a rule, even moderate 
sizes of the subsamples lead to a good approximation of χ2, but this 
may not be true under the present extreme circumstances. Of course this 
explanation is only tentative. 
Inspection oí the contributions of the individual items to the 
statistics Ζ and Q 1 led to the conclusion that the items 8 and 13 had 
to be eliminated. Item 8 was also the one that was eliminated in chapter 
2. The results of the Q. analyses after elimination of the items 8 and 
13 are reported in table 4.13. The contributions to Q1 are organized 
according to level groups, such that the low score group phenomenon 
can be observed. 
sample 
11 
s
1 2 
s
1 3 
15 
16 
17 
18 
S20 
restricted sampi 
N 
1681 
2157 
2210 
2224 
2222 
2147 
2054 
1899 
1735 
1524 
I 
s 
2157.35 
2711.86 
3159.00 
3568.89 
3982.81 
4144.24 
4366.98 
4412.83 
4201.90 
3978.08 
Les Sj j to 
Ζ 
88.68 
34.68 
24.11 
62.31 
72.82 
92.02 
94.25 
74.61 
78.10 
71.29 
S 2 0; all ι 
z
z 
8.96 
3.75 
2.15 
6.16 
6.87 
8.18 
8.16 
6.47 
6.58 
5.86 
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Table 4.13. ISI-3; contribution of the level groups to Q. for the 
restricted samples S|^ to S2Q after elimination of the 
items θ and 13. 
level 
group 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
Q. 
df 
'Q, 
2QÎ 
S
,4 
' 
. 
99.65 
33.64 
^Зл58_. 
22.99 
10.20 
13.76 
12.10 
10.98 
246.90 
77 
9.85 
2.51 
S15 
' 
. 
133.51 
33.39 
—ki^L. 
7.09 
12.28 
19.44 
19.35 
16.23 
285.61 
84 
10.98 
2.45 
S
,6 
* 
, 
, 
. 
79.14 
.__44
Λ
22__ 
7.68 
13.88 
21.14 
20.14 
. 
16.36 
202.67 
78 
7.68 
2.44 
S
,7 
' 
. 
. 
.__86,28_. 
16.33 
7.60 
9.96 
19.85 
17.78 
23.24 
181.04 
84 
6.11 
1.98 
S
,8 
• 
. 
. 
. 
, 
123.49 
22.03 ~" 
11.13 
16.66 
20.94 
19.87 
. 
. 
21.72 
235.82 
90 
8.33 
2.78 
S19 
• 
. 
. 
. 
. 
141.52 
17.72 
15.68 
16.45 
21.04 
25.75 
. 
. 
, 
24.07 
262.24 
96 
9.08 
2.93 
S20 
. 
. 
. 
. 
156.44 
22.76 
14.63 
14.38 
28.13 
26.76 
. 
. 
. 
. 
21.85 
284.96 
102 
9.63 
3.03 
The samples S.... and S., are not taken into account in the present table; 
because of the easiness of the first items of ISI-3 there was no clear 
distinction between high and low score groups. S., was left out of 
account because of the elimination of item 13, which implies that the 
item pool is the same as for S..,. 
When the low score group phenomenon is taken into account, the 
results can be characterized as remarkably good, as can be concluded 
from the values of QV. The high-low model test is not reported here, 
but the results are in good accordance with the results for Q1 and Q'.
-
. 
The correlations between the item parameter estimates of the high and 
low scoring groups vary between .98 and .99; the descriptive fit is 
also good. 
As far as Ζ and Q. are concerned, it can he stated that ISI-3 
shows a good approximation to Rasch homogeneity. 
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Two items had to be excluded and the low score group phenomenon was 
very obviously in operation. 
4.7.2 ISI-3; the Q model test 
The results of Q 7 are reported in table 4.14. The samples S.., 
S-. г and S 7 n were analysed. 
In several instances significant values were found for (K. But again, 
as in earlier instances, the cause of the high values of Q-, can be 
found in the presence of extreme expected frequencies. Differences 
between observed and expected frequencies of as little as 2 gave rise 
to contributions to Q, of as much as 30 or even more. No substantial 
deviations of the observed frequencies from the expectations were found. 
Although the unsatisfactory state of affairs with respect to the 
model test Q, must be pointed out, once again no reasons were found to 
reject the hypothesis of unidimcnsionality on the basis of the present 
results. 
Table 4.14. ISI-3; results of the model test Q2(. > for the restricted 
samples S.., S , and S ? n; all items included. 
S]|(df=44) S15(df=90) S20(df=170) 
level 
group N Q2(r) Z Q 2 ( r )
 N
 «2(r) Z Q 2 ( r )
 N
 12(r)
 Z Q 2 ( r ) 
4 20 40.03 -0.38 - -
5 41 53.32 1.00 
6 44 108.23 5.39 
7 94 56.46 1.30 
8 193 48.15 0.49 
9 441 56.03 1.26 
10 
1 1 
12 491 145.14 3.66 216 244.91 3.72 
13 443 84.11 -0.41 -
14 -
15 -
16 -
17 -
18 -
19 
25 
41 
86 
149 
279 
397 
1 11.64 
119.85 
101.12 
144.26 
155.20 
154.83 
139.74 
1.56 
2.10 
0.84 
3.61 
4.24 
4.22 
3.34 
-
-
-
32 
-
114 
153 
-
-
-
185.31 
-
216.50 
287.19 
-
-
-
0.84 
-
2.40 
5.55 
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4.7.3 ISI-oj, aonolusions 
ïhe test ISI-3 shows a good approximation to Rasch homogeneity, 
with two exceptions. First of all the items 8 and 13 had to be elimina-
ted in order to obtain a satisfactory fit. This implies the risk of 
capitalization on chance, urging for cross-validation. In the second 
place a very clear low score group effect could again be observed. 
The last item effect, as discussed in section 4.6.2, could not be 
observed, which does not mean that it is not operating. When this 
phenomenon should be operating, its effect is, in any case, not dra-
matic. 
The dimensionality test Q, did not give any reason to reject the 
hypothesis of Rasch homogeneity. 
4.8 Results for 131-4 
4.8.1 Ι0Ι-43 the restrbcted sampi.es S to Ό 
The results for ІЫ-4 obtained in chapter 2 were of a good quality. 
The high-low likelihood ratio test showed a signilicant value, but given 
the large sample size the violation was not considered serious. After 
elimination of item 5 the fit became very good. 
Because of the relatively good lit before elimination of item 5, 
it should be asked whether the exceptionally good fit after its elimina­
tion could not be accounted for by capitalization on chance. This is 
the more likely in view oí the lov« score group phenomenon. When this 
phenomenon is also operating in ISI-4, as indeed it is, some deviation 
from Rasch homogeneity should be expected, llimmation of item 5 from 
the Q, analysis does not improve the fit as drastically as in the case 
of Z, which points again in the direction oi capitalization on chance. 
The analyses of S.7 to S7n sustain the good impression of ISI-4. 
As can be seen in table 4.15, ISI-4 behaves quite well as far as the 
high-low model test is concerned. The information that is available in 
the samples is high and yet the values of the statistic Ζ are relatively 
low, especially when the low score group phenomenon is also carried in 
mind. The descriptive fit is good, the correlations between item para­
meter estimates of the high and low score groups vary in between .98 
and .99, whereas most of the lack of fit variance is indeed reflected 
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in lack of perfect correlation. For both S and Q. no items can be 
identified that cause a substantial part of the lack of fit. It was 
decided that no items should be eliminated. 
The extent to which the low score groups phenomenon affects the 
results can be observed in table 4.16, where the Q. results are repor­
ted; these results are organized according to the level group parti­
tioning . 
The low score group phenomenon is seen to be operating again. The 
values of Qj indicate that, except for the low score group phenomenon, 
the fit to the model is acceptable. 
It should be pointed out once again, that the identification of 
the low score groups is more or less arbitrary; in some instances it 
seems as if the borderline could have been drawn in a more favourable 
way. It should also be stressed again that Q'i has only indicative value; 
it disregards the contribution to Q1 of the low scoring subjects, but 
the influence of these subjects on parameters estimation has not been 
eliminated. If this had been done, a slight further improvement in fit 
would have been expected. 
4.8.2 ISI-i; the Q model test 
The test of the dimensionality axiom was, as in the earlier ana­
lysed ISI tests, applied to the restricted samples S.., S., and S^o. 
The results are reported in table 4.17. 
Table A.15. ISI-4; results of the high-low likelihood ratio test for 
the restricted samples S . to S -; all items included. 
N 
2272 
2273 
2174 
2066 
1932 
1853 
1615 
1535 
1302 
1160 
I 
s 
3907.97 
4264.82 
4491.92 
4654.93 
4739.68 
4867.68 
4552.77 
4520.69 
3967.53 
3629.66 
Ζ 
33.14 
21.64 
39.98 
49.93 
46.00 
49.89 
57.60 
58.88 
67.70 
76.69 
z
z 
3.56 
2.00 
4.15 
4.99 
4.40 
4.60 
5.17 
5.11 
5.72 
6.30 
r 
.9798 
.9856 
.9816 
.9824 
.9899 
.9906 
.9884 
.9902 
.9870 
.9827 
V 
r 
.9580 
.9343 
.9809 
.9497 
.7337 
.6678 
.6853 
.6014 
.5854 
.7253 
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Table 4.16. ISI-4, contributions of the level groups to Q. for the 
restricted samples S.. to S„
n
; all items included. 
l e v e l Sl! S|2 S13 S14 S15 S16 S|7 S18 S19 S20 
groups 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
«1 
df 
"Q, 
•4 
45.57 
45.41 
20 .65" 
14.98 
7.09 
6.60 
11.39 
12.87 
9.07 
173.43 
80 
6.03 
1.95 
. 
67.08 
"ІзТзГ 
23.77 
8.57 
12.88 
18.43 
21.45 
. 
6.79 
182.34 
77 
6.73 
3.74 
. 
80.16 
' 28 .12" 
25.93 
18.16 
15.85 
17.39 
25.60 
13.50 
, 
11.21 
235.92 
96 
7.90 
4.73 
. 
74.36 
2 5 . 5 3 " 
33.23 
24.81 
24.26 
16.13 
21.07 
13.03 
11.33 
. 
14.10 
257.85 
J17 
7.44 
4.77 
. 
58.49 
77.12 
32.03 
24.85 
24.93 
18.17 
14.38 
18.77 
17.95 
, 
β 
10.71 
297.40 
126 
8.55 
4.02 
, 
63.01 
55.82 
30.94" 
20.36 
29.31 
20.85 
14.59 
26.88 
14.61 
12.75 
t 
17.22 
306.07 
150 
7.45 
3.89 
, 
75.15 
72.85 
' 24.64 
20.85 
34.98 
15.36 
16.78 
18.51 
25.20 
25.99 
. 
f 
, 
14.37 
344.68 
160 
8.40 
3.86 
. 
138.12 
22.03 
19.71 
33.57 
26.05 
17.44 
19.90 
27.38 
19.67 
t 
t 
t 
16.16 
340.03 
153 
8.61 
3.63 
. 
. 
. 
109.09 
18.33" 
35.58 
27.50 
23.59 
19.05 
24.95 
23.12 
. 
t 
, 
. 
, 
23.07 
313.28 
144 
7.73 
3.92 
. 
. 
. 
103.56 
20.09 
32.67 
24.83 
23.98 
19.17 
22.50 
20.65 
, 
. 
. 
. 
. 
. 
31.21 
298.66 
152 
7.03 
3.47 
Again the values of (L· are affected by the occurrence of low expected 
frequencies, the item pair (1,2), for instance, gave a contribution to 
Q 7 in S*. of 32.72, whereas the absolute deviation was only 5.2. Again 
extreme frequencies produce a distorted picture. On the basis of the 
present results it was not possible to reject the unidimensionality 
hypothesis. 
4.8.3 ISI-4, conclusions 
ISI-4 showed the best results in chapter 2 and m the present chap­
ter the results may also be called satisfactory. A clear low score group 
phenomenon could be observed. Except for this phenomenon, the results 
did not urge the rejection of Rasch homogeneity as a good approximation. 
When slightly significant values for the test statistics are accepted, 
it is not necessary to eliminate any item. 
169 
Table 4.17. ISI-4; results of the model test Q-, .. for the restricted 
samples S.., S - and S..; all items included. 
level 
group 
2 
3 
k 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
N 
35 
74 
107 
214 
327 
366 
455 
413 
S11(df=44) 
Q2<r> 4(r) 
38.99 -0.50 
48.91 0.56 
36.00 -0.84 
86.03 3.79 
63.28 1.92 
48.55 0.53 
91.15 4.17 
38.56 -0.55 
N 
_ 
44 
67 
123 
144 
231 
275 
285 
279 
182 
-
s15(df. 
Q2(r) 
-
108.34 
93.91 
122.59 
132.82 
100.56 
102.10 
103.19 
1 21.66 
79.05 
-
¡90) 
4(r) 
-
1.34 
0.33 
2.28 
2.92 
0.80 
0.91 
0.99 
2.22 
-0.81 
-
N 
-
-
-
61 
69 
101 
138 
148 
148 
128 
-
-
-
-
-
-
s20(df= 
Q2(r) 
-
-
-
210.58 
198.79 
200.14 
202.38 
146.13 
170.62 
206.07 
-
-
-
-
-
-
170) 
4(r) 
-
-
-
1.67 
1.53 
1.60 
1.71 
-1.32 
0.06 
1.89 
-
-
-
-
-
-
Table 4.18. ISI-5; results of the high-low likelihood ratio test for 
the restricted samples S . to S-n; all items included. 
sample 
5 " 
s 1 2 
s 1 3 
s 1 5 
s 1 6 
I 1 8 I 1 9 
N 
1821 
1882 
1942 
1971 
1970 
1942 
1884 
1826 
1742 
1590 
I 
s 
2979.89 
3268.55 
3669.49 
3963.32 
4234.61 
4424.06 
4562.51 
4632.23 
4579.43 
4456.68 
Ζ 
36.24 
46.16 
61.70 
44.35 
63.73 
60.13 
52.17 
52.99 
51.27 
53.24 
z
z 
4.15 
5.03 
6.31 
4.42 
6.09 
5.58 
4.65 
4.55 
4.21 
4.24 
r 
.9359 
.9136 
.8866 
.9215 
.9271 
.9364 
.9425 
.9436 
.9638 
.9731 
V 
r 
.7206 
.8468 
.9132 
.8871 
.9454 
.9158 
.8922 
.9761 
.9999 
.9767 
170 
We believe that the clear and uniform cognitive structure of its 
items explains the satis tactory results for ISL-4. The operation to be 
performed is the same for each item rotation of a geometrical figure. 
Differences between items arise from the varying complexity of the geo­
metrical figures. 
4.9 Results for ISI-b 
4.9.1 ISI-5; the restricted samples S,, to S . 
In chapter 2 satisfactory results were obtained for ISI-5. Before 
elimination of item 6 the value of the high-low likelihood ratio test 
statistic was significant, but acceptable in the light of the high 
information value of the sample. After its elimination the fit became 
very good. Considering the low score group phenomenon, this improvement 
may be put down to capitalization on chance. This possibility is plau­
sible, since elimination of item 6 does not cause quite as spectacular 
a drop in the value of Q. (in terms of the z-transform. from 3.78 to 
2.80). 
In table 4.18 the results of the high-low likelihood ratio test 
for the restricted samples S ^ to S,« are given. 
The results can be characterized as reasonable. The information is fair 
for all restricted samples, the values of Ζ are moderately significant, 
which could be explained by the low score groups phenomenon. The corre­
lations are relatively low, but almost all lack of fit variance is 
reflected in them. The level of the correlations is low, as the range 
of the item parameters is small (see also figure 2.1). Because of 
limited space, the contributions of individual items to Q. and S are 
not reported; no single item is clearly responsible for model violations. 
This casts stronger doubts on the validity of the elimination of item 6. 
It was decided that no item should be eliminated. 
In order to answer the question whether the significance of the Ζ 
values of table 4.18 could be accounted for by the low score groups 
phenomenon, we inspected the contributions of the level groups to Q., 
which are reported m table 4.19. 
The number of concatenations, that were necessary to obtain expected 
frequencies greater than 1, is relatively low, since all items are more 
or less of an intermediate difficulty. 
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Table 4.19. ISI-5; contributions of the level groups to Q. for the 
restricted samples S . to S-n; all items included. 
l e v e l Sll S12 S13 SI4 S15 S16 S17 S18 Sl9 S20 
group 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1! 
12 
13 
14 
15 
16 
17 
18 
19 
Q, 
df 
'Q, 
ZQÎ 
18. 
21. 
Тз" 
16. 
8. 
16. 
3. 
14, 
16. 
17. 
147, 
90 
3. 
2. 
,65 
,86 
"Τ 7 
,24 
,95 
,92 
,50 
,85 
,08 
,05 
.26 
,78 
.77 
17. 
14. 
19. 
ιδ. 
15. 
10. 
8. 
15. 
Π , 
20, 
22. 
165. 
110 
3. 
2. 
,13 
87 
,25 
,Τι 
17 
.55 
58 
37 
.17 
,76 
,67 
.62 
,40 
,75 
21. 
15. 
25. 
~Ϊ5" 
9. 
16. 
20, 
9. 
12. 
12. 
28, 
30, 
217, 
132 
4. 
3, 
,35 
,33 
,48 
'43~ 
,47 
,14 
.84 
.44 
.94 
.19 
.82 
,50 
.93 
,66 
.83 
29. 
30. 
"74" 
13. 
19. 
16. 
10. 
12. 
9. 
17. 
27. 
27. 
228. 
143 
4. 
3. 
,56 
,95 
"93" 
,24 
,82 
,11 
,29 
,52 
,00 
.21 
.19 
.96 
.77 
.51 
.08 
, 
55.51 
23.27 
Ϊ4.97 
19.82 
24.50 
13.06 
14.66 
18.94 
15.60 
20.16 
16.07 
37.83 
17.75 
290.08 
168 
5.78 
3.85 
55. 
36. 
'"Ϊ2" 
25. 
25. 
16. 
12, 
9, 
11, 
11, 
22. 
16, 
27, 
20. 
303. 
195 
4, 
2. 
,73 
,19 
"9Ϊ" 
,15 
.13 
.89 
.19 
,47 
,34 
.71 
.31 
.12 
,27 
,73 
.14 
,90 
,41 
. 
55.12 
18.26 
"TÖ.77 
20.36 
31.61 
18.64 
12.85 
18. 19 
12.74 
7.90 
14.41 
24.17 
23.23 
21.08 
18.22 
307.51 
224 
3.66 
2.07 
, 
, 
72.23 
14.23 
22.47 
24.25 
17.12 
15.25 
29.96 
15.88 
9.81 
19.59 
18.09 
23.56 
20.15 
29.00 
23.33 
354.91 
238 
4.85 
2.78 
. 
. 
' 94.85 
36.31 
"22.36 
12.14 
14.24" 
33.40 
11.83 
13.56 
30.68 
12.79 
27. 15 
22.61 
26.37 
20.99 
379.28 
234 
5.93 
2.40 
127. 
40, 
11" 
34. 
19. 
17. 
28. 
12. 
26. 
17. 
29. 
24. 
389. 
209 
7. 
2. 
,80 
,54 
'88' 
,13 
,30 
,09 
.95 
.07 
.11 
.25 
,36 
,95 
,41 
.49 
.56 
Consequently, the low score group phenomenon does not show clearly, 
especially for the first samples. The borderline between the low score 
groups and the other groups was assessed even more arbitrarily than 
usual. The indicative values of Q:j are very encouraging. 
There does not seem to be any reason to reject the Rasch model as 
a fair approximation to ISI-5, except for the low score group phenome-
non, that was already observed in all earlier tests. 
4.9.2 ISI-b; the Q model test 
The results of the Q7 model test give no reason to reject the 
hypothesis of unidimensionality, as can be seen in table 4.20. 
Also for ISI-5 the presence of extreme expected frequencies was an 
impediment for effective testing. 
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Table 4.20. ISI-5; results of the model test Q., . for the restricted 
samples S. . , S.,. and S..; all items included. 
level N 
group 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
16 
69 
92 
98 
93 
134 
170 
236 
336 
Q2(r) 
67.42 
72.48 
48.89 
64.22 
38.43 
50.69 
57.13 
52.96 
4(r) 
2.28 
2.71 
0.56 
2.00 
-0.56 
0.74 
1.36 
0.96 
N 
54 
63 
73 
49 
76 
82 
97 
115 
136 
198 
270 
341 
Q2(r) 
156.22 
116.39 
105.51 
90.94 
106.17 
114.43 
105.04 
90.68 
115.30 
98.39 
107.89 
109.09 
ZQ2(r) 
4 30 
1.88 
1.15 
0.11 
1.19 
1.75 
1.12 
0.09 
1.81 
0.65 
1.31 
1.39 
N 
-
-
47 
43 
51 
45 
47 
71 
63 
59 
94 
125 
140 
159 
187 
-
-
Q2(r) 
_ 
-
216.24 
168.98 
219.17 
188.16 
190.55 
180.46 
168.55 
213.26 
164.25 
197.87 
165.02 
217.74 
200.98 
-
-
ZQ2(r) 
_ 
-
2.38 
-0.03 
2.52 
0.99 
1.11 
0.59 
-0.05 
2 24 
-0.29 
1.48 
-0.25 
2.46 
1.64 
-
-
4.9.3 ISI-5, aonoluszons 
We conclude with respect to ІЫ-5 that the Rasch model offers a 
satisfactory approximation of the data. Only the low score group pheno-
menon could be identified as a model violation. The number of subjects 
involved m this phenomenon is moderate. 
4.10 Results for ISI-6 
4.10.1 ISI-6 y the restricted samples S 7 7 to S ?-
In chapter 2 we rejected the hypothesis of Rasch homogeneity for 
ISI-6. No incidental effects could be pointed to and even after reduc­
tion of the sample size to 1000 clear significant effects could still 
be seen. 
The results of the high-low likelihood ratio test as presented in 
table 4.21 confirm the results obtained in chapter 2. 
The information values (table 4.21) are rather low in comparison with 
the other ISI tests. This implies that the model test is less powerful 
in this case, which makes the results even more convincing. 
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Table 4.21. ISI-6; results of the high-low likelihood ratio test for the 
restricted samples S . to S-, all items included. 
N 
1571 
1536 
1534 
1480 
1453 
1468 
1400 
1344 
1316 
1115 
I 
s 
2527.74 
2613.28 
2764.81 
2790.55 
2843.66 
2919.38 
2856.50 
2843.92 
2661.48 
2412.57 
Ζ 
182.82 
183.40 
154.38 
156.50 
121.61 
98.29 
107.24 
159.85 
83.65 
65.00 
z
z 
14.76 
14.57 
12.78 
12.69 
10.40 
8.64 
9.08 
12.14 
7.02 
5.32 
r 
.5143 
.4851 
.5385 
.4930 
.5813 
.6805 
.6784 
.7616 
.8651 
.9434 
V 
r 
.9981 
.9997 
.9984 
.9998 
.9925 
.9280 
.9689 
.9886 
.9606 
.8919 
sample 
s " 
s
1 2 
s
1 3 
I 1 5 
s
1 6 
s
1 7 
s
1 8 
s
1 9 
Remarkably though, the fit becomes better in the latter restricted sam­
ples and the results of S.g and S,« even approach the region of accepta­
bility. However, some comments should be made. As indicated in chapter 2, 
there exists a close correspondence between speed and precision for 
ISI-6. Subjects having completed eleven items have a mean score of 6.60 
on these eleven items, whereas subjects that have completed all items 
have a mean score of 0.64 on them. In other words, the first eleven items 
are very easy for the sample S2Q. As a consequence, the information 
measure in S 7 n shows low values for the first eleven items and differen­
ces between the item parameters of the high and low score groups must 
be quite large to become significant. It can also be seen that the over­
all information measure shows rather poor values for the higher order 
restricted samples, also indicating the relatively weak power of the 
model test in the case of ISI-6. 
The correlation observed for ISI-6 can be characterized as poor in 
comparison with the results obtained for earlier ISI tests. This can 
only partially be accounted for by the limited range of the parameter 
estimates. This range is comparable to that of ІЫ-5, where the corre­
lations arc considerably higher. The increasing correlation in the last 
two restricted samples can be explained by the fact that the items 19 
and 20 were, by far, more difficult than the other items. The items 19 
and 20 functioned as 'outlying' items, which as a rule cause a high 
correlation. 
Table 4.22. ISI-6; contributions of the level groups to Q. for the 
41 
df 
restricted samples S1? to S..; all items included. 
level 
group 
1 
2 
3 
h 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
12 13 14 15 16 17 18 19 
13. 
17. 
25. 
103. 
193. 
37. 
19. 
34. 
92. 
15 
64 
78 
85 
90 
1 1 
89 
49 
22 
146.13 
30. 
16. 
92. 
162. 
87. 
41. 
13. 
45. 
116, 
129. 
30 
70 
39 
18 
84 
67 
12 
25 
61 
23 
33 
8 
74 
189 
174 
45 
18 
31 
75 
103 
134 
,26 
,46 
,47 
36.06 
11.63 
50.08 
69 164.24 
09 167.37 
84 118.33 
9.13 
10.54 
55.21 
58.99 
110.93 
102.62 
44.21 
161.85 
128.54 
86.98 
37.42 
17.45 
34.50 
32.87 
78.22 
69.44 
79.44 
44.74 
150.61 
I 17.39 
87.24 
49.24 
32.25 
32.42 
14.83 
45.96 
51.75 
71.72 
94.65 
46.54 
113.46 
133.24 
77.98 
24.61 
47.73 
32.52 
28.99 
34.72 
39.43 
44.64 
118.92 
20 
219.89 
57.84 
37.73 
31.91 
29.66 
27.83 
39.16 
51.84 
68.07 
137 
26 
32 
25 
44 
47 
00 
37 
18 
84 
56 
38 
684.15 737.29 888.93 895.13 770.91 792.85 742.73 563.93 313.33 
99 108 130 154 150 192 187 144 95 
22.95 24.66 26.07 24.79 21.97 20.25 19.23 16.64 11.29 
Although the results of the likelihood ratio test for the restric-
ted samples S... to S 7 n show inprovement with the addition of items to 
the item pool, this is of a superficial nature. There is no reason to 
rephrase the earlier conclusions with respect to ISI-6, this test clear-
ly violates the Rasch model. 
Table 4.22 shows that violations cannot only be accounted for by 
the low score group effect. 
In the datasets with a smaller number of items it is even impossible to 
identify the low score group phenomenon and it is only m S-« and S7„ 
that the customary pattern of contributions to Q1 can be observed. Even 
for S2„, that shows a less worse fit for more or less artefactual reasons, 
the elimination of the level groups up to 12 still leads to a value of 
(£ of 6.49. The Rasch model does not offer an acceptable approximation 
to ISI-6. 
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Table 
l e v e l 
group 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
4.23 
Ν 
49 
85 
140 
152 
220 
326 
. I S I - 6 ; 
samples 
Q 2 ( r ) 
86.34 
101.75 
285.36 
161.20 
142.50 
84.66 
r e s u l t s 
1 s i . · s 
Z Q 2 ( r ) 
3.81 
4.94 
14.56 
8.63 
7.55 
3.68 
of thi 
15 a n d 
N 
-
35 
60 
62 
60 
65 
64 
102 
179 
306 
в model t e s t Q 0 , 
S 2 0 ; a l l i t e m s
4 
Q 2 ( r ) 
-
135.29 
206.87 
168.08 
123.51 
213.29 
149.88 
159.02 
160.39 
98.79 
Z Q 2(r) 
-
3.07 
6.96 
4.96 
2.34 
7.27 
3.93 
4.45 
4.53 
0.68 
. for t h e r e s t r i c t e d 
L 4 n c 
N 
-
-
-
-
-
-
-
22 
39 
50 
79 
136 
202 
-
-
l u d e d . 
Q 2 ( r ) 
-
-
-
-
-
-
-
222.51 
198.38 
185.02 
191.10 
243.17 
241.01 
-
-
Ч(г) 
-
-
-
-
-
-
-
2.68 
1.51 
0.82 
1.29 
3.64 
3.54 
-
-
4.10.2 ISI-6; the Q model test 
In table 4.23 the results are presented of the Q, model test 
applied to the restricted samples S.., S.- and S 7 n. 
The results do not leave room for doubt. Only in the restricted sample 
S 7 n the values for Q- remain rather moderate, but yet pointing in a 
clear direction. Here the presence of low expected frequencies cannot 
be made responsible for violations of local independence, as was the 
case for the other ISI tests. As has already been indicated in chapter 
2, the violation of sufficiency can also have an effect on the value 
of Q2. So strictly speaking it is not clear whether the present values 
stem from violation of the dimensionality axiom or from violation of 
the sufficiency axiom. However, the effect of violation of the suffi­
ciency axiom on Q, is rather small, so one can quite confidently state 
that the present values of Q- most likely stem from violation of the 
dimensionality axiom. 
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4.10.3 ISI-6; aonaluaions 
The overall conclusion with respect to ISI-6 is a very simple one: 
ISI-6 violates the Rasch model. This became clear both by the use of 
Q, and Z, that are especially sensitive to violation of the monotonicity 
and sufficiency axioms, and by the use of Q-,, that is especially sensi­
tive to violation of the dimensionality axiom. 
The question arises why ISI-6 behaves so differently, compared to 
the other ISI tests. In figure 4.2 the item characteristic curves are 
given. To obtain these curves, the parameter estimates were substituted 
for the parameters and relative frequencies were used for the item 
probabilities of the level groups. Because the number of subjects in 
the level groups with test score 1, 2, 3 and 4 respectively was small, 
the relative frequencies obtained in these groups are very unreliable 
estimates of the item probabilities. For this reason they are omitted. 
Figure l*.2 ISI-6: the regression of relative 
frequency in the level groups on 
estimated parameter; first eleven items 
relative 
frequency 
ξ - 0 . 1 7 0 . 2 3 0 . 6 5 
raw s c o r e 5 6 7 
1.65 
9 
2 .46 
10 
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It can be seen in this figure that the item discriminating pokers are 
anything but equal, as they should be in the case of the Rasch model. 
Even monotomcity does not always hold m the present curves, although 
this could be explained by random fluctuation. 
Earlier (section 4.10.2), it was stated that it was likely that 
the axiom of unidimensionality has been violated by ISI-6. 
So all in all ISI-6 appears to be very heterogeneous, both with 
respect to item discriminating power and dimensionality. This makes 
a substantive interpretation of the results even harder. Further 
puzzling facts about ISI-6 are the very high reliability of .91, as 
reported by Snijders and Welten (1968), and the high correlation be­
tween speed and precision for this ISI test. 
A further study of this ISI test is desirable and will be under­
taken as a follow up of the present study. A possibility for this is 
to analyse the present data on the level of response alternatives, 
rather than using the dichotomv 'false-correct'. 
4.11 The ISI tests and Rasen потодепегіу, оопеіивгот 
The renewed analysis of the ISI tests has in some respects con­
firmed the results of chapter 2 and has in other respects given valu­
able complementary results. 
Q. and Q, were confronted with empirical data and proved to be 
valuable tools in locating sources of model violations. 
Some effects of a more general nature were identified by means of 
the new test statistic Q.. The most important of these was the so called 
low score group phenomenon, the relatively few subjects in the subsam-
ples with low test scores contributed very heavily to the value of the 
overall Q1 statistic. Several sources of this 'bad behaviour' of the 
low scoring subjects were given in section 4.5.2. Whether this same 
phenomenon is also operating in power tests cannot be answered here, 
but the instrument by which the effect can be detected is available in 
Q.. In time limit tests, at least, the response vectors resulting m a 
low raw score deserve an extra inspection, for instance with respect 
to the pattern of 'skipped' responses. 
A second effect that was discussed in section 4.6.2 was the so 
called last items effect. When time has run out, subjects will tend to 
try one or two more items, these items will be answered in haste and 
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therefore more or less random answers have to be expected. This effect 
will result in relatively high contributions of the last items. Indeed, 
it is often observed that items contribute relatively much when they 
belong to the last ones. However, the effect cannot be singled out as 
easily as in the rase of the low score group effect. Because of the a 
priori plausibility of the last items hypothesis, and because of the 
(slight) empirical support, it seems wise to neglect at least the last 
attempted item in the assessment of subject parameters. 
Of course a learning effect is also likely to be operating; items 
later in the test become easier because of practice on earlier items. 
This sequential learning effect cannot be observed by means of the 
present Rasch model, the rank of an item beccmes part of its difficulty. 
The linear logistic model (Fischer, 1973a) could give some more insight 
in this matter. However, for the linear logistic model to be applicable 
the items must permit a decomposition into basic parameters (operations), 
which appears to be quite difficult for the present tests. When indeed 
a decomposition would be possible, a learning effect could show in that 
items later in the test are easier than expected on the basis of the 
operations from which they are composed. 
The learning effect could also operate retro-actively, by exercise 
on later items, items earlier in the test become easier and are correc-
ted by the subject. Also this effect cannot be observed by means of the 
present methods. 
Some problems were met in the application of Q,. Vvhen in a given 
level group all or none of the subjects pass one or more of the items, 
Q, is not applicable, as the parameters cannot be estimated. One can, 
however, eliminate those items and apply Q2 on the remaining ones. 
Another problem associated to the application of Q», is the occurrence 
of extremely low expected frequencies, deviations between observed and 
expected frequencies which are small in an absolute sense, may contri-
bute heavily to Q7 because of small expected frequencies. 
It is not obvious as yet whether a concatenation as performed for 
Q, is also possible for Q-, (in contrast to Q,, Q? is based on parameter 
estimates that are obtained for every level group separately). This 
will be the subject matter of further study. Also the likelihood ratio 
approach, as referred to in section 4.2, could be of help in mitigating 
the effects of low expected frequencies. The conclusions based on the 
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application of Q2 in the present study should be approached with care. 
The results for the ISI tests obtained in this study are on the 
whole encouraging. Only ISI-6 had to be rejected with respect to Rasch 
homogeneity. Both the sufficiency and the unidimensionality axioms have 
been violated. All other tests meet the requirements of Rasch homogeneity 
to a satisfactory degree, when the low score group phenomenon is left 
out of account. To obtain a reasonable fit to the Rasch model, three 
items had to be eliminated for ISI-1. For both ISI-2 and ISI-3 two 
items had to be eliminated and for ISI-4 and ISI-5 a satisfactory fit 
to the model was obtained even without elimination of items. 
4.12 The assessment of subject parameter's 
In the theory of specific objectivity (Rasch, 19&6a) one of the 
central themes is the statement that the choice of an agent (measure-
ment instrument) should be irrelevant in the comparison of objects. In 
the domain of dichotomous probabilistic test-models, the Rasch model is 
the only one that meets this requirement. Any set of items can be used 
to measure the subject ability in a specifically objective way. For a 
subject that has completed eleven items of a Rasch homogeneous test, 
these eleven items can be used to estimate ability; for a subject that 
has completed all twenty items, the complete test can be used as a 
composite of twenty agents for specifically objective measurement. 
Items that are not attempted by a subject cannot be looked upon as 
agents that have been applied, and should therefore be left out of 
account. In other words, a specifically objective comparison of subject 
ability (precision) should be based upon items that have been attempted. 
Two remarks must be made in this context. First of all, subject 
parameter estimates are more reliable when more items are used; the 
information in the set of items with respect to the subject becomes 
larger, and as a consequence the standard error of measurement becomes 
smaller. Secondly, only the precision aspect of the test behaviour is 
considered here. It is argued that precision can be measured in a 
specifically objective way by means of the Rasch model. This does not 
imply that the speed aspect of test behaviour is irrelevant. 
In figure 4.3 the regression of subject parameter estimate on raw 
score is given for the level groups B.., to B,,n of the speed partitioning 
of ISI-4. The same is presented in table 4.24. 
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Figure 4.3 regression of ξ on raw score, r, for every 
restricted sample from S „ to S.- for ISI-4. 
The subject parameter estimates were obtained by means of the iterative 
solution of the set of equations 
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where the estimates of the item parameters are substituted for the 
parameters (see Fischer, 1974, p.251); θ and 9 7 are subject parameter 
estimâtes m successive iteration steps. 
The item parameter estimates of S 1 7 were used for estimation of 
the subject parameters in the speed level group Ъ*?. In S,-, the sub­
jects of the speed level groups B,, to EL« are also included. According 
to Rasch homogeneity, which was found for this test, the item parame­
ters should be equal for all subsamples, including the subsamples of 
the speed partitioning. The use of S..-, in the estimation of the subject 
parameters of the speed subsample В-., is a valid one, the precision 
of the item parameter estimates is optimal. For В., the restricted 
sample S«, is used and so forth, in order to use as much information 
of the data as possible. 
We use the first ten items as a base for norming the items. In 
each sample, irrespective of the number of items it contains: 
Σσ = 0 (i=1,...,10) 
ι 
Table 4.24. ISI-4; the regression of subject parameter estimates on 
raw score for every level of speed (B). 
raw score 12 13 14 15 16 17 18 19 20 
1 -2.68 -2.68 -2.69 -2.69 -2.70 -2.71 -2.70 -2.70 -2.70 
2 -1.75 -1.76 -1.78 -1.78 -1.80 -1.81 -1.81 -1.81 -1.81 
3 -1.10 -1.12 -1.15 -1.17 -1.19 -1.20 -1.21 -1.21 -1.21 
4 -0.58 -0.61 -0.65 -0.67 -0.70 -0.72 -0.73 -0.73 -0.74 
5 -0.10 -0.15 -0.20 -0.24 -0.27 -0.30 -0.32 -0.33 -0.33 
6 0.35 0.28 0.21 0.16 0.11 0.07 0.05 0.04 0.03 
7 0.80 0.69 0.60 0.53 0.48 0.42 0.39 0.37 0.36 
8 1.26 1.12 0.99 0.90 0.82 0.75 0.72 0.69 0.68 
9 1.77 1.55 1.38 1.26 1.16 1.07 1.03 1.00 0.98 
10 2.38 2.04 1.80 1.63 1.50 1.39 1.34 1.29 1.27 
11 3.26 2.63 2.26 2.03 1.86 1.71 1.64 1.59 1.55 
12 3.49 2.83 2.47 2.23 2.04 1.95 1.88 1.84 
13 3.67 3.02 2.66 2.41 2.28 2.19 2.13 
14 3.84 3.20 2.82 2.64 2.52 2.43 
15 4.01 3.34 3.05 2.88 2.76 
16 4.14 3.57 3.30 3.17 
17 4.38 3.83 3.54 
18 4.65 4.07 
19 4.88 
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By this normmg rule the items are equal, within chance limits, over the 
speed level groups, the item parameters are measured on the sane scale 
in all level groups. Consequently the subject parameters of all speed 
level groups are also measured on the same scale. 
The interpretation of the results in figure 4.3 and table 4.24, 
which both give the regression of subject parameter estimates on raw 
score, can be facilitated by stating them in terms of the probability 
of positively responding to an item (or, in this case, a series of items). 
In table 4.25 the expected number of positive responses for the first 
ten items of ISI-4 are given for every raw score of every speed level. 
The same is graphically represented in figure 4.4. 
As can be seen in figure 4.3 and table 4.24, the subject parameter 
estimates show more differentiation for the groups with higher В values. 
This differentiation is less for the lower values of the subject para­
meter estimates. 
Table 4.25. ISI-4; the expected number of positive responses on the 
first ten items for every combination of raw score and 
speed level. 
В 
raw score 12 13 14 15 16 17 18 19 20 
1 0.98 0.97 0.96 0.95 0.95 0.94 0.93 0.93 0.93 
2 1.95 1.93 1.90 1.88 1.87 1.85 1.84 1.83 1.83 
3 2.91 2.86 2.82 2.79 2.76 2.73 2.71 2.70 2.69 
4 3.85 3.78 3.71 3.66 3.61 3.57 3.55 3.52 3.52 
5 4.76 4.67 4.57 4.50 4.43 4.36 4.34 4.31 4.30 
6 5.66 5.52 5.39 5.29 5.20 5.11 5.07 5.04 5.03 
7 6.51 6.33 6.16 6.03 5.91 5.81 5.76 5.72 5.70 
8 7.32 7.09 6.87 6.71 6.57 6.45 6.39 6.34 6.32 
9 8.08 7.79 7.53 7.34 7.18 7.03 6 96 6.90 6.87 
10 8.79 8.43 8.13 7.91 7.72 7.55 7.47 7.41 7.37 
11 9.42 9.02 8.68 8.43 8.21 8.03 7.93 7.87 7.82 
12 9.54 9.17 8.89 8.66 8.45 8.35 8.27 8.22 
13 9.60 9.30 9.05 8.84 8.71 8.63 8.57 
14 9.67 9 40 9 18 9.04 8.95 8.87 
15 9.72 9.48 9.33 9.23 9.14 
16 9 75 9.58 9.47 9.37 
17 9.80 9.68 9.57 
18 9.85 9.74 
19 9.88 
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Figure 4.4 Expected score on the first ten items of ISI-4 as a function 
of speed and raw score. 
This stems from the fact that the first ten items are much easier than 
the later items, as can also be seen in table 4.25. When only one item 
has been answered correctly, it is almost certainly one of the first 
ten items. 
By means of the above tables and figures comparisons between the 
subjects of different speed levels can be performed. For instance a 
score of 11 out of 20 items is (almost) equivalent to a score of 9 out 
of 13, indicating that both the overall raw score and the proportion 
of correctly responded items, as discussed in chapter 2 section 2.7, 
are invalid measures of precision. Table 4.24 could be used as a trans-
formation table to obtain subject parameter estimates fron the raw 
scores. 
4.13 The dimensionality of preoieion 
The precision concept in the theory of Van der Ven (section 2.7) 
is a trans-situational constant; for every time-limit intelligence test 
precision should be the same trait. In the first five LSI tests the 
traits are measured in a Rasch homogeneous way. When several of the ISI 
tests would be concatenated, the latent trait that is measured should 
still be one-dimensional. When the discriminating powers of the items 
would also be equal over tests, a concatenation of several ISI tests 
should again result in a Rasch homogeneous test. When a concatenation 
of the IS! tests would violate Rasch homogeneity, there arc two poten-
tial causes: violation of the dimensionality axiom and violation of the 
sufficiency axiom (the items have the same discriminating powers within 
tests, but between tests the discriminating powers are different). 
The test statistic Q. is especially sensitive to violation of the 
sufficiency and monotonicity axioms and far less sensitive to violation 
of the dimensionality axiom (see section 3.3 and 3.4). For the model 
test (¡2 the situation is the other way around. This statistic is 
especially sensitive to violation of the dimensionality axiom and in a 
minor degree to violation of the sufficiency and monotonicity axioms. 
When Q. shows a non-significant value or a moderately significant one, 
whereas at the same time Q^ shows highly significant values, it can be 
safely concluded that the dimensionality axiom has been violated. 
When sufficiency and monotonicity have been violated, the effect 
will as a rule be stronger in the high and low level groups; here the 
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differences between the item characteristic functions will tend to be 
the largest. When on the other hand the dimensionality axiom has been 
violated, this will show especially in the intermediate groups, because 
in these groups the subjects are more heterogeneous with respect to the 
underlying dimensions than in the more extreme groups (see also section 
4.2). 
To obtain an answer to the question whether indeed the ISI tests 
are measuring the same precision concept, a test of twenty itans was 
composed out of the first five, Rasch homogeneous ISI tests. Four items 
were used out of every ISI test. Only subjects that had attempted all 
these twenty items were included in the sample. In order to prevent 
as much as possible the model test being affected by low expected fre­
quencies two measures have been taken: 
- All subjects were included in the initial sample; the effective sample 
size became 3443. 
- Items of intermediate difficulty were used. 
These measures indeed proved to be successful; no problems with too low 
expected frequencies occurred. 
The theory of Van der Ven states that this concatenated test still 
measures the same one-dimensional trait as every single ISI test. Under 
the assumption of multi-dimensionality of the underlying latent trait 
and equality of discriminating powers over tests, the following pre­
dictions can be made with respect to the present concatenated test: 
a) low to moderate values for Q. and Ζ 
b) high values for Q, 
c) the high Q, values will be especially observed in the intermediate 
groups 
d) pairs of items appealing to the same dimension will show high 
contributions to Q^ (these items are more strongly associated than 
can be accounted for by the latent trait that is found in the analy­
sis) 
e) pairs of items appealing to the same dimension will show observed 
frequencies that exceed the expected frequencies and, as a conse­
quence, item pairs appealing to different traits will tend to show 
observed frequencies that are smaller than the expected frequencies. 
In table 4.26 the results pertaining to the concatenated test are pre­
sented. For Q. and Ζ a sample size of 2500 was chosen in order to give 
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the opportunity to compare with earlier analyses. As can be observed, 
the value of the z-transform for Q. is moderate, but for 2 the value 
is high. It must be noted that the information in the present sample 
is very high, 9494.98, corresponding to a standard error of measure­
ment of .046 for an item with mean information measure. When the sample 
size is reduced to 1000, the information measure is comparable to the 
information measures found in earlier analyses. In this case the value 
of the z-transform of Ζ can be characterized as moderate, which is in 
line with prediction a ) . 
Table 4.26. Results of the test statistics Z, Q and Q-, . for a test 
composed out of the five Rasch homogeneous ISI tests. 
Of every ISI test four items are included. 
Q, Ζ Ζ 
Ν 
«1 
df 
\ 
» 
α 
-
я 
level 
group 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
2500 
514 
342 
5 
ι 
.21 
.93 
W d f ' 
175.57 
204.42 
212.66 
207.14 
280.40 
291.50 
289.23 
361.43 
240.57 
338.80 
277.38 
234.98 
218.23 
189.47 
Q2(r) 
= 170) 
N 
Ζ 
df 
z
z 
I 
s 
\ b 
.33 
1.81 
2.21 
1.94 
5.27 
5.73 
5.64 
8.47 
3.52 
7.62 
5.15 
3.27 
2.48 
1.05 
·) 
2500 
151. 
19 
11, 
9494. 
.85 
.34 
,98 
Ν 
45 
71 
83 
135 
177 
232 
283 
383 
412 
421 
418 
339 
260 
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Ν 
Ζ 
df 
Ζ
Ζ 
Ι 
-
-
= 
-
« 
1000 
49. 
19 
3. 
3777. 
,96 
,91 
,01 
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Table 4.27. Contributions of item pairs to the statistics Q9(. .. for the concatenated ISI test 
2 
3 
4 
5 
6 
7 
S 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
34.2 
19.0 
_20_.7_ 
13.1 
15.3 
14.6 
16.1 
7.8 
10.9 
6.2 
15.7 
9.0 
18.6 
14.2 
9.4 
17.2 
14.8 
14.8 
20.9 
32.2 
_35_lp_ 
11.2 
28.0 
14.8 
29.9 
10.7 
10.9 
14.5 
35.5 
23.8 
12.8 
19.7 
20.3 
27.7 
20.9 
39.9 
24.3 
_34^6_ 
7.0 
27.3 
15.4 
22.0 
8.2 
23.0 
24.1 
12.0 
18.9 
14.8 
20.0 
7.5 
16.7 
19.9 
21.8 
13.7 
16.3 
10.2 
10.8 
13.2 
10.7 
8.2 
23.9 
12.0 
19.4 
18.1 
7.1 
10.8 
24.4 
17.9 
25.9 
15.3 
12.9 
10.3 
__19_.4_ 
8.3 
13.2 
13.3 
41.1 
11.9 
14.4 
11.1 
23.0 
9.3 
29.3 
29.4 
9.5 
7.9 
AhL· 
13.2 
13.5 
8.9 
13.8 
16.8 
10.0 
12.6 
17.4 
23.9 
24.6 
14.5 
19.0 
_Π_16_ 
15.8 
13.3 
11.8 
19.2 
11.8 
8.0 
5.3 
12.5 
8.4 
8.5 
11.6 
14.1 
17.4 
15.9 
6.5 
9.8 
15.7 
20.8 
17.6 
5.3 
7.7 
20.9 
15.3 
15.7 
32.1 
8.9 
ЛЫ. 
16.8 
10.0 
13.1 
17.2 
10.7 
10.1 
7.4 
20.9 
14 
-il. 
15 
11 
9 
10 
1 1 
38 
21 
30 
1 
.i_ 
7 
4 
9 
3 
2 
0 
7 
1 
AL 
11 
12 
9 
11 
11 
11 
15 
15 
_7_ 
8 
7 
9 
9 
5 
8 
0 
5 
io 
15 
16 
11 
23 
21 
28 
24 
9 
5 
6 
9 
4 
9 
9 
1 
¡ 17.1 
¡ 41.5 
¡ 66 .3 
35.2 
19.3 18.6 
19.8 12.7 6.7 23.52 
25.0 14.6 10.5 
17.9 11.0 12.9 
10.6 13.8 9.6 
12.4 ¡90 .4 
9 .5 ¡ 56.5 
19.5 169.2 
72.2 
41.7 101.35 
Table 4.28. Q_, . tests for concatenations of two tests at a time; four 
items from each test. 
tests 1 and 2 
level N 
group <2(r) ^(r) 
2 358 28.14 1.26 
3 539 26.17 0.99 
4 672 14.64 -0.83 
5 738 19.11 -0.06 
6 559 9.86 -1.80 
tests 1 and 4 
2 278 17.43 -0.34 
3 519 94.17 7.48 
4 770 109.16 8.53 
5 805 117.14 9.06 
6 666 28.69 1.33 
tests 2 and 3 
2 186 16.50 -0.50 
3 397 27.32 1.15 
4 661 23.56 0.62 
5 799 25.52 0.90 
6 791 33.79 1.98 
tests 2 and 5 
2 272 22.89 0.52 
3 384 76.64 6.14 
4 613 131.81 9.99 
5 774 63.34 5.01 
6 717 61.87 4.88 
tests 3 and 5 
2 163 44.71 3.21 
3 312 78.66 6.30 
4 486 102.16 8.05 
5 668 70.68 5.64 
6 818 40.16 2.72 
tests I and 3 
N Q
^> \(
Г
) 
165 30.49 1.56 
397 26.13 0.98 
635 43.56 3.09 
760 27.84 1.22 
795 31.23 1.66 
tests 1 and 5 
245 37.67 2.43 
387 174.91 12.46 
620 226.73 15.05 
738 177.58 J2.60 
720 53.68 4.12 
tests 2 and 4 
279 14.94 -0.78 
555 39.65 2.66 
767 59.26 4.64 
823 69.53 5.55 
642 40.60 2.77 
tests 3 and 4 
166 20.95 0.23 
343 27.95 1.23 
642 53.99 4.15 
899 42.89 3.02 
815 35.42 2.17 
tests 4 and 5 
246 40.63 2.77 
394 86.32 6.89 
604 64.30 5.10 
724 65.44 5.20 
716 20.44 0.15 
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For Qy high values are obtained, considering the fact that the size of 
every subsample is small, relative to the sanple size in the Q. and Ζ 
analyses. Indeed, as is predicted under c), the high values of Q-, are 
observed in the intermediate groups. 
In table 4.27 the contributions of all item pairs to all Q, statis­
tics are presented. 
The contributions are relatively high for those pairs of items belonging 
to the same ISI tests, in accordance with prediction d), although this 
effect is not equally strong for all ISI tests. Prediction e) is also 
confirmed by the data. It can safely be concluded that precision is not 
a one-dimensional construct, as claimed by Van der Ven (1969). 
Although the Rasch model is not suited for investigation of the 
dimensionality of an item set, in the present situation something more 
can be said about it, when the ISI tests are analysed pairwise. In table 
4.28 the results of these pairwise analyses are presented. 
The same items were used as in the twenty item concatenation of the ISI 
tests. Every concatenated test consisted of eight items, four from each 
test. Inspection of the results suggests that the tests 1, 2 and 3 
measure the same latent trait, whereas test 4 and test 5 measure a 
second and a third trait. 
The main conclusion of the present section is that precision, as 
defined by Van der Ven and measured Rasch homogeneously by the ISI 
tests, is not a trans-situational constant. In the five Rasch homogeneous 
ISI tests three latent traits appear to be present. 
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SUMMARY 
The central theme of the present study is the model introduced by 
the Danish mathematician Georg Rasch. The model is applied to the ISI 
time-limit intelligence tests. In the applications problems occurred 
that derived from the presence of a time limit m the tests. Problems 
in applying and testing the Rasch model that have a more general 
character are also discussed. 
In chapter 1 the model of Rasch is presented in the context of the 
general latent structure model. The latent trait models are an impor­
tant class of latent structure models. The models of Birnbaum (1958) 
and Rasch (1960) are the most prominent latent trait models, which 
appear to be the most relevant for psychometry. They are an alterna­
tive to the model of classical test theory. Latent trait theory seems 
to be the natural successor of classical test theory. 
Within the class of latent trait models the model of Rasch takes 
a special place. The reason of this lies m the property of specific 
objectivity. A model is called specifically objective if it permits 
a comparison of objects that is independent of the measurement devices 
which are used, and if it permits a comparison of measurement devices 
that is independent of the selection of objects. In the domain of 
dichotomous, probabilistic, unidimensional models the Rasch model is 
necessary and sufficient for specific objectivity. 
Andersen (ІЭУЗа) showed that consistent estimates can be obtained 
by separation of subject and item parameters. This is done in the Con­
ditional Maximum Likelihood estimation method. 
The available tests for the Rasch model concentrate on the property 
of sample independence, the parameter estimates should, within sampling 
fluctuation, be equal over samples. Samples are mostly defined by means 
of the raw test score, this does not always lead to satisfactory results. 
In chapter 2 a first series of analyses is performed on the ISI 
tests. The Rasch model has been developed for power tests, in which all 
subjects have attempted all items. As the ISI tests have an effective 
time limit, a considerable number of subjects do not complete all items. 
This problem is attacked by the reduced sample technique, given the 
number of items included m an analysis, only those subjects are admitted 
to the sample that have attempted all relevant items. In this chapter 
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analyses are reported that have been performed on the first eleven 
items of the ISI tests, which consist of twenty items each. The model 
tests were based on the usual raw score partitioning, but also on a 
partitioning according to speed (the number of items attempted). Both 
types of model tests offer the same global conclusion the first five 
ISI tests meet the requirements of Rasch homogeneity, whereas ISI-6 
does not. 
The theory of ^ an der Ven (1969) postulates two traits, speed and 
precision, which account for the performance on time limit tests. These 
traits should be equal over tests. The measure for precision used by 
Van der Ven (the proportion of items correctly responded to) is shown 
to be invalid for the ISI tests. The subject parameter of the Rasch 
model is a good alternative. A concatenation of two Rasch homogeneous 
tests led to violation of the Rasch model. IVo explanations are: viola­
tion of the sufficiency axiom and violation of the dimensionality axiom. 
Only violation of the dimensionality axiom would entail the rejection 
of the theory of Van der \en. The available testing procedures fail to 
give information with regard to the source of model violation. 
In chapter 3 the effects of different types of model violations on 
the likelihood ratio test are studied by means of simulated data. 
Tests that are based on a raw score partitioning are sensitive to the 
violation of the monotomcity and sufficiency axioms. Under certain 
circumstances these tests may, however, be completely insensitive to 
violation of the dimensionality axiom. This is a serious deficiency of 
these test procedures. Every research, in which Rasch homogeneity is 
concluded from the results of these test procedures, must be questioned 
with regard to the dimensionality axiom. 
Two possible ways to test the dimensionality axiom are presented. 
In the first one items of the test are used to give an external criterion 
score for partitioning the sample. These items should not be included 
in the test proper in order to avoid artefactual model violations. 
A second instrument for testing the dimensionality axiom is the 
test statistic Q 2. This statistic is especially sensitive to violation 
of the dimensionality axiom. Α χ2 distribution of the test statistic is 
hypothesized. The mathematical foundation is as yet not available, but 
simulational results support this hypothesis. 
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In addition to the Q^ model test a second model test, Q 1, is 
introduced, which іь sensitive to the same effects as the likelihood 
ratio test. In its construction Q. is comparable to Q 7 and for this 
test too the mathematical justification is as yet lacking. In compa­
rison with the likelihood ratio test Q1 has several algorithmic ad­
vantages. Q. also permits the evaluation of model violation on the 
individual item and subsample level. 
In chapter 4 the 1ST tests are analysed again, making use of the 
methods developed in chapter Ъ. Before the results of the analyses are 
reported, some problems in the application of Q, and Q, are discussed, 
a measure for goodness of fit LS presented, which is complementary to 
the correlation between item parameter estimates of different samples 
and the use of the information measure is discussed both as an indi­
cator for the power of model tests and as a partitioning criterion. 
The same global conclusions can be drawn with respect to Rasch 
homogeneity as was done in chapter 2. the first five ISI tests meet 
the requirements of Rasch homogeneity to a high degree, whereas 
ISI-6 has to be rejected with regard to the hypothesis of Rasch homo­
geneity. The results of the Q-, model test do not lead to the revi­
sion of earlier conclusions. The Q. model test led to sane interesting 
additional results. A so called 'low score group phenomenon' was 
clearly observed. The groups of subjects with low raw scores contri­
buted considerably to the statistic Q,, whereas these groups contained 
only a small proportion of the sample. The low score groups are suspec­
ted to contain relatively many subjects with 'bad response vectors'. 
Several possible reasons for this hypothesis are given. The data also 
indicate a 'last item effect', which, however, does not show as clear­
ly as the low score group effect. 
The hypothesis of Rasch homogeneity also holds when the last 
eleven items are added to the pool (some items were eliminated). The 
first five ISI tests measure the underlying traits Rasch homogeneous­
ly and independently of the speed level. Transformations can be per­
formed, such that all subject parameters are measured on the same scale 
and such that speed and raw score on the total test are taken into 
account. 
A concatenation of ISI tests was analysed again. This time the Q 7 
model test permitted a definite conclusion, the latent traits measured 
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by the various ISI tests are not the same; the most essential assumption 
of the theory of Van der Ven must be rejected. The theory of speed and 
precision has at least to be modified. 
In the applications of chapter 4 the Q1 and Q- model tests proved 
to be valuable instruments for testing the Rasch model. 
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SAMbNVATTING 
Het model van de Deense mathematicus Geoi^ g Rasch is het centrale 
thana van de onderhavige studie. Het model wordt toegepast op de 
ISI intelligentie tests met tijdslimiet. In de toepassing presenteren 
zich problemen die samenhangen met de aanwezigheid van een tijdslimiet. 
Daarnaast worden problemen m de toepassing en toetsing van het Rasch 
model besproken, die een meer algemeen karakter dragen. 
In hoofdstuk 1 wordt het model van Rasch gepresenteerd in de con-
text van het algemene latente structuur model, ben belangrijke klasse 
van latente structuur modellen wordt gevormd door de latente trek 
modellen, waarvan de modellen van Birnbaum (1958) en Rasch (1960) de 
belangrijkste representanten zijn. I atente trek modellen zijn voor de 
psychometrie het meest relevant. Zij vormen een altemanef voor het 
klassieke test theoretische model. De latente trek theorie wordt be-
schouwd als de natuurlijke opvolger van de klassieke test theorie. 
Onder de latente trek modellen neemt het model van Rasch een 
speciale plaats in. Dit is te danken aan de zeer belangrijke eigen-
schap van specifieke objectiviteit. Een model heet specifiek objectief 
indien het een vergelijking van Objekten toestaat onafhankelijk van 
de gebruikte meetinstrumenten en indien het een vergelijking van meet-
instrumenten mogelijk maakt onafhankelijk van de selektie van Objekten. 
Het Rasch model is het enige dichotome, probabilistische, unidunen-
sionele model dat specifiek objectieve meting toestaat. Het Rasch model 
is in het bedoelde domein een noodzakelijke en voldoende voorwaarde 
voor specifieke objectiviteit. 
Andersen (1973a) liet zien dat consistente schatters verkregen 
kunnen worden door item en subject parameters onafhankelijk van elkaar 
te schatten. Dit gebeurt middels de 'Conditional Maximum Likelihood' 
methode. 
De gangbare toetsen voor het Rasch model concentreren zich op de 
eigenschap van steekproef onafhankelijkheid: de schattingen van de 
itan parameters mogen tussen steekproeven niet verschillen, behoudens 
toevals fluctuaties. Als regel worden steekproeven gevormd op basis 
van de ruwe test score. Dit leidt niet altijd tot bevredigende resul-
taten. 
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In hoofdstuk 2 ^ orclt een eerste ronde van analyses uitgevoerd 
op de ISI tests. Het Rasch model is ontworpen voor pouer tests, 
waarin alle subjecten alle opgaven proberen. In de ISI tests is de tijd 
gelimiteerd, zodat een aanzienlijk aantal subjecten niet aan alle items 
toekomt. Om dit probleem op te vangen wordt gebruik gemaakt van de 
'reduced sample technique': bij een gegeven aantal items worden enkel 
die subjecten in de steekproef opgenomen, die alle betrokken items gepro­
beerd hebben. In dit hoofdstuk worden analyses gerapporteerd die uitge­
voerd zijn op de eerste elf items van de twintig, die iedere ISI test 
telt. Toetsing van het model vond plaats op basis van een partitionermg 
van de steekproef op basis van ruwe test score, zoals gebruikelijk is. 
Daarnaast werd ook een partitionermg gehanteerd, welke gebaseerd was 
op snelheid (het aantal items af) . In beide gevallen lijken de eerste 
vijf ISI tests grosso modo aan de eisen van het Rasch model te voldoen, 
terwijl ISI-6 duidelijk als niet Rasch homogeen aangemerkt moet worden. 
De theorie van Van der Ven (1969) zegt dat aan de prestatie op 
tests met tijdslimiet twee dimensies ten grondslag liggen, snelheid en 
nauwkeurigheid. Deze dimensies zijn over tests gelijk. De precisie maat 
van Van der Ven (proportie goed) voldoet niet, de subject parameter 
van het Rasch model daarentegen wel. I en samenvoeging van twee Rasch 
homogene ISI tests leidde tot schending van het Rasch model. Twee ver­
klaringen bieden zich aan. schending van het 'sufficiency' axioma en 
schending van het dimensionaliteits axioma. Alleen schending van het 
laatste axioma zou tot verwerping van de theorie van \ап der Ven leiden. 
Er wordt geconcludeerd dat de bestaande toetsings procedures te weinig 
inzicht bieden in de aard van de model schendingen. 
In hoofdstuk 3 worden de effecten van verschillende soorten model 
schendingen op de likelihood ratio test onderzocht met behulp van 
gesimuleerd data materiaal. Test statistics gebaseerd op een partitio­
nermg van de dataset volgens ruwe score zijn gevoelig voor schending 
van het monotony en het 'sufficiency' axioma. Zij kunnen daarentegen 
onder bepaalde omstandigheden volstrekt ongevoelig zijn voor schending 
van het dimensionaliteits axioma. Dit moet beschouwd worden als een 
ernstig defect van bedoelde toetsings procedures. 
Ieder onderzoek waarin op basis van deze toetsings procedures tot 
Rasch homogeniteit geconcludeerd werd, moet met betrekking tot het 
dimensionaliteits axioma in twijfel worden getrokken. 
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Twee manieren om het dimensionalitcits axioma te toetsen worden 
gepresenteerd. De eerste behelst het gebruik van sommige items van een 
test als extern partitionenngs criterium. Deze items mogen geen deel 
uitmaken van de te analyseren test, aangezien dan artificieele model 
schendingen ontstaan. 
Als tweede middel om het dimensionalitcits axioma te toetsen, wordt 
een nieuwe toets, Q,, geïntroduceerd. Deze toets is bij uitstek gevoelig 
voor schendingen van het dimensionaliteits axioma. Voor de steekproef 
verdeling van de toetsings grootheid wordt een χ2 verdeling veronder­
steld. De mathematische verantwoording hiervoor is nog niet gegeven, 
maar simulatie studies geven steun aan deze veronderstelling. 
Naast de dimensionaliteits toets, Q 7, wordt een tweede toets, Q., 
gepresenteerd. Deze toets is gevoelig voor dezelfde effecten als de 
likelihood ratio test, maar is in zijn constructie te vergelijken met 
Q 7. Naast een aantal voordelen van reken-technische aard, biedt Q. meer 
gedetailleerde informatie met betrekking tot model schendingen. Ook 
voor Q1 is de definitieve, mathematische verantwoording nog met gege­
ven. 
In hoofdstuk 4 worden de ISI tests opnieuw aan een serie analyses 
onderworpen, nu met gebruik making van de methodes, die in hoofdstuk 3 
zijn ontwikkeld. Hieraan vooraf gaand worden practische problemen bij 
de toepassing van Q. en Q, besproken. Tevens wordt een nieuwe maat 
voor 'goodness of fit' gepresenteerd, welke een aanvulling is op de 
correlatie tussen de parameter schattingen van twee steekproeven. Ook 
wordt aandacht besteed aan het gebruik van de informatie maat als indi­
cator voor de power van toetsings procedures en als partitionenngs 
criterium. 
Met betrekking tot Rasch homogeniteit worden, globaal gesproken, 
dezelfde resultaten geboekt als in hoofdstuk 2 de eerste vijf tests 
voldoen tot op grote hoogte aan de eisen van Rasch homogeniteit, ISI-6 
dient duidelijk afgewezen te worden. De resultaten van de model test 
Q-, gaven geen reden eerdere conclusies te herzien. De model test Q. 
toonde een duidelijk 'lage score groepen effect' aan. De groepen van 
subjecten met lage scores leveren hoge bijdragen aan de toets grootheid, 
terwijl het aantal subjecten in deze groepen zeer gering is. Er wordt 
verondersteld dat de lage score groepen veel ondeugdelijke score vec­
toren bevatten, enige redenen voor deze veronderstelling worden aange-
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geven. Ook een zogeheten 'laatste item effect' vindt enige steun in de 
data. 
Ook na toevoeging van de resterende items van iedere test, blijft 
de hypothese van Rasch homogeniteit staande; hier en daar dient even-
wel een enkel itan geëlimineerd te worden. De latente trekken ge-
meten door de eerste vijf ISI tests morden, onafhankelijk van het 
snelheids nivo. Rasch homogeen gemeten. Het is mogelijk transformaties 
uit te voeren zodanig dat alle subjecten, met in acht neming van het 
aantal af en hun ruwe score, op één gemeenschappelijke schaal worden 
gemeten. 
Met behulp van de model toets Q, wordt wederom een samenvoeging 
van ISI tests geanalyseerd. Nu kan definitief de conclusie getrokken 
worden dat de latente trekken, gemeten door de diverse ISI tests, niet 
allen dezelfde zijn, waarmee de meest wezenlijke veronderstelling van 
de theorie van Van der Ven wordt weerlegd. De snelheids-precisie theo-
rie vraagt op zijn minst om enige modificatie. 
In de toepassingen van hoofdstuk 4 bleken zowel Q, als Q, waarde-
volle aanwinsten bij het toetsen van het Rasch model. 
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APPENDIX Λ 
The ISI tests; test material 
1. SYNONIEMEN (synonyms) 
Zoek op het antwoordblad het vak Synoniemen 
V i sterk a dik b krachtig с appel d slim e strand 
Achter sterk staan vijf andere woorden, waarvan één hetzelfde betekent als sterk Onderstreep op het antwoordblad de 
letter van dat woord 
V2 pi loot a vliegtuig b lot с vliegenier d passagier 
Onderstreep op het antwoordblad achter V2 het woord dat hetzelfde betekent als piloot. 
e plooi 
Opgaven 
1 Boos 
2 Schavuit 
3 Bedroefd 
ί Bevreesd 
5 M u n t 
6 Moedig 
7 Gelaat 
β V r e k k i g 
9 Terstond 
10 Skelet 
11 P r o p e r 
12 Bedaagd 
13 Schril 
14 Snoeven 
15 Tijding 
16 Bewind 
17 Pui 
18 Hacheli jk 
19 Stonde 
20 Raming 
bot 
schaaf 
moe 
bibberen 
rond 
dapper 
gezicht 
gulzig 
staan 
mager 
mooi 
later 
scheef 
poffen 
t i jd 
bestand 
pukkel 
gevaarlijk 
staand 
venster 
kwaad 
t immerman 
zielig 
laf 
stuiver 
held 
gelaten 
leugenachtig 
dadelijk 
kerkhof 
huisje 
oud 
stil 
pochen 
bericht 
winderig 
etalage 
gemakkelijk 
wekker 
beroving 
с reus 
с schurk 
с t reur ig 
с bedeesd 
с geldstuk 
с ІаГ 
с hoofd 
с gierig 
с zitten 
с geraamte 
с zindelijk 
с goedendag 
с schel 
с snuiven 
с horloge 
с bestuur 
с gevel 
с zielig 
с klok 
с opening 
vals 
scheermes 
arm 
muis 
geldig 
vermoeid 
laat 
geldig 
straks 
dode 
huisvrouw 
overdag 
verschrikt 
sneuvelen 
postbode 
macht 
puimsteen 
hatelijk 
rechtop 
raam 
e onweer 
e kapper 
e snikken 
e angstig 
e metaal 
e gevecht 
e vroeg 
e zuinig 
e snel 
e scheelhetd 
e vuil 
e jonger 
e erg 
e spreken 
e t i jdeli jk 
e omwonden 
e winkel 
e belachelijk 
e uur 
e schatting 
GA NIET VERDER VOOR DIT GEZEGD WORDT 
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2. GbKNII'Tt FlOUiíiN (cut f igures) 
Onderstreep op het antwoordblad de letters van de twee stukken, die, samen met het aangekruiste stuk, de voorste ¿roce 
figuur vormen Onderstreep twee letters, met meer en niet minder. 
/ \ 
/ 
•Δ : £3 _ , ^ _. 
^ v »* 
u
'
 А
 V^/3 D· 
ν/.Αζ^'Δ ' 
.\ « 'Δ ^cJ-
йЛ - L· 
C»7 V Δ ^ 'ô ^ 
^ 7 ^ П O 
^^D^û^ 
{/ys^b 
GA DOOR OP DE VOLGENDE BLADZIJDE 
2. GEKNIPTE FIGUREN (cut figures) 
/ \ 
/ / 
ΓΛ 
I \ 
0 
> t ν Л 'Л 1 
^^ t^E 
•ζ /, .д , / 
О'ЛЕГ'О^^ 
^ К Δ С. 'ß^ 
Άν '4%^ л 
Δ^^/ί?^ 
·
:
ο^^^0. 
¿? d'y-
υ- ' zi zi-
NIET OMSLAAN VOOR HET GEZECD WORDT 
3. TEGENSTELLINGEN (opposites) 
Zoek op het antwoordblad het vak Tegenstellingen. 
VI Mooi a bedroefd b fijn с prettig d lelijk e rood 
Achter mooi staan vijf woorden, waarvan één precies het tegenovergestelde betekent van mooi Onderstreep op het 
antwoordblad de letter van dat woord 
V2 Dapper л stil b laf с vlucht d vechten e wreed 
Onderstreep op het antwoordblad achter V2 het woord dat het tegenovergestelde betekent van dapper. Onderstreep 
altijd maar één letter 
Opgaven 
1 W i t 
2 Oud 
3 Lenig 
4 Gesloten 
S Vrede 
i N o o r d e n 
7 H e l d e r 
β V e r m o e i d 
9 Liefhebben 
10 Lossen 
11 Verlegen 
12 Vreugde 
1« Foutief 
15 Zelfstandig 
1« Schriel 
17 O p e n l i j k 
ie Handig 
19 Natuurlijk 
20 Eeuwig 
a grijs 
a kaal 
a. langzaam 
a slot 
a rust 
a. negers 
a diep 
a f it 
a plagen 
a vasten 
a blozen 
a hullen 
a. tezamen 
a som 
a afhankelijk 
a gri l l ig 
a gesloten 
a langzaam 
a vanzelfsprekend 
a jaarlijks 
zwart 
krnd 
rustig 
open 
kanonnen 
pool 
zwart 
vrol i jk 
beminnen 
losmaken 
strijdlustig 
smart 
weinig 
mooi 
opstandig 
vrijgevig 
dichterl i jk 
stuntelig 
kunstzinnig 
wispelturig 
sneeuw 
long 
rechts 
dicht 
geluk 
oosten 
troebel 
beweeglijk 
kwetsen 
vastmaken 
schreeuwerig 
lachen 
apart 
|ulst 
kinderl i jk 
schnkachtlg 
zachtjes 
benig 
vriendeli jk 
duurzaam 
helder 
oma 
landerig 
vr i j 
oorlog 
warmte 
t reur ig 
uitslapen 
verdragen 
laden 
vri jmoedig 
boosheid 
eenzaam 
slecht 
stevig 
vrol i jk 
verboden 
sloom 
gekunsteld 
vergankelijk 
roet 
sterk 
stijf 
kast 
verdriet 
zuiden 
w i t 
vervelend 
haten 
ledigen 
bedeesd 
pret 
veel 
knap 
onzeker 
kinderachtig 
stiekem 
onhandelbaar 
zeldzaam 
t i jdig 
NIET DOORGAAN VOOR DIT GEZEGD WORDT 
4 DRAAIEN (rotation) 
Onderstreep op het antwoordblad de letters van de t w e e figuren die je kunt krijgen door draaiing van de figuur voor de 
lijn Onderstreep twee letters, met meer en niet minder 
3 
Ρ 
LJ 
X 
Ί 
V 
¿^v 
Λ 
( 
ê У ï А- \ь 
X ï ^ 7- V 
i -r3 'x J' 
)^ <y o G o 
>з ^ % ck ^ 
r λ ^ ^ -V· 
У 'Δ ξ? es* ^ · 
^ Í е- ^  φ 
•Λ Ú7 '4- 5? :φ 
^ Σ' Л Ε Λ 
GA DOOR OP DE VOLGENDE BLAD ZIJ D l 
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4. DRAAIEN (rotation) 
2 
^ 
Ν 
<£ 
Φ 
t 
и 
^ 
V 
^ 
<ƒ* eia χ. ^ <^  
¿к ^ Ч- ΊΓ ^ 
^ ^ ^ ч •>, 
^ ^ ь Ч Ъ 
k <^ ^> &' і 
-я* Ч } *** fi 
л > 1> > ^ 
¿5/ ' ^ . Ь ^ НЧ 
4 Г^ -ч t А 
^ ^ ^ с <^ 
NIET O M S L A A N V O O R Н Е Т G E Z E G D W O R D T 
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5. SOORTBEGRIP WOORDFN (word categories) 
VI Maandag woensdag zaterdag a januari b dinsdag с april d zaterdag e avond 
De drie dikgedrukte woorden horen bij elkaar het zijn allemaal dagen van de week Twee van de vijf volgende woorden 
horen daar ook bij Onderstreep de letters van die twee woorden op het antwoordblad 
V2 K r a n t boek enveloppe a Imeaal b ЬпеГ с potlood d schrift e inkt 
De drie eerste dingen zijn van papier Twee van de volgende horen er daarom bij Onderstreep de l e t t e n van die t w e e 
woorden op het antwoordblad 
V3 Mus meeuw z w a l u w a vink b paard с mug d merel e vlieg­
machine 
Onderstreep telkens t w e e letters achter elk nummer op het antwoordblad 
Opgaven 
1 Dubbelt je 
2 Peer 
3 W o l 
4 jas 
gulden 
kers 
zijde 
broek 
5 T i m m e r m a n winkel ier 
6 Mist 
7 Viool 
θ Huis 
9 Lachen 
10 Bed 
11 Fiets 
12 IJverig 
13 M e r e l 
U Berg 
15 G r a a f 
16 D u i k b o o t 
17 IJzer 
1Θ Droefheid 
19 S t o o m b o o t 
20 Schilderij 
zonneschijn 
t r o m p e t 
station 
s t o t t e r e n 
h a n g m a t 
auto 
bescheiden 
kanarie 
dijk 
hertog 
mijnenveger 
koper 
angst 
t r e i n 
standbeeld 
k w a r t j e 
perzik 
katoen 
jurk 
d o k t e r 
vorst 
piano 
k e r k 
schreien 
divan 
kar 
netjes 
lijster 
heuvel 
baron 
kruiser 
goud 
vreugde 
vliegtuig 
muziekstuk 
a spaarpot 
a appel 
a ijzer 
a plooi 
a mens 
a onweer 
a stri jkstok 
a muur 
a loeien 
a deken 
a boot 
a zorgzaam 
a kraai 
a dal 
a Jonkheer 
a walvisjager 
a zilver 
a woede 
a fiets 
a penseel 
koningin 
boom 
nylon 
t r u i 
smid 
temperatuur 
muziekboek 
deur 
blaffen 
wieg 
slee 
speels 
meeuw 
grot 
burgemeester 
kustvaarder 
diamant 
stilte 
bromfiets 
museum 
с spaarbank 
с tum 
с bloesje 
с rok 
с onderwijzer 
с regen 
с orgel 
с schuur 
с fluisterer. 
с stoel 
с luch.schip 
с spraakzaam 
с nachtegaal 
с rots 
с prins 
с vliegdekschip 
с steenkool 
с moed 
с zweefvhegtuí] 
с bouwwerk 
g d 
stuiver 
pruim 
linnen 
knopen 
klant 
Ijs 
radio 
postkantoor 
spreken 
kussen 
koets 
goedhartig 
eend 
strand 
pres ide« 
e cent 
e bloesem 
e jas 
e mouwen 
e vader 
e modder 
e harmonlka 
e baksteen 
e kakelen 
e ledikant 
e t re in 
e goedgelovig 
e leeuwerik 
e duin 
e minister 
torpedojager e sleepboot 
parel 
glimlach 
roeiboot 
musicus 
e lood 
e ergernis 
e autobus 
e gedicht 
NIET DOORGAAN VOOR DIT CEZEOO WORDT 
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6 . SOORTtít-CRIP m . U R l N ( f i ^ u r u t a t L ' g o n e s ) 
Voór de Itjn staan dne figuren die bij elkaar horen Achter de lijn moet Je telkens twee figuren opzoeken die daar ook bij 
horen Onderstreep de letters van die twee figuren Dus twee letters, met meer en niet minder 
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APPENDIX В 
Item parameter estimates of all ISI tests. The estimates are based on 
the restricted samples S^Q (those subjects which have attempted all 
items). 
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Estimates obtained fron complete item pool. 
ISI-1 ISI-2 ISI-3 ISI-4 ISI-5 ISI-6 
N 1405 1934 1524 1160 1630 1181 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
4.08 
3.19 
1.94 
1.27 
2.24 
1.85 
0.12 
0.40 
-0.22 
1.82 
-1.80 
-0.75 
-0.73 
-1.45 
-2.14 
-2.11 
-1.89 
-1.75 
-2.01 
-2.09 
2.80 
3.43 
1.58 
2.46 
2.39 
0.88 
0.39 
1.06 
1.05 
1.30 
-0.69 
-1.06 
-0.38 
-0.90 
-1.41 
-2.50 
-2.34 
-1.88 
-2.54 
-3.63 
2.98 
2.51 
2.19 
2.33 
1.87 
0.14 
1.10 
1.55 
0.65 
0.68 
-0.21 
-2.00 
-0.91 
-0.76 
-1.38 
-2.31 
-0.97 
-2.66 
-2.81 
-1.99 
3.21 
2.01 
2.15 
1.29 
1.38 
1.33 
0.69 
0.35 
-0.39 
-0.06 
-0.46 
-1.04 
-0.77 
-0.68 
-0.90 
-0.82 
-1.04 
-1.83 
-2.32 
-2.10 
2.34 
2.05 
0.62 
0.81 
0.94 
0.85 
0.70 
0.17 
0.27 
-0.08 
0.40 
0.07 
-0.18 
-0.67 
-0.35 
-0.62 
-0.29 
-1.53 
-2.48 
-3.00 
1.89 
2.02 
0.89 
0.73 
0.01 
0.40 
0.93 
1.24 
0.33 
0.07 
0.64 
1.00 
0.19 
0.40 
-0.14 
-1.16 
-0.24 
-1.53 
-3.53 
-4.13 
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Estimates obtained after elimination of deviating items (see text) 
ISI-1 ISI-2 ISI-3 
items 
eliminated 7 ; 11 ; 12 12;16 8;13 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
3.98 
3.08 
1.81 
1.14 
2.11 
1.72 
0.27 
•0.36 
1.69 
•0.87 
•1.61 
•2.31 
•2.28 
•2.05 
1.91 
•2.17 
•2.26 
2.60 
3.23 
1.38 
2.26 
2.18 
0.67 
0.19 
0.85 
0.85 
1.10 
-0.88 
-0.58 
-1.09 
-1.60 
-2.53 
-2.07 
-2.73 
-3.82 
2.99 
2.53 
2.21 
2.35 
1.88 
0.17 
1.13 
0.68 
0.71 
-0.17 
-1.95 
-0.71 
-1.33 
-2.27 
-0.93 
-2.61 
2.76 
-1.94 
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GLOSSARY of the most frequently used symbols 
Symbols that have only local relevance are omitted from this glos­
sary, as they are defined in the immediate neighbourhood of the place 
where they are used. 
symbol meaning definition on page 
В; В measure of speed; nunber of itans 
completed 45 
D scaling factor in the model of Bimbaun 2 
f i : fiU); 
f(x -li,ξ) item characteristic function 4 
f..(ζ) probability of simultaneously observing 
x. = 1 and x. = 1 5 
g(ξ) density of the latent trait ξ 9 
G(£,n ) combinatorial generating function 24 
I information matrix 27 
I the total amount of statistical information 
available in a given sample 143 
к number of items 5 
1 number of subsamples in a partitioning 119 
L simultaneous or unconditional likelihood 20 
L conditional likelihood 22 
N number of subjects; sample size. In the 
present applications N stands for effective 
sample size 53 
n.. number of subjects with x.=1 and x=1 
falso η-., п.- and η — will be used) 113 
η test score of subject v; sufficient statistic 
for the subject parameter in the Rasch model 19 
η , nunber of subjects correctly responding to 
item i; sufficient statistic for the item 
parameter in the Rasch model 19 
η vector of subject marginals 21 
η . vector of item marginals 21 
213 
тгеапгпд 
definition on page 
vector of item marginals in the 
group of subjects with test score г 29 
proportion of attempted items correctly 
answered by subject ν 73 
structure matrix in the linear logistic 
model 41 
test statistic introduced in this study 120 
test statistic Q 1 before application of 
correction factor 119 
test statistic Q, after elimination of the 
low score group effect 152 
test statistic introduced in this study 129 
test statistic Q-, for the sample with 
raw test score r 128 
raw test score; sufficient statistic 
m the Rasch model 14 
the Fischer-Schciblechner test statistic 31 
the Martin Lof test statistic 37 
manifest stochastic variable; the response of 
subject ν on item L 4 
realization of X 4 
vi 
response vector 5 
part of the response vector z_ 97 
response vector 96 
part of the response vector ζ_ 97 
Wnght-Panchapakesan statistic 38 
super response vector consisting of χ and £ 97 
conjugate of z_ 97 
z-transform of the statistic Q. 61 
z-transform of the statistic Q 7 61 
z-transform of the statistic Ζ 61 
likelihood ratio test statistic 30 
sirribol теипгпд doft-mtbon on page 
a speed parameter in the model of \an 
der Ven 73 
α item discriminating power 2 
γ basic symnotric function of order r 24 
γ ι first order partial derivative of the 
basic syirmetric function γ with respect 
to item parameter e 27 
Ύ^_7 second order partial derivative of γ with 
respect to the item parameters ε and с 27 
ε , ε item parameters 12 
v' w subject parameters 12 
λ likelihood ratio 30 
π,π precision parameter in the model of Van der Ven 73 
π the probability that item ι is positively 
responded to by subject ν 73 
π the response probability for item ι in subsample 
with raw score r 34 
ρ correlation between latent traits 94 
σ ,σ item parameters 12 
ξ ,£ subject parameters 12 
2 
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S I L L L I N G L N 
1. De ISI intelligentie tests kunnen, met één uitzondering, aangemerkt 
worden als specifiek objectieve meetinstrumenten. 
2. Het precisie concept van Van der \en (1964) is geen trans-situationele 
constante. 
Van der Ven, A.H.G.S. The Ъгпотаі error тэаеі applied to time-limit 
tests, (dtssertane). 'Hjmegen Schvppers, 1969. 
3. Het alom gangbare gebruik om tests met tijdslimiet enkel in termen 
van het aantal correct beantwoorde vragen te scoren is uit theoretisch 
oogpunt onjuist. 
4. De modeltoets Q. is een waardevolle aanvulling op de bestaande 
toetsen voor het Rasch model, (аъі proefsohrift) 
5. De modeltoets Q 7 is een noodzakelijke aanvulling op de bestaande 
toetsen voor het Rasch model, (dit proefschrift) 
6. Alle onderzoek, waarin enkel op basis van de tot nu toe gangbare 
toetsen tot Rasch homogeniteit werd besloten, moet op het punt 
van de unidimensionaliteit in twijfel worden getrokken. 
7. Voor het onderzoek van de mate van overeenkomst tussen twee sets 
van variabelen verdient redundantie analyse de voorkeur boven 
canoni sehe correlatie analyse. 
Van den Wollenberg, A.L. Redundancy analysis; an alternative for 
canonical correlation analysis. Psychometrika, 197/, 42, 207-219. 
8. De rollen test (Dupont et al., 1975) laat zich ontbinden in de zin 
van het lineair logistische model. 
Dupont, J.B., Gendre, F. & Pauli, L. Epreuves opératoires et tests 
classiques. Revue européenne des sciences sociales et Cahiers 
Vilfredo Pareto, 1975, 127-198. 
Van den Wollenberg, A.L. Some structural models for the pencil and 
cylinder test. Pepert 77 MA 02, Nismegen, 1977. 
9. De representatie van de radex in zijn fjctorpatroon-paranctrisermg 
met behulp van nonmetrische, multidimcnsioncle schaaltechnicken 
levert m e t de door Guttman (1954) gesuggereerde radiale expansie 
in tuee dimensies op, maar veeleer een cylindroïde configurai ie 
van variabele dimensionaliteit. 
Guttman, L. A neu approach to factor analysis· tht radex. In. 
P.F. Lazarsfeld (cd.) Маікетаігсаі tki'nktng in the social sciences. 
New York. Free Press, 1904. 
Van den Wollenberg, A.L. Nonmetric renresen^ation of the raaex in 
its factor pattern parametrization. In S. Shye Theory construction 
and data analysis m the behavioral sciences. San Francisco· 
Jossey-Bass, 1978. 
10. Uitspraken over de erfelijkheid van intelligentie zijn voorbarig, 
zolang het intelligentiebegrip niet theoretisch bevredigend is 
geformuleerd. 
11. In de sociale vvctenschappen horden complexe data-analytische 
methoden te vaak gebruikt als middel om een critische, creatieve 
confrontatie tussen onderzoeker, theorie en data uit de weg te 
gaan. 
12. Het tot stand komen van een coalitie tussen PvdA en W O wordt in 
sterke mate belemmerd door een ongeldige ééndimensionale opvatting 
van het politieke domein. 
13. Het gegeven dat de CIA-idcologie zowel mot lood als oud ijzer kan 
worden opgevuld werpt de vraag op of deze ideologie ook in andere 
opzichten gelijkenis vertoont met een uitdragerij. 
Ni¿meqen, ?2 november 1973 A.L. van den Wellenberg 


