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Abstract- Most work on wireless communications had focused on having an antenna array at only one end of the wireless 
link  —  usually  at  the  receiver.  Seminal  papers  by  Gerard  J.  Foschini  and  Michael  J. Gans
[1],  Foschini
[2]  and  Emre 
Telatar
[3]  enlarged  the  scope  of  wireless  communication  possibilities  by  showing  that  for  the  highly-scattering 
environment substantial capacity gains are enabled when antenna arrays are used at both ends of a link. An alternative 
approach to utilizing multiple antennas relies on having multiple transmit antennas and only optionally multiple receive 
antennas. Proposed by Vahid Tarokh, Nambi Seshadri and Robert Calderbank, these space–time codes
[4](STCs) achieve 
significant error rate improvements over single-antenna systems. Their original scheme was based on trellis codes but the 
simpler  block  codes  were  utilised  by  Siavash  Alamouti
[5],  and  later  Vahid  Tarokh,  Hamid  Jafarkhani  and  Robert 
Calderbank
[6] to develop space–time block-codes (STBCs). STC involves the transmission of multiple redundant copies of 
data to compensate for fading and thermal noise in the hope that some of them may arrive at the receiver in a better state 
than others. 
I-INTRODUCTION 
To understand the properties of the STC, we will give an overview on the performance analysis first developed by 
Tarokh [6].  
For the performance analysis of STCs it is important to evaluate the pairwise error probability (PEP). The pairwise 
error probability P(S, Ŝ) is the probability that the decoder selects a codeword Ŝ = [ŝ1, ŝ2 … ŝN], when the transmitted 
codeword was in fact 
 S = [s1, s2 … sN] ≠ Ŝ. 
Assuming that the matrix H = [h1, h2 . . . hN] is known, than the conditional pair wise error probability is given as: 
 
                                          (1) 
               
Where d
2
H(S, Ŝ) is given by  
                   
                                                                                                      (2) 
 
 
Where Es is the energy per symbol at each transmit antenna, N0 is noise power spectral density and Q(x) is the 
complementary error function defined by: 
        (3)   
 
By applying the bound 
                                                      (4)  
The PEP becomes                                                                                                                                                    (5) 1053 
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II. ERROR PROBABILITY FOR SLOW FADING CHANNELS 
If slow fading is assumed, the fading coefficients are assumed to be constant during Ns symbols and vary from 
one symbol block to another, which means that the symbol period is small compared to the channel coherence 
time [7]. Since the fading coefficients within each frame are constant the superscript t of the fading coefficients 
can be ignored: 
                                                                                                                                                                                 (6) 
 
Let us define a nt × N codeword difference matrix B:                                                                                                                  
 
 
                                                                                                                                                                                (7) 
 
 
Next, a nt × nt code distance matrix A is defined as: 
              A = BB
H                                                                                                                       (8)  
Where the superscript H denotes the Hermitian (transpose conjugate) of a matrix. A is a nonnegative definite 
Hermitian matrix, since A = A
H and the Eigen values of A are nonnegative real numbers [7]. Therefore, there 
exists a unitary matrix U and a real diagonal matrix ∆ such that 
                         UAU
H = ∆                                                                                                              (9) 
 The rows of U, {u
1, u
2, · · ·, u
nt} are the eigenvectors of A. The diagonal elements of ∆, denoted as λi, i = 1, 2, · · · , 
nt are the eigen values of A. Let r denote the rank of the matrix A. Then there exist r real, nonnegative eigen values 
λ1, λ2, · · · , λr. 
with hj = [hj,1, hj,2, ..., hj,nt]
T, and βj,I = hj · u
t Eq. (2) can be written as:  
  
                                                                           
                                                                                                                                                                             (10) 
       
Substituting (10) in (5) we obtain 
 
                                                                                                               (11)  
 
Inequality (11) is an upper bound on the conditional pairwise error probability expressed as a function of |βj,i|. 
Assuming knowledge of hj,i we can determine the distribution of |βj,i|. Note that, for U = const, and assuming that hj,i 
are complex Gaussian random variables with mean µh
j,i  and variance 1/2 per dimension and {u
1, u
2, · · · , u
nt} is an 
orthonormal basis of an N-dimensional vector space. 
Therefore |βj,i| are independent complex Gaussian random variables with variance 1/2 per dimension and mean µβ
j,i , 
 
                                                                                                                                                                            (12) 
Where E [·] denotes the expectation. Let  
2 , , i j
h
i j K m =  then |βj,i| has a Rician distribution with the probability 
density function (pdf). 
 
                                                                                                                                                                            (13) 
 To compute an upper bound on the mean probability of error, we have simply to average over IJECSE,Volume1,Number 3  
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                                                                                                                                                                                 (14)  
 
    For the special case of flat Rayleigh fading with  E[hi,j ] = 0 and Ki,j = 0 for all i and j, the PEP can be bounded by: 
 
                                                                                                                              (15) 
     
Where r denotes the rank of the matrix A(S,ˆS) and _1, _2, · · · , _r are the nonzero eigen values of the matrix 
A(S,Ŝ). 
From (15) two most important parameters of a STC can be defined: 
A. The Diversity Gain  
Diversity gain is equal to rnr. It determines the slope of the mean PEP over SNR curve. It is an approximate 
measure of a power gain of the system with space diversity compared to system without diversity measured at the 
same error probability value. 
B. The Coding Gain 
The Coding Gain is( )
1/r
i 1      l
r
i= P . It determines a horizontal shift of the mean PEP curve for a coded system 
relative to an uncoded system with the same diversity gain. 
To minimize the PEP, it is preferable to make both diversity gain and coding gain as large as possible. 
Since the diversity gain is an exponent in the error probability upper bound (15), it is obvious that in the high 
SNR range achieving a large diversity gain is more important than achieving a high coding gain. 
III. ERROR PROBABILITY FOR FAST FADING CHANNELS 
In a fast fading channel, the fading coefficients are constant within each symbol period but vary from one symbol 
to another. At each time t the space-time symbol difference vector f (st, ŝt) is 
                                                                                                                                                                                    (16) 
 
    Let us consider an nt × nt matrix C (st, ŝt) defined    
    as: 
                                                                                                                                                                                   (17) 
It is clear that the matrix C(st, ŝt) is Hermitian and there exists a unitary matrix Ut and a real- valued diagonal matrix 
Dt, such that: 
                                                                                                                                                                                  (18) 
The diagonal elements of Dt are the eigen values 
i
t D ,  i = 1, 2, · · · , nt, and the rows of Ut, {u1
t , u2
t , · · · , ut
nt }, are 
the eigenvectors of C(st, ŝt), which form a complete orthonormal basis of an nt – dimensional vector space. 
In the case st = ŝt, C (st, ŝt) is an all-zero matrix and all the Eigen values 
i
t D  are zero. On the other hand, if st ≠ ŝt the 
matrix C (st, ŝt) has only one nonzero eigen value and the other nt − 1 eigen values are zero. Let 
1
t D  be the single 
nonzero eigen value element which is equal to the squared Euclidian distance between the two space-time symbols st 
and ŝt: 
 
                                                                                                                                                                                 (19) 
 
The  eigenvector  of  C(st,  ŝt)  corresponding  to  the  nonzero  eigen  value 
i
t D   is  denoted  by 
j
t t h u ,
1   is  defined 
] ,..., , [ , 2 , 1 ,
t
n j
t
j
t
j
j
t t h h h h =  and  . 1 ,
i
t
j
t
t
j h h × = b   Since hi,j are samples of a complex Gaussian random variable with 1055 
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mean E[hi,j] and since Ut is unitary, it follows that 
t
j 1 , b  are independent Gaussian random variables with variance 
1/2 per dimension. The mean of 
t
j 1 , b  can be easily computed from the mean of 
j
t h and the matrix C (st, ŝt). 
Assuming fast fading, the modified Euclidian distance in (2) can be rewritten as: 
 
 
                                                                                                                                                                                  (20) 
 
Since at each time t there is at most only one nonzero eigen value
1
t D , the (20) can be represented as: 
 
                                             
 
 
                                                                                                                                                                            (21) 
 
 
Where ρ(s, ŝ) denotes the set of time instances t = 1, 2, …,N where ||st − ŝt||≠ 0.  
Substituting (21 into (1), we obtain: 
 
                                                                                                                                                                            (22) 
 
Denoting δH as the number of the space-time symbols in wich two code words S and Ŝ differ, then at the right side 
of  inequality  (22),  there  are  δHnr  different  random  variables.  The  term  δH  is  called  space-time  symbol-wise 
Hamming distance between two code words. 
For a special case where 
t
i j, b  are Rayleigh distributed, the upper bound of the pairwise error probability at high 
SNR’s becomes [3] 
 
 
 
 
                                                                                                                                                                
 
                                                                                                                                                                          (23) 
 
Where 
2
p d  is the product of the squared Euclidian distances between the two space-time symbol sequences and it is 
given by 
                                                                                                                                                                         (24) 
                                                                                    
 
The term δHnr is called the diversity gain in case of fast fading channels and 
 
                                                                                                                                                                        (25) 
 
is called coding gain, where d
2
u is the squared Euclidian distance of the uncoded reference system. Diversity and 
coding gains are obtained as the minimum of δHnr and 
H
p d
d / 1 2 over all pairs of distinct code words [3]. IJECSE,Volume1,Number 3  
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IV. CONCLUSION 
The optimal code design in fading channels depends on the possible diversity gain (total diversity) of the STC 
system. For codes on slow fading channels, the total diversity is the product of the receive diversity, nr, and the 
transmit diversity r provided by the coding scheme (15). For codes on fast fading channels, the total diversity is the 
product of the receive diversity nr, and the time diversity δH, achieved by the coding scheme (23). For small values 
of total diversity and slow fading channels, the diversity and the coding gain should be maximized by choosing a 
code with the largest minimum rank and the largest determinant of the distance matrix A. For fast fading channels, a 
code with the largest minimum symbol-wise Hamming distance and the largest product distance should be chosen. 
Further details about code design can be found in [3]. 
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