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The second cohomology of simple SL3-modules
David I. Stewart
New College, Oxford
Abstract. Let G be the simple, simply connected algebraic group SL3 defined
over an algebraically closed field K of characteristic p > 0. In this paper, we find
H2(G, V ) for any irreducible G-module V . When p > 7 we also find H2(G(q), V )
for any irreducible G(q)-module V for the finite Chevalley groups G(q) = SL(3, q)
where q is a power of p.
1 Introduction
Let G = SL3 be defined over an algebraically closed field K of characteristic
p > 0. Let T be a maximal torus of G. Recall that the weight lattice X(T )
of T is generated over Z by the fundamental weights λ1 and λ2 so can be
identified with Z×Z by (a, b) = aλ1 + bλ2, while the dominant weights X+
of T can be identified with (a, b) such that a, b ∈ Z≥0. Thus for each pair
of positive integers (a, b) there is an irreducible module L(a, b) of highest
weight (a, b). Let V be a G-module. As G is defined over Fp we have the
notion of the dth Frobenius map which raises each matrix entry in G to
the power pd. When composed with the representation G → GL(V ), this
induces the twist V [d] of V . The first Frobenius map has a infinitesimal
scheme-theoretic kernel G1 ⊳ G, (see for instance, [Jan03, I.9]).
Let (a0, b0) + p(a1, b1) + p
2(a2, b2) + . . . be the p-adic expansion of the pair
of integers (a, b). By Steinberg’s tensor product theorem, the irreducible
module L(a, b) of high weight (a, b) is given by
L(a0, b0)⊗ L(a1, b1)
[1] ⊗ L(a2, b2)
[2] ⊗ . . . .
In [Ste10] we calculated the second cohomology of simple modules for SL2.
We perform the task here for SL3-modules.
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Theorem 1. Let V = L(a, b)[d] be any Frobenius twist (possibly trivial) of
the irreducible G-module L(a, b) with highest weight (a, b). For p ≥ 3, let
L(a, b) or L(b, a) be one of
L(1, 1)[1],
L(p− 3, 0) ⊗ L(0, 1)[1],
L(p− 2, 1) ⊗ L(p− 3, p − 2)[1],
L(p− 2, 1) ⊗ L(2, p − 3)[1] ⊗ L(1, 0)[2],
L(p− 2, 1) ⊗ L(p− 2, 2)[1] ⊗ L(0, 1)[2],
L(p− 2, 1) ⊗ L(0, 1)[1] ⊗ L(p− 2, p − 2)[r+1],
L(p− 2, 1) ⊗ L(0, 1)[1] ⊗ L(p− 2, 1)[r+1] ⊗ L(0, 1)[r+2],
L(p− 2, 1) ⊗ L(0, 1)[1] ⊗ L(1, p − 2)[r+1] ⊗ L(1, 0)[r+2],
L(p− 2, p − 2)⊗ L(p− 2, p − 2)[r], or
L(p− 2, p − 2)⊗ L(1, p − 2)[r] ⊗ L(1, 0)[r+1]
for any r > 0; and for p = 2, let L(a, b) or L(b, a) be one of
L(1, 1)[1],
L(1, 0) ⊗ L(0, 1)[2], (∗)
L(1, 0) ⊗ L(1, 0)[1] ⊗ L(0, 1)[2],
L(1, 0) ⊗ L(1, 0)[1] ⊗ L(0, 1)[r+1] ⊗ L(0, 1)[r+2],
L(1, 0) ⊗ L(1, 0)[1] ⊗ L(1, 0)[r+1] ⊗ L(1, 0)[r+2]
for any r > 0.
Then H2(G,V ) = K. For all other irreducible G-modules V , H2(G,V ) = 0.
This result was inspired by the methods of G. McNinch’s paper [McN02]
which computes H2(G,V ) for simply connected algebraic groups G acting
on modules V with dimV ≤ p. Note that this paper makes a correction to
Theorem A in a special case: if G = SL3(K), p = 3 and V = L(1, 0)
[1] or
L(0, 1)[1] is a Frobenius twist of the 3-dimensional natural module for G or
its dual then we show that H2(G,W ) = K for W any Frobenius twist of V .
(*) In the published version of this article, the value 2 appears incorrectly as 1. This
was due to an incorrect reading of value of H1(B1, (1, 0)) from [Wri11, Appendix C].
Tributary results and proofs have been adjusted accordingly. We thank Adam Thomas
for noticing this error.
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Finally, for q = pr, let G(q) denote the Fq-points of the algebraic group G.
Then G(q) = SL(3, q) is a finite group of Lie type.
Using work of Bendel, Nakano and Pillen we also obtain the second cohomol-
ogy of the finite groups SL(3, q) with coefficients in simple modules when
p > 7. This is our Theorem 2 and the subject of §3. We conclude the paper
with some discussion of the above results, and ask a few questions.
Acknowledgements. Some of the work in this paper was prepared to-
wards the author’s PhD qualification under the supervision of Prof. M. W.
Liebeck, with financial support from the EPSRC. We would like to thank
Prof. Liebeck for his help in producing this paper. Also we thank the anony-
mous reviewer for many helpful suggestions and corrections; and the editor
P. Tiep for his suggestion to extend the work to cover the finite groups of
Lie type.
2 Proof of Theorem 1
We begin with a little notation which we keep compatible with [Jan03]:
Let B be a Borel subgroup of a reductive algebraic group G, containing a
maximal torus T of G. Recall that for each dominant weight λ ∈ X(T )
for G, the space H0(λ) := H0(G/B, λ) = IndGB(λ) is a G-module with
highest weight λ and with socle SocGH
0(λ) = L(λ), the irreducible G-
module of highest weight λ. The Weyl module of highest weight λ is V (λ) ∼=
H0(−w0λ)
∗ where w0 is the longest element in the Weyl group. For G =
SL3, we identify X(T ) with Z
2. In this case H0(a, b) = V (a, b)∗ = V (b, a).
When 0 ≤ a, b < p, we say that (a, b) is a restricted weight and we write
(a, b) ∈ X1. Let (a, b) = (a0, b0) + p(a1, b1) + · · ·+ p
n(an, bn). We will often
need to refer to specific parts of this p-adic expansion, so we write
(a, b) = (a0, b0) + p(a, b)
′
= (a0, b0) + p(a1, b1) + p
2(a, b)′′,
where (a, b)′ = (a1, b1)+p(a2, b2)+ · · ·+p
n−1(an, bn) and (a, b)
′′ = (a2, b2)+
p(a3, b3) + · · ·+ p
n−2(an, bn).
For ZR, the root lattice of G, and W the Weyl group of G, recall the
dot action of the affine Weyl group Wp = W ⋊ pZR on the weight lattice
X(T ): where W ≤ Wp acts as w  λ = w(λ + ρ) − ρ, where ρ is the half-
sum of the positive roots and ZR acts by translations. In case G = SL3,
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ρ = (1, 1). We repeatedly use the linkage principle for G and G1 (see [Jan03,
II.6.17] and [Jan03, II.9.19]); this means that if ExtiG(L(λ), L(µ)) 6= 0 or
ExtiG1(L(λ), L(µ)) 6= 0 for any i ≥ 0 then λ ∈Wp  µ or λ ∈Wp  µ+ pX(T )
respectively. In Table 1 we detail the cases that can occur for SL3 for a
restricted weight (a0, b0), where sα (sβ, respectively) denotes the reflection
in the hyperplane perpendicular to the simple root α corresponding to the
fundamental weight (1, 0) ((0, 1) respectively).
w l(w) w.(a0, b0)
1 0 (a0, b0)
sα 1 (−a0 − 2, a0 + b0 + 1)
sβ 1 (a0 + b0 + 1,−b0 − 2)
sβsα 2 (b0,−a0 − b0 − 3)
sαsβ 2 (−a0 − b0 − 3, a0)
w0 3 (−b0 − 2,−a0 − 2)
Table 1: Dot actions
In particular, taking (a0, b0) = (0, 0) we record the following lemma for later
use:
Lemma 2.1. The only restricted weights G1-linked to (0, 0) up to duals are
(0, 0), (p − 2, 1), (p − 3, 0), (p − 2, p − 2), and the only restricted weight
G-linked to (0, 0) is (p− 2, p − 2).
Let V be a G-module. Recall the kernel G1 of the Frobenius map F : G→ G
is a scheme-theoretic normal subgroup of G. Thus the cohomology group
M = H i(G1, V ) has the structure of a G/G1-module, and so also of a G-
module. Since G1 acts trivially on this module, there is a Frobenius untwist
M [−1] ofM . By [Jan03, I.9.5], G/G1 ∼= F (G), where F is the first Frobenius
morphism. Thus G/G1 acts on H
i(G1, V ) as G acts on H
i(G1, V )
[−1].
There are two main ingredients in the proof of Theorem 1. The first is
the Lyndon-Hochschild-Serre spectral sequence [Jan03, 6.6 (3)] applied to
G1 ⊳ G, using the observations in the preceding paragraph.
Proposition 2.2. There is for each G-module V a spectral sequence
Enm2 = H
n(G,Hm(G1, V )
[−1])⇒ Hn+m(G,V ).
We will always refer by E∗∗∗ to terms in the above spectral sequence. We
briefly recall the important features of spectral sequences for the unfamiliar
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reader. The lower subscript refers to the sheet of the spectral sequence.
Only the second sheet is explicitly defined in this example. The point Enm2
is defined only for the first quadrant, i.e. for n,m ≥ 0; for any other n,m
we have Enm2 = 0. On the ith sheet, maps in the spectral sequence through
the n,mth point go
· · · → En−i,m+i−1i
ρ
→ Enmi
σ
→ En+i,m−i+1i → . . . .
These form a complex, i.e. σρ = 0. One then gets the point of the next sheet,
Enmi+1 as a section of E
nm
i by setting E
nm
i+1 =ker σ/im ρ, i.e. the cohomology
at that point. If i is big enough, maps go from outside the defined quadrant
to a given point and then from that point to outside the defined quadrant
again. Thus each point of the spectral sequence eventually stabilises. We
denote the stable value by Enm∞ . Finally, one gets
Hr(G,V ) =
⊕
n+m=r
Enm∞ (1)
explaining the notation ‘⇒ Hn+m(G,V )’.
For the remainder of Section 2 we take G = SL3. The second main ingredient
in our calculation is the structure of H i(G1, L(a, b))
[−1] as a G-module for
i ≤ 2.
When i = 1 this is a special case of [Yeh82, 3.3.2]. Since this useful result
has not appeared in print, we record it here.
Proposition 2.3 (Yehia). For every λ, µ ∈ X1 the G-structure of E =
Ext1G1(L(µ), L(λ)) when E 6= 0 is given in the following table:
λ µ E
(r, s) ∈ C0 (p− s− 2, p− r − 2) K [K ⊕ L(1, 0)⊕ L(0, 1), p = 3]
(r + s+ 1, p− s− 2) L(1, 0) [K ⊕ L(1, 0)⊕ L(0, 1), p = 3]
(p− r − 2, r + s+ 1) L(0, 1) [K ⊕ L(1, 0)⊕ L(0, 1), p = 3]
(r, s) ∈ C1 (p− s− 2, p− r − 2) K [K ⊕ L(1, 0)⊕ L(0, 1), p = 3]
(p− r − 2,−p+ r + s+ 1) L(1, 0) [K ⊕ L(1, 0)⊕ L(0, 1), p = 3]
(−p+ r + s+ 1, p− s− 2) L(0, 1) [K ⊕ L(1, 0)⊕ L(0, 1), p = 3]
(r, s), (p− 1, r) L(1, 0)
r + s = p− 2 (s, p− 1) L(0, 1)
(r, p− 1) (p− r − 2, r) L(1, 0)
(p− 1, s) (s, p− s− 2) L(0, 1)
where in the above, C0 is the fundamental alcove so that C0∩X+ = {(r, s) ∈
X+ : r + s < p − 2} and C1 is the upper alcove in X1 with C1 ∩ X+ =
{(r, s) ∈ X+ : r, s ≤ p− 2; r + s > p− 2}.
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We need the following lemma.
Lemma 2.4. Let λ ∈ X1 be a restricted dominant weight which is G1-linked
to (0, 0). Then up to duality, the structure of H0(λ) is as follows:
λ H0(λ)
(0, 0) K
(p− 3, 0) L(p− 3, 0), (p > 3)
(p− 2, 1) L(p− 3, 0)|L(p − 2, 1), (p > 3)
(p− 2, p − 2) K|L(p− 2, p − 2), (p > 2)
where L(λ)|L(µ) indicates a uniserial module of length 2 with head L(λ) and
socle L(µ).
Proof. The first two items in the table follow since the weights concerned are
in the lowest alcove, C0 (C¯0 if p = 2). The last two follow by an application
of [Jan03, II.6.24].
Using the graph automorphism of G, one sees that, τH i(G1, L(a, b))
∗ ∼=
H i(G1, L(b, a)) for τ the antiautomorphism of [Jan03, II.1.16], thus
Proposition 2.5. Let (a, b) ∈ X1. Then the non-zero values of H
i(G1, L(a, b))
[−1]
for i = 0, 1, 2 up to duals are given below by their structure as G-modules:
i p (a, b) H i(G1, L(a, b))
[−1]
0 any (0, 0) K
1 p > 3 (p− 2, 1) L(1, 0)
(p − 2, p− 2) K
p = 3 (1, 1) K ⊕ L(1, 0) ⊕ L(0, 1)
p = 2 (0, 1) L(1, 0)
2 p > 3 (0, 0) L(1, 1)
(p− 3, 0) L(1, 0)
p = 3 (0, 0) H0(1, 1) ⊕ L(1, 0) ⊕ L(0, 1)
p = 2 (0, 0) L(1, 1)
(1, 0) H0(2, 0) ∼= L(0, 1)/L(2, 0)
where when p = 3, H0(1, 1) ∼= g∗ is the uniserial module with head L(0, 0)
and socle L(1, 1) by 2.4.
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Proof. By the linkage principle for G1 we need only consider the weights
which are G1-linked to (0, 0) as listed in 2.1.
For i = 0, it is clear that H0(G1, L(a, b)) ∼= L(a, b)
G1 6= 0 if and only if
(a, b) = (0, 0). Also it is clear that H0(G1, L(0, 0)) = K.
For i = 1, one uses µ = 0 in 2.3. (Alternatively, use λ = 0 and argue by
duality.)
For i = 2, we have from 2.4 that L(a, b) = H0(a, b), except for (a, b) =
(p− 2, p− 2), so we may read the result off from [BNP07, Thm 6.2 (a),(b)]
for p ≥ 3 and (a, b) 6= (p − 2, p− 2).
We see from the Table 1 above that if (p − 2, p − 2) = w  0 + pλ for some
w, then w = w0, or p = 3 and w = w0, sα, or sβ. In any case l(w) is odd, so
we see from [BNP07, Thm 6.2(b)] that H2(G1,H
0(p− 2, p − 2)) = 0. Now,
associated to the short exact sequence 0→ L(p−2, p−2)→ H0(p−2, p−2)→
K → 0 of G1-modules, there is a long exact sequence of G-modules of which
part is
H1(G1,K)→ H
2(G1, L(p − 2, p− 2))→ H
2(G1,H
0(p − 2, p− 2))
but since H1(G1,K) = 0 by [Jan03, II.4.11], this becomes
0→ H2(G1, L(p − 2, p − 2))→ 0
so we deduce that H2(G1, L(p − 2, p − 2)) = 0 as claimed.
Similarly, associated to the short exact sequence 0→ L(p− 2, 1)→ H0(p−
2, 1)→ L(p − 3, 0)→ 0 there is the exact sequence
H1(G1, L(p − 3, 0)) → H
2(G1, L(p− 2, 1))→ H
2(G1,H
0(p− 2, 1))
and the first and last terms are zero (by 2.3 and by [BNP07, 6.2(b)], respec-
tively). Thus H2(G1, L(p − 2, 1)) = 0 as claimed.
For p = 2, the weights G1-linked to (0, 0) are (0, 0), (1, 0) and (0, 1). Since
for these weights, H0(λ) ∼= L(λ), we get all H2(G1, L(λ)) from [Wri11,
Thm 5.1.2]. (Note that the published version does not contain Appendix
C. We have [Wri11, Theorem C.1.3] gives H2(B1, (1, 0))
[−1] ∼= νw where
(p − 3, 0) + 2νw = (1, 0), i.e. νw = (2, 0). Thus H
2(G1,H
0(1, 0))[−1] =
IndGB(2, 0) = H
2(2, 0) as required.)
Corollary 2.6. Provided p > 2, if λ ∈ X1 and H
1(G1, L(λ)) 6= 0 then
H0(G1, L(λ)) = H
2(G1, L(λ)) = 0.
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The third ingredient is the values of Ext1G(L(λ), L(µ)) from the main result
of [Yeh82, 4.2.3]. We will need the values of Ext1G(L(λ), L(µ)) only for
λ = (0, 0), (1, 0), (0, 1), and (1, 1).
Lemma 2.7. If Ext1G(L(λ), L(µ)) is non-zero then Ext
1
G(L(λ), L(µ)) = K.
Let λ = (0, 0), (1, 0), (0, 1), or (1, 1). We list the values of L(µ) in the
tables below affording a non-zero value of Ext1G(L(λ), L(µ)).
for p > 3
λ L(µ)
(0, 0) L(p− 2, p− 2)[i], L(1, p− 2)[i] ⊗ L(1, 0)[i+1], L(p− 2, 1)[i] ⊗ L(0, 1)[i+1]
(1, 0) L(p− 2, p− 3), L(p− 3, 2)⊗ L(0, 1)[1], L(2, p− 2)⊗ L(1, 0)[1],
L(1, 0)⊗ L(p− 2, p− 2)[i+1], L(1, 0)⊗ L(1, p− 2)[i+1] ⊗ L(1, 0)[i+2],
L(1, 0)⊗ L(p− 2, 1)[i+1] ⊗ L(0, 1)[i+2]
(0, 1) L(p− 3, p− 2), L(2, p− 3)⊗ L(1, 0)[1], L(p− 2, 2)⊗ L(0, 1)[1],
L(0, 1)⊗ L(p− 2, p− 2)[i+1], L(0, 1)⊗ L(p− 2, 1)[i+1] ⊗ L(0, 1)[i+2],
L(0, 1)⊗ L(1, p− 2)[i+1] ⊗ L(1, 0)[i+2]
(1, 1) L(p− 3, p− 3), L(3, p− 3)⊗ L(1, 0)[1], L(p− 3, 3)⊗ L(0, 1)[1],
L(1, 1)⊗ L(p− 2, p− 2)[i+1], L(1, 1)⊗ L(p− 2, 1)[i+1] ⊗ L(0, 1)[i+2],
L(1, 1)⊗ L(1, p− 2)[i+1] ⊗ L(1, 0)[i+2]
for p = 3
λ L(µ)
(0, 0) L(1, 1)[i], L(1, 1)[i] ⊗ L(1, 0)[i+1], L(1, 1)[i] ⊗ L(0, 1)[i+1]
(1, 0) L(2, 1)⊗ L(1, 0)[1], L(0, 2)⊗ L(0, 1)[1], L(1, 0)⊗ L(1, 1)[i+1],
L(1, 0)⊗ L(1, 1)[i+1] ⊗ L(1, 0)[i+2], L(1, 0)⊗ L(1, 1)[i+1] ⊗ L(0, 1)[i+2]
(0, 1) L(1, 2)⊗ L(0, 1)[1], L(2, 0)⊗ L(1, 0)[1], L(0, 1)⊗ L(1, 1)[i+1],
L(0, 1)⊗ L(1, 1)[i+1] ⊗ L(1, 0)[i+2], L(0, 1)⊗ L(1, 1)[i+1] ⊗ L(0, 1)[i+2]
(1, 1) L(0, 0), L(1, 1)⊗ L(1, 0)[1], L(1, 1)⊗ L(0, 1)[1], L(1, 1)⊗ L(1, 1)[i+1],
L(1, 1)⊗ L(1, 0)[i+1] ⊗ L(0, 1)[i+2], L(1, 1)⊗ L(0, 1)[i+1] ⊗ L(1, 0)[i+2]
for p = 2
λ L(µ)
(0, 0) L(1, 0)[i] ⊗ L(1, 0)[i+1], L(0, 1)[i] ⊗ L(0, 1)[i+1]
(1, 0) L(1, 0)⊗ L(0, 1)[1], L(1, 0)⊗ L(1, 0)[i+1] ⊗ L(1, 0)[i+2],
L(1, 0)⊗ L(0, 1)[i+1] ⊗ L(0, 1)[i+2]
(0, 1) L(0, 1)⊗ L(1, 0)[1], L(0, 1)⊗ L(0, 1)[i+1] ⊗ L(0, 1)[i+2],
L(0, 1)⊗ L(1, 0)[i+1] ⊗ L(1, 0)[i+2]
(1, 1) L(1, 1)⊗ L(1, 0)[i+1] ⊗ L(1, 0)[i+2], L(1, 1)⊗ L(0, 1)[i+1] ⊗ L(0, 1)[i+2]
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where i ≥ 0.
Proposition 2.8. In the spectral sequence of 2.2 applied to V = L(a, b),
(i) E202 = E
20
∞
(ii) E022 = E
02
∞
(iii) E112 = E
11
∞
Proof. First suppose that p > 2.
Since Enm3 is the cohomology of
En−2,m+12 → E
nm
2 → E
n+2,m−1
2
we have that Enm2 = E
nm
3 provided the following statement holds:
En−2,m+12 = E
n+2,m−1
2 = 0 whenever E
nm
2 6= 0. (2)
We now show that (2) holds for all values of λ = (a, b) and all (n,m) with
n+m = 2.
If Enm2 6= 0 then H
m(G1, V ) 6= 0 so for p > 2, (2) follows using 2.6 in the
cases (n,m) = (0, 2), (1, 1), or (2, 0). Since E203 = E
20
∞ and E
11
3 = E
11
∞ for
any first quadrant spectral sequence, (i) and (ii) above are true. It remains
to check that E023 = E
02
4 . Now E
02
4 is the cohomology of E
−3,2
3 → E
02
3 → E
30
3
so we are done provided we can show E302 = 0 whenever E
02
2 6= 0.
Suppose E022 6= 0 and E
30
2 6= 0. Then the latter implies λ0 = (0, 0) by 2.5. In
that case, when p 6= 3, E022 = H
0(G,L(1, 1)⊗L(λ′)) = HomG(L(1, 1), L(λ
′)).
So λ′ = (1, 1) and L(λ) = L(1, 1)[1]. But then E302 = H
3(G,H0(G1,K)
[−1]⊗
λ) = H3(G,L(1, 1)) = 0 since for p 6= 3, (1, 1) is not linked to (0, 0).
For p = 3 we get similarly that L(λ) = L(1, 1)[1], L(0, 1)[1] or L(1, 0)[1]. Only
(1, 1) is linked to 0 for p = 3, butE302 = H
3(G,L(1, 1)) = H2(G,H0(1, 1)/L(1, 1))
by [Jan03, II.4.14] and so by 2.4, this is H2(G,K) = 0.
Lastly we deal with the case p = 2.
We cannot have E012 6= 0 and E
20
2 6= 0 by 2.5. So (i) holds by (2). Similarly,
we cannot have E112 6= 0 and E
30
2 6= 0 so (iii) holds again by (2).
Now suppose E022 6= 0 and E
21
2 6= 0. From 2.5 we must deal with the two
possibilities λ0 = (1, 0) or (0, 1). By duality of the following argument, we
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may assume the first. Since E022 = H
0(G,H2(G1, L(1, 0))
[−1] ⊗ λ′) 6= 0 we
get H0(G,H0(2, 0)⊗L(λ′)) = HomG(V (0, 2), L(λ
′)) 6= 0 and thus λ′ = (0, 2)
giving L(λ) = L(1, 0) ⊗ L(0, 1)[2]. Putting this into E212 we get
E212 = H
2(G,H1(G1, L(1, 0))
[−1] ⊗ L(0, 1)[1])
= H2(G,L(0, 1) ⊗ L(0, 1)[1])
Continuing to analyse the latter group using the LHS spectral sequence with
terms E′ij2 , we have E
′20
2 = 0
E′
02
2 = H
0(G,H2(G1, L(0, 1))
−1 ⊗ L(0, 1)) ∼= HomG(V (2, 0), L(0, 1)) = 0,
E′
11
2 = H
1(G,H1(G1, L(0, 1)
[−1])⊗ L(0, 1)) ∼= Ext1G(L(0, 1), L(0, 1)) = 0;
where the latter equality holds since G-modules have no self-extensions. It
follows that E212 = 0.
Thus we have shown that E022 = E
02
3 . We must now check that E
02
3 = E
02
4
as above. The argument used above for p 6= 3 applies in this case showing
that E302 = 0 so that indeed E
02
3 = E
02
4 = E
02
∞ and (ii) holds.
Using (1) and 2.8, we get
Corollary 2.9. For V = L(a, b), H2(G,V ) = E022 ⊕ E
11
2 ⊕ E
20
2 .
We can now finish the
Proof of Theorem 1:
If V is the trivial module then H2(G,V ) = 0 by, for example, dimension
shifting. So let V = L(λ) = L(µ)[d] with µ0 6= (0, 0).
We have from 2.9 that H2(G,V ) = E202 ⊕E
11
2 ⊕E
02
2 . Assume H
2(G,V ) 6= 0.
Let p > 2 initially.
Suppose E112 = H
1(G,H1(G1, L(λ0))
[−1] ⊗ L(λ′)) 6= 0. Then by 2.6, E022 =
E202 = 0. Additionally, H
1(G1, L(λ0)) 6= 0 so λ0 = (p − 2, 1), (1, p − 2) or
(p − 2, p− 2) by 2.5. In particular d = 0. Now
E112 = H
1(G,H1(G1, L(λ0))
[−1] ⊗ L(λ′)) = Ext1G(H
1(G1, L(λ0))
[−1]∗, L(λ′))
and we can read off the values of the latter from 2.7 in conjuction with 2.5.
For example, if p = 3 then λ0 = (1, 1) and so H
1(G1, L(λ0))
[−1] = L(0, 0)⊕
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L(1, 0) ⊕ L(0, 1) by 2.5. Then H2(G,V ) = E112 = Ext
1
G(L(0, 0), L(λ
′)) ⊕
Ext1G(L(0, 1), L(λ
′)) ⊕ Ext1G(L(1, 0), L(λ
′)). Since E112 6= 0 by assumption,
we see from 2.7 that
L(λ′) ∈ {L(1, 1)[i], L(1, 1)[i] ⊗ L(1, 0)[i+1], L(0, 2) ⊗ L(0, 1)[1],
L(2, 1) ⊗ L(1, 0)[1], L(1, 0) ⊗ L(1, 1)[i+1],
L(1, 0) ⊗ L(1, 1)[i+1] ⊗ L(1, 0)[i+2], L(1, 0) ⊗ L(1, 1)[i+1] ⊗ L(0, 1)[i+2]}
up to duals, for any i ≥ 0. For each value of λ′ above, it follows that
H2(G,V ) = K since precisely one of the three terms in E112 is K. One then
observes that each L(λ) = L(λ0) ⊗ L(λ
′)[1] with λ0 = (1, 1) appears in the
statement of Theorem 1. The other cases (for p > 3) are similar and easier.
Now we assume that E112 = 0 and so under the standing assumption that
H2(G,V ) 6= 0 we must have one or both of E022 and E
20
2 6= 0. Suppose it
is the former which is non-zero; we will deduce the possible values of λ and
then show that this implies that E202 = 0. Now, since E
02
2 6= 0, we have
H2(G1, L(λ0)) 6= 0 and so up to duals, λ0 = (0, 0) or (p− 3, 0) from 2.5 and
we also read off the value of H2(G1, L(λ0)) from 2.5. As
E022 = HomG(H
2(G1, L(λ0))
[−1]∗, L(λ′))
we have that L(λ′) is an irreducible quotient of H2(G1, L(λ0))
[−1]∗. If p = 3,
then λ0 = (0, 0) and we get H
2(G1, L(λ0))
[−1]∗ = V (1, 1)⊕L(1, 0)⊕L(0, 1)
by 2.5 giving λ′ = (1, 1), (1, 0), or (0, 1), and so L(λ) = L(1, 1)[1], L(1, 0)[1]
or L(0, 1)[1] respectively, with each affording E022 = K. Similarly, if p > 3,
we get L(λ) = L(1, 1)[1], or L(p − 3, 0) ⊗ L(1, 0)[1]. In all cases it is easy
to see that E202 = 0: H
0(G1, L(λ0)) = 0 unless λ0 = (0, 0); in this case,
E202 = H
2(G,L(λ′)) = 0 for all instances of λ′. For example, if p = 3, and
L(λ) = L(1, 1)[1] then E202 = H
2(G,L(1, 1)) = H1(G,L(0, 0)) = 0 as argued
earlier. Thus when E022 6= 0, H
2(G,V ) = E022 = K.
Lastly if E022 = E
11
2 = 0 then H
2(G,V ) = E202 = H
2(G,H0(G1, L(λ0))
[−1]⊗
L(λ′)) and so λ0 = (0, 0) and H
2(G,L(λ)) ∼= H2(G,L(λ)[−1]) as L(λ′) =
L(λ)[−1] and so L(λ) is a Frobenius twist of one of the modules already
discovered above and H2(G,V ) = K.
Now assume that p = 2. If E112 6= 0, then H
1(G1, L(λ0)) 6= 0 and so
λ0 = (1, 0) (up to duality) with H
1(G1, L(λ0))
[−1] = L(0, 1). Then E112 =
Ext1G(L(1, 0), L(λ
′)) and so
L(λ)′ ∈ {L(1, 0) ⊗ L(0, 1)[1], L(1, 0) ⊗ L(1, 0)[i+1] ⊗ L(1, 0)[i+2],
L(1, 0) ⊗ L(0, 1)[i+1] ⊗ L(0, 1)[i+2]}
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by 2.7. Observe that E202 = 0 as H
0(G1, L(λ0)) = 0. We examine
E022 = H
0(G,H2(G1, L(λ0))
[−1] ⊗ L(λ′)).
When L(λ0) = (1, 0) we have E
02
2 = HomG(V (0, 2), L(λ
′)∗) by 2.5 and so
λ′ = (0, 2) for this term to be non-zero, yet this is not included in the
possibilities for λ′ above. Thus if E112 6= 0, E
20
2 = E
02
2 = 0 and H
2(G,V ) =
E112 = K.
If E022 6= 0 similarly we get that L(λ) = L(1, 1)
[1], L(0, 1) ⊗ L(1, 0)[2] or
L(1, 0) ⊗ L(0, 1)[2]. In each of these cases E112 = E
20
2 = 0 with H
2(G,V ) =
E022 = K.
Lastly if E022 = E
11
2 = 0 then H
2(G,V ) = E202 = H
2(G,H0(G1, L(λ0))
[−1]⊗
L(λ′)) and so λ0 = 0 and H
2(G,L(λ)) ∼= H2(G,L(λ)[−1]). Thus L(λ) is a
Frobenius twist of one of the modules discovered above and H2(G,V ) = K.
3 Finite groups of Lie type: Proof of Theorem 2
In this section we use results of Bendel, Nakano and Pillen to get information
about the cohomology for the Chevalley groups SL(3, q) with q = pr. Our
Theorem 2 is a generalisation of the following theorem to second degree
cohomology in the case G = SL3—we give just the split version. Here Xr
denotes weights for G which are pr-restricted. Let h be the Coxeter number
of G.
Theorem 3.1 (cf. [BNP06, 5.5]). Let G be a split reductive algebraic group
defined over an algebraically closed field K with char K = p. Assume r ≥ 2
and let s =
[
r
2
]
. Assume also ps−1(p − 1) ≥ h. Given λ ∈ Xr, let λ =
λ0 + p
sλ1 with λ0 ∈ Xs and λ1 ∈ Xr−s. Define λ˜ = λ1 + p
r−sλ0. Then
H1(G(q), L(λ)) ∼=
{
H1(G,L(λ˜)) if λ0 ∈ Γh − {0}
H1(G,L(λ)) else.
Here Γh is the set of weights {ν ∈ X+|〈ν, α
∨
0 〉 < h}, where X+ denotes the
set of dominant weights, h is the Coxeter number for the root system of G
and α∨0 is the coroot associated to the highest root.
The starting point for the proof of Theorem 2 is the theorem below. Define
X[s] = {ν ∈ X+|〈ν, α
∨
0 〉 < 2s(h− 1)}.
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Theorem 3.2 (See the proof of [BNP01, 7.4]). Let s ≥ 1, p ≥ (2s+1)(h−1)
and let λ ∈ Xr with 0 ≤ i ≤ s.
(i) If λ is p-regular, then
H i(G(Fq), L(λ)) ∼=
⊕
ν∈X[s]
ExtiG(L(ν), L(λ+ p
rν)).
(ii) If λ is p-singular, then
H i(G(Fq), L(λ)) = 0.
In the special case that G = SL3 (so h = 3) and s = 2, the conclusions of
the theorem are valid when p ≥ 11. Since α0 = α1 + α2, one checks that
ν = (a, b) ∈ X[2] implies that a + b < 8. In particular, as p ≥ 11, ν is
restricted; indeed ν ∈ C0, the fundamental alcove.
For Theorem 2, we will need a slight generalisation of the ‘λ˜’ notation above.
The following notion will be very familiar to mathematicians working with
the cohomology of finite groups of Lie type in defining characteristic, but
we are unaware of it ever having appeared in the literature.
Definition 3.3. Let G be a split, reductive algebraic group defined over an
algebraically closed field K of characteristic p. Set q = pr for some r ∈ N
and let L be a q-restricted simple module for G, i.e. the highest weight of L
is in Xr. Let F be a standard Frobenius map, so that G(q) = G(K)
F r . Then
for any s ≥ 0 the Frobenius twist L[s] ↓ G(q) is again a simple G(q)-module
and thus is also a simple G-module, M say. We say thatM is obtained from
L by q-wrapping; more precisely we say that M is the s-fold q-wrap of L,
and write M = L{s}.
Remark 3.4. Note by Steinberg’s tensor product theorem, if λ = λ0+ pλ1+
· · · + pr−1λr−1, with each λi ∈ X1, we have
L(λ) = L(λ0)⊗ L(λ1)
[1] ⊗ · · · ⊗ L(λr−1)
[r−1].
Thus, if 1 ≤ s < r, it is easy to see that the s-fold q-wrap of this is M =
L(λr−s)⊗L(λr−s+1)
[1]⊗ · · · ⊗L(λr−1)
[s−1]⊗L(λ1)
[s]⊗ · · · ⊗L(λr−s−1)
[r−1].
If s = 0, clearly M = L and for s ≥ r, note that L{s} ∼= L{s−r}.
In addition, if one writes λ = λ′ + pr−sλ′′ for λ′ ∈ Xr−s and λ
′′ ∈ Xs, then
let λ˜ = λ′′+psλ′. ThenM = L(λ˜), which connects with the notation in 3.1.
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Theorem 2. Let λ ∈ Xr be a q-restricted dominant weight, with q = p
r and
suppose H2(G(q), L(λ)) 6= 0. Then H2(G(q), L(λ)) = K and precisely one
of the following holds:
(i) H2(G(q), L(λ)) ∼= H2(G,L(µ)) ∼= K where L(λ) is q-wrapped from
some L(µ), such that µ is q-restricted (and is thus determined by The-
orem 1).
(ii) r = 2 and L(λ) or its dual is L(2, p−2)⊗L(2, p−2)[1] or L(p−3, 2)⊗
L(2, p − 3)[1].
(iii) r = 1 and L(λ) is L(1, 1), L(0, p − 4) or L(p − 4, 0).
Proof. By 3.2 we may assume that λ is p-regular and we have that
H2(G(Fq), L(λ)) ∼=
⊕
ν∈X[2]
Ext2G(L(ν), L(λ + p
rν)). (3)
We calculate the right hand side of this using translation functors. Let
T ξµ denote the translation functor corresponding to the weights µ and ξ;
see [Jan03, II.7.6(1)]. In the following, recall that ν ∈ X[2] ⊆ C0, the
fundamental alcove; also, since p > h, that the weight 0 ∈ C0.
Assuming Ext2G(L(ν), L(λ + p
rν)) 6= 0, we can write L(λ + prν) = L(w.ν)
for w ∈Wp by the linkage principle. Thus
Ext2G(L(ν), L(λ + p
rν)) ∼= Ext2G(T
ν
0K,L(w.ν)) (by [Jan03, II.7.15])
∼= Ext2G(K,T
0
ν L(w.ν)) (by [Jan03, II.7.6(2)])
∼= Ext2G(K,L(w.0)) (by [Jan03, II.7.15] again)
∼= H2(G,L(w.0)).
In particular, by Theorem 1,
Ext2G(L(ν), L(λ + p
rν)) is either 0- or 1-dimensional. (4)
Thus L(w.0) is determined by Theorem 1, subject to the condition that
T ν0 L(w.0) = L(w.ν) = L(λ) ⊗ L(ν)
[r]. These L(w.0) are easy to find—as 0
and ν are in the interior of the same alcoves, we have T ν0 (L(λ0)⊗L(λ
′)[1]) =
T ν0 (L(λ0))⊗L(λ
′)[1] for any λ = λ0+ pλ
′ and we can look at the top tensor
factors of the modules in Theorem 1 for twists of valid L(ν) with ν ∈ X[2].
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For a given value of ν, fix such an element w and note that from the linkage
principle, we have Ext2G(L(ν
′), L(λ) ⊗ L(ν)[r]) = Ext2G(L(ν
′), L(w.ν)) = 0
for any ν ′ 6= ν with ν ′ ∈ X[2]. Thus we have that
Ext2G(L(ν), L(λ+ p
rν)) 6= 0 for at most one value of ν. (5)
By statements (3), (4) and (5) we see that H2(G(q), L(λ)) is at most one-
dimensional. This proves the first part of the statement of the theorem. It
remains to establish the non-zero values of L(λ). If ν = 0, we use The-
orem 1 to identify q-restricted weights λ with H2(G,L(λ)) 6= 0. Then
H2(G(q), L(λ)) = K also, and these are included in part (i) of the theo-
rem since L(λ) = L(λ){0}.
Scanning the statement of Theorem 1 for modules L(w.0) satisfying T ν0 L(w.0) =
L(w.ν) = L(λ)⊗L(ν)[r], we find that one of the following hold, up to duality:
(i) ν = (1, 1), r ≥ 1 and L(w.0) = L(1, 1)[r],
(ii) ν = (1, 0) with
(a) r ≥ 1 and L(w.0) = L(0, p − 3)[r−1] ⊗ L(1, 0)[r],
(b) r ≥ 2 and L(w.0) = L(p− 2, 1)[r−2] ⊗L(2, p− 3)[r−1] ⊗ L(1, 0)[r],
(c) r ≥ 2 and L(w.0) = L(1, p− 2)[r−2] ⊗L(2, p− 2)[r−1] ⊗ L(1, 0)[r],
(d) r ≥ 2 and L(w.0) = L(p−2, p−2)[s]⊗L(1, p−2)[r−1]⊗L(1, 0)[r],
for any 0 ≤ s ≤ r − 2,
(e) r ≥ 3 and L(w.0) = L(1, p−2)[s]⊗L(1, 0)[s+1]⊗L(1, p−2)[r−1]⊗
L(1, 0)[r], for any 0 ≤ s ≤ r − 3,
(f) r ≥ 3 and L(w.0) = L(p−2, 1)[s]⊗L(0, 1)[s+1]⊗L(1, p−2)[r−1]⊗
L(1, 0)[r] for any 0 ≤ s ≤ r − 3.
We work through the possibilities in turn, again up to duality.
Firstly, assume the restricted part of L(w.0) is zero; i.e. we are in case (i),
case (ii)(a) if r ≥ 2, cases (ii)(b) or (c) if r ≥ 3, or the remaining cases
if s > 0. Then L(w.ν) = T ν0 L(w.0) = L(ν) ⊗ L(w.0). Unless r = 1 and
we are in case (i), one can see that L(λ) is a q-wrap of some L(µ) with
H2(G,L(µ)) 6= 0. For example if r ≥ 3 and L(w.0) = L(p − 2, 1)[r−2] ⊗
L(2, p − 2)[r−1] ⊗ L(1, 0)[r] (case (ii)(b)), then L(w.ν) = L(1, 0) ⊗ L(p −
2, 1)[r−2]⊗L(2, p−2)[r−1]⊗L(1, 0)[r], and so L(λ) = L(1, 0)⊗L(p−2, 1)[r−2]⊗
L(2, p− 2)[r−1]. But if L(µ) = L(p− 2, 1)[r−3]⊗L(2, p− 2)[r−2]⊗L(1, 0)[r−1]
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thenH2(G,L(µ)) ∼= K and L(λ) = L(µ){1}. (Indeed, L(λ) = (L(w.0)[−1]){1}
for these cases.) If r = 1 and L(w.0) = L(1, 1)[1], then L(w.ν) = L(1, 1) ⊗
L(1, 1)[1] and L(λ) = L(1, 1). Thus the 2-cohomology for G(p) afforded by
the module L(1, 1) does not arise from p-wrapping from any p-restricted
module (p-wrapping, of course, does nothing).
Thus we may assume that the restricted part of L(w.0) is non-zero, i.e. we
are in one of the set of cases (ii) and we have equality in the condition on
r, or s = 0.
Let r = 1. Then L(w.0) = L(0, p−3) and L(λ) = T ν0 L(0, p−3) = L(0, p−4).
Let r = 2 and s 6= 0, then we find L(λ) is one of L(p− 3, 2)⊗ L(2, p− 3)[1],
L(2, p − 2)⊗ L(2, p − 2)[1].
We are left with the case s = 0. Then one of the following holds: L(λ) =
L(p − 2, p − 3) ⊗ L(1, p − 2)[r−1]; or r ≥ 3 and L(λ) is either L(2, p − 2) ⊗
L(1, 0)[1] ⊗ L(1, p − 2)[r−1] or L(p − 3, 2) ⊗ L(0, 1)[1] ⊗ L(1, p − 2)[r−1]. But
for all of these we see L(λ) is a q-wrap of one of the modules in Theorem 1:
respectively,
L(p− 2, p− 3)⊗ L(1, p− 2)[r−1] = (L(1, p− 2)[r−2] ⊗ L(p− 2, p− 3)[r−1]){1},
L(2, p− 2)⊗ L(1, 0)[1] ⊗ L(1, p− 2)[r−1]
= (L(1,p− 2)[r−3] ⊗ L(2, p− 2)[r−2] ⊗ L(1, 0)[r−1]){2} and
L(p− 3, 2)⊗ L(0, 1)[1] ⊗ L(1, p− 2)[r−1]
= (L(1,p− 2)[r−3] ⊗ L(p− 3, 2)[r−2] ⊗ L(0, 1)[r−1]){2}.
The proof is complete.
Remark 3.5. The result [Sah77, Proposition 4.4] contains completely general
information about second cohomology groups for SL(n, q) with coefficients
in its natural module V . In the case n = 3, it says H2(G(q), V ) = 0 unless
q = 2, 3d for d > 1, and 5; in the exceptional cases, H2(G(q), V ) = K. We
note this proposition agrees with Theorem 2 on their intersection. Note also
that when p = 2 and r > 1, H2(G,V [r]) = K; so one might have predicted
the statement for q = 3d, though there would be little reason from Theorem
1 to suspect the exceptional cases when q = 2 or q = 5.
The way we have defined q-wrapping, none of the modules giving rise to non-
trivial 2-cohomology for G(p) are (p-wraps of) modules affording non-trivial
2-cohomology for G. In other words,
Corollary 3.6. Let p ≥ 11 and let λ be a restricted weight.
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If H2(SL(3, p), L(λ)) is non-trivial then it is one-dimensional and λ is the
weight (1, 1), (p− 4, 0) or (0, p − 4).
Remark 3.7. The exceptional cases (ii) and (iii) in the statement of Theo-
rem 2 shows that one will need, generically, some restriction on the power r
of p taken for G(q) to get a statement like that of 3.1 for second cohomol-
ogy. That is to say, our result shows that even for the case G = SL3, for
each prime p ≥ 11, there are four simple modules for G(p2) and three for
G(p) affording non-trivial 2-cohomology which do not arise from q-wrapping.
Perhaps r ≥ 3 would suffice?
It would be nice to have more general results on how cohomology of simple
modules for G(q) arises from the q-wrapping of simple modules for G whose
cohomology is non-trivial. Specifically, we ask this
Question 3.8. Do there exist constants ξ = ξ(m) and constants ζ =
ζ(m,Φ) with the property that if G is a split, simple algebraic group with
root system Φ over an algebraically closed field K of characteristic p ≥ ζ and
G(q) ≤ G is a finite Chevalley group over the field Fq with q = p
r such that
r ≥ ξ, then for any pair of q-restricted simple G-modules, L(λ) and L(µ) we
have ExtmG(pr)(L(λ), L(µ))
∼= ExtmG (L(λ)
{s}, L(µ){s}) for some 0 ≤ s < r?
Theorem [BNP06, Theorem 5.6] shows that one can take ζ(1,Φ) = h and
ξ(1) = 3.
Remark 3.9. The way we have defined it, low values of r compared to the
degree of the cohomology are likely to cause problems: without going into
the details, we are aware of many examples of situations where there are
modules L(µ) with dimHm(G,L(µ)[s]) 	 dimHm(G,L(µ)[s−t]) for various
t < s. But we may well have dimHm(G(pv), L(µ)) = dimHm(G,L(µ)[s])
for v < s. In other words, to see all cohomology for G(pv) as arising from
cohomology for G, one might like to consider a notion of q-wrapping for
non-restricted weights; for instance, one could say a simple G(q)-module is
‘q-wrapped’ from a simple G-module if it is q-wrapped (as above) from some
q-restricted untwist. We would urge caution, though. The example we saw
of this for G = SL3 is when L(µ) = L(1, 1) and we have H
2(G,L(µ)[1]) = K,
H2(G,L(µ)) = 0 for all p (by Theorem 1) and H2(G(p), L(µ)) = K for p > 7
(by the above corollary). But when p = 2, L(µ) = St and H2(G(2),St) = 0
since the Steinberg module is projective for G(2). For low p, one would
generally expect to find many such weights µ becoming singular in this
fashion.
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Somehow the reason one needs a restriction on r to ensure cohomology arises
from q-wrapping seems to be connected with the number of non-trivial tensor
factors in a Steinberg decomposition of the simple module. For r = 2 we
turned up an exception arising from the G-module L(p − 2, 1) ⊗ L(2, p −
3)[1] ⊗ L(1, 0)[2] (see the proof of Theorem 2); here, the number of tensor
factors is one more than the number r. So this question seems bound up
with a related question, that is:
Question 3.10. Does there exist a constant δ = δ(m) with the property:
Let G be a simple algebraic group defined over a field of characteristic p >
h; and suppose L(λ) and L(µ) are simple G-modules with Steinberg tensor
decompositions L(λ0)⊗· · ·⊗L(λr)
[r] and L(µ0)⊗· · ·⊗L(µs)
[s], respectively.
Set Iλ,µ = #{λi 6= µi}, where we take λi = 0 for i > r and µi = 0 for i > s.
Then if ExtmG (L(λ), L(µ)) 6= 0, one has that Iλ,µ ≤ δ(m). ?
The above is ambitious, perhaps. If we let δ = δ(m,Φ) depend on the
root system Φ of G then by [Cli79], we can take δ(1, A1) = 2; by [Yeh82,
4.2.3] we can use δ(1, A2) = 2; from [Ye90, 5.1] we take δ(1, B2) = 2 and
from [LY93, §5, Theorem] one also uses δ(1, G2) = 2. Indeed if we take also
p ≥ 3h− 3, [BNP02, Corollary 2.4] says that one can use δ(1) = 2, which is
of course also the minimum one can take. Might one possibly use δ(1) = 2
for all root systems and all characteristics?
Notice that we need to increase δ for 2-cohomology. We have δ(2, A1) ≥ 4
from [Ste10, Theorem 1] and δ(2, A2) ≥ 4 from Theorem 1 above should
they exist. Perhaps δ(2) = 4 would suffice?
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