Motivation: Arrays allow measurements of the expression levels of thousands of mRNAs to be made simultaneously. The resulting data sets are information rich but require extensive mining to enhance their usefulness. Information theoretic methods are capable of assessing similarities and dissimilarities between data distributions and may be suited to the analysis of gene expression experiments. The purpose of this study was to investigate information theoretic data mining approaches to discover temporal patterns of gene expression from array-derived gene expression data. Results: The Kullback-Leibler divergence, an informationtheoretic distance that measures the relative dissimilarity between two data distribution profiles, was used in conjunction with an unsupervised self-organizing map algorithm. Two published, array-derived gene expression data sets were analyzed. The patterns obtained with the KL clustering method were found to be superior to those obtained with the hierarchical clustering algorithm using the Pearson correlation distance measure. The biological significance of the results was also examined. Availability: Software code is available by request from the authors. All programs were written in ANSI C and Matlab (Mathworks Inc., Natick, MA).
INTRODUCTION
DNA arrays measure expression levels of thousands of mRNAs in a single experiment. Because there are approximately 30 000 genes in the human genome, a limited number of arrays could make comprehensive expression profiling feasible in the near future. Although DNA array experiments are information rich, they require extensive data mining to identify the patterns that characterize the underlying mechanisms of action.
The kinetics of gene expression are commonly * To whom correspondence should be addressed.
examined in many experimental designs to delineate the temporal sequence of transcriptional events that occur in response to a given stimulus. The identification of groups of genes with 'similar' temporal patterns of expression is usually a critical step in the analysis of kinetic data because it provides insights into the gene-gene interactions and thereby facilitates the testing and development of mechanistic models for the regulation of the underlying biological processes. Array experiments in cellular models suggest that certain genes with similar function exhibit similar temporal patterns of co-regulation Spellman et al., 1998) . Supervised and unsupervised cluster analysis techniques with a variety of distance measures and decisiongenerating algorithms have been extensively explored for the analysis of gene array data Brazma and Vilo, 2000; Sherlock, 2000) . The expression levels of various mRNAs can differ by several orders of magnitude and the Pearson correlation is widely used as a distance measure for analyzing the kinetics of gene expression, since it is capable of identifying visually similar expression patterns. A new jackknife procedure has been proposed wherein each observation is sequentially deleted and the minimum value from the set of correlation values is used for cluster analysis (Heyer et al., 1999) .
Here, we assess the performance of unsupervised clustering with the Kullback-Leibler (KL) divergence from information theory that measures the relative dissimilarity of the shapes of the two profiles being compared as an alternative to the more commonly used hierarchical clustering (HC) algorithm with the Pearson correlation measure. Although the KL divergence has several interesting properties, it has not been extensively explored for gene expression data analysis applications. the random variable X , is defined as (Cover and Thomas, 1991) :
The KL divergence D( p q) is a measure of the distance between two distributions or equivalently, it is the inefficiency of assuming that the distribution of X is q when the true distribution is p. The KL divergence always takes non-negative values, and is zero if and only if p = q. It is not symmetric and does not satisfy the triangle inequality. The KL divergence, however, has several important and useful properties namely: (i) convergence in the KL sense implies convergence in the L 1 norm sense but no proof is known for the reverse; (ii) the χ 2 statistic is twice the first term in the Taylor expansion of the KL divergence; and (iii) D( p||q) is convex in the pair ( p, q).
Kullback-Leibler (KL) clustering
The KL Clustering method is a two-step process where the data is first normalized and is then classified using a one-dimensional self-organizing map (SOM) with the KL divergence as the dissimilarity measure used for clustering.
Data normalization
The kinetic profile for each gene is converted to its corresponding probability mass function by calculating the fractional contribution of the expression level at each time point to the total of the expression levels for all time points for that gene. The result is an array that is suitable for KL clustering because the normalized expression values for each gene fall in the interval [0, 1] and each row sum is 1 (unit total probability mass). These normalized data are used as input to the KL-based clustering algorithm.
SOM clustering method
The self-organizing neural network is an algorithm in which the input probability distribution is eventually reproduced as closely as possible from a sequence of inputs (Kohonen, 1989) . In response to the input, the neurons in the network iteratively adjust, or self-organize the synaptic weights that connect them to their neighbors to estimate the input distribution. The SOM requires an initial set of weights, points in Tdimensional space, where T is the number of time points. The weights used here are random vectors sampled from uniform distributions restricted at each time point to the range of the data.
SOM training A SOM is trained using an iterative process during which the distance between each gene profile and the existing cluster centers is computed. We used the Kohonen training rule (Kohonen, 1995 
Identify the cluster k closest to g. k = arg min
Update the weights of the k th cluster and its immediate neighbors using the following learning rule:
The learning rates are given by (learning rates are adjusted every 10 epochs for better stability during training):
1+0.0005n 0.01 and
Check the condition:
stop, else continue.
Hierarchical clustering
Hierarchical agglomerative methods are commonly used to classify data. The various hierarchical methods differ in the decision rules used to merge two clusters but use the same iterative process to assign data to clusters. If N is the number of data observations, the first iteration merges the two most similar clusters to form N -1 clusters. On the next iteration, N -2 clusters are formed, by merging the two most similar clusters. This process continues until only a single cluster remains, containing all N data points. The various agglomerative methods differ only in the decision rule used to merge two clusters. For example, the Average Linkage method merges the pair of clusters with a minimum average distance between all pairs of points in the respective clusters. None of the hierarchical techniques have the ability to determine the number of clusters in a data set. Dendrograms and pseudo-statistics at best can be used as helpful guides to find the appropriate number of clusters.
We conducted agglomerative clustering of the expression data with the average linkage decision rule using methods similar to those in the original report (Iyer et al., 1999) .
Other distance measures
The KL divergence was compared to two symmetric measures, namely, the uncentered Pearson correlation (PC; Eisen et al., 1998) and another information theoretic measure, the Neyman-Pearson distance (Batu et al., 2000) .
The Pearson correlation, r between any two series of numbers X = {X 1 , X 2 , . . . , X n } and Y = {Y 1 , Y 2 , . . . , Y n } is a measure that evaluates how well a line can be fit to the values. The uncentered PC, which allows translations of the same pattern to be clustered separately, can be obtained from the formula for the PC by setting the means of X and Y to 0. The distance measure is obtained by subtracting the correlation value from unity. The uncentered PC is defined as:
The Neyman-Pearson distance is an information-theoretic distance measure that makes the KL divergence symmetric and is a true distance measure. It is defined by:
Experimental data
The performance of the KL clustering method was tested on two real life data sets. The first data set was obtained from published experimental data on the transcriptional response of cell cycle-synchronized human fibroblasts to serum (Iyer et al., 1999) . These investigators measured expression levels of 8613 human genes at 12 time points, ranging from 0 to 24 h, after serum stimulation and analyzed a subset of 517 genes that differed by a factor of 3.0 or more at two or more time points using HC. Expression data for this subset were obtained from the website: http://genome-www.stanford.edu/serum/ and analyzed using our algorithm. Our analysis primarily focuses on this data set. The second data set was used to determine scalability of the KL clustering algorithm to a large number of genes measured a large number of times. Messenger RNA levels for 6 108 yeast ORFs were monitored simultaneously at 7-min intervals for 119 min, over approximately two cell cycle periods, in a yeast culture synchronized with α-factor. mRNA from an asynchronous yeast culture was used as a reference. Here, we used a data set containing ratios of gene expression levels for 4579 genes, 638 of which were classified as cell cycle regulated, containing 18 time points (Alter et al., 2000 , supplemental data may be found at http://genome-www.stanford.edu/SVD/).
Statistical methodology
Assessing clusters Several statistical measures were used to assess and compare the performance of different clustering methods.
The Davies-Bouldin validity index (DBI) was used as the primary measure of merit (Davies and Bouldin, 1979) . The DB index is the average similarity between each cluster and its most similar one and is defined as
where
Here, S c and d ce denote the centroid intra-cluster and intercluster distances respectively. The intra-cluster distance for a given cluster is obtained as the average of all pairwise distances from points in the cluster to the cluster centroid. The inter-cluster distance between two clusters is computed as the distance between their centroids. N k is the number of genes belonging to cluster k, given that a total of N c clusters are found to exist in the data. A low value of DBI indicates good cluster structure. The mean coefficient of variation (CV) at each time point was defined as the cluster-averaged ratio of the cluster standard deviation s j to the cluster centroid c j :
The Coefficient of Variation is a unit-less measure of relative dispersion. The use of the CV lies partly in the fact that the mean and standard deviation tend to change together in many experiments. Knowledge of relative variation is valuable in evaluating experiments.
Membership matrix method
The comparison of different clustering techniques is a very difficult task as they most often contain different numbers of clusters. A common method of representation is required whereby the methods can be easily compared. The information that is required to be determined during the comparison is two-fold: qualitative and quantitative. To compare the clusters obtained by two different methods, say P1 and P2, we defined a membership matrix M for each method. Each term M i j in the membership matrix is an indicator variable that is assigned the value 1 when the gene pair (gene i , gene j ) is assigned to the same cluster by both methods and is assigned the value 0, otherwise. The matrix M contains all the cluster information. Given this matrix, the clusters and the genes belonging to them may be extracted.
The qualitative conclusion tells us if the two cluster structures are similar or not and hence are dependent or independent of each other. This method has been developed as part of the current study. For a quantitative measurement of the similarity between the methods, the adjusted Rand Index (Hubert and Arabie, 1985; Yeung and Ruzzo, 2000) has been evaluated.
Qualitative measurement To compare membership matrices from two cluster methods, a 2 × 2 contingency table containing the frequencies of all possible outcomes n 00 , n 01 , n 10 , n 11 , was established: If a pair of genes was placed in the same cluster by both the methods, each corresponding membership matrix would contain a value of 1 and hence n 11 of the contingency table is updated. Similarly, if a pair is not placed together by either of the methods, then n 00 is updated, and so on. The values of n 00 , n 11 , n 01 , and n 10 now contain the frequencies of all 4 possible outcomes. n 00 and n 11 indicate similar gene classifications where as n 01 , and n 10 indicate differing classifications.
The χ 2 test with 1 degree of freedom was used to test the null hypothesis of independence of the two methods (α = 0.05; Zar, 1996) . The SPSS (SPSS Inc., Chicago, IL) software program was used.
Quantitative measurement The adjusted Rand index measures the extent of agreement between two different cluster structures obtained for the same set of data points. This is a useful measure when comparing two methods producing a different number of clusters. The Rand index (Rand, 1971 ) is just the proportion of agreement between the two methods and is defined as
Here, N g is the total number of genes in the data set. The index ranges from 0 (when the two cluster results are completely different) to 1 (when the two methods agree completely). The adjusted Rand index corrects the Rand index for the case of random partitions of the data and is given by Rand index (adj.) = index − expected index maximum index − expected index (7) A higher value of the adjusted Rand index indicates a higher similarity between the clusters of the two methods being compared.
Biological significance of clusters Gene ontology was assessed using OntoExpress, a publicly available software program (Khatri et al., 2002) . The program uses text files containing Accession numbers or Cluster IDs and provides ontology for biochemical function, biological process, cellular role and component, molecular function and chromosome information. The ontology trees based on biological process were drawn for the cluster results from the KL clustering method and were found to be most informative. For example, they show that similar shaped clusters perform similar biological processes. 
IMPLEMENTATION AND RESULTS

Effect of normalization
The impact of transforming gene expression data into 'probability space' was assessed by comparison to the raw data and to the frequently used natural logarithm transformation. The natural logarithm transformation produces separation in the data and allows genes whose expression levels differ by several orders of magnitude to be visualized simultaneously. Figure 1a compares the standard deviation of the data at each time point before and after the probability and logarithm transformations. The standard deviation of the raw data (human fibroblast data set) typically reaches a maximum at intermediate time points because different genes respond variably to serum stimulation. The effect of the stimulus wanes at the extended time points as the posttreatment cellular homeostasis is reached. The logarithm transformation decreases the variance because it has the effect of decreasing the relative distance between the lowest and highest expression values. The transformation into probability space however, produces a near-constant stan- dard deviation for each time point. Figure 1b compares the CV of the data before and after the probability and logarithm transformations. Again, the CV of the probabilitytransformed data is the lowest and relatively constant indicating that the appearance of constancy in Figure 1a is not the result of scaling by a constant factor. The decrease in CV after probability transformation results because the primary sources of variability in the standard deviationgenes that are increased or decreased after exposure to stimulus-are differentially normalized in proportion to the 'area' under their respective expression curves. The CV of the logarithm-transformed data is higher than those for the raw and the probability transformed data because the fold increase in the majority of genes is close to unity causing the log mean to take values close to zero.
Analysis of the human fibroblast data set
Several methods: qualitative visual inspection of the cluster structures, cluster validity measures, and statistical measures such as the average CV, were used to compare distance measures and clustering algorithms.
The KL clustering method was used to classify the fibroblast data. The number of clusters was varied from 5 to 50 clusters and the initial learning rates were set to 0.3 and 0.15, respectively. The results shown are over an average of 5 runs. Visual examination indicated that this method was able to identify coherent trends in the fibroblast data with as few as 5 clusters, suggesting that the algorithm was sensitive enough for identification of temporal patterns. As the number of clusters was increased, the more subtle differences between patterns emerged. The intra-cluster and inter-cluster distances (based on the KL divergence for calculations) were used for cluster number determination, by maximizing the average inter-cluster distance while minimizing the average intra-cluster distances. The method found the best cluster structure to be formed at 35 clusters. The results indicate that the KL divergence measure assigns genes with similar kinetic profiles to the same pattern and that genes with dissimilar profiles were assigned to distinct patterns (see Fig. 2a ). It can be seen that the SOM algorithm assigns visually similar patterns in adjacent clusters thereby showing a gradual change in the shapes of clusters when viewed from the first to the last, cyclical in nature.
To determine the relative contributions of the SOM algorithm and the KL divergence to the performance, the results obtained with KL clustering were compared to those obtained by using a SOM algorithm with the uncentered Pearson correlation distance measure. All experiments conducted with the PC measure were based on the logarithm (base 2) transformed data, as used most often . Figure 2b shows the 20 cluster plots obtained using the SOM with PC, based on the method described above to evaluate the final number of clusters (here, calculations for the inter-and intra-cluster distances was based on the PC measure). Similar to the results obtained with KL clustering, distinct patterns of temporal behavior are identified by the method. Almost all of the clusters were well populated, with only a few clusters with single genes. However, the clusters identified were 'less dense', with fewer outliers, when compared with the clusters obtained with the KL clustering method. It can also be visually observed from Figures 2a and b that the PC measure is more sensitive to single outliers when compared to the KL divergence.
For the final set of comparisons, we examined the patterns obtained with the PC distance, KL divergence and NP distance measure in an average linkage agglomerative hierarchical clustering (HC) algorithm. For each distance measure, the number of clusters was varied from 5 to 50 by pruning the dendrogram at the desired level. Generally, with the HC algorithm used in conjunction with the information theoretic measures, the majority of clusters contained only a single gene. In contrast, HC used with PC results in relatively fewer singleton clusters. Visually, the HC method with PC resulted in a better cluster structures when compared to KL divergence and NP distance measures. These findings indicate that HC with PC outperforms the two information theoretic measures examined. Figure 2c is a cluster image pruned at 50 clusters (using cluster distances for calculation) for HC with PC. Although the method results in a large number of clusters containing a single gene, it may be noted that all the clusters do contain distinct patterns with outliers forming the singleton clusters. The SOM algorithm on the other hand in general results in well-distributed and dense clusters, as can be seen from the cluster plots. Figure 3a presents DBI values that compare the effects of the clustering algorithm, SOM or HC, using the PC distance. SOM with PC produces lower value of DBI when compared to HC with PC. This comparison indicates that the SOM outperforms HC. Figure 3b shows that the KL divergence when used with the SOM method produces a lower value of DBI when compared to the SOM with PC. This demonstrates that the KL divergence is a satisfactory distance measure for array data; it outperforms SOM with PC. Finally, Figure 3c presents DBI values that indicate that the performance of KL divergence in SOM is comparable to that of the NP distance. These experiments indicate that although the KL divergence does not satisfy the properties of a true distance measure, its performance is similar to the symmetric versions of the informationtheoretic measures. as the SOM algorithm with PC were highly variable and at several time points, the mean CV values for HC were more than two orders of magnitude greater than the CV for SOM with KL divergence. A lower CV indicates better cluster structure since there is less within-cluster variation from the cluster means. Low CV values (see Figure 4b ) were obtained at all time points when SOM was used with either KL divergence or NP distance, although there was a trend toward lower CV values with KL divergence.
Comparison of cluster structures obtained for the various combinations of methods and distance measures was assessed using the qualitative method described earlier. A 2 × 2 contingency table was created for each pair of methods compared. A χ 2 test for independence was then performed. A comparison of the SOM with KL divergence and with PC tested non-significant, demonstrating that overall cluster structures from the two methods were (independent) different. The table showed a 93% match between the two sets of clusters (calculated as the proportion of the match i.e. [n 00 + n 11 ] to the total 133 386 pairs of comparison, taken as a percentage). Additional χ 2 tests for independence comparing SOM with KL divergence to HC with PC with an 84.44% match, SOM with PC to HC with PC having a 85.31% match, and SOM with KL divergence to SOM with NP distance with a high of 95% match, were all found to be non-significant. Thus, each method produced cluster structures that were statistically different, with the percentage of matches, giving an idea of the amount of similarity.
To better assess the similarities between cluster structures the adjusted Rand index was calculated. The highest value for the adjusted Rand index value, 0.302, was obtained when the results of SOM with KL divergence was compared to SOM with NP distance. The comparison of SOM with KL divergence to SOM with PC had a lower Rand index of 0.173. For SOM with KL divergence compared to HC with PC, and SOM with PC compared to HC with PC, the adjusted Rand index values were 0.015 and 0.126, respectively. These values suggest that SOM-based methods produce more similar clusters compared to HC and that the distance measures compared also contribute to the similarities in cluster structure. Figure 5 shows ontology trees for biological process produced by OntoExpress for five representative clusters obtained using the KL clustering method. Clusters 1 and 2 identified similar patterns and the comparison of their respective ontology trees found both clusters to contain genes involved in cell-cell and intracellular signaling. Cluster 10 contains genes involved in development, while clusters 21 and 22 contain genes involved in cell division/proliferation. The similarity of biological processes obtained for similar patterns of temporal expression indicate that KL clustering is a powerful method for analyzing temporal gene expression data.
Analysis of the yeast cell-cycle data set
For the yeast cell-cycle data, HC with PC, SOM with PC, and SOM with KL divergence were compared. The best learning rates were found to be 0.5 and 0.3 respectively, averaged over 3 runs. Figure 6a and 6b show the values of DBI and average CV, respectively, for HC with PC, SOM with PC and SOM with KL divergence. For the majority of the clusters, SOM with KL divergence yielded lower DBI values than SOM with PC. The DBI could not be calculated for HC with PC because nearly one-third of the clusters contained only a single gene, while most other genes were classified into cluster 3. Figure 6b shows that the average CV values for SOM with KL divergence were lower than those for SOM with PC and HC with PC at every time point.
The inter-cluster and intra-cluster distance were measured for the number of clusters ranging from 5 to 50. Using this approach for SOM with KL, 30 'best' clusters were found. Similarly, SOM with PC had 45 clusters while that for HC with PC had 30 clusters. Figure 7 (a-c) shows the patterns obtained for these three clustering methods. Again, SOM with KL divergence (Figure 7a ) was able to detect a variety of distinct cluster patterns including the genes varying across two cell cycles (see cluster number 17 and 23). In contrast, SOM with PC ( Figure 7b ) was less effective at detecting visually effective kinetic profiles and HC with PC ( Figure 7c) lumped most of the genes into a single cluster (cluster 3) and yielded no patterns.
DISCUSSION
Here we examined the KL divergence, a novel measure of similarity that has not previously been used for array analysis. We used a variety of statistical techniques to demonstrate that unsupervised clustering with the KL divergence is superior to HC with the Pearson correlation similarity measure.
The KL divergence has a useful biological interpretation because the effect curves of many in vivo processes are log-linear functions of the stimulus and the Hill (or sigmoid-Emax) equation, which describes the concentration-effect curves of many receptors to endogenous and pharmacological ligands is also log-linear over the range of 20%-80% of maximal effect. From the biological standpoint, the KL divergence D( p||q), between two mRNAs P and Q (with probability mass functions p and q respectively) is the mean difference in 'effect' between P and Q weighted in proportion to the levels of P. Alternatively, D( p||q) can be viewed as the mean difference in concentration-dependent component of the chemical potential between P and Q weighted in proportion to the levels of P.
The distance measure is an important aspect of any clustering algorithm. The Euclidean distance measure or L 2 norm is arguably the most intuitive distance measure because it corresponds to the everyday notion of spatial distance. However, if applied to arrays, it is sensitive to the scaling factor used for each gene and when dealing with very high-dimensional kinetic data, it is dominated by the larger values. The L 1 norm (or city block distance) is statistically more robust than the L 2 norm and an additional property of the KL divergence that enhances its usefulness for array analysis is that KL convergence implies convergence in the L 1 norm sense (Cover and Thomas, 1991) .
The Pearson correlation distance is not sensitive to scaling factors but it yields a high rate of false positives. It may attribute an artificially high score to dissimilar profiles when they share as much as a single large outlier. Although, the KL divergence is also sensitive to such single outliers, in general, if the patterns being compared are significantly different from each other in a majority of the time points, the clustering method will classify them as distinct patterns.
The similarity of the results obtained when KL clustering is performed using either KL divergence or NP distance demonstrates that the non-commutative nature of the KL divergence does not significantly influence the outcomes. Further, since distance calculations are only made from a given gene to the centroid of the cluster it belongs to, the measure used for clustering is not required to be symmetric.
Hierarchical agglomerative clustering produces deterministic results but can lead to artifacts because any 'bad' decisions made early on during tree construction cannot be subsequently corrected. As the clusters become larger, the average expression profile of the cluster may not accurately reflect any of the contained profiles. Hence, the higher up in the tree one looks, the less relevant the genes within a cluster may be to each other. The SOM algorithm is not subject to such problems.
In conclusion, information theoretic approaches such as KL clustering may prove useful for data mining gene expression profiling experiments. The statistical techniques developed for comparing KL clustering to HC are general-purpose and can be used to compare other clustering techniques.
