In this paper, we describe a minimal mean square error (MMSE) optimal interpolation filter for discrete random signals. We explicitly derive the interpolation filter for a first-order autoregressive process (AR (1)), and show that the filter depends only on the two adjacent points. The result is extended by developing an algorithm called local AR approximation (LARA), where a random signal is locally estimated as an AR (1) process. Experimental evaluation illustrates that LARA interpolation yields a lower mean square error than other common interpolation techniques, including linear, spline and local polynomial approximation (LPA).
INTRODUCTION
When sampling signals, a traditional assumption is that the sampling frequency must be higher than twice the signal bandwidth (the Shannon-Nyquist rate), in order to avoid aliasing. However, recent studies have shown that this is an unnecessary limitation and provide ways to sample a signal below this rate and compensate for the aliasing that occurs [1] , [2] .
Matthews [3] has studied the problem of designing a filter to reconstruct a continuous signal that has been sampled below the Shannon-Nyquist rate. However, since most signals are stored and processed in digital format, a densely sampled signal is often a sufficient representation of a continuous signal. Furthermore, a digital to digital converter is easier to implement than an analogue to digital converter. In this paper, we investigate the reconstruction of a discrete random signal by interpolating a downsampled version of the signal. Reconstructions of this nature have diverse applications including biomedical imaging [4] and audio processing [5] .
For a discrete random signal with known spectrum, we derive the optimal interpolation filter in a minimum mean square error (MMSE) sense. Based on statistical information about the spectrum of the signal, the filter is designed to compensate for the aliasing and to retain the statistical properties of the signal. We derive an explicit form of this filter for a stationary first-order autoregressive process (AR(1)). The resulting filter is then extended to a general interpolation algorithm, that can be used on a larger set of signals. This is done by approximating the signal locally as an AR(1) process, where the AR(1) parameter is estimated from the data without prior information about the original signal. We name this algorithm local AR approximation (LARA).
To evaluate the performance of LARA interpolation, we compare it with other interpolation techniques: linear, spline and local polynomial approximation (LPA) [6] interpolation.
PROBLEM STATEMENT
Consider a wide-sense stationary, discrete signal x[n], which is sampled into
where L, the downsampling factor, is a positive integer. Our objective is to reconstruct
, even though aliasing has occurred. We limit our solution to the set of linear reconstructions, and aim to minimise the MSE within this set. When interpolating a discrete signal, the optimal interpolation filter is a digital multirate filter, since for each sample the filter yields several interpolation points. By dividing the filter into L parallel filters, where L is the upsampling factor, the multirate filter can be represented by a bank of single-rate filters. Let us therefore introduce the filters H k , (k = 0, .., L − 1), where H k reconstructs samples of the form
For each of these interpolation filters, the optimal filter, in the MMSE sense, is a Wiener filter [7] : 
Proof: See Appendix A. This is a general expression of the optimal reconstruction filter when Pxx is known.
APPLICATION TO A FIRST-ORDER AUTOREGRESSIVE PROCESS
Assume that the process x[n] is a stationary AR(1) process,
where a is a constant, |a| < 1. The signal is downsampled with a factor L into
is also an AR(1) process,
where
The spectra of the AR(1) processes are,
where Ω d = ΩL. Inserting (7) and (8) into (4) leads to the following result,
Proposition 2. Let x[n] be an AR(1) process that is sampled into
. Then the MMSE optimal interpolation filter to reconstruct the signal x[n] from the samples
is given by
i.e., the filter depends only on the neighbouring samples.
Proof: See Appendix B.
Since the AR(1) process is Markovian, it is reasonable that the optimal interpolation filter only needs to consider information from the two adjacent points. While downsampled AR(1) processes are still AR(1), this is unfortunately not the case for higher-order AR processes, thereby limiting the generalisation of Proposition 2.
Comparison to linear interpolation
According to (9), the filter produces interpolation points by a weighted mean of the previous and the following sample point. Note the close relationship between the AR(1) filter and ordinary linear interpolation, defined as
and for the AR(1) interpolation filter, Fig.1 shows that the coefficients of the AR(1) filter are damped versions of the linear interpolation coefficients. The AR(1) filter considers the stochastic nature of the signal and introduces a bias towards the mean, which in this case is zero. The larger a is (i.e., less stochasticity), the more our filter resembles linear interpolation. 
LOCAL AR APPROXIMATION
Unfortunately, real world signals are not always well approximated as stationary AR(1) processes. In order to extend the above results and to take advantage of the simplicity of the interpolation filter, we propose to model an arbitrary signal locally as an AR(1) process, in other words to use a non-stationary AR(1) model.
We propose an algorithm where the a-parameter in (5) is optimised locally. This is done by first estimating a d with a weighted prediction error method [8] , i.e.,
The weights, w(m), are selected as a Gaussian window, centered at the time of the interpolation point (
where α is the standard deviation of the Gaussian window. We call the algorithm local AR approximation (LARA), since it can be seen as a stochastic version of the LPA method [6] , the latter being better suited for deterministic signals.
To obtain a unique solution for a, negative values are excluded. This is equivalent to assuming that both processes are of a low-pass character. Note that this assumption is only necessary for signals with unknown spectra.
NUMERICAL EXPERIMENTS AND RESULTS
In this section, we test the AR(1) filter and the LARA algorithm. We generate discrete signals, upsample and interpolate them, then compute the resulting MSEs. To facilitate the comparison between different processes, the MSEs are normalised by the variance of the signal.
AR(1) filter experiments
First, we compare the resulting MSEs when interpolating a true AR(1) signal with the AR(1) filter and the linear interpolation filter. Three different AR(1) processes are investigated. Each signal is 10.000 samples long and a normalised MSE is computed from 250 Monte Carlo simulations. We confirm that the derived AR(1) filter is indeed better than linear interpolation, see Table 1 . The difference is higher the smaller a is.
LARA filter experiments
Secondly, we investigate the performance of LARA. The processes are generated, downsampled and interpolated with LARA and other interpolation techniques. The MSE is computed over 500 Monte Carlo simulations, where each signal consists of 3.000 samples. The first process is an AR(2) process,
where v is white Gaussian noise, N (0, 1). The resulting normalised MSE, for different L, is compared to other interpolation techniques: linear, spline and LPA. The parameters of LPA are set to m = 1 and h = 0.02L. The standard deviation, α, of the weight function for LARA (see (16)), is set to 20 samples (α = 20L). These parameter settings were empirically selected to minimise the interpolation MSE for the evaluated interpolation techniques. Fig. 2 shows the resulting MSE for the different interpolation techniques. In this case, the optimal LPA is indistinguishable from linear interpolation, and both are outperformed by LARA. To see how the LARA algorithm performs when the process is not stationary, we investigate the result for an AR(1) process where the pole is changing with time according to a = sin(2πn200/T ), where T is the time between two samples in x. The results are shown in Fig. 3 . As seen, the performance of LARA is clearly better than that of the other interpolation methods for both simulated processes, especially for large L. 
Table 1. MSE for linear and AR(1) filter interpolation of three AR(1) processes
Method a L = 2 L = 3 L = 4 L = 5 L = 8 AR(1)
CONCLUSIONS AND FUTURE WORK
We have derived a MMSE optimal interpolation filter for a discrete signal with a known spectrum. We have explicitly derived this filter for an AR(1) process and shown that it is similar to a linear interpolation filter, but biased towards the mean. We also introduce the LARA algorithm, which locally approximates an unknown process as an AR (1) process. Numerical experiments show examples of processes where the LARA algorithm outperforms commonly used interpolation techniques. The filter resulting from the LARA algorithm depends crucially on the width of the Gaussian window, α. Currently, the selection of α is done empirically. Therefore, the obvious next step in developing the LARA algorithm is to propose a theoretical approach for the selection. Furthermore, it needs to be more thoroughly investigated for which processes the algorithm is effective.
APPENDIX

A. PROOF OF PROPOSITION 1
The spectrum Px d x dk is the Fourier transform of
, which after reformulation yields,
This yields
Expressing the pulse train as its Fourier series results in
Inserting (18) into (3) now yields (4).
B. PROOF OF PROPOSITION 2
Inserting (7)- (8) into (4) results in
where z = e jΩ d . Equation (20) can be simplified by noting that
and, from inverting a geometric sum (x = 1),
Using (20) and (21), we can rewrite the terms in the numerator (let
) and (19) becomes
(−k+n−p) .
The sum over m is L if n − k − p = κL, κ ∈ Z, and zero otherwise. This yields
Taking the inverse Z-transform shows (9)-(11).
