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Abstract
We propose a method to recover the structure of a com-
pound object from multiple silhouettes. Structure is ex-
pressed as a collection of 3D primitives chosen from a
pre-defined library, each with an associated pose. This
has several advantages over a volume or mesh represen-
tation both for estimation and the utility of the recovered
model. The main challenge in recovering such a model
is the combinatorial number of possible arrangements of
parts. We address this issue by exploiting the sparse na-
ture of the problem, and show that our method scales to
objects constructed from large libraries of parts.
1 Introduction
We propose a method to estimate the structure of com-
pound objects from a set of images. Such objects are
prevalent in our everyday environment, and in many cases
our knowledge of their innate structure is essential to our
understanding of them. They include man made objects
such as buildings, furniture, and cars, but also natural ob-
jects such as trees and plants. Our goal is to find the sim-
plest construction which explains the shape of the object,
using a given library of parts. Unlike most work on the re-
covery of shape from images, our method does not gener-
ate a point cloud, or a volume, but a structural explanation
of way the object depicted is constructed. In this sense it
is aligned with the blocks-world approach [14], recently
revisited by [8].
The method we propose reasons in 3D about the struc-
Figure 1: An illustration of the deconstruction process,
from image set, and silhouettes, to an estimate of the
building blocks from which an object is constructed, and
how they fit together.
ture of an object on the basis of its appearance in an image
set. This requires a set of building blocks from which an
object might be composed. As we are interested in struc-
ture, rather than appearance, these building blocks are de-
scribed in terms of their shape and position only. The
recovered structure estimate is the smallest set of building
blocks required to reconstruct the object in question.
By estimating structure, rather than shape, the method
provides a semantic interpretation of the elements from
which the object is constructed. This means that the re-
sulting structure estimate can be used to animate the ob-
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ject, decompose it, or augment it. For example, the esti-
mated structure of a car identifies the doors and wheels,
as is required to rig the object in order to animate each
component appropriately. This in turn allows the mod-
elled object to be incorporated into a video game or video
sequence without further work. Our method thus differs
significantly from classical Structure from Motion meth-
ods; we are effectively deconstructing the object into its
constituent parts.
Representing an object by 3D primitives also has ad-
vantages for the estimation of its shape. The space of pos-
sible primitive arrangements is far smaller than the space
of possible combinations of 3D vertices or voxels, resolv-
ing ambiguities and eliminating shapes that are impossi-
ble. However, the solution space remains extremely large
for complex objects, and one of our main contributions
in this paper is a way of formulating the primitives and
optimising their arrangement so that a global optimum,
corresponding to the simplest configuration that explains
the input silhouettes, can be found within this space.
After discussing related work in Section 1.1, we define
the problem and describe the form of the measurements
and the 3D building blocks in Section 2. In Section 3, we
describe how we solve the problem in practice, followed
by some experimental results in Section 4.
Our notation is as follows. We label scalars in non-
bold italic typeface, with lowercase indicating an index
and upper case its limit, thus p ∈ {1, . . . , P}. Vectors
are represented as bold lower case letters (eg. x), and
are column vectors. Matrices appear as bold upper case
letters (eg. X).
Figure 2: A selection of the shape models used in recov-
ering the structure of the Lego R© models. Each such shape
model must be rendered in every location and orientation
in which is may appear to generate the set of templates.
1.1 Related Work
The idea of analysing the composition of a visible ob-
ject or scene in terms of a set of basis parts has a long
history in computer vision, stretching back to the blocks-
world interpretation of flat shaded polyhedral surfaces in
the 1960s [14]. This was further developed to interpret
collections of simple shapes [4], to reason about struc-
ture from physical constraints [2], and, recently, to inform
the recovery of a qualitative scene reconstruction from a
single image [8]. There are also a variety of methods
which interpret images or point clouds using predefined
families of surfaces, or implicit functions (see for exam-
ple [16], and for a reverse engineering application [6]).
Paramterised sets of transformations have also been used
to identify the building blocks of building facades[11] and
3D structures[13].
Our approach, however, poses structure recovery as a
classification problem where evidence is sought within
the image set for the existence of each of the possible
building blocks from which the object might be con-
structed. This approach is thus more closely related to
work such as [18] which describes a method for object
recognition using linear combinations of images. They
recognise objects by reconstructing the location of fea-
tures in a query image as a linear combination of those
in images of database objects. However, the method aims
only to recognise objects for which it has a pre-existing
model.
Wright et al. in [19] build on the eigenface-based face
recognition method of of Turk and Pentland [17] to iden-
tify a query image of a face by analysis of the coefficients
of its reconstruction from a set of basis vectors. They
form the basis vectors by random projection of the train-
ing images, and apply the tools of sparse representation
and compressed sensing to the problem. The reconstruc-
tion of the query image from the basis set is defined as
that miminising the `0 norm and is under-constrained, but
the presumed sparsity in the space of face images allows
a solution using the `1 norm in its place. This method is
similar to that proposed here in that it uses the coefficients
which best (linearly) reconstruct the data for the purposes
of classification.
Shakhnarovich et al. in [15] propose Parameter Sen-
sitive Hashing (PSH) as a method for estimating human
pose from a single silhouette. The method thus recov-
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ers pose from a projection, as we aim to do. A similar
problem is tackled in [7] using a Bayesian human shape
model. These methods aim to recover the pose of a single
predefined structure, however, rather than recovering pose
and structure simultaneously.
Our method also has similarities to the non-rigid fac-
torisation approach proposed by Bregler et al. [3] whereby
a the shape of a deforming object is recovered as a linear
combination of basis shapes. Although a number of im-
provements have been proposed (see [12] for example),
the method fundamentally operates on identified sets of
feature points on the object, and aims to recover shape
rather than structure. These methods also typically re-
quire a very specific camera model and assume that the
structure linking the parts together is fixed and known.
2 Estimating structure
Given one or more measured images, flattened and con-
catenated into a S dimensional vector y, and a collection
of T template vectors, stacked into a S × T matrix Π, we
seek the most parsimonious combination of templates that
reconstructs the observed image data:
argmin
α
‖α‖0, s.t. y = Πα (1)
where α is a length T vector. Due to practical consid-
erations, we adopt a relaxed formulation in later sections
of the paper, but what differentiates our approach from
others based on linear combinations of building blocks,
is the form of the measurements, the nature of the build-
ing blocks, and the process by which the coefficients are
estimated.
2.1 The measurement vector
Because the template shapes do not have any associated
appearance information, we convert each image to a sil-
houette. Each pixel in each silhouette image records the
presence or absence of the object at a particular location
in one of the images as a 1 or a 0 respectively.
We consider multiple silhouette images of an object,
each of which has a corresponding projection matrix Pp
(where p ∈ {1, . . . , P}) as in Figure 3. We assume that
these projection matrices are available a priori, or calcu-
lable from the image set. In the case of the experiments
presented in Section 4, the Pp were estimated from the
image sets using standard camera calibration software.
The silhouette of the object in each image is flattened
into a vector yp. We then form the S dimensional binary
vector y by concatenating the yp for all p.
The advantage of silhouettes as a cue is that they are
dependent on shape alone. There is no reliance on texture
to generate identifiable feature points, on an active sensor
to generate a point cloud, or the interaction with a light
source to generate usable shading variations. Most im-
portantly, however, the silhouettes of components can be
composited in order to form the silhouette of the whole.
2.2 The template shapes
Each template is defined by a 3D shape and a 3D pose.
These templates are the elements from which each shape
model is constructed. In the case of the Lego example
each template shape represents a particular type of block
at a specific position and orientation, a selection of which
are shown in Figure 2. The set of templates includes ev-
ery shape that might form part of an object to be recon-
structed, at every location it can occur.
Figure 3: The silhouettes of one template, which are flat-
tened and concatenated to form a silhouette vector.
Generating the basis matrix Π requires calculating a
set of silhouettes for each template shape, such as those
in Figure 3. Each template Tt is rendered using each pro-
jection matrix Pp to produce a corresponding synthetic
image Ipt . The silhouette of each of these synthetic im-
ages is then flattened into a vector. The silhouette vectors
for each template Tt are then concatenated into a single
length S vector pit. There are T such vectors pit, and these
make up the columns of the matrix Π ∈ ZS×T2 . The
columns of matrix Π thus represent a basis of template
silhouettes from which we aim to construct the true ob-
ject silhouette according to Equation (1). Each silhouette
image Ipt depends on both Tt and P
p, which means that
both must be known before pit can be formed.
3
Figure 4: Lego Escher arches: estimating structure, rather than just shape, provides semantic information such as how
objects are constructed. In this example the structure estimate calculated on the basis of of 4 silhouettes allows an
analysis of the components of the object and how they fit together.
An advantage of this method is that we need only ren-
der each component individually, rather than in every pos-
sible combination. This means that the number of tem-
plates scales approximately linearly with the number of
components rather than combinatorially with the com-
plexity of the object to be modelled.
We demonstrate the technique on Lego models as an in-
dication of a scenario which is an intuitive, but challeng-
ing, application. Lego models are constructed of many
small parts, each of which may appear in hundreds of dif-
ferent positions. This is far in excess of the number and
variety of components that we would expect normal ob-
jects to be composed from. We show below that structure
estimation can be posed as a linear programming prob-
lem, and thus that tens of thousands of template shapes
can be analysed if modern linear programming techniques
are used.
3 Structure recovery as linear pro-
gramming
In order to solve (1), we replace the `0 norm onαwith the
`1 norm, thus rendering the problem convex. Donoho and
Huo in [5] show that, under certain sparsity conditions,
the relaxed equivalent of (1):
argmin
α
‖α‖1, s.t. y = Πα (2)
has the same solution. The sparsity constraint requires
that each object to be reconstructed must be expressible
using a very small fraction of the large set of possible
templates, and therefore that we expect the fraction of
non-zero elements in α to be very small. The length of
α depends upon the number of template shapes required
to achieve a reasonable quality reconstruction, but is prac-
tically limited by the scale of optimisation problem which
we can solve. Modern Linear Programming packages are
capable of solving systems with millions of variables, al-
though the largest problem solved in the process of gener-
ating the results below had over 72, 000 templates. The
objects we seek to analyse are typically constructed of
tens of template shapes so the vector α can be expected
to have approximately one thousandth of its elements not
equal to zero. This level of sparsity is more than enough
to satisfy the requirements of Donoho et al. [5].
Due to noise in the silhouette images, and the fact that
no real set of templates is likely to perfectly explain the
shape of all suitable objects, the equality constraint in (2)
is unattainable in practical situations. A number of relax-
ations of such a constraint have been proposed in the lit-
erature, but our concern is whether a combination of tem-
plate silhouettes are as close as possible to the silhouette
of the original object. This would suggest the `0 norm, but
as previously described practicality demands the `1 norm
instead. We thus seek to optimize
argmin
α
‖y −Πα‖1 + λ‖α‖1, s.t. 0 ≤ α ≤ 1, (3)
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where λ is a scale factor controlling the degree to which
the method focuses on reconstruction error or parsimony.
The bounds on values of the elements of α ensure that
the silhouette of the object is constructed by adding the
columns of Π, and that each column can be added only
once. This in turn means that the resulting structure esti-
mate is constructed by adding components together.
In practice, the silhouettes of the various template
shapes inevitably overlap. The fact that these silhouettes
are composited linearly in (3) means that pixels in over-
lapping areas of the reconstructed silhouette Πα are no
longer necessarily less than or equal to 1. In order to over-
come this problem we apply a post estimation filtering
step which is described in Section 3.3.
3.1 Dimension reduction by random pro-
jections
The vector y in (3) is S elements long, as are the columns
of Π. If y is constructed from 4 images of one megapixel
each then S = 4× 106, and (3) will be too large to solve.
Given the sparsity referred to above, and the fact that we
expect the columns of Π represent a small fraction of the
2S possible silhouettes, we randomly project the problem
to a lower dimensional space and solve it there.
The Johnson-Lindenstrauss Lemma asserts [1] that a
set of n points in any Euclidean space can be mapped to
an Euclidean space of dimension m = O(−2logn) so
that all distances are preserved up to a multiplicative fac-
tor between (1 − ) and (1 + ). A variety of such map-
pings based on multiplication by a Rm×n,m  n ma-
trix Φ have been proposed, including that of Indyk and
Motwani[9] where the elements of Φ are sampled inde-
pendently from N (0, 1), a zero-mean Gaussian distribu-
tion with standard deviation 1. Matousˇek in [10] showed
that a sparse matrix with nonzero entries chosen randomly
from {1,−1} can also be used.
In practice we apply dimension reduction by pre-
multiplying the measurement and reconstruction by a ma-
trix Φ ∈ RD×S whereD  S is chosen to ensure that the
relative distances between each vector will be preserved
with high probability. The problem we wish to solve thus
becomes
argmin
α
‖Φy−ΦΠα‖1+λ‖α‖1, s.t. 0 ≤ α ≤ 1, (4)
The matrix Φ is constructed once, and is common to all
templates. The matrix is also sparse, with only k non-zero
elements, and each such non-zero element drawn from a
Normal distribution with mean 0 and standard distribu-
tion 1. This form of Φ is a slight extension of the dense
Gaussian matrix proposed by Motwani[9], obtained by
expanding the matrix with zeros. The number of mea-
surements required has not been changed, only the den-
sity with which they are represented in Φ. Various values
of k have been used in testing, as is detailed in Section 4.
3.2 Optimisation
A number of linear programming packages are capable
of solving optimisation problems in the form of (4), in-
cluding CVX1 `1-magic2, and MOSEK3, amongst many
others.
The columns of the matrix Π are of the order of mil-
lions of elements long, and thus difficult to store and pro-
cess. Rather than store Π itself, we thus record instead
the RD×T basis matrix Ψ constructed by multiplying the
basis matrix by the dimension reduction matrix thus
Ψ = ΦΠ. (5)
This projection is carried out as soon as each column of
Π is calculated, alleviating the need to store Π.
Algorithm 1 Algorithm overview
Require: Input images, Matrices Φ, Ψ
Calculate target object silhouette, and vectorise
Eliminate columns of Ψ falling outside target silhou-
ette
Solve Equation (4) for α
Round α to an integer solution
The time required to find the optimum of (4) depends
largely upon T the number of templates used and D, the
number of rows in Φ. Decreasing D decreases the prob-
ability that the optimum of (4) will correspond to that
of (3), but culling unnecessary templates has no impact
upon the quality of the solution. In practice it is of-
ten possible to eliminate templates from consideration by
1 See http://www.cvxr.com.
2See http://users.ece.gatech.edu/ justin/l1magic/.
3 See http://www.mosek.com/..
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analysis of the images of the object to be reconstructed.
The simplest culling is achieved by removing from con-
sideration those templates with silhouettes extending sig-
nificantly beyond that of the real object. This typically
achieves an order of magnitude reduction in the number
of columns in Π in our testing.
3.3 Obtaining an integer solution
The estimate α̂ generated through the process described
above has elements which are bounded by 0 and 1, but
which are not necessarily integers. The cost function
which is optimised by the linear programming process is
also an approximation to the ideal cost function due to the
linear composition process.
In order to generate an integer solution, and overcome
the composition problem, a search method which checks
every feasible solution against an improved evaluation
function has been developed. It is typically possible to
determine a range of numbers of templates that might be
expected in a solution. In the Lego example, for instance,
the models might be expected to have between 5 and 20
parts. A set of feasible templates can also be estimated
by selecting every element of α̂ over a threshold. Every
possible combination of feasible templates whose cardi-
nality is within a pre-defined range is thus determined.
This large set of possible template combinations is then
sorted by the mean of the associated template coefficients.
The template combinations corresponding to the highest
means are then evaluated.
Evaluating a template combination involves rendering
its silhouette and comparing it to the true silhouette of the
object. The silhouette of each template combination is
calculated so as to avoid the linear composition problem,
and thus allows a true evaluation of the quality of each
combination. The combination with the lowest silhouette
reconstruction error, minus lambda times the number of
templates, is selected as the final result. We call this the
‘Search’ method, as compared to the ‘Max’ method which
merely selects a fixed number of templates corresponding
to the highest entries of α. The Max method requires
knowledge of the true number of templates used, whereas
the Search method does not, but requires more computa-
tion to evaluate candidate template combinations.
4 Experimental testing
We test the accuracy of the recovered model structure, and
its sensitivity to noise, for both synthetic images and im-
ages of real objects. Additionally, we measure the effect
of varying parameters such as the number of shape tem-
plates and the degree of dimension reduction.
The model used for synthetic testing was that of a hypo-
thetical plant composed of single leaves emanating from
a common root, as illustrated in Figure 5. The testing,
and rendering, was carried out in Matlab, allowing full
control of plant parameters. Optimisation was carried
out using the CVX package4. Unless otherwise specified,
synthetic tests on the plant model used four images (and
thus silhouettes) per plant, each of 281 × 211 pixels, the
plants had 6 leaves, and each result represents an average
over 10 trials. The default parameters to the method were
λ = 10−2, D = 441, k = 10−2 and T = 500. The values
of these parameters were determined through training on
separately generated test data.
Figure 5: Two views of a synthetically rendered plant
model used in testing, and a rendering of 2000 leaves
which illustrates the amount of overlap between tem-
plates.
Figure 6 shows an α estimated by the linear program-
ming process, and a histogram of the magnitudes of its en-
tries. Note that the recovered α is very sparse, but that the
number of coefficients greater than zero is significantly
larger than the true number of leaves, which was 16.
We measure performance by the proportion of pixels in
the test silhouettes which are explained by the estimated
structure. This is calculated by building the model corre-
sponding to the estimated α and comparing its silhouette
4See http://cvxr.com/cvx/
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Figure 6: A bar and histogram plot of an α estimated by
the optimisation process. The true model had 16 com-
ponents, and a significant amount of noise added to the
model parameters (the fraction of pixels changed was
0.075).
to the test silhouette. This error metric has the advantage
of being relatively independent of the choice of the basis
Ψ because, as is stated above, we seek the structure es-
timate which best explains the silhouette. We label this
measure the ‘Fraction of Pixels Explained’ (FPE), and the
ideal result is that the fraction of pixels explained by the
estimate is equal to the fraction of pixels explained by the
true structure. Such a result would fall on the line y = x
within the plots shown below of FPE against Noise Level
(Fraction of Pixels Changed).
Figure 7 illustrates the performance of the method over
200 tests with varying levels of parameter noise, and num-
bers of leaves. The fact that the results of the ‘Search’
process (from Section 3.3) are closely aligned to the line
y = x indicates that the method is calculating estimates
which explain the observations as well as possible.
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Figure 7: A scatter plot of Noise level vs. FPE for
structure estimates calculated by the ‘Max’ method (red
crosses) and the ’Search’ method (green plus symbols).
Figure 8 relates the performance of the method in the
presence of salt and pepper pixel noise. In generating
the figure a fraction of the pixels in each silhouette were
set randomly to zero or one. The Figure shows that
the method is very robust to this type of error, with the
‘Search’ method still performing well in the case where
16% of the pixels have been changed. This is to be ex-
pected due to the use of templates as the structural ele-
ments rather than individual points or voxels.
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Figure 8: The performance of the ‘Max’ and ‘Search’
methods (in red and blue respectively) when applied to sil-
houettes corrupted with salt and pepper noise. The y-axis
relates the number of pixels in the noise free image that
are not explained by the reconstruction, and the x-axis the
fraction of pixels that had their values set randomly.
Figure 9 shows the proportion of plant leaves recov-
ered under various values for the measurement density k.
The tests were carried out in the presence of salt and pep-
per noise whereby 7% of the pixels in each silhouette had
their values assigned randomly. The figure shows that the
Search method is robust to changes in measurement den-
sity. As expected, the accuracy of the reconstruction im-
proves as the number of measurements increases in Fig-
ure 10.
4.1 Real images tests
Figures 1 and 4 relate the performance of the method in
estimating structure from real images. In the real im-
age testing the pictures were taken with a standard con-
sumer SLR camera and the silhouettes calculated using
standard image processing techniques. Forming the ma-
trix Ψ required of the order of 4 minutes which includes
rendering time. The Lego shape templates were gener-
ated using LeoCAD5 which in turn uses the models from
5See http://www.leocad.org/trac
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Figure 9: The fraction of true leaves recovered for varying
measurement densities k.
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Figure 10: The fraction of true leaves recovered for vary-
ing numbers of measurements (or projection dimensions)
D.
LDraw.org6. The templates represent different blocks at
all possible positions and rotations within the bounds of
the space within which the model may appear. In order
to restrict the number of templates to a manageable num-
ber only those with silhouettes which overlap the real ob-
ject silhouettes are considered. For all real image tests
λ = 4× 10−4.
In the case of Figure 4 two 3D shape models and 4 im-
ages were used. The images were calibrated using stan-
dard software on the basis of the locations of the corners
of blocks in the Lego base. In terms of templates, the
1×1 block could appear in 196 positions horizontally and
was modelled up to 4 layers high, resulting in 784 tem-
plates. The arch had 121 possible positions (horizontally)
at each of 2 orientations, which at 4 level generated 968
6See http://www.ldraw.org/
Figure 11: Three of the 8 input images for the numbers
test, and the corresponding views of the recovered model.
The only shape model used in the test was a 1 × 1 Lego
block.
templates. The total problem thus had 1, 752 templates,
which was reduced to just over 500 after culling. The
number of measurements D used was 1, 727 and solving
the system required approximately 3 minutes of process-
ing time. The timing information is approximate as much
of the process was parallelised and calculating the equiv-
alent serial timing necessarily involves estimation.
In the case of Figure 1 four 3D shape models were
used, the figure, the windscreen, the wheel pairs, and a
6 × 2 block. The number of templates after culling was
861. Rendering, segmenting and projecting the templates
took approximately 6 minutes, solving the system approx-
imately 4 minutes, and the search process 9 minutes.
There are a number of failure cases of the method. The
correct calibration of the image set is critical, as even
small errors will see the synthetic and real components of
the object misaligned. The failure case presented in Fig-
ure 14 illustrates the case in which the overlap between
template silhouettes grows to be a significant proportion
of the silhouette itself. The templates used in deconstruct-
ing the model included 1 × 1 blocks. These blocks have
a very small projection into the images, and a large pro-
portion of each is occluded by the blocks in front of it.
The size of the blocks also means that many templates
are required to enumerate the space. The result is a large
number of templates which have a minimal impact on the
object silhouette.
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Figure 12: A segment from one of 8 input images for the
trees test, and a visualisation of the reconstruction pro-
jected back into the first 3 input images. The projection
of the reconstruction is shown in red, and the original sil-
houette in blue. Green thus indicates overlap. The results
are effectively the same for λ ∈ [1 × 10−5, 6 × 10−3].
Nine shape models were included in the test. The fact
that the reprojection and silhouette are slightly misaligned
demonstrates the robustness of the method to errors in cal-
ibration and segmentation.
5 Conclusion
The method we have described recovers a structural ex-
planation of the shape of an object from a set of silhou-
ettes. It is applicable in cases where structure can be de-
scribed in terms of a set of building blocks, and where the
this set is of the order of millions of elements or less. Ex-
perimental testing has shown that it is robust to salt and
pepper noise, and to moderate discrepancies between real
object structures and the set of template shapes.
Estimating object structure from an image set is often
under-constrained, as many possible structures could gen-
erate the same set of observations. This is typically the
case where an object includes internal components invis-
ible in the images, for instance. In this case the method
choses the structure with smallest number of elements, but
other regularisations are equally feasible.
The primary limitation of the method is the fact that
the linear composition model from Equation (1) gener-
ates silhouette reconstructions with values greater than 1.
This limits the complexity of the objects which may be de-
constructed, as complex objects tend to have higher levels
of overlap in their components. We have demonstrated
Figure 13: One of 12 input images for the second car test
(cropped), one of the calculated silhouettes, the reprojec-
tion of the ground truth back into one of the images, and
rendering of the estimated structure. Three times as many
shape models as required were used in the test (shown in
Figure 2), leading to over 3, 500 templates. The result is
stable for λ ∈ [0, 2× 10−3].
that the method is capable of selecting 20 components
from a set of over 10, 000, but this will need to be im-
proved for many real applications. Lessening this limita-
tion remains as further work, as does the development of
template learning methods, and possible the use of non-
silhouette features.
One of the most interesting features of the method is
that it optimizes over combinations of 3D building blocks,
and to this extent is reasoning in 3D about the problem
of understanding objects from image sets. An interesting
extension would be the inclusion of physical constraints
in the optimisation process, such as those utilised in [8].
These might include the requirement that all estimated
components are subject to gravity, for example.
The proposed approach has been demonstrated to suc-
ceed for compound objects of moderate complexity, and
offers insight into the problem and a basis upon which
further developments might proceed.
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Figure 14: Failure case. Two of the input images with the
silhouette of the estimated reconstruction to illustrate the
discrepancy between the two.
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