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Kurzzusammenfassung
Die vorliegende Arbeit hatte das Ziel, experimentell gewonnenes Wissen u¨ber
ORMOCER R©e, eine Klasse von organisch-anorganischen Hybridpolymeren,
durch theoretische und praktische Arbeiten zu erga¨nzen. Dazu wurden Ro¨nt-
gen-Streuexperimente im Kleinwinkelbereich (Small Angle X-Ray Scattering,
SAXS) und Modellierungsstudien mit Kraftfeldmethoden an drei ausgewa¨hl-
ten Materialien durchgefu¨hrt.
In den Ro¨ntgenstreuexperimenten an ORMOCER R©-Lo¨sungen in Essigsa¨ure-
isobutylester (EIBE) konnte die bereits bekannte Strukturgro¨ße von ORMO-
CER R©-I (0.7 bis 1.0 nm) wiedergefunden werden. Die bisher nicht bekannte
Strukturgro¨ße von ORMOCER R©-II konnte auf ungefa¨hr 1.2 nm angena¨hert
werden.
Fu¨r das experimentell gut untersuchte Material ORMOCER R©-I konnte ein
atomistisches Modell entwickelt werden, dass die Dichteverha¨ltnisse im Ma-
terial sowohl vor als auch nach der radikalischen Polymerisationsreaktion
sehr gut wiedergeben konnte. Durch die besondere Beru¨cksichtigung des auch
experimentell (29Si-NMR-Spektroskopie) im Material gefundenen Octaphe-
nylcyclotetrasiloxans (cyclo-DDDD) konnten die Ergebnisse weiter verbessert
werden. Daru¨ber hinaus wurden erste Untersuchungen zum Einfluss der ge-
wa¨hlten Modellgro¨ße auf die Modellierungsergebnisse sowie erste Versuche
zur Simulation des Diffusionsverhaltens des Hybridpolymers durchgefu¨hrt.
Fu¨r das zweite untersuchte Material, das ORMOCER R©-II, konnte ebenfalls
ein atomistisches Modell entwickelt werden. Die Dichteverha¨ltnisse wurden
im Modell gut wiedergeben, die Simulationen besta¨tigten die Annahme aus
den SAXS-Ergebnissen, dass die Strukturgro¨ße im ORMOCER R©-II etwas
gro¨ßer ist als die im ORMOCER R©-I. Erga¨nzend wurden zwei unterschiedli-
che Strategien zur Generierung der Polymermodelle vergleichend untersucht.
Als drittes Beispiel wurde das strukturell einfacher und definierter aufge-
baute Material ORMOCER R©-DIM01 in ein atomistisches Modell u¨berfu¨hrt.
Das entwickelte Simulationsmodell konnte die Dichte vor der Polymerisati-
on schon ganz gut wiedergeben, die Dichte des Polymers wurde aber deutlich
(6 bis 8 %) unterscha¨tzt.
Stichworte: ORMOCER R©e, Modellierung, Small Angle X-Ray Scattering
(SAXS), Hybridpolymere, Kraftfeldmethoden, Mehrphotonenpolymerisation

Abstract
The aim of the present work was to expand experimentally gained knowledge
about ORMOCER R©s, a class of organic-inorganic hybrid polymers, with ana-
lytical and theoretical methods. Small Angle X-Ray Scattering experiments
(SAXS experiments) were combined with modeling studies based on force field
methods to investigate selected ORMOCER R© materials.
SAXS measurements utilizing solutions of ORMOCER R©s in isobutylacetate
(EIBE) confirmed the structural size of ORMOCER R©-I (0.7 to 1.0 nm) ob-
tained in previous analyses. The unknown structural size of the primary par-
ticles of ORMOCER R©-II could be approximated to 1.2 nm.
An atomistic model could be developed for the experimentally well charac-
terized material ORMOCER R©-I. The developed model is able to correctly
reproduce the experimental values for the density of this material both be-
fore and after the radical polymerization reaction. The special consideration
of octaphenylcyclotetrasiloxane (cyclo-DDDD) as a part of the polymer lead
to a further improvement of the modeling results concerning the densities.
Noteworthy, the presence of cyclo-DDDD in ORMOCER R©-I had been experi-
mentally confirmed by 29Si-NMR measurements. Based on the model, simu-
lations were performed in order to investigate the influence of the selected
model size on the modeling results. First approaches to describe the diffusion
properties of ORMOCER R©-I were made, additionally.
The modeling study of the second material ORMOCER R©-II lead to an ad-
justed atomistic model that is able to describe the investigated material be-
fore and after the polymerization reaction. The simulation results confirmed
the larger structure size derived from the scattering results. The investiga-
tion of two different polymerization strategies completed the modeling study
of ORMOCER R©-II.
ORMOCER R©-DIM01 was the third material investigated using force field
methods. An atomistic model could be derived from the less complex and more
defined structure of this material. The density of the polymerized material
was underestimated by the model (6 to 8 %), although the non-polymerized
material was well described concerning the density.
Keywords: ORMOCER R©s, Molecular Modeling, Small Angle X-Ray Scatter-
ing, Hybrid Polymers, Force Field Methods, Multi-Photon Polymerization
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Die physikalischen Grundlagen zur Entwicklung des Lasers wurden bereits
am Anfang des 20. Jahrhunderts von Albert Einstein gelegt [1, 2]. Die Reali-
sierung des Rubinlasers als erstem experimentell einsetzbaren Lasersystem
gelang Theodore Maiman fast 50 Jahre spa¨ter im Mai 1960 [3]. Der na¨chste
Meilenstein gelang in den fru¨hen 1980er Jahren mit der Entwicklung von
Titan-Saphir-Lasersystemen [4, 5]. Diese ermo¨glichten den Einsatz von La-
serpulsen mit sehr kurzen Pulsla¨ngen. Seitdem gibt es stetige Fortschrit-
te im Bereich der Lasertechnologie, so dass Pulsdauern im unteren Femto-
sekundenbereich inzwischen mo¨glich geworden sind.
Diese Entwicklungen fu¨hrten zu neuartigen Verfahren fu¨r die Erzeugung
von sehr kleinen dreidimensionalen Strukturen im Mikro- bzw. Nanometer-
bereich [6, 7]. Fu¨r diesen Einsatzzweck hat sich die Mehrphotonenpolyme-
risation – vor allem in Form der Zweiphotonenpolymerisation – als beson-
ders vielseitige und zuverla¨ssige Methode etabliert. Die theoretische Vorher-
sage des zugrunde liegenden Zweiphotonenabsorptionsprozess stammt aus
dem Jahr 1931 [8], die praktische Demonstration gelang allerdings erst 1997
mit der Entwicklung geeigneter Lasersysteme [9]. Die Zweiphotonenpolyme-
risation ermo¨glicht die Erzeugung sehr kleiner Strukturen durch die Poly-
merisation eines photosensitiven Harzes unter Einstrahlung von ultrakurz-
en Laserpulsen (vgl. Abbildung 1, links). Die Reaktion wird im Harz nur an
Positionen ausgelo¨st, an denen zeitgleich zwei Photonen absorbiert werden.
Die Wahrscheinlichkeit fu¨r diesen Prozess ist nur im Fokus des Laserpulses
groß genug. Auf diesem Weg ko¨nnen deshalb dreidimensionale Strukturen
direkt im Volumen des Harzes erzeugt werden [10]. Der nicht-lineare Absorp-
tionsprozess ermo¨glicht daru¨ber hinaus die Unterschreitung des durch das
verwendete Licht vorgegebenen Beugungslimits [11, 12].
Als photosensitive Harze – die auch als Resists bezeichnet werden – wur-
den am Beginn der Entwicklung ha¨ufig rein organische Materialien, wie das
Epoxypolymer SU–8 [14], verwendet. Auf dem Weg zu immer kleineren Struk-
turgro¨ßen werden aber immer besser angepasste Materialien beno¨tigt. Hier
haben sich Systeme besonderes bewa¨hrt, die aus einer anorganischen und ei-
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Abbildung 1: Strukturgeneration mittels Mehrphotonenpolymerisation. Links:
Schematische Darstellung des Zweiphotonenpolymerisationsprozesses (angepasste
Darstellung nach [13]). Mitte: Photolithographisch erzeugter Zahn (angepasste Dar-
stellung nach [12]). Rechts: Photolithographisch erzeugte photonische Kristallstruk-
tur (angepasste Darstellung nach [12]).
ner organischen Komponente bestehen. Diese Kombinationsmaterialien wer-
den auch als Hybridmaterialien bezeichnet, wenn es sich dabei um durch-
gehend homogene Materialien handelt [15]. Hybridmaterialien zeigen Eigen-
schaften, die eine Kombination aus den Eigenschaften der organischen und
der anorganischen Anteile darstellen. Daru¨ber hinaus ergeben sich oftmals
verbesserte oder sogar neue Eigenschaften, die nicht von den urspru¨nglich
kombinierten Materialien abgeleitet werden ko¨nnen. Diese Tatsache wurde
fu¨r die Entwicklung von angepassten Hybridsystemen fu¨r eine Vielzahl an
verschiedenen Anwendungsbereichen ausgenutzt. Die Bedeutung der Hybrid-
materialien fu¨r die Materialchemie wurde 2011 von den Chemical Society Re-
views in Form einer Spezialausgabe zu diesem Thema gewu¨rdigt [16].
Die Hybridmaterialien werden in zwei Klassen eingeteilt: Wa¨hrend bei den
Klasse-I-Hybridmaterialien die organische und die anorganische Komponen-
te nur durch Verschlaufungen zusammengehalten werden und keine echten
Bindungen zwischen den beiden Komponenten bestehen, zeichnen sich die
Klasse-II-Hybridmaterialien durch die Ausbildung kovalenter Bindungen
zwischen organischem und anorganischem Materialanteil aus [15]. Ein Bei-
spiel fu¨r organisch-anorganische Hybridmaterialien der Klasse II sind die
in dieser Arbeit untersuchten ORMOCER R©e. ORMOCER R© steht als Abku¨r-
zung fu¨r Organically Modified Ceramics und ist eine eingetragene Marke der
Fraunhofer-Gesellschaft zur Fo¨rderung der Angewandten Forschung e.V. in
Deutschland. Die kovalente Verknu¨pfung anorganischer und organischer Be-
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Abbildung 2: Strukturelemente in ORMOCER R©en (angepasste Darstellung nach
[17]).
standteile in diesen Materialien ist in Abbildung 2 schematisch gezeigt. OR-
MOCER R©e bestehen aus einem glasa¨hnlichen Silicium-Sauerstoffnetzwerk.
Wie in Gla¨sern kann das Netzwerk durch andere Metallkationen (z.B. Al, Ti,
Zr, ...) modifiziert sein. Die Siliciumzentren ko¨nnen vor der Synthese durch
Einbringen von organischen Resten funktionalisiert werden und werden dann
durch kontrollierte Sol-Gel-Reaktionen vernetzt. Zusa¨tzliche Stabilita¨t ergibt
sich aus der Quervernetzung polymerisierbarer organischer Gruppen in ei-
nem nachgelagerten Syntheseschritt. Die Eigenschaften von ORMOCER R©en
bewegen sich aufgrund des hybriden Charakters zwischen denen von rein or-
ganischen Polymeren, Gla¨sern und Siliconen [17]. Der Aufbau, die Synthesen,
sowie Eigenschaften und Anwendungen von ORMOCER R©en werden in den
Theoretischen Grundlagen (Abschnitt 2.1) ausfu¨hrlicher vorgestellt.
Die ORMOCER R©e sind in den 1980er Jahren [18, 19] entwickelt und seit-
dem experimentell ausfu¨hrlich untersucht worden. Von besonderem Interes-
se ist die gezielte lichtinduzierte Polymerisation von organischen Gruppen
in diesen Materialien. Wird dabei als Bestrahlungsquelle ein Laser einge-
4 1 Einleitung
setzt, ko¨nnen definierte dreidimensionale Strukturen im ORMOCER R© mit-
tels Mehrphotonenpolymerisation erzeugt werden [10]. Interessant sind die
ORMOCER R©e aufgrund ihrer gut definierten und u¨ber einen relativ großen
Bereich einstellbaren optischen Eigenschaften fu¨r den Bereich der Informati-
onstechnologie geworden. So konnten sehr kleine Lichtwellenleiter [20] rea-
lisiert und in Leiterplatten integriert werden [21]. Gerade mit Hinblick auf
die fortschreitende Miniaturisierung elektronischer Bauteile und Gera¨te, vor
allem der Handys und Smartphones, sind kleinere Leiterstrukturen von ent-
scheidender Bedeutung.
Die Bedeutung der Erzeugung immer kleinerer Strukturen mittels der Mehr-
photonenpolymerisation spiegelt sich auch in der Einrichtung des Schwer-
punktprogramms (SPP) 1327 der Deutschen Forschungsgemeinschaft ”Op-
tisch erzeugte Sub-100-nm-Strukturen fu¨r biomedizinische und technische
Applikationen“ wider. Die Ziele dieses Programms werden interdisziplina¨r in
den Bereichen Optik und Lasertechnologie, Materialeigenschaften, photoche-
mische Prozesse sowie der Analytik verfolgt. In der zweiten Fo¨rderperiode
steht die technologische und biomedizinische Anwendung im Vordergrund.
Die vorliegende Arbeit entstand im Rahmen dieses SPP in einem Projekt
mit Kooperationspartnern aus dem Fraunhofer-Institut fu¨r Silicatforschung
in Wu¨rzburg, aus dem Fraunhofer-Institut fu¨r Angewandte Optik und Fein-
mechanik (IAP) und von der Friedrich-Schiller-Universita¨t in Jena sowie aus
dem Universita¨tsklinkium Wu¨rzburg.
Bei der Erzeugung sehr kleiner Strukturen im Sub-100-nm-Bereich wird die
Fehlertoleranz fu¨r den Zweiphotonenpolymerisationsprozess sehr klein. Des-
halb ist eines der zentralen Ziele des SPP-Projektes die Verbesserung der Fo-
kussierung des zur Strukturierung verwendeten Laserlichts. Dazu wurde ein
spezielles, modular aufgebautes und anpassbares Design fu¨r eine Hybridoptik
mit besonders hoher numerischer Apertur entwickelt. Mit dieser Hybridoptik
lassen sich besser definierte Strukturen erzeugen, da spha¨rische und chroma-
tische Abbildungsfehler erheblich verringert werden konnten [22]. Ein weite-
res Untersuchungsfeld bescha¨ftigt sich mit den Photoinitiatoren [12]. Diese
Moleku¨le werden dem zu strukturierenden Material fu¨r den Mehrphotonen-
polymerisationsprozess zugesetzt. Sie absorbieren das eingestrahlte Laser-
licht, zerfallen in Radikale und lo¨sen auf diesem Weg die radikalische Poly-
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merisationsreaktion im Photoresist aus. Dabei spielen fu¨r die Generierung
sehr kleiner Strukturen vor allem zwei Eigenschaftsbereiche der Photoini-
tiatoren eine Rolle. Zum Einen ist der Zweiphotonenabsorptionsquerschnitt
(Two Photon Absorption- oder TPA-Querschnitt) von Bedeutung fu¨r die Ef-
fizienz der Lichtabsorption. Zum Anderen sind die Lebensdauer und der in
dieser Zeit im Resist zuru¨ckgelegte Weg der Initiatorradikale wichtig fu¨r die
erreichbaren Strukturgro¨ßen.
Ein weiteres Hindernis bei der Erzeugung von Sub-100-nm-Strukturen ist die
Schrumpfung des verwendeten ORMOCER R©-Hybridmaterials wa¨hrend der
radikalischen Polymerisation. Diese Verringerung des Volumens wa¨hrend des
Mehrphotonenpolymerisationsprozesses fu¨hrt zu einer Destabilisierung der
generierten Strukturen, im Extremfall ko¨nnen sie reißen oder zerbrechen. In
der Literatur konnte erfolgreich demonstriert werden, dass sich diese Pro-
bleme umgehen lassen, wenn das Ausmaß der Volumenabnahme bekannt ist
[23]. Dann kann die Schrumpfung des Materials wa¨hrend der Polymerisa-
tion schon bei der Konstruktion des Computer-Modells der zu erzeugenden
Struktur beru¨cksichtigt werden, das als Vorlage fu¨r den Zweiphotonenpoly-
merisationsprozess dient. Die Voraussage der Volumenabnahme fu¨r die Inte-
gration in das Modell erfordert aber ein mo¨glichst gutes Versta¨ndnis der Pro-
zesse, die wa¨hrend der Polymerisation stattfinden. Die ablaufenden chemi-
schen Reaktionen sind bereits ausfu¨hrlich mit spektroskopischen Methoden,
insbesondere mit NMR-, IR- und RAMAN-Spektroskopie, untersucht worden.
Damit sind die auf atomarer Ebene ablaufenden Vera¨nderungen im ORMO-
CER R© gut vorherzusagen. Es finden jedoch zeitgleich auch Prozesse statt, die
das Material im Nanometerbereich beeinflussen. Eine Untersuchung dieser
Prozesse ist bisher kaum mo¨glich [24, 25]. In Kleinwinkel-Streuexperimenten
(Small Angle X-Ray Scattering, SAXS) wurden im polymerisierten Material
Hinweise auf eine einsetzende Phasenseparation gefunden, wenn das unter-
suchte ORMOCER R© einen vergleichsweise hohen Anteil an anorganischen
Komponenten aufwies [26]. Die schwierige Zuga¨nglichkeit der Materialver-
a¨nderungen auf der Nanometerskala im Experiment legt nahe, die Materi-
alklasse der ORMOCER R©e auch mit theoretischen Methoden zu untersu-
chen. Dabei kann zum Einen der strukturelle Aufbau dieser Materialien in
den Blick genommen werden, zum Anderen ko¨nnen entsprechende Simula-
tionen weitere Informationen zu den Schrumpfungs- und Phasenseparations-
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vorga¨ngen wa¨hrend der radikalischen Polymerisation liefern. Im Mittelpunkt
des SPP 1327 steht die Erzeugung von Sub-100-nm-Strukturen. Bei diesen
sehr kleinen Strukturen spielen Gro¨ße und Form der Prima¨rpartikel eine
große Rolle fu¨r Form und Stabilita¨t der erzeugten Strukturen. Auch die Be-
deutung von Oberfla¨chenrauhigkeiten fu¨r die Stabilita¨t der erzeugten Struk-
turen steigt bei sinkender Strukturgro¨ße. Die Erweiterung der Kenntnisse zu
den Prima¨rpartikeln und zu den Oberfla¨cheneigenschaften sind weitere gute
Gru¨nde, ORMOCER R©-Materialien mit theoretischen Methoden zu untersu-
chen.
Bisher gab es erst sehr wenige theoretische Untersuchungen von ORMO-
CER R©en. Eine Studie von KANG und Mitarbeitern [27] hat sich mit einem
Hybridpolymer aus Diphenylsilandiol (DPD) und 3-Methacryloxypropyltri-
methoxysilan (MEMO) bescha¨ftigt, das dem Referenzmaterial ORMOCER R©-
I sehr a¨hnlich ist. Die Verwendung von Methoden aus dem Bereich der Dich-
tefunktionaltheorie (DFT) fu¨hrte allerdings dazu, dass in der genannten Stu-
die nur wenige Moleku¨le simuliert werden konnten. Das Hauptinteresse der
Studie lag allerdings auch auf der Untersuchung der Kondensationsreaktio-
nen, die zwischen den beiden Precursoren DPD und MEMO ablaufen. Sollen
aber nun Vera¨nderungen der Materialien im Nanometer-Bereich in der Si-
mulation erfasst werden, steigt die Modellgro¨ße und damit verbunden die
beno¨tigte Rechenzeit sehr schnell an. Bei den von KANG und Mitarbeitern
verwendeten DFT-Methoden steigt der Aufwand an Rechenzeit mit n3 an,
wobei n der Anzahl an verwendeten Basisfunktionen entspricht. Eine Mo-
dellierung von gro¨ßeren Materialausschnitten la¨sst sich demnach bei einem
akzeptablem Aufwand an Rechenzeit nur noch mit Kraftfeld-Methoden be-
werkstelligen. Dieser Methodenbereich der Theoretischen Chemie wird in den
Theoretischen Grundlagen (Abschnitt 2.3) vorgestellt. Bereits im Vorfeld zur
Entstehung dieser Arbeit hat es erste Untersuchungen von KAHLENBERG
[28] zur Modellierung von ORMOCER R©en mit Kraftfeldmethoden gegeben.
Außerdem wurden Studien durchgefu¨hrt [29, 30], die zum Einen die Eignung
des verwendeten COMPASS-Kraftfeldes [31] fu¨r die Simulation von ORMO-
CER R©en besta¨tigt haben und zum Anderen zu einer zuverla¨ssigen Strategie
zur Generierung von energetisch gu¨nstigen Konformationen – sogenannten
Minima – gefu¨hrt haben.
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Die Schwerpunkte dieser Arbeit liegen zum Einen in der Entwicklung ei-
nes rechenbaren Modells fu¨r ORMOCER R©e, zum Anderen in der Modellie-
rung von ausgewa¨hlten ORMOCER R©-Vertretern mit Kraftfeld-Methoden un-
ter Verwendung des COMPASS-Kraftfeldes [31]. Dafu¨r wurden exemplarisch
drei Materialsysteme ausgewa¨hlt. ORMOCER R©-I wird aus den zwei Precur-
sorverbindungen 3-Methacryloxypropyltrimethoxysilan (MEMO, Abbildung 3
oben links) und Diphenylsilandiol (DPD, Abb. 3 oben rechts) im Verha¨ltnis
1:1 synthetisiert. Es wurde fu¨r die Modellierung ausgewa¨hlt, da es als Re-
ferenzsystem im Bereich der ORMOCER R©-Materialien experimentell beson-
ders ausfu¨hrlich charakterisiert worden ist. Als zweites System wurde OR-
MOCER R©-II verwendet. Dieses Material wird aus p-Styryltrimethoxysilan
(pSTMS, Abb. 3 unten links) und DPD im Verha¨ltnis 1:1 synthetisiert. Fu¨r
den Einsatz in den Simulationen sprechen dabei die Verwandtschaft zum OR-
MOCER R©-I sowie die guten Eigenschaften dieses Materials in der Zweiphoto-
nenpolymerisation. Als drittes System wurde das ORMOCER R©-DIM01 aus-
gesucht. Es wird aus nur einer Precursorverbindung – Methacryloxymethyl-
dimethylethoxysilan (MDES, Abb. 3 unten rechts) – synthetisiert. Fu¨r die
Modellierung von ORMOCER R©-DIM01 sprechen der einfache und definier-
te Aufbau des Materials sowie die Eignung dieses Systems fu¨r systemati-
Abbildung 3: Precursormoleku¨le fu¨r die Synthesen der modellierten ORMOCER R©e.
Oben links: 3-Methacryloxypropyltrimethoxysilan (MEMO, ORMOCER R©-I). Oben
rechts: Diphenylsilandiol (DPD, ORMOCER R©-I und –II). Unten links: p-Styryl-
trimethoxysilan (pSTMS, ORMOCER R©-II). Unten rechts: Methacryloxymethyldi-
methylethoxysilan (MDES, ORMOCER R©-DIM01).
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sche Studien im Experiment. Fu¨r jedes der drei untersuchten ORMOCER R©e
wird zuna¨chst die Entwicklung eines atomistischen Modells gezeigt. Als Ba-
sis dafu¨r wurden Kleinwinkel-Streuexperimente durchgefu¨hrt, um Struktur-
gro¨ßen in den ORMOCER R©-Lo¨sungen vor der organischen Polymerisation zu
bestimmen. Hier werden verschiedene Experimente gezeigt, die die schritt-
weise Entwicklung einer geeigneten Messstrategie aufzeigen, bevor die Er-
gebnisse der Strukturgro¨ßenbestimmung fu¨r die zwei Materialsysteme OR-
MOCER R©-I und –II gezeigt werden. Die entwickelten Modelle werden in aus-
fu¨hrlichen Simulationsstudien auf der Basis von Moleku¨ldynamik-Methoden
validiert. Dazu werden dreidimensionale Modelle unter Beru¨cksichtigung von
periodischen Randbedingungen – den sogenannten Periodic Boundary Condi-
tions – simuliert. Als einfaches makroskopisches Vergleichskriterium wird die
Dichte vor und nach der radikalischen Polymerisation hinzugezogen, fu¨r die
experimentelle Werte bekannt sind. Erga¨nzend werden an einzelnen Beispie-
len Untersuchungen zum Einfluss der Modellgro¨ße auf das Simulationsergeb-
nis sowie zu den Diffusionseigenschaften gemacht. Hier sind vor allem die fu¨r
die Mehrphotonenpolymerisation wichtigen Photoinitiatoren und Photoinhi-
bitoren von Interesse. Die Diffusionswege dieser Moleku¨le und der entspre-
chenden Radikale beeinflusst die erreichbare Strukturgro¨ße. Gerade bei der
Generierung von Sub-100-nm-Strukturen ist deshalb die Kenntnis der Diffu-
sionswege und deren La¨nge von Bedeutung.
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2 Theoretische Grundlagen
Im folgenden Kapitel soll zuna¨chst eine U¨bersicht u¨ber die Materialklasse
der ORMOCER R©e gegeben werden. Nach einer separaten Vorstellung der
tatsa¨chlich untersuchten Systeme ORMOCER R©-I, –II und –DIM01 soll kurz
die Prozessierung dieser Materialien mittels der so genannten Mehrphoto-
nenpolymerisation (nPP) erla¨utert werden. Im dritten Teil werden dann die
fu¨r die Simulationen verwendeten Kraftfeldmethoden vorgestellt.
2.1 Die Materialklasse der ORMOCER R©e
2.1.1 Einfu¨hrung
Bei den ORMOCER R©en handelt es sich um eine Substanzklasse aus dem Be-
reich der Hybridpolymere. ORMOCER R© steht als Abku¨rzung fu¨r Organically
Modified Ceramics und ist eine eingetragene Marke der Fraunhofer-Gesell-
schaft zur Fo¨rderung der Angewandten Forschung e.V. in Deutschland. Die
Entwicklung dieser Materialien begann in den 1980er Jahren am Fraunhofer-
Institut fu¨r Silicatforschung (ISC) in Wu¨rzburg [18, 19]. Ihre herausragenden
und in weiten Bereichen einstellbaren Eigenschaften verdanken sie dem hy-
briden Charakter. Die ORMOCER R©e bestehen aus einem organischen, oft po-
lymeren Teil und einem anorganischen Teil. Das anorganische Grundgeru¨st
verleiht diesen Hybridpolymeren Ha¨rte sowie chemische und thermische Sta-
bilita¨t. Die organisch-polymere Komponente liefert Elastizita¨t und eine gu-
te Verarbeitbarkeit. Zusa¨tzlich bietet sich hier die Mo¨glichkeit, funktionelle
Gruppen einzubringen, mit denen das resultierende Hybridpolymer an die
gewu¨nschten Anforderungen angepasst werden kann.
U¨blicherweise werden die Hybridmaterialien in zwei Klassen unterteilt [15].
Zur Klasse I geho¨ren alle Hybridmaterialien, bei denen die anorganische und
die organische Komponente ineinander eingebettet werden. Das organische
und das anorganische System werden nur u¨ber schwache Wechselwirkungen
miteinander verbunden. Ein Beispiel hierfu¨r ist das Perlmutt, ein Kompo-
10 2 Theoretische Grundlagen
sitmaterial aus Calciumcarbonat (Aragonit) und einer Vielzahl an bioorga-
nischen Polymeren in einer streng hierarchischen Anordnung [32]. Klasse-
II-Hybridmaterialien zeichnen sich hingegen durch die Verknu¨pfung der bei-
den Teilsysteme u¨ber kovalente Bindungen aus. Die ORMOCER R©e werden
der zweiten Klasse zugeordnet. Sie bestehen aus einem anorganischen Sili-
cium-Sauerstoffnetzwerk. Im Gegensatz zum Kieselglas befinden sich an den
Siliciumatomen eine oder mehrere rein organische Gruppen (vgl. Abbildung
4). Ein a¨hnliches Strukturmuster findet man auch bei den Siliconen. Werden
zusa¨tzlich die Alkoxide anderer Metalle in der Synthese verwendet, werden
Heteroatome (z.B. Aluminium, Zirconium, Titan oder Zinn) in die Struktur
mit eingebaut, es ergeben sich vera¨nderte Eigenschaften. So kann der Einbau
von Zirconium die Kratzfestigkeit und die Ha¨rte des ORMOCER R©-Materials
erho¨hen.
Abbildung 4: Organisch modifiziertes Kieselglasgeru¨st =̂ Ausschnitt aus einer
ORMOCER R©-Struktur. R bezeichnet beliebige Reste, bei denen es sich entweder um
organische Gruppen oder um die Fortsetzung des Si–O–Si-Geru¨sts handeln kann.
Auf den Positionen der Siliciumatome ko¨nnen sich bei der Verwendung entsprechen-
der Metallalkoxide in der Synthese auch Heteroatome, wie Aluminium, Zirconium,
Titan oder Zinn befinden.
Mit der Einfu¨hrung von definierten organischen Gruppen ko¨nnen die Eigen-
schaften des Materials an die adressierten Anwendungen angepasst werden.
Die Integration von polymerisierbaren Gruppen (z.B. Methacrylat-, Vinyl-
oder Styrylgruppen) in das System ermo¨glicht es, diese Materialien in einem
zweiten Syntheseschritt zu polymerisieren. Dadurch ergibt sich ein ho¨herer
Verknu¨pfungsgrad im organischen System, die Dichte im Material steigt an
[17].
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2.1.2 Synthese
Die Synthese von ORMOCER R©en erfolgt durch Kondensation sogenannter
Precursormoleku¨le in einer Sol-Gel-Reaktion. Die Precursoren werden, je
nach Funktion, in vier Typen unterteilt [17]. Die Beschreibung der Typen
mit entsprechenden Beispielen ist in Tabelle 1 zusammengefasst.
Tabelle 1: Einteilung der Precursoren fu¨r die ORMOCER R©-Synthese in vier Typen.
Typ Beschreibung Beispiele




Typ II Aufbau eines anderen oxidischen
Geru¨sts (M–O–M, bzw. M–O–Si)
Metallalkoxide (M(OR)n)
M = Al, Zr, Ti, Sn, . . .










Der Weg von den Precursoren zum fertigen Material gliedert sich bei den
ORMOCER R©en in zwei Schritte (vgl. Abbildung 7). Zuna¨chst wird das anor-
ganische Netzwerk aufgebaut. Nach Mischung der Precursoren im gewu¨nsch-
ten Verha¨ltnis wird die Reaktion durch Zugabe eines geeigneten Katalysa-
tors gestartet. Dabei laufen die aus der Sol-Gel-Chemie bekannten Reaktio-
nen zwischen den Silicium-, bzw. Metallalkoxiden ab. Die Moleku¨le werden
zuna¨chst hydrolysiert und kondensieren anschließend miteinander. Die drei
wichtigsten Grundreaktionen sind in Abbildung 5 gezeigt.
Geeignete Katalysatoren fu¨r diese Reaktionen sind Sa¨uren (z.B. Salzsa¨ure),
Laugen (z.B. Natronlauge) sowie Fluoride (z.B. Ammoniumfluorid) [33]. Am
Beginn der Umsetzung findet die Hydrolyse einiger erster Precursoralkoxi-
de statt. Bereits nach einigen wenigen Hydrolysereaktionen setzt auch die
Kondensation ein. Eine Kondensation kann dabei entweder u¨ber den Weg ei-
ner Alkoxolation (Abb. 5b) oder u¨ber den Weg einer Oxolation (Abb. 5c) erfol-
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Abbildung 5: Reaktionsgleichungen fu¨r Sol-Gel-Synthesen: Hydrolyse eines Me-
thoxysilans (a), Kondensation via Alkoxolation (b) und Kondensation via Oxolation
(c) (angepasste Darstellung nach [28]).
gen. Welcher der beiden Reaktionswege bevorzugt abla¨uft, ha¨ngt wesentlich
von der im System vorhandenen Menge an Wasser ab. Ist sehr wenig Was-
ser anwesend ( 1 Mol Wasser pro Mol an hydrolysierbaren Gruppen), findet
bevorzugt Alkoxolation statt. Ist Wasser hingegen sto¨chiometrisch im Reak-
tionsgemisch vorhanden (≥ 1 Mol Wasser pro Mol an hydrolysierbaren Grup-
pen), findet hauptsa¨chlich Oxolation statt. Quantitativ ko¨nnen diese Zusam-
menha¨nge u¨ber den sogenannten RW -Wert (Gleichung 1) beschrieben werden,






Bei hohen RW -Werten (RW  2) laufen bevorzugt Kondensationsreaktionen
ab, bei kleinen RW -Werten (RW  2) hingegen bevorzugt Hydrolysereaktio-
nen.
Neben dem Wassergehalt haben sterische und elektronische Eigenschaften
der Precursorverbindungen einen Einfluss auf die Geschwindigkeit von Hy-
drolyse- und Kondensationsreaktionen in der Sol-Gel-Synthese. Die Ge-
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schwindigkeit der Hydrolyse sinkt, je gro¨ßer die Alkoxygruppen am Silici-
umatom werden. Si(OMe)4 hydrolysiert aufgrund des geringeren sterischen
Anspruchs der Methoxygruppen schneller als Si(OnPr)4 (nPr = n-Propyl). Au-
ßerdem sinkt die Hydrolysegeschwindigkeit aufgrund des großen Raumbe-
darfs bei sta¨rker verzweigten Alkoxygruppen, Si(OiPr)4 (iPr = iso-Propyl) hy-
drolysiert langsamer als Si(OnPr)4. Neben dem sterischen Einfluss haben in-
duktive Effekte der Substituenten am Siliciumatom einen großen Einfluss
auf die Geschwindigkeit von Hydrolyse- und Kondensationsreaktionen. Da-
bei ist besonders die resultierende Elektronendichte am Siliciumatom von
Bedeutung, da ein geladener U¨bergangszustand durchlaufen wird. Findet die
Sol-Gel-Reaktion unter sauerer Katalyse statt, wird ein positiver U¨bergangs-
zustand durchlaufen, wa¨hrend unter basischer Katalyse ein negativ gela-
dener U¨bergangszustand auftritt. Substituenten, die die Elektronendichte
am Siliciumatom erho¨hen, fu¨hren zu einer Stabilisierung des positiv gelade-
nen U¨bergangszustand, unter sauren Bedingungen erho¨ht sich die Geschwin-
digkeit von Hydrolyse- und Kondensationsreaktionen. Alkylgruppen erho¨hen
z.B. die Elektronendichte am Siliciumatom, deshalb reagiert RSi(OMe)3 (R
= Alkylsubstituent) in sauer katalysierten Sol-Gel-Reaktionen schneller als
Si(OMe)4. Wird die Synthese unter basischen Bedingungen durchgefu¨hrt,
verringern die gleichen Substituenten die Reaktionsgeschwindigkeiten, da
der negativ geladene U¨bergangszustand durch die ho¨here Elektronendichte
am Siliciumatom weniger begu¨nstigt ist [34].
Ein weiterer wichtiger Reaktionsparameter ist der pH-Wert, wie bereits die
Auffu¨hrung mo¨glicher Katalysatoren fu¨r die ORMOCER R©-Synthese zeigt.
Bei niedrigen pH-Werten (pH < 5) laufen Hydrolysereaktionen schneller ab
als Kondensationsreaktionen (vgl. Abbildung 6). Der geschwindigkeitsbe-
stimmende Schritt ist die Kondensation, es entstehen viele Monomere und
kleine Oligomere. Zusa¨tzlich findet bei der Sa¨urekatalyse die Kondensati-
on bevorzugt an terminalen Silanolgruppen statt. Es entsteht ein eher ket-
tenfo¨rmiges Netzwerk. Bei ho¨heren pH-Werten kehrt sich das Verha¨ltnis um
(vgl. Abb. 6: 5 < pH < 13). Die Kondensation la¨uft deutlich schneller ab,
die Hydrolyse wird zum geschwindigkeitsbestimmenden Schritt. Bei der Ka-
talyse mit Basen findet die Kondensation außerdem bevorzugt an internen,
bereits teilweise kondensierten Siliciumzentren statt. Es entstehen sta¨rker
verzweigte, dichtere Netzwerke. Bei ho¨heren pH-Werten werden die Hydro-
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xylgruppen auf den Partikeloberfla¨chen teilweise deprotoniert. Daraus re-
sultiert eine negative Oberfla¨chenladung, die Partikel stoßen sich gegensei-
tig ab. Die Partikel werden in der Lo¨sung stabilisiert, es ko¨nnen OSTWALD-
Reifungsprozesse ablaufen. Das Reaktionsprodukt kann auf diesem Weg Par-
tikelgro¨ßen von u¨ber 100 nm erreichen.
Abbildung 6: Einfluss des pH-Werts auf die relativen Geschwindigkeiten von
Hydrolyse- und Kondensationsreaktionen in Sol-Gel-artigen Synthesen (angepasste
Darstellung nach [34]).
Die Wahl der ”richtigen“ Syntheseparameter bei der ORMOCER
R©-Synthese
richtet sich nach der geplanten Anwendung fu¨r das Produkt. Ist ein Bulk-
Material gewu¨nscht, sollte eine mo¨glichst starke Kondensation stattfinden,
das Reaktionsmedium darf auch gelieren. Sollen hingegen Folien oder Filme
hergestellt werden, muss die Reaktion so eingestellt werden, dass das Reak-
tionsmedium nicht geliert, kleinere Partikelgro¨ßen ko¨nnen von Vorteil sein.
Nachdem das anorganische Si–O-Netzwerk erfolgreich aufgebaut
wurde, werden dem Reaktionsgemisch nach Bedarf Katalysatoren fu¨r die
Nachbehandlung zugesetzt. Dabei kann es sich zum Beispiel um Initiatoren
fu¨r die thermische oder photokatalytische Polymerisation der organischen
Gruppen handeln. Anschließend ko¨nnen, wie fu¨r einige Anwendungen not-
wendig, Filme aus dem ORMOCER R©-Harz erzeugt werden. Dafu¨r kommen
unter anderem dip coating-, spray coating- und backfilling-Verfahren zum
Einsatz [35]. Insbesondere fu¨r die Erzeugung sehr du¨nner Filme, wie sie
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z.B. in der Mikrosystemtechnik beno¨tigt werden, hat sich das spin coating-
Verfahren besonders bewa¨hrt [17]. Es ko¨nnen Filme mit Dicken von einigen
100 nm bis etwa 15 µm erzeugt werden.
An dieser Stelle folgt der zweite Reaktionsschritt bei der ORMOCER R©-Syn-
these, indem vorhandene polymerisierbare Gruppen vernetzt werden. Dabei
schrumpft das ORMOCER R©-Material, wa¨hrend Dichte und Ha¨rte zunehmen.
Die Polymerisation der organischen Gruppen kann dabei thermisch oder pho-
tokatalytisch induziert werden. Bei der Anwesenheit von Styryl- oder (Meth-)
acryl-Gruppen im System kann die Polymerisation photolithographisch di-
rekt im nassen Film durchgefu¨hrt werden. Laser-Verfahren, wie z.B. die Zwei-
photonenpolymerisation (2PP), ko¨nnen verwendet werden, um auf diesem
Weg dreidimensionale Muster in das ORMOCER R© zu schreiben [10]. Das
Verfahren der Zweiphotonenpolymerisation wird im Abschnitt 2.2 na¨her er-
la¨utert. Nicht polymerisiertes Material bleibt lo¨slich und kann nach erfolgrei-
chem Schreibprozess mit einem geeigneten Lo¨sungsmittel aus dem Gemisch
herausgelo¨st werden, dieser Schritt wird als Entwicklung bezeichnet. Die
beiden Syntheseschritte Kondensation und Polymerisation sind mit den zu-
geho¨rigen Verarbeitungsschritten zusammenfassend in Abbildung 7 gezeigt.
Zur weiteren Stabilisierung des Produkts wird am Schluss der Pra¨paration
oftmals eine zusa¨tzliche thermische Ausha¨rtung durchgefu¨hrt. Dabei wird
das strukturierte Material erhitzt, auf diese Weise wird der Polymerisations-
grad thermisch induziert weiter erho¨ht, dieser Schritt wird auch als ”bake“
bzw. ”baking“ bezeichnet.
2.1.3 Eigenschaften
Das herausragende Merkmal der ORMOCER R©e sind ihre charakteristischen
und gut einstellbaren Eigenschaften. Hier zeigt sich in besonderem Maße
der hybride Charakter dieser Materialien. Das anorganische Silicium-Sauer-
stoffnetzwerk a¨hnelt dem der Gla¨ser. Durch dieses Geru¨st erhalten die OR-
MOCER R©e ihre Ha¨rte, chemische und thermische Stabilita¨t und ihre ho-
he Transparenz. Ein Teil der Siliciumzentren ist organisch modifiziert, die-
ses Strukturbild ist von den Siliconen bekannt. Hier lassen sich besonders
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Abbildung 7: Schrittweise Verarbeitung von ORMOCER R©en zu strukturierten Ma-
terialien. Links: Fließschema der Verarbeitungsschritte, rechts: Zustand des entspre-
chenden ORMOCER R©-Films (angepasste Darstellung nach [20]).
die Elastomer- und Grenzfla¨cheneigenschaften beeinflussen. Außerdem er-
mo¨glichen die aus der Polymerchemie bekannten Methoden die Einfu¨hrung
verschiedenster funktioneller Gruppen. Der polymere Charakter der ORMO-
CER R©e, der durch Quervernetzung der organischen Gruppen versta¨rkt wer-
den kann, sorgt fu¨r die Za¨higkeit und damit fu¨r die Verarbeitbarkeit der Ma-
terialien. Dieses Eigenschaftendreieck zwischen Gla¨sern, Siliconen und Po-
lymeren und die resultierenden Eigenschaften zeigt Abbildung 8 zusammen-
fassend.
Bei den ORMOCER R©en handelt es sich um durchgehend homogene Mate-
rialien. In elektronenmikroskopischen Aufnahmen ist keine Phasensepara-
tion zu erkennen, ro¨ntgenographische Untersuchungen liefern nur Signale,
die einer amorphen Substanz zugeordnet werden ko¨nnen [17]. Mit Ausnah-
me einiger organisch modifizierter Systeme [36] sind ORMOCER R©e nicht
poro¨s, in Sorptionsstudien werden sehr kleine BET-Oberfla¨chen (< 1 m2 g−1)
gefunden.
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Abbildung 8: Eigenschaften von ORMOCER R©en mit der Ru¨ckfu¨hrung auf verwand-
te Substanzklassen (angepasste Darstellung nach [17]).
Die Dichten von ORMOCER R©-Materialien liegen zwischen den Werten fu¨r
Polymere (≈ 1.0 g cm−3) und fu¨r anorganische, oxidische Materialien (z.B.
SiO2, 2.2 g cm
−3) in einem Bereich von ungefa¨hr 1.1 bis 1.6 g cm−3. Die
resultierende Dichte im ORMOCER R© kann durch die Wahl der entsprechen-
den Precursorverbindungen beeinflusst werden. Generell gilt, dass Typ-III-
Precursoren die Dichte im System herabsetzen, wa¨hrend die Verwendung von
Typ-II-Precursorverbindungen in einer ho¨heren Dichte im Material resultiert
[37].
U¨ber die Wahl der Typ-II-Precursorverbindungen, bzw. u¨ber die darin ent-
haltenen Heteroatome (Zr, Ti), lassen sich zusa¨tzlich die Ha¨rte und der Bre-
chungsindex erho¨hen [38, 39]. Werden stattdessen speziell modifizierte
Precursorverbindungen (z.B. mit fluorierten Arylsubstituenten) verwendet,
kann der Brechungsindex im Material herabgesetzt werden [28, 40].
18 2 Theoretische Grundlagen
Auf diese Weise lassen sich Brechungsindizes im Bereich von 1.48 bis 1.68
sehr genau einstellen.
Die meisten ORMOCER R©-Materialien weisen Widersta¨nde im Bereich von
1013 bis 1016 Ω cm [17, 41] auf, sie wirken isolierend. Die Dielektrizita¨tszahl
liegt im Bereich von 3. Die Wahl geeigneter Typ-II-Precursoren ermo¨glicht die
Beeinflussung der Oberfla¨cheneigenschaften. Die Verwendung von Fluorosi-
lanen ermo¨glicht z.B. die Erzeugung von hydrophoben ORMOCER R©-Filmen
[42]. Eine hydrophile Oberfla¨che wird hingegen erzeugt, wenn ionische Silane
verwendet werden [43, 44].
Bei der Herstellung von Materialien im Sol-Gel-Verfahren muss im Vorfeld
die Volumenabnahme beru¨cksichtigt werden, die bei diesen Materialien wa¨h-
rend der Trocknung und der Nachbehandlung beobachtet werden kann. Die
Schrumpfung kann in Extremfa¨llen bis zu 50 % des Volumens betragen. Die-
ser Effekt ist bereits deutlich schwa¨cher ausgepra¨gt, wenn die organischen
Gruppen im Material polymerisiert werden ko¨nnen. So betra¨gt die Volumen-
abnahme nur noch 2 bis 8 %, wenn im zweiten Verarbeitungsschritt Meth-
acrylat-Gruppen verbunden werden. Durch den Einsatz spezieller Precur-
sorverbindungen, z.B. auf der Basis von Spiroestern [45], ko¨nnen Volumen-
abnahmen wa¨hrend der Trocknung von unter 0.5 % erreicht werden. Ein
a¨hnlicher Effekt kann durch die Zugabe von rein organischer Methacrylsa¨ure
in Kombination mit einem modifizierten Benzophenon erreicht werden. Wer-
den zusa¨tzlich nennenswerte Mengen (bis zu 30 %) Zirconiumprecursorver-
bindungen verwendet, ergibt sich ein Materialsystem, in dem mit der Zwei-
photonenpolymerisation (2PP, vgl. Abschnitt 2.2) sehr stabile Strukturen er-
zeugt werden ko¨nnen, ohne die in diesem Material vernachla¨ssigbar kleine
Volumenabnahme beru¨cksichtigen zu mu¨ssen [39].
ORMOCER R©e bieten die Mo¨glichkeit, Fu¨llstoffe im Material einzubetten.
Dafu¨r ko¨nnen zum Beispiel rein anorganische Partikel (Silica, . . . ) verwendet
werden, um Ha¨rte und Dichte zu erho¨hen. Gleichzeitig sinkt der thermische
Ausdehnungskoeffizient, allerdings sinken auch Transparenz und Verform-
barkeit des Materials. Die vorgestellten Eigenschaften von ORMOCER R©en
sind in Tabelle 2 noch einmal als U¨bersicht zusammengestellt.
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Tabelle 2: Eigenschaften von ORMOCER R©en (angepasste Darstellung nach [46]).
Eigenschaft Wert Kommentar




50 – 200 ppm K−1





mind. bis 453 K
z.T. bis 670 K
je nach ORMOCER R©
(weniger als 5 %
Gewichtsverlust in
TG-Messungen)






























a Spezielle, rein anorganische Partikel (z.B. Silica), die zur Erho¨hung von Dichte und Ha¨rte
und zur Verringerung der thermischen Ausdehnung zugesetzt werden ko¨nnen
b Zugfestigkeit, Maß fu¨r den Widerstand des Materials gegen eine Verformung in einer
Richtung
2.1.4 Anwendungen
Die vielfa¨ltigen Eigenschaften unterschiedlicher ORMOCER R©-Materialien
ermo¨glicht den Einsatz in einem vergleichsweise breiten Spektrum an tat-
sa¨chlich genutzten bzw. potentiell erschließbaren Anwendungsbereichen. Je
nach Einsatzbereich werden dazu Filme und Beschichtungen, Bulk-Material-
ien, Fasern oder Folien aus den ORMOCER R©en generiert [17].
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Monodisperse spha¨rische Partikel eignen sich etwa fu¨r die Einbettung in
Kompositmaterialien. Dadurch kann ein mechanisch oder optisch verbesser-
tes Material generiert werden [47]. So kann zum Beispiel die Ha¨rte verbessert
oder die Absorption von Ro¨ntgen-Strahlung fu¨r medizinische Anwendungen
optimiert werden.
Eine wichtige Anwendung der ORMOCER R©e liegt in der Fasertechnologie.
Sie ko¨nnen durch Variation der Bedingungen wa¨hrend der Sol-Gel-Synthesen
an die komplexen Anforderungen (Viskosita¨t, Dichte) fu¨r Spinnprozesse ange-
passt werden. Es lassen sich Fasern und Hohlfasern ziehen, deren mechani-
sche Eigenschaften sich zwischen fest – eher glasa¨hnlich – und flexibel – gum-
miartig – bewegen. Anwendungsgebiete sind z.B. der Aufbau von Membranen
und der Materialtransport, aber auch optische Fasern zur Datenu¨bertragung
ko¨nnen erzeugt werden [10, 23]. ORMOCER R©-Hohlfasern lassen sich da-
ru¨ber hinaus in Pyrolyse-Prozessen zur Darstellung von SiO2-Hohlfasern mit
hoher Porosita¨t und enger Porengro¨ßenverteilung einsetzen [3].
Viele ORMOCER R©e sind biokompatibel. Dies ermo¨glicht ihren Einsatz als
Bulkmaterial, z.B. in der Zahnmedizin [45, 48, 49]. Dabei bieten sie Vortei-
le in der Verarbeitbarkeit. Im feuchten Zustand werden Lu¨cken im Zahn gut
gefu¨llt, das Material zeigt eine hohe Randdichte. Durch Bestrahlung mit UV-
Licht geeigneter Wellenla¨nge wird die Polymerisation organischer Gruppen
induziert, das Material wird innerhalb sehr kurzer Zeit fest und belastbar.
Außerdem zeichnen sich ORMOCER R©-Fu¨llungen durch eine leicht mo¨gliche
Anpassung der Farbe an den umgebenden Zahn aus. Ein weiteres Anwen-
dungsfeld o¨ffnet die Verarbeitbarkeit von ORMOCER R©en in InkJet- oder
Aerosol Jet R©-Druckverfahren. Auf diesem Weg ko¨nnen unter anderem Kon-
densatoren im pF-Bereich einfach und schnell erzeugt werden [50].
Besonders vielfa¨ltige Anwendungsmo¨glichkeiten bieten ORMOCER R©-Filme.
In dieser Verarbeitungsform kommen die hohe Transparenz und die gute An-
haftung auf vielfa¨ltigen Substraten als herausragende Eigenschaften beson-
ders gut zum Tragen [17]. Werden bei der Herstellung der ORMOCER R©e fu¨r
Beschichtungsanwendungen aluminiumhaltige Typ 2-Precursorverbindung-
en zugesetzt, ergeben sich besonders harte und kratzfeste Beschichtungen
[51]. Die hohe Festigkeit wird den stabilen Al–O-Bindungen im anorgani-
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schen Geru¨st zugeschrieben. Auf dieser Basis konnten bereits zwei indus-
trielle Produkte zur Erho¨hung der Kratzfestigkeit entstehen [52, 53]. Auch
spezielle spu¨lmaschinenfeste Beschichtungen fu¨r Bleikristallglas ließen sich
erfolgreich realisieren [35]. Ein weiterer Vorteil von ORMOCER R©-Filmen ist
die in gewissem Umfang einstellbare, geringe Sauerstoffpermeabilita¨t. Die-
se Eigenschaft ermo¨glicht die Entwicklung von Schutzfolien fu¨r Lebensmit-
tel [54] und von Korrosionsschutzschichten fu¨r Metalloberfla¨chen [55] auf
ORMOCER R©-Basis.
Weitere Entwicklungsbereiche fu¨r ORMOCER R©e liegen im Bereich der Elek-
trochemie und Elektronik, in der Sensorik, sowie im Bereich der Biomedi-
zintechnik. Im Elektronikbereich eignen sie sich etwa als Dielektrikum in
Du¨nnfilmtransistoren (niedriger Leckstrom, hohe dielektrische Sta¨rke) [56],
als Protonenleiter (hohe Protonenleitfa¨higkeit, hohe thermische Stabilita¨t)
[57, 58] oder als Feststoffelektrolyt in Lithiumionenbatterien (hohe Lithium-
ionenleitfa¨higkeit, hohe thermische Stabilita¨t) [59, 60]. Im Bereich der Sen-
sorik ko¨nnen ORMOCER R©e zur Gasdetektion [61] eingesetzt werden, z.B.
fu¨r Kohlenstoffdioxid (CO2) (Vera¨nderung des Brechungsindexes bei Ober-
fla¨chenreaktionen mit gasfo¨rmigem CO2) [62]. In der Biomedizintechnik sind
Anwendungen von ORMOCER R©en als Mikronadeln fu¨r die subkutane Me-
dikamentengabe [63, 64] oder als Geru¨ststrukturen fu¨r das Tissue Enginee-
ring [65] angedacht. Ein großes Problem vieler ku¨nstlich hergestellter Ge-
webeersatzmaterialien ist die ungenu¨gende Blutversorgung. Eine Mo¨gliche
Lo¨sung soll in der Anfang 2012 begonnenen zweiten Fo¨rderperiode des SPP-
Projektes, in dem diese Arbeit entstanden ist, na¨her untersucht werden. Da-
zu wurde die Kooperation im Projekt um eine Arbeitsgruppe des Univer-
sita¨tsklinikums in Wu¨rzburg erga¨nzt [66, 67]. Durch die Generierung von
Scaffoldmaterialien mit integriertem ”Ader“-System in Zweiphotonenpolyme-
risationsprozessen soll eine effizientere Versorgung des Ersatzmaterials er-
reicht werden.
Im Folgenden sollen die ORMOCER R©e vorgestellt werden, die im Rahmen
dieser Arbeit mit Modellierungsmethoden untersucht wurden.
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2.1.5 ORMOCER R©-I
Das Material ORMOCER R©-I hat mehrere Vorteile fu¨r die Modellierung, wes-
halb es als erstes System detailliert untersucht wurde. Es ist verha¨ltnis-
ma¨ßig einfach aufgebaut, bei der Herstellung werden zwei Precursormoleku¨le
im Verha¨ltnis 1:1 verwendet. Zum Einsatz kommen 3-Methacryloxypropyl-
trimethoxysilan (MEMO) und Diphenylsilandiol (DPD) (siehe Abbildung 9).
Wasser zur Hydrolyse muss nicht zugegeben werden, da DPD mit den beiden
Alkoholfunktionen bereits u¨ber zwei Kondensationsstellen verfu¨gt. MEMO
kann hingegen nur u¨ber eine Alkoxolation kondensieren. Die Selbstkondensa-
tion von DPD wird durch den sterischen Anspruch der Phenylgruppen stark
zuru¨ckgedra¨ngt. Trotzdem zeigen NMR-Untersuchungen das Auftreten des
cyclischen DPD-Tetramers Octaphenylcyclotetrasiloxan im ORMOCER R©-I
[68, 69].
Abbildung 9: Reaktionsgleichung fu¨r die Darstellung von ORMOCER R©-I aus den
Precursoren 3-Methacryloxypropyltrimethoxysilan (MEMO) und Diphenylsilandiol
DPD mit der Nebenreaktion zur Bildung des cyclischen Tetramers von DPD (c-
DDDD, angepasste Darstellung nach [30]).
ORMOCER R©-I ist ein homogenes Material, bei dem auch die Precursoren
gleichma¨ßig und sto¨chiometrisch verteilt sind [20]. Die Dichte des ORMO-
CER R©-I-Harzes nach der Kondensationsreaktion betra¨gt 1.175 g cm−3 [70].
Das fertige Material weist nur noch eine geringe Menge an freien Silanol-
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gruppen auf [69]. Dieses Ergebnis wird der starken Bevorzugung der Alk-
oxolation zugeschrieben. ORMOCER R©-I eignet sich deshalb besonders gut
fu¨r den Einsatz im Bereich der optischen Wellenleiter. Wird der Kern ei-
ner optischen Faser aus ORMOCER R©-I gefertigt (ORMOCORE R©), kann der
Verlust durch Absorption im nahen Infrarotbereich (NIR-Bereich) stark ver-
ringert werden. Die optische Verlustrate – die Differenz der Intensita¨t zwi-
schen dem Eingangssignal am Anfang der Faser und dem Ausgangssignal
am Ende der Faser geteilt durch die Faserla¨nge – liegt im Bereich von 0.2
bis 0.6 dB cm−1 fu¨r die im Telekommunikationsbereich verwendeten Wel-
lenla¨ngen (1310 nm bis 1550 nm). Damit eignet sich die ORMOCER R©-Faser
deutlich besser fu¨r die Datenu¨bertragung als die derzeit ha¨ufig verwendeten
Polymethylmethacrylat-Materialien (PMMA-Materialien), die Verluste im
Bereich von 0.8 bis 1.5 dB cm−1 zeigen [28].
Die von den MEMO-Precursorn mitgelieferten Methacrylatgruppen ko¨nnen
durch UV-Lichtanregung polymerisiert werden. ORMOCER R©-I eignet sich
deshalb auch zur photolithographischen Erzeugung dreidimensionaler Struk-
turen, z.B. in Multiphotonenpolymerisationsprozessen (vgl. Abschnitt 2.2)
[20, 23]. Nach der Polymerisationsreaktion betra¨gt die Dichte des ORMO-
CER R©-I 1.220 g cm−3 bei einem Polymerisationsgrad von etwa 70 % [70].





Das ORMOCER R©-I ist aufgrund der mo¨glichen Anwendungen besonders aus-
fu¨hrlich charakterisiert worden (s. Tabelle 3).
2.1.6 ORMOCER R©-II
Das zweite System, das fu¨r die Modellierungsstudien verwendet wurde, ist
das ORMOCER R©-II. Es a¨hnelt sehr stark dem bereits vorgestellten ORMO-
CER R©-I. Es wird ebenfalls aus zwei Precursorverbindungen synthetisiert.
Dabei werden der Typ 3-Precursor Diphenylsilandiol (DPD) und der Typ 4-
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Tabelle 3: Eigenschaften von ORMOCER R©-I ([20, 70]).
Eigenschaft Wert ORMOCER R©-I
Feststoffgehalt >97 % a
Dichte ρ :
nach der Kondensation 1.175 g cm−3
nach der Polymerisation 1.220 g cm−3
E-Modul b 270 GPa
Thermische Stabilita¨t >540 K
Permeationsrate fu¨r Wasserdampf
(100 µm Filmdicke) 120 g m
−2d−1
Dielektrizita¨tszahl:
εr (1 kHz) 3.88
εr (10 kHz) 3.86
Dielektrische Sta¨rke ≈240 V µm−1
Spezifischer Widerstand ≈4·107 Ω cm
Brechungsindex n:
Flu¨ssigkeit (587 nm) ≈1.538
post bake (635 nm) c ≈1.554
Farbe farblos, transparent
Optischer Verlust (NIR): d
bei 1310 nm 0.2 dB cm−1
bei 1550 nm 0.6 dB cm−1
a Beim Rest handelt es sich um Reste aus der Darstellung, z.B. Photostarter,
Lo¨sungsmittel, usw.
b Zugfestigkeit, Maß fu¨r den Widerstand des Materials gegen eine Verformung in einer
Richtung
c Nach zusa¨tzlicher thermischer Ausha¨rtung (vgl. Abschnitt 2.1.2)
d Maß fu¨r die Absorption von optischen Signalen (vgl. Abschnitt 2.1.5)
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Precursor p-Styryltrimethoxysilan (pSTMS) im Verha¨ltnis 1:1 gemischt und
zur Kondensation gebracht (siehe Abbildung 10). Es werden sehr a¨hnliche
Synthesebedingungen gewa¨hlt, wie beim ORMOCER R©-I. Es sollte sich auch
hier eine gleichma¨ßige Verteilung der Precursoren im Material ergeben. Al-
lerdings mu¨ssen dem pSTMS Inhibitoren zugesetzt werden, da die sehr re-
aktiven Styrylgruppen sonst schon wa¨hrend der Sol-Gel-Synthese des Harzes
vernetzen [71]. Die Dichte nach der Kondensationsreaktion betra¨gt 1.162 g
cm−3 [72].
Abbildung 10: Reaktionsgleichung fu¨r die Darstellung von ORMOCER R©-II aus den
Precursoren p-STMS und DPD.
Anschließend werden dem ORMOCER R©-II-Harz Photoinitiatoren zuge-
setzt. Diese ermo¨glichen die gezielte Polymerisation der Styrylgruppen. Die
Dichte steigt auch hier wa¨hrend der Polymerisationsreaktion an und erreicht
einen Wert von etwa 1.212 g cm−3 [72] bei einem Polymerisationsgrad von et-
wa 35 % [71]. Im Material ko¨nnen Strukturgro¨ßen von unter 100 nm bei der
Erzeugung einzelner Punkte – sogenannter Voxel – in Mehrphotonenpolyme-
risationsprozessen erreicht werden [12, 73]. Das Ziel im Schwerpunktprojekt,
in dessen Rahmen diese Arbeit entstanden ist, ist die optische Erzeugung von
dreidimensionalen Strukturen im Sub-100-nm-Bereich. Das ORMOCER R©-II
hat sich hier als mo¨glicherweise geeignetes Material erwiesen.
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2.1.7 ORMOCER R©-DIM01
Das dritte System, das fu¨r die Modellierungsstudien verwendet wurde, ist das
ORMOCER R©-DIM01. Im Gegensatz zu den beiden bisher vorgestellten Sys-
temen kommt hier nur eine einzelne Precursorverbindung vom Typ 4 zum
Einsatz. Das verwendete Methacryloxymethyldimethylethoxysilan hat nur
eine einzige hydrolysierbare Gruppe. Bei der Kondensation kann – neben ver-
bleibendem Edukt – nur ein einziges dimeres Kondensationsprodukt entste-
hen (vgl. Abbildung 11).
Abbildung 11: Reaktionsgleichung fu¨r die Darstellung von ORMOCER R©-DIM01
aus Methacryloxymethyldimethylethoxysilan.
Das Verha¨ltnis zwischen Precursor und dimerem Kondensationsprodukt be-
tra¨gt 1:9, wie Silicium-NMR-Messungen zeigen. Damit eignet sich das System
DIM01 besonders gut fu¨r grundlegendere Untersuchungen, da nur zwei Mo-
nomere in einem bekannten Verha¨ltnis beru¨cksichtigt werden mu¨ssen. Des-
halb wurde es ebenfalls im Rahmen dieser Arbeit mit Modellierungstechni-
ken untersucht. Die Dichte des Harzes nach der Kondensationsreaktion be-
tra¨gt 0.991 g cm−3. Die Methacrylatgruppen lassen sich auch bei diesem Sys-
tem photochemisch vernetzen. Dabei steigt die Dichte bei einem Polymerisa-
tionsgrad von ewta 38 % auf einen Wert von 1.114 g cm−3 [72].
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2.2 Strukturgeneration durch Mehrphotonenpolymerisation
Im Schwerpunktprogramm 1327 ”Optisch erzeugte Sub-100-nm-Strukturen“,
in dessen Rahmen diese Arbeit entstanden ist, wird die Mehrphotonenpoly-
merisation als Mo¨glichkeit zur Erzeugung von Strukturen mit charakteristi-
schen Gro¨ßen im Sub-100-nm-Bereich untersucht. Das Verfahren der Mehr-
photonenpolymerisation und die verwendeten ORMOCER R©-Materialien wer-
den am Fraunhofer-Institut fu¨r Silicatforschung weiter entwickelt [12, 74].
Die optischen Elemente zur Fokussierung des eingesetzten Laserlichts wer-
den an der Friedrich-Schiller-Universita¨t Jena sowie am Fraunhofer-Institut
fu¨r Angewandte Optik und Feinmechanik in Jena konzipiert und hergestellt
[22]. Aufgrund der zentralen Bedeutung der Mehrphotonenpolymerisation im
Projekt und als Verfahren zur Strukturierung von Polymeren allgemein wird
diese Methodik im folgenden Abschnitt kurz vorgestellt.
In den letzten zwei Jahrzehnten gab es enorme Fortschritte auf dem Gebiet
der Lasertechnologie. Insbesondere die Pulsdauern konnten so weit verku¨rzt
werden, dass Pulse im unteren Femtosekundenbereich mo¨glich sind. Auf die-
ser Basis konnten neuartige Prozesse zur Generation von mikro- und
nanometergroßen Strukturen entwickelt werden [6, 7]. Besonders gut eignet
sich die Zweiphotonenpolymerisation (2PP) zur Strukturierung von Polyme-
ren. Der zugrunde liegende Zweiphotonenabsorptionsprozess wurde bereits
im Jahr 1931 theoretisch vorhergesagt [8], bis zur ersten praktischen De-
monstration [9] dauerte es aber noch 66 Jahre. Bei der Zweiphotonenpolyme-
risation wird ein photosensitives Harz durch die Einstrahlung von ultrakurz-
en Laserpulsen polymerisiert. Im Gegensatz zur Einphotonenpolymerisation
(1PP) ist es mo¨glich, direkt im Volumen des Harzes zu Strukturieren. Die
wesentlichen Unterschiede zwischen dem 1PP- und dem 2PP-Prozess sind in
Abbildung 12 gezeigt.
Bei der Einphotonenpolymerisation wird u¨berall dort eine Strukturierung des
Harzes ausgelo¨st, wo ein Laserphoton auftrifft. U¨blicherweise wird ultravio-
lettes Laserlicht verwendet. Es kann zwar nur die Oberfla¨che des Harzes
polymerisiert werden, damit wird es aber bereits mo¨glich zweidimensionale
Strukturen zu erzeugen. Im Gegensatz dazu wird bei der Zweiphotonenpo-
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Abbildung 12: Schematische Darstellung der Einphotonenpolymerisation (1PP)
und der Zweiphotonenpolymerisation (2PP) im Vergleich (angepasste Darstellung
nach [13]). Wa¨hrend bei der 1PP nur die Oberfla¨che des Harzes strukturiert werden
kann, ermo¨glich die 2PP die Strukturerzeugung im Volumen des Harzes. Nur die 2PP
erlaubt die Generierung von dreidimensionalen Strukturen in einem Prozessschritt.
lymerisation Laserlicht im nahen Infrarotbereich (NIR-Bereich, ≈ 800 nm)
verwendet. Dies hat den Vorteil, dass das Laserlicht beim Auftreffen auf die
Harzoberfla¨che keine Reaktion auslo¨st. Die Polymerisation wird ausschließ-
lich dort gestartet, wo zwei Photonen auf eine reaktive Gruppe treffen, da
nur im Fokus des Laserpulses die Photonendichte so groß ist, dass mit end-
licher Wahrscheinlichkeit Zweiphotonenabsorption auftritt. Auf diese Weise
wird es mo¨glich, beliebige dreidimensionale Strukturen direkt in das photo-
sensitive Harz zu schreiben, indem der Laserfokus durch die Probe bewegt
wird [10]. Damit bietet der 2PP-Prozess den Vorteil, dass dreidimensionale
Strukturen in einem Prozessschritt erzeugt werden ko¨nnen. Im Gegensatz
dazu mu¨ssen bei konventionellen UV-Lithographieverfahren Layer-by-Layer-
Techniken zur Erzeugung dreidimensionaler Strukturen eingesetzt werden.
Ein weiterer Vorteil der Zweiphotonenpolymerisation ist der nicht-lineare Ab-
sorptionsprozess. Da es sich bei der Absorption zusa¨tzlich um einen Schwell-
wertprozess handelt, kann das durch das Laserlicht vorgegebene Beugungs-
limit bei der Strukturierung deutlich unterschritten werden [11, 12].
Die photosensitiven Harze, auch Resists genannt, werden in zwei Klassen
eingeteilt, die Negativresists und die Positivresists. Bei den Negativresists
werden die Stellen im Harz polymerisiert, die erhalten bleiben sollen. Nicht
polymerisiertes Material wird durch einen Entwickler aus dem Material her-
ausgelo¨st. Die Mehrzahl der eingesetzten Harze sind Negativresists. Beson-
ders verbreitet ist das Material SU–8 [14] (siehe Abbildung 13), das in diesem
2 Theoretische Grundlagen 29
Bereich oft als Referenz eingesetzt wird. SU–8 ist ein rein organisches Mate-
rial, die reaktiven Struktureinheiten sind Epoxidgruppen. In neueren Arbei-
ten werden immer ha¨ufiger speziell angepasste Harze verwendet, hier haben
sich vor allem die ORMOCER R©e durch ihre einstellbaren Eigenschaften (vgl.
Abschnitt 2.1) bewa¨hrt [12].
Abbildung 13: Strukturausschnitt aus dem Material SU–8 [14]. SU–8 ist das Re-
ferenzmaterial im Bereich der Negativresists fu¨r Mehrphotonenpolymerisationspro-
zesse, die reaktiven Struktureinheiten sind Epoxidgruppen.
Die zweite Klasse sind die Positivresists, hier bleibt das unbelichtete Materi-
al erhalten. Alle durch Laserbestrahlung aktivierten Bereiche werden durch
den Entwickler aus dem Material herausgelo¨st. Die Positivresists finden erst
seit wenigen Jahren Verwendung in Mehrphotonenpolymerisationsprozessen
[75, 76]. In Abbildung 14 sind elektronenmikroskopische Aufnahmen von
dreidimensionalen Strukturen zusammengestellt, die die Mo¨glichkeiten der
Zweiphotonenpolymerisation demonstrieren.
Die Bilder a) bis d) zeigen, was technisch mo¨glich ist. Auch komplexe Ob-
jekte mit beweglichen Komponenten – wie die Windra¨der in c) – ko¨nnen auf
diesem Weg hergestellt werden [64]. Durch Verbesserungen beim Brechungs-
index und bei der Strukturtreue konnten photonische Kristalle aus ORMO-
CER R©en erfolgreich realisiert werden [77]. So eignet sich die Holzstapel-
Struktur (woodpile structure) in e) und f) aufgrund ihrer Abmessungen fu¨r
den Einsatz als photonischer Kristall. Die Hohlnadeln in g) sind fu¨r den Ein-
satz zur subkutanen Medikamentengabe vorgesehen [63, 78]. Daru¨ber hinaus
wurden mikromechanische Elemente, wie Zahnra¨der [79] und Ventile [80]
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Abbildung 14: Photolithographisch mittels Zweiphotonenpolymerisation erzeugte
Strukturen aus ORMOCER R©-Materialien. a) Knotenstruktur [12], b) Poro¨se Hohlku-
gel [12], c) bewegliche Windra¨der [64], d) Drache [64], e) Holzstapelstruktur (wood-
pile structure) [23] f) Nachansicht von e) [23], g) Mikronadeln zur subkutanen Medi-
kamentengabe [64].
im Mikrometermaßstab in 2PP-Prozessen generiert. Auch Wellenleiter [81]
und optische Phasenmasken [82] konnten erfolgreich erzeugt werden. Der
Einsatz von strukturierten Hybridpolymeren im biomedizinischen Bereich
[12, 83] zum Beispiel im Bereich des Tissue Engineering [39, 65] oder als
strukturierte biodegradierbare Scaffold-Materialien (RENACER R©) [84, 85]
sind ebenfalls denkbar. Eine Funktionalisierung durch Einbringen biologisch
aktiver Verbindungen vor der Strukturierung konnte ebenfalls erfolgreich ge-
zeigt werden [86, 87].Weitere Anwendungsmo¨glichkeiten lassen sich erschlie-
ßen, wenn die Polymerstrukturen in nachfolgenden Prozessschritten funktio-
nalisiert werden. So lassen sich metallische Abbilder von zum Beispiel pho-
tonischen Kristallstrukturen durch Chemical Vapour Deposition- (CVD) oder
Electroless Plating-Verfahren herstellen [88, 89].
Bei der Verarbeitung von ORMOCER R©en in Multiphotonpolymerisations-
prozessen spielen sogenannte Photoinitiatoren eine große Rolle. Diese Mo-
leku¨le absorbieren das eingestrahlte Laserlicht, zerfallen in Radikale und
initiieren auf diesem Weg die Verknu¨pfung der reaktiven C=C-Doppelbin-
dungen in einer radikalischen Polymerisationsreaktion. Ein wichtiger Para-
meter dabei ist der sogenannte Zweiphotonenabsorptionsquerschnitt (Two
Photon Absorption- oder TPA-Querschnitt). Es ist daher wenig verwunder-
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lich, dass sich einige Arbeitsgruppen mit der gezielten Synthese von Initia-
tormoleku¨len mit mo¨glichst hohen TPA-Querschnitten befassen [90–92], auch
wenn der TPA-Querschnitt kommerzieller Initiatoren – wie IRGACURE R©-
369 [93] – fu¨r viele Einsatzbereiche bereits ausreicht.
Neben dem TPA-Querschnitt des Photoinitiators spielt die Lebensdauer der
reaktiven Radikalspezies eine große Rolle bei der Strukturierung. Je gro¨ßer
die Lebensdauer ist, umso weiter ko¨nnen die Radikale in der gegebenen Zeit
diffundieren. Die Lebensdauer der Initiatorradikale hat deshalb genauso
einen Einfluss auf die Gro¨ße der zu erreichenden Strukturen, wie die Lebens-
dauer der wa¨hrend des Polymerisationsprozesses entstehenden ORMO-
CER R©-Radikale. Ziel ist es aber, mo¨glichst kleine Strukturen zu erhalten,
deshalb werden den Lo¨sungen in einigen Strukturierungsexperimenten In-
hibitormoleku¨le zugesetzt, die die auftretenden radikalischen Spezies abfan-
gen und so die Radikallebensdauern verku¨rzen ko¨nnen. Neben den zugesetz-
ten Inhibitoren wirkt auch vorhandener Luftsauerstoff als Diradikal inhibie-
rend.
Der Einfluss all dieser Diffusionseffekte auf die Licht-Materie-Wechsel-
wirkung und auf die erreichbaren Strukturgro¨ßen wurde experimentell bis-
her kaum untersucht [12], es gibt aber theoretische Betrachtungen zu den
komplexen Zusammenha¨ngen bei der Strukturerzeugung mittels Zweiphoto-
nenpolymerisation [94, 95].
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2.3 Kraftfeld-basierte Modellierungsmethoden
In den letzten Jahren wurde eine große Zahl an chemisch unterschiedlichen
ORMOCER R©en entwickelt. Die Materialien stellen fu¨r die experimentelle
Analytik eine große Herausforderung dar. Dies ist zum Einen der amorphen
Struktur dieser Systeme geschuldet, zum Anderen handelt es sich bei den
ORMOCER R©-Harzen um Verbindungen aus einer großen Vielfalt an mo¨g-
lichen Monomeren. Hier bieten Computerexperimente die Mo¨glichkeit, die
experimentell zuga¨nglichen Daten, wie z.B. die Dichte, an einem Modell zu
u¨berpru¨fen. Auf diese Weise ko¨nnen nicht nur neue Erkenntnisse u¨ber be-
reits bekannte Systeme gewonnen werden, mit geeigneten Modellen kann so-
gar die Vorhersage von Eigenschaften experimentell noch nicht zuga¨nglicher
Systeme ermo¨glicht werden.
Aufgrund der Vielzahl an mo¨glichen Monomeren, sowie der Vielfalt der zu
betrachtenden Systeme kommen fu¨r die Simulation von ORMOCER R©en nur
die Kraftfeld-Methoden in Frage. In diesen Simulationen werden relativ ein-
fache mathematische Funktionen, die sogenannten Potentialfunktionen, zur
Beschreibung der interatomaren Wechselwirkungen verwendet. Mit den Po-
tentialfunktionen la¨sst sich die potentielle Energie U eines beliebigen Mo-
dells als Funktion der Atompositionen berechnen. In Kraftfeldsimulationen
werden zwei Gruppen von Wechselwirkungen unterschieden, die intermole-
kularen und die intramolekularen Wechselwirkungen. Die intermolekularen
Wechselwirkungen umfassen dabei die COULOMB- und die VAN DER WAALS-
Wechselwirkungen, sowie gegebenenfalls zusa¨tzlich Wasserstoffbru¨ckenbin-
dungen. Die intramolekularen Wechselwirkungen werden u¨ber die Bindun-
gen beschrieben, die im Kraftfeld optimale (”natu¨rliche”) Werte fu¨r die La¨nge
bzw. den Winkel zugewiesen bekommen. Nehmen die Moleku¨le von diesem
Optimalfall abweichende Konformationen ein, resultiert dies in Spannungs-
energien, die mit den entsprechenden Potentialfunktionen berechnet werden
ko¨nnen. Wird nun eine Geometrieoptimierung durchgefu¨hrt, werden die Po-
sitionen der Atome so lange gegeneinander verschoben, bis diese Spannungs-
energien minimal werden. Wie gut die Ergebnisse einer solchen Geometrieop-
timierung ausfallen, ha¨ngt dabei insbesondere von der Gu¨te des verwendeten
Kraftfeldes ab. Hier kommt es vor allem auf die Wahl der richtigen Potential-
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funktionen und auf eine gute Parametrisierung an [96]. Nur dann werden die
Kra¨fteverha¨ltnisse im System so gut wiedergegeben, dass verla¨ssliche Ergeb-
nisse geliefert werden. Eine wichtige Limitierung von Kraftfeldsimulationen
sind die berechneten potentiellen Energien, die in den allermeisten Fa¨llen
nicht mit experimentell gemessenen oder mit in ab initio-Simulationen be-
rechneten Werten u¨bereinstimmen. Oftmals ist die genaue Berechnung der
Energie einer Konformation aber gar nicht von Interesse, es werden vielmehr
lokale Minima oder das globale Minimum gesucht, also energetisch beson-
ders gu¨nstige Konformationen. Durch Bestimmung der potentiellen Energie
fu¨r eine Vielzahl von Konformationen la¨sst sich daru¨ber hinaus die Form der
Energiehyperfla¨che eines Moleku¨ls modellieren [96].
2.3.1 Vorteile von Kraftfeldmethoden gegenu¨ber ab initio-Methoden
Die Kraftfeldsimulationen haben sich zu einem unverzichtbaren Werkzeug
fu¨r die Lo¨sung einer Vielzahl an Problemen entwickelt, da sie gegenu¨ber an-
deren theoretischen Methoden einige entscheidende Vorteile haben. Hier ist
insbesondere die vergleichsweise hohe Geschwindigkeit als Vorteil gegenu¨ber
den ab initio- oder den semiempirischen Methoden zu nennen. Die beno¨tigte
Rechenzeit steigt in Kraftfeldsimulationen mit N2 an, wobei N die Anzahl der
modellierten Atome im System ist. Bei semiempirischen Simulationen steigt
die beno¨tigte Rechenzeit hingegen bereits mit n2 bis n3, wa¨hrend sie im ab
initio-Bereich sogar mit n4 ansteigt. n entspricht dabei der Anzahl der ver-
wendeten Basisfunktionen. Daru¨ber hinaus ist das Konzept der Kraftfeldsi-
mulationen dem Chemiker leicht zuga¨nglich. Gebra¨uchliche Begriffe wie die
Deformation von Bindungsla¨ngen und -winkeln, Torsionsspannungen oder
VAN DER WAALS-Wechselwirkungen bilden die Basis fu¨r die eingesetzten Po-
tentialfunktionen, sie lassen sich entsprechend im Kraftfeld wiederfinden.
Der dritte Vorteil ist, dass mit Kraftfeldrechnungen bei entsprechend gu-
ter Parametrisierung auch sehr gute Strukturen fu¨r bisher unbekannte Mo-
leku¨le erzeugt werden ko¨nnen. Diese Strukturvorschla¨ge ko¨nnen dann z.B.
als Startpunkt einer ho¨herwertigen Simulation, etwa auf ab initio-Niveau,
eingesetzt werden [96].
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2.3.2 Methoden
In der theoretischen Chemie ist das Kernproblem, das es zu lo¨sen gilt, die
Berechnung der Energie eines Systems. Gerade im Festko¨rper wird diese Be-
rechnung aber schnell sehr aufwa¨ndig, da die Positionen aller Atomkerne und
aller Elektronen die Gesamtenergie eines Systems beeinflussen. In der Quan-
tenmechanik wird dieses Problem ha¨ufig umgangen, indem der Einfluss der
Elektronen zusammen mit dem Kern zu einem effektiven Atom zusammen-
gefasst wird. Mit dieser Vereinfachung la¨sst sich die Gesamtenergie zerlegen.
Dabei werden die Einzelenergien der Atome (1. Term) und die interatomaren
Wechselwirkungen (im 2. Term zwischen Atompaaren, im 3. Term zwischen
drei Atomen, ...) einzeln aufsummiert und die Gesamtenergie U dann durch
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In der Quantenchemie wird zur Vereinfachung der Energieberechnung sehr
ha¨ufig auf die HARTREE-FOCK-Na¨herung zuru¨ckgegriffen. Dabei werden die
Wellenfunktionen aller Elektronen im System zu einer Gesamtwellenfunk-
tion zusammengefasst, dem sogenannten HARTREE-Produkt. Die Elektronen
wechselwirken dann nur noch mit dem gemittelten Feld der verbleibenden
Elektronen, aus dem Mehrteilchenproblem wird ein Einteilchenproblem.
In Kraftfeldsimulationen werden die Elektronen gar nicht explizit beru¨ck-
sichtigt. Die Elektronen werden mit dem Kern als starre Kugel behandelt.
Der Einfluss der Elektronen findet sich aber implizit in den Parametern der
verwendeten Potentialfunktionen wieder. Der Rechenzeitaufwand bei Kraft-
feldsimulationen wird im Vergleich zu ab initio- oder semiempirischen Metho-
den deutlich verringert, da die Beitra¨ge der Elektronen nicht mehr separat
berechnet werden mu¨ssen.
2 Theoretische Grundlagen 35
2.3.3 Wechselwirkungen und ihre Beschreibung im Kraftfeld
Im Bereich der Kraftfeldrechnungen wird, wie bereits erwa¨hnt, zwischen in-
termolekularen und intramolekularen Wechselwirkungen unterschieden. Bei
den intermolekularen Wechselwirkungen spielen, insbesondere bei ionischen
Festko¨rpern, die elektrostatischen COULOMB-Wechselwirkungen die wich-






qi, q j: Ladung der Ionen i und j
ε0: dielektrische Feldkonstante
ri j: Abstand der geladenen Teilchen
Obwohl es sich bei dieser Gleichung um eine relativ einfache mathemati-
sche Beziehung handelt, ist die Berechnung der COULOMB-Energie mit einem
Problem behaftet. Fu¨r eine exakte Berechnung mu¨sste die elektrostatische
COULOMB-Wechselwirkung theoretisch bis zu unendlich großen Absta¨nden
beru¨cksichtigt werden. Ihr Betrag nimmt zwar mit steigendem Abstand zwi-
schen den Ionen ab, dafu¨r steigt die Zahl an wechselwirkenden Partnern an.
Dies fu¨hrt zu einer deutlichen Erho¨hung der beno¨tigten Rechenzeit. Um die-
ses Problem zu umgehen ko¨nnen unterschiedliche Ansa¨tze verfolgt werden.
Eine besonders weit verbreitete Methode, um die Berechnung des COULOMB-
Beitrags zur Gesamtenergie zu beschleunigen, ist die sogenannte EWALD-
Na¨herung [97]. Unter der Voraussetzung, dass Ladungsneutralita¨t herrscht
und dass das zu berechnende System ein Gesamtdipolmoment von Null auf-
weist, kann der COULOMB-Term einer LAPLACE-Transformation unterwor-
fen werden. Der resultierende Ausdruck kann in zwei Komponenten zerlegt
werden. Beide Komponententerme werden als Reihe entwickelt, die eine im
realen Raum, die andere im reziproken Raum, da so fu¨r jeden Einzelterm eine
schnellere Konvergenz erreicht werden kann.
Zur Behandlung von Atomladungen in Kraftfeldsimulationen gibt es zwei
Mo¨glichkeiten. Auf der einen Seite ko¨nnen Formalladungen, also ganzzah-
36 2 Theoretische Grundlagen
lige Werte fu¨r die Ladung, zugewiesen werden. Dies geschieht unter anderem
bei einatomigen Ionen, die Ladung entspricht der formalen Ladung des Ions.
Ein Chlorid-Ion (Cl−) bekommt zum Beispiel die Ladung –1 zugewiesen. Die
andere Alternative ist die Vergabe von Partialladungen. Dabei bekommt jedes
Atom abha¨ngig von seiner chemischen Umgebung einen Wert fu¨r die Ladung
zugewiesen, der nun nicht mehr ganzzahlig sein muss. Das Kohlenstoffatom
im Methan (CH4) bekommt zum Beispiel im COMPASS-Kraftfeld den Wert
–0.212 zugewiesen. Werden in einem Ion oder einem Moleku¨l Partialladun-
gen zugewiesen, so muss die Addition aller Partialladungen der Formalla-
dung des Ions oder des Moleku¨ls entsprechen. Am Beispiel des Methans im
COMPASS-Kraftfeld heißt das, dass die Protonen die Partialladung +0.053 zu-
gewiesen bekommen. Die Summe entspricht dann der Formalladung 0 des
Methanmoleku¨ls (4 ·0.053−0.212= 0).
In den meisten Fa¨llen werden Atome in Kraftfeldsimulationen mit dem so-
genannten rigid-ion-Modell simuliert. Dabei wird das Atom als starre Kugel
ohne ra¨umliche Ausdehnung behandelt. Die Ladung des Atoms (Partial- oder
Formalladung) entspricht einer Punktladung, es erfolgt keine Unterschei-
dung zwischen Atomkern und Elektronenhu¨lle. Eine alternative Beschrei-
bung ermo¨glicht das sogenannte shell-Modell nach DICK und OVERHAUSER
[98]. Es wird bei einigen Kraftfeldmethoden verwendet, um die Polarisierbar-
keit von gro¨ßeren Ionen, wie z.B. dem Iodid-Ion, in der Simulationen beschrei-
ben zu ko¨nnen. Im shell-Modell werden Elektronenhu¨lle (shell) und Atomkern
(core) separat behandelt. Der Atomkern beinhaltet den positiven Ladungsan-
teil, deshalb bekommt der core stets eine positive Ladung zugewiesen. Die
shell repra¨sentiert die Elektronenhu¨lle und erha¨lt deshalb nahezu immer
eine negative Ladung. Positive shell-Ladungen werden hingegen nur bei ei-
nigen zweiwertigen Erdalkalimetallkationen sowie bei Seltenerdmetallkat-
ionen, wie Neodym oder Europium, verwendet [99]. Die Summe der Ladun-
gen von core und shell entspricht der Formalladung des simulierten Atoms.
Die Wechselwirkung zwischen dem core und der shell erfolgt u¨ber ein harmo-
nisches Potential (Gleichung 5), COULOMB-Wechselwirkungen zwischen den
beiden Komponenten im shell-Modell werden nicht beru¨cksichtigt.





kcs: Kraftkonstante fu¨r die Verschiebung der shell gegenu¨ber dem core
rcs: Abstand zwischen core und shell
Kurzreichweitige abstoßende Wechselwirkungen gehen von den a¨ußeren
Elektronen aus, die Polarisierung einer Elektronenhu¨lle geschieht im We-
sentlichen durch eine Verschiebung der Valenzelektronen. Deshalb werden
kurzreichweitige Wechselwirkungen in einem Kraftfeld, dass sich des shell-
Modells bedient, immer zwischen zwei shells bzw. zwischen einem core und
einer shell berechnet, nicht aber zwischen zwei cores. Die Abbildung 15 zeigt
die Aufteilung in core und shell sowie die Verbindung u¨ber eine harmonische
Feder in schematischer Form.
Abbildung 15: Schematische Darstellung des shell-Modells nach DICK und OVER-
HAUSER. Mit shell wird der Ladungsschwerpunkt der negativ geladenenen Schale
(durch den Kreis symbolisiert), mit core der des positiv geladenen Kerns bezeichnet.
Die zweite Form der intermolekularen Wechselwirkungen beinhaltet die
kurzreichweitige Abstoßung der Elektronenwolken zweier Atome (PAULI-
Kra¨fte) sowie die durch induzierte Dipole hervorgerufene Anziehung (LON-
DON-Kra¨fte). Diese beiden zusammen als VAN DER WAALS-Kra¨fte bezeichne-
ten Wechselwirkungen werden im Kraftfeld wahlweise durch ein BUCKING-
HAM- (Gleichung 6) [100] oder durch ein LENNARD-JONES-Potential [101] be-
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schrieben. Fu¨r das LENNARD-JONES-Potential sind dabei zwei Formen gela¨u-
fig, die (12-6)-Variante (Gleichung 7) und die (9-6)-Variante (Gleichung 8).






























Ai j, C6, ρi j: empirische Parameter im BUCKINGHAM-Potential
Ai j, Bi j: empirische Parameter im 12-6-LENNARD-JONES-Potential
r0,i j, εi j: empirische Parameter im 9-6-LENNARD-JONES-Potential
ri j: Abstand zwischen den Mittelpunkten der geladenen Teilchen
Die drei genannten Potentialfunktionen bestehen dabei aus zwei Summan-
den. Der erste Term beschreibt die repulsiven Kra¨fte, die mit kleiner werden-
dem Abstand sehr schnell ansteigen (exponentiell bzw. mit hoher Potenz). Der
zweite Term beschreibt den attraktiven Anteil, er erha¨lt deshalb ein negati-
ves Vorzeichen. Da der attraktive Term (sechste Potenz) weniger stark vom
Abstand der Wechselwirkungspartner abha¨ngt als der repulsive Term (9. bzw.
12. Potenz oder exponentiell), ergibt sich bei der zugeho¨rigen Potentialfunk-
tion ein Minimum beim Gleichgewichtsabstand r0 (s. Abb. 16).
Die Abstoßung zwischen zwei sich u¨berlappenden Elektronendichten steigt
exponentiell mit sinkendem Abstand. Auf der Basis dieser Beobachtung sollte
das BUCKINGHAM-Potential das geeignetere Potential zur Beschreibung der
VAN DER WAALS-Wechselwirkungen sein. In vielen Fa¨llen wird trotzdem auf
das LENNARD-JONES-Potential zuru¨ckgegriffen, da sich das BUCKINGHAM-
Potential bei sehr kurzen interatomaren Absta¨nden (ri j) umkehrt (s. Abbil-
dung 17). In Systemen, in denen sehr kurze Absta¨nde zwischen Wechselwir-
kungspartnern auftreten, kann es deshalb bei der Verwendung des BUCKING-
HAM-Potentials zu einer ungewollten Fusion der beiden Ionen kommen [102].
Beim LENNARD-JONES-Potential wird das, insbesondere in der (12-6)-Form,
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Abbildung 16: Vergleichende Darstellung des BUCKINGHAM- und des LENNARD-
JONES-Potentials.
durch die eher u¨berscha¨tzte Abstoßung bei ku¨rzer werdendem Abstand (ri j)
wirkungsvoll verhindert.
Abbildung 17: Erweiterte Darstellung des BUCKINGHAM-Potentials mit ku¨rzeren
interatomaren Absta¨nden (angepasste Darstellung nach [103]). Der große Nachteil
des BUCKINGHAM-Potentials ist, dass es bei sehr kurzen interatomaren Absta¨nden
wieder stark anziehend wird, es kann zu einer ungewollten Fusion der Wechselwir-
kungspartner kommen.
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Eine geeignete Methode zur Beschleunigung von Kraftfeldrechnungen ist die
Einfu¨hrung von cut-off -Distanzen fu¨r die Potentialfunktionen. Steigt der Ab-
stand zwischen zwei wechselwirkenden Atomen u¨ber den cut-off -Abstand,
wird die Wechselwirkung nicht mehr berechnet. Werden die cut-off -Distanzen
groß genug gewa¨hlt, hat diese Vereinfachung keinen wesentlichen Einfluss
auf die berechnete Gesamtenergie mehr, die Rechenzeiten ko¨nnen aber deut-
lich reduziert werden.
Es gibt zwei grundsa¨tzliche Methoden zur Einfu¨hrung dieser Begrenzung.
Bei der ersten Mo¨glichkeit wird ein fester Abstand als cut-off -Abstand (r1)
definiert. Bei diesem Abstand wird die potentielle Energie der Wechselwir-
kung unabha¨ngig vom Verlauf der Potentialfunktion auf Null gesetzt, bei
gro¨ßeren Absta¨nden wird die Wechselwirkungsenergie nicht mehr berechnet
(rote gestrichelte Kurve in Abbildung 18). Diese Methode hat den Vorteil, dass
sie einfach zu implementieren ist und wenig Rechenzeit beno¨tigt. Nachteilig
ist, dass sich beim cut-off -Abstand eine Diskontinuita¨t bei der potentiellen
Energie ergibt. Dieser Nachteil wird bei der zweiten Methode umgangen. Da-
zu wird zwischen zwei Abta¨nden r1 und r2 eine Abklingfunktion (switching
function) definiert. Diese Funktion wird mit der Potentialfunktion multipli-
ziert. Dadurch sinkt die potentielle Energie zwischen den Absta¨nden r1 und
r2 kontinuierlich bis auf den Wert Null (orange gestrichelt-gepunktete Kur-
ve in Abb. 18). In manchen Fa¨llen wird die switching function auch auf den
gesamten Abstandsbereich angewendet [103].
Die beiden vorgestellten intermolekularen Wechselwirkungen werden aber in
der Regel nur bei Atompaaren berechnet, die mindestens drei Bindungen von-
einander entfernt sind oder nicht zum gleichen Moleku¨l geho¨ren. Bei allen an-
deren Atomen werden stattdessen spezielle Potentiale zur Beschreibung der
Bindungsverha¨ltnisse verwendet. So ko¨nnen kovalente Bindungen zwischen
zwei Atomen mit einem harmonischen (Gleichung 9), mit einem kubischen
(Gleichung 10) oder mit einem MORSE-Potential (Gleichung 11) beschrieben
werden, die drei Potentialverla¨ufe sind zusammenfassend in Abbildung 19
gezeigt.
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Abbildung 18: Darstellung des LENNARD-JONES-Potentials (blau) mit cut-off. Ge-
zeigt sind zwei u¨bliche Varianten zur Einfu¨hrung eines cut-off -Abstandes. Bei der
ersten Variante (rot, gestrichelt) wird die potentielle Energie am cut-off -Abstand
r1 auf Null gesetzt, bei gro¨ßeren Absta¨nden wird die Wechselwirkungsenergie nicht
mehr berechnet. Bei der zweiten Variante wird eine Abklingfunktion (switching func-
tion) verwendet, durch die die potentielle Energie zwischen den Absta¨nden r1 und
r2 auf Null absinkt. Bei Absta¨nden u¨berhalb von r2 wird auch hier die Wechselwir-




















ri j− r0,i j
)3 (10)
UMorsei j = De
[(
1− exp (−β (ri j− r0,i j)))2] (11)
k: Kraftkonstante im harmonischen bzw. im kubischen Potential
De: MORSE-Parameter, ∝ zur Dissoziationsenergie
β : Steifeparameter, ∝ zur Bindungssta¨rke
r0,i j: Gleichgewichtsbindungsla¨nge
ri j: Abstand zwischen den Mittelpunkten der geladenen Teilchen
Das parabelfo¨rmige harmonische Potential beschreibt die Verha¨ltnisse in der
Na¨he des idealen Bindungsabstandes gut, steigt aber auch zu gro¨ßeren in-
teratomaren Absta¨nden quadratisch an. Die Dissoziation kann nicht wieder-
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Abbildung 19: Vergleichende Darstellung des harmonischen, des kubischen und des
MORSE-Potentials.
gegeben werden. Deshalb wird manchmal auf ein Potential zuru¨ckgegriffen,
dass das harmonische Potential um einen kubischen Term erga¨nzt. Damit
kann die Abweichung vom harmonischen Potentialverlauf hin zu gro¨ßeren in-
teratomaren Absta¨nden beschrieben werden. Allerdings ergibt sich bei gro¨ße-
ren Absta¨nden wieder eine attraktive Wechselwirkung (vgl. Abb. 19. Die beste
Beschreibung liefert hingegen das MORSE-Potential, dass bei kurzen intera-
tomaren Absta¨nden a¨hnlich verla¨uft, wie das harmonische oder das kubische
Potential. Allerdings verla¨uft das MORSE-Potential bei gro¨ßer werdenden in-
teratomaren Absta¨nden asymptotisch gegen den Wert Null, das Atompaar
”dissoziiert“. Wenn es auf kurze Rechenzeiten ankommt, werden das harmo-
nische oder das kubische Potential verwendet. Die Verwendung des MOR-
SE-Potentials beno¨tigt deutlich mehr Rechenzeit aufgrund des exponentiel-
len Anteils aus der repulsiven Wechselwirkung und wird deshalb dann be-
vorzugt, wenn eine mo¨glichst genaue Beschreibung des Bindungsverhaltens
erwu¨nscht ist.
Neben den einfachen Bindungen werden auch Winkela¨nderungen (Abb. 20,
links) zwischen zwei Bindungen beru¨cksichtigt. Dafu¨r kommt ein Dreiko¨rper-
term zum Einsatz, meist auf Basis des harmonsichen Potentials (Gleichung
12). Die Torsionswinkel (Abb. 20, rechts) mu¨ssen mit einer periodischen Po-
tentialfunktion berechnet werden, da nach einer A¨nderung des Torsionswin-
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Abbildung 20: Darstellung der Drei- und der Vierko¨rperwechselwirkung.
kels um 360◦ der Ausgangszustand wieder erreicht wird. Eine ha¨ufig zu fin-
dende Variante ist die Beschreibung von Torsionen mit einem Vierko¨rperterm




k2 (θ −θ0)2 (12)
UTorsioni jkl = k4 (1+mcos(nφ −φ0)) (13)
k2: Kraftkonstante fu¨r die A¨nderung des Bindungswinkels
θ0: Winkel zwischen den Bindungen i-j und j-k im Gleichgewichtszustand
k4: Kraftkonstante fu¨r die Vera¨nderung des Torsionswinkels
φ0: Torsionswinkel im Gleichgewichtszustand
n: Periodizita¨t bezu¨glich der Rotation um die zentrale Bindung
2.3.4 Energieminimierung
Mit den vorgestellten Potentialfunktionen la¨sst sich die Innere Energie U ei-
nes Systems bei einer vorgegebenen Konformation berechnen. Dies ist in den
meisten Simulationen aber nur der erste Schritt. Von gro¨ßerem Interesse bei
der Modellierung ist das Auffinden von energetisch gu¨nstigen Strukturen,
den Energieminima. Dazu werden, ausgehend von der vorgegebenen Start-
struktur, die Atome im System so lange nach definierten Algorithmen gegen-
einander verschoben, bis die energetisch gu¨nstigste Anordnung erreicht wird.
Das Ergebnis entspricht in den meisten Fa¨llen einem lokalen Minimum. Ei-
ne große Herausforderung in Kraftfeldsimulationen ist aber das Auffinden
des globalen Minimums, also der Konfiguration mit der gu¨nstigsten Energie
(vgl. Abbildung 21).
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Abbildung 21: Beispiel fu¨r eine dreidimensionale Energiehyperfla¨che (angepasste
Darstellung nach [104]).
Die ga¨ngigen Methoden, mit denen Minima auf der Potentialhyperfla¨che be-
stimmt werden ko¨nnen, sind in zwei Gruppen aufgeteilt:
1. nicht-derivative Methoden bei denen die Ableitung der Energie nicht ver-
wendet wird und
2. derivative Methoden die die Ableitung der Energie mit einbeziehen.
Die bekannteste nicht-derivative Methode ist die Simplex-Methode (Abbil-
dung 22). Dabei wird ein Polyeder mit M+1 Ecken verwendet. M entspricht
dabei der Anzahl an Variablen, die die Potentialhyperfla¨che bestimmen, der
Polyeder wird als Simplex bezeichnet. Im folgenden soll zur Illustration eine
Potentialhyperfla¨che verwendet werden, die nur von zwei Variablen (x und y)
abha¨ngt. Abbildung 22 zeigt eine derartige Potentialhyperfla¨che mit den ers-
ten Minimierungsschritten nach der Simplex-Methode. M ist im Beispielfall
zwei, so dass das Simplex ein Dreieck ist.
Zuna¨chst wird das erste Simplex bestimmt (dunkelrotes Dreieck). Dazu wird
die Energie der Startkonfiguration (Punkt 1) berechnet, anschließend werden
die beiden weiteren Punkte des Dreiecks (2 und 3) ermittelt. Dazu werden zu
den x- und y-Werten definierte Inkremente addiert und die Energie an beiden
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Abbildung 22: Schematische Darstellung der Simplex-Methode am Beispiel einer
Funktion f = f(x,y) (angepasste Darstellung nach [103]).
Punkten berechnet. Der Punkt mit der ho¨chsten Energie, im Beispiel ist das
Punkt 2, wird am Schwerpunkt des ersten Simplexes gespiegelt. Dadurch er-
gibt sich Punkt 4 auf der Hyperfla¨che, die Punkte 1,3 und 4 spannen das zwei-
te Simplex auf (gru¨nes Dreieck). An dieser Stelle wird wieder der Punkt mit
der ho¨chsten Energie (Punkt 1) am Schwerpunkt gespiegelt. Dadurch wird
Punkt 5 auf der Hyperfla¨che erreicht, die Punkte 3,4 und 5 spannen das dritte
Simplex (violett) auf. Dieser Vorgang wird so lange wiederholt, bis der Ener-
giegewinn kleiner als ein definierter Konvergenzwert wird.
Die Simplex-Methode ist besonders nu¨tzlich, wenn die Startkonfiguration ei-
nem energetisch sehr ungu¨nstigen Punkt auf der Potentialhyperfla¨che ent-
spricht. Mit ihr wird fu¨r fast jeden Startpunkt eine energetisch bessere Struk-
tur gefunden. Die Methode ist aber sehr rechenzeitintensiv, besonders auf-
wa¨ndig ist dabei die Berechnung des ersten Simplexes, da hierfu¨r M+1 Ener-
gieberechnungen durchgefu¨hrt werden mu¨ssen. Ein weiterer Nachteil ist,
dass bei der Verwendung von Simplexen das Minimum, abha¨ngig von der
Gro¨ße des Simplexes, nicht beliebig gut angena¨hert werden kann. Dieser
Nachteil wird durch einige Weiterentwicklungen dieser Methode ausgegli-
chen, die auch ein Expandieren oder ein Kontrahieren des Simplexes erlau-
ben.
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Neben der Simplex-Methode hat sich die sogenannte sequentielle univariate
Methode etabliert, bei der immer nur eine Variable freigeben wird. Es wer-
den neben dem Startpunkt (Punkt 1 in Abbildung 23) zwei weitere Punkte
(2 und 3) auf der Potentialhyperfla¨che bestimmt, indem nacheinander zwei
Inkremente zu der zu optimierenden Variable (hier x) addiert werden. Dann
wird ein Polynom-Fit an den drei Punkten durchgefu¨hrt und das Minimum
der Fitfunktion berechnet (4). Die freie Variable wird auf den Wert des Mi-
nimums der Fitfunktion gesetzt. Anschließend wird die zweite Variable (hier
y) freigegeben. Auf diese Weise werden cyclisch alle Variablen nacheinander
verbessert. Die sequentielle univariate Methode konvergiert in vielen Fa¨llen
schneller, als die Simplex-Methode, allerdings wird sie ineffizient, wenn es
eine starke Abha¨ngigkeit der einzelnen Variablen untereinander gibt.
Es hat sich bei der Energieminimierung als hilfreich erwiesen, wenn neben
der Energie auch die ersten und zweiten Ableitungen der Energie zur Lo¨sung
des Problems verwendet werden (derivative Methoden). Eine weit verbreite-
te Methode, die die erste Ableitung der Energie beru¨cksichtigt, ist die Me-
thode des steilsten Abstiegs (steepest descent) [105]. Zu Beginn werden die
Energie der Startstruktur und der Gradient der Energie berechnet. Die erste
Anna¨herung an das na¨chstgelegene Minimum erfolgt dann in der Richtung,
in der die Energie auf der Potentialhyperfla¨che am sta¨rksten abnimmt (steils-
tes Gefa¨lle). Entlang der gewa¨hlten Richtung wird der Punkt der niedrigsten
Energie gesucht. Ausgehend vom Minimum der Linie wird die Suche in einer
neuen Richtung fortgefu¨hrt, die Suchrichtung fu¨r den zweiten Schritt wird or-
thogonal zur ersten gewa¨hlt. Wieder wird entlang einer Linie das Minimum
gesucht bevor die Suche nach dem Minimum in der dritten, wieder orthogo-
nal zur vorherigen gewa¨hlten, Richtung fortgesetzt wird. Es wird so lange
eine neue Richtung eingeschlagen, bis die vorher festgelegten Konvergenz-
kriterien erfu¨llt werden. Fu¨r eine sehr einfache Potentialhyperfla¨che ist die
Energieminimierung mit der Methode des steilsten Abstiegs in der Abbildung
24 exemplarisch gezeigt, das Minimum wird hier bereits nach drei Schritten
gefunden.
Die Minimierung in einer Suchrichtung erfolgt bei der steepest descent-Me-
thode ha¨ufig mit einer sogenannten Liniensuche (line search, schematische
Darstellung in Abb. 25). Dabei werden drei Punkte auf einer Linie entlang der
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Abbildung 23: Schematische Darstellung der sequentiell univariaten Methode am
Beispiel einer Funktion f = f(x,y). Ausgehend von Punkt 1 wird zu einer Variablen,
hier x, zwei mal das gleiche Inkrement addiert. Es ergeben sich die Punkte 2 und 3.
An allen drei Punkten wird die Energie berechnet. Anschließend wird eine Fitpara-
bel der potentiellen Energie in Abha¨ngigkeit der x-Koordinate bestimmt, die Punk-
te 1 bis 3 mu¨ssen auf der Parabel liegen. Das Minimum der Parabel liefert Punkt
4. Ausgehend von Punkt 4 wird das gleiche Verfahren nun fu¨r y wiederholt (oben,
durch Pfeil gekennzeichnet). Fu¨r das gezeigte einfache Beispiel wu¨rde das Minimum
bereits erreicht werden.
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Abbildung 24: Schematische Darstellung der Methode des steilsten Abstiegs (stee-
pest descent, angepasste Darstellung nach [103]).
gewa¨hlten Suchrichtung bestimmt, die Energien an diesen Punkten mu¨ssen
folgende Bedingung erfu¨llen:
U (2)<U (1)<U (3) (14)
Mit den drei gewa¨hlten Punkten wird eine Parabel konstruiert und der Ur-
sprung der Parabel (minimale Energie) aus der ersten Ableitung berechnet.
Der vierte Punkt der line search ergibt sich dann durch Projektion des berech-
neten Parabelursprungs auf die Potenialhyperfla¨che. Nun werden die Punkte
1,2 und 4 fu¨r die Berechnung der zweiten Fitparabel verwendet. Der fu¨nfte
Punkt wird dann wieder durch Projektion des Ursprungs erhalten. Dabei
wird so lange immer wieder eine neue Parabel berechnet, bis das Minimum
entlang der Suchrichtung gefunden wurde. Die Berechnung der Ableitung fu¨r
jede Fitparabel wa¨hrend der Liniensuche wird aber schnell sehr rechenzeitin-
tensiv. Deshalb wird die Schrittla¨nge bei der steepest descent-Methode in man-
chen Fa¨llen stattdessen ”zufa¨llig“ gewa¨hlt (Arbitrary Step Approach). Die ers-
te Schrittla¨nge wird vor Beginn der Simulation fest definiert, fu¨r alle weiteren
Iterationen wird die Schrittla¨nge vergo¨ßert, wenn ein Energiegewinn erzielt
wurde. Steigt die Energie hingegen an, wird die Schrittweite verku¨rzt und die
Suchrichtung umgekehrt. Das wird so lange wiederholt, bis die Konvergenz
erreicht wurde. Meistens werden beim Arbitrary Step Approach zwar mehr
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Abbildung 25: Schematische Darstellung der Suche des Minimums entlang einer
Linie (line search, angepasste Darstellung nach [103]).
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Iterationen beno¨tigt, um das Minimum entlang der Suchrichtung zu finden,
fu¨r jeden einzelnen Schritt werden aber deutlich weniger Rechenoperationen
beno¨tigt, die Methode ist also wesentlich weniger rechenzeitintensiv.
Die steepest descent-Methode hat den Vorteil, dass sie auch in gro¨ßerer Ent-
fernung zum Minimum stabil bleibt und eine Anna¨herung an das na¨chste
Minimum bereits in vergleichsweise wenigen Schritten erreicht wird. Des-
halb wird sie oft zu Beginn einer Energieminimerung verwendet. Das Verfah-
ren hat aber den Nachteil, dass die Informationen aus vorhergehenden Mi-
nimierungsschritten keinen Einfluss auf die Suchrichtung fu¨r den na¨chsten
Minimierungsschritt haben [96]. Abhilfe schaffen hier die Methoden, die kon-
jugierte Gradienten [106] verwenden. Eine neue Suchrichtung muss hierbei
nicht mehr zwangsla¨ufig orthogonal zur vorhergehenden Suchrichtung sein.
Die neue Suchrichtung vk (fu¨r den Minimierungsschritt k) wird stattdessen
ermittelt, indem der aktuelle Gradientenvektor gk und die Suchrichtung vk−1
des vorherigen Minimierungsschrittes (k−1) nach Gleichung 15 addiert wer-
den.
vk =−gk+ γk · vk−1 (15)
Auf diesem Weg kann die Entwicklung der ersten Ableitung zur Optimie-
rung des Minimierungsverfahrens verwendet werden, es werden – vor allem
in der Na¨he des Minimums – weniger Rechenschritte beno¨tigt. Fu¨r die Be-
rechnung der skalaren Konstante γk gibt es zwei gebra¨uchliche Methoden,












Fu¨r die Energieminimierung entlang der Suchrichtung vk wird u¨blicherweise
die bereits vorgestellte Liniensuche (line search) verwendet. Es kann aber, wie
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auch bei der steepest descent-Methode, alternativ der Arbitrary Step Approach
eingesetzt werden. Fu¨r den einfachen Fall einer quadratischen Potentialhy-
perfla¨che (vgl. Abbildung 26) wird das Minimum bei der Verwendung von
Methoden mit konjugierten Gradienten bereits nach n Optimierungsschrit-
ten gefunden, wobei n der Anzahl an Variablen im System entspricht. In al-
len anderen Fa¨llen steigt die Anzahl der beno¨tigten Suchrichtungen mit der
Anzahl an Atomen N im System. Die beno¨tigte Rechenzeit pro Minimierungs-
schritt erho¨ht sich sogar mit N2, die Methode wird bei großen Moleku¨len zeit-
aufwa¨ndig. Ein Vergleich zwischen der Methode der konjugierten Gradienten
und der Methode des steilsten Abstiegs ist in Abbildung 26 zu sehen.
Abbildung 26: Schematische Darstellung der Methode der konjugierten Gradienten
am Beispiel einer Funktion f = f(x,y). Zum Vergleich ist die Methode des steilsten
Abstiegs mit eingezeichnet (angepasste Darstellung nach [103]).
Als besonders effektiv haben sich Minimierungsmethoden erwiesen, die ne-
ben den Gradienten auch die zweite Ableitung der Energie zur Optimierung
verwenden (Methoden zweiter Ordnung). Hier hat vor allem das NEWTON-
RAPHSON-Verfahren eine weite Verbreitung gefunden. Die Basis bildet die
Entwicklung der Inneren Energie U in einer TAYLOR-Reihe:








(δx)2+ . . . (18)
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Die Zerlegung der Inneren Energie erfolgt bis zum Glied zweiter Ordnung.
Auf diese Weise kann das na¨chstgelegene Minimum mit Gleichung 19 in ei-
nem Schritt erreicht werden. Dabei mu¨ssen der Gradientenvektor g (aus der
ersten Ableitung von Gleichung 18) und das Inverse der HESSE-Matrix be-
kannt sein. Als HESSE-Matrix wird die Matrix der zweiten Ableitung bezeich-
net [96].
∆x=−H−1g (19)
Aufgrund der Vernachla¨ssigung der Terme ho¨herer Ordnung in der TAYLOR-
Reihe funktioniert dieses Vorgehen allerdings nur dann, wenn die Ausgangs-
struktur schon sehr nahe am Minimum liegt. Ansonsten fu¨hrt die genannte
Vernachla¨ssigung der Terme dritter und ho¨herer Ordnung zu gro¨ßeren Feh-
lern, das Minimierungsverfahren wird instabil. Im Extremfall kann die Kon-
vergenz sogar in Richtung eines Maximums der Energie erfolgen. Deshalb
wird das NEWTON-RAPHSON-Verfahren in dieser Form selten verwendet, es
wird viel eher auf eine iterative Variante zuru¨ckgegriffen. Dazu wird ein ska-
larer Faktor α in die Gleichung 19 integriert, der dafu¨r sorgt, dass die Mini-
mierungsschritte kleiner werden.
∆x=−αH−1g (20)
Auf diese Weise ergibt sich ein sehr stabiles aber auch sehr rechenaufwa¨n-
diges Minimierungsverfahren. Der weitaus gro¨ßte Anteil an beno¨tigter Re-
chenzeit wird dabei fu¨r die Bestimmung der inversen HESSE-Matrix H−1
beno¨tigt. Als Verbesserung wurden deshalb verschiedene Methoden entwi-
ckelt, mit denen sich H−1 deutlich schneller berechnen la¨sst. Zwei bekannte
Varianten sind die nach DAVIDON-FLETCHER-POWELL (DFP) [107] und die
nach BROYDEN-FLETCHER-GOLDFARB-SHANNO (BFGS) [108]. Die HESSE-
Matrix wird nach dem Minimierungsschritt nicht analytisch neu berechnet,
sondern numerisch aktualisiert:


































Die Aktualisierung der HESSE-Matrix mit diesen Methoden funktioniert aber
nur, wenn die A¨nderungen der Matrix von einem Minimierungsschritt zum
na¨chsten klein genug bleiben. Es hat sich deshalb bewa¨hrt, die Anzahl der
Aktualisierungsvorga¨nge zu begrenzen und die HESSE-Matrix nach einer
festgelegten Zahl von Minimierungsschritten vollsta¨ndig neu zu berechnen.
Daru¨ber hinaus erfolgt eine komplette Neuberechnung der HESSE-Matrix
auch dann, wenn die Energiea¨nderung wa¨hrend des Minimierungsschritts
einen Maximalwert u¨berschreitet oder wenn entlang des aktuellen Suchgra-
dienten kein Punkt geringerer Energie mehr gefunden wird.
Der Rechenzeitaufwand fu¨r die Berechnung und die Inversion der HESSE-
Matrix steigt mit N3, wobei N der Anzahl der simulierten Atome entspricht.
Als Alternative gerade fu¨r gro¨ßere Systeme bietet sich die Rational Func-
tional Optimisation (RFO) [109] an. Mit diesem Algorithmus kann die Ener-
gieminimierung deutlich beschleunigt werden, wenn sich das System bereits
im harmonische Potentialverlauf in der Na¨he des Minimums befindet. Dann
kann die Anzahl der beno¨tigten Minimierungsschritte in gu¨nstigen Fa¨llen um
eine ganze Gro¨ßenordnung verringert werden [110]. Die RFO-Methode kann
daru¨ber hinaus verwendet werden, um zu u¨berpru¨fen, ob bereits ein Mini-
mum erreicht worden ist. Dazu wird das Inverse der HESSE-Matrix (H−1)
nach der Berechnung diagonalisiert. So ko¨nnen die Eigenwerte und die Ei-
genfunktionen der Matrix bestimmt werden. Anhand der Eigenwerte und der
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Eigenfunktionen la¨sst sich pru¨fen, ob bereits ein stationa¨rer Punkt erreicht
wurde.
Alle bisher vorgestellten Verfahren fu¨r die Suche nach Minima auf der Po-
tentialhyperfla¨che finden bei T = 0 K statt. Die gewa¨hlte Startstrukur hat
hierbei einen sehr großen Einfluss auf das Ergebnis der Energieminimierung.
Ha¨ufig werden, selbst bei der Beru¨cksichtigung einer gro¨ßeren Anzahl an
Startstrukturen, nur lokale Minima gefunden. Unter anderem deshalb hat
sich ein weiterer Methodenbereich entwickelt, der als Moleku¨ldynamik (MD)
bezeichnet wird. MD-Simulationen ermo¨glichen die Beschreibung von Syste-
men bei endlicher Temperatur.
2.3.5 Moleku¨ldynamik-Simulationen
Die ersten Beschreibungen von Dynamik-Computersimulationen stammen
von ALDER und WAINWRIGHT. 1957 [111] wurde von ihnen eine Simulations-
strategie vero¨ffentlicht, in der isolierte Teilchen betrachtet werden ko¨nnen.
Sie wurden als starre Kugeln simuliert, die untereinander vollelastische
Sto¨ße durchfu¨hrten. Dabei fanden folgende Simulationsschritte statt:
1. Finde die Kugeln, die als na¨chstes kollidieren.
2. Berechne alle Positionen aller Teilchen zum Zeitpunkt der Kollision.
3. Bestimme die neuen Geschwindigkeiten nach der Kollision fu¨r die kolli-
dierten Teilchen.
4. Gehe zuru¨ck zu 1.
Trotz der Einfachheit des Modells ko¨nnen Flu¨ssigkeiten und Festko¨rper un-
terschieden werden (z.B. bei Edelgasen) [112]. Fu¨r die Beschreibung der voll-
elastischen Sto¨ße wird auf ein ideales oder ein square-well-Potential zuru¨ck-
gegriffen (Abbildung 27). Das ideale Potential hat beim Abstand Null eine
unendlich hohe Energie, bei allen anderen Absta¨nden betra¨gt die potenti-
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elle Energie Null. Das square-well-Potential ist dem idealen Potential sehr
a¨hnlich, allerdings wirkt es bei definierten Absta¨nden zwischen Null (σ1) und
einem festgelegten Grenzwert (σ2) anziehend.
Abbildung 27: Vergleichende Darstellung des idealen und des square-well-
Potentials (angepasste Darstellung nach [103]).
Mit fortschreitender Entwicklung im Bereich der Computertechnologie konn-
ten nach und nach aufwa¨ndigere Verfahren implementiert werden. Die Basis
dafu¨r liefert die Bewegungsgleichung nach NEWTON:




Die Beschleunigung ist physikalisch definiert als die zweite Ableitung des Or-
tes nach der Zeit. Unter Verwendung dieser Definition der Beschleunigung,
kann das Gesetz von NEWTON auch in einer zeitabha¨ngigen Form formuliert
werden. Zum besseren Versta¨ndnis werden die entsprechenden Gleichungen
hier nur fu¨r den vereinfachten Fall einer eindimensionalen Bewegung ge-
zeigt:
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Fxi = mi ·ai ai = d
2xi
dt2




xi: Position des Atoms i in der x-Dimension
t: Zeit
a: Beschleunigung
Die Lo¨sung fu¨r ein einzelnes Atom stellt kein Problem dar. Sollen aber gro¨ßere
Systeme simuliert werden, muss Gleichung 24 zeitgleich fu¨r alle Atome und
alle drei Raumrichtungen gelo¨st werden. In der genannten Gleichung sind
Ort und Zeit allerdings nur in der zweiten Ableitung beru¨cksichtigt, mathe-
matisch handelt es sich hier also um eine Integration, die durchgefu¨hrt wer-
den muss. Eine analytische Lo¨sung des Problems ist nur bei sehr kleinen und
sehr einfachen Systemen mo¨glich. Um auch gro¨ßere und komplexere Systeme
in Moleku¨ldynamik-Simulationen handhaben zu ko¨nnen, wurden numerische
Algorithmen fu¨r die schrittweise Lo¨sung entwickelt. Ein MD-Algorithmus
muss dabei folgende drei Bedingungen erfu¨llen:
1. Energie– und Impulserhaltung mu¨ssen erfu¨llt werden.
2. Der Algorithmus muss zeitreversibel sein.
3. Der Simulationssschritt δ t sollte mo¨glichst groß gewa¨hlt werden ko¨n-
nen, wobei die Simulation stabil bleiben muss.
Der Simulationsschritt ist dabei in Moleku¨ldynamik-Simulationen eine be-
sonders kritische Gro¨ße. Bei jeder kleinen A¨nderung der Atompostionen a¨n-
dern sich die Kra¨fte, die auf die Atome wirken. Deshalb mu¨sste der Zeitschritt
im Idealfall unendlich kurz gewa¨hlt und nach jedem Schritt das wirkende
Kraftfeld neu berechnet werden. Um die beno¨tigten Rechenzeiten gering zu
halten, sind hingegen mo¨glichst lange Zeitschritte erwu¨nscht; dabei muss
aber in Kauf genommen werden, dass sich der Simulationsverlauf a¨ndern
kann. Der Einfluss des gewa¨hlten Zeitschritts auf den Simulationsverlauf ist
in Abbildung 28 am Beispiel der Kollision zweier starrer Kugeln gezeigt. Der
ideale Fall ist in der Mitte in (2) dargestellt, die Kollision der beiden Kugeln
wird erfolgreich wiedergegeben. Eine Daumenregel bei Moleku¨ldynamik-Si-
mulationen besagt, dass das ku¨rzeste auftretende Ereignis ungefa¨hr mit zehn
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MD-Schritten beschrieben werden sollte. Wird hingegen ein zu kurzer Zeit-
schritt gewa¨hlt, findet das Ereignis wa¨hrend der Simulation gar nicht statt.
Dies zeigt sich bei den Kugeln in (1), dort mu¨ssten noch mehrere Zeitschrit-
te zusa¨tzlich berechnet werden, damit die Kollision in der Simulation erfasst
wird. Bei einem zu lang gewa¨hlten Zeitschritt kann es hingegen vorkommen,
dass das zu beobachtende Ereignisse nicht simuliert wird, da es genau zwi-
schen zwei MD-Zeitschritten stattfinden wu¨rde. Die verpasste Kollision ist in
(3) dargestellt, sie wu¨rde genau zwischen dem zweiten und dritten gezeigten
Schritt stattfinden und wird deshalb ”u¨bersprungen“.
Abbildung 28: Wahl des Zeitschritts fu¨r die MD-Simulation anhand der beispiel-
haften Kollison zweier Kugeln (angepasste Darstellung nach [103]). (1) Bei zu kurz
gewa¨hltem Zeitschritt wird das zu beobachtende Ereignis (die Kollision) wa¨hrend
der Simulation nicht erreicht. (2) Bei vernu¨nftig gewa¨hltem Zeitschritt wird das
gewu¨nschte Ereignis (die Kollision) mit etwa zehn Dynamikschritten beschrieben.
(3) Bei zu lang gewa¨hltem Zeitschritt wird das gewu¨nschte Ereignis (die Kollison)
nicht beschrieben, da der Kollisionszeitpunkt zwischen zwei Dynamikschritten liegt.
Im Verlaufe der Entwicklung haben sich drei Integrationsalgorithmen im
Bereich der Moleku¨ldynamik besonders etabliert, die hier kurz vorgestellt
werden sollen: der VERLET-, der Velocity-VERLET- und der leap-frog-
Algorithmus.
Der VERLET-Algorithmus [113] ist der a¨lteste der drei genannten MD-
Algorithmen. Er wird durch die folgenden drei Gleichungen beschrieben:
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r (t+δ t) = r (t)+δ t · v(t)+ 1
2
(δ t)2 ·a(t) (25)
r (t−δ t) = r (t)−δ t · v(t)+ 1
2
(δ t)2a(t) (26)
r (t+δ t) = 2r (t)− r (t−δ t)+(δ t)2a(t) (27)
Die großen Vorteile des VERLET-Algorithmus sind der relativ groß wa¨hlbare
Zeitschritt δ t und der verha¨ltnisma¨ßig geringe Speicherverbrauch bei der
Berechnung. Der große Nachteil des gezeigten Algorithmus wird in Abbil-
dung 29 deutlich. Die Geschwindigkeiten der Atome werden nicht berechnet.
Es werden zuna¨chst aus den wirkenden Kra¨ften (Potentialgleichungen des
Kraftfelds) die Beschleunigungen berechnet (a= Fm ). Anschließend lassen sich
die neuen Positionen der Atome mit Gleichung 27 berechnen.
Abbildung 29: Graphische Darstellung der schrittweisen Berechnung eines MD-
Zeitschritts nach dem VERLET-Algorithmus (angepasste Darstellung nach [114]).
In (1) sind die Positionen (r) und die Beschleunigungen (a) aller Atome aus dem
vorherigen Zeitschritt (t − δ t) sowie die Atompositionen am Zeitschritt t bekannt.
Mit den Kraftfeldpotentialgleichungen kann die Beschleunigung fu¨r jedes Atom zur
Zeit t unter Beru¨cksichtigung der enstprechenden Atompositionen berechnet werden
(U¨bergang von (1) nach (2)). Anschließend ko¨nnen u¨ber die Gleichung 27 die Atom-
positionen zum Zeitpunk t+ δ t ermittelt werden (U¨bergang von (2) nach (3)). In (3)
ist das Ausgangsbild aus (1) wieder erreicht. Die Atomgeschwindigkeiten (v) mu¨ssen
bei der Verwednung des VERLET-Algorithmus’ separat berechnet werden (Gleichung
28).
Die Atomgeschwindigkeiten mu¨ssen hingegen nach Gleichung 28 in einem
separaten Schritt berechnet werden.
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v(t+δ t) =
r (t+δ t)− r (t)
δ t
(28)
Dieser Nachteil fu¨hrte zur Weiterentwicklung zum Velocity-VERLET-Algo-
rithmus. Er umfasst folgende drei Grundgleichungen [115]:
r (t+δ t) = r (t)+δ t · v(t)+ 1
2
(δ t)2 ·a(t) (29)
v(t+δ t) = v(t)+
1
2











δ t ·a(t) (31)
Wie beim VERLET-Algorithmus werden im ersten Schritt die Potentialglei-
chungen des Kraftfeldes verwendet, um u¨ber die wirkenden Kra¨fte die Be-
schleunigungen der Atome zu berechnen. Die Anfangsgeschwindigkeiten
mu¨ssen am Start der Simulation vorgegeben werden. Dazu werden meist
zufa¨llig verteilte Geschwindkeiten gewa¨hlt, die an eine BOLTZMANN-Vertei-
lung fu¨r die gewa¨hlte Temperatur angepasst sind. Gleichung 29 ermo¨glicht
die Bestimmung der Atompositionen nach dem ersten Simulationsschritt aus
den Startpositionen, den Startgeschwindigkeiten und den zu Beginn wirken-
den Beschleunigungen (blaue Pfeile in (1)). Zusa¨tzlich kann die Geschwin-
digkeit nach einem halben Simulationsschritt (t+ 12δ t) nach Gleichung 31 be-
rechnet werden (rote Pfeile in (1)). Dies entpricht dem U¨bergang von (1) zu (2)
in Abbildung 30. Fu¨r die neuen Atompositionen kann nun wieder die wirken-
de Beschleunigung fu¨r alle Atome mit dem Kraftfeld bestimmt werden, dies
entspricht dem U¨bergang von (2) zu (3). Die Gleichung 30 wird schließlich
beno¨tigt, um aus den Beschleunigungen vor dem Simulationsschritt und den
Beschleunigungen nach dem Simulationsschritt sowie aus den Geschwindig-
keiten vor dem Simulationsschritt die neuen Geschwindigkeiten nach dem Si-
mulationsschritt zu berechnen (U¨bergang von (3) zu (4)). Diese Schritte wer-
den so lange wiederholt, bis die gewu¨nschte Gesamtsimulationszeit erreicht
ist.
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Abbildung 30: Graphische Darstellung der schrittweisen Berechnung eines MD-
Zeitschritts nach dem Velocity-VERLET-Algorithmus (angepasste Darstellung nach
[114]). In (1) sind die Positionen (r), die Geschwindigkeiten (v) und die Beschleuni-
gungen (a) aller Atome bekannt. Mit Gleichung 29 lassen sich aus den genannten
Daten die Positionen nach einem Zeitschritt (t+ δ t) bestimmen (blaue Pfeile in (1)).
Zusa¨tzlich ko¨nnen die Geschwindigkeiten der Atome nach einem halben Zeitschritt
(t+ 12δ t) aus v(t) und a(t) nach Gleichung 31 berechnet werden (rote Pfeile in (1)). Bei-
de Schritte entsprechen dem U¨bergang von (1) nach (2). Mit den Potentialgleichun-
gen des Kraftfeldes ko¨nnen aus den neuen Atompositionen bei t+δ t die zugeho¨rigen
neuen Beschleunigungen der Atome ermittelt werden (U¨bergang von (2) nach (3)). Im
letzten Schritt kann mit Gleichung 30 die Geschwindigkeit aller Atome nach einem
Zeitschritt bestimmt werden (U¨bergang von (3) nach (4)). In (4) ist das Ausgangsbild
aus (1) wieder erreicht.
Als dritte Variante hat sich der Leap-Frog-Algorithmus [116] etabliert, der
auf folgenden zwei Gleichungen basiert.





















+δ t ·a(t) (33)
Auch hier werden im ersten Schritt die Beschleunigungen der Atome unter
Beru¨cksichtigung der Potentialgleichungen berechnet (U¨bergang von (1) zu
(2) in Abbildung 31). Anschließend wird mit Gleichung 33 aus den Geschwin-
digkeit bei t− 12δ t und den Beschleunigungen zum Zeitpunkt t die Geschwin-
digkeiten bei t+ 12δ t bestimmt (U¨bergang von (2) zu (3)). Im dritten Schritt
werden die neuen Atompositionen bei t + δ t nach Gleichung 32 berechnet,
es ergibt sich wieder das Startbild (U¨bergang von (3) zu (4)). Der Nachteil
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des gezeigten Leap-Frog-Algorithmus besteht darin, dass die Geschwindig-
keiten asynchron zu den Positionen und den Beschleunigungen berechnet
werden. Dieses Verhalten hat dem Algorithmus auch seinen Namen gegeben.
Sind auch die Geschwindigkeiten zu den jeweiligen Positionen von Interesse,
mu¨ssen diese, wie beim VERLET-Algorithmus, separat berechnet werden.
Abbildung 31: Graphische Darstellung der schrittweisen Berechnung eines MD-
Zeitschritts nach dem leap-frog-Algorithmus (angepasste Darstellung nach [114]).
Aus den bekannten Atompositionen (r) zum Zeitpunkt t la¨sst sich die Beschleuni-
gung a aller Atome mit den Kraftfeldpotentialgleichungen berechnen (U¨bergang von
(1) nach (2). Gleichung 33 erlaubt im zweiten Schritt die Berechnung der Atomge-
schwindigkeiten v nach einem halben Zeitschritt (t+ 12δ t, U¨bergang von (2) nach (3)).
Im letzten Schritt werden die neuen Positionen der Atome nach einem ganzen Zeit-
schritt u¨ber Gleichung 32 ermittelt (U¨bergang von (3) nach (4). In (4) ist der Aus-
gangszustand aus (1) wieder erreicht. Das besondere beim leap-frog-Algorithmus ist,
dass die Geschwindigkeiten asynchron zu den Positionen und Beschleunigungen be-
rechnet werden.
Wenn Moleku¨ldynamik-Simulationen durchgefu¨hrt werden sollen, so mu¨ssen
Teilchenzahl oder das chemische Potential, Volumen oder Druck und Tem-
peratur oder Energie im System festgelegt werden. Dies geschieht durch die
Wahl eines Simualtionsensembles, wobei die verfu¨gbaren Ensembles den aus
aus der physikalischen Chemie bekannten entsprechen. Tabelle 4 zeigt die
vier gebra¨uchlichen Varianten.
Die Verwendung des großkanonischen Ensembles erfordert die Variabilita¨t
der Teilchenzahl im Verlauf der Simulation. Dies la¨sst sich im Kraftfeldbe-
reich nur sehr aufwa¨ndig implementieren, deshalb findet das großkanonische
Ensemble keine Verwendung im Bereich der Moleku¨ldynamik-Simulation.
Die anderen drei Ensembles werden hingegen verwendet.
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Tabelle 4: Physikalische Ensembles und ihre Verwendung in MD-Simulationen.
Nr. Name Abku¨rzung
1 kanonisches Ensemble NVE
2 mikrokanonisches Ensemble NVT
3 isotherm-isobares Ensemble NpT
4 großkanonisches Ensemble µVT
Im Falle des mikrokanonischen Ensembles NVT muss die Temperatur wa¨h-
rend der Simulation konstant gehalten werden. Dafu¨r werden verschiedene
Thermostaten verwendet, die in Tabelle 5 zusammengefasst gezeigt sind.
Tabelle 5: Thermostaten fu¨r die Moleku¨ldynamik-Simulation.
Name ”Methode“
Velocity Scaling / Velocity Scale Skalierung der Geschwindigkeitenan der BOLTZMANN-Verteilung
BERENDSEN Kopplung an ein externes Bad
ANDERSEN Statistische Kollisionen
NOSE (-HOOVER) zusa¨tzliche Freiheitsgrade (an dieGeschwindigkeiten gekoppelt)
Die einfachste Methode, fu¨r Temperaturkonstanz zu sorgen, ist das sogenann-
te ”Velocity Scaling“. Sie beruht auf dem Zusammenhang zwischen Tempera-
tur und Teilchenbewegung, der MAXWELL-BOLTZMANN-Verteilung. Vor der
Simulation werden die gewu¨nschte Temperatur und das Intervall, in dem
die Temperatur gehalten werden soll, vorgegeben. Wird in einem Simula-
tionsschritt dieses Temperaturfenster verlassen, werden die Atomgeschwin-
digkeiten neu an einer MAXWELL-BOLTZMANN-Verteilung skaliert, die einer
Temperatur innerhalb des Intervalls entspricht. Diese regelma¨ßige Neuska-
lierung sorgt dafu¨r, dass die Temperatur sehr zuverla¨ssig und mit verha¨ltnis-
ma¨ßig geringem Rechenzeitaufwand konstant gehalten wird, allerdings wird
die Bewegung der Atome bei jeder Skalierung beeinflusst, die Rechnung wird
also systematisch verfa¨lscht.
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Beim BERENDSEN-Thermostaten [117] wird ein gedachtes Wa¨rmebad er-
ga¨nzt, dass im Vergleich zur Simulationszelle sehr groß ist und das die ge-
wu¨nschte Simulationstemperatur hat. Dieses Vorgehen ist modellhaft in Ab-
bildung 32 gezeigt. Zwischen dem Wa¨rmebad und der Simulationszelle kann
Wa¨rme ausgetauscht werden. Die Sta¨rke der Kopplung wird als Parameter τ







Gleichung 34 zeigt, dass die ausgetauschte Wa¨rmemenge von der Tempera-
turdifferenz zwischen Bad und Simulationszelle sowie vom Kopplungspara-
meter τ abha¨ngt. Eine mo¨gliche Beschreibung von τ ist die als Relaxations-
zeit, die das simulierte System beno¨tigt, um die Badtemperatur zu errei-
chen.
Abbildung 32: Modellvorstellung fu¨r die Kopplung der Moleku¨ldynamik-Simu-
lationszelle mit der Temperatur TSim. an ein externes Bad der Temperatur TBad 1,
das im Vergleich zur Simulationszelle extrem groß ist. Diese Vorgehen wird beim
BERENDSEN-Thermostaten genutzt, um eine konstante Temperatur der Simulati-
onszelle zu erreichen. In einer Erweiterung wird das erste Bad zusa¨tzlich an ein
zweites wiederum viel gro¨ßeres Bad der Temperatur TBad 2 gekoppelt, damit fu¨r das
erste Bad die Temperaturkonstanz gewahrt bleibt.
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In einer erweiterten Fassung wird das externe Wa¨rmebad (Bad 1) an ein zwei-
tes Wa¨rmebad (Bad 2) gekoppelt, das wiederum sehr viel gro¨ßer ist als Bad
1. Damit wird sicher gestellt, dass das die Simulationszelle umgebende Bad
1 bei der gewu¨nschten Simulationstemperatur gehalten wird, auch wenn viel
Wa¨rme mit dem simulierten System ausgetauscht werden muss.
Der ANDERSEN-Thermostat [118] sorgt fu¨r Temperaturkonstanz, indem sta-
tistische Kra¨fte auf Atome der Zelle wirken. Dies geschieht durch eine ge-
dachte Kollision des Atoms mit einem Wa¨rmebad der gewu¨nschten Simula-
tionstemperatur. Wie oft es zu einer derartigen Kollision kommt, wird zufa¨llig
auf der Basis einer POISSON-Verteilung entschieden:
P(t) = νe−νt (35)
ν entspricht der Frequenz, mit der Kollisionen auftreten ko¨nnen, der Wert
fu¨r ν wird am Beginn der Simulation vorgegeben. Unterliegt ein Atom einer
Kollision mit dem Wa¨rmebad, wird anhand einer MAXWELL-BOLTZMANN-
Verteilung fu¨r die gewu¨nschte Temperatur zufa¨llig entschieden, welche kine-
tische Energie das betreffende Atom erha¨lt. Fu¨r die Frequenz ν kann prin-



















ρ = NV Partikeldichte
Alternativ gibt es eine zweite Variante des ANDERSEN-Thermostaten, bei
dem in definierten Zeitintervallen massive Kollisionen aller Atome ausgelo¨st
werden. Dabei werden fu¨r alle Atome neue Geschwindigkeiten vergeben, die
wieder einer MAXWELL-BOLTZMANN-Verteilung bei der Simulationstempe-
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ratur entsprechen. Der ANDERSEN-Thermostat zeichnet sich durch geringen
Rechenaufwand und eine hohe numerische Stabilita¨t aus, sofern eine gute
Frequenz fu¨r Kollisionsereignisse vorgegeben wird. Ein großer Nachteil ist,
dass auch hier direkt in die Bewegung von Atomen eingegriffen wird. Zeit-
unabha¨ngige Gro¨ßen lassen sich trotzdem zuverla¨ssig bestimmen, bei zeitab-
ha¨ngigen Gro¨ßen sto¨ßt man mit diesem Thermostaten hingegen an Grenzen
[119].
Beim NOSE-Thermostaten [120] werden zwei zusa¨tzliche Freiheitsgrade bei
der Simulation erga¨nzt: die Position s und die effektive ”Masse“ Q eines ima-
gina¨ren Wa¨rmebades. Die Bewegung der Teilchen in der Simulationszelle
wird u¨ber den Impuls mit dem Wa¨rmebad gekoppelt:
pi = mivi× s (37)
Durch diese Kopplung an das Wa¨rmebad wird die Temperaturkonstanz in
der Simulationszelle gewa¨hrleistet. Eine Simulation des Gesamtsystems aus
Simulationszelle und Wa¨rmebad im mikrokanonischen Ensemble (NVT) lie-
fert eine Beschreibung der eigentlichen Simulationszelle im kanonischen En-
semble (NVE) [119]. Kritisch bei der Verwendung des NOSE-Ansatzes ist die
Wahl des Wertes fu¨r die Masse Q. Durch Q wird die Rate bestimmt, mit
der Wa¨rme zwischen dem imagina¨ren Wa¨rmebad und der Simulationszelle
ausgetauscht werden kann. Ebenfalls problematisch ist die Skalierung des
Impulses der Partikel mit s, dessen Wert sich im Verlauf der Simulation
vera¨ndern kann. Dies fu¨hrt dazu, dass zeitgemittelte oder kinetische Eigen-
schaften ungenau berechnet werden. Diese Eigenschaften mu¨ssen auf ein
Zeitintervall bezogen berechnet werden, dieses Zeitintervall wird aber durch
die Skalierung variabel. Deshalb eignet sich der Ansatz von NOSE nicht so gut
fu¨r Moleku¨ldynamik-Simulationen. Um dieses Probleme zu umgehen, gibt es
die Weiterentwicklung von HOOVER [121, 122]. Dabei wird ein zusa¨tzlicher
Reibungskoeffizient ξ eingefu¨hrt. Die Neuberechnung der Geschwindigkei-
ten folgt dann der Bewegungsgleichung von NEWTON, es wird lediglich ein
Reibungsterm (ξvi) subtrahiert:











Beim U¨bergang zum isotherm-isobaren Ensemble NpT muss auch der Druck
konstant gehalten werden. Die bereits vorgestellten Konzepte fu¨r die Ther-
mostaten lassen sich direkt auf die Barostaten u¨bertragen. Die drei gebra¨uch-
lichsten Barostaten sind in Tabelle 6 zusammengefasst.
Tabelle 6: Barostaten fu¨r die Moleku¨ldynamik-Simulation.
Name ”Methode“
Volume Scaling / Volume Scale Skalierung des Volumens
BERENDSEN Kopplung an ein externes Bad
ANDERSEN zusa¨tzliche Freiheitsgrade(an das Volumen gekoppelt)
Die einfachste Mo¨glichkeit, Druckkonstanz zu erreichen, ist das ”Volume Sca-
ling“, bei dem der gewu¨nschte Druck und das zu haltende Druckintervall
vorgegeben werden mu¨ssen. Wird bei einem Simulationsschritt das Druck-
intervall verlassen, wird das Volumen der Simulationszelle neu skaliert, so
dass der Druck in der Zelle wieder innerhalb des gewu¨nschten Druckinter-
valls liegt. Hier gilt das Gleiche wie fu¨r das ”Velocity Scaling“. Der Druck
wird mit dieser Methode sehr zuverla¨ssig und mit wenig Rechenaufwand im
gewu¨nschten Intervall gehalten, allerdings verfa¨lscht die regelma¨ßige Anpas-
sung des Volumens die Dynamiksimulation (vgl. ”velocity scaling“).
Beim BERENDSEN-Barostaten [117] wird, wie beim gleichnamigen Thermo-
staten, ein gedachtes Druckreservoir erga¨nzt, dass im Vergleich zur Simu-
lationszelle sehr groß ist. Die Druckkonstanz wird nun erreicht, indem die
Simulationszelle komprimiert oder expandiert werden kann. Es kommt zu
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κ ist der Kopplungsparameter zwischen Druckreservoir und Simulationszel-
le. Dieser Parameter entspricht der Relaxationszeit fu¨r den Druckausgleich.
Er wird vor der Simulation vorgegeben und korreliert mit der isothermen
Kompressibilita¨t des Systems.
Beim ANDERSEN-Barostaten [118] wird ein a¨hnlichen Ansatz verwendet, um
Druckkonstanz zu erreichen, wie beim NOSE-HOOVER-Thermostaten. Zu-
na¨chst werden die Koordinaten der Atome mit dem Volumen der Simulations-







Anschließend werden die Bewegungsgleichungen mit den skalierten Koor-
dinaten neu formuliert. Außerdem wird das System mit einem imagina¨ren
Druckreservoir in Verbindung gebracht. Dies geschieht durch Einfu¨hrung von
zwei neuen Freiheitsgraden basierend auf dem imagina¨ren Druckreservoir:
p0 (wirkt auf das Druckreservoir) und die effektive Masse des Reservoirs
M. Auch hier ist die Wahl des geeigneten Wertes von M besonders wichtig
fu¨r eine zuverla¨ssige Arbeit des Barostaten, M muss dabei finit-positiv sein.
Die besten Ergebnisse werden erhalten, wenn M so gewa¨hlt wird, dass Volu-
menfluktuationen im skalierten System (Q) ungefa¨hr der folgenden Relation
genu¨gt, wobei c der Ausbreitungsgeschwindigkeit fu¨r Schallwellen im simu-








2.3.6 Kombination von Energieminimierung mit Moleku¨ldynamik-
methoden: Die Suche nach dem globalen Minimum
Ein Ziel des Molecular Modelings ist das Auffinden des globalen Minimums,
also der Konformation mit der niedrigsten Energie. Zwei ha¨ufig bei der Su-
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che verwendete Methoden basieren auf Moleku¨ldynamik-Simulationen: die
Quenched-Dynamics-Simulation und das simulated annealing (simuliertes
Tempern, [123–125]).
Bei der Quenched-Dynamics-Simulation wird zuna¨chst eine Moleku¨ldyna-
mik bei hoher Temperatur gerechnet. Dies geschieht u¨blicherweise im NVT-
Ensemble: es werden Teilchenzahl, Zellvolumen und Temperatur konstant ge-
halten. Fu¨r eine mo¨glichst effiziente Nutzung der Rechenzeit wird die Tempe-
ratur meistens mit dem sogenannten ”Velocity Scaling“ konstant gehalten, da
es hier nicht auf eine realistische Simulation ankommt, sondern in mo¨glichst
kurzer Zeit mo¨glichst viele Startkonformationen gesammelt werden sollen.
Durch den hohen Energieeintrag ko¨nnen Energiebarrieren auf der Potential-
hyperfla¨che wa¨hrend der Dynamik u¨berwunden werden. Die Konformation
wird wa¨hrend der Dynamik in festgelegten Intervallen zwischengespeichert
und im Anschluss an die Dynamik energieminimiert, hierfu¨r kommen die im
Abschnitt 2.3.4 gezeigten Methoden zum Einsatz.
Der Simulationsablauf beim simulated annealing – dem simulierten Tempern
– kann mit entsprechenden Experimenten verglichen werden. Beim Tempern
von Festko¨rpern wird die Temperatur zuna¨chst langsam erho¨ht und dann
fu¨r einen relativ langen Zeitraum bei einem Wert knapp unter dem Schmelz-
punkt gehalten. Die Diffusion in Festko¨rpern ist stark temperaturabha¨ngig,
die erho¨hte Temperatur fu¨hrt demnach zu erho¨hten Diffusionsraten. Auf die-
sem Weg ko¨nnen mo¨gliche Strukturdefekte ausgeglichen werden. Anschlie-
ßend wird die Temperatur sehr langsam wieder bis zur gewu¨nschten Tempe-
ratur (meistens Raumtemperatur) verringert. In a¨hnlicher Weise wird beim
simulated annealing die gewa¨hlte Ausgangskonfiguration einer langsamen
Erwa¨rmung unterworfen. Die Temperaturerho¨hung erfolgt dabei schrittweise
(T1→ T2→ T3→ . . . in Abbildung 33), die Anzahl der Temperaturstufen muss
vor der Simulation ausgewa¨hlt werden. Auf jeder Temperaturstufe wird ei-
ne im Vorfeld definierte Anzahl an Moleku¨ldynamik-Schritten bei konstanter
Temperatur berechnet (waagerechte Balken). Ist die gewa¨hlte Zieltemperatur
erreicht, wird wieder abgeku¨hlt. Auch hier erfolgt die Temperaturverringe-
rung wie beschrieben schrittweise (T9→ T10→ T11→ . . .). Ist die Ausgangs-
temperatur wieder erreicht, schließt sich eine Energieminimierung an.
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Abbildung 33: Schematische Darstellung des Simulationsablaufs beim simulated
annealing. Die Temperatur wird zuna¨chst schrittweise erho¨ht (T1 → T2 → T3 → . . .).
Bei jeder Temperatur wird eine Moleku¨ldynamik definierter La¨nge berechnet (waa-
gerechte Balken). Anschließend wird die Temperatur schrittweise wieder abgesenkt
(T9→ T10→ T11→ . . .). Auf diese Weise kann das Minimum (1) verlassen und das ener-
getisch gu¨nstigere Minimum (2) erreicht werden, wenn die Temperatur wa¨hrend der
Simulation mindestens bis auf T8 erho¨ht wird.
Eine Erho¨hung der Temperatur entspricht einer ho¨heren kinetischen Ener-
gie im System. Wird dem System genug Energie zugefu¨hrt, ko¨nnen Barrieren
auf der Potentialhyperfla¨che u¨berwunden werden. Im Gegensatz zu den bis-
her vorgestellten Energieminimierungsverfahren bei T = 0 K kann ein ein-
mal erreichtes lokales Minimum ((1) in Abb. 33) durch die zusa¨tzliche Ener-
gie (Erho¨hung auf T8) auch wieder verlassen werden. Besonders zu beachten
ist beim simulated annealing, dass die Abku¨hlung langsam genug erfolgt, da-
mit auf jeder Temperaturstufe eine mo¨glichst gu¨nstige Konformation erreicht
wird.
Als weitere Methode kommen Monte-Carlo-Suchen in Frage, um energetisch
gu¨nstige Konformation zu suchen. Mit diesen wird eine Vielzahl an unter-
schiedlichen Startstrukturen auf der Basis von Zufallszahlen berechnet, z.B.
unter Verwendung des METROPOLIS-Algorithmus [126]. Die Grundlage fu¨r
Monte Carlo-Simulationen bildet die Ergoden-Hypothese. Diese Annahme be-
sagt, dass der zeitliche Mittelwert einer Messgro¨ße A mit dem Ensemble-
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mittelwert der gleichen Messgro¨ße u¨bereinstimmt, wenn im Ensemble eine
ausreichende Anzahl an statistisch verteilten Einzelzusta¨nden beru¨cksichtigt
wird:
A¯t = 〈A〉 (42)
Weitere Bedingungen fu¨r die Gu¨ltigkeit der Ergoden-Hypothese sind ein sta-
tiona¨rer Zustand und eine endliche Korrelationszeit.
Ein Beispiel fu¨r eine Wertebestimmung auf ”Zufallsbasis“ ist in Abbildung
34 gezeigt. Der Wert fu¨r pi la¨sst sich na¨herungsweise ermitteln, wenn statis-
Abbildung 34: Monte Carlo-Integration am Beispiel der Bestimmung von pi (ange-
passte Darstellung nach [103]). Die Punkte sollen im Quadrat der Kantenla¨nge x
statistisch verteilt sein. Man ko¨nnte sich z.B. vorstellen, dass ein sehr mittelma¨ßiger
Dartspieler Pfeile auf die Scheibe (S) wirft, dabei aber immer nur das Quadrat (Q)
trifft. Der Wert fu¨r pi kann dann angena¨hert werden, wenn die Anzahl der im Kreis
liegenden Punkte (blau, ausgefu¨llt) durch die gesamte Anzahl an Punkten (blau und
orange, nicht ausgefu¨llt) geteilt und der erhaltene Wert mit 4 multipliziert wird.
tisch in einem Quadrat verteilte Einzelpunkte ausgewertet werden. Dieses
Vorgehen ko¨nnte z.B. erzielt werden, wenn ein sehr mittelma¨ßiger Dartspie-
ler Pfeile auf die Scheibe (Kreis) wirft, dabei aber immer zufa¨llig irgendwo
im umliegenden Quadrat trifft. Der Wert fu¨r pi kann dann mit der folgenden
Formel angena¨hert werden:
pi = 4 · #Punkte im Kreis (blau, ausgefu¨llt)
#Punkte im Quadrat (blau und orange)
(43)
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Der METROPOLIS-Algorithmus verwendet zur Generierung der Einzelzu-
sta¨nde eine sogenannte MARKOV-Kette (Abbildung 35), die folgende zwei Be-
dinungungen erfu¨llen muss:
1. Der generierte Zustand ha¨ngt nur vom vorherigen Zustand ab, ist aber
unabha¨ngig von allen a¨lteren Zusta¨nden.
2. Jeder generierte Zustand geho¨rt zu einer finiten Sammlung an mo¨glich-
en Zusta¨nden.
Abbildung 35: MARKOV-Kette: Der zweite Zustand p2 wird auf der Basis des ersten
Zustands p1 generiert. Zustand p3 ist von Zustand p2 abha¨ngig. p3 ist allerdings un-
abha¨ngig von p1, das heißt im Umkehrschluss, dass aus p3 keine Ru¨ckschlu¨sse mehr
auf p1 gezogen werden ko¨nnen.
Jeder Zustand wird mit einem BOLTZMANN-Faktor bei der Berechnung der
Messgro¨ße gewichtet. Ein Nachteil dieser Methode ist, dass viele Zusta¨nde
generiert werden, die nur einen geringen Beitrag zum Ergebnis liefern. Ab-
hilfe schafft das METROPOLIS-Importance-Sampling [127]. Dabei werden Zu-
sta¨nde mit einem hohen Beitrag zum Gesamtensemble bevorzugt generiert.
Daru¨ber hinaus eignen sich genetische Algorithmen [128, 129] als Methode
fu¨r die Suche nach globalen Minima. Dieser Methodenbereich wurde fu¨r die
vorliegende Arbeit nicht verwendet und soll deshalb an dieser Stelle nicht
weiter erla¨utert werden.
2.3.7 Interatomare Potentiale
Entscheidend fu¨r eine gute Modellierung ist die Wahl geeigneter Parame-
tersa¨tze. Um die Auswahl zu erleichtern, gibt es eine Reihe von Ansa¨tzen, uni-
verselle Kraftfelder zu entwickeln. Hier ist vor allem das in der Organischen
Chemie ha¨ufig angewendete MM3-Kraftfeld [130–133] zu nennen. Es erlaubt
eine gute Modellierung vieler organischer Moleku¨le. Zur Beschreibung der
intramolekularen Wechselwirkungen kommen Zwei- (Bindungsla¨ngen), Drei-
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(Bindungswinkel) und Vierko¨rperterme (Torsionen) zum Einsatz, intermo-
lekulare VAN DER WAALS- und COULOMB-Wechselwirkungen werden eben-
falls gut wiedergegeben. Trotz der guten Resultate mit MM3 ist es bisher
nicht gelungen, ein universelles Kraftfeld zu entwickeln, dass fu¨r eine sehr
große Zahl an Fragestellungen Einsatz finden ko¨nnte. Mit dem Universal
Force Field (UFF) [134], dem Extensible Systematic Force Field (ESFF) [135]
und den Consistent Force Fields (CFFs, z.B. PCFF [136]) hat es zwar viel-
versprechende Ansa¨tze gegeben. Letztendlich ist die Entwicklung hin zu ei-
nem wirklich universell einsetzbaren Kraftfeld aber immer an der Vielzahl
an beno¨tigten Parametern gescheitert. Eine Anpassung muss hier fu¨r alle
Atome des Periodensystems und vor allem auch fu¨r mo¨glichst viele Kombina-
tionen (Mehrko¨rperwechselwirkungen) von Atomtypen durchgefu¨hrt werden.
Bei universelleren Kraftfeldern bedient man sich deshalb einiger Tricks, um
die tatsa¨chlich beno¨tigte Parameterzahl zu reduzieren. Ein Beispiel hierfu¨r
ist die Ableitung von Parametern aus intrinsischen Eigenschaften, wie z.B.
der Elektronegativita¨t. Eine Reduktion der Parameter fu¨hrt aber oftmals
auch zu einer Verschlechterung der Simulationsergebnisse, weshalb nach wie
vor in den meisten Modellierungsstudien speziell auf das gestellte Problem
angepasste Kraftfelder Verwendung finden.
Eine Anpassung der Kraftfeldparameter, auch Parametrisierung genannt,
kann prinzipiell auf zwei Wegen erfolgen. Entweder werden mit ho¨herwerti-
gen Methoden, z.B. auf ab initio-Basis, Ausschnitte von Potentialhyperfla¨chen
berechnet. Die Kraftfeldparameter werden dann so angepasst, dass sie die
verfu¨gbaren Hyperfla¨chen gut wiedergeben ko¨nnen. Alternativ kann eine An-
passung der Parameter unter Verwendung von experimentellen Daten, wie
z.B. Kristallstrukturen, Elastizita¨tskonstanten oder Phononenfrequenzen,
durchgefu¨hrt werden [110].
2.3.8 Das COMPASS-Kraftfeld
Fu¨r die Modellierungen, die in dieser Arbeit vorgestellt werden, kam das
COMPASS-Kraftfeld [31] zum Einsatz. Der Name COMPASS steht dabei als
Abku¨rzung fu¨r Condensed-phase Optimized Potentials for Atomistic Simu-
lation Studies. Es handelt sich hierbei um ein universelles Kraftfeld, also um
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eines, dass fu¨r eine Vielzahl an Elementen bzw. Atomtypen Parametersa¨tze
entha¨lt. Das COMPASS-Kraftfeld geho¨rt zu der Gruppe der Consistent Force
Fields, CFFs. Mit vielen Kraftfeldern wie z. B. dem CFF93 [136] und dem
PCFF [137] ko¨nnen kondensierte Phasen nur unzureichend beschreiben wer-
den. Hier kommen vor allem die folgenden beiden Nachteile zum Tragen:
1. Aus dem Bereich der kondensierten Phasen lassen sich lediglich Mo-
leku¨lkristalle zuverla¨ssig beschreiben.
2. Bei der Simulation von Flu¨ssigkeiten und Polymeren in Moleku¨ldyna-
mik-Simulationen bei endlichen Temperaturen kommen systematische
Fehler, insbesondere bei der Druck-Volumen-Temperatur-Relation, zum
Tragen. Dies fu¨hrt dazu, dass Dichten in derartigen Simulationen ha¨ufig
unterscha¨tzt werden [31].
Die Hauptursache fu¨r die falsche Wiedergabe bei endlichen Temperaturen
findet sich in der Parametrisierung. Hier wurden in vielen Fa¨llen die Para-
metersa¨tze in Simulationen bei T = 0 K an experimentelle Daten angepasst,
die bei Raumtemperatur bestimmt wurden. Thermische Effekte werden des-
halb in MD-Simulationen zum Teil doppelt beru¨cksichtigt, zum Einen bereits
in den Parametern, zum Anderen durch die Temperatur in der Dynamik-
Simulation.
Die Simulation von kondensierten Phasen ist aber auch mit ab initio-Metho-
den problematisch. Hier spielen vor allem die Dispersionskra¨fte eine große
Rolle. Diese ko¨nnen aber erst ab einer Mindestsystemgro¨ße zuverla¨ssig be-
schrieben werden. Diese Mindestgro¨ße liegt aber in einem Bereich, der viele
ab initio-Methoden zumindest an ihre Grenzen stoßen la¨sst. Deshalb wurde
das COMPASS-Kraftfeld entwickelt, mit dem eine zuverla¨ssige und korrekte
Beschreibung von kondensierten Phasen ermo¨glicht werden sollte. Das COM-
PASS-Kraftfeld ist eine Weiterentwicklung des CFF93, es werden die glei-
chen Modellvorstellungen (Abbildung 37) und die gleichen Modellgleichungen
(Gleichung 44) zur Darstellung der inter- und intramolekularen Wechselwir-
kungen verwendet.
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Abbildung 36: Gleichung zu den in Consistent Force Fields verwendeten Modell-
kra¨ften (angepasste Darstellung nach [31]).
Im COMPASS-Kraftfeld wird – wie bei den meisten Kraftfeldern u¨blich – zwi-
schen gebundenen und nicht gebundenen Atomen, bzw. zwischen intramo-
lekularen und intermolekularen Wechselwirkungen unterschieden. Intramo-
lekular werden MORSE-Potentiale zur Beschreibung von Bindungen, sowie
Drei- und Vierko¨rperterme fu¨r die Repra¨sentation von Bindungswinkel- bzw.
Torsionswinkela¨nderungen verwendet. Erga¨nzt werden diese durch Kreuz-
terme, die Kombinationen der genannten Wechselwirkungen darstellen. So
kann z.B. durch einen Bindungs-Bindungskreuzterm beru¨cksichtigt werden,
dass die Verku¨rzung einer Bindung leichter wird, wenn die benachbarte Bin-
dung im Vergleich zum Gleichgewichtszustand verla¨ngert ist (vgl. Abbildung
37, 2. Reihe links).
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Abbildung 37: Modellvorstellung der in Consistent Force Fields verwendeten Mo-
dellkra¨fte (angepasste Darstellung nach [138]).
Als intermolekulare Wechselwirkungen werden die elektrostatischen Wech-
selwirkungen mit der COULOMB-Gleichung berechnet, fu¨r die VAN DER
WAALS-Wechselwirkungen kommen LENNARD-JONES-Potentiale in der
(9-6)-Form zum Einsatz. Diese Form des LENNARD-JONES-Potentials ist zur
Beschreibung von kondensierten Phasen deutlich besser geeignet, als die
(12-6)-Form [139], da die attraktiven Wechselwirkungen besser wiedergege-
ben werden. Mit dem (12-6)-LENNARD-JONES-Potential wird der repulsive
Anteil bei ku¨rzer werdenden Absta¨nden u¨berscha¨tzt, die Moleku¨le werden zu
stark voneinander abgestoßen. Das ist bei der Simulation von kondensierten
Phasen problematischer als die leichte U¨berscha¨tzung der attraktiven Wech-
selwirkung durch das LENNARD-JONES-Potential in der (9-6)-Form.
Fu¨r die LENNARD-JONES-Potentiale sind im COMPASS-Kraftfeld , wie bei vie-
len universellen Kraftfeldern, nur Werte fu¨r Paare gleichen Atomtyps hinter-
legt. Die Potentialparameter fu¨r ein paar von unterschiedlichen Atomtypen
kann dann durch folgende Kombinationsregeln [140] berechnet werden:
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Fu¨r die Berechnung der Ladungsverteilung wird beim COMPASS-Kraftfeld ein
Inkrementsystem verwendet. Die tatsa¨chliche Partialladung eines Atoms
wird berechnet, indem die Beitra¨ge (Inkremente) aller Nachbaratome sum-
miert werden. Dies tra¨gt der Beobachtung Rechnung, dass die Partialladung
eines Atoms immer von der chemischen Umgebung abha¨ngig ist. Entspre-
chend ergibt sich ein positives Inkrement fu¨r ein elektronegativeres Nach-
bartom und ein negatives Inkrement fu¨r ein weniger elektronegatives Nach-
baratom.
Ein großes Problem bei universellen Kraftfeldern ist die große Anzahl an Pa-
rametern, die angepasst werden mu¨ssen. Parametersa¨tze mu¨ssen fu¨r jedes
zu simulierende Atom aus dem Periodensystem vorhanden sein. Zusa¨tzlich
sollte durch unterschiedliche Atomtypen fu¨r das gleiche Atom beru¨cksichtigt
werden, dass sich das gleiche Element in unterschiedlicher chemischer Um-
gebung sehr unterschiedlich verhalten kann. Ein Sauerstoffatom in einem Al-
kohol la¨sst sich aufgrund seiner Eigenschaften deutlich von einem Sauerstoff-
atom in einem Aldehyd oder einer Carbonsa¨ure unterscheiden. Eine passende
Wahl der Parameter ist deshalb wichtig bei der Entwicklung eines Kraftfel-
des, zu viele Parameter erzeugen einen zu hohen Parametrisierungsaufwand,
zu wenig Parameter lassen die Ergebnisse ungenau werden. Deshalb wurden
Strategien entwickelt, um trotz der Beru¨cksichtigung von mo¨glichst vielen
Atomtypen, die Parameteranzahl so klein wie mo¨glich zu halten. Beim COM-
PASS-Kraftfeld werden dazu alle auftretenden Wechselwirkungen einer von
fu¨nf Kategorien zugeordnet (Tabelle 7).
Jedem Atom wird in Kraftfeldsimulationen ein Atomtyp zugewiesen, der von
der jeweiligen chemischen Umgebung abha¨ngig ist. Im COMPASS-Kraftfeld
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Tabelle 7: Systematische Einteilung der auftretenden Wechselwirkungen in fu¨nf
Kategorien (angepasste Darstellung nach [31]).
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werden die verwendeten Atomtypen als dreiteiliger Code dargestellt. Der ers-
te Teil entspricht dem Kurzzeichen des beschriebenen Atoms (z.B. si fu¨r Silici-
um oder c fu¨r Kohlenstoff). An zweiter Stelle steht eine Zahl, die die Anzahl an
mo¨glichen Bindungen anzeigt. Man erha¨lt somit auch einen Hinweis auf den
Hybridisierungszustand des Atoms. Ein sp3-hybridisiertes Atom kann vier
Bindungen eingehen, es erha¨lt an zweiter Stelle eine 4, ein sp-hybridisiertes
Atom kann nur noch zwei Bindungen eingehen, es erha¨lt eine 2. An dritter
Stelle befindet sich ein Hinweis auf die chemische Umgebung, z.B. ein o fu¨r
einen Sauerstoff-, ein n fu¨r einen Stickstoffnachbarn oder ein z fu¨r Atome
in Zeolithen oder zeolithartigen Verbindungen. Ein Siliciumatom, das sp3-
hybridisiert ist und mindestens eine Bindung zu einem Kohlenstoffatom ein-
gegangen ist, bekommt z.B. den Atomtyp si4c zugewiesen. Die Atomtypen
sind in der sogenannten A¨quivalenztabelle zusammengestellt. Die folgende
Tabelle 8 beinhaltet den Ausschnitt fu¨r Silicium aus der A¨quivalenztabelle,
in Tabelle 34 im Anhang sind alle fu¨r die Simulation der drei in dieser Ar-
beit vorgestellten ORMOCER R©e relevanten formalen Atomtypen und ihre
tatsa¨chlichen A¨quivalente zusammengefasst.
In der Tabelle 8 wird deutlich, dass fu¨r unterschiedliche Atomtypen – je nach
Wechselwirkung – zum Teil auf die gleichen Parameter zuru¨ckgegriffen wird.
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nonb. bond. angl. tors. oop
si4 si4 si4 si4 si4 si4
si4c si4c si4 si4 si4 si4
si4z si4z si4 si4 si4 si4
Die Parameter fu¨r die intramolekularen Wechselwirkungen, also fu¨r Bin-
dungsla¨ngen, Bindungswinkel, Torsionen und Out-of-Plane-Schwingungen,
sind fu¨r die unterschiedlichen Siliciumatome so a¨hnlich, dass sie zu einem Pa-
rametersatz zusammengefasst werden ko¨nnen. Dadurch ergeben sich fu¨r die
Verwendung des Kraftfelds zwei Vorteile. Zum Einen mu¨ssen bei der Parame-
trisierung des Kraftfelds weniger Parameter angepasst werden, zum Anderen
mu¨ssen wa¨hrend der Simulation weniger Parameter vorgehalten werden, es
wird weniger Speicherplatz beno¨tigt. Die intermolekularen Wechselwirkun-
gen ha¨ngen hingegen viel sta¨rker von der chemischen Umgebung ab. Hier
kann eine zuverla¨ssigere Wiedergabe der Kra¨fteverha¨ltnisse im System er-
zielt werden, wenn fu¨r jeden Atomtyp ein eigener Parametersatz verwendet
wird.
Das COMPASS-Kraftfeld wurde von der Arbeitsgruppe um H. SUN entwickelt
und parametrisiert. Ihr Vorgehen la¨sst sich in zwei Schritte zerlegen, einen
auf ab initio-Basis und einen auf empirischer Basis. Die Abbildung 38 bein-
haltet das generelle Vorgehen bei der Parametrisierung. Senkrechte Pfeile
(unausgefu¨llt, orange) geben dabei den Informationsfluss an, wa¨hrend waa-
gerechte Pfeile (ausgefu¨llt, blau) den Verlauf der Parametrisierung wiederge-
ben.
Der erste Parametrisierungsschritt war die Anpassung der Ladungsinkre-
mente fu¨r die Atomtypen. Dazu wurden Testsa¨tze von Moleku¨len unterschied-
licher Substanzklassen zuna¨chst energieminimiert. Anschließend wurden
Electrostatic Potentials (ESPs) auf HF/6-31G∗-Niveau berechnet. Die Bin-
dungsinkremente δi j wurden so angepasst, dass sie die Ladungsverteilungen
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Abbildung 38: Verlauf der Parametrisierung des COMPASS-Kraftfeldes (angepasste
Darstellung nach [31]). Die Parametrisierung erfolgt in zwei Stufen, die erste basiert
auf Daten aus ab initio-Rechnungen. Es kommen berechnete Energien und elektro-
statische Potentiale (electrostatic Potentials, ESPs) zum Einsatz, um die Ladungs-
und Valenzparameter zu bestimmen. Die VAN DER WAALS-Parameter blieben dabei
auf gut gescha¨tzten Werten fixiert. Im zweiten Schritt werden die Parameter em-
pirisch verbessert, es werden die Valenz- und die VAN DER WAALS-Parameter opti-
miert. In der zweiten Phase werden experimentelle Daten sowohl von der Gasphase
als auch von kondensierten Phasen verwendet.
aus den ESP-Berechnungen gut wiedergeben ko¨nnen. Erga¨nzt wurde der Pa-
rametersatz durch Valenzparameter, die aus dem PCFF-Kraftfeld [137] u¨ber-
nommen wurden. Außerdem wurden VAN DER WAALS-Parameter erga¨nzt.
Hierfu¨r wurden gut gescha¨tzte Werte vorgegeben und wa¨hrend der ”ab
initio-Optimierung“ der Parameter konstant gehalten.
Im zweiten Schritt wurden die Parametersa¨tze empirisch optimiert, es ka-
men Methoden zum Einsatz, die sich auch bei anderen Kraftfeldern, wie dem
MM3-Kraftfeld [130–132], bereits bewa¨hrt hatten. Testsa¨tze von Gasphasen-
Moleku¨len aus unterschiedlichen Substanzklassen wurden mit dem Kraft-
feld modelliert. Die Ergebnisse wurden entweder mit guten experimentellen
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Daten oder mit berechneten Ergebnissen aus hochwertigen ab initio- (MP2-
Niveau) oder Dichtefunktionaltheorieberechnungen verglichen. Bei großen
Abweichungen wurden die entsprechenden Parameter schrittweise ange-
passt. Anschließend wurden Testsa¨tze fu¨r kondensierte Phasen verwendet.
Mit ihnen wurden insbesondere die VAN DER WAALS-Parameter verbessert.
Dazu wurden mit dem Kraftfeld berechnete Dichten und Koha¨sionsenergien
mit experimentellen Daten korreliert. Zur Gewa¨hrleistung einer guten em-
pirischen Parametrisierung wurden die Optimierungen mit Gasphasentest-
sa¨tzen und Testsa¨tzen aus kondensierten Phasen mehrfach im Wechsel
durchgefu¨hrt, bis fu¨r beide Bereiche gute Kraftfeldergebnisse erzielt werden
konnten.
Die resultierenden Parametersa¨tze des COMPASS-Kraftfeld wurden anschlie-
ßend ausfu¨hrlich validiert. Dazu wurden unter anderem Alkane und Bezolde-
rivate [31], Polyethylenoxide [141], Phosphazene [142] und Polysiloxane [143]
mit dem COMPASS-Kraftfeld simuliert.
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3 Experimenteller Teil
Im Experimentellen Teil soll zuna¨chst der verwendete Aufbau fu¨r die Ro¨nt-
gen-Kleinwinkel-Streuexperimente (Small Angle X-Ray Scattering, SAXS)
vorgestellt werden. Anschließend werden die zur Strukturgro¨ßenbestimmung
durchgefu¨hrten SAXS-Experimente beschrieben. Zum Abschluss wird auf die
durchgefu¨hrten Simulationen eingegangen.
3.1 Ro¨ntgen-Kleinwinkel-Streuung
Im Verlaufe der Arbeiten zur vorliegenden Dissertation wurden Ro¨ntgen-
Streuexperimente im Kleinwinkelbereich durchgefu¨hrt, um eine Struktur-
gro¨ßenbestimmung zu ermo¨glichen. Fu¨r die Messungen wurde ein Gera¨t der
Firma Rigaku verwendet, das aus einer Mikrofokus-Ro¨ntgenquelle und einer
Multischichtoptik besteht. Zur Strahlkollimation wurde ein Drei-Lochblen-
densystem verwendet, die Ro¨ntgen-Quelle lieferte CuKα-Strahlung mit einer
Wellenla¨nge von 1.541 A˚. Das Streusignal wurde mit einem gasgefu¨llten Mul-
tidrahtdetektor aufgenommen. Durch Vera¨nderung des Probenkammer-De-
tektor-Abstandes lassen sich mit dem verwendeten Messaufbau unterschied-
liche Strukturgro¨ßen adressieren. Die Proben wurden in Transmission ver-
messen, fu¨r die Auswertung kam das mitgelieferte Programm SAXSGUI von
Rigaku zum Einsatz. Zu Beginn der Studien mussten sowohl ein geeigne-
tes Verfahren zur Probenpra¨paration als auch ein geeigneter Messaufbau ge-
funden werden, um eine Strukturgro¨ßenbestimmung von ORMOCER R©en zu
ermo¨glichen. Die ersten Messreihen wurden bei einem Probenkammer-Detek-
tor-Abstand von 150 cm durchgefu¨hrt. Der genaue Abstand wurde vor jeder
Messreihe mithilfe eines Silberbehenatstandards kalibiriert, die Messdauer
betrug dabei 2 Stunden. Zusa¨tzlich zu den Proben wurde in jeder Messreihe
das verwendete Lo¨sungsmittel als Reinsubstanz vermessen, damit bei Mes-
sung von ORMOCER R©-Lo¨sungen der Streubeitrag des Lo¨sungsmittels sub-
trahiert werden konnte. Die Proben wurden in runden Metalltra¨gern zwi-
schen Glimmerpla¨ttchen und bei evakuierter Probenkammer vermessen. Zu-
na¨chst wurden die ORMOCER R©e als Reinsubstanz verwendet, danach wur-
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den Lo¨sungen in Toluol (Verha¨ltnis ORMOCER R© : Toluol ≈ 1 : 1) getestet.
Als Alternative zur Messung im Metalltra¨ger wurden zusa¨tzlich Messungen
in Quarzglaskapillaren durchgefu¨hrt. Da diese Kapillaren nur mit Wachs ver-
schlossen werden konnten, musste hier auf die Evakuierung der Probenkam-
mer verzichtet werden.
Die zweite Gruppe Messreihen wurde dann bei einem verku¨rzten Proben-
kammer-Detektor-Abstand von 55 cm durchgefu¨hrt, bei dieser Konfiguration
ko¨nnen sehr kleine Strukturen besser aufgelo¨st werden. Hier entfiel die al-
ternative Pra¨paration in Quarzglaskapillaren, da Messungen ohne Vakuum
in der Probenkammer bei so kurzen Proben-Detektor-Absta¨nden nicht mehr
mo¨glich sind. Die Messungen wurden deshalb ausschließlich im Metalltra¨ger
zwischen Glimmerpla¨ttchen durchgefu¨hrt. Es wurden Lo¨sungen in Toluol
(Verha¨ltnis ORMOCER R© : Toluol ≈ 1 : 1) und Essigsa¨ureisobutylester
(EIBE, Verha¨ltnis ORMOCER R© : EIBE ≈ 1 : 2) verwendet.
Zur Auswertung von SAXS-Experimenten kann die Streuung im Kleinwinkel-



















Wird nun der Logarithmus der Streuintensita¨t (I(s)) gegen das Quadrat des
Streuvektors (s2) aufgetragen, ergibt sich fu¨r sehr kleine Streuvektoren ein
linearer Zusammenhang. Dies wird als GUINIER-Na¨herung [144], die dazu-
geho¨rige Auftragung als GUINIER-Plot bezeichnet. Aus der Steigung einer
so ermittelten linearen Na¨herung la¨sst sich der Gyrationsradius Rg berech-
nen. Rg ist dabei ein Maß fu¨r die Ausdehnung eines Partikels im Raum, aus
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dem anhand der Partikelform auf die Strukturgro¨ße zuru¨ckgeschlossen wer-
den kann. Fu¨r die hier beschriebenen Experimente wurde der einfachste Fall
angenommen, dass es sich um spha¨rische Partikel handelt. Dann kann die
Partikelgro¨ße u¨ber die folgende einfache Gleichung direkt aus dem Gyrations-






3.2 Molecular Modelling Experimente
Die Materialklasse der ORMOCER R©e ist experimentell bereits gut charak-
terisiert. Das Versta¨ndnis der Zusammenha¨nge auf atomarer Ebene ist aber
nach wie vor eine große Herausforderung. Deshalb wurden fu¨r die Arbeiten
zur vorliegenden Dissertation theoretische Modellansa¨tze auf Kraftfeldbasis
benutzt, um einen tieferen Einblick in diese vielseitige Materialklasse zu be-
kommen.
3.2.1 Methoden und Potentiale
Fu¨r die durchgefu¨hrten Simulationsstudien wurde das COMPASS-Kraftfeld
verwendet. Ein Teil des Kraftfeldparametersatzes wurde in Simulationen von
Polysiloxanen verbessert [143], daru¨ber hinaus wurde das genannte Kraft-
feld bereits fu¨r die Modellierung von komplexen Polymermodellen eingesetzt,
die zusa¨tzlich polyedrische Silsesquioxanoligomere (Polyhedral Oligomeric
Silsesquioxanes, POSS) enthielten [145, 146]. Beide genannten Systeme sind
den ORMOCER R©en relativ a¨hnlich. Trotzdem wurden in unserer Arbeits-
gruppe bereits im Vorfeld zu den Untersuchungen dieser Dissertation zusa¨tz-
liche Validierungsexperimente durchgefu¨hrt, die die Eignung des COMPASS-
Kraftfeldes speziell fu¨r ORMOCER R©e belegen [29, 30].
Fu¨r die Modellierungsstudien wurde das Softwarepaket ”Materials Studio“
der Firma Accelrys Inc. [147] verwendet. Diese Sammlung an Programmmo-
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dulen liefert mit dem ”Forcite Plus“-Paket die Kraftfeldmethoden und stellt
auch das kommerzielle COMPASS-Kraftfeld zur Verfu¨gung. In Kraftfeldsimu-
lationen wird jedem simulierten Atom, abha¨ngig von der chemischen Umge-
bung ein Atomtyp zugewiesen. Zur Veranschaulichung zeigt die Abbildung 39
das p-Styryltrimethoxysilan (Precursor fu¨r ORMOCER R©-II) mit den nach
den Regeln des COMPASS-Kraftfeldes vergebenen Atomtypen.
Abbildung 39: Energieminimierte Struktur von p-Styryltrimethoxysilan mit einge-
tragenen Atomtypen nach Zuweisung durch das COMPASS-Kraftfeld.
Die Partialladungen der einzelnen Atome wurden in allen Simulationen au-
tomatisch mit den im COMPASS-Kraftfeld hinterlegten Werten eines Inkre-
mentsystems durch Summation der Beitra¨ge aller gebundenen Nachbarato-
me berechnet. In einem Phenylring bekommt z.B. ein Kohlenstoffatom, dass
neben den Bindungen im Ring ein Proton tra¨gt (Atomtyp c3a, orange mar-
kiert in Abb. 39), die Partialladung 0.0000 (c3a−c3a) + 0.0000 (c3a−c3a)+
−0.1268 (c3a− h1) = −0.1268 zugewiesen [31]. Die berechneten Partialla-
dungen sind fu¨r p-Styryltrimethoxysilan exemplarisch in Tabelle 9 zusam-
mengefasst. Die Funktionsformen zur Beschreibung der auftretenden Wech-
selwirkungen wurden in den Simulationen durch die Verwendung des COM-
PASS-Kraftfeldes vorgegeben. Bindungsla¨ngen wurden mit Hilfe von MOR-
SE-Potentialen beschrieben, fu¨r die Bindungswinkel wurden Dreiko¨rperterme
eingesetzt, fu¨r Torsionen wurden Vierko¨rperterme verwendet. Zur Beschrei-
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c3= –0.2536 C sp2
c3= –0.1268 C sp2
c3a +0.0000 C sp2
c3a –0.1268 C sp2
c3a –0.1170 C sp2
c4o +0.0010 C sp3
si4c +0.7845 Si sp3
o2e –0.3825 O sp3
h1 +0.1268 H s
h1 +0.0530 H s
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bung der intermolekularen VAN DER WAALS-Wechselwirkungen kamen LEN-
NARD-JONES-Potentiale in der (9-6)-Form zum Einsatz. Die elektrostatischen
Wechselwirkungen wurden mit der COULOMB-Gleichung berechnet. Alle ver-
wendeten Potentialfunktionen sind im Abschnitt 2.3.3 na¨her beschrieben.
Eine Parametrisierung fu¨r die in dieser Arbeit behandelten Fragestellungen
wurde nicht durchgefu¨hrt, da es sich dabei um einen sehr aufwa¨ndigen Pro-
zess handelt. Das COMPASS-Kraftfeld geho¨rt zu den so genannten Consistent
Forcefields (CFFs), bei denen die Potentialparameter voneinander abha¨ngig
sind, die A¨nderung eines Potentialparameters erfordert somit immer eine An-
passung einer Vielzahl an weiteren Parametern. Die Eignung der Parametri-
sierung des COMPASS-Kraftfeld zur Beschreibung von ORMOCER R©en wur-
de bereits erfolgreich gezeigt [29, 30]. Die Potentialparameter fu¨r das COM-
PASS-Kraftfeld sind vero¨ffentlicht worden [31, 141–143], im Anhang der Ar-
beit befindet sich eine Zusammenstellung der fu¨r diese Arbeit wichtigen Pa-
rameter in tabellarischer Form.
Ausgehend von den gewa¨hlten Startmodellen wurde fu¨r die Generierung von
energieminimierten Strukturen stets die gleiche, zwei Schritte umfassende,
Strategie verwendet. Als erster Schritt wurde eine Geometrieoptimierung
mit dem im Forcite-Modul von Materials Studio implementierten ”Smart-
Algorithmus“ durchgefu¨hrt. Dabei handelt es sich um eine Algorithmen-Kas-
kade, bei der am Start der Energieminimierung die sehr robuste Methode
des steilsten Abstiegs (steepest descent) [105] verwendet wird. Damit wird ge-
wa¨hrleistet, dass auch bei Startmodellen, die weit vom globalen Minimum
entfernt sind, in vergleichsweise wenig Schritten eine gute Anna¨herung an
die Struktur des na¨chstgelegenen Minimums erzielt werden kann. Erreicht
die Energieminimierung ein definiertes Maß an Konvergenz, wird die Mi-
nimierungsmethode noch zweimal gewechselt. Zuna¨chst wird die Adjusted
Basis Set NEWTON-RAPHSON-Methode (ABNR) [148] eingesetzt. Zum Errei-
chen des Minimums wird zuletzt zum Quasi-NEWTON-Algorithmus in der Va-
riante nach BROYDEN, FLETCHER, GOLDFARB UND SHANNO (BFGS) [108]
gewechselt. Die intermolekularen Wechselwirkungen, d.h. VAN DER WAALS-
und COULOMB-Wechselwirkungen, wurden dabei stets atombasiert berech-
net; um die Rechnungen zu beschleunigen wurde dabei eine cut-off -Distanz
von 10 A˚ vorgegeben. Die maximale Anzahl an Einzelschritten wurde auf
5.000 begrenzt, die einzige Ausnahme davon bildeten die großen Modelle,
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die fu¨r die ersten Diffusionsbeschreibungen verwendet wurden. Die Gu¨te der
Konvergenz wurde nach jedem Minimierungsschritt anhand der folgenden
drei Kriterien bestimmt:
1. A¨nderung der Energie kleiner als 10−4 kcal mol−1
2. Wirkende Kraft kleiner als 5 ·10−3 kcal mol−1A˚−1
3. Maximale Atomverschiebung kleiner als 5 ·10−5 A˚
Die Rechnung wurde bereits vor dem Ende der 5.000 Schritte beendet, wenn
alle drei Kriterien gleichzeitig erfu¨llt wurden. Auch wenn nach der Geome-
trieoptimierung noch keine Konvergenz erreicht wurde, diente die gewonnene
Struktur als Startpunkt fu¨r eine Quenched-Dynamics-Simulation. Dabei wur-
de eine Moleku¨ldynamiksimulation bei hoher Temperatur (T = 800 K) durch-
gefu¨hrt. Die hohe Temperatur dient der U¨berwindung vorhandener Energie-
barrieren auf der Potentialhyperfla¨che. Damit wird gewa¨hrleistet, dass im
Gegensatz zur reinen Energieminimierung nicht nur das na¨chstgelegene lo-
kale Minimum erreicht wird. Die Temperatur wurde wa¨hrend der MD-Si-
mulation durch Skalierung der Atomgeschwindigkeiten (Velocity-Scaling-Me-
thode) konstant gehalten. Die Verwendung dieser Methode hat den Vorteil,
dass die Temperatur sehr zuverla¨ssig im gewa¨hlten Temperaturintervall
(∆T = ± 10 K) gehalten werden kann. Ein Nachteil dieser Methode ist, dass
die Geschwindigkeiten beim Erreichen einer der Temperaturgrenzen neu ska-
liert werden. Dieses Verhalten fu¨hrt zwar zu einer physikalisch nicht korrek-
ten Beschreibung der Atombewegungen, das fa¨llt hier aber nicht so stark ins
Gewicht. Das entscheidende Ergebnis ist nicht die realistische Beschreibung
der Dynamik im System, sondern vielmehr die Generierung energieminimier-
ter Strukturen. Im Verlauf der Dynamik bei hoher Temperatur wird die ak-
tuelle Konformation alle 100 bzw. alle 1000 Schritte festgehalten, je nach
Gro¨ße der Modelle und der dazu passend gewa¨hlten Simulationsdauer (10 ps
od. 100 ps). Die gespeicherten Konformationen wurden im Anschluss an die
Moleku¨ldynamik energieminimert, dazu kam das aus dem ersten Minimie-
rungsschritt bekannte Verfahren unter Einsatz des Smart-Algorithmus’ zur
Anwendung. Um einen Vergleich der Simulationsergebnisse mit experimen-
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tellen Daten zu ermo¨glichen, wurde die Dichte von ORMOCER R©-Modellen
in Moleku¨ldynamikrechnungen bestimmt. Dazu wurden MD-Simulation mit
einer Schrittla¨nge von 0.1 fs und unter Verwendung des Velocity-VERLET-Al-
gorithmus [115] im isotherm-isobaren Ensemble (konstant bleiben Teilchen-
zahl, Druck und Temperatur, NpT) durchgefu¨hrt. Fu¨r die Simulation wur-
den Standardbedingungen (T = 298 K, p = 0.1 MPa) gewa¨hlt, die Tempera-
tur wurde mit dem ANDERSEN-Thermostaten [118] (Kollisionsrate 0.1) und
der Druck mit dem BERENDSEN-Barostaten [117] (Abklingkonstante 0.1 ps)
konstant gehalten. Die Gesamtdauer der MD-Simulation betrug im Regelfall
100 ps, wobei die ersten 50 ps der Equilibrierung des Systems dienten (vgl.
Tabelle 10). Aus den zweiten 50 ps wurde die Dichte fu¨r jeden gespeicherten
MD-Snapshot (jeder 100. Simulationsschritt) von Materials Studio berechnet,
indem die hinterlegten Massen fu¨r alle im System vorhandenen Atome auf-
summiert wurden und die Summe dann durch das Zellvolumen geteilt wurde.
Die Dichte des Modells wurde dann als Mittelwert aller einzeln berechneten
Dichtewerte bestimmt.
Tabelle 10: Zusammenfassung der Simulationsparameter fu¨r die Quenched-Dy-
namics-Simulation zur Energieminimierung und fu¨r die Moleku¨ldynamik-Simu-





Temperatur 800 K 298 K
Thermostat Velocity-Scaling,± 10 K
ANDERSEN,
Kollisionsrate 0.1
Druck – 0.1 MPa
Barostat – BERENDSEN,Abklingkonstante 0.1 ps
MD-Schrittweite 0.1 fs 0.1 fs
Simulationszeit 10 ps 100 ps
Speicherung alle 100 Schritte 100 Schritte
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3.2.2 Simulationsstrategie: Generierung der Modelle
Fu¨r die Simulation der ORMOCER R©e wurde eine Strategie (s. Abbildung 40)
entwickelt, die sich an die Synthese der Verbindungen anlehnt. Im ersten
Schritt findet dabei eine Kondensationsreaktion zwischen Precursoren statt.
Die daraus resultierenden Moleku¨le werden als Monomere bezeichnet, da
sie die Edukte fu¨r eine anschließende Polymerisation sind. Zur Validierung
der Monomerstrukturen wurden jeweils vier energieminimierte Moleku¨le zu
einem Modell kombiniert (Abb. 40, oben links), damit auch intermolekula-
re Wechselwirkungen beru¨cksichtigt werden konnten. Die gewa¨hlte Anzahl
stellte dabei einen guten Kompromiss zwischen einer ausreichenden Modell-
gro¨ße und trotzdem akzeptablen Rechenzeiten dar. Die ausgewa¨hlten Mono-
mere wurden gemeinsam in eine Simulationszelle integriert (Schritt A, Abb.
40). Die resultierende Simulationszelle wurde unter Verwendung von periodi-
schen Randbedingungen (PBCs) nach der bereits beschriebenen zweischritti-
gen Strategie (Geometrieoptimierung + Quenched-Dynamics-Simulation)
energieminimiert (Schritt B, Abb. 40). Die Konfiguration mit der kleinsten
Energie wurde als Startpunkt fu¨r die Dichtebestimmung nach dem in 3.2.1
beschriebenen Verfahren verwendet. Eine Simulation der Polymerisations-
reaktion ist mit Kraftfeld-basierten Modellierungsmethoden nicht mo¨glich.
Die Konnektivita¨t der Atome wird hier zu Beginn der Simulation definiert
und kann sich im Verlauf der Rechnung nicht a¨ndern. Stattdessen wurden
die Bindungen, die sich aus einer Polymerisationsreaktion ergeben ko¨nnten,
manuell eingefu¨gt. Dazu wurden die Absta¨nde zwischen polymerisierbaren
Gruppen ausgemessen und jeweils Paare mit mo¨glichst kurzen Absta¨nden
ausgesucht (Schritt C, Abb. 40). Anschließend wurden nacheinander Bindun-
gen zwischen nahe beieinanderliegenden polymerisierbaren Gruppen einge-
fu¨gt, bis ein Polymerisationsgrad (Polymerization Degree, PD) in der Zelle
erreicht wurde, der mo¨glichst gut mit dem experimentell bestimmten Wert
u¨bereinstimmt (Schritt D, Abb. 40). Das so erhaltene polymerisierte Modell
wurde im letzten Schritt nach dem gleichen Verfahren energieminimiert, wie
das unpolymerisierte Modell (Schritt E, Abb. 40). Anschließend wurde aus-
gehend von der Konfiguration mit der kleinsten Energie die Dichte in einer
MD-Simulation nach dem bereits vorgestellten Verfahren bestimmt.
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Abbildung 40: Darstellung der fu¨nf Schritte zur Simulation von ORMOCER R©en.
Im Uhrzeigersinn betrachtet, beginnend oben links: Vier isoliert vorliegende Mo-
nomere werden verwendet, um eine Simulationszelle aufzubauen (Schritt A), die
im Anschluss in einer Quenched-Dynamics-Simulation (QD-Simulation) energiemi-
nimiert wird (Schritt B, NVT, T = 800 K). Im energieminimierten Modell werden
mo¨gliche Polymerisationsstellen durch Abstandsmessung zwischen polymerisierba-
ren Gruppen identifiziert (Schritt C) und die Bindungen an diesen Stellen eingefu¨gt
(Schritt D). Zum Schluss wird erneut eine QD-Simulation durchgefu¨hrt, um energie-
minimierte Strukturen des polymerisierten Materials zu erhalten (Schritt E, NVT,
T = 800 K) (angepasste Darstellung nach [30]).
3 Experimenteller Teil 91
3.2.3 Polymerisationsstrategien im Vergleich
Die Polymerisationsreaktion selbst kann, wie bereits erwa¨hnt, im Kraftfeld
nicht simuliert werden, die Bindungen mussten stattdessen manuell einge-
fu¨gt werden. Dazu wurden im Verlauf der Modellierungsstudien zwei un-
terschiedliche Strategien entwickelt und getestet. Fu¨r die ersten Versuche
wurden alle Bindungen unter Beru¨cksichtigung des gewa¨hlten Polymerisa-
tionsgrades gleichzeitig erzeugt. Dieses Vorgehen soll im weiteren Verlauf
als ”Einschritt-Polymerisation“ bezeichnet werden. Als Alternative zu diesem
Vorgehen wurde zusa¨tzlich eine sog. ”Mehrschritt-Polymerisation“ (s. Abbil-
dung 41) entwickelt. Hierbei wurde das energieminimierte Modell des un-
polymerisierten ORMOCER R©s in einer Moleku¨ldynamiksimulation bei Stan-
dardbedingungen (T = 298 K, p = 0.1 MPa) beobachtet. Die Dynamik dauerte
dabei 10 ps bei einer Schrittweite von 0.1 fs (vgl. Tabelle 11).
Tabelle 11: Zusammenfassung der Simulationsparameter fu¨r die Moleku¨ldynamik-





Thermostat ANDERSEN, Kollisionsrate 0.1
Druck 0.1 MPa
Barostat BERENDSEN, Abklingkonstante 0.1 ps
MD-Schrittweite 0.1 fs
Simulationszeit 10 ps
Speicherung alle 100 Schritte
Die Absta¨nde zwischen reaktiven Gruppen wurden in jedem festgehaltenen
MD-Schritt (also jedem 100. Simulationsschritt) ausgemessen. Am Ende der
MD-Simulation wurde der MD-Snapshot ausgewa¨hlt, in dem der ku¨rzeste Ab-
stand zwischen polymerisierbaren Gruppen aufgetreten ist (Schritt A,
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Abbildung 41: Darstellung der Mehrschrittpolymerisation von ORMOCER R©en.
Im Uhrzeigersinn, beginnend oben links: Die energieminimierte Struktur des
ORMOCER R©s wird in einer Moleku¨ldynamiksimulation unter Standardbedingun-
gen (T = 298 K, p = 0.1 MPa) beobachtet (Schritt A). Die Absta¨nde zwischen po-
lymerisierbaren Gruppen werden wa¨hrend der MD-Simulation ebenfalls berechnet.
Im Snapshot mit dem ku¨rzesten auftretenden Abstand zwischen zwei mo¨glichen Re-
aktionspartnern, wird eine Bindung manuell eingefu¨gt (Schritt B). Anschließend
wird die Struktur zuna¨chst energieminiert (Schritt C), danach wird die na¨chste
MD-Simulation bei Standardbedingungen durchgefu¨hrt (Schritt D). Wird wa¨hrend
Schritt B der gewu¨nschte Polymerisationsgrad (mo¨glichst gute U¨bereinstimmung
zum Experiment) erreicht, wird die Struktur energieminimiert und anschließend ei-
ne Quenched-Dynamics-Simulation durchgefu¨hrt, um eine energieminimierte Struk-
tur des polymerisierten ORMOCER R©s zu erhalten (Schritt E).
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Abb. 41). Dort wurde der erste ”Polymerisations“-Schritt durch manuelles
Einfu¨gen einer Einfachbindung und Ausgleich der Protonen durchgefu¨hrt
(Schritt B, Abb. 41). Das entsprechend generierte Modell wurde anschließend
durch Geometrieoptimierung (Smart-Algorithmus) energieminimiert (Schritt
C, Abb. 41). An dieser Stelle folgte die na¨chste MD-Simulation mit den bereits
genannten Parametern. Wieder wurden die Absta¨nde zwischen den reakti-
ven Gruppen vermessen (Schritt D, Abb. 41). Anschließend wurde die zwei-
te Bindung im Snapshot mit dem ku¨rzesten auftretenden Abstand zwischen
polymerisierbaren Gruppen eingefu¨gt. Diese Prozedur wurde nun so oft wie-
derholt, bis im Schritt B durch Einfu¨gen einer Bindung der gewu¨nschte Poly-
merisationsgrad (PD) erreicht wurde. Abschließend wurde das vollsta¨ndig po-
lymerisierte ORMOCER R©-Modell energieminimiert, diesmal wieder in zwei
Schritten. Nach der Geometrieoptimierung wurde eine erga¨nzende
Quenched-Dynamics-Simulation durchgefu¨hrt (Schritt E, Abb. 41). Fu¨r die
QD-Parameter wurden dabei die bereits vorgestellten Einstellungen verwen-
det (T = 800 K, ∆T = ± 10 K, ”Velocity-Scaling“, vgl. Tab. 10).
Um einen Vergleich zwischen beiden Polymerisationsmethoden zu ermo¨glich-
en, wurden sowohl fu¨r ORMOCER R©-I als auch fu¨r ORMOCER R©-II repra¨-
sentative Modelle ausgewa¨hlt. Anschließend wurden die selektierten Model-
le nach beiden Verfahren bis zum gleichen Wert fu¨r PD polymerisiert und
anschließend energieminimiert. Fu¨r die so generierten Polymermodelle wur-
de die Dichte in MD-Simulationen bei Raumtemperatur bestimmt und ver-
gleichend gegenu¨bergestellt.
3.2.4 Untersuchung von Diffusionsprozessen im ORMOCER R©-I
Wie im Abschnitt 2.2 dargelegt, spielen zugesetzte Photoinitiatoren, Photoin-
hibitoren und vorhandener Luftsauerstoff eine große Rolle bei der Verarbei-
tung von ORMOCER R©-Lo¨sungen in Multiphotonenpolymerisationsprozes-
sen. Einen entscheidenden Einfluss auf die erreichbaren Strukturgro¨ßen hat
dabei die Diffusion der genannten Moleku¨le sowie der beim Prozess entste-
henden Radikale. Um nun einen ersten Eindruck von diesen komplexen Zu-
sammenha¨ngen zu bekommen, wurden Simulationsstudien von unpolymeri-
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siertem ORMOCER R©-I mit zugesetzten Initiatoren bzw. Inhibitoren durch-
gefu¨hrt. Als diffundierende Spezies kamen Sauerstoffmoleku¨le, die beiden
Photoinitiatoren IRGACURE R©-369 und IRGACURE R©-OXE01, sowie der
Photoinhibitor Hydrochinonmonomethylether (HQME) zum Einsatz. Fu¨r die
Simulationen wurden zwei grundsa¨tzlich verschiedene Ansa¨tze verwendet,
die im folgenden kurz vorgestellt werden sollen.
Im ersten Fall wurden, a¨hnlich wie bei MEUNIER [149], ORMOCER R©-I-Mo-
nomere aus der vorhandenen Datenbank zusammen mit den diffundieren-
den Moleku¨len in eine Simulationszelle u¨berfu¨hrt. Dafu¨r kam das im Ma-
terials Studio enthaltene Modul ”Amorphous Cell“ zum Einsatz. Mit diesem
Algorithmus wird die Zelle unter Beru¨cksichtigung von vorgegebenen Daten
wie der Dichte und der Symmetrie der leeren Simulationszelle (z.B. kubisch,
orthorhombisch, ...) automatisch befu¨llt. Die Konformation der einzelnen Mo-
nomere kann dabei nach Erstellung der Zelle teils deutlich von der energiemi-
nimierten Konformation abweichen. Anschließend wurde eine Geometrieopti-
mierung (Smart-Algorithmus) durchgefu¨hrt. Um eine weitere Equilibrierung
zu erreichen, wurde ein simuliertes Tempern (simulated annealing) durch-
gefu¨hrt. Dazu wurde das Modell fu¨nf mal von 300 K auf 600 K erwa¨rmt und
dann wieder auf 300 K abgeku¨hlt (10 Temperaturstufen pro Rampe, 1.000
MD-Schritte bei jeder Temperatur). Abschließend wurde das Modell in Mo-
leku¨ldynamiksimulationen equilibriert. Dazu wurden zuna¨chst 100 ps Mo-
leku¨ldynamik im isotherm-isobaren Ensemble (NpT) und anschließend 50 ps
Dynamik im kanonischen Ensemble (NVE) berechnet, die MD-Schrittweite
betrug jeweils 0.5 fs. Fu¨r die Bestimmung der Diffusionskonstanten wur-
den anschließend weitere 50 ps der Dynamik (Schrittweite 0.5 fs) im NVE-
Ensemble simuliert, bevor das mittlere Verschiebungsquadrat (Mean Square
Displacement, MSD) fu¨r den Verlauf der Moleku¨ldynamik berechnet wurde
(vgl. Tabelle 12).
Der Anstieg des MSD mit der Zeit ist direkt mit dem Diffusionskoeffizien-
ten D u¨ber folgenden Zusammenhang [150, 151] verbunden, Nα ist dabei die
Anzahl der diffundierenden Atome:
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Tabelle 12: Zusammenfassung der Simulationsparameter fu¨r das simulated anne-
aling und fu¨r die Moleku¨ldynamik-Simulationen zur Ermittlung der Diffusionskon-
stanten (Verfahren 1).




Temperatur 300 – 600 K 298 K




Schritte pro Stufe 1.000 –
MD-Schrittweite 0.1 fs 0.5 fs
Simulationszeit
(gesamt) 100 ps 100 ps
Speicherung alle 1.000 Schritte 2.000 Schritte




Temperatur 298 K 298 K
MD-Schrittweite 0.5 fs 0.5 fs
Simulationszeit 50 ps 50 ps
Speicherung alle 500 Schritte 500 Schritte












Nach dem eine Initiierungsphase der Dynamik abgelaufen ist, ergibt sich ein
linearer Zusammenhang, die Steigung der Geraden entspricht dem sechs-







Diese Berechnung wurde fu¨r die Summe aller diffundierenden Atome durch-
gefu¨hrt. Die Mittelung des Abstandsquadrats u¨ber alle diffundierenden Ato-
me wurde dabei direkt von Materials Studio u¨bernommen, dafu¨r musste le-
diglich ein sog. ”Set“ von Atomen definiert und fu¨r die Berechnung des MSD
ausgewa¨hlt werden. Das mittlere Verschiebungsquadrat wurde aus der letz-
ten MD-Simulation, d.h. nach erfolgter Equilibrierung, und nur u¨ber die ers-
ten 25 ps der Simulation bestimmt, da die statistische Genauigkeit der MSD-
Daten mit der La¨nge der berechneten Dynamik abnimmt [149]. Da sich die
Dichte im Verlauf der gesamten Prozedur vera¨ndern konnte, wurde die Dichte
ebenfalls bestimmt. Im Falle des Sauerstoffs war deshalb auch ein Vergleich
der Diffusionskonstanten bei leicht unterschiedlichen Dichten mo¨glich.
Im zweiten Fall wurde ein Simulationsverfahren gewa¨hlt, dass in der Li-
teratur [152] unter anderem auch fu¨r die Untersuchung von Trenneigen-
schaften von Membranen Verwendung gefunden hat (Abbildung 42). Dabei
wird zuna¨chst ein ausreichend großes Modell des (Polymer-)systems erstellt.
In den vorliegenden Arbeiten wurden dazu insgesamt 32 ORMOCER R©-I-
Monomere mit dem ”Amorphous Cell“-Modul in einer Simulationszelle ver-
einigt (Dichte ρ = 1.175 g cm−3). Es wurden dabei die Monomere aus acht
unterschiedlichen Viererzellen (vgl. Abschnitt 3.2.2) verwendet, bei denen die
Dichte dieser Simulationszellen sowohl vor als auch nach der Polymerisa-
tion eine gute U¨bereinstimmung mit dem Experiment gezeigt haben. In glei-
cher Weise wurden auch je eine Simulationszelle mit 40 Sauerstoffmoleku¨len
(Dichte ρ = 1.000 g cm−3) und eine Zelle mit 20 Moleku¨len Hydrochinonmono-
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Abbildung 42: Verfahren zur Ermittlung von Diffusionseigenschaften von
ORMOCER R©en. Ein ausreichend großes ORMOCER R©-Modell wird, ebenso wie
eine Fraktion der diffundierenden Komponente, hier Sauerstoff (O2), einzeln
modelliert. Dabei ist zu beachten, dass die Begrenzungsfla¨che, an der das Modell
vereinigt werden soll, gleich groß gewa¨hlt und gehalten wird. Anschließend werden
beide Einzelmodelle kombiniert und in extensiven Moleku¨ldynamiksimulationen bei
Standardbedingungen (T = 298 K, p = 0.1 MPa) beobachtet (angepasste Darstellung
nach [152]).
methylether (HQME, Dichte ρ = 1.250 g cm−3) in einem tetragonalen Gitter
erstellt. Durch die Auswahl eines tetragonalen Gitters konnte die La¨nge der
Zelle in c-Richtung frei gewa¨hlt werden, wa¨hrend die a,b-Grundfla¨che qua-
dratisch blieb. Die La¨nge c wurde fu¨r alle drei Zellen so gewa¨hlt, dass sich im-
mer die gleiche a,b-Grundfla¨che ergab, so dass die Zellen fu¨r den zweiten Ab-
schnitt der Simulationsstrategie u¨ber diese Fla¨che kombiniert werden konn-
ten. Die erstellten Zellen wurden zuna¨chst in insgesamt drei MD-Simulation
equilibriert, fu¨r alle drei wurde das NVT-Ensemble gewa¨hlt, damit das Zell-
volumen und die Dichte erhalten blieben, um zu gewa¨hrleisten, dass die a,b-
Grundfla¨chen aller Modelle gleich blieb. Die Temperatur wurde in den ersten
beiden Simulationen durch Skalierung der Atomgeschwindigkeiten konstant
(± 5 K) auf Raumtemperatur (T = 298 K) gehalten, fu¨r die dritte Simula-
tion wurde der ANDERSEN-Thermostat (Kollisionsrate 0.1) verwendet (vgl.
Tabelle 13). Die Schrittweite der Moleku¨ldynamiksimulation wurde variiert,
zuna¨chst wurde fu¨r eine erste Anna¨herung an den Gleichgewichtszustand ei-
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Tabelle 13: Zusammenfassung der Simulationsparameter fu¨r die Equilibrierung der
Einzelmodelle (Polymer und diffundierende Spezies).




Temperatur 298 K 298 K
Thermostat Velocity-Scaling,± 5 K
Velocity-Scaling,
± 5 K
MD-Schrittweite 0.05 fs 0.5 fs
Simulationszeit
(gesamt) 20 ps 20 ps









Speicherung alle 1.000 Schritte
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ne sehr kurze Schrittweite von 0.05 fs fu¨r insgesamt 20 ps ausgewa¨hlt, an-
schließend wurden weitere 20 ps bei einer Schrittweite von 0.5 fs berechnet.
Die abschließende Simulation dauerte 250 ps bei einer Schrittweite von 1 fs.
Nachdem die einzelnen Modelle erfolgreich equilbriert waren, wurde das Mo-
dell mit dem ORMOCER R©-I jeweils mit dem Modell fu¨r Sauerstoff, bzw. mit
dem Modell fu¨r HQME u¨ber die gleich große a,b-Grundfla¨che zu einer Simu-
lationszelle kombiniert. Das vereinigte Modell musste ebenfalls equilibriert
werden, damit sich die zu diffundierenden Moleku¨le an das Material an-
na¨hern ko¨nnen. Dazu wurden zwei MD-Simulationen bei Raumtemperatur
und im NVT-Ensemble durchgefu¨hrt. Die erste Simulation dauerte 5 ps bei
einer Schrittweite von 0.05 fs, die zweite 25 ps bei 0.5 fs Schrittweite, in bei-
den Fa¨llen wurde die Tempertur wieder durch Skalierung der Atomgeschwin-
digkeiten konstant gehalten. Anschließend wurden MD-Simulationen mit ei-
ner Schrittweite von 1 fs und einer Gesamtdauer von 1 ns im kanonischen
Ensemble (NVT) durchgefu¨hrt, die Temperatur wurde mit dem ANDERSEN-
Thermostaten (Kollisionsrate 0.1) kontrolliert (vgl. Tabelle 14).
Ausgehend von dieser letzten Simulation wurde die Diffusion untersucht,
in dem das mittlere Verschiebungsquadrat (MSD) fu¨r den Schwerpunkt von
ausgewa¨hlten Moleku¨len berechnet wurde. Wie bei der ersten Simulations-
strategie auch, konnte so u¨ber die Gleichungen (50) und (51) ein Diffusions-
koeffizient berechnet werden.
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Tabelle 14: Zusammenfassung der Simulationsparameter fu¨r die Equilibrierung
und die Beobachtung der Diffusion im kombinierten Modell (Polymer und diffun-
dierende Spezies, Verfahren 2).




Temperatur 298 K 298 K
Thermostat Velocity-Scaling,± 5 K
Velocity-Scaling,
± 5 K
MD-Schrittweite 0.05 fs 0.5 fs
Simulationszeit
(gesamt) 5 ps 25 ps









Speicherung alle 100 Schritte
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4 Ergebnisse und Diskussion
In diesem Kapitel werden die Ergebnisse aus den Ro¨ntgen-Kleinwinkel-
Streuexperimenten (Small Angle X-Ray Scattering, SAXS) sowie die aus den
Modellierungsstudien gewonnenen Erkenntnisse zusammengestellt und dis-
kutiert. Zuna¨chst wird dabei die schrittweise Entwicklung einer geeigneten
Messstrategie fu¨r die SAXS-Analyse vorgestellt. Anschließend werden die Er-
gebnisse der Streuexperimente fu¨r die zwei auch in der Modellierung ver-
wendeten Systeme ORMOCER R©-I und –II gezeigt. Auf die Vermessung des
dritten modellierten Materials ORMOCER R©–DIM01 wurde verzichtet, da die
Strukturgro¨ße aufgrund des definierten Aufbaus bekannt ist und diese außer-
dem am unteren Ende (Dimer) oder sogar unterhalb der Auflo¨sungsgrenze der
SAXS liegt. Im Hauptteil werden die Ergebnisse der Modellierungsstudien
an den drei Systemen ORMOCER R©-I, –II und –DIM01 gezeigt. Dabei wird
jeweils zuna¨chst auf die Entwicklung eines geeigneten atomistischen Mo-
dells eingegangen, bevor die Ergebnisse der Validierungsexperimente gezeigt
werden.
4.1 Ro¨ntgen-Kleinwinkel-Streuung
Die ersten Messungen an reinen ORMOCER R©-Harzen in verschraubbaren
Metalltra¨gern und bei einem Probenkammer-Detektor-Abstand von 150 cm
lieferten durchga¨ngig nicht auszuwertende Detektorsignale, zumeist wurde
ausschließlich Untergrundrauschen mit sehr kleinen Streuintensita¨ten ge-
messen. Lediglich eine einzige Probe lieferte ein tatsa¨chlich messbares Streu-
signal, hier war allerdings wa¨hrend der Messung in der evakuierten Proben-
kammer eines der Glimmerpla¨ttchen gebrochen, ein Teil der Probe konnte
aus dem Tra¨ger herauslaufen. Eine grobe Auswertung auf Basis der GUI-
NIER-Na¨herung lieferte eine Strukturgro¨ße von etwa 50 nm. Dieser Wert liegt
aber etwa um den Faktor Zehn ho¨her als fu¨r ORMOCER R©-Monomere zu er-
warten gewesen wa¨re [70]. Vermutlich wurde hier ein Signal von aggregierten
oder agglomerierten Monomerverbu¨nden detektiert.
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Fu¨r eine zweite Messreihe wurde dazu u¨bergegangen, Lo¨sungen der ORMO-
CER R©-Harze in Toluol zu verwenden. Dazu wurde das zu messende OR-
MOCER R©-Harz in Toluol gelo¨st, es wurde ein Massenverha¨ltnis von Pro-
bensubstanz zu Lo¨sungsmittel von etwa 1:1 eingestellt. Auch hier lieferten
die Lo¨sungen durchweg kaum zu verwertende Streusignale. Eine Vermutung
hierfu¨r war, dass die Lo¨sungen die Ro¨ntgen-Strahlung eventuell zu stark ab-
sorbieren und deshalb am Detektor zu geringe Intensita¨ten gemessen wur-
den. Um diese Vermutung zu u¨berpru¨fen, wurden erga¨nzende Messungen in
Quarzglaskapillaren durchgefu¨hrt. Hier ist die zu durchstrahlende Proben-
dicke geringer als bei den Metalltra¨gern, aber auch hier konnte keine ausrei-
chende Streuung der Ro¨ntgen-Strahlung erzielt werden. Allerdings konnte
eine homogene und blasenfreie Verteilung des ORMOCER R©-Harzes in der
Kapillare einfacher erreicht werden als im verschraubbaren Metalltra¨ger.
Fu¨r die dritte Messreihe wurde die Konfiguration an der SAXS-Anlage ge-
wechselt. Der Probenkammer-Detektor-Abstand wurde auf 55 cm verku¨rzt.
Die Konfiguration mit verku¨rztem Probenkammer-Detektor-Abstand hat den
Vorteil, dass die Streusignale sehr kleiner Partikel besser aufgelo¨st werden.
Ein Nachteil ist aber, dass die Probenkammer in dieser Anordnung immer
evakuiert werden muss. Eine Vermessung der Lo¨sungen in Quarzglaskapil-
laren ist deshalb bei der genannten Konfiguration nicht mehr mo¨glich, da die
Kapillaren mit dem verwendeten Wachs nicht vakuumdicht verschlossen wer-
den konnten. Nach der Vera¨nderung der Konfiguration wurden erneut OR-
MOCER R©-Lo¨sungen in Toluol (1:1) untersucht, allerdings konnten auch hier
keine verwertbaren Streusignale detektiert werden. Wird der Toulolunter-
grund von der gemessenen Streuintensita¨t subtrahiert, bleibt nur noch Un-
tergrundrauschen u¨brig (vgl. Abbildung 43). Eine mo¨gliche Erkla¨rung dafu¨r
ist, dass ORMOCER R©-Monomere und Toluolmoleku¨le zu stark miteinander
wechselwirken. Beide enthalten Phenylbaueinheiten, so dass vermutlich star-
ke pi−pi-Wechselwirkungen zwischen den aromatischen Systemen der Mono-
mere und denen des Toluols herrschen.
Fu¨r die vierte Messreihe wurde deshalb das Lo¨sungsmittel gewechselt. Es
wurde Essigsa¨ureisobutylester (EIBE) in sta¨rker verdu¨nnten Lo¨sungen ver-
wendet. Das jeweilige ORMOCER R©-Harz wurde im Massenverha¨ltnis 1:2
mit EIBE gemischt. So konnten schließlich verwertbare Streusignale gemes-
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Abbildung 43: Ro¨ntgen-Kleinwinkel-Streuergebnisse fu¨r ORMOCER R©-I in Toluol.
Streukurve vor und nach Abzug des Lo¨sungsmittelbeitrags.
sen werden. In Abbildung 44 sind die Streukurven fu¨r die beiden in dieser
Arbeit relevanten Materialien ORMOCER R©-I und –II sowie fu¨r das reine
Lo¨sungsmittel EIBE gezeigt.
Weitere Informationen u¨ber das untersuchte Material und die darin auftre-
tenden Strukturgro¨ßen ko¨nnen u¨ber eine doppelt logarithmische Auftragung
der Streukurve nach Abzug des Streubeitrags des reinen Lo¨sungsmittels EI-
BE ermittelt werden. Am Beginn steigt die Kurve an und durchla¨uft ein Ma-
ximum. Bis zu diesem Bereich beeinflusst eine erst vollsta¨ndige und dann
teilweise Absorption der Streustrahlung durch den Prima¨rstrahlfa¨nger das
detektierte Signal. Anschließend ergibt sich in der doppelt logarithmischen
Auftragung u¨ber einen gro¨ßeren Bereich ein linearer Zusammenhang (s. Ab-
bildung 45).
Berechnet man die Steigung einer linearen Na¨herung in dieser Auftragung,
erha¨lt man weitere Informationen u¨ber die Art der Probe. Bei Steigungen
mit einem Betrag, der signifikant kleiner als 3 ist, handelt es sich zumeist
um aggregierte oder agglomerierte Partikel. Betragsma¨ßig große Steigungen
(gro¨ßer als 3) deuten hingegen eher auf isolierte Partikel hin. Fu¨r die Gera-
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Abbildung 44: Ro¨ntgen-Kleinwinkel-Streukurven fu¨r ORMOCER R©-I und –II in
Essigsa¨ureisobutylester (EIBE) sowie fu¨r das reine Lo¨sungsmittel EIBE.
de in Abb. 45 wurde eine Steigung von ungefa¨hr –0.6 berechnet. Es handelt
sich bei der untersuchten Probe wahrscheinlich um agglomerierte Partikel.
Aus dem q-Wert am Beginn des linearen Bereichs, der beim ORMOCER R©-I








= 314.16 A˚≈ 30 nm (52)
Die Partikelverbu¨nde haben einen ungefa¨hren Radius von 30 nm, der Durch-
messer liegt somit in einem Bereich um etwa 60 nm (D= 2 ·R). Aus fru¨heren
Untersuchungen ist aber bekannt, dass die Strukturgro¨ße im ORMOCER R©-I
in einem Bereich von 0.7 bis 1 nm liegt [70]. Scheinbar wurden ORMOCER R©-
Monomere, die in der Lo¨sung agglomeriert vorliegen, gemessen. Darauf deu-
tet auch der flache Verlauf der doppelt logarithmischen Auftragung des Streu-
signals hin (s. Abb. 45). An dieser Stelle mu¨sste untersucht werden, ob die
Monomerverbu¨nde durch kra¨ftiges Ru¨hren oder durch die Behandlung mit
Ultraschall separiert werden ko¨nnen.
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Abbildung 45: Doppelt logarithmische Auftragung der Ro¨ntgen-Kleinwinkel-
Streukurve fu¨r ORMOCER R©-I in Essigsa¨ureisobutylester (EIBE) nach Abzug des
Lo¨sungsmittelbeitrags.
Fu¨r das ORMOCER R©-II ergibt sich ein a¨hnliches Bild. Die doppeltlogarith-
mische Auftragung ist im Anhang in Abbildung 68 gezeigt. Im linearen Be-
reich wurde eine a¨hnlich geringe Steigung fu¨r die lineare Na¨herung berech-
net (-1.0). Der lineare Verlauf beginnt auch hier bei einem q-Wert von etwa
0.02. Es wurden vermutlich ebenfalls Agglomerate mit einer Strukturgro¨ße
im Bereich um 60 nm gemessen. Aufgrund der strukturellen A¨hnlichkeit zum
ORMOCER R©-I muss hier ebenfalls angenommen werden, dass die Struktur-
gro¨ße der Monomere deutlich unterhalb dieses Wertes liegt.
Die bisherige Auswertung der Ergebnisse aus den Ro¨ntgenstreuuntersu-
chungen zeigt, dass wahrscheinlich nicht isolierte Monomere, sondern Ag-
glomerate detektiert wurden. Deshalb ist eine Auswertung mit der GUINI-
ER-Na¨herung (vgl. Abschnitt 3.1) eigentlich nicht zula¨ssig. Wird dennoch ein
GUINIER-Plot fu¨r das Streusignal von ORMOCER R©-I erstellt, ergibt sich
der in Abbildung 46 gezeigte Verlauf. Aufgrund der Beeinflussung des de-
tektierten Streusignals durch den Prima¨rstrahlfa¨nger bei sehr kleinen Wer-
ten fu¨r q wurde nur der Bereich ab dem Intensita¨tsmaximum (vgl. Abb. 44)
beru¨cksichtigt.
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Abbildung 46: GUINIER-Plot der Ro¨ntgen-Kleinwinkel-Streukurve fu¨r ORMO-
CER R©-I in Essigsa¨ureisobutylester (EIBE) nach Abzug des Lo¨sungsmittelbeitrags.
Die Erla¨uterung der Farbgebung erfolgt im Text.
Nach einem zuna¨chst na¨herungsweise exponentiellen Abfall (orange Kurve
in Abb. 47) geht der GUINIER-Plot in einen linearen Verlauf u¨ber (blaue Kur-
ve in Abb. 47). Durch die Auswertung dieses Bereichs ko¨nnen Informationen
u¨ber eine innere Strukturierung der Partikel gewonnen werden. Im dritten
Bereich fa¨ngt das Streusignal sta¨rker an zu schwanken (gru¨ne Kurve in Abb.
47). Die entsprechende Auftragung fu¨r ORMOCER R©–II zeigt einen vergleich-
baren Verlauf. In Abbildung 47 ist nur der na¨herungsweise linear verlaufende
Bereich des GUINIER-Plots (blauer Bereich in Abb. 46) gezeigt.
Fu¨r die Gerade, mit der dieser Bereich angena¨hert wurde, wurde folgende
Gleichung berechnet:
lnI(q) =−4.9542−43.2609 q2 (53)
Auch wenn die GUINIER-Na¨herung hier eigentlich nicht gilt, wurde eine Aus-
wertung nach Gleichung 48 (Abschnitt 3.1) durchgefu¨hrt und der Wert fu¨r
einen Gyrationsradius Rg berechnet:
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Abbildung 47: Vergro¨ßerte Darstellung des linearen Bereichs aus dem GUINIER-
Plot fu¨r die Ro¨ntgen-Kleinwinkel-Streuung von ORMOCER R©-I in Essigsa¨ureiso-
butylester (EIBE) nach Abzug des Lo¨sungsmittelbeitrags.


















−4pi2 = 3.2874 A˚ (57)
Unter der vereinfachenden Annahme, dass es sich um eine spha¨rische Struk-
turierung handelt, kann der ermittelte Gyrationsradius direkt in den tatsa¨ch-
lichen Radius R der Struktur umgerechnet werden:
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·3.2874 A˚≈ 3.80 A˚≈ 0.38 nm (59)
Der Durchmesser der im linearen Bereich des GUINIER-Plots beobachteten
Strukturierung ergibt sich durch Verdoppelung des Radius (D = 2 · R). Es
wird ein Wert von ungefa¨hr 0.8 nm fu¨r D erhalten. Dieser zeigt eine gute
U¨bereinstimmung mit fru¨heren SAXS-Experimenten, die Strukturgro¨ßen im
Bereich 0.7 bis 1 nm ergeben hatten [70]. Dabei kann es sich allerdings um
eine zufa¨llige Deckung der Ergebnisse handeln, da die GUINIER-Na¨herung
eigentlich an dieser Stelle nicht verwendet werden du¨rfte.
Fu¨r einen ersten Eindruck einer mo¨glichen Strukturgro¨ße im ORMOCER R©-
II wurde das gezeigte Na¨herungsverfahren auch auf die von diesem Mate-
rial detektierte Streukurve angewendet. Der GUINIER-Plot nach Abzug des
Streubeitrags vom EIBE zeigt einen vergleichbaren Verlauf, wie beim OR-
MOCER R©-I (vgl. Abb. 69 im Anhang). Zuna¨chst ist eine na¨herungsweise ex-
ponentielle Abnahme der Kurve zu beobachten, bevor sich in einem zweiten
Bereich ein linearer Zusammenhang ergibt. In Abbildung 48 ist nur der na¨he-
rungsweise linear verlaufende Bereich des GUINIER-Plots fu¨r ORMOCER R©-
II gezeigt.
Fu¨r die Gerade, mit der dieser Bereich angena¨hert wurde, konnte folgende
Gleichung berechnet werden:
lnI(q) =−4.9542−43.2609 q2 (60)
Eine Auswertung nach Gleichung 48 (Abschnitt 3.1) lieferte auch hier einen
Wert fu¨r einen Gyrationsradius Rg:
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Abbildung 48: Darstellung des linearen Bereichs aus dem GUINIER-Plot fu¨r die
Ro¨ntgen-Kleinwinkel-Streuung von ORMOCER R©-II in Essigsa¨ureisobutylester (EI-
BE) nach Abzug des Lo¨sungsmittelbeitrags.


















−4pi2 = 5.5749 A˚ (64)
Unter der vereinfachenden Annahme, dass es sich um eine spha¨rische Struk-
turierung handelt, kann der ermittelte Gyrationsradius direkt in den tatsa¨ch-
lichen Radius R der Struktur umgerechnet werden:
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·5.5749 A˚≈ 6.4 A˚≈ 0.64 nm (66)
Der Durchmesser der im linearen Bereich des GUINIER-Plots beobachteten
Strukturierung ergibt sich durch Verdoppelung des Radius (D= 2 ·R). Es wird
ein Wert von ungefa¨hr 1.2 nm fu¨r D erhalten. Aufgrund der A¨hnlichkeiten
in den Streuergebnissen beider untersuchten ORMOCER R©-Materialien kann
in erster Na¨herung angenommen werden, dass die Prima¨rpartikelgro¨ße im
Material ORMOCER R©-II etwas gro¨ßer ist als die im ORMOCER R©-I. Da das
genannte Material außerdem vermutlich eine etwas breitere Prima¨rpartikel-
gro¨ßenverteilung aufweist, wurde als Anna¨herung fu¨r die Modellierung eine
Monomergro¨ße zwischen 1 und 2 nm als mo¨glich angenommen.
Weitere Streuexperimente an neu pra¨parierten Proben sollten aber in der
na¨heren Zukunft durchgefu¨hrt werden, um die hier getroffene Anna¨herung
zu besta¨tigen oder zu widerlegen. Dabei ist ein besonderes Augenmerk auf die
Auflo¨sung der Monomerverbu¨nde zu legen. Dazu ko¨nnte unter anderem eine
Behandlung mit Ultraschall in Betracht gezogen werden. Außerdem hat sich
bei den Experimenten gezeigt, dass eine homogene und blasenfreie Verteilung
der zu vermessenden Probe in der Quarzglaskapillare einfacher gelingt. Hier
ko¨nnte eine Vermessung in abgeschmolzenen Kapillaren als Alternative zu
den verschraubbaren Metalltra¨gern getestet werden.
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4.2 ORMOCER R©-I
Die Modellierungsuntersuchungen wurden am Materialsystem ORMO-
CER R©-I begonnen. Hier wurden erste Erfahrungen bereits im Vorfeld zur
Entstehung dieser Dissertation gesammelt [29]. Fu¨r den Einsatz des OR-
MOCER R©-I zur Entwicklung von Modell und Modellierungsstrategie spra-
chen dabei zwei Gru¨nde. Erstens handelt es sich bei dem ORMOCER R©-I um
ein vergleichsweise einfach aufgebautes ORMOCER R©, das aus zwei Precur-
sorverbindungen im Verha¨ltnis 1:1 synthetisiert wird (vgl. Abschnitt 2.1.5).
Zweitens ist dieses ORMOCER R© ein Referenzmaterial der Materialklasse.
Weil es sich daru¨ber hinaus fu¨r die Herstellung von Fasern zur optischen Da-
tenu¨bertragung eignet [20, 28], wurde es experimentell besonders ausfu¨hrlich
charakterisiert. Im folgenden Abschnitt werden die Entwicklung eines ato-
mistischen Modells fu¨r ORMOCER R©-I und dessen Validierung in Moleku¨l-
dynamik-Simulationen vorgestellt. Abschließend werden die Ergebnisse eini-
ger weiterfu¨hrender Untersuchungen gezeigt, bei denen zum Einen die Mo-
dellgro¨ße erweitert und zum Anderen die Diffusion von Photoinitiatoren und
Photoinhibitoren einbezogen wurde.
4.2.1 Entwicklung des atomistischen Modells
Die Herstellung von ORMOCER R©-Materialien erfolgt in zwei Synthese-
schritten, im ersten Schritt werden die Precursorverbindungen in Sol-Gel-Re-
aktionen kondensiert. Dabei entstehen kleine molekulare Verbindungen, die
als Monomere bezeichnet werden. In Kleinwinkel-Streuexperimenten wurde
die Gro¨ße des Silicium-Sauerstoff-Grundgeru¨stes dieser Moleku¨le bestimmt,
sie liegt fu¨r ORMOCER R©-I im Bereich um etwa 1 nm (vgl. [70] und Abschnitt
4.1). Im zweiten Schritt werden die Monomere in einer radikalischen Polyme-
risationsreaktion u¨ber organische Funktionen – hier Methacrylatgruppen –
vernetzt.
Zuna¨chst sollte der Zustand nach der Kondensationsreaktion im Modell fu¨r
die Kraftfeld-Simulation wiedergegeben werden. Dazu wurden Modelle fu¨r
die einzelnen Monomere entwickelt. Es wurden alle Moleku¨le akzeptiert, die
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eine Gro¨ße von etwa 1 nm aufweisen, mo¨gliche Verbindungen enthalten typi-
scherweise vier bis sieben Siliciumatome. Bei der Synthese von ORMOCER R©-
I werden die zwei Precursorverbindungen 3-Methacryloxypropyltri-
methoxysilan (MEMO) und Diphenylsilandiol (DPD) im Verha¨ltnis 1:1 zur
Reaktion gebracht. Im fertigen Material sind beide Baueinheiten gleichma¨ßig
verteilt [20]. Deshalb wurden nur die Monomere fu¨r den Aufbau einer Daten-
bank beru¨cksichtigt, die die beiden Silanbaugruppen 3-Methacryloxypropyl-
trimethoxysilyl (M, abgeleitet vom MEMO) und Diphenylsilyloxy (D, abgelei-
tet vom DPD) in einem Verha¨ltnis von genau 1:1 oder in der Na¨he davon bein-
halten. Ein Beispiel fu¨r eine Gruppe mo¨glicher Monomere stellen die linearen
Sechser-Ketten dar. Es gibt insgesamt zehn mo¨gliche Precursorabfolgen fu¨r
Sechser-Ketten mit einem Verha¨ltnis von M zu D von 1:1, die in Abbildung 49
gezeigt sind.
Abbildung 49: Mo¨gliche Kondensationsprodukte fu¨r ORMOCER R©-I. Es gibt insge-
samt zehn mo¨gliche Sechser-Ketten bei einem Verha¨ltnis von 3-Methacryloxypropyl-
silyl (M) zu Diphenylsilyoxy (D) von 1:1. Die Zehn gezeigten Monomere sind Teil der
Monomerdatenbank fu¨r die Simulation von ORMOCER R©-I.
Daru¨ber hinaus wurden lineare Vierer- und Fu¨nfer-Ketten, verzweigte Ket-
ten aus fu¨nf und sechs Silaneinheiten und cyclische Vierer-Ringe mit und oh-
ne Seitenketten beru¨cksichtigt. Beinhalten Monomergruppen eine ungerade
Anzahl an Silyleinheiten wurden sowohl die Varianten mit einem M-Baustein
mehr als auch die Varianten mit einem D-Baustein mehr fu¨r die Modellierung
beru¨cksichtigt. Eine U¨bersicht aller entwickelten Monomermodelle ist in Ta-
belle 15 gegeben.
Fu¨r alle Monomermodelle wurde zuna¨chst eine Geometrieoptimierung mit-
tels Smart-Algorithmus durchgefu¨hrt. Dabei zeigte sich schon bei den ersten
Versuchen eine starke Abha¨ngigkeit der Ergebnisse von der gewa¨hlten Start-
konformation. Die Monomermoleku¨le sind so flexibel, dass sie eine gro¨ßere
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Tabelle 15: Monomerdatenbank fu¨r ORMOCER R©-I. Beru¨cksichtigt wurden Mo-
leku¨le mit einem Verha¨ltnis von 1:1 fu¨r 3-Methacryloxypropyltrimethylsilyl (M) zu
Diphenylsilyloxy (D) und mit Si–O-Geru¨ststrukturgro¨ßen im Bereich um 1 nm.
Gruppe Anzahl Beispiel
4er-Ketten 4
5er-Ketten (lin.) a 12




4er-Ringe (1 S) c 7
4er-Ringe (2 S) 4
4er-Ringe (3 S) 4
4er-Ringe (4 S) 1
a lin. – linear
b verzw. – verzweigt
c S – Substitutent(en)
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Anzahl an energetisch sehr a¨hnlichen Konfigurationen einnehmen ko¨nnen,
die verschiedenen lokalen Minima auf der Potentialhyperfla¨che entsprechen.
Deshalb wurden erga¨nzend Quenched-Dynamics-Simulationen bei hohen
Temperaturen (T = 800 K) durchgefu¨hrt (vgl. Tab. 10 fu¨r die vollsta¨ndige
Angabe der Simulationsparameter). Der Energieeintrag durch die erho¨hte
Temperatur ermo¨glicht die U¨berwindung vorhandener energetischer Barrie-
ren auf der Potentialhyperfla¨che. Als Resultat konnten Konformationen mit
zum Teil erheblich geringerer Energie erhalten werden als es mit der Geome-
trieoptimierung mo¨glich war. In Abbildung 50 ist exemplarisch das Ergebnis
einer Quenched-Dynamics-Simulation fu¨r die Sechser-Kette mit der Precur-
sorfolge MDDMDM (Nr. 3 in Abb. 49) gezeigt. Die Struktur mit der laufenden
Nummer 0 entspricht dem in der Geometrieoptimierung gefundenen Mini-
mum. Im weiteren Verlauf wurden energetisch erheblich gu¨nstigere Konfor-
mationen gefunden, die gu¨nstigste Energie wurde mit –297 kcal mol−1 fu¨r
die Struktur 665 berechnet. Fu¨r jedes Monomer wurde die Konformation mit
der gu¨nstigsten Energie – hier also die Struktur 665 – in der Monomer-Daten-
bank zur Simulation von ORMOCER R©-I gespeichert, die gesamte Datenbank
umfasst gut 70 Monomer-Modelle.
Experimentelle Untersuchungen legten nahe, dass eine Kondensation von
einem Diphenylsilandiol an ein D-Ende aufgrund des sterischen Rauman-
spruchs der Phenylgruppen benachteiligt ist [20]. Nicht zuletzt deshalb sollte
am Schluss der Modellentwicklung noch untersucht werden, ob es bei den Mo-
nomeren energetisch bevorzugte Precursoranordnungen gibt. Dazu wurden
zuna¨chst Sechser-Ketten miteinander verglichen. Damit die potentielle Ener-
gie der einzelnen Monomere vergleichbar wird, mu¨ssen alle zehn mo¨glichen
Moleku¨le die gleiche Summenformel aufweisen. Vergleicht man aber nun die
in Abb. 49 gezeigten Beispiele, so ist diese Bedingung nicht erfu¨llt. Die Ket-
te 3 hat zum Beispiel die Summenformel C62H78O16Si6, wa¨hrend sich fu¨r
die Kette 5 die Summenformel C60H74O16Si6 ergibt. Der Unterschied wird
durch die verschiedenen Precursoreinheiten an den Kettenenden verursacht.
Die Sechser-Ketten 7 und 9 haben z.B. jeweils ein M- und ein D-Ende, bei-
de Moleku¨le haben die gleiche Summenformel C61H76O16Si6. In einer vo-
rangegangenen Modellierungsstudie wurden die Energien der ORMOCER R©-
I-Sechser-Ketten bereits verglichen, indem die durch die unterschiedlichen
Kettenenden verursachten Energieunterschiede angena¨hert wurden. Bereits
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Abbildung 50: Beispielergebnis fu¨r eine Quenched-Dynamics-Simulation (NVT en-
semble, T = 800 K) eines ORMOCER R©-I-Monomers (hier die Sechser-Kette Nr. 3 aus
Abb. 49). Das energetische Minimum wurde bei der laufenden Nummer 665 mit einer
potentiellen Energie von –297 kcal mol−1 gefunden. Andere Konformationen zeigen
a¨hnlich gu¨nstige Energien.
dort wurde festgestellt, dass die potentiellen Energien der einzelnen Sechser-
Ketten so a¨hnlich sind, dass keine bevorzugten Precursorabfolgen in den Ket-
ten ausgemacht werden konnten [29]. Um diese Ergebnisse noch einmal zu
u¨berpru¨fen wurden neue Modelle fu¨r die Sechser-Ketten erstellt, bei denen
alle Methoxygruppen an den MEMO-Moleku¨len durch Hydroxygruppen aus-
getauscht wurden. Dies wu¨rde einer vollsta¨ndigen Hydrolyse entsprechen,
wie sie etwa durch die Zugabe von Wasser im Experiment realisiert wer-
den ko¨nnte. Auf diesem Weg ergibt sich fu¨r alle zehn hydroxylierten Sechser-
Ketten die gleiche Summenformel C57H68O16Si6. Die Ergebnisse fu¨r die Hy-
droxymonomere nach der aus den zwei bereits vorgestellten Schritten Geo-
metrieoptimierung und Quenched-Dynamics-Simulation bestehenden Ener-
gieminimierung sind in Tabelle 16 zusammengestellt.
Die gezeigten Ergebnisse decken sich im wesentlichen mit den Ergebnissen
der fru¨heren Modellierungsuntersuchung. Die Energien der meisten Sechser-
Ketten sind so a¨hnlich, dass nicht von einer energetischen Bevorzugung der
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Tabelle 16: Vergleich der Energie der ORMOCER R©-I-Sechser-Ketten. Al-
le Methoxygruppen aus den 3-Methacryloxypropyltrimethoxysilanpre-
cursormoleku¨len wurden durch Hydroxygruppen ersetzt, damit die poten-
tielle Energie direkt vergleichbar wird. Oberfla¨che und Volumen wurden
nach der CONOLLY-Methode [153] bestimmt.
Nr. a Precursorfolge O / A˚2 V / A˚3 Emin / kcal mol
−1
2 MMDDDM 952.28 1273.56 –427.87
1 DMDMDM 1014.94 1220.53 –419.81
10 MDDMMD 955.90 1265.10 –417.96
7 MMDMDD 1015.50 1234.01 –416.43
6 DDMMDM 989.42 1220.40 –416.27
3 MDDMDM 952.67 1258.56 –414.95
8 MMMDDD 930.91 1242.62 –413.87
4 DDMMMD 970.97 1228.33 –413.42
9 DMDDMM 944.16 1224.66 –413.04
5 DMMDMD 1014.71 1226.32 –402.12
a Nr. – Laufende Nummer aus Abb. 49
einen oder anderen Precursorabfolge innerhalb der Kette ausgegangen wer-
den kann. Die einzigen Ausnahmen sind die Kette 2 mit der Abfolge
MMDDDM und die Kette 5 mit der Abfolge DMMDMD. Die energetische Be-
vorzugung bei Kette 2 wird erkla¨rbar, wenn man sich die Konformation dieser
Kette (Abbildung 51) einmal genauer anschaut. Die Phenylringe der Diphe-
nylsilylbaueinheiten ordnen sich in gestaffelter Weise an, es kommt zur Aus-
bildung von pi−pi-Wechselwirkungen zwischen den aromatischen Systemen.
Im Gegensatz dazu scheinen beim urspru¨nglichen Moleku¨l mit Methoxygrup-
pen eher C–H–pi-Wechselwirkungen vorzuliegen.
Interessanterweise wird eine vergleichbare Konformation bei der Kette 8,
die ebenfalls drei aufeinander folgende D-Baugruppen entha¨lt, nicht einge-
nommen. Das gleiche gilt fu¨r alle Ketten, die zwei aufeinander folgende D-
Gruppen haben, also die Ketten 3,4,6,7,9 und 10. Auch fu¨r diese Ketten wird
eine vergleichbare potentielle Energie in der Kraftfeld-Simulation berechnet.
Es kann also nicht davon ausgegangen werden, dass eine Kummulation von
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1 4.27 A˚ 4 3.12 A˚
2 5.32 A˚ 5 3.12 A˚
3 4.22 A˚ 6 2.80 A˚
Abbildung 51: Vergleich der Konformationen der ORMOCER R©-I-Sechser-Kette mit
der Precursorfolge MMDDDM. Links: Alle Methoxygruppen wurden durch Hydroxy-
gruppen ersetzt, damit die potentielle Energie der Sechser-Ketten untereinander ver-
gleichbar wurden. Die Phenylringe ordnen sich in einer Konformation an, die durch
pi −pi-Wechselwirkungen begu¨nstigt wird. Rechts: Originales Moleku¨l mit Methoxy-
gruppen. Die Phenylringe ordnen sich in einer Konformation an, die durch C–H–pi-
Wechselwirkungen begu¨nstigt wird.
Diphenylsilylgruppen energetisch tatsa¨chlich bevorzugt wird. Die ho¨here po-
tentielle Energie der Kette 5 la¨sst sich ebenfalls so nicht erkla¨ren. Hier muss
davon ausgegangen werden, dass vielleicht noch kein ausreichendes energe-
tisches Minimum erreicht wurde. Das gleiche Experiment wurde auch fu¨r die
vier Vierer- und fu¨r alle mo¨glichen Fu¨nfer-Ketten durchgefu¨hrt. Die Ergeb-
nisse sind den fu¨r die Sechser-Ketten gezeigten Ergebnissen so a¨hnlich, dass
sie hier nicht gezeigt werden sollen, sie befinden sich im Anhang dieser Arbeit
in den Tabellen 51 und 52.
Die Synthese von ORMOCER R©-Harzen erfolgt in Sol-Gel-Reaktionen bei nur
leicht erho¨hter Temperatur. Es handelt sich dabei nicht um eine thermo-
dynamisch kontrollierte Synthese, die Reaktionskontrolle erfolgt vielmehr
kinetisch. Aus diesem Grund und weil alle Precursorfolgen in den unter-
suchten Monomeren im Kraftfeld-Modell energetisch etwa gleich begu¨nstigt
sind, wird fu¨r die weitere Modellierung angenommen, dass alle Monomer-
moleku¨le aus der Datenbank mit etwa gleich großer Wahrscheinlichkeit im
ORMOCER R©-I auftreten ko¨nnen.
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In 29Si-NMR-Untersuchungen wurde als eine molekulare Spezies das Octa-
phenylcyclotetrasiloxan im ORMOCER R©-I-Harz u¨ber das charakteristische
Signal bei etwa –43 ppm identifiziert [68, 69]. Beim Octaphenylcyclotetra-
siloxan handelt es sich um das ringfo¨rmige Tetramer des Diphenylsilandiols.
Da es offensichtlich wa¨hrend der Synthese von ORMOCER R©-I zur Bildung
dieser Ringe in einer Nebenreaktion des DPD kommt, wurde das genannte
Moleku¨l ebenfalls als Monomer mit in die Datenbank fu¨r die Simulation die-
ses Materials integriert.
4.2.2 Validierung des atomistischen Modells
Nachdem eine umfangreiche Datenbank mit gut 70 mo¨glichen Monomermo-
leku¨len fu¨r die Simulation von ORMOCER R©-I aufgebaut wurde, sollte getes-
tet werden, wie gut sich die Monomermodelle zur Beschreibung von ORMO-
CER R©-I eignen. Sowohl die Validierungsexperimente, die im Vorfeld durch-
gefu¨hrt wurden [29, 30] als auch die Energieminimierung der Monomermo-
leku¨le hatten gezeigt, dass die Modellierung von Einzelmoleku¨len im Vakuum
eine verfa¨lschte Konformation als Ergebnis liefern kann. Teile des Moleku¨ls
wurden in den Simulationen deutlich gegeneinander verdreht, damit intra-
molekulare VAN DER WAALS-Wechselwirkungen optimiert werden konnten.
Um diesen Nachteil zu umgehen und um auch intermolekulare Wechselwir-
kungen beru¨cksichtigen zu ko¨nnen, wurden im folgenden Ensembles von Mo-
nomeren simuliert. Dazu wurden jeweils vier Monomere aus der Datenbank
ausgesucht und gemeinsam in eine Simulationszelle integriert. Die Modell-
gro¨ße stellt dabei einen guten Kompromiss dar: Simulationszellen mit vier
Monomeren ermo¨glichen bereits eine gute Beschreibung der Wechselwirkun-
gen im System bei noch moderatem Aufwand an Rechenzeit. Zusa¨tzlich wur-
den periodische Randbedingungen – die sogenannten Periodic Boundary Con-
ditions – angenommen. Auf dieses Weise konnte ein kontinuierliche Beschrei-
bung des Materialvolumens realisiert werden. Es wurden dabei insgesamt 28
unterschiedliche Monomerkombinationen mit dem Ziel beru¨cksichtigt, mo¨g-
lichst viele unterschiedliche Monomere und mo¨glichst unterschiedliche Zu-
sammensetzungen beru¨cksichtigen zu ko¨nnen. Sieben der Modelle enthielten
als eines der vier Monomere das experimentell in 29Si-NMR-Untersuchungen
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gefundene Octaphenylcyclotetrasiloxan (cyclo-DDDD). Die insgesamt 28 Mo-
nomerkombinationen sind im Anhang in den Tabellen 53 bis 56 zusammen-
gestellt.
Jede Simulationszelle wurde energieminimiert, dazu wurde die Standardpro-
zedur aus Geometrieoptimierung und anschließender Quenched-Dynamics-
Simulation verwendet. Anschließend wurden aus Raumtemperatur-Moleku¨l-
dynamik-Simulationen im NpT-Ensemble die mittleren Dichten fu¨r die Mo-
delle berechnet (vgl. Tab. 10 in Abschnitt 3.2.1 fu¨r die vollsta¨ndige Angabe
der Simulationsparameter). Der erhaltene Wert konnte dann mit dem ex-
perimentellen Wert verglichen werden. Fu¨r die Simulationszellen zur Re-
pra¨sentation des ORMOCER R©-I-Harzes vor der radikalischen Polymerisati-
on wurden Dichten zwischen 1.14 und 1.21 g cm−3 berechnet. Die Werte be-
wegen sich in einem relativ kleinen Bereich um den experimentell bestimm-
ten Wert von 1.175 g cm−3 [70]. Einige Modelle zeigen hier eine deutlich bes-
sere U¨bereinstimmung mit dem Experiment als andere Modelle (vgl. Tabelle
17).
Anschließend wurden die Moleku¨le in den Simulationszellen manuell polyme-
risiert, da die Bildung von neuen Bindungen in Kraftfeldsimulationen nicht
wiedergegeben werden kann. Die Konnektivita¨t wird bei Verwendung dieser
Methoden am Beginn der Untersuchung definiert und kann sich im Verlauf
der Simulation dann nicht mehr a¨ndern. Deshalb wurde fu¨r die Simulation
von ORMOCER R©-I im polymerisierten Zustand die Mehrschritt-Polymerisa-
tion (vgl. Abschnitt 3.2.3) entwickelt und fu¨r die hier gezeigten Simulationen
verwendet. Dabei werden schrittweise neue C–C-Bindungen in das Modell
eingefu¨gt, bis bis sich nach der Erzeugung einer neuen Bindung ein Polyme-
risationsgrad (Polymerization Degree, PD) fu¨r das entsprechende Modell er-
gab, der mo¨glichst nahe am experimentell bestimmten Wert von 60 % [71] lag.
Bei den 28 erstellten Modellen ergaben sich Werte fu¨r PD zwischen 50 und
72 %. Anschließend wurden die polymerisierten Simulationszellen nach der
bereits vorgestellten, aus zwei Schritten bestehenden Prozedur energiemi-
nimiert. Aus Raumtemperatur-Moleku¨ldynamik-Simulationen wurden auch
hier mittlere Werte fu¨r die Dichte berechnet. Es wurden die gleichen Para-
meter verwendet, wie fu¨r die Ensembles unverbundener Monomere. Fu¨r die
Polymermodelle wurden Dichten zwischen 1.17 und 1.22 g cm−3 berechnet
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Tabelle 17: Dichtebestimmung fu¨r ORMOCER R©-I vor und nach der Polymerisa-
tion in Moleku¨ldynamik-Simulationen. Simulationszellen, die als ein Monomer
Octaphenylcyclotetrasiloxan (cyclo-DDDD) enthalten, sind grau hinterlegt.
Modell
ρbp a /
g cm−3 ∆ρbp / %
b PD c ρap
d /
g cm−3 ∆ρap / %
e ∆ρ / % f
Exp. g 1.175 60.0 1.220 +3.8
1 1.169 –0.5 66.7 1.192 –2.3 +2.0
2 1.163 –1.0 60.0 1.199 –1.7 +3.1
3 1.186 +0.9 66.7 1.188 –2.6 +0.2
4 1.161 –1.2 66.7 1.186 –2.8 +2.2
5 1.171 –0.3 72.2 1.188 –2.6 +1.5
6 1.146 –2.5 50.0 1.167 –4.3 +1.8
7 1.182 +0.6 66.7 1.219 –0.1 +3.1
8 1.167 –0.7 60.0 1.166 –4.4 –0.1
9 1.181 +0.5 66.7 1.184 –3.0 +0.3
10 1.206 +2.6 66.7 1.207 –1.1 +0.1
11 1.189 +1.2 50.0 1.187 –2.7 –0.2
12 1.188 +1.1 50.0 1.166 –4.4 –1.9
13 1.197 +1.9 66.7 1.186 –2.8 –0.9
14 1.163 –1.0 66.7 1.183 –3.0 +1.7
15 1.183 +0.7 66.7 1.173 –3.9 –0.8
16 1.165 –0.9 66.7 1.165 –4.5 +0.0
17 1.169 –0.5 66.7 1.187 –2.7 +1.5
18 1.151 –2.0 66.7 1.191 –2.4 +3.5
19 1.194 +1.6 66.7 1.189 –2.5 –0.4
20 1.144 –2.6 66.7 1.175 –3.7 +2.7
21 1.158 –1.4 66.7 1.195 –2.0 +3.2
22 1.169 –0.5 66.7 1.182 –3.1 +1.1
23 1.170 –0.4 60.0 1.218 –0.2 +4.1
24 1.154 –1.8 66.7 1.188 –2.6 +2.9
25 1.187 +1.0 60.0 1.207 –1.1 +1.7
26 1.176 +0.1 50.0 1.174 –3.8 –0.2
27 1.179 +0.3 50.0 1.184 –3.0 +0.4
28 1.173 –0.2 66.7 1.200 –1.6 +2.3
a bp – vor der Polymerisation (before polymerization)
b ∆ρbp = ρbp−ρexp.,bp
c PD – Polymerisationsgrad (polymerization degree)
d ap – nach der Polymerisation (after polymerization)
e ∆ρap = ρap−ρexp.,ap
f ∆ρ = ρap−ρbp
g experimentell gemessene Werte [71, 72]
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(s. Tab. 17). Diese Werte stimmen gut mit dem experimentellen Wert von 1.22
g cm−3 u¨berein, auch wenn die Dichte hier von den meisten Polymermodel-
len etwas unterscha¨tzt wird. Neben den Einzelwerten wurde auch der An-
stieg der Dichte vom Modell des Harzes zum Modell des Polymers berechnet
und mit dem Experiment verglichen. Hier fa¨llt auf, dass dieser Anstieg der
Dichte (Exp. +3.8 %), der der Schrumpfung des Materials wa¨hrend des Po-
lymerisationsprozesses entspricht, in vielen Fa¨llen auch im Modell sehr gut
wiedergeben wird (Sim. –1.9 bis +4.1 %). Eine Simulationszelle, fu¨r die ei-
ne besonderes hohe U¨bereinstimmung zwischen Simulation und Experiment
beobachtet werden konnte, ist die mit der Nummer 23 bezeichnete. In Abbil-
dung 52 ist Modell 23 vor und nach der Polymerisation im energieminimier-
ten Zustand gezeigt. Interessanterweise handelt es sich dabei um eines der
Abbildung 52: Beispiel fu¨r ein Ergebnis einer Moleku¨ldynamik-Simulation mit vier
ORMOCER R©-I-Monomeren in einer Simulationszelle; Die Zellen wurden in einer
Quenched Dynamics-Simulation energieminimiert, die Dichten sind Mittelwerte aus
den wa¨hrend der Beobachtungszeit (zweite 50 ps) bei jedem 100. MD-Schritt berech-
neten Werten fu¨r die Dichte. Links: Elementarzelle mit vier unvernetzten Monome-
ren (Modell fu¨r das Harz). Rechts: Elementarzelle mit vier vernetzten Monomeren
(Modell fu¨r das strukturierte Polymer).
Modelle, das als eines von vier Monomeren das cyclische Tetramer des Diphe-
nylsilandiols, das Octaphenylcyclotetrasiloxan (cyclo-DDDD) entha¨lt (vgl. S.
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118 und [68, 69]). Auch die anderen Modelle, die das cyclo-DDDD-Monomer
enthalten, zeigen eine besonders hohe U¨bereinstimmung zwischen den aus
der Simulation und den im Experiment bestimmten Werten fu¨r die Dichte so-
wohl vor als auch nach der organischen Polymerisation. Dabei handelt es sich
um die Modelle 21 bis 24 und 26 bis 28. Dass die Werte fu¨r die Dichten bei
den Zusammensetzungen 26 und 27 nach der Polymerisation zu gering wa-
ren, lag vermutlich am sehr kleinen Polymerisationsgrad (PD) von nur 50 %.
Dieser Wert wurde fu¨r die genannten Modelle gewa¨hlt, da sich aufgrund der
sehr geringen Anzahl an polymerisierbaren Gruppen im System als na¨chst
ho¨herer Wert fu¨r PD 75 % einstellen lassen wu¨rde. Als U¨berpru¨fung wurde
der Polymerisationsgrad bei der Monomerkombination 26 auf 75 % erho¨ht.
Die mittlere Dichte im Polymermodell stieg dabei auf einen Wert von 1.181
g cm−3. Der niedrige Polymerisationsgrad ist demnach eine Ursache fu¨r die
Unterscha¨tzung der Dichte in den Modellen 26 und 27. Daru¨ber hinaus be-
schreibt eine Kombination des cyclo-DDDD mit derartig kleinen Monomeren
(Vierer-Ketten) das Material ORMOCER R©-I offensichtlich nicht so gut. Ei-
ne bessere Wiedergabe der Dichteverha¨ltnisse wird durch die Kombination
des cyclo-DDDD mit weiteren Ringstrukturen (Beispiel 23, Tab. 17) oder mit
la¨ngeren Ketten (Beispiel 28, Tab. 17) erzielt.
Um die Zuverla¨ssigkeit der berechneten Dichten im Rahmen der verwendeten
Methode (MD) zu u¨berpru¨fen, wurde die Moleku¨ldynamik-Simulation fu¨r ei-
nige ausgesuchte Simulationszellen auf 150 ps ausgedehnt. Die mittlere Dich-
te wurde einmal, wie bisher, fu¨r den Bereich von 50 bis 100 ps (ρ1) und einmal
fu¨r den Bereich von 100 bis 150 ps (ρ2) berechnet. Die Ergebnisse sind in Ta-
belle 18 zusammengestellt. Der Vergleich der Ergebnisse zeigt, dass sich die
berechneten Dichten ρ1 und ρ2 um maximal 1 % voneinander unterscheiden.
Der Fehler einer aus einer Moleku¨ldynamik-Simulation berechneten Dich-
te la¨sst sich durch die Berechnung der Wurzel der quadratisch gemittelten
Absta¨nde (root mean square displacement, rmsd) anna¨hern. Der rmsd-Wert
einer typischen Dichteberechnung fu¨r ein ORMOCER R©-I-Monomerensemble
liegt bei etwa 0.01, das entspricht einem Fehler von etwa 1 % fu¨r die berechne-
te Dichte. Die Unterschiede zwischen ρ1 und ρ2 von maximal etwa 1 % liegen
damit in der Gro¨ßenordnung des Fehlers, der bei der Bestimmung der Dich-
te aus Moleku¨ldynamik-Simulationen beru¨cksichtigt werden muss. Es kann
deshalb davon ausgegangen werden, dass 50 ps fu¨r die Equilibrierung der Si-
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Tabelle 18: Vergleich der aus MD-Simulationen berechneten Dichten
fu¨r ORMOCER R©-I fu¨r den nicht-polymerisierten und fu¨r den polymeri-
sierten Zustand (Variation La¨nge der MD-Simulation).
Modell ρ1 / g cm−3 a ρ2 / g cm−3 b ∆ρ / g cm−3 c ∆ρ / %
Exp. d 1.175
3 1.186 1.194 +0.008 +0.7
4 1.161 1.157 –0.004 –0.3
11 1.189 1.177 –0.012 –1.0
1 1.169 1.162 –0.007 –0.6
20 1.144 1.132 –0.012 –1.0
Exp. d 1.220
2 (poly) 1.199 1.206 +0.007 +0.6
5 (poly) 1.188 1.197 +0.009 +0.8
9 (poly) 1.184 1.177 –0.007 –0.6
12 (poly) 1.166 1.155 –0.011 –0.9
20 (poly) 1.175 1.172 –0.003 –0.3
27 (poly) 1.184 1.182 –0.002 –0.2
a ρ1 – 100 ps MD-Simulationszeit, Dichte gemittelt u¨ber den Bereich zwi-
schen 50 und 100 ps
b ρ2 – 150 ps MD-Simulationszeit, Dichte gemittelt u¨ber den Bereich zwi-
schen 100 und 150 ps
c ∆ρ = ρ2−ρ1
d experimentell gemessene Werte [72]
mulationszellen selbst nach der manuell durchgefu¨hrten Polymerisation fu¨r
dieses System ausreichend sind.
Um zum Einen die Zuverla¨ssigkeit der aus den Simulationen berechneten
Dichten und zum Anderen die Stabilita¨t der Moleku¨ldynamik-Simulationen
beurteilen zu ko¨nnen, wurden die MD-Simulationszeiten fu¨r zwei Beispie-
le zusa¨tzlich auf insgesamt 1 ns (1.000 ps) ausgedehnt. Auch hier zeigte sich,
dass die Dichte wa¨hrend der Dynamik im u¨blichen Maße schwankte. Der Mit-
telwert der Dichte blieb aber in einem sehr engen Bereich um den Wert, der
bereits in der MD-Simulation mit 100 ps Simulationszeit berechnet wurde
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(s. Abbildung 53). Die Moleku¨ldynamik-Simulationen laufen demnach auch
u¨ber sehr lange Simulationszeiten stabil, dies war fu¨r allem fu¨r die geplanten
gro¨ßeren Modelle von Interesse. Daru¨ber hinaus konnte damit noch einmal
besta¨tigt werden, dass bereits in der relativ kurzen NpT-Moleku¨ldynamik-
Simulation mit 100 ps Simulationszeit sehr zuverla¨ssige Werte fu¨r die Dichte
bestimmt werden konnten.
Abbildung 53: Ergebnis einer auf 1 ns ausgedehnten Moleku¨ldynamik-Simulation
mit vier vernetzten ORMOCER R©-I-Monomeren in einer Simulationszelle (Modell fu¨r
das strukturierte Polymer). Oben: Zeitliche Entwicklung der Temperatur. Unten:
Zeitliche Entwicklung der Dichte.
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4.2.3 Vergro¨ßerung der Modelle
Im weiteren Verlauf der Modellierung sollte untersucht werden, welchen Ein-
fluss die gewa¨hlte Modellgro¨ße mit vier Monomeren auf die Ergebnisse der
Modellierung in Moleku¨ldynamik-Simulationen hat. Als einfachste Mo¨glich-
keit wurden einige energieminimierte Zellen mit vier Monomeren ausgesucht.
Diese wurden in alle drei Raumrichtungen verdoppelt, das Ergebnis wurde
als Wiederholeinheit definiert. Auf diesem Weg wurden (2 x 2 x 2)-Superzellen
generiert, das Vorgehen ist in Abbildung 54 graphisch gezeigt.
Abbildung 54: Generierung von (2 x 2 x 2)-Superzellen zur Vergro¨ßerung der
ORMOCER R©-I-Modelle (nicht polymerisiert). Links oben: Energieminimierte Zelle
mit vier Monomeren. Links unten: Verdoppelung der Simulationszelle in alle drei
Raumrichtungen. Rechts: Die in alle Richtungen verdoppelte Zelle wird als neue Wie-
derholeinheit (Superzelle) definiert.
Fu¨r die Erstellung von Superzellen wurden die energieminimierten Simu-
lationszellen 7, 21, 23, und 28 (vgl. Tab. 17 auf S. 120) verwendet, es wur-
den sowohl die Modelle des Harzes mit nicht verbundenen Monomeren als
auch die Modelle des Polymers nach erfolgter manueller Polymerisation ein-
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gesetzt. Die genannten vier Zusammensetzungen wurden ausgewa¨hlt, weil
hier sowohl fu¨r das Modell vor der Polymerisation (Harz) als auch fu¨r das Mo-
dell nach der Polymerisation (Polymer) Dichten in der Simulation berechnet
wurden, die besonders gut mit den experimentellen Werten u¨bereinstimmen.
Die neuen, jetzt acht Mal so großen, Simulationszellen wurden energiemi-
nimiert, indem zuna¨chst eine Geometrieoptimierung und anschließend eine
Quenched-Dynamics-Simulation durchgefu¨hrt wurde. Die Simulationspara-
meter entsprachen denen fu¨r die Simulationszellen mit vier Monomeren (vgl.
Tab. 10 fu¨r die vollsta¨ndige Angabe der Simulationsparameter). Anschließend
wurden auch hier in NpT-Moleku¨ldynamik-Simulationen bei Raumtempera-
tur die mittleren Dichten bestimmt. Dazu wurden 100 ps Moleku¨ldynamik
simuliert, fu¨r den Zeitraum zwischen 50 und 100 ps wurde die Dichte bei je-
dem hundertsten Zeitschritt berechnet. Aus den einzeln berechneten Dichten
wurde der Mittelwert gebildet und als Dichte des Modells definiert. Die Er-
gebnisse dieser Untersuchung sind zusammenfassend in Tabelle 19 gezeigt,
als Vergleich sind immer auch die Ergebnisse des kleinen Modells aus vier
Monomeren angegeben.
Fu¨r zwei der Modelle – 7 und 23 (vgl. Tab. 17) – a¨nderte sich bei der Be-
trachtung der (2 x 2 x 2)-Superzelle in der Moleku¨ldynamik-Simulation re-
lativ wenig. In diesen Fa¨llen wurden auch vom großen Modell die Dichten
sowohl vor als auch nach der Polymerisation gut wiedergegeben. Anders war
dies bei den Modellen 21 und 28. Hier wurden zum Teil deutlich geringere
Dichten aus der Simulation berechnet als fu¨r das vergleichbare Modell mit
nur vier Monomeren. Anscheinend eignen sich tatsa¨chlich die beiden Mono-
merkombinationen 7 und 23 besser fu¨r die korrekte Beschreibung des poly-
merisierten ORMOCER R©-I als die Kombinationen in den Modellen 21 und
28. Der Unterschied zwischen den beiden Paaren sind die verwendeten Mo-
nomermoleku¨le. Wa¨hrend in den gu¨nstigen Zellen 7 und 23 unterschiedlich
stark substituierte Vierer-Ringe und relativ lange Ketten verwendet wurden,
befinden sich in den Zellen 21 und 28 abgesehen vom Octaphenylcyclotetra-
siloxan (cyclo-DDDD) kurze Ketten aus vier bis fu¨nf Silaneinheiten. Neben
der Verwendung des cyclo-DDDD scheint also auch der Einsatz von anderen
Vierer-Ringen und langen Ketten einen gu¨nstigen Einfluss auf die korrekte
Beschreibung der Dichteverha¨ltnisse zu haben.
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Tabelle 19: Vergleich der aus MD-Simulationen berechneten Dichten fu¨r
ORMOCER R©-I fu¨r den nicht-polymerisierten und fu¨r den polymerisierten Zu-
stand. Es sind jeweils die Ergebnisse fu¨r das Modell mit vier Monomeren und fu¨r
















Exp. g 1.175 60.0 1.220 +3.8
7 1.182 +0.007 66.7 1.219 –0.001 +3.1
7 (Superzelle) 1.162 –0.013 66.7 1.207 –0.013 +3.9
21 1.158 –0.017 66.7 1.195 –0.025 +3.2
21 (Superzelle) 1.153 –0.022 66.7 1.154 –0.066 +0.1
23 1.170 –0.005 60.0 1.218 –0.002 +4.1
23 (Superzelle) 1.173 –0.002 60.0 1.210 –0.010 +3.2
28 1.173 –0.002 66.7 1.200 –0.020 +2.3
28 (Superzelle) 1.146 –0.029 66.7 1.188 –0.032 +3.7
a bp – vor der Polymerisation (before polymerization)
b ∆ρbp = ρbp−ρexp,bp
c PD – Polymerisationsgrad (polymerization degree)
d ap – nach der Polymerisation (after polymerization)
e ∆ρap = ρap−ρexp,ap
f ∆ρp = ρap−ρbp
g experimentell gemessene Werte [70, 71]
Abgesehen von den Untersuchungen mit vergro¨ßerten Modellen in Form von
(2 x 2 x 2)-Superzellen sollten auch Oberfla¨chen- und Grenzfla¨cheneffekte un-
tersucht werden. Gerade im Hinblick auf die Strukturierung in Mehrphoto-
nenpolymerisationsprozessen sind sowohl die Materialoberfla¨che als auch die
sich ausbildende Grenzfla¨che zwischen polymerisiertem und nicht polymeri-
sierten Material von Interesse. Deshalb wurden zwei Modelle entwickelt, ei-
nes zur Beschreibung der Oberfla¨che und eines zur Beschreibung der Grenz-
fla¨che zwischen ORMOCER R©-Harz und strukturiertem Polymer.
Fu¨r die Simulation der ORMOCER R©-Oberfla¨che wurde eine (8 x 4 x 4)-Super-
zelle als Simulationseinheit konstruiert. Im Anschluss wurde die Simula-
tionszelle in z-Richtung und unter Erhalt der Harz-Struktur auf 10 nm ver-
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la¨ngert. Als Ergebnis erha¨lt man oberhalb der ORMOCER R©-Struktur freien
Raum in der Simulationszelle, einen sog. ”Slab“ . Fu¨r die Untersuchung der
Grenzfla¨che zwischen Harz und Polymer wurden ebenfalls Superzellen – hier
in der Gro¨ße (4 x 2 x 2) – verwendet. Es wurde je ein Modell vor und eines
nach der Polymerisation vergro¨ßert. Beide Teilmodelle wurden anschließend
u¨ber eine gleich große Fla¨che miteinander in Kontakt gebracht (vgl. Abb. 55
unten).
Die Modelle zur Beschreibung der Oberfla¨che und der Harz-Polymer-Grenz-
fla¨che wurden zuna¨chst nach der Standardprozedur aus Geometrieoptimie-
rung und Quenched-Dynamics-Simulation (s. Tab. 10) energieminimiert. An-
schließend wurden deutlich verla¨ngerte Moleku¨ldynamik-Simulationen im
NpT-Ensemble (einige 100 ps) durchgefu¨hrt. Allerdings erforderten diese Be-
rechungen aufgrund der relativ großen Modelle sehr viel Rechenzeit. Die Si-
mulationen wurden daru¨ber hinaus aufgrund zu starker Energischwankun-
gen instabil und wurden deshalb in vielen Fa¨llen abgebrochen. Offensicht-
lich war die Energieminimierung mit den verwendeten Parametern fu¨r die
gewa¨hlte Modellgro¨ße noch nicht ausreichend. Deshalb wurde erga¨nzend pro-
biert, zuna¨chst simulated annealing-Simulationen durchzufu¨hren, bei denen
die Temperatur mehrfach auf 300 K erho¨ht und anschließend wieder auf
0 K erniedrigt wurde. Auf diesem Weg konnte eine verbesserte Energiemi-
nimierung erreicht werden. Anschließend durchgefu¨hrte Moleku¨ldynamik-
Simulationen blieben zumindest u¨ber ku¨rzere Zeitra¨ume (ca. 100 ps) und
bei niedrigen Temperaturen (T < 100 K) stabil. Die Erho¨hung der Tempe-
ratur in den Moleku¨ldynamik-Simulationen auf Raumtemperatur fu¨hrte hin-
gegen wieder zu starken Energiefluktuationen und zum Abbruch der Simula-
tion. Weitere Untersuchungen an diesen beiden Modellen wurden daraufhin
nicht mehr durchgefu¨hrt. Der Rechenzeitaufwand wa¨re im Vergleich zu den
mo¨glicherweise generierbaren Erkenntnissen zu groß gewesen. Stattdessen
wurden weitere ORMOCER R©-Systeme, sowie Diffusionseffekte in den Blick
genommen.
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Abbildung 55: Modelle zur Beschreibung der ORMOCER R©-I-Oberfla¨che (oben) und
zur Beschreibung der Grenzfla¨che zwischen Harz (nicht vernetzte Monomere) und
Polymer (unten).
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4.2.4 Untersuchung von Diffusionsprozessen
Das im Projektverbund festgelegte Ziel ist die kontrollierte optische Erzeu-
gung von dreidimensionalen Strukturen im Sub-100-nm-Bereich. Dabei spielt
die organische Polymerisationsreaktion eine große Rolle. Wie im Abschnitt
2.3 gezeigt, ha¨ngt die zu erreichende Strukturgro¨ße unter anderem von der
Diffusion verschiedener Komponenten im ORMOCER R©-Harz ab. Hier sind
insbesondere die Photoinitiatormoleku¨le bzw. -radikale sowie Photoinhibito-
ren zu nennen, die fu¨r einige Strukturierungsexperimente zugesetzt werden.
Auch aus der Luft aufgenommener Sauerstoff kann als Diradikal inhibierend
auf die radikalische Polymerisationsreaktion wirken.
Um einen ersten Zugang zu der Diffusion dieser verschiedenen Komponenten
im ORMOCER R©-Harz zu erlangen, wurden zwei in der Literatur beschriebe-
ne Methoden zur Bestimmung von Diffusionskonstanten aus Moleku¨ldyna-
mik-Simulationen getestet. Dabei wird in einem Fall die Diffusion im Volu-
men untersucht, wa¨hrend im zweiten Fall das Eindiffundieren in eine mem-
branartige Schicht beobachtet wird.
Der erste Fall ist unter anderem von MEUNIER [149] beschrieben worden,
die diffundierenden Moleku¨le werden dabei im Volumenmodell beobachtet.
Fu¨r die Bestimmung der Diffusionskonstanten wurden dazu Simulationszel-
len aus ORMOCER R©-I-Monomeren und Moleku¨len der diffundierenden Spe-
zies erstellt. Dafu¨r kam das Amorphous Cell-Modul als Bestandteil der Mo-
dellierungssoftware Materials Studio [147] zum Einsatz. Dieser Algorithmus
ermo¨glicht die Integration ausgewa¨hlter Moleku¨le in eine Simulationszelle
in der Weise, dass eine vorher festgelegte Dichte im Modell eingestellt wird.
Fu¨r die Auswahl der Monomeremodelle wurden verschiedene Simulations-
zellen aus vier Monomeren herangezogen, die sich als Modell zur Beschrei-
bung von ORMOCER R©-I bereits bewa¨hrt hatten. Die Monomere aus jeweils
zwei dieser Zellen wurden in doppelter Menge mit zwei Moleku¨len der diffun-
dierenden Spezies kombiniert, so dass Simulationszellen mit 16 Monomeren
und zwei Moleku¨len generiert wurden. Auf diesem Weg wurden die beiden
Photoinitiatoren IRGACURE R©-369 und -OXE01, sowie der in einigen Struk-
turierungsexperimenten zugesetzte Photoinhibitor Hydrochinonmonomethyl-
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ether (HQME) untersucht. Im Falle des Sauerstoffs wurden insgesamt vier
Moleku¨le Sauerstoff mit 16 Monomeren kombiniert. Sauerstoff kann als Di-
radikal ebenfalls inhibierend auf die Mehrphotonenpolymerisationsreaktion
wirken und wurde deshalb in diese erste Studie mit aufgenommen.
Die generierten Modelle wurden zuna¨chst energieminimiert und anschlie-
ßend in mehreren Moleku¨ldynamik-Simulation bei Raumtemperatur equili-
briert und anschließend beobachtet (vgl. Tab. 12 fu¨r die vollsta¨ndige Anga-
be der Simulationsparameter). Aus der abschließenden 50 ps langen NVE-
Moleku¨ldynamik-Simulation wurde die Diffusionskonstante bestimmt. Dazu
wurden alle Atome von diffundierenden Moleku¨len als Set definiert und fu¨r
das gesamte Set der gemittelte quadratische Abstand (mean square displace-
ment, msd) berechnet. In Abbildung 56 ist exemplarisch der Verlauf des msd-
Wertes fu¨r vier Moleku¨le Sauerstoff in ORMOCER R©-I wa¨hrend der ersten
25 ps der abschließenden Moleku¨ldynamik-Simulation gezeigt. Der Verlauf
wurde linear angena¨hert, da sich auf diesem Weg die Diffusionskonstante be-
stimmen la¨sst.
Abbildung 56: Verlauf des quadratisch gemittelten Abstandsquadrates fu¨r vier
Sauerstoff-Moleku¨le in ORMOCER R©-I wa¨hrend einer 25 ps MD-Simulation bei
Raumtemperatur. Aus der Steigung des linear angena¨herten msd-Verlaufs la¨sst sich
die Diffusionskonstante fu¨r Sauerstoff na¨herungsweise bestimmen (Gleichung 51,
Abschnitt 3.2.4).
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Der msd-Wert ist nach erfolgreicher Equilibierung des untersuchten Mate-
rialsystems na¨herungsweise linear von der Simulationszeit abha¨ngig. Aus
der Steigung einer linearen Anna¨herung der msd-Kurve la¨sst sich nach Glei-
chung 51 (Abschnitt 3.2.4) eine Diffusionskonstante berechnen. Die Model-
lierungsstudie wurde mit dem inhibierend wirkenden Sauerstoff begonnen,
da die verwendete Methodik fu¨r die Untersuchung der Gasdiffusion in Po-
lymermatrizes entwickelt wurde. Die berechneten Diffusionskonstanten fu¨r
Sauerstoff in ORMOCER R©-I sind in Tabelle 20 zusammengestellt. Bei den
unterschiedlichen Startmodellen fu¨r die Monomerkombination 7 und 23 wur-
de zusa¨tzlich die Dichte bestimmt, die sich in diesem Fall wa¨hrend der Ener-
gieminimierung a¨ndern konnte.
Tabelle 20: Diffusionskontante fu¨r Sauerstoff in unterschiedlichen ORMOCER R©-I-
Modellen (Methode I). Die Werte wurden nach Gleichung 51 (Abschnitt 3.2.4) berech-
net. Fu¨r das Modell aus den Viererzellen 7 uns 23 wurden fu¨nf Startpunkte (V1 bis
V5) verwendet.






















g cm−3 0.799 1.128 1.008 1.131 0.999













Der Vergleich der unterschiedlichen Ergebnisse fu¨r die fu¨nf verschiedenen
Startmodelle der gleichen Monomerkombination 7 und 23 zeigt, dass die be-
rechnete Diffusionskonstante im Polymerharz deutlich von der Dichte im Ma-
terial abha¨ngt. Das erste Modell mit einer sehr geringen Dichte von nur 0.8
g cm−3 lieferte eine Diffusionskonstante (3.6 · 10−3 cm2 s−1), die eine ganze
Zehnerpotenz u¨ber der des vierten Modells mit einer Dichte von immerhin gut
1.1 g cm−3 liegt (1.1 · 10−4 cm2 s−1). Alle Werte fu¨r die Kombination aus den
Monomeren der Simulationszellen 7 und 23 sind zu groß, da hier die Dichte in
allen Modellen deutlich unterhalb des experimentell fu¨r das ORMOCER R©-I-
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Harz bestimmten Wertes von 1.175 g cm−3 lag. Die zweite Gruppe mit wech-
selnder Monomerkombination zeigt hingegen Werte, die alle in der gleichen
Gro¨ßenordnung von etwa 4 · 10 −6 cm2 s−1 liegen. Die experimentell be-
stimmte Diffusionskonstante fu¨r Sauerstoff in Polydimethylsiloxan (PDMS),
einem siliciumhaltigen Polymer mit einer Dichte von etwa 1 g cm−3, liegt bei
etwa 3.5 · 10−5 [154]. Ein experimenteller Wert fu¨r ORMOCER R©-I ist nicht
verfu¨gbar. Der in der Simulation bestimmte Wert von etwa 4 · 10 −6 cm2 s−1
liegt aber in einem Bereich, der fu¨r das betrachtete System mo¨glich scheint.
Er liegt etwas unterhalb des vergleichbaren Wertes fu¨r PDMS, bei dem al-
lerdings auch die Dichte kleiner ist als die von ORMOCER R©-I. Deshalb wur-
den mit dieser Methodik auch die beiden Photoinitiatoren IRGACURE R©-369
und –OXE01 sowie der Photoinhibitor Hydrochinonmonomethylether (HQ-
ME) untersucht.
Bei der Untersuchung des Photoinitiators IRGACURE R©-OXE01 schwanken
die berechneten Diffusionskonstanten sehr stark (vgl. Tabelle 57 im Anhang).
Eine genaue Betrachtung der Ergebnisse zeigte allerdings, dass in der NVE-
Moleku¨ldynamik-Simulation, aus der die Diffusionskonstante berechnet wur-
de, die Temperatur nicht wie gewu¨nscht bei etwa Raumtemperatur geblieben
ist. Vielmehr stieg die Temperatur in diesen Simulationen kontinuierlich an
und erreichte Werte von fast 600 K (vgl. Abbildung 70 im Anhang). Dieses
Verhalten ist vermutlich auf eine unzureichende Equilibrierung des Systems
vor dem Start der NVE-Moleku¨ldynamik-Simulation zuru¨ckzufu¨hren, da die
Simulationstemperatur bereits wa¨hrend der Equilibrierung auf u¨ber 400 K
angestiegen war. Eine U¨berpru¨fung dieser These in Form von verla¨ngerten
Equilibrierungszeiten wurde im Rahmen dieser Arbeit nicht mehr durchge-
fu¨hrt. Die vorgestellten Untersuchungen zur Diffusion fanden am Schluss der
Bearbeitung statt, fu¨r weitere Simulationen fehlte die beno¨tigte Rechenzeit.
Es bietet sich aber an, die gezeigten Ergebnisse als Grundlage fu¨r weitere
Untersuchungen zu verwenden.
Als zweites wurde das inhibierend wirkende HQME im ORMOCER R©-I-Volu-
men simuliert. Die Ergebnisse fu¨r die berechneten Diffusionskonstanten sind
in Tabelle 21 zusammenfassend gezeigt. Die Werte, die fu¨r die Diffusions-
konstante aus den verschiedenen Modellen erhalten wurden, liegen alle in
einer vergleichbaren Gro¨ßenordnung von etwa 3 · 10−5 cm2 s−1. Dieser Wer-
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Tabelle 21: Diffusionskontante fu¨r Hydrochinonmonomethylether (HQME) in un-
terschiedlichen ORMOCER R©-I-Modellen (Methode I). Die Werte wurden nach Glei-
chung 51 (Abschnitt 3.2.4) berechnet. Fu¨r das Modell aus den Viererzellen 7 uns 23
wurden fu¨nf Startpunkte (V1 bis V5) verwendet.










cm2 s1 2.38 · 10
−5 1.30 · 10−5 5.93 · 10−5 1.55 · 10−5 1.50 · 10−5
Modell 5 und 27 19 und 24 20 und 21 12 und 22 15 und 28
D /
cm2 s1 5.00 · 10
−5 4.27 · 10−5 2.44 · 10−5 1.94 · 10−5 2.17 · 10−5
tebereich liegt etwa in der gleichen Gro¨ßenordnung, wie die Diffusionskon-
stante von Sauerstoff in ORMOCER R©-I. Das HQME ist aber ein signifikant
gro¨ßeres Moleku¨l, es wa¨re also eine kleinere Diffusionskonstante zu erwar-
ten gewesen. Typische Diffusionskonstanten fu¨r kleinere Kohlenwasserstof-
fe, wie z.B. 1-Hexen oder Cyclohexan in Polydimethylsiloxan (PDMS), liegen
in einem Bereich von etwa 10−12 bis 10−10 cm2 s−1 [155, 156]. Fu¨r HQME
in ORMOCER R©-I wa¨re deshalb eine Diffusionskonstante zu erwarten, die zu-
mindest na¨her an diesem Bereich liegt als die aus den Simulationen bestimm-
te Diffusionskonstante von etwa 3 · 10−5 cm2 s−1. Die Temperatur blieb in
diesen Simulationen im Gegensatz zu den Experimenten mit IRGACURE R©-
OXE01 nahezu konstant. Die Temperatur wich um maximal 10 K von der
gewu¨nschten Temperatur von 298 K (Raumtempemperatur) ab. Die Simula-
tionstemperatur ist also nicht die Ursache fu¨r die u¨berscha¨tzte Diffusions-
konstante. Fu¨r eine weitere U¨berpru¨fung wurde zusa¨tzlich der Photoinitiator
IRGACURE R©-369 untersucht, der aufgrund seiner guten und gut bekannten
Eigenschaften ha¨ufig fu¨r Strukturierungsexperimente eingesetzt wird. Die
Ergebnisse fu¨r die insgesamt zehn verwendeten Modelle sind in Tabelle 22
zusammengestellt.
Ein Vergleich der einzeln berechneten Diffusionskonstanten fu¨r IRGA-
CURE R©-369 in ORMOCER R©-I zeigt, dass sich alle Werte etwa in der glei-
chen Gro¨ßenordnung zwischen 5 · 10−5 cm2 s−1 und 5 · 10−6 cm2 s−1 bewe-
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Tabelle 22: Diffusionskontante fu¨r IRGACURE R©-369 in unterschiedlichen
ORMOCER R©-I-Modellen (Methode I). Die Werte wurden nach Gleichung 51
(Abschnitt 3.2.4) berechnet. Fu¨r das Modell aus den Viererzellen 7 uns 23 wurden
fu¨nf Startpunkte (V1 bis V5) verwendet.


































gen. Die Werte fu¨r die verschiedenen Modelle schwanken allerdings sta¨rker
als beim HQME. Da das IRGACURE R©-369-Moleku¨l deutlich gro¨ßer ist als
HQME oder Sauerstoff, sollte eher ein Wert im Bereich 10−12 cm2 s−1 oder
kleiner zu erwarten sein. Eine U¨berpru¨fung der Simulationstemperatur zeig-
te auch hier, dass die Temperatur konstant blieb, die Werte schwanken nur in
einem Fenster von± 10 K um den gewu¨nschten Wert von 298 K (Raumtempe-
ratur). Deshalb wurde auch ein Vergleich zwischen Anfangs- und Endzustand
der Simulationszelle in der NVE-Moleku¨ldynamik-Simulation durchgefu¨hrt.
Ein Modell aus ORMOCER R©-I und IRGACURE R©-369 ist exemplarisch in
Abbildung 57 im Anfangs- und im Endzustand der MD-Simulation zur Be-
stimmung der Diffusionskonstante gezeigt.
Bei der Betrachtung der Simulationszelle vor und nach der NVE-Moleku¨l-
dynamik-Simulation zeigt sich, dass sich die beiden Photoinitiator-Moleku¨le
kaum bewegt haben. Sie befinden sich noch immer in den gleichen Lu¨cken
zwischen den Monomeren. Die bestimmte Diffusionskonstante scheint hier
also eher eine Relaxation, bzw. eine Bewegung der IRGACURE R©-369-Mole-
ku¨le innerhalb der Monomerzwischenra¨ume zu beschreiben. Die gezeigten
Werte entsprechen also eher einer Relaxation bzw. einer Bewegung des Mo-
leku¨ls in der Lu¨cke des Polymers als einer Diffusion. Die gleiche Beobach-
tung la¨sst sich auch bei den Ergebnissen fu¨r den Photoinhibitor Hydrochinon-
monomethylether (HQME) machen. Fu¨r diese Modelle wurde ebenfalls keine
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Abbildung 57: Start– und Endkonfiguration bei der Bestimmung der Diffusions-
konstanten von IRGACURE R©-369 in ORMOCER R©-I. Die Initiatormoleku¨le haben
die Position innerhalb der Polymerharzes nicht vera¨ndert, es wird bei den Unter-
suchungen also eher eine Beweglichkeit der Moleku¨le innerhalb der Monomerzwi-
schenra¨ume bestimmt.
Diffusionskonstante bestimmt, sondern eine Beschreibung der Bewegung der
Moleku¨le in den Polymerzwischenra¨umen durchgefu¨hrt. Die gezeigte Metho-
de ist mit den verwendeten Parametern demnach nicht fu¨r die Bestimmung
von Diffusionswegen, bzw. Diffusionskonstanten von Photoinitiator- oder Pho-
toinhibitormoleku¨len in ORMOCER R©-Harzen geeignet. Dies ist vermutlich
darauf zuru¨ckzufu¨hren, dass die hier verwendeten Simulationsparameter ur-
spru¨nglich fu¨r die Beschreibung der Diffusion von Gasmoleku¨len in Polyme-
ren entwickelt wurden. Fu¨r den Sauerstoff wurden entsprechend Ergebnisse
erzielt, die in einer Gro¨ßenordnung liegen, wie sie auch fu¨r verwandte Poly-
mersysteme gefunden wurde. An dieser Stelle ko¨nnten deutlich la¨ngere Mo-
leku¨ldynamik-Simulationszeiten Abhilfe schaffen. Des Weiteren mu¨sste die
Auswertung angepasst werden, um die Bewegung der Moleku¨le in einem Mo-
nomerzwischenraum von der Bewegung zwischen verschiedenen Monomer-
zwischenra¨umen zu separieren.
Der erste Ansatz zur Beschreibung der Diffusion von verschiedenen Mole-
ku¨len im ORMOCER R©-I-Harz in einem Volumenmodell hat sich, mit Aus-
nahme der Betrachtung des Sauerstoffs, nicht bewa¨hrt. Deshalb wurde ei-
ne zweite Simulationsstrategie getestet, die in der Literatur [152] unter an-
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derem fu¨r die Untersuchung der Trenneigenschaften von Polymermembra-
nen verwendet wurde. Fu¨r die ORMOCER R©-Untersuchungen wurde ein ver-
gleichsweise großes Modell aus insgesamt 32 ORMOCER R©-I-Monomeren er-
stellt. Durch die Verwendung des Amorphous Cell-Moduls konnte in dem Mo-
dell eine Dichte von 1.175 g cm−3 eingestellt werden, die dem experimen-
tell bestimmten Wert entspricht. In gleicher Weise wurden Einzelmodelle aus
20 Moleku¨len Hydrochinonmonomethylether (HQME) und aus 40 Moleku¨len
Sauerstoff erstellt. In diesen Simulationszellen wurde die eingestellte Dich-
te ebenfalls an experimentelle Daten angepasst. Fu¨r das HQME wurde ei-
ne Dichte von 1.25 g cm−3 und fu¨r den Sauerstoff eine Dichte von 1.00 g
cm−3 angenommen. Die drei Einzelmodelle wurden in mehreren Moleku¨l-
dynamik-Simulationen equilibriert (vgl. Tab. 13 fu¨r die vollsta¨ndige Anga-
be der Simulationsparameter). Anschließend wurden die Modelle fu¨r HQME
und Sauerstoff jeweils mit dem Modell fu¨r das ORMOCER R©-I u¨ber eine de-
finierte Grenzfla¨che gleicher Gro¨ße kombiniert. Das vereinigte Modell wur-
de ebenfalls in Moleku¨ldynamik-Simulationen equilibriert (vgl. Tab. 14 fu¨r
die vollsta¨ndige Angabe der Simulationsparameter). Abschließend wurden
die kombinierten Modelle in zwei NVT-Moleku¨ldynamik-Simulationen mit
jeweils 500 ps Simulationszeit beobachtet. Auch hier wurde aus den gemit-
telten quadratischen Absta¨nden (msd) wieder die Diffusionskonstante nach
Gleichung 51 berechnet. Da es sich um zwei einzelne Simulationen handelte
wurden fu¨r jede 500 ps dauernde Dynamik die Diffusionskonstanten einzeln
bestimmt und anschließend der Mittelwert berechnet. Dabei wurde jeweils
nur die erste Ha¨lfte der Simulationszeit beru¨cksichtigt, da es ab etwa 350 ps
Simulationszeit zu gro¨ßeren Schwankungen beim msd-Wert gekommen war.
Die Ergebnisse sind in Tabelle 23 gezeigt.
Tabelle 23: Diffusionskontante fu¨r Sauerstoff und Hydrochinonmonomethylether
(HQME) in ORMOCER R©-I (Methode II). Die Werte wurden nach Gleichung 51 (Ab-
schnitt 3.2.4) berechnet. Fu¨r das Modell aus den Viererzellen 7 uns 23 wurden fu¨nf
Startpunkte (V1 bis V5) verwendet.
Moleku¨l Auswertung0 bis 250 ps
Auswertung
500 bis 750 ps Mittelwert
Sauerstoff 1.76 · 10−5 4.01 · 10−6 1.08 · 10−5
HQME 9.62 · 10−7 1.58 · 10−6 9.62 · 10−7
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Es werden in beiden Teilsimulationen vergleichbare Diffusionskonstanten fu¨r
die Komponenten bestimmt. Beim Sauerstoff liegt der ermittelte Wert bei
1.1 · 10−5 cm2 s−1 und damit in der gleichen Gro¨ßenordnung, wie der nach
dem ersten Verfahren bestimmte Wert von ungefa¨hr 4 · 10 −6 cm2 s−1. Im
Falle des Sauerstoffs erha¨lt man also vergleichbare Ergebnisse aus beiden Si-
mulationswegen. In Abbildung 58 sind zum Vergleich der Anfangs- und der
Endzustand des kombinierten Sauerstoff-ORMOCER R©-I-Modells gezeigt.
Abbildung 58: Modell zur Beschreibung der Sauerstoffdiffusion in ORMOCER R©-I
(Startkonfiguration (oben) und Ergebnis nach 1000 ps MD (unten)). Der Sauerstoff
bewegt sich hauptsa¨chlich im Zwischenbereich, indem er urspru¨nglich ins Modell
integriert wurde. Einige Sauerstoffmoleku¨le adsorbieren an der Polymerharzober-
fla¨che, es diffundiert aber kein Moleku¨l tatsa¨chlich in das ORMOCER R©-Harz hinein.
Der optische Vergleich zeigt, dass sich die Sauerstoffmoleku¨le wa¨hrend der
insgesamt 1000 ps dauernden NVT-Moleku¨ldynamik-Simulation ausschließ-
lich im Zwischenraum bewegen. Es wurden zwar einige Sauerstoffmoleku¨le
zwischenzeitlich an der ORMOCER R©-Oberfla¨che adsorbiert, keines der Sau-
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erstoffmoleku¨le konnte aber in das ORMOCER R©-I-Harz hinein diffundieren.
Die berechnete Diffusionskonstante beschreibt demnach eigentlich die Be-
wegung von Sauerstoffmoleku¨len im Zwischenraum zwischen zwei ORMO-
CER R©-Schichten. Die U¨bereinstimmung mit dem ersten Simulationsexperi-
ment ko¨nnte zufa¨llig sein, auch wenn die berechnete Diffusionskonstante mit
1.1 · 10−5 cm2 s−1 in einem Bereich liegt, wie er auch fu¨r siliciumhaltige
Polymere (z.B. Polydimethylsiloxan (PDMS), 3.5 · 10−5 [154]) experimentell
bestimmt wurde.
Die Ergebnisse fu¨r den Photoinhibitor Hydrochinonmonomethylether (HQ-
ME) weichen hingegen etwas sta¨rker von den vorherigen Ergebnissen ab.
Wa¨hrend aus der Modellierung einer Simulationszelle mit integriertem HQ-
ME eine Diffusionskonstante von etwa 3 · 10−5 cm2 s−1 berechnet wurde, er-
gab die Simulation der kombinierten Einzelmodelle eine Diffusionskonstante
von etwa 1 · 10−6 cm2 s−1. Betrachtet man auch hier den Anfangs- und den
Endzustand der Simulationszelle ist zu beobachten, dass auch bei der HQME-
Simulation die Moleku¨le nur auf der Polymeroberfla¨che adsorbieren, es konn-
te allerdings kein Moleku¨l in das Materialvolumen eindiffundieren (vgl. Ab-
bildung 71 im Anhang). Die bestimmte Diffusionskonstante beschreibt im
Falle des HQME ebenfalls die Bewegung der Moleku¨le im Zwischenraum
zwischen zwei Materialschichten und nicht, wie gewu¨nscht, die Diffusion im
ORMOCER R©-Volumen.
An dieser Stelle mu¨sste in weiteren Modellierungsstudien untersucht wer-
den, ob die Simulationszeit von 1000 ps vielleicht noch zu kurz gewesen ist,
um eine Diffusion der Moleku¨le in das ORMOCER R©-Harz hinein zu beschrei-
ben. Außerdem wurde die Dynamik im NVT-Ensemble simuliert. Deshalb
mu¨sste der Einfluss des Thermostaten auf das Modellierungsergebnis unter-
sucht werden. An dieser Stelle ist der Einsatz des verwendeten ANDERSEN-
Thermostaten besonders zu hinterfragen, da bei dieser Form der Temperatur-
kontrolle die Dynamik im System durch die statistisch ausgelo¨sten Kollisio-
nen verfa¨lscht werden kann (vgl. Abschnitt 2.3.5). Insgesamt scheint sich die
Verwendung der in der Literatur [152] fu¨r die Untersuchung der Trenneigen-
schaften von Polymermembranen eingesetzte Strategie mit dem kombinier-
ten Modell besser fu¨r die Simulation von Diffusionseffekten im ORMOCER R©-
Harz zu eignen als die zuerst getestete Strategie der Simulation der Diffu-
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sion im Volumen ([149]). Es mu¨ssen allerdings weitere Untersuchungen zur
Optimierung der Strategie durchgefu¨hrt werden. Eine Mo¨glichkeit, um zu-
mindest die mo¨glichen Diffusionswege na¨her zu untersuchen, wa¨re der Ein-
satz einer erho¨hten Triebkraft fu¨r die Diffusion der untersuchten Moleku¨le
durch die ORMOCER R©-Schicht. Daru¨ber hinaus ko¨nnten weitere Untersu-
chungen der Photoinitiatormoleku¨le und -radikale erga¨nzt werden. Darauf
wurde im Rahmen dieser Arbeit verzichtet, da die sehr langen Moleku¨ldyna-
mik-Simulationen von vergleichsweise großer Modellgro¨ße ziemlich viel Re-
chenzeit beno¨tigten. Die NVT-Moleku¨ldynamik-Simulation des kombinierten
Sauerstoff-ORMOCER R©-I-Modells mit einer Simulationsdauer von 1.000 ps
hat bereits gut zwei Wochen auf acht leistungsstarken CPUs (zwei aktuelle
XEON-Quadcore-Prozessoren mit je 2.4 GHz Taktfrequenz) beno¨tigt.
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4.3 ORMOCER R©-II
Als zweites Materialsystem fu¨r die Modellierung von ORMOCER R©en wurde
ORMOCER R©-II ausgewa¨hlt. Dieses Material hat sich in Mehrphotonenpo-
lymerisationsexperimenten als ein geeigneter Kandidat fu¨r die optische Er-
zeugung von Sub-100-nm-Strukturen erwiesen, es konnten bereits einzelne
Punkte – sogenannte Voxel – mit einem Durchmesser von knapp unter 100
nm generiert werden [12, 73]. Außerdem ist es dem im vorangegangenen Ab-
schnitt untersuchten ORMOCER R©-I strukturell sehr a¨hnlich.
Im folgenden Abschnitt sollen die Ergebnisse der Modellentwicklung und der
Validierung des Modells in Moleku¨ldynamik-Simulationen bei Raumtempe-
ratur vorgestellt werden. Ein Teil der Simulationen wurde von Thomas S.
ASCHE im Rahmen seiner Bachelor-Arbeit durchgefu¨hrt [104], die entspre-
chenden Beitra¨ge werden gesondert gekennzeichnet. Die Ergebnisse sollen
hier noch einmal aufgegriffen werden, da sie zum Einen die eigenen Arbeiten
erga¨nzen und zum Anderen ein Vergleich der Modellierungsergebnisse mit
dem Experiment im Rahmen der Bachelorarbeit nicht mo¨glich war: Es fehlten
die Ergebnisse aus dem Experiment, die inzwischen verfu¨gbar sind. Abschlie-
ßend soll die manuell durchgefu¨hrte Polymerisation noch einmal untersucht
werden. Hierzu wurden fu¨r einige Simulationszellen von ORMOCER R©-I und
–II Polymermodelle einmal mit der fu¨r die Simulation von ORMOCER R©-I neu
entwickelten Mehrschritt-Polymerisation (vgl. Abschnitt 3.2.3) und einmal
mit der Einschritt-Polymerisation generiert. Beide Methoden werden u¨ber die
berechneten Dichten miteinander verglichen.
4.3.1 Entwicklung des atomistischen Modells
Das ORMOCER R©-II besteht aus zwei Precursoren, die im Verha¨ltnis 1:1 ge-
mischt und zur Kondensation gebracht werden. Als ein Precursor wird das
auch beim ORMOCER R©-I verwendete Diphenylsilandiol (DPD) eingesetzt,
als zweiter Precursor kommt p-Styryltrimethoxysilan (pSTMS) zum Einsatz.
Aufgrund der A¨hnlichkeit zum ORMOCER R©-I wurden zuna¨chst die gleichen
Monomermodelle aufgebaut. Es wurden lineare Ketten aus vier, fu¨nf und
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Abbildung 59: Precursorverbindungen fu¨r die Synthese von ORMOCER R©-II. Links:
Diphenylsilandiol (DPD). Rechts: p-Styryltrimethoxysilan (pSTMS).
sechs Silaneinheiten, verzweigte Ketten aus sechs und sieben Silaneinheiten
und unterschiedlich stark substituierte Vierer-Ringe als Monomerstrukturen
angenommen. Wie beim ORMOCER R©-I wurden nur Monomere beru¨cksich-
tigt, die die beiden Silanbausteine p-Styryltrimtehoxysilyl (P, abgeleitet vom
pSTMS) und Diphenylsilyl (D, abgeleitet vom DPD) in einem Verha¨ltnis von
1:1 oder in der Na¨he davon aufweisen. In Kleinwinkel-Streuexperimenten
konnte im folgenden Verlauf der Untersuchungen die Monomergro¨ße von OR-
MOCER R©-II auf 1 bis 2 nm abgescha¨tzt werden (vgl. Abschnitt 4.1). Des-
halb musste die Datenbank mo¨glicher Monomermodelle erweitert werden.
Es wurden zusa¨tzlich lineare Ketten mit 7 bis 10 Silaneinheiten sowie ein-
fach und zweifach verzweigte Ketten mit 8 und 9 Silaneinheiten erga¨nzt.
Fu¨r die cyclischen Monomere wurden zusa¨tzlich unterschiedlich stark sub-
stituierte Fu¨nferringe sowie unsubstituierte Sechserringe mit in die Gruppe
mo¨glicher Monomere aufgenommen. Bei den linearen Ketten steigt die An-
zahl an mo¨glichen Precursorabfolgen sehr schnell an. Bei den Zehner-Ketten
gibt es bereits 126 unterschiedliche Mo¨glichkeiten fu¨nf D- und fu¨nf P-Bau-
steine auf die lineare Kette zu verteilen. Deshalb wurden bei den linearen
Ketten aus 8 bis 10 Silaneinheiten, bei den verzweigten Ketten aus 8 und 9
Silaneinheiten und bei den substituierten Fu¨nfer-Ringen nur noch eine Aus-
wahl an Mo¨glichkeiten beru¨cksichtigt, es wurden vor allem Modelle mit einer
großen Kummulation einer der Precursorbausteine außer Acht gelassen. Eine
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U¨bersicht der Monomer-Datenbank ist in Tabelle 24 gezeigt, die Vierer- und
die Fu¨nfer-Ketten wurden nicht mehr beru¨cksichtigt, da sie sich als zu klein
fu¨r ORMOCER R©-II erwiesen haben. Ihre Gro¨ße liegt unterhalb der ermittel-
ten Mindestgro¨ße von 1 nm.
Fu¨r alle Monomermodelle wurde nach ihrem Aufbau aus den energiemini-
mierten Precursormoleku¨len eine Energieminimierung durchgefu¨hrt. Dazu
wurde eine Geometrieoptimierung mittels Smart-Algorithmus verwendet, be-
vor eine erga¨nzende Quenched-Dynamics-Simulation bei hoher Temperatur
(T = 800 K) benutzt wurde (vgl. Tab. 10 fu¨r die vollsta¨ndige Angabe der Simu-
lationsparameter). U¨ber den Energieeintrag durch die erho¨hte Temperatur
bei der Quenched-Dynamics-Simulation wird die U¨berwindung der zahlreich
vorhandenen energetischen Barrieren auf der Potentialhyperfla¨che ermo¨g-
licht. Dieses Vorgehen zur Generierung energieminimierter Monomermodelle
hatte sich bereits bei der Simulation von ORMOCER R©-I bewa¨hrt und fu¨hrt
zu deutlich besseren Ergebnissen als die reine Geometrieoptimierung. Fu¨r
jedes Monomer wurde dann die Konformation mit der gu¨nstigsten Energie
in der Monomer-Datenbank zur Simulation von ORMOCER R©-II gespeichert.
Die gesamte Datenbank umfasst inzwischen fast 190 Monomer-Modelle, ein
großer Teil davon wurde im Rahmen von [104] als Modell realisiert.
4.3.2 Validierung des atomistischen Modells
Bereits bei der Modellierung von ORMOCER R©-I hatte sich gezeigt, dass eine
Simulation einzelner Moleku¨le im Vakuum wenig zielfu¨hrend ist, um neue
Informationen u¨ber den strukturellen Aufbau und das Verhalten von ORMO-
CER R©-II zu erlangen. Deshalb wurden auch fu¨r dieses Materialsystem En-
sembles aus vier Monomeren unter Beru¨cksichtigung von periodischen Rand-
bedingungen (PBCs) simuliert, um das Materialvolumen wiedergeben zu ko¨n-
nen. Fu¨r die Untersuchungen wurden insgesamt 29 verschiedene Monomer-
kombinationen zusammengestellt, um die große Vielfalt an mo¨glichen OR-
MOCER R©-II-Monomeren testen zu ko¨nnen. Die ersten 23 Zusammensetzun-
gen wurden von Thomas ASCHE fu¨r die Bachelorarbeit [104] entwickelt, die
weiteren 6 entstanden im Anschluss daran. Alle Simulationszellen wurden
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Tabelle 24: Monomerdatenbank fu¨r ORMOCER R©-II. Beru¨cksichtigt wurden Mo-
leku¨le mit einem Verha¨ltnis von etwa 1:1 fu¨r p-Styryltrimethoxysilyl (P) zu Diphe-
nylsilyloxy (D) und mit Si–O-Geru¨ststrukturgro¨ßen im Bereich von etwa 1 bis 2 nm.
Gruppe Anzahl Beispiel
6er-Ketten (lin.) a 10






11er- und 12er-Ketten (lin.) 19
4er-Ringe (ohne S) c 2
4er-Ringe (mit S) 48
5er-Ringe (mit u. ohne S) 15
6er-Ringe (ohne S) 3
a lin. – linear
b verzw. – verzweigt
c S – Substitutent(en)
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zuna¨chst energieminimiert, anschließend wurde die mittlere Dichte aus Mo-
leku¨ldynamik-Simulationen bei Raumtemperatur berechnet. Die Modellie-
rungsparameter entsprachen den fu¨r die Simulation von ORMOCER R©-I ent-
wickelten (vgl. Tab. 10 fu¨r die vollsta¨ndige Angabe der Simulationsparame-
ter). Ein Vergleich der fu¨r die Modelle berechneten Dichten mit dem Experi-
ment konnte bei Thomas ASCHE noch nicht durchgefu¨hrt werden, dies soll
im Rahmen dieser Arbeit nachgeholt werden. Tabelle 25 zeigt die Ergeb-
nisse fu¨r die mittlere Dichte von 16 ausgewa¨hlten Kombinationen im Ver-
gleich zum experimentell bestimmten Wert von 1.162 g cm−3 [72]. Die nicht
beru¨cksichtigten Simulationszellen waren entweder mit zu kleinen Monome-
ren bestu¨ckt oder wurden speziell auf hohe Dichten angepasst, die zum Zeit-
punkt der Erstellung noch fu¨r ORMOCER R©-II angenommen wurden. Die
aus den Simulationen bestimmten Dichten der 16 Beispiele bewegen sich
im Bereich zwischen 1.16 und 1.21 g cm−3. Viele Zellen geben die Dichte
des ORMOCER R©-II-Harzes gut wieder, auch wenn der Wert in den meisten
Fa¨llen u¨berscha¨tzt wird.
Anschließend wurde zusa¨tzlich die Simulation des ORMOCER R©-II-Materials
nach erfolgter radikalischer Polymerisation untersucht. Aufgrund des gerin-
geren Bedarfs an Rechenzeit wurde dazu auf die Einschritt-Polymerisation
zuru¨ckgegriffen. Bei dieser Polymerisationstrategie wurde jeweils die ener-
getisch gu¨nstigste Konfiguration aus der Simulation unverbundener Mono-
mere herangezogen. Die Absta¨nde zwischen allen polymerisierbaren Styryl-
gruppen wurden ausgemessen. Anschließend wurde jeweils der ku¨rzeste Ab-
stand gesucht und an der entsprechenden Stelle eine neue C–C-Bindung ein-
gefu¨gt. Es wurden so lange neue Verbindungen zwischen Styrylgruppen her-
gestellt, bis ein Polymerisationgrad (Polymerization Degree, PD) im Modell
erreicht wurde, der mo¨glichst nahe am experimentell ermittelten Wert von
35 % [71] liegt. Die auf diesem Weg erhaltenen Modelle fu¨r das ORMOCER R©-
II-Polymer wurden dann wieder in den zwei Schritten Geometrieoptimierung
und Quenched-Dynamics-Simulation energieminimiert. Aus abschließend
durchgefu¨hrten NpT-Moleku¨ldynamik-Simulationen bei Raumtemperatur
wurde dann nach dem bereits vorgestellten Verfahren die mittlere Dichte
der Polymer-Modelle bestimmt. Die Werte bewegen sich in einem Bereich von
1.18 bis 1.22 g cm−3 (vgl. Tab. 25) und stimmen damit ebenfalls recht gut
mit dem experimentell bestimmten Wert von 1.212 g cm−3 [72] u¨berein. Wie
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Tabelle 25: Dichtebestimmung fu¨r ORMOCER R©-II vor und nach der Polymeri-




∆ρbp / % b PD c
ρap d /
g cm−3 ∆ρap / %
e ∆ρ / % f
Exp. g 1.162 35.0 1.212 +4.3
1 1.178 +1.4 33.3 1.217 +0.4 +3.3
2 1.181 +1.6 44.4 1.185 –2.2 +0.3
7 1.204 +3.6 40.0 1.216 +0.3 +1.0
12 1.146 –1.4 35.3 1.179 –2.7 +2.9
13 1.176 +1.2 33.3 1.201 –0.9 +2.1
14 1.179 +1.5 40.0 1.181 –2.6 +0.2
16 1.176 +1.2 37.5 1.200 –1.0 +2.0
17 1.167 +0.4 44.4 1.182 –2.5 +1.3
18 1.186 +2.1 30.8 1.205 –0.6 +1.6
19 1.211 +4.2 30.8 1.210 –0.2 –0.1
20 1.186 +2.1 40.0 1.197 –1.2 +0.9
21 1.197 +3.0 28.6 1.196 –1.3 –0.1
23 1.191 +2.5 37.5 1.217 +0.4 +2.2
24 h 1.174 +1.0 36.4 1.194 –1.5 +1.7
25 h 1.166 +0.3 33.3 1.186 –2.1 +1.7
29 h 1.173 +0.9 37.5 1.208 –0.3 +3.0
a bp – vor der Polymerisation (before polymerization)
b ∆ρbp = ρbp−ρexp.,bp
c PD – Polymerisationsgrad (polymerization degree)
d ap – nach der Polymerisation (after polymerization)
e ∆ρap = ρap−ρexp.,ap
f ∆ρ = ρap−ρbp
g experimentell gemessene Werte [71, 72]
h Ergebnisse sind nicht Teil von Lit. [104]
bereits beim ORMOCER R©-I beobachtet, wird auch hier die Dichte des poly-
merisierten ORMOCER R©-Materials ein wenig unterscha¨tzt. Daru¨ber hinaus
wurde auch der Anstieg der Dichte vom Modell mit unverbundenen Mono-
meren (ORMOCER R©-Harz) zum Modell des polymerisierten Materials be-
rechnet. Im Experiment betra¨gt die Erho¨hung der Dichte 4.3 %, dies ent-
spricht der Schrumpfung des Materials wa¨hrend der Polymerisation. In na-
hezu allen hier gezeigten Modellen fu¨r ORMOCER R©-II steigt die Dichte beim
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U¨bergang von unverbundenen Monomeren zum Polymermodell ebenfalls an.
Allerdings erreicht keine Monomerkombination den Wert aus dem Experi-
ment, auch wenn es Beispiele gibt, bei denen der Anstieg der Dichte Werte
um 3 % erreicht (vgl. Modelle 1, 12 und 29 in Tab. 25). Dies liegt an der leich-
ten U¨berscha¨tzung der Dichte fu¨r das Harz-Modell, wa¨hrend die Dichte fu¨r
das Polymer etwas unterscha¨tzt wird. Eine Monomerkombination, die auf der
Basis der in der Bachelor-Arbeit [104] gemachten Erkenntnisse fu¨r diese Ar-
beit entwickelt wurde, ist die mit der Modell-Nummer 29. Fu¨r dieses Beispiel
sind die energieminimierten Modelle vor und nach der manuellen Polymeri-
sation in Abbildung 60 gezeigt.
Abbildung 60: Beispiel fu¨r ein Ergebnis einer Moleku¨ldynamik-Simulation mit vier
ORMOCER R©-II-Monomeren in einer Simulationszelle; Die Zellen wurden in einer
Quenched Dynamics-Simulation energieminimiert, die Dichten sind Mittelwerte aus
den wa¨hrend der Beobachtungszeit (zweite 50 ps) bei jedem 100. MD-Schritt berech-
neten Werten fu¨r die Dichte. Links: Elementarzelle mit vier unvernetzten Monome-
ren (Modell fu¨r das Harz). Rechts: Elementarzelle mit vier vernetzten Monomeren
(Modell fu¨r das strukturierte Polymer).
Das Modell 29 zeigt, abgesehen von der ersten Kombination von Monome-
ren, die gro¨ßte U¨bereinstimmung zwischen Simulation und Experiment. Dies
gilt sowohl fu¨r die Dichte vor als auch nach der Polymerisation. Dieses Mo-
dell entha¨lt lineare Ketten aus 6 (2 St.) bzw. 8 (2 St.) Silanbaueinheiten. Fu¨r
ORMOCER R©-II wurde das beste Ergebnis mit kettenfo¨rmigen Monomeren
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gemacht, wohingegen beim ORMOCER R©-I ringfo¨rmge Moleku¨le bessere Re-
sultate lieferten.
Bei der Simulation von ORMOCER R©-I konnte die U¨bereinstimmung zwi-
schen Modell und Experiment bezu¨glich der berechneten Werte fu¨r die Dichte
verbessert werden, indem als eines von vier Monomeren das Octaphenylcyclo-
tetrasiloxan, das cyclische Tetramer des Diphenylsilandiols (cyclo-DDDD),
verwendet wurde. Ob dieser positive Einfluss auch beim ORMOCER R©-II-
Modell besteht, wurde durch die Entwicklung der Simulationszellen 7, 17 und
18 u¨berpru¨ft. Ein Vergleich der Ergebnisse fu¨r die genannten drei Monomer-
kombinationen mit den insgesamt erzielten Resultaten zeigt, dass hier kein
positiver Einfluss des cyclo-DDDD auf das Ergebnis in der Modellierung beob-
achtet werden konnte. Das Modell 7 zeigt eine sehr geringe U¨bereinstimmung
zwischen den Dichten in Simulation und Experiment. Fu¨r dieses Modell wur-
den allerdings vergleichsweise kleine Monomere – neben dem cyclo-DDDD
drei Fu¨nfer-Ketten – verwendet. Damit sind die Monomermoleku¨le in diesem
Modell eigentlich zu klein fu¨r die korrekte Beschreibung von ORMOCER R©-
II. Diese Tatsache wa¨re eine mo¨gliche Erkla¨rung fu¨r die schlechte Wieder-
gabe der experimentell ermittelten Werte fu¨r die Dichte durch dieses Mo-
dell. Bei den anderen beiden genannten Modellen liegen die Monomergro¨ßen
hingegen im Bereich zwischen 1 und 2 nm, wie er aus dem Kleinwinkel-
Streuexperiment vorgegeben wurde. Diese Monomerkombinationen zeigen
auch eine deutlich ho¨here U¨bereinstimmung der Dichte vor der Polymerisa-
tion mit dem Experiment. Allerdings wird hier der Anstieg der Dichte wa¨h-
rend der Polymerisationsreaktion unterscha¨tzt, die berechneten Dichten fu¨r
das Polymer-Modell liegen unterhalb des experimentellen Wertes.
Neben der Zelle 29 zeigen die Monomerkombinationen 1, 13, 16 und 23 ei-
ne gute U¨bereinstimmung des Anstiegs der Dichte mit dem im Experiment
beobachteten Wert. Die ausschließlich aus cyclischen Monomeren bestehende
Simulationszelle 23 zeigt allerdings eine leichte U¨berscha¨tzung beider Werte
fu¨r die Dichte. Die bei ASCHE [104] gezogene Schlussfolgerung, dass die Ver-
wendung cyclischer Monomere das Modellierungsergebnis verbessert, muss
modifiziert werden. Die Verwendung cyclischer Monomere fu¨hrt zu einer
deutlichen Erho¨hung der Dichte. Dies war auf dem Stand der damaligen ex-
perimentellen Ergebnisse eine Verbesserung, da die Dichte fu¨r das Polymer
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auf etwa 1.25 g cm−3 bestimmt worden war [157]. Inzwischen haben weitere
genauere Messungen zu einer deutlichen Korrektur gefu¨hrt (1.212 g cm−3,
[72]), so dass inzwischen davon auszugehen ist, dass eher kettenfo¨rmige Mo-
nomere gebildet werden. Die anderen Monomerkombinationen, die eine recht
gute U¨bereinstimmung mit dem Experiment zeigen, beinhalten lineare Ket-
ten aus 6 bis 10 Silanbaueinheiten und fu¨r Modell 13 – neben zwei langen
Ketten – zwei Vierer-Ringe, die zusa¨tzlich zwei Substituenten tragen und aus
insgesamt acht Silanen bestehen. Im Gegensatz zum ORMOCER R©-I scheint
also hier die Verwendung la¨ngerer kettenfo¨rmiger Monomermoleku¨le die bes-
te Wiedergabe des Materials in der Simulation zu ermo¨glichen.
Fu¨r das ORMOCER R©-II wurden ebenfalls einige Moleku¨ldynamik-Simula-
tionen mit la¨ngeren Simulationszeiten von ASCHE [104] durchgefu¨hrt. Die
Ergebnisse sollen hier nicht gezeigt wurden, da es sich dabei nicht um eigene
Arbeiten handelt. Es sei lediglich erwa¨hnt, dass auch im Falle des ORMO-
CER R©-II die Simulationszeit von 100 ps in der Moleku¨ldynamik ausreichend
ist, um einen Gleichgewichtszustand zu erreichen und zuverla¨ssige Werte fu¨r
die mittlere Dichte des Modells berechnen zu ko¨nnen. Ein graphisches Bei-
spiel aus der Arbeit von ASCHE [104] ist im Anhang in Abbildung 72 gezeigt.
Die anderen entsprechend untersuchten Modelle zeigten a¨hnlich geringe Ab-
weichungen bei Verla¨ngerung der Moleku¨ldynamik-Simulation auf 150 ps Si-
mulationszeit, wie sie auch bei der Modellierung von ORMOCER R©-I erhalten
wurden.
4.3.3 Polymerisationsstrategien im Vergleich
Fu¨r die Modellierung von ORMOCER R©-I wurde mit der Mehrschrittpolyme-
risation eine Methode zur Generierung der neuen C–C-Bindungen auf der Ba-
sis von Moleku¨ldynamik-Simulationen entwickelt. Dabei wurden die neuen
Bindungen schrittweise in das Modell integriert, dazwischen wurde jeweils ei-
ne Geometrieoptimierung und eine kurze Raumtemperatur-Moleku¨ldynamik-
Simulation durchgefu¨hrt (vgl. Abschnitt 3.2.3, Tab. 11 fu¨r die Angabe der
vollsta¨ndigen Simulationsparameter fu¨r die MD-Simulationen). Es sollte nun
untersucht werden, ob diese Methode Vorteile fu¨r die Modellierung bietet, da
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sie deutlich mehr Rechenzeit beno¨tigt als die alternative Erzeugung aller Po-
lymerbindungen in einem Schritt. Dazu wurden sowohl vom ORMOCER R©-I
als auch vom ORMOCER R©-II ausgewa¨hlte Monomerkombinationen mit bei-
den Verfahren in das polymerisierte Modell u¨berfu¨hrt. Die aus den entspre-
chenden Simulationen berechneten Werte fu¨r die Dichte werden vergleichend
gegenu¨bergestellt.
Fu¨r das ORMOCER R©-I wurden die Modelle 2, 4, 7, 9, 21 und 23 ausgewa¨hlt.
Damit konnten unterschiedliche Monomerkombinationen abgedeckt werden,
gleichzeitig handelte es sich dabei gro¨ßtenteils um Modelle, die eine gute
U¨bereinstimmung der simulierten Dichten mit den experimentell bestimm-
ten Daten aufweisen. Ein Vergleich der energieminimierten Polmyer-Modelle,
die mit der Einschritt- bzw. mit der Mehrschritt-Polymerisation erstellt wur-
den, zeigt, dass sich durchaus unterschiedliche Verknu¨pfungen ergeben konn-
ten (s. Abbildung 61).
Abbildung 61: Energieminimierte Simulationszellen von polymerisiertem ORMO-
CER R©-I. Links: Polymermodell 9, fu¨r die Vernetzung wurde die Einschritt-
Polymerisation verwendet. Rechts: Polymermodell 9, fu¨r die Vernetzung wurde die
Mehrschritt-Polymerisation verwendet.
Der Vergleich der beiden Polymermodelle in Abb. 61 zeigt deutliche Unter-
schiede. Wa¨hrend das Modell nach der Einschritt-Polymerisation eher einer
wu¨rfelfo¨rmigen Simulationszelle entspricht, ergibt sich nach der Mehrschritt-
Polymerisation ein einfaches Parallelepipett fu¨r die Simulationszelle. Die C–
C-Bindungen wurden offensichtlich zum Teil an anderen Stellen eingefu¨gt.
Fu¨r alle Polymer-Modelle wurden nun Raumtemperatur-Moleku¨ldynamik-Si-
mulationen durchgefu¨hrt (vgl. Tab. 10 fu¨r die vollsta¨ndige Angabe der Si-
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mulationsparameter). Durch den Vergleich der resultierenden Dichten sollte
untersucht werden, ob die unterschiedliche Verknu¨pfung im Polymer einen
Einfluss auf die berechnete mittlere Dichte des entsprechenden Modells hat.
Die Ergebnisse der Untersuchung sind in Tabelle 26 zusammengestellt.
Tabelle 26: Vergleich der berechneten Dichten von ORMOCER R©-I-Simulationszel-
len nach der Einschritt- (ρp,1) bzw. nach der Mehrschritt-Polymerisation (ρp,mult.).
Modell ρp,1 / g cm−3
ρp,mult / g
cm−3 ∆ρp / g cm
−3 a ∆ρp /%
2 1.198 1.199 +0.001 +0.1
4 1.166 1.186 +0.020 +1.7
7 1.189 1.219 +0.030 +2.5
9 1.188 1.184 –0.004 –0.3
21 1.179 1.195 +0.016 +1.4
23 1.207 1.218 +0.011 +0.9
a ∆ρp = ρp,1−ρp,mult.
Ein Vergleich der Ergebnisse zeigt, dass mit beiden Polymerisationsstrategi-
en a¨hnliche Ergebnisse erzielt werden konnten. In den meisten Fa¨llen liegen
die Werte fu¨r die Dichte nach der Mehrschritt-Polymerisation (ρ2) na¨her am
experimentellen Wert als die Ergebnisse nach der Einschritt-Polymerisation
(ρ1). Vernachla¨ssigt man bei dieser Betrachtung das Modell Nummer 7, so
sind die Unterschiede zwischen beiden Werten (∆ρ) mit Werten im Bereich
bis etwa 1.5 % noch in der Gro¨ßenordnung, in der sich der typische Fehler der
Dichteberechnung aus Moleku¨ldynamik-Simulationen (etwa 1%) bewegt. Bei
der Monomerzusammensetzung 7 scheint die Energieminimierung nach der
Einschritt-Polymerisation nicht ausreichend gewesen zu sein. Mo¨glicherweise
wurden hier C–C-Bindungen eingefu¨gt, die eine la¨ngere Moleku¨ldynamik-
Simulationszeit in der Quenched-Dynamics-Simulation fu¨r das Erreichen ei-
ner energetisch gu¨nstigeren Konformation no¨tig machten. Deshalb wurde fu¨r
dieses Beispiel die Struktur des energetischen Minimums als Startkonfigura-
tion fu¨r eine zweite Quenched-Dynamics-Simulation mit den gleichen Para-
metern verwendet. Dabei wurde eine energetisch etwas gu¨nstigere Struktur
gefunden. Die mittlere Dichte erho¨hte sich auf 1.196 g cm−3. Damit verrin-
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gert sich der Unterschied zwischen beiden Polymerisationswegen (Einschritt-
und Mehrschritt-Polymerisation) zwar auf 1.9 %. Diese Differenz ist aber im-
mer noch gro¨ßer als der Fehler in der Simulation. In diesem einen Fall wurden
tatsa¨chlich mit der Mehrschritt-Polymerisation gu¨nstigere C–C-Bindungen
eingefu¨gt.
Bereits im Rahmen seiner Bachelor-Arbeit wurden von Thomas ASCHE [104]
vergleichbare Untersuchungen am ORMOCER R©-II durchgefu¨hrt. Hier wur-
den die Modelle 1,2,7,13,15 und 18 ausgesucht. Die Auswahl der untersuch-
ten Monomerzusammensetzung erfolgte nach a¨hnlichen Kriterien, wie beim
ORMOCER R©-I. Da aber eine experimentell bestimmte Dichte zum Zeitpunkt
der Untersuchung noch nicht verfu¨gbar war, wurden hier Monomerkombina-
tionen gewa¨hlt, die mo¨glichst verschieden voneinander sind und die im Poly-
mer-Modell eine mo¨glichst hohe Dichte ergaben, die fu¨r das Material ORMO-
CER R©-II zum entsprechenden Zeitpunkt angenommen wurde.
Tabelle 27: Vergleich der berechneten Dichten von ORMOCER R©-II-Simulationszel-
len nach der Einschritt- (ρp,1) bzw. nach der Mehrschritt-Polymerisation (ρp,mult.) (an-
gepasste Darstellung nach [104]).
Modell ρp,1 / g cm−3
ρp,mult / g
cm−3 ∆ρp / g cm
−3 a ∆ρp /%
1 1.217 1.216 –0.001 –0.1
2 1.185 1.198 +0.013 +1.1
7 1.216 1.203 –0.013 –1.1
13 1.201 1.175 –0.026 –2.2
15 1.170 1.184 +0.014 +1.2
18 1.205 1.204 –0.001 –0.1
a ∆ρp = ρp,1−ρp,mult.
Die Simulationsergebnisse fu¨r ORMOCER R©-II zeigen fu¨r fast alle Model-
le vergleichbare Werte fu¨r die mittlere Dichte. Es kann hier kein Einfluss
der Polymerisationsstrategie auf das Ergebnis der Dichteanalyse festgestellt
werden. Die Abweichungen liegen – mit Ausnahme der Monomerkombinati-
on 13 – innerhalb des u¨blichen Fehlers der verwendeten Methode von etwa
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1 %. Fu¨r die Modellierung von ORMOCER R©-II im polymerisierten Zustand
fu¨hrt demnach keine der beiden verwendeten Methoden zu besseren Ergeb-
nissen. Dass bei der Simulationszelle 13 eine deutlich gro¨ßere Abweichung
von –2.2 % auftritt, ist vermutlich auf eine nicht ausreichende Energiemi-
nimierung des Modells nach der Mehrschritt-Polymerisation zuru¨ckzufu¨hren
[104]. Hier wurden relativ große Monomere – Zehner-Ketten und sta¨rker sub-
stituierte Vierer-Ringe – eingesetzt. Diese Vermutung mu¨sste eventuell in ei-
nem weiterfu¨hrenden Computerexperiment u¨berpru¨ft werden.
Die Ergebnisse fu¨r den Vergleich der beiden vorgestellten Polymerisations-
strategien sind fu¨r ORMOCER R©-I und –II sehr a¨hnlich. Bis auf vereinzel-
te Ausnahmen werden vergleichbare Ergebnisse erzielt. Die Unterschiede
zwischen den Werten fu¨r die Dichte nach den beiden unterschiedlich durch-
gefu¨hrten manuellen Polymerisationen (∆ρ) liegen fast durchga¨ngig zwischen
0 und 1.5 % und damit im Bereich des Fehlers, der bei der Berechnung der
mittleren Dichte aus der Moleku¨ldynamik-Simulation (ca. 1 %) zu beru¨cksich-
tigen ist. Fu¨r weitere Modellierungsstudien ist demnach die Polymerisation
in einem Schritt bevorzugt gegenu¨ber der am ORMOCER R©-I entwickelten
Mehrschritt-Polymerisation zu verwenden. Die Verwendung dieser Methode
beno¨tigt deutlich weniger Rechenzeit, es ko¨nnen aber trotzdem vergleich-
bare Ergebnisse erzielt werden. Die A¨hnlichkeit in den Ergebnissen kann
aber durchaus auch mit den Simulationszeiten wa¨hrend der Mehrschritt-
Polymerisation zusammenha¨ngen. Zwischen der Erzeugung von zwei neuen
C–C-Bindungen wurden lediglich 10 ps Moleku¨ldynamik gerechnet. Diese Si-
mulationszeit ist so kurz, dass keine gro¨ßeren konformativen A¨nderungen
zu erwarten sind. Hier ko¨nnten zuku¨nftige Modellierungsexperimente anset-
zen, die die Abha¨ngigkeit der berechneten mittleren Dichte von der Dauer
der Moleku¨ldynamik-Simulation zwischen der Erzeugung der einzelnen C–
C-Bindungen untersuchen.
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4.4 ORMOCER R©-DIM01
Als drittes Material wurde das ORMOCER R©-DIM01 in Modellierungsstudien
untersucht. Bei der Synthese dieses Materials wird im Gegensatz zu den
Synthesen von ORMOCER R©-I und –II nur ein Precursormoleku¨l verwendet.
Es kommt Methacryloxymethyldimethylethoxysilan zum Einsatz, dieses Mo-
leku¨l ist in Abbildung 62 gezeigt.
Abbildung 62: Precursormoleku¨l fu¨r ORMOCER R©-DIM01 (Methacryloxymethyldi-
methylethoxysilan). Die linke Markierung (blau) zeigt die Ethoxygruppe, an dieser
Stelle findet die Kondensation statt. Auf der rechten Seite ist die C–C-Doppelbindung
der Methacrylatgruppe hervorgehoben (orange), an dieser Stelle findet die Polymeri-
sationsreaktion statt.
Bei der Synthese von ORMOCER R©-DIM01 kann eine Kondensation nur an
der in Abb. 62 auf der linken Seite markierten Ethoxygruppe stattfinden. Die
einzige mo¨gliche Reaktion ist die Verknu¨pfung von zwei Moleku¨len zu einem
Dimer. Die Strukturgro¨ße im ORMOCER R©-DIM01 ist dementsprechend klei-
ner als bei den anderen beiden vorgestellten Materialien. Es wurde unter an-
derem entwickelt, da man sich von der kleinen und definierten Moleku¨lgro¨ße
Vorteile bei der Strukturgeneration in Mehrphotonenpolymerisationsprozes-
sen erhofft. Außerdem lassen sich a¨hnliche Materialien in einer Reihe dar-
stellen, bei denen nur die Alkylkette zwischen dem Siliciumatom und der
Methacrylatgruppe verla¨ngert wird. Damit eignet sich diese Reihe von Ver-
bindungen fu¨r die systematische Untersuchung des Einflusses des Abstands
zwischen Siliciumatom und polymerisierbarer Methacrylatgruppe auf die Er-
gebnisse der Mehrphotonenpolymerisation. Aus den genannten Gru¨nden hat
dieses Material im Verlauf des Schwerpunktprojekts an Bedeutung gewonnen
und wurde deshalb auch in Kraftfeldsimulationen na¨her untersucht.
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Zuna¨chst wird das atomistische Modell vorgestellt, im Anschluss werden die
Ergebnisse von Moleku¨ldynamik-Simulationen gezeigt. Das Modell wird
durch Vergleich von aus den Simulationen berechneten Dichten mit den
experimentell gemessenen Werten u¨berpru¨ft.
4.4.1 Entwicklung des atomistischen Modells
Aufgrund des sehr definierten Aufbaus des Materials ORMOCER R©-DIM01
(vgl. auch Abschnitt 2.1.7) war die Modellentwicklung deutlich weniger auf-
wa¨ndig als bei den anderen bisher vorgestellten ORMOCER R©en. Es wird
nur ein einziges Precursormoleku¨l, das Methacryloxymethyldimethylethoxy-
silan, in der Synthese von ORMOCER R©-DIM01 eingesetzt. Im Kondensa-
tionsschritt kann nur ein weiteres Produkt – das Dimere des Methacryloxy-
methyldimethylethoxysilans – entstehen. Fu¨r beide Moleku¨le sind in Abbil-
dung 63 die Strukturformel und der dreidimensionale Aufbau der energiemi-
nimierten Struktur gezeigt. Es handelt sich dabei bereits um die vollsta¨ndige
Monomerdatenbank fu¨r die Simulation von ORMOCER R©-DIM01.
Abbildung 63: Vollsta¨ndige Monomerdatenbank fu¨r das System ORMOCER R©-
DIM01 bestehend aus dem Precursormoleku¨l Methacryloxymethyldimethylethoxy-
silan (Precursor, links) und dem dimeren Kondensationsprodukt (Dimer, rechts).
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Aus 29Si-NMR-Untersuchungen ist bekannt, dass Precursor und Dimer in
einem molekularen Verha¨ltnis von etwa 1:9 im ORMOCER R©-DIM01-Harz
vorliegen [72].
4.4.2 Validierung des atomistischen Modells
Zur Validierung des gezeigten Modells wurden periodische Modelle des OR-
MOCER R©-DIM01 erstellt. Als erster Ansatz wurden dazu neun Moleku¨le
des Dimers und ein Moleku¨l des Edukts Methacryloxymethyldimethylethoxy-
silan in einer Simulationszelle vereinigt. Dies entspricht dem kleinsten Mo-
dell, das die experimentell in 29Si-NMR-Untersuchungen gefundene Zusam-
mensetzung von 9:1 wiedergeben kann. Die Simulationszelle wurde zuna¨chst
nach dem standardma¨ßig fu¨r die ORMOCER R©-Simulationen verwendeten
Zweischrittverfahren aus Geometrieoptimierung und Quenched-Dynamics-
Simulation energieminimiert. Anschließend wurde die energieminimierte Si-
mulationszelle in einer NpT-Moleku¨ldynamik-Simulation beobachtet (vgl.
Tab. 10 fu¨r die vollsta¨ndige Angabe der Simulationsparameter). Aus der MD-
Simulation wurde dann nach dem im experimentellen Teil vorgestellten Ver-
fahren (s. Abschnitt 3.2.2) die mittlere Dichte fu¨r die Simulationszelle be-
rechnet. In Abbildung 64 sind die energieminimierte Struktur der Simula-
tionszelle sowie die zeitliche Entwicklung der Dichte fu¨r das genannte Modell
gezeigt. Es wurde eine mittlere Dichte von 0.994 g cm−3 berechnet, die sehr
gut mit dem experimentellen Wert von 0.991 g cm−3 u¨bereinstimmt (+0.3 %
Abweichung).
In einem zweiten Schritt wurde die Modellgro¨ße auf 20 Monomere verdoppelt.
Dadurch wurde es mo¨glich, die genaue Zusammensetzung zwischen Precur-
sor und Dimer im simulierten ORMOCER R©-Harz zu variieren. Dies tra¨gt
der Beobachtung Rechnung, dass sich die genaue Zusammensetzung beim
ORMOCER R©-DIM01 von Synthese zu Synthese leicht vera¨ndert, vermutlich
aufgrund geringer Unterschiede der genauen Synthesebedingungen. Es wur-
den Modelle mit 20 Dimeren und mit 20 Precursormoleku¨len als Grenzzusam-
mensetzungen erstellt. Außerdem wurden 19 Dimere und ein Precursor, 18
Dimere und zwei Precursor sowie 17 Dimere und drei Precursor kombiniert.
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Abbildung 64: Ergebnisse fu¨r das ORMOCER R©-DIM01-Modell mit 10 Monomeren,
9 Dimeren und einem Precursormoleku¨l. Links: Struktur in der energieminimierten
Simulationszelle, das Precursormoleku¨l ist gelb markiert. Rechts: Zeitliche Entwick-
lung der Dichte wa¨hrend einer NpT-Moleku¨ldynamik-Simulation u¨ber 100 ps. Es
wurde eine mittlere Dichte von 0.994 g cm−3 bestimmt, die sehr gut (+0.3 % Abwei-
chung) mit dem experimentellen Wert (0.991 g cm−3) u¨bereinstimmt.
Damit wurden Zusammensetzungen in der Na¨he der experimentell bestimm-
ten Zusammensetzung von 9:1 (Dimer:Precursor) erhalten. Fu¨r die Zellen
mit mehr als einem Precursor wurden jeweils zwei Startstrukturen gewa¨hlt:
eine, bei der die Precursormoleku¨le nahe beieinander in die Simulations-
zelle integriert wurden und eine, bei der die Entfernung der Precursormo-
leku¨le voneinander in der Simulationszelle mo¨glichst groß wurde. Die Start-
modelle wurden dann nach dem gleichen Zweischritt-Verfahren energiemini-
miert wie das kleinere Modell (10 Monomere, vgl. auch Abschnitt 3.2.2). Die
energieminimierten Simulationszellen sind in Abbildung 65 zusammenge-
stellt. Anschließend wurden fu¨r alle ORMOCER R©-DIM01-Modelle Moleku¨l-
dynamik-Simulationen bei Raumtemperatur durchgefu¨hrt, aus denen die je-
weilige durchschnittliche Dichte berechnet wurde. Die Ergebnisse dazu sind
Tabelle 28 zusammengestellt.
Es wurde fu¨r alle Zusammensetzungen eine Dichte in der Na¨he des expe-
rimentellen Wertes gefunden, selbst fu¨r das reine Precursor-Modell. Offen-
sichtlich fu¨hrt die Variation des Verha¨ltnisses zwischen Precursor und Dimer
in den beobachteten Modellen nur zu kleineren Vera¨nderungen der Dichte.
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Abbildung 65: Energieminimierte Strukturen in den Simulationszellen fu¨r ORMO-
CER R©-DIM01 mit 20 Moleku¨len (Dimere und Precursoren), die Precursormoleku¨le
wurden jeweils hervorgehoben, ausgenommen davon blieb das Modell, das nur Pre-
cursormoleku¨le entha¨lt.
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Tabelle 28: Dichtebestimmung fu¨r ORMOCER R©-DIM01 vor der Poly-
merisation in Moleku¨ldynamik-Simulationen.
nMono nDim Emin / kcal mol
−1 ρbp / g cm−3 a ∆ρ / % b
≈ 1 ≈ 9 Experiment 0.991 c
0 20 –2159.78 1.025 +3.4
1 19 –2061.76 0.968 –2.3
2 18 –2008.90 0.970 –2.1
2 18 –2036.95 1.022 +3.1
3 17 –1980.74 1.022 +3.1
3 17 –1974.15 1.014 +2.3
20 0 –995.17 1.008 +1.7
a bp – vor der Polymerisation (before polymerization)
b ∆ρ = ρbp−ρbp,exp
c experimentell gemessener Wert [72]
Allerdings fallen die Abweichungen der Dichte fu¨r unterschiedliche Model-
le vom experimentellen Wert etwas gro¨ßer aus als zum Beispiel beim OR-
MOCER R©-I. Dies ist vermutlich der gro¨ßeren Modellgro¨ße zuzuschreiben,
beim ORMOCER R©-I wurden vier Monomere kombiniert, beim ORMOCER R©-
DIM01 sind es bereits 20. Darauf deutet auch der ho¨here Wert der Wurzel
der quadratisch gemittelten Absta¨nde (root mean square displacement, rmsd)
hin. Der rmsd-Wert gibt einen Hinweis auf die Gro¨ßenordnung des Fehlers
fu¨r die Dichteberechnung aus der Moleku¨ldynamik-Simulation (vgl. auch Ab-
schnitt 4.2.2). Fu¨r eine Simulation mit vier ORMOCER R©-I-Monomeren lag
dieser Wert zwischen 0.007 und 0.01 g cm−3 wa¨hrend er fu¨r eine Simulation
mit 20 ORMOCER R©-DIM01-Monomeren bei 0.015 bis 0.018 g cm−3 liegt. Die
Dichteberechnung ist im Falle des ORMOCER R©-DIM01 demnach mit einem
fast doppelt so großen Fehler behaftet. Besonders deutlich zeigt sich dies bei
den Ergebnissen fu¨r die Zusammensetzung 18:2 (Dimer:Precursor). Bereits
in der Energieminimierung wird fu¨r das Modell mit benachbarten Precursor-
moleku¨len eine fast 30 kcal mol−3 gro¨ßere potentielle Energie berechnet als
fu¨r das Modell mit isolierten Precursormoleku¨len. Bei der Simulation zweier
Modelle aus 17 Dimeren und drei Precursormoleku¨len wurde hingegen fu¨r
das Modell mit isolierten Precursormoleku¨len eine ho¨here potentielle Ener-
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gie berechnet. Die beiden Werte fu¨r die potentielle Energie der Modelle mit
der Zusammensetzung 17:3 (Dimer:Precursor) liegen aber deutlich na¨her bei-
einander. Die Ergebnisse fu¨r die mittleren Dichten in Modellen mit der glei-
chen Zusammensetzung zeigen eine starke Abha¨ngigkeit des Wertes von der
potentiellen Energie der energieminimierten Struktur: Je kleiner die poten-
tielle Energie fu¨r das gefundene Minimum ist, desto gro¨ßer wird die mittlere
Dichte in der Moleku¨ldynamik-Simulation.
Bevor die Modellierung des polymerisierten Zustandes begonnen wurde,
musste u¨berpru¨ft werden, ob die Simulationszeit von 100 ps in der Mole-
ku¨ldynamik-Simulation auch beim ORMOCER R©-DIM01 ausreichend ist, um
zuverla¨ssige Werte fu¨r die mittlere Dichte zu erhalten. Dazu wurde die Si-
mulationszeit fu¨r ausgewa¨hlte Modelle auf 150 ps erho¨ht. Der Vergleich der
mittleren Dichte fu¨r den Bereich 50 bis 100 ps mit der mittleren Dichte fu¨r
100 bis 150 ps zeigt in den meisten Fa¨llen keine signifikanten Abweichun-
gen. Ein Beispiel ist in Abbildung 66 gezeigt, die vollsta¨ndigen Ergebnisse
sind in Tabelle 66 im Anhang zusammengestellt. Die A¨nderung der Dichte
bei Verla¨ngerung der Simulationszeit in der Moleku¨ldynamik ist fu¨r die nicht
im Bild gezeigten Modellen zum Teil etwas gro¨ßer, liegt aber in einem Bereich
bis maximal 1.5 %. Der rmsd-Wert liegt fu¨r die berechneten Dichten in einem
Bereich von etwa 0.015 g cm−3, dieser Wert entspricht einem Fehler von etwa
1.5 %. Die Abweichung der bei unterschiedlichen Simulationszeiten bestimm-
ten Dichten liegt mit maximal 1.5 % noch in der Gro¨ßenordnung, in der sich
der ungefa¨hre Fehler der Dichteberechnung aus anderen MD-Simulation be-
wegt. Es kann also davon ausgegangen werden, dass 100 ps Moleku¨ldynamik-
Simulation auch beim ORMOCER R©-DIM01 ausreichend sind, um eine Equi-
librierung und eine zuverla¨ssige Bestimmung der mittleren Dichte zu ge-
wa¨hrleisten.
Anschließend wurden polymerisierte Modelle vom ORMOCER R©-DIM01 auf
der Basis der gerade gezeigten Ergebnisse erstellt. Es wurden zuna¨chst recht
große Polymerisationsgrade angenommen, da sich die C–C-Doppelbindungen
der kleinen Moleku¨le im ORMOCER R©-Harz gut finden sollten. Deshalb wur-
den zuna¨chst Modelle mit ungefa¨hr 60, 70 und sogar 80 % Polymerisations-
grad erstellt. Die im Anschluss von den Kooperationspartnern in Wu¨rzburg
durchgefu¨hrte Bestimmung des Polymerisationsgrads im ORMOCER R©-
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Abbildung 66: Zeitliche Entwicklung der Dichte wa¨hrend einer NpT-Moleku¨ldyna-
mik-Simulation u¨ber 150 ps. Es wurde eine mittlere Dichte von 0.970 g cm−3 fu¨r den
Bereich 50 bis 100 ps und eine mittlere Dichte von 0.968 g cm−3 fu¨r den Bereich
100 bis 150 ps bestimmt. Beide Werte unterscheiden sich nicht signifikant voneinan-
der, die U¨bereinstimmung mit dem Experiment ist recht gut (–2 % Abweichung vom
experimentellen Wert 0.991 g cm−3).
DIM01-Polymer mittels RAMAN-Spektroskopie lieferte ein relativ kleinen
Wert von etwa 38 % [72]. Deshalb wurden zusa¨tzlich Modelle mit ungefa¨hr 30,
35, 40 und 50 % Polymerisationsgrad erstellt. Fu¨r alle Zusammensetzungen
und alle Polymerisationsgrade wurde aufgrund des geringeren Zeitbedarfs die
Einschritt-Polymerisation (vgl. Abschnitt 3.2.3) fu¨r die Erzeugung der zusa¨tz-
lichen C–C-Bindungen verwendet. Die so erstellen Simulationszellen wurden
ebenfalls zuna¨chst in den standardma¨ßig verwendeten zwei Schritten Geome-
trieoptimierung plus Quenched-Dynamics-Simulation energieminimiert. An-
schließend wurden Raumtemperatur-Moleku¨ldynamik-Simulationen durch-
gefu¨hrt und aus den Ergebnissen die mittlere Dichte der Modelle berechnet
(vgl. Tab. 10 fu¨r die vollsta¨ndige Angabe der Simulaionsparameter). Tabelle
29 beinhaltet exemplarisch die Ergebnisse fu¨r das Modell aus drei Precurso-
ren und 17 Dimeren, bei dem die Precursormoleku¨le nahe beieinander in die
Simulationszelle eingefu¨gt wurden. Es werden vergleichende Ergebnisse fu¨r
unterschiedliche Polymerisationsgrade gezeigt.
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Tabelle 29: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymeri-
sation in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Polyme-
risationsgrade fu¨r das Modell aus 17 Dimeren und drei benachbarten Precur-
sormoleku¨len.
nMono nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
≈ 1 ≈ 9 38 d Experiment 1.114 d
3 17 32 –1563.99 1.022 –8.3
3 17 38 –1496.00 1.020 –8.4
3 17 43 –1425.48 1.030 –7.5
3 17 49 –1359.42 1.028 –7.7
3 17 59 –1219.44 1.036 –7.0
3 17 70 –1073.23 1.050 –5.7
3 17 81 –948.47 1.032 –7.4
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
Beim Vergleich der Ergebnisse ist zuna¨chst zu erkennen, dass die potentielle
Energie mit jeder neu erzeugten Bindung ansteigt. Der gleiche Effekt wur-
de auch schon bei den anderen beiden ORMOCER R©en beobachtet. Die Zu-
nahme der potentiellen Energie ist aber nicht auf die vera¨nderte Bindungs-
situation zuru¨ckzufu¨hren, fru¨here Modellierungsuntersuchungen haben ge-
zeigt, dass bei der Verknu¨pfung von zwei Methacrylatgruppen die potentielle
Energie um etwa 16 kcal mol−1 kleiner werden sollte [29]. Vermutlich steigt
die potentielle Energie aufgrund gro¨ßerer elektrostatischer Abstoßung zwi-
schen den neu verbundenen Monomermoleku¨len, die nun na¨her beieinander
liegen. Interessanter als die potentielle Energie ist aber die Dichte, da hier
die Verbindung zum Experiment geschaffen wird. Die Dichte nimmt zwar bei
Erho¨hung des Polymerisationsgrads von 32 bis auf 43 % zu, der Dichteunter-
schied von 0.01 g cm−3 (1 %) liegt aber innerhalb des Fehlers fu¨r die Dich-
teberechnung aus den verwendeten Moleku¨ldynamik-Simulationen von etwa
1.5 %. Alle anderen Werte fu¨r die mittlere Dichte liegen sehr nahe beiein-
ander. Nur bei 70 % PD wurde eine etwas ho¨here mittlere Dichte berechnet.
Dabei scheint es sich aber um eine Ausnahme zu handeln. Die Ergebnisse fu¨r
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den gleichen Polymerisationsgrad, aber mit anderer Zusammensetzung lie-
ferten keine signifikant gro¨ßeren Dichtewerte im Vergleich zu 50 oder 60 %
Polymerisationsgrad (vgl. Tab. 62 im Anhang). Die mittlere Dichte scheint bei
den entwickelten ORMOCER R©-DIM01-Modellen nicht signifikant vom Poly-
merisationsgrad abzuha¨ngen.
Wie schon bei den Modellen fu¨r das Harz (unverbundene Monomere) schwan-
ken die Werte zwischen den einzelnen Simulationen sehr stark. Daru¨ber hin-
aus wird fu¨r alle Modelle eine mittlere Dichte berechnet, die deutlich (6 bis
8 %) unter dem experimentell bestimmten Wert liegt. Entweder sind die expe-
rimentellen Daten fehlerhaft oder das Modell fu¨r das Polymer ist noch nicht
korrekt. Die Dichte des Polymers wurde in Auftriebsmessungen relativ ge-
nau bestimmt, so dass ein fehlerhafter Wert eher unwahrscheinlich ist [72].
Es ko¨nnten aber in den vermessenen Proben vorhandene Nebenbestandtei-
le als Grund fu¨r die fehlerhafte Wiedergabe im Modell in Betracht gezogen
werden. Eine fehlerhafte Bestimmung des Polymerisationsgrads in RAMAN-
Messungen kann ebenfalls nicht ausgeschlossen werden. Dieser mo¨gliche
Fehler hat aber nur einen geringen Einfluss auf die Ergebnisse der Model-
lierung, da keines der Polymermodelle auch bei ho¨heren oder niedrigeren Po-
lymerisationsgraden die Dichte korrekt wiedergeben kann. Die wahrschein-
lichste Ursache ist demnach ein fehlerbehaftetes Modell des Polymers. Des-
halb wurden im weiteren Verlauf Vera¨nderungen am Modell vorgenommen,
um eine verbesserte Wiedergabe der Polymerdichte durch das atomistische
Modell zu erreichen. Zuna¨chst wurde dazu die Zusammensetzung zwischen
Precursor und Dimer variiert, anschließend wurden verschiedene Verknu¨p-
fungsmuster fu¨r die Methacrylatgruppen getestet, bevor abschließend der
Einfluss von zugesetztem Photoinitiator untersucht wurde.
Im zweiten Teil der Modellierungsstudie fu¨r ORMOCER R©-DIM01 wurde zu-
na¨chst die Abha¨ngigkeit der Ergebnisse fu¨r die mittlere Dichte von der Zu-
sammensetzung in den Simulationszellen untersucht. Die Modelle wurden
unter Verwendung der gleichen Strategie und der gleichen Parameter simu-
liert, wie die Beispiele mit unterschiedlichem Polymerisationsgrad. In Tabel-
le 30 sind die berechneten Dichten fu¨r unterschiedliche Zusammensetzun-
gen vergleichend zusammengestellt, es wurde jeweils das Modell ausgewa¨hlt,
dass einen Polymerisationsgrad mo¨glichst nahe am experimentellen Wert von
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Tabelle 30: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymeri-
sation in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Zusam-
mensetzungen.
nMono nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
≈ 1 ≈ 9 38 d Experiment 1.114 d
0 20 35 –1671.53 1.038 –6.8
1 19 36 –1602.09 1.017 –8.2
2 18 37 –1558.91 1.030 –7.5
2 18 37 –1558.66 1.029 –7.6
3 17 38 –1496.00 1.020 –8.4
3 17 38 –1505.76 1.030 –7.5
20 0 40 –718.18 1.002 –10.1
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
38 % aufweist (35 % ≤ PD ≤ 40 %).
Ein tatsa¨chlicher Vergleich der potentiellen Energien ist nur bei gleicher Zu-
sammensetzung mo¨glich. Dies ist fu¨r die beiden Modelle mit zwei Precursor-
moleku¨len und 18 Dimeren genauso mo¨glich, wie fu¨r die beiden Modelle mit
der Zusammensetzung 17:3 (Dimer:Precursor). Fu¨r die beiden Modelle mit
der Zusammensetzung 18:2 (Dimer:Precursor) wird eine nahezu identische
potentielle Energie berechnet, sie scheint hier also nicht davon abzuha¨ngen,
ob die Precursoren im System nahe beieinander liegen oder weit voneinander
entfernt sind. Die potentiellen Energien fu¨r die beiden Modelle mit drei Pre-
cursormoleku¨len und 17 Dimeren unterscheiden sich etwas sta¨rker voneinan-
der, der Unterschied ist aber nicht signifikant (< 1 %). Viel interessanter ist
aber der Vergleich der Dichten fu¨r die unterschiedlichen Zusammensetzun-
gen, da hier die Verbindung zum Experiment gezogen werden kann. Wa¨hrend
fu¨r die beiden Modelle mit der Zusammensetzung 18:2 (Dimer:Precursor) na-
hezu identische Werte fu¨r die mittlere Dichte bestimmt wurden, liegen die
beiden Werte bei der Zusammensetzung 17:3 weiter auseinander. Der Un-
terschied von etwas unter 1 % liegt aber innerhalb des Fehlerbereichs fu¨r
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die Bestimmung der mittleren Dichte aus der Moleku¨ldynamik-Simulation
(1.5 %). La¨sst man das zum Vergleich erstellte reine Monomermodell außer
Acht, liegen die Dichten alle im Bereich von 1.020 bis 1.038 g cm−3. Die
ho¨chsten Dichten wurden beim reinen Dimermodell und bei der Zusammen-
setzung 18 Dimere und 2 Precursor – entspricht der experimentell gefunde-
nen Zusammensetzung von 9:1 – erhalten. Die Unterschiede zwischen den
berechneten Dichten bei unterschiedlicher Zusammensetzung liegen aber –
das reine Precursormodell ausgenommen – in einem Bereich der sich noch
in etwa im Fehlerbereich der aus den MD-Simulationen berechneten mittle-
ren Dichten von ungefa¨hr 1.5 % befindet. Auffallend ist aber auch bei den
hier gezeigten Ergebnissen, dass die berechneten Dichten fu¨r das polymeri-
sierte ORMOCER R©-DIM01 durchga¨ngig unterhalb des experimentellen Wer-
tes liegen. Geringe Abweichungen zu kleineren Dichten zeigten sich auch bei
den polymerisierten Modellen fu¨r ORMOCER R©-I. Hier wurde aber fu¨r eini-
ge Beispiele der experimentelle Wert erreicht, die meisten anderen Dichten
weichen nur um maximal etwa 3 % ab. Beim ORMOCER R©-DIM01 liegt die
Dichte in den Simulationen allerdings durchga¨ngig etwa 7.5 bis 8.5 % un-
terhalb des experimentellen Wertes. Die hier an zwei Beispielen gezeigten
Trends finden sich auch bei den anderen Simulationsergebnissen fu¨r OR-
MOCER R©-DIM01-Modelle wieder. Diese sind im Anhang in den Tabellen 60
bis 65 zusammengefasst. Die bisher gezeigten Ergebnisse sind deutliche Hin-
weise, dass das Modell fu¨r das ORMOCER R©-DIM01-Polymer noch verbesse-
rungswu¨rdig ist. Deshalb wurde im letzten Abschnitt der Modellierungsstu-
die das Verknu¨pfungsmuster fu¨r die polymerisierbaren Methacrylatgruppen
variiert.
Um den Einfluss der gewa¨hlten Polymerisationsstellen beim ORMOCER R©-
DIM01 auf das Ergebnis fu¨r die Dichte na¨her zu untersuchen, wurden zwei
Grenzfa¨lle fu¨r das Polymer untersucht. In einem Fall wurden 14 Dimere zu
einer linearen Kette verknu¨pft, im anderen Fall wurden zwei Dimere ver-
knu¨pft und anschließend sieben dieser verknu¨pften Dimer-Paare in einer Si-
mulationszelle vereinigt. Beide Modelle sind in Abbildung 67 zu sehen.
Erga¨nzend wurden auch zwei Modelle mit zehn verknu¨pften Dimer-Paaren
berechnet, da hier die Modellgro¨ße der bisher verwendeten entspricht. Alle
Polymermodelle wurden zuna¨chst energieminimiert (Geometrieoptimierung
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Abbildung 67: Energieminimierte Simulationszellen fu¨r polymerisiertes ORMO-
CER R©-DIM01. Gezeigt sind zwei Grenzfa¨lle fu¨r das Polymer. Links: Kette aus 14
Dimermoleku¨len. Rechts: 7 Paare von Dimeren, jedes Paar wurde u¨ber eine C–C-
Bru¨cke verbunden.
plus Quenched-Dynamics-Simulation, s. Abschnitt 3.2.2) und anschließend in
Raumtemperatur-Moleku¨ldynamik-Simulationen beobachtet. Die verwende-
ten Parameter entsprechen fu¨r die Dimer-Paare den Standardwerten (vgl.
Tab. 10). Fu¨r die Kette wurde eine la¨ngere Equlibrierungszeit von 150 ps
beno¨tigt, bis sich in der Dynamik-Simulation ein Gleichgewichtszustand ein-
gestellt hatte. Abschließend wurde die mittlere Dichte aller Modelle aus den
MD-Simulationen berechnet, die Ergebnisse sind in Tabelle 31 gezeigt.
Ein Blick auf das Ergebnis fu¨r die Kette aus 14 verknu¨pften Dimer-Moleku¨len
zeigt, dass hier eine viel zu kleine Dichte erreicht wird und das bei einem viel
zu großen Polymerisationsgrad. Diese Erkenntnis deckt sich mit der bereits
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Tabelle 31: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymerisation in
Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Polymermodelle.
Modell nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
Experiment 38 d 1.114 d
Kette 14 93 –616.71 1.005 e –9.8
Dimer-Paare 14 50 –1030.58 1.048 –5.9
Dimer-Paare 20 50 –1471.02 1.024 –8.1
Dimer-Paare 20 50 –1472.82 1.042 –6.5
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
e Relaxationszeit 150 ps
im vorangegangenen Experiment gemachten Beobachtung, dass die Dichte
in ORMOCER R©-DIM01-Simulationszellen mit sehr großen Polymerisations-
graden wieder kleiner wird. Eine lange Kette ist demnach kein gutes Modell
zur Beschreibung des polymerisierten ORMOCER R©-Materials. Die anderen
Ergebnisse fu¨r die Dimer-Paare liefern sehr a¨hnliche Ergebnisse. Die drei
berechneten Werte fu¨r die Dichte liegen alle ungefa¨hr im gleichen Bereich
bei 1.03 ± 0.01 g cm−3. Dieses Modell beschreibt das ORMOCER R©-DIM01-
Polymer also deutlich besser als das Kettenmodell. Die Dichte ist in guter
U¨bereinstimmung mit den Ergebnissen aus der Simulation von Gruppen aus
20 Moleku¨len in unterschiedlicher Zusammensetzung. Auch dort wurden fu¨r
alle untersuchten Moleku¨lkombinationen beim gleichen Polymerisationsgrad
von etwa 50 % auch vergleichbare Werte fu¨r die Dichte erhalten (1.03
± 0.01 g cm−3). Die einzige Ausnahme bildete das reine Precursormodell, das
aber auch kein geeignetes Modell ist, um ORMOCER R©-DIM01 sinnvoll zu
beschreiben. Es wurde nur zu Vergleichszwecken erstellt. Die Untersuchung
unterschiedlicher Polymer-Modelle lieferte somit ebenfalls keine Ergebnisse,
die sich mit dem Experiment decken. Fu¨r die gezeigten Modelle wurden Dich-
ten berechnet, die erneut etwa 7 % bei den Dimerpaaren, bzw. 10 % bei der
linearen Kette aus Dimeren unterhalb der experimentell bestimmten Dich-
te von 1.114 g cm−3 liegen. In einem Einzelversuch wurde deshalb unter-
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sucht, ob zugesetzter Photoinitiator einen Einfluss auf die Dichte hat. Dazu
wurden zwei Modelle verwendet, eins fu¨r die Beschreibung des unpolyme-
riserten ORMOCER R©-Harzes und eins fu¨r die Simulation des strukturier-
ten Polymers. Fu¨r die Wiedergabe des unpolymerisierten Zustandes wurden
18 Dimer- und 2 Precursormoleku¨le mit einem Moleku¨l des Standardphoto-
initiators IRGACURE R©-369 in einer Simulationszelle kombiniert. Das Po-
lymermodell wurde entwickelt, indem sieben Dimer-Paare, vier einzelne Di-
mere, zwei Precursormoleku¨le und ein Moleku¨l IRGACURE R©-369 in einer
Simulationszelle vereinigt wurden. Beide Modelle enthalten 18 Dimere und
zwei Precursormoleku¨le, dieses Verha¨ltnis entspricht der experimentell ge-
fundenen Zusammensetzung von 9:1. Beim Polymermodell wurde durch die
Wahl der Komponenten ein Polymerisationsgrad von 36.8 % eingestellt, der
ebenfalls gut zu den experimentellen Daten (38 %) passt. Allerdings liegt der
Massenanteil fu¨r den Photoinitiator bei der gewa¨hlten Zusammensetzung
bei 5.4 %. Dieser Wert liegt deutlich u¨ber den im Experiment verwendeten
Mengen, dort werden zumeist Massenanteile von 1 bis 2 % verwendet. Die-
ser deutlich erho¨hte Wert wurde hier in Kauf genommen, da sich ein klei-
nerer Massenanteil nur u¨ber ein gro¨ßeres Modell realisieren lassen wu¨rde.
Es sollte zuna¨chst ein erster Eindruck des Einflusses des Initiators auf die
resultierende Dichte erhalten werden. Ein gro¨ßeres Modell ha¨tte den Nach-
teil, dass zu viel Rechenzeit beno¨tigt werden wu¨rde. Außerdem ist durch
die Wahl der Modellgro¨ße die Vergleichbarkeit zu den bisherigen ORMO-
CER R©-DIM01-Simulationen gewa¨hrleistet. Beide Modelle wurden nach der
aus zwei Schritten bestehenden Standardprozedur energieminimiert und an-
schließend in einer Raumtemperatur-Moleku¨ldynamik-Simulation beobach-
tet. Aus der MD-Simulation wurde dann wieder jeweils die mittlere Dichte
bestimmt. Die Ergebnisse sind in Tabelle 32 gezeigt.
Das Ergebnis fu¨r das unpolymerisierte ORMOCER R©-DIM01 zeigt eine Dich-
te, die in einem a¨hnlichen Bereich liegt, wie er schon bei den anderen nicht
polymerisierten Modellen gefunden wurde (0.97 g cm−3< ρbp< 1.02 g cm−3).
Hier scheint der Zusatz des Photoinitiators nur einen geringen Einfluss auf
die berechnete Dichte zu haben. Fu¨r das polymerisierte Modell wurde eine
Dichte berechnet, die mit 1.039 g cm−3 im oberen Bereich der bisher in Si-
mulationen erhaltenen Werten liegt. Der Einfluss des Photoinitiators auf die
Dichte scheint ebenfalls nur relativ gering zu sein. Auch bei der Hinzunahme
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Tabelle 32: Dichtebestimmung fu¨r ORMOCER R©-DIM01 vor und nach der Po-
lymerisation in Moleku¨ldynamik-Simulationen mit Zusatz des Photoinitiators
IRGACURE R©-369.
Modell ρbp / g cm−3 a ∆ρbp / % b PD c ρap / g cm−3 d ∆ρap / % e
Experiment f 0.991 38 1.114
Simulation 1.018 +2.7 36.8 1.039 –6.7
a bp – vor der Polymerisation (before polymerization)
b ∆ρbp = ρbp−ρbp,exp
c PD – Polymerisationsgrad (polymerization degree)
d ap – nach der Polymerisation (after polymerization)
f ∆ρap = ρap−ρap,exp
e experimentell gemessene Werte [72]
des Photoinitiators wird die Dichte fu¨r das ORMOCER R©-DIM01-Harz etwas
u¨berscha¨tzt, wa¨hrend die Dichte im Polymer um fast 7 % unterscha¨tzt wird.
Zusammenfassend la¨sst sich feststellen, dass die Ergebnisse fu¨r die Simula-
tion von ORMOCER R©-DIM01 mit Kraftfeld-Methoden unterschiedlich gute
U¨bereinstimmungen mit dem Experiment zeigen. Fu¨r das Harz – also das
Material vor der Polymerisation – werden in den untersuchten Modellen Wer-
te fu¨r die mittlere Dichte berechnet, die bis zu 3.5 % in beide Richtungen vom
experimentellen Wert von 0.991 g cm−3 abweichen. Beru¨cksichtigt man die
Tatsache, dass der mittlere Fehler bei der Dichteberechnung mit etwa 1.5
% ebenfalls gro¨ßer ist, ist die U¨bereinstimmung mit dem Experiment beim
Modell fu¨r das Harz schon recht gut, die Werte fu¨r die berechnete mittle-
re Dichte streuen allerdings sta¨rker als es beim ORMOCER R©-I oder –II der
Fall war. Bei den Modellen fu¨r das polymerisierte Material wird ebenfalls
eine starke Streuung der Ergebnisse beobachtet. Die Werte fu¨r die Dichte
der einzelnen Modelle weichen um mehr als 3 % voneinander ab. Bedeut-
samer aber ist, dass die Dichte von polymerisiertem ORMOCER R©-DIM01
mit Abweichungen von –7 bis –9 % vom experimentellen Wert (ρexp. = 1.114
g cm−3) deutlich unterscha¨tzt wird. Durch die Untersuchung von Modellen
mit unterschiedlicher Zusammensetzung zwischen Precursor und Dimer, mit
unterschiedlichem Polymerisationsgrad, mit verschiedenen Polymerstruktu-
ren und mit zugesetztem Photoinitiator konnten schon einige Einflussfakto-
ren als Hauptursache fu¨r die deutlich unterscha¨tzte Dichte ausgeschlossen
werden. Um die Ursachen fu¨r die unterscha¨tzte Dichte im Polymer weiter
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einzugrenzen zu ko¨nnen, ko¨nnte eine weitere Reihe von Moleku¨ldynamik-
Simulationen mit unterschiedlichen Polymermodellen durchgefu¨hrt werden.
Dabei ko¨nnte ein Ansatz der Einbezug von partiell kristallinen Bereichen im
Modell sein. Eine ho¨here Ordnung im ORMOCER R©-DIM01 wa¨re auch eine
Mo¨glichkeit, den verha¨ltnisma¨ßig geringen Polymerisationsgrad von 38 % zu
erkla¨ren, da die Beweglichkeit der Monomere im ORMOCER R© eingeschra¨nkt
wa¨re. Fu¨r die Ausbildung partiell kristalliner Bereiche in der Synthese spre-
chen auch die vergleichsweise hohe Dichte des Polymers und die mechani-
sche Stabilita¨t des Polymers auch bei relativ kleinen Polymerisationsgraden.
Ein weiterer Mo¨glicher Ansatz wa¨re die Variation der Modellierungsstrate-
gie, um weitere Informationen zum ORMOCER R©-DIM01-Polymer zu erhal-
ten. Zu diesem Zweck ko¨nnte die experimentelle Dichte durch die Wahl ei-
ner geeigneten Simulationszelle fu¨r das Modell vorgegeben werden. Anschlie-
ßend ko¨nnten Moleku¨ldynamik-Simulationen mit fixierter Zelle und damit
auch mit fixierter Dichte zeigen, welche Konformationen die Polymermodel-
le annehmen, um die experimentelle Dichte wiederzugeben. Daraus ko¨nnten
dann Hinweise gewonnen werden, wie das Polymermodell an die experimen-
tellen Daten angepasst werden ko¨nnte. Daru¨ber hinaus ko¨nnten systema-
tische Untersuchungen von unterschiedlichen Startstrukturen des gleichen
Modells durchgefu¨hrt werden, um den Einfluss des gewa¨hlten Startpunkts
auf das Modellierungsergebnis zu u¨berpru¨fen. Als letzte Mo¨glichkeit kann
die Simulation der gleichen Startstruktur mit unterschiedlichen Quenched-
Dynamics-Parametern (la¨ngere Dynamik-Simulationszeiten) einen Eindruck
liefern, wie stark das gefundene energetische Minimum von den gewa¨hlten
Simulationsparametern abha¨ngt.
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5 Zusammenfassung und Ausblick
Die vorliegende Arbeit o¨ffnet den Weg zu einer systematischen Untersuchung
der ORMOCER R©e auf der Basis von Kraftfeldrechnungen. Da es sich um
ein sehr umfangreiches Feld handelt, kann naturgema¨ß nur ein kleiner Teil
der experimentell gewonnenen Erkenntnisse zu den ORMOCER R©en als Hy-
bridpolymere durch die Modellierung mit Kraftfeldmethoden erga¨nzt wer-
den. Es wurde aber ein tieferer Einblick in den strukturellen Aufbau die-
ser Materialien mo¨glich. Dazu wurden zuna¨chst anhand des Referenzsystems
ORMOCER R©-I ein Modell und eine Modellierungsstrategie entwickelt. Da-
bei kamen das Software-Paket ”Materials Studio“ [147] von Accelrys
R© und
das COMPASS-Kraftfeld [31] zum Einsatz. Unter Beru¨cksichtigung der be-
kannten Strukturgro¨ße (0.7 nm bis 1.0 nm, [70]) wurde eine Monomerdaten-
bank mit mehr als 70 mo¨glichen Moleku¨len aufgebaut. Anhand ausgewa¨hlter
Gruppen von Moleku¨len aus dieser Datenbank konnte gezeigt werden, dass
es keine aus der berechneten potentiellen Energie abzuleitende Bevorzugung
von bestimmten Precursorabfolgen innerhalb der Monomere gibt. Anschlie-
ßend wurde unter Verwendung dieser Monomerdatenbank ein Modell entwi-
ckelt, von dem das Material ORMOCER R©-I sowohl im nicht polymerisierten
Zustand (Harz) als auch im polymerisierten Zustand (Polymer) gut wieder-
gegeben wird (vgl. Tabelle 33). Die experimentell bestimmten Werte fu¨r die
Dichte konnten fu¨r beide Zusta¨nde von gut gewa¨hlten Monomerkombinatio-
nen mit Abweichungen von weniger als 1 % reproduziert werden. Neben den
einzeln bestimmten Dichten wird auch der Dichteanstieg vom Monomeren-
semble (Modell fu¨r das Harz) zum Polymermodell von + 3.8 % [70] gut durch
das Modell beschrieben. Die besondere Beru¨cksichtigung des cyclischen Te-
tramers des Diphenylsilandiols (Octaphenylcyclotetrasiloxan, cyclo-DDDD)
fu¨hrte zu verbesserten Ergebnissen. Cyclo-DDDD wurde zuvor in 29Si-NMR-
Untersuchungen [68, 69] als eine molekulare Spezies im ORMOCER R©-I iden-
tifiziert.
Das entwickelte Modell fu¨r ORMOCER R©-I wurde anschließend schrittweise
vergro¨ßert, um den Einfluss der gewa¨hlten Modellgro¨ße auf die Ergebnis-
se der Modellierung zu untersuchen. Dabei wirkte sich besonders die Ver-
wendung von cyclischen Monomeren positiv auf die Wiedergabe der Dichte-
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Tabelle 33: U¨bersicht zur Modellierung von ORMOCER R©en. Angegeben sind die
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a Ein Teil der Ergebnisse stammt aus Lit. [104].
b Beim ORMOCER R©-DIM01 gibt es nur zwei mo¨gliche Monomere (vgl. Abschnitt 4.4).
c Harz = ORMOCER R© nach der Kondensationsreaktion, aber vor der radikalischen Poly-
merisation (Monomerensemble)
d Polymer = ORMOCER R© nach der radikalischen Polymerisationsreaktion
e Grenzfla¨che zwischen Harz und Polymer
verha¨ltnisse im Material ORMOCER R©-I aus. Durch eine weitere Vergro¨ße-
rung der Modelle ko¨nnte dieser Einfluss in weiterfu¨hrenden Simulationsstu-
dien na¨her untersucht werden. Erga¨nzend wurden deutlich gro¨ßere Model-
le zur Beschreibung der Oberfla¨che des Materials und zur Simulation der
Grenzfla¨che zwischen unverbundenen Monomeren und polymerisiertem Ma-
terial entwickelt. Sie kamen aber im Rahmen dieser Arbeit aufgrund des ho-
hen Bedarfs an Rechenzeit nicht mehr zum Einsatz. Fu¨r weitere Untersu-
chungen ko¨nnten zuna¨chst kleinere Versionen der entwickelten Modelle fu¨r
die Oberfla¨che und fu¨r die Grenzfla¨che – z.B. auf der Basis der bereits mo-
dellierten (2 x 2 x 2)-Superzellen – untersucht werden. Dabei ko¨nnte fu¨r den
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Fall der Oberfla¨che ggf. der untere Bereich der Struktur fixiert werden, um
Rechenzeit einzusparen.
Wa¨hrend des Mehrphotonenpolymerisationsprozesses spielen wahrscheinlich
Diffusionseffekte eine große Rolle. Deshalb wurden im Rahmen der vorlie-
genden Arbeit erste Untersuchungen zu der Diffusion von Photoinitiatoren
(IRGACURE R©-369 und –OXE01) und von Photoinhibitoren (Hydrochinon-
monomethylether (HQME) und Sauerstoff) in ORMOCER R©-I durchgefu¨hrt.
Dazu wurden zwei in der Literatur bekannte Strategien zur Untersuchung
von Diffusionseffekten getestet. Die erste Strategie [149] basiert auf der Be-
obachtung der Bewegung der diffundierenden Moleku¨le im Materialvolumen,
wa¨hrend die zweite Strategie [152] auf der Beobachtung des Eindiffundierens
der Moleku¨le in das zu untersuchende Material hinein basiert. Allerdings
konnte mit beiden Strategien nur die Bewegung der Moleku¨le in ihrem Vo-
lumenelement beobachtet werden. Eine Diffusion der beobachteten Moleku¨le
im Material bzw. in das Material hinein konnte in den Simulationen nicht er-
fasst werden. Eine mo¨gliche Ursache dafu¨r ko¨nnten zu kurz gewa¨hlte Simu-
lationszeiten sein. La¨ngere Simulationszeiten konnten aufgrund des hohen
Bedarfs an Rechenzeit im Rahmen dieser Arbeiten nicht mehr getestet wer-
den, aber dies ist ein guter Ansatzpunkt fu¨r weiterfu¨hrende Arbeiten. Even-
tuell ist zusa¨tzlich die Erga¨nzung einer erho¨hten Triebkraft fu¨r die Diffusi-
on der zu beobachtenden Moleku¨len no¨tig. Hier ko¨nnte unter anderem ver-
sucht werden, die Simulationen nach SCHEPERS [152] zu wiederholen, aber
jeden zweiten Zwischenraum leer zu lassen. Außerdem ko¨nnte die Dicke des
ORMOCER R©-Modells reduziert werden, um den Aufwand an Rechenzeit zu
verringern.
Wa¨hrend die Strukturgro¨ße beim ORMOCER R©-I bereits im Vorfeld zu den
hier gezeigten Untersuchungen bekannt gewesen ist, war die Strukturgro¨ße
im ORMOCER R©-II bisher unbekannt. Deshalb wurden erga¨nzend Untersu-
chungen mittels Ro¨ntgen-Kleinwinkel-Streuung (SAXS) durchgefu¨hrt. Die
Vermessung von ORMOCER R©-Harzen, die in Essigsa¨ureisobutylester (EI-
BE) gelo¨st wurden, ergab Strukturgro¨ßen im Bereich von etwa 60 nm. Die
Auswertung der Streukurven zeigte aber auch, dass die Streuung von agglo-
merierten Partikeln ausging. Eine Auswertung nach der GUINIER-Na¨herung,
die urspru¨nglich auf der Annahme von isolierten Partikeln beruht, lieferte
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fu¨r das ORMOCER R©-I eine innere Strukturierung von etwa 0.8 nm. Dies
entspricht in etwa der bereits bekannten Prima¨rpartikelgro¨ße von ORMO-
CER R©-I (0.7 bis 1.0 nm [70]). Auf die gleiche Weise konnte aufgrund der
strukturellen A¨hnlichkeit und der a¨hnlich verlaufenden Streukurve die bis-
her nicht bekannte Strukturgro¨ße fu¨r ORMOCER R©-II mit einem Wert von
ungefa¨hr 1.2 nm bestimmt werden. Es ko¨nnte sich aber hier wegen der agglo-
merierten Partikel auch um eine zufa¨llige Deckung mit den Ergebnissen aus
fru¨heren Untersuchungen handeln. Fu¨r die Modellierung von ORMOCER R©-
II wurden aufgrund der großen Unsicherheit der SAXS-Ergebnisse Monomer-
gro¨ßen zwischen 1 nm und 2 nm als plausibel angenommen. In zuku¨nftigen
SAXS-Studien ko¨nnte untersucht werden, ob die Monomerverbu¨nde durch
kra¨ftiges Ru¨hren oder durch die Behandlung mit Ultraschall aufgelo¨st wer-
den ko¨nnen. Außerdem sollte in Mehrfachmessungen die Reproduzierbarkeit
der Ergebnisse untersucht werden, da die Auswertung unter Verwendung der
GUINIER-Na¨herung zu relativ großen Fehlern fu¨hren kann. Daru¨ber hinaus
ko¨nnten Untersuchungen an polymerisierten Filmen durchgefu¨hrt werden,
um weitere Erkenntnisse u¨ber das strukturierte Material zu erhalten.
Modell und Strategie fu¨r die Simulation von ORMOCER R©en konnten daru¨-
ber hinaus auf ein weiteres Materialsystem, das ORMOCER R©-II, u¨bertragen
werden. Die gro¨ßere Strukturgro¨ße (vgl. SAXS) erforderte eine gro¨ßere Mono-
merdatenbank. Durch die Kombination eigener Arbeiten mit den Ergebnis-
sen aus der Bachelorarbeit von Thomas ASCHE [104] wurden mehr als 190
mo¨gliche Monomerstrukturen generiert und in die Datenbank integriert. Mit
dem Modell fu¨r ORMOCER R©-II konnten die Werte fu¨r die Dichte sowohl fu¨r
das Harz als auch fu¨r das Polymer mit Abweichungen von weniger als 1.5 %
reproduziert werden. Lediglich der gro¨ßere Dichteanstieg von 4.3 % vom Harz
zum vernetzten Polymer kann durch das Modell nicht ganz so gut wiederge-
geben werden. Gute Modelle zeigen einen Anstieg der Dichte zwischen 3.0 %
und 3.3 %. Die besten Ergebnisse konnten beim ORMOCER R©-II in Abwesen-
heit von cyclo-DDDD und bei der Verwendung von etwas la¨ngeren linearen
Ketten (7-10 Silaneinheiten) sowie von substituierten Vierer-Ringen erhalten
werden. Fu¨r weitere Modellierungsstudien an ORMOCER R©-II ko¨nnten ent-
sprechend der Erkenntnisse weitere Monomerkombinationen getestet wer-
den, vor allem die Kombination kleinerer Ringe (z.B Vierer-Ringe mit kur-
zen Substituenten) mit linearen Ketten aus sieben bis zehn Silanbausteinen.
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Wenn Modelle gefunden wurden, die die Dichteverha¨ltnisse im ORMOCER R©-
II noch etwas besser wiedergeben ko¨nnen, sollte auch hier die Abha¨ngigkeit
der Modellierungsergebnisse von der gewa¨hlten Modellgro¨ße u¨berpru¨ft wer-
den.
Im Rahmen dieser Arbeit wurden zusa¨tzlich zwei unterschiedliche Strategien
zur manuellen Integration der bei der radikalischen Polymerisation entste-
henden C–C-Bindungen entwickelt und getestet. Bei der Einschritt-Polyme-
risation wurden alle neuen C–C-Bindungen in einem Schritt in das energie-
minimierte Modell eingefu¨gt. Bei der Mehrschritt-Polymerisation wurden fu¨r
jede Bindungsbildung kurze Moleku¨ldynamik-Simulationen verwendet; da-
nach wurden die beiden Methacrylatgruppen verbunden, die im Verlauf der
Simulation den ku¨rzesten Abstand einnahmen. Anhand ausgewa¨hlter Model-
le von ORMOCER R©-I und –II wurden beide Strategien einander gegenu¨ber
gestellt. Die Simulation der Polymermodelle lieferte in den meisten Fa¨llen
vergleichbare Ergebnisse fu¨r die mittlere Dichte der unterschiedlich polyme-
risierten Modelle. In weiteren Studien kann deshalb bevorzugt die Einschritt-
Polymerisation verwendet werden, da sie deutlich weniger Rechen- und Ar-
beitszeit beno¨tigt.
Die Ergebnisse der beiden bisher vorgestellten Modellierungsstudien bilden
die Grundlage, um auch weitere ORMOCER R©-Materialien zu untersuchen.
Die Transferierbarkeit von Modell und Methodik, die anhand des ORMO-
CER R©-I entwickelt wurden, konnte anhand der ORMOCER R©-II-Studie er-
folgreich demonstriert werden. Bei der Modellierung des dritten Materialsys-
tems ORMOCER R©-DIM01 zeigten sich dann die Grenzen der Transferier-
barkeit auf, obwohl dieses Material strukturell besonders einfach aufgebaut
ist. Es besteht nur aus zwei mo¨glichen Monomeren: dem Precursor Meth-
acryloxymethyldimethylethoxysilan und dem einzigen mo¨glichen Kondensa-
tionsprodukt (Dimer). Das fu¨r die Simulation von ORMOCER R©-DIM01 ent-
wickelte Modell kann zwar die Dichte des Harzes gut wiedergeben, die Ab-
weichung liegt mit etwa 1.5 % in der gleichen Gro¨ßenordnung wie bei OR-
MOCER R©-I und –II. Die Dichte des Polymers wird aber um etwa 6 % bis
8 % unterscha¨tzt. Der Polymerisationsgrad kann als Ursache fu¨r die deutliche
Unterscha¨tzung ausgeschlossen werden. Auch Modelle mit Polymerisations-
graden deutlich oberhalb des experimentellen Wertes von 38 % [72] fu¨hrten zu
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einer signifikanten Unterscha¨tzung der Polymerdichte in den Moleku¨ldyna-
mik-Simulationen. Mo¨glicherweise spielen bei diesem Material andere Poly-
merstrukturen eine Rolle als bei ORMOCER R©-I und –II, z.B. die Ausbildung
von partiell kristallinen Bereichen. Fu¨r diesen Ansatz sprechen die relativ
hohe Dichte sowie die gute mechanische Stabilita¨t des Polymers bei dem ver-
gleichsweise kleinen Polymerisationsgrad. U¨ber Vera¨nderungen bei der Mo-
dellierungsstrategie ko¨nnte ebenfalls nachgedacht werden. Eine Moleku¨ldy-
namik-Simulation mit vorgegebener und fixierter Dichte ko¨nnte z.B. weitere
Informationen zu den Konformationen im ORMOCER R©-DIM01-Polymer lie-
fern. Auch das mo¨gliche Vorhandensein von Syntheseresten im Experiment
ko¨nnte beru¨cksichtigt werden. An dieser Stelle zeigte sich, dass bei der U¨ber-
tragung von Modell und Modellierungsstratgie auf neue ORMOCER R©-Sys-
teme in manchen Fa¨llen weitere Anpassungen als nur die Precursorverbin-
dungen und die Strukturgro¨ße notwendig werden.
Fu¨r eine weitere Verbesserung der Modelle wa¨re der Einbezug von Ergeb-
nissen aus weiteren ORMOCER R©-Analysen hilfreich. Eine Mo¨glichkeit wa¨re
die Untersuchung von mechanischen Eigenschaften, das Kompressionsmodul
la¨sst sich z.B. auch mit Kraftfeldmethoden berechnen und mit den Ergebnis-
sen aus dem Experiment vergleichen. Aus Kernmagnetischen Resonanzspek-
tren (NMR-Spektren) und Infrarot-Spektren ko¨nnten daru¨ber hinaus weitere
Informationen zum strukturellen Aufbau der Monomere bzw. des Polymers
und zum Umsatz der Reaktionsstellen im Sol-Gel-Reaktionsschritt erhalten
werden. Fu¨r die Zukunft wa¨re es sicher interessant, wenn auch die ablau-
fenden Materialvera¨nderungen wa¨hrend des Mehrphotonenpolymerisations-
prozesses besser verstanden werden ko¨nnten. Wenn die Entwicklungen im
Bereich der Computertechnik in der aktuellen Geschwindigkeit weitergehen,
werden auf absehbare Zeit auch Rechner verfu¨gbar sein, um entsprechend
große ORMOCER R©-Modelle in Computersimulationen zu verwenden. Dabei
ko¨nnte z.B. die Schrumpfung des Materials beim schrittweisen Entfernen von
unpolymerisiertem Material untersucht werden. Noch interessanter wa¨re der
Einsatz von Methoden, die die Simulation der Bildung und des Bruchs von
Bindungen ermo¨glichen. Eine Mo¨glichkeit wa¨re die Verwendung von Hybrid-
methoden, bei denen das ORMOCER R©-Material mit Kraftfeldmethoden be-
rechnet wird, wa¨hrend die fu¨r die Polymerisation interessanten Bereiche mit
ho¨herwertigen quantenmechanischen Methoden simuliert werden.
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C Potentialparameter fu¨r das COMPASS-Kraftfeld
Die Potentialparameter fu¨r das COMPASS-Kraftfeld sind vero¨ffentlicht wor-
den [31, 141–143], in diesem Abschnitt befindet sich eine Zusammenstellung
der fu¨r diese Arbeit wichtigen Parameter in tabellarischer Form.
Tabelle 34: A¨quivalenztabelle fu¨r das COMPASS-Kraftfeld (Ausschnitt).





si4 si4 si4 si4 si4 si4
si4c si4c si4 si4 si4 si4
si4z si4z si4 si4 si4 si4
c3 c3 c3 c3 c3 c3
c3’ c3’ c3’ c3’ c3’ c3’
c3= c3= c3 c3 c3 c3
c3a c3a c3a c3a c3a c3a
c4o c4o c4 c4 c4 c4
c4 c4 c4 c4 c4 c4
h1 h1 h1 h1 h1 h1
h1o h1o h1 h1 h1 h1
o1= o1= o1= o1= o1= o1=
o2 o2 o2 o2 o2 o2
o2e o2e o2e o2 o2 o2
o2s o2s o2s o2 o2 o2
o2z o2z o2z o2 o2 o2
Tabelle 35: Bindungsinkremente.
i j δi j i j δi j
c3a c3a 0.0000 c4 h1 –0.0530
c3a c4 0.0000 c4 o2e 0.1600
c3a h1 –0.1268 h1 o2 0.4200
c3a o2e 0.0420 o2 si4 –0.2225
c4 c4 0.0000
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Tabelle 36: LENNARD-JONES-Parameter (9-6).
i r∗ / A˚ ε / kcalmol−1 i r
∗ / A˚ ε / kcalmol−1
si4 4.405 0.198 c3a 3.915 0.068
si4c 4.290 0.131 c4 3.854 0.062
o2 3.300 0.080 c4o 3.815 0.068
o2e 3.300 0.120 h1 2.878 0.023
h1o 1.087 0.008
Tabelle 37: Parameter fu¨r Bindungen (La¨nge).







c3a c3a 1.4170 470.8361 –627.6179 1327.6345
c3a c4 1.5010 321.9021 –521.8208 572.1628
c3a h1 1.0982 372.8251 –803.4526 894.3173
c3a o2 1.3768 428.8798 –738.2350 1114.9655
c3a o2e 1.3768 428.8798 –738.2351 1114.9655
c4 c4 1.5300 299.6700 –501.7700 679.8100
c4 h1 1.1010 345.0000 –691.8900 844.6000
c4 o2e 1.4200 400.3954 –835.1951 1313.0142
o2 si4 1.6400 350.1232 –517.3424 673.7067
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Tabelle 38: Parameter fu¨r Bindungen (Winkel).










c3a si4 o2 114.90 23.0218 –31.3993 24.9814
c3a c3a c3a 118.90 61.0226 –34.9931 0.0000
c3a c3a c4 120.05 44.7148 –22.7352 0.0000
c3a c3a h1 117.94 35.1558 –12.4682 0.0000
c3a c4 c3a 111.00 44.3234 –9.4454 0.0000
c3a c4 c4 108.40 43.9594 –8.3924 –9.3379
c3a c4 h1 111.00 44.3234 –9.4454 0.0000
c3a c3a o2 123.42 73.6781 –21.6787 0.0000
c3a o2 c4 102.97 38.9739 –6.2595 –8.1710
c3a o2 h1 108.19 53.1250 –8.5016 0.0000
c4 si4 o2 114.90 23.0218 –31.3993 24.9814
c4 c4 c4 112.67 39.5160 –7.4430 –9.5583
c4 c4 h1 110.77 41.4530 –10.6040 5.1290
c4 c4 o2 111.27 54.5381 –8.3642 –13.0838
c4 o2 c4 104.50 35.7454 –10.0067 –6.2729
c4 o2 h1 105.80 52.7061 –12.1090 –9.8681
h1 o2 si4 122.80 23.7764 –19.8152 9.6331
h1 si4 o2 107.40 57.6643 –10.6506 4.6274
h1 c4 h1 107.66 39.6410 –12.9210 –2.4318
h1 c4 o2 108.73 58.5446 –10.8088 –12.4006
o2 si4 o2 110.70 70.3069 –6.9375 0.0000
si4 o2 si4 159.00 8.5000 –13.4188 –4.1785
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Tabelle 39: Parameter fu¨r Torsionen.





∗ c3a c3a ∗ 0.0000 4.5000 0.0000
∗ c4 c4 ∗ 0.0000 0.0000 –0.1530
∗ o2 si4 ∗ 0.0000 0.0000 –0.0100
c3a c3a c3a o2 0.0000 4.8498 0.0000
c3a c3a c3a c3a 8.3667 1.2000 0.0000
c3a c3a c3a c4 0.0000 4.4072 0.0000
c3a c3a c3a h1 0.0000 3.9661 0.0000
c3a c3a c4 c3a –0.2802 –0.0678 –0.0122
c3a c3a c4 c4 –0.2802 –0.0678 –0.0122
c3a c3a c4 h1 –0.2802 –0.0678 –0.0122
c3a c3a o2 c4 0.0000 1.5000 0.0000
c3a c3a o2 h1 –06900 0.5097 0.0095
c3a c4 c4 h1 0.0000 0.0280 –0.1863
c4 c3a c3a h1 0.0000 1.5590 0.0000
c4 c4 c4 o2 0.7137 0.2660 –0.2545
c4 c4 c4 c4 0.0000 0.0514 –0.1430
c4 c4 c4 h1 0.0000 0.0316 –0.1681
c4 c4 o2 c4 –0.4000 –0.4028 –0.2450
c4 c4 o2 h1 –0.6732 –0.4778 –0.1670
h1 c3a c3a o2 0.0000 1.7234 0.0000
h1 c3a c3a h1 0.0000 2.3500 0.0000
h1 c4 c4 o2 –0.1435 0.2530 –0.0905
h1 c4 c4 h1 –0.1432 0.0617 –0.1530
h1 c4 o2 c3a 0.9513 0.1155 0.0720
h1 c4 o2 c4 0.5302 0.0000 –0.3966
h1 c4 o2 h1 0.1863 –0.4338 –0.2121
h1 o2 si4 c4 0.0000 0.0000 –0.0500
h1 o2 si4 h1 0.0000 0.0000 –0.0500
h1 o2 si4 o2 0.0000 0.0000 –0.0500
o2 c4 c4 o2 1.1000 –0.0500 –0.1441
si4 o2 si4 c4 0.0000 0.0000 –0.0100
si4 o2 si4 h1 0.0000 0.0000 –0.0100
si4 o2 si4 o2 –0.2250 0.0000 –0.0100
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Tabelle 40: Parameter fu¨r Out-of-Plane-Schwingungen.
i j k l k2 / kcalmol−1 A˚2
c3a c3a c3a c3a 7.1794
c3a c3a c3a c4 7.8153
c3a c3a c3a h1 4.8912
c3a c3a c3a o2 13.0421
Tabelle 41: Parameter fu¨r Bindungskreuzterme.
i j k
ki− j j−k /
kcal mol−1 i j k
ki− j j−k /
kcal mol−1
c3a o2 c4 –7.1131 c4 si4 o2 5.4896
c3a c3a o2 48.4754 h1 c3a o2 4.5800
c3a c3a c3a 68.2856 h1 c4 o2 23.1979
c3a c3a c4 2.5085 h1 c4 h1 5.3316
c3a c3a h1 1.0795 h1 o2 si4 6.3820
c3a c4 h1 2.9168 h1 si4 o2 11.6183
c3a o2 h1 20.6577 o2 c4 o2 8.2983
c4 c4 o2 11.4318 o2 si4 o2 41.1143
c4 c4 h1 3.3872 si4 o2 si4 41.1143
c4 o2 h1 –9.6879
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Tabelle 42: Parameter fu¨r Kreuzterme Bindung-Winkel.
i j k
ki− j i− j−k /
kcal mol−1 A˚
rad
k j−k i− j−k /
kcal mol−1 A˚
rad
c3a c3a c3a 28.8708 28.8708
c3a c3a c4 31.0771 47.0579
c3a c3a h1 20.0033 24.2183
c3a c3a o2 58.4790 107.6806
c3a c4 h1 26.4608 11.7717
c3a o2 h1 53.8614 23.9224
c4 c4 c4 8.0160 8.0160
c4 c4 h1 20.7540 11.4210
c4 c4 o2 2.2686 20.4033
c4 o2 c4 –2.8112 –2.8112
c4 o2 h1 28.5800 18.9277
c4 si4 o2 6.4278 20.5669
h1 c4 h1 18.1030 18.1030
h1 c4 o2 4.6189 55.3270
h1 o2 si4 18.0902 31.0726
h1 si4 o2 6.4278 20.5669
o2 si4 o2 23.4380 23.4380
si4 o2 si4 28.6866 28.6686
Tabelle 43: Parameter fu¨r Kreuzterme Bindung-Bindung (1-3).
i j k l
k j−k k−l /
kcal mol−1 i j k l
k j−k k−l /
kcal mol−1
c3a c3a c3a c3a 53.0000 c3a c3a o2 h1 1.1590
c3a c3a c3a c4 2.5085 c4 c3a c3a h1 0.8743
c3a c3a c3a h1 –6.2741 h1 c3a c3a h1 –1.7077
c3a c3a c3a o2 –2.2436 h1 c3a c3a o2 2.0517
c3a c3a c4 h1 –3.4826
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Tabelle 44: Parameter fu¨r Kreuzterme Winkel-Winkel.
i j k l
ki− j−k j−k−l
/ kcal mol−1 i j k l
ki− j−k j−k−l
/ kcal mol−1
c3a c3a c3a o2 0.0000 c4 c4 h1 c4 0.1184
c3a c3a o2 c3a 0.0000 c4 c4 h1 h1 0.2738
c3a c4 c4 h1 –1.8202 c4 c4 o2 c4 –3.5744
c3a c4 h1 c4 1.0827 c4 c4 o2 h1 0.1689
c3a c4 h1 h1 2.3794 h1 c4 c3a h1 3.0118
c4 c4 c3a h1 2.0403 h1 c4 c4 o2 2.5926
c4 c4 c4 o2 –0.8330 h1 c4 c4 h1 –0.4825
c4 c4 c4 c4 –0.1729 h1 c4 h1 o2 2.4259
c4 c4 c4 h1 –1.3199 h1 c4 h1 h1 –0.3157
c4 c4 h1 o2 3.9177 h1 c4 o2 h1 2.1283
Tabelle 45: Parameter fu¨r Kreuzterme Bindung(Ende)-Torsion I.
i-j i-j-k-l





c3a c3a c3a c3a –0.1185 6.3204 0.0000
c3a c3a c3a c4 0.0000 –0.6918 0.0000
c3a c3a c3a h1 0.0000 –6.8958 0.0000
c3a c3a c3a o2 0.0000 0.2655 0.0000
c3a c3a c4 c4 0.0000 0.0000 0.0000
c3a c3a c4 h1 –0.5835 1.1220 0.3978
c3a c3a o2 h1 0.9000 –1.3456 1.1900
c3a c4 c4 h1 0.0000 0.0000 0.0000
c4 c3a c3a h1 0.0000 –1.7970 0.0000
c4 c4 c4 c4 –0.0732 0.0000 0.0000
c4 c4 c4 h1 0.2486 0.2422 –0.0925
c4 c4 c4 o2 –0.3190 0.4411 –0.7174
c4 c4 o2 c4 –0.2456 1.0517 –0.7795
c4 c4 o2 h1 –0.5800 0.9004 0.0000
h1 c3a c3a h1 0.0000 –0.6890 0.0000
h1 c3a c3a o2 0.0000 –1.5867 0.0000
h1 c4 c4 h1 0.2130 0.3120 0.0777
h1 c4 c4 o2 0.9681 0.9551 0.0436
h1 c4 o2 c4 –0.6054 1.3339 0.9648
h1 c4 o2 h1 –1.7554 1.3145 0.2263
o2 c4 c4 o2 1.0165 0.7553 –0.4609
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Tabelle 46: Parameter fu¨r Kreuzterme Bindung(Ende)-Torsion II.
k-l i-j-k-l





c3a c3a c3a c3a –0.1185 6.3204 0.0000
c3a c3a c3a c4 0.0000 0.2421 0.0000
c3a c3a c3a h1 0.0000 –0.4669 0.0000
c3a c3a c3a o2 0.0000 4.8905 0.0000
c3a c3a c4 c4 0.0000 0.0000 0.0000
c3a c3a c4 h1 1.3997 0.7756 0.0000
c3a c3a o2 h1 3.4132 0.5873 –0.1323
c3a c4 c4 h1 0.0000 0.0000 0.0000
c4 c3a c3a h1 0.0000 –0.4879 0.0000
c4 c4 c4 c4 0.0000 0.0000 0.0000
c4 c4 c4 h1 0.0814 0.0591 0.2219
c4 c4 c4 o2 1.1538 0.8409 –0.9138
c4 c4 o2 c4 0.4741 1.2635 0.5576
c4 c4 o2 h1 0.0000 0.5343 0.9025
h1 c3a c3a h1 0.0000 –0.6890 0.0000
h1 c3a c3a o2 0.0000 4.2641 0.0000
h1 c4 c4 h1 0.2130 0.3120 0.0777
h1 c4 c4 o2 0.5903 0.6669 0.8584
h1 c4 o2 c4 –0.1620 0.1564 –1.1408
h1 c4 o2 h1 0.2493 0.6803 0.0000
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Tabelle 47: Parameter fu¨r Kreuzterme Bindung(Mitte)-Torsion.
j-k i-j-k-l





c3a c3a c3a o2 0.0000 4.8255 0.0000
c3a c3a c3a c3a 27.5989 –2.3120 0.0000
c3a c3a c3a c4 0.0000 9.1792 0.0000
c3a c3a c3a h1 0.0000 –1.1521 0.0000
c3a c3a c4 c4 0.0000 0.0000 0.0000
c3a c3a c4 h1 –5.5679 1.4083 0.3010
c3a c3a o2 h1 1.1580 3.2697 3.5132
c3a c4 c4 h1 0.0000 0.0000 0.0000
c4 c3a c3a h1 0.0000 3.9421 0.0000
c4 c4 c4 o2 –21.8842 –7.6764 –0.6868
c4 c4 c4 c4 –17.7870 –7.1877 0.0000
c4 c4 c4 h1 –14.8790 –3.6580 –0.3138
c4 c4 o2 c4 –5.9288 –2.7007 –0.3175
c4 c4 o2 h1 1.2472 0.0000 0.7485
h1 c3a c3a o2 0.0000 5.5432 0.0000
h1 c3a c3a h1 0.0000 4.8228 0.0000
h1 c4 c4 o2 –16.7975 –1.2296 –0.2750
h1 c4 c4 h1 –14.2610 –0.5322 –0.4864
h1 c4 o2 c4 –6.8007 –4.6546 –1.4101
h1 c4 o2 h1 0.0000 0.9241 –0.5889
o2 c4 c4 o2 –17.2585 –3.6157 –0.8364





i j k l k1 / kcalmol−1 i j k l
k1 / kcal
mol−1
c3a c3a c3a c4 –14.4097 c4 c4 o2 c4 –19.0059
c3a c3a c3a h1 –4.8141 c4 c4 o2 h1 –12.1038
c3a c3a c3a o2 –21.0247 h1 c3a c3a h1 0.3598
c3a c3a c4 h1 –5.8888 h1 c3a c3a o2 4.2296
c3a c3a o2 h1 –4.6072 h1 c4 c4 h1 –12.5640
c4 c3a c3a h1 4.4444 h1 c4 c4 o2 20.2006
c4 c4 c4 c4 –22.0450 h1 c4 o2 c4 –16.4438
c4 c4 c4 h1 –16.1640 h1 c4 o2 h1 –10.5093
c4 c4 c4 o2 –29.0420 o2 c4 c4 o2 –14.0484
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Tabelle 49: Parameter fu¨r Kreuzterme Winkel-Torsion I.
i-j-k i-j-k-l





c3a c3a c3a o2 0.0000 10.0155 0.0000
c3a c3a c3a c3a 1.9767 1.0239 0.0000
c3a c3a c3a c4 0.0000 3.8987 0.0000
c3a c3a c3a h1 0.0000 2.5014 0.0000
c3a c3a c4 c4 0.0000 0.0000 0.0000
c3a c3a c4 h1 0.2251 0.6548 0.1237
c3a c3a o2 h1 –5.1360 –1.0122 0.0000
c3a c4 c4 h1 0.0000 0.0000 0.0000
c4 c3a c3a h1 0.0000 –0.1242 0.0000
c4 c4 c4 o2 0.5623 –0.3041 –0.4015
c4 c4 c4 c4 0.3886 –0.3139 0.1389
c4 c4 c4 h1 –0.2454 0.0000 –0.1136
c4 c4 o2 c4 –2.4766 1.4877 –0.8955
c4 c4 o2 h1 –3.5903 2.5225 0.4888
h1 c3a c3a o2 0.0000 1.8729 0.0000
h1 c3a c3a h1 0.0000 2.4501 0.0000
h1 c4 c4 o2 2.3668 2.4920 –1.0122
h1 c4 c4 h1 –0.8085 0.5569 –0.2466
h1 c4 o2 c4 –1.8234 1.6393 0.5144
h1 c4 o2 h1 –3.4060 1.6396 0.0737
o2 c4 c4 o2 0.5511 0.9737 –0.6673
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Tabelle 50: Parameter fu¨r Kreuzterme Winkel-Torsion II.
j-k-l i-j-k-l





c3a c3a c3a o2 0.0000 1.7404 0.0000
c3a c3a c3a c3a 1.9767 1.0239 0.0000
c3a c3a c3a c4 0.0000 –4.4683 0.0000
c3a c3a c3a h1 0.0000 2.7147 0.0000
c3a c3a c4 c4 0.0000 0.0000 0.0000
c3a c3a c4 h1 4.6266 0.1632 0.0461
c3a c3a o2 h1 4.6852 0.0230 –0.5980
c3a c4 c4 h1 0.0000 0.0000 0.0000
c4 c3a c3a h1 0.0000 3.4601 0.0000
c4 c4 c4 o2 0.9672 –0.7566 1.2331
c4 c4 c4 c4 0.3886 –0.3139 0.1389
c4 c4 c4 h1 0.3113 0.4516 –0.1988
c4 c4 o2 c4 0.5676 0.9450 0.0703
c4 c4 o2 h1 0.8726 –0.3577 0.3888
h1 c3a c3a o2 0.0000 2.5706 0.0000
h1 c3a c3a h1 0.0000 2.4501 0.0000
h1 c4 c4 o2 –0.1892 0.4918 0.7273
h1 c4 c4 h1 –0.8085 0.5569 –0.2466
h1 c4 o2 c4 –0.7777 0.4340 –0.6653




Abbildung 68: Doppelt logarithmische Auftragung der Ro¨ntgen-Kleinwinkel-
Streukurve fu¨r ORMOCER R©-II in Essigsa¨ureisobutylester (EIBE) nach Abzug des
Lo¨sungsmittelbeitrags.
Abbildung 69: GUINIER-Plot der Ro¨ntgen-Kleinwinkel-Streukurve fu¨r ORMO-
CER R©-II in Essigsa¨ureisobutylester (EIBE) nach Abzug des Lo¨sungsmittelbeitrags.
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Tabelle 51: Vergleich der Energie der ORMOCER R©-I-Vierer-Ketten. Alle Methoxy-
gruppen aus den 3-Methacryloxypropyltrimethoxysilanprecursormoleku¨len wurden
durch Hydroxygruppen ersetzt, damit die potentielle Energie direkt vergleichbar
wird. Oberfla¨che und Volumen wurden nach der CONOLLY-Methode [153] bestimmt.
Nr. Precursorfolge O / A˚2 V / A˚3 Emin / kcal mol
−1
1 MDMD 689.70 820.14 –260.48
2 DMMD 593.11 817.05 –253.19
3 MMDD 688.92 815.77 –248.60
4 MDDM 643.24 822.98 –246.89
Tabelle 52: Vergleich der Energie der ORMOCER R©-I-Fu¨nfer-Ketten. a
Alle Methoxygruppen aus den 3-Methacryloxypropyltrimethoxysilanpre-
cursormoleku¨len wurden durch Hydroxygruppen ersetzt, damit die po-
tentielle Energie direkt vergleichbar wird. Oberfla¨che und Volumen wur-
den nach der CONOLLY-Methode [153] bestimmt.
Nr. a Precursorfolge O / A˚2 V / A˚3 Emin / kcal mol
−1
1 MDDDM 858.81 1016.88 –278.25
2 DDMDM 525.76 1041.06 –276.86
3 DDDMM 753.52 1046.92 –274.83
4 DMDMD 816.98 1029.53 –274.62
5 DMDDM 829.27 1023.50 –271.74
6 DDMMD 802.42 1028.05 –268.52
7 MMDDM 809.29 1016.14 –394.82
8 MDMDM 880.10 1012.61 –393.96
9 MMDMD 817.22 1033.13 –388.62
10 MMMDD 886.61 1024.61 –387.08
11 DMMMD 763.24 1025.39 –385.31
12 MDMMD 837.99 1008.88 –380.38
a Bei den Fu¨nfer-Ketten sind zwei Zusammensetzungen mo¨glich, 3 D und 2
M sowie 2 D und 3 M.
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Abbildung 70: Verlauf der Simulationstemperatur fu¨r eine MD-Simulation von
ORMOCER R©-I mit zwei Moleku¨len IRGACURE R©-OXE01.
Tabelle 57: Diffusionskontante fu¨r IRGACURE R©-OXE01 in unterschiedlichen
ORMOCER R©-I-Modellen. Die Werte wurden nach Gleichung 51 (Abschnitt 3.2.4) be-
rechnet. Fu¨r das Modell aus den Viererzellen 7 uns 23 wurden fu¨nf Startpunkte (V1
bis V5) verwendet.
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Abbildung 71: Modell zur Beschreibung der Diffusion von Hydrochinonmonomethy-
lether (HQME) in ORMOCER R©-I (Startkonfiguration (oben) und Ergebnis nach 1000
ps MD (unten)). Die HQME-Moleku¨le bewegen sich hauptsa¨chlich im Zwischenbe-
reich, indem sie urspru¨nglich ins Modell integriert wurden. Einige Moleku¨le adsor-
bieren an der Polymerharzoberfla¨che, es diffundiert aber kein Moleku¨l tatsa¨chlich in
das ORMOCER R©-Harz hinein.
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F ORMOCER R©-II
Abbildung 72: Dichteverlauf fu¨r eine polymerisierte Simulationszelle von
ORMOCER R©-II wa¨hrend einer Moleku¨ldynamik-Simulation bei Raumtempera-
tur und einer Simulationszeit von 150 ps (angepasste Darstellung nach [104]. Blau:
Verlauf der Dichte. Rot: Mittelwert fu¨r die Dichte zwischen 50 ps und 100 ps (ρ1 =
1.201 g cm−3). Orange: Mittelwert fu¨r die Dichte zwischen 100 ps und 150 ps (ρ2
= 1.205 g cm−3). Der Unterschied zwischen ρ1 und ρ2 ist mit % deutlich kleiner als
der mittlere Fehler in der Dichteberechnung aus der Moleku¨ldynamik-Simulation
von ca. 1 %. 100 ps Moleku¨ldynamik-Simuation sind also ausreichend, um eine
Equilibrierung und eine zuverla¨ssige Bestimmung der mittleren Dichte eines
ORMOCER R©-II-Modells aus vier Monomeren zu erreichen.
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G ORMOCER R©-DIM01
G.1 Erga¨nzende Ergebnisse aus den Kraftfeldsimulationen
Tabelle 60: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymeri-
sation in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Poly-
merisationsgrade fu¨r 20 Dimere.
nPrec nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
≈ 1 ≈ 9 38 d Experiment 1.114 d
0 20 30 –1738.52 1.037 –6.9
0 20 35 –1671.53 1.038 –6.8
0 20 40 –1605.33 1.028 –7.7
0 20 50 –1469.43 1.042 –6.5
0 20 60 –1325.97 1.033 –7.3
0 20 70 –1199.22 1.042 –6.5
0 20 80 –982.14 1.051 –5.7
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
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Tabelle 61: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymeri-
sation in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Poly-
merisationsgrade fu¨r 19 Dimere und ein Monomer.
nPrec nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
≈ 1 ≈ 9 38 d Experiment 1.114 d
1 19 31 –1683.71 1.016 –8.8
1 19 36 –1602.09 1.017 –8.7
1 19 41 –1547.78 1.040 –6.6
1 19 51 –1404.80 1.033 –7.3
1 19 61 –1338.30 1.018 –8.6
1 19 72 –960.54 1.023 –8.2
1 19 82 –996.14 1.034 –7.2
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
Tabelle 62: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymeri-
sation in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Poly-
merisationsgrade fu¨r 18 Dimere und zwei benachbarte Precursoren.
nPrec nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
≈ 1 ≈ 9 38 d Experiment 1.114 d
2 18 32 –1622.77 1.030 –7.5
2 18 37 –1558.91 1.030 –7.5
2 18 42 –1485.85 0.995 –10.7
2 18 53 –1349.42 1.032 –7.4
2 18 63 –1210.80 1.032 –7.4
2 18 74 –1072.70 1.040 –6.6
2 18 84 –865.45 1.047 –6.0
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
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Tabelle 63: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymeri-
sation in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Poly-
merisationsgrade fu¨r 18 Dimere und zwei voneinander entfernte Precurso-
ren.
nPrec nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
≈ 1 ≈ 9 38 d Experiment 1.114 d
2 18 32 –1620.62 1.017 –8.7
2 18 37 –1558.66 1.029 –7.6
2 18 42 –1478.91 1.034 –7.2
2 18 53 –1346.06 1.027 –7.8
2 18 63 –1214.06 1.027 –7.8
2 18 74 –335.04 1.041 –6.6
2 18 84 –512.61 1.037 –6.9
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
Tabelle 64: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymeri-
sation in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Poly-
merisationsgrade fu¨r 17 Dimere und drei voneinander entfernte Precursoren.
nPrec nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
≈ 1 ≈ 9 38 d Experiment 1.114 d
3 17 32 –1565.47 1.044 –6.3
3 17 38 –1505.76 1.030 –7.5
3 17 43 –1427.48 1.010 –9.3
3 17 49 –1355.09 1.039 –6.7
3 17 59 –1220.70 1.045 –6.2
3 17 70 –1082.23 1.014 –9.0
3 17 81 –948.66 1.031 –7.5
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
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Tabelle 65: Dichtebestimmung fu¨r ORMOCER R©-DIM01 nach der Polymeri-
sation in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlicher Poly-
merisationsgrade fu¨r 20 Precursoren.
nPrec nDim PD
a Emin / kcal mol
−1 ρap / g cm−3 b ∆ρ / % c
≈ 1 ≈ 9 38 d Experiment 1.114 d
20 0 30 –779.19 1.002 –10.1
20 0 40 –718.18 1.002 –10.1
20 0 50 –643.24 0.980 –12.0
20 0 60 –585.95 1.009 –9.4
20 0 70 –510.26 0.998 –10.4
20 0 80 –439.49 1.020 –8.4
a PD – Polymerisationsgrad (polymerization degree)
b ap – nach der Polymerisation (after polymerization)
c ∆ρ = ρap−ρap,exp
d experimentell gemessener Wert [72]
Tabelle 66: Dichtebestimmung fu¨r ORMOCER R©-DIM01 vor der Polymerisa-
tion in Moleku¨ldynamik-Simulationen. Vergleich unterschiedlich langer MD-
Simulationszeiten.
nPrec nDim ρ50−100ps / g cm−3 ρ100−150ps / g cm−3 ∆ρ / %
Experiment a 0.991 0.991
0 20 1.025 1.012 –1.3
1 19 0.968 0.952 –1.7
2 18 0.970 0.968 –0.2
2 18 1.022 1.018 –0.4
3 17 1.022 1.005 –1.7
3 17 1.014 1.002 –1.2
20 0 1.008 0.999 –0.9
a experimentell gemessener Wert [72]
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G.2 Bestimmung von NMR-Daten aus DFT-Berechnungen
Eine wichtige Methode in der chemischen Analytik ist die Kernmagnetische
Resonanzspektroskopie (Nuclear Magnetic Resonance, NMR). Im Experiment
wird die chemische Verschiebung δ berechnet, indem die Resonanzfrequenz
gemessen und mit der Referenzfrequenz von Tetramethylsilan verglichen
wird. Bei der Kernmagnetischen Resonanz handelt es sich um einen Effekt,
der von der Elektronendichte um den jeweiligen Atomkern abha¨ngt, weswe-
gen sich NMR-Daten prinzipiell auch mit theoretischen Methoden am Rech-
ner bestimmen lassen sollten. Bei Kraftfeldmethoden, die im Mittelpunkt die-
ser Arbeit stehen, werden die Elektronen nicht explizit beru¨cksichtigt (s. Ka-
pitel 2.3.2), sie kommen deshalb nicht fu¨r die Berechnung von NMR-Daten
in Frage. Stattdessen muss auf andere Methoden zuru¨ckgegriffen werden,
die eine explizite Beschreibung der Elektronen ermo¨glichen, z.B. ab initio-
Methoden. Diese beno¨tigen große Mengen an Rechenzeit, so dauert eine Self-
Consisting-Field-Berechnung fu¨r Dichlorfluormethan bei der Verwendung ei-
nes moderaten Basissatzes bereits etwa 30 Minuten [158]. Die Gro¨ße des Ba-
sissatzes steigt schneller an als die Anzahl an Atomen, da jedes Atom mit
mehreren Funktionen beschrieben wird. Die Rechenzeit steigt mit n4, wobei
n die Anzahl der Funktionen im Basissatz ist. So beno¨tigen gro¨ßere Moleku¨le
schnell mehrere Tage bis hin zu einigen Wochen an Rechenzeit.
Die gleichen Moleku¨le lassen sich mit Methoden der Dichtefunkionaltheorie
(DFT) aufgrund der getroffenen Vereinfachungen in wenigen Stunden berech-
nen. Deshalb sind DFT-Methoden besser geeignet, um NMR-Daten aus Simu-
lationen zu erhalten. Eine Mo¨glichkeit zur Berechnung von NMR-Parametern
liefert das Programmpaket ”Quantum Espresso“ [159], das als Open Source-
Software frei verfu¨gbar ist [160]. Zuna¨chst muss dabei in einem Self-Con-
sisting-Field-Verfahren (SCF) eine Einzelpunktenergieberechnung durchge-
fu¨hrt werden. Hier tauchten bereits die ersten Probleme dieser Methoden
auf. Die berechnete Energie ist sehr stark vom gewa¨hlten kinetischen cut-off
fu¨r die Energie der Wellenfunktionen abha¨ngig. Dies zeigten die SCF-Ener-
gieberechnung an einem einzelnen DIM01-Precursormoleku¨l (Methacryloxy-
methyldimethylethoxysilan) und an einem Dimermoleku¨l. Die Berechnung
der SCF-Energie musste fu¨r die spa¨tere Verwendung zur Berechnung der
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NMR-Daten mit sogenannten ultrasoften Pseudopotentialen [161] und unter
Beru¨cksichtigung von periodischen Randbedingungen (PBCs) durchgefu¨hrt
werden. Bei den Pseuodpotentialen handelt es sich um ein Na¨herungsverfah-
ren, bei dem kernnahe Valenzelektronen durch eine vereinfachte knotenfreie
Wellenfunktion beschrieben werden. Dadurch kann der verwendete Basissatz
an Funktionen verringert werden, der numerische Aufwand zur Lo¨sung im
SCF-Prozess wird geringer [162]. Es gibt verschiedene Varianten von Pseudo-
potentialen, in der ultrasoften Na¨herung wird zusa¨tzlich auf die Bedingung
der Normerhaltung verzichtet, um den Basissatz klein zu halten und damit
gleichzeitig den Rechenzeitaufwand zu verringern. Diese Na¨herung ist no¨tig,
da sich auf der anderen Seite durch die Periodischen Randbedingungen und
durch eine Vergro¨ßerung des gewa¨hlten kinetischen cut-off fu¨r die Energie
der Wellenfunktionen die beno¨tigte Rechenzeit erho¨ht. Tabelle 67 beinhal-
tet die berechnete Energie und die beno¨tigte Rechenzeit in Abha¨ngigkeit des
gewa¨hlten cut-off, um die genannten Zusammenha¨nge zu verdeutlichen.
Tabelle 67: Ergebnisse der SCF-Energieberechnung am ORMOCER R©-DIM01-
Precursormmoleku¨l und fu¨r ein kondensiertes Dimer in Abha¨ngigkeit des
gewa¨hlten kinetischen cut-off fu¨r die Energie der Wellenfunktionen. Die Rechenzeit
entspricht der beno¨tigten Zeit mal der Anzahl an verwendeten Prozessorkernen.
cut-off / Ry a ESCF,Mono / Ry tCPU / min ESCF,Dim / Ry tCPU / min
30 –225.3227 12 –362.1107 32
35 –226.3600 18 –363.8214 43
40 –226.9650 25 –364.8227 58
45 –227.2905 31 –365.3634 74
50 –227.4625 36 –365.6498 86
55 –227.5494 43 –365.7942 98
60 –227.5907 51 –365.8625 113
65 –227.6079 57 –365.8909 117
70 –227.6146 66 –365.9019 152
75 –227.6172 67 –365.9059 162
80 –227.6185 76 –365.9079 182
a Ry – Rydberg, 1 Rydberg entspricht 2.180 · 10−18 J
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Die Energie konvergiert fu¨r beide Moleku¨le erst bei einem kinetischen cut-off
fu¨r die Energie der Wellenfunktionen von 80 Ry. Dazu wurden fu¨r das kleinste
denkbare Modell, den Precursor, schon 1.5 Stunden, fu¨r das Dimer bereits gut
drei Stunden an Rechenzeit auf einer CPU beno¨tigt. Anschließend ko¨nnen mit
der Gauge Including Projector Augmented Wave-Methode (GIPAW) [163] die
NMR-Abschirmungen der Atome berechnet werden. Diese Methode beno¨tigt
den Einsatz speziell angepasster ultrasofter Pseudopotentiale, die deshalb be-
reits fu¨r die SCF-Energieberechnung verwendet werden mussten. Die NMR-
Daten wurden fu¨r das Precursor-Moleku¨l und fu¨r das dimere Kondensations-
produkt unter Beru¨cksichtigung der SCF-Ergebnisse mit 80 Ry cut-off be-
stimmt. Die in der Simulation berechneten Abschirmungen der Atome sind
in Tabelle 68 zusammengefasst gezeigt. Bei symmetriea¨quivalenten Atomen
wurden die einzeln berechneten Abschirmungen gemittelt. Die Mittelung
wird no¨tig, da die DFT-Berechnung bei einer festen Konformation erfolgt. Die
berechneten Abschirmungen von symmetriea¨quivalenten Atomen sind zwar
sehr a¨hnlich aber nicht gleich. Berechnet man zum Beispiel die Abschirmun-
gen fu¨r die vier Kohlenstoffatome, die zu den jeweils zwei direkt an die Si-
liciumatome gebundenen Methylgruppen geho¨ren, erha¨lt man folgende vier
Werte: 177.96 ppm, 177.59 ppm, 177.33 ppm und 178.22 ppm. Als Mittelwert
fu¨r den Vergleich mit dem in Lo¨sung gemessenen Spektrume ergibt sich hier
eine Abschirmung von 177.8 ppm.
Eine derartige Simulation mit GIPAW beno¨tigt fu¨r das dimere Kondensa-
tionsprodukt bereits etwa 15 Stunden Rechenzeit (ca. 2 Stunden auf insge-
samt 8 CPUs). Dass die vorgestellte Methode zur Berechnung von NMR-
Parametern in DFT-Rechnungen generell funktioniert, zeigt der Vergleich
der Ergebnisse fu¨r die Siliciumatome im Monomer und im Dimer. Der Un-
terschied der berechneten NMR-Abschirmungen betra¨gt 8 ppm, die beiden
a¨quivalenten Siliciumatome im Dimer sind sta¨rker abgeschirmt als das Si-
liciumatom im Monomer. Das Dimer sollte im 29Si-NMR-Spektrum also ein
Signal bei einer Verschiebung liefern, die 8 ppm kleiner ist als die des Mo-
nomers. Der Vergleich mit dem experimentell am ORMOCER R©-DIM01 ge-
messenen 29Si-NMR zeigt eine sehr gute U¨bereinstimmung. Das Monomer
liefert ein Signal bei etwa 11.7 ppm, das Dimer ein Signal bei etwa 3.7 ppm,
die Signale liegen genau die berechneten 8 ppm auseinander.
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Tabelle 68: Ergebnisse der Berechnung der NMR-Abschirmungen fu¨r das
ORMOCER R©-DIM01-Precursormmoleku¨l und das Dimer. Die vorangegangene
SCF-Energieberechnung wurde bei einem cut-off fu¨r die Energie der Wellenfunktio-













310.6 318.8 181.2 177.8
114.1 114.4 –5.1 –5.9
23.5 26.6 38.0 35.2
153.2 153.1 30.8 30.8
27.1 27.1 24.6 24.8
29.0 29.2 109.0 –
156.6 – 26.8 –
29.8 –
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Als na¨chstgro¨ßeres Modell wurde eine Simulationszelle aus drei Dimeren
und einem Monomer generiert. Die SCF-Berechnung an dieser Zelle hat be-
reits nennenswerte Zeiten in Anspruch genommen. Wird der kinetische cut-
off fu¨r die Energie der Wellenfunktionen bei 100 Ry gesetzt, dauert die SCF-
Energieberechnung hier bereits 22.5 Stunden (7 h 50 min auf 8 Prozesso-
ren), die anschließende NMR-Datenberechnung 88 Stunden (11 h auf 8 Pro-
zessoren). Die SCF-Energie konvergiert aber so langsam, dass 100 Ry als
cut-off immer noch nicht ausreichend sind. Diese Versuche erga¨nzt um ein-
zelne Simulationen von noch gro¨ßeren Modellen, wie den ORMOCER R©-I-
Viererketten, oder gar an kleinen Simulationszellen mit vier ORMOCER R©-I-
Monomeren zeigten aber die Grenzen dieser Methodik auf. Die Modelle ha¨t-
ten weiter vergro¨ßert werden mu¨ssen, damit einhergehend wu¨rde sich auch
der zu verwendende cut-off enstprechend vergro¨ßern. Außerdem ha¨tte der
Einfluss der gewa¨hlten Anzahl an k-Punkten fu¨r die Berechnung auf das Si-
mulationsergebnis u¨berpru¨ft werden mu¨ssen, bei allen vorgestellten Simula-
tionen wurde nur ein k-Punkt beru¨cksichtigt. Die dafu¨r beno¨tigten Rechen-
zeiten konnten mit dem zur Verfu¨gung stehenden Equipment nicht bereitge-
stellt werden. Schließlich ha¨tten ausreichen gute Referenzwerte fu¨r die Ab-
schirmungen gesucht oder in Simulationen generiert werden mu¨ssen, um eine
Umrechnung der Ergebnisse in chemische Verschiebungen nach der folgen-
den Gleichung 67 zu ermo¨glichen. Dieses Vorgehen entspricht dem Vergleich
mit dem Tetramethylsilansignalen im NMR-Experiment.
δx = δx,re f −δx,s (67)
δx: chemische Verschiebung im NMR
δx,re f : Referenzwert fu¨r die chemische Verschiebung
δx,s: berechneter Wert fu¨r die NMR-Abschirmung
Die aufgefu¨hrten Gru¨nde haben dazu gefu¨hrt, dass dieser Ansatz zur wei-
teren Modellvalidierung u¨ber berechnete NMR-Daten im Rahmen dieser Ar-
beit nicht weiter verfolgt wurde. Stattdessen ko¨nnte fu¨r zuku¨nftige Untersu-
chungen die Berechnung von NMR-Verschiebungen u¨ber Inkrement-Tabellen
[164–167] eine mo¨gliche Lo¨sung sein.
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G.3 Quelltextbeispiele fu¨r die Berechnung von
NMR-Parametern
Listing 1: Beispielinput fu¨r die SCF-Energieberechnung mit PWSCF aus dem Quan-
tum Espresso-Paket (ein Precursormoleku¨l)
1 \&CONTROL
2 ca l cu lat ion = ’ scf ’ ,
3 restart mode = ’ from scratch ’ ,
4 pseudo dir = ’ . . / ’
5 pre f ix = ’Monomer ’
6 outdir = ’ . / ’
7 /
8 \&SYSTEM
9 ibrav = 1 ,
10 A = 15.0000 ,
11 nat = 31 ,
12 ntyp = 4 ,
13 ecutwfc = 30.00 ,
14 nosym = . true . ,
15 occupations = ’ f ixed ’ ,
16 /
17 \&ELECTRONS
18 conv thr = 1.D−10 ,
19 /
20 ATOMIC\ SPECIES
21 H 1.00000 H. pbe−tm−gipaw .UPF
22 C 12.00000 C. pbe−tm−gipaw .UPF
23 O 16.00000 O. pbe−tm−gipaw .UPF
24 Si 28.00000 Si . pbe−tm−gipaw .UPF
25 ATOMIC\ POSITIONS angstrom
26 C −9.132703669 8.183792410 3.627288261
27 C −8.262526309 7.911925030 4.835780425
28 C −7.185242775 7.096023745 4.793799541
29 C −8.618777804 8.578503255 6.123745271
30 O −9.579086159 9.317775291 6.198549157
31 O −7.853810533 8.358184203 7.253043078
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32 C −8.223784236 9.005611372 8.477534392
33 Si −7.010709784 8.542577082 9.883652717
34 O −7.151908193 6.918640632 10.264200517
35 C −7.417448005 9.541688615 11.445774367
36 C −5.215762073 8.880281156 9.363767766
37 C −7.008927857 5.890775097 9.287672240
38 C −7.129422119 4.515657995 9.934031409
39 H −10.174878274 7.866311694 3.796861473
40 H −8.755201834 7.630856098 2.755856646
41 H −9.140246310 9.254495740 3.364199894
42 H −6.869247135 6.578721946 3.888045854
43 H −6.559551884 6.904117317 5.668145036
44 H −9.254357149 8.729523691 8.751152760
45 H −8.222519916 10.098511221 8.337215130
46 H −8.443145130 9.358124884 11.800135559
47 H −7.323987977 10.621808152 11.253695618
48 H −6.737673109 9.296019282 12.276006786
49 H −4.504115458 8.586341021 10.150466135
50 H −5.062844956 9.952781352 9.166875907
51 H −4.935372432 8.336584800 8.449148687
52 H −6.028353479 5.992679934 8.793036898
53 H −7.786130824 6.013860235 8.514799064
54 H −7.023308750 3.706602342 9.195936744
55 H −8.110387769 4.415083417 10.424077755
56 H −6.351449065 4.391348888 10.703313234
57 K POINTS automatic
58 1 1 1 0 0 0
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Listing 2: Beispielinput fu¨r die Berechnung von NMR-Abschirmungen mit GIPAW
aus dem Quantum Espresso-Paket
1 &inputgipaw
2 job = ’nmr ’
3 pre f ix = ’4 erZel le ’
4 tmp dir = ’ . / ’
5 i verbos i ty = 1
6 q gipaw = 0.01
7 spl ine ps = . true .
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