Wing or fin flexibility can dramatically a↵ect the performance of flying and swimming animals. Both laboratory experiments and numerical simulations have been used to study these e↵ects, but analytical results are notably lacking. Here, we develop small-amplitude theory to model a flapping wing that pitches passively due to a combination of wing compliance, inertia, and fluid forces. Remarkably, we obtain a class of exact solutions describing the wing's emergent pitching motions, along with expressions for how thrust and e ciency are modified by compliance. The solutions recover a range of realistic behaviors and shed new light on how flexibility can aid performance, the importance of resonance, and the separate roles played by wing and fluid inertia. The simple, robust estimates a↵orded by our theory will likely be valuable even in situations where details of the flapping motion and wing geometry di↵er.
Introduction
For flying and swimming animals alike, the flapping of wings or fins is a ubiquitous form of locomotion. Unlike traditional man-made wings, biological wings or fins are subject to large elastic deformations, which can lead to greatly improved propulsive performance (see Fish 1993; Vogel 1994; Young et al. 2009; Wu 2011; Lucas et al. 2014) . In fact, it is widely believed that wing-flexibility will be exploited in next generation air-and-waterbased technologies, such as micro-air vehicles (see Rozhdestvensky & Ryzhov 2003; Shang et al. 2009; Ristroph & Childress 2014) .
Owing to such applications as well as to our own natural curiosity, there has been a developing interest to understand how wing flexibility alters propulsion. Laboratory experiments of wings flapping against imposed flows (see Heathcote & Gursul 2007; Dewey et al. 2013) or locomoting freely (see Vandenberghe et al. 2006; Spagnolie et al. 2010; Thiria & Godoy-Diana 2010) have provided a rich foundation of observations. Meanwhile, numerical simulations based on vortex-shedding models (see Katz & Weihs 1978; Alben 2008; Michelin & Smith 2009; Alben et al. 2012) or direct Navier-Stokes and Boltzmann solvers (see Spagnolie et al. 2010; Masoud & Alexeev 2010; Kang et al. 2011; Dai et al. 2012 ) have advanced our understanding of the principles at play.
These studies vary in the types of kinematics and flexibility used. Most often the flexibility is either uniform along the wing or localized by a torsional spring, and the driving is either a pitching or a heaving motion. Despite these di↵erences, the studies all reveal that wing compliance can lead to substantial improvements in performance, as measured by the thrust the wing generates, its propulsive e ciency, or its free-swimming speed. Further, performance can degrade if the driving frequency is su ciently high, pointing to a frequency of optimal performance. Several recent studies have found this optimal frequency to be comparable to a natural resonance of the wing-fluid system, albeit with a fair amount of variation in the reported ratio (see Michelin & Smith 2009; Masoud & Alexeev 2010; Thiria & Godoy-Diana 2010; Kang et al. 2011; Ramananarivo et al. 2011; Alben et al. 2012) . Recently, Dewey et al. (2013) used scaling arguments to estimate the optimal driving frequency and thrust, which gave good collapse of their experimental data. For a self-propelled wing, Spagnolie et al. (2010) found that increasing the driving beyond the optimal frequency first slows the wing's motion, and, if the frequency is high enough, can even reverse the natural swimming direction. These studies illustrate just some of the rich behavior that can arise from the interplay between a fluid and flexible propulsor, and despite recent progress, a complete understanding of the underlying principles is lacking. In particular, analytical results that capture some of the system's essential behavior have proven elusive, and this is the purpose of the present study.
In this paper, we consider a so-called torsional flexibility model, in which a rigid wing is a xed to a torsional spring at its leading edge. When flapped in a fluid, the wing can deflect angularly, or pitch, in response to the forces acting on it. We choose this model primarily for its simplicity, although it is a situation that can also be found in nature, for example the pitching motions of insect wings that occur due to joint flexibility (see Ennos 1988; Bergou et al. 2007) . To determine the fluid flow, we perform asymptotic analysis in the limit of small driving amplitude, as was originally introduced by Wu (1961) for prescribed kinematics. Extending Wu's analysis, we couple this flow to the initially unknown wing kinematics through a torque balance. Remarkably, this yields a class of exact solutions describing the emergent pitching motions, along with expressions for the thrust generated by the wing and the power required to drive it. The solutions recover a range of realistic behaviors, including a resonant mode that produces optimal thrust and a high-frequency mode in which performance degrades. Our results even compare well to previous experiments once we take into account an additional drag term. Overall, these small-amplitude calculations illustrate how flexibility can aid propulsion, the importance of resonance, and the separate roles played by wing and fluid inertia.
Exact solutions
As diagrammed in Fig. 1 , we consider a thin wing of chord c, driven at its leadingedge by a periodic heaving motion of amplitude A and frequency f , and held against an oncoming flow of speed U 1 . A torsional spring of sti↵ness  at the leading edge allows the wing to pitch passively, and we treat the fluid as inviscid except for a vortex sheet shed from the trailing edge. In the following, we solve for the emergent wing kinematics as they are coupled to the surrounding fluid flow. Our calculations use the small-amplitude limit of A/c ⌧ 1 and f A/U 1 ⌧ 1 (small Strouhal number), though no restriction will be placed on the ratio f c/U 1 , which will allow di↵erent temporal modes to emerge. We first consider the fluid flow arising from prescribed heaving and pitching wing kinematics. To nondimensionalize, we scale length on c/2, time on 1/f , and velocity on cf /2. We introduce the dimensionless free-stream velocity U = 2U 1 /(cf ), and consider the flow field relative to this value, u = (U + u, v). Using the small-amplitude assumption, we linearize the incompressible Euler equations to obtain
2 ) is a normalized pressure, also called the Prandtl acceleration potential (Wu 1961) . We consider time-harmonic heaving and pitching kinematics, represented by the wing's vertical displacement h ⌧ 1 as
Here, the leading edge of the wing is located at x = 1 and the trailing edge at x = 1, while 0 and 1 are parameters for the motion and j is the imaginary unit. Hereafter, it is implicit that the real part in j should be taken. The fluid flow must be tangential to the wing surface, which upon linearization, gives the boundary conditions
Meanwhile, the Kutta condition requires u and v to be finite at the trailing edge (x = 1), thus dictating the amount of vorticity shed there. Following Wu (1961) , we exploit properties of the normalized pressure, ', to solve Eqs. (2.1)-(2.4) in the small-amplitude limit, 0 , 1 ⌧ 1. The advantage of this approach is that pressure is continuous throughout the fluid, unlike velocity which su↵ers a discontinuity across the trailing vortex sheet. Taking the divergence of Eq. (2.1) and using incompressibility shows that ' is a harmonic function. We identify physical space with the complex plane z = x + iy, and introduce the complex velocity w = u iv. Since ' is harmonic, it is the real part of an analytic function g(z, t) = ' + i . To determine g we conformally map the fluid domain to the exterior of the unit circle via z = (⇣ +1/⇣)/2. The details of the calculation can be found in Wu (1961) , which we also summarize in Appendix A. The resulting expression for g is
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Here, we have introduced the reduced frequency = ⇡f c/U 1 and the Theodorsen func-
, where K 0 and K 1 are modified Bessel functions of the second kind. For given kinematics, Eqs. (2.5)-(2.7) completely determine the flow field around the wing, and our next task is to couple this flow to the wing's torque balance. Note that = 2⇡/U , and so this solution depends on a single dimensionless parameter which can be taken to be either U or .
Coupling the kinematics and flow
To determine the wing kinematics, we first set the heaving amplitude of the leading edge (x = 1) to the dimensionless value " = A/c. Using Eq. (2.3), this gives the constraint
M. N. J. Moore Without loss of generality, we have assumed Eq. (2.3) to be real valued at t = 0, i.e. we have set an initial time. Next, we consider the torques that act on a passively pitching wing as in Fig. 1(b) . For a wing of density ⇢ s (mass per unit area) and infinitesimal thickness b, the moment of inertia about the leading edge is I = ⇢ s bc 3 /3. The pitching angle ✓(t) then satisfies
Here, N f is the torque the fluid exerts on the wing and N i is an inertial torque resulting from the vertical acceleration of the leading edge, i.e. the pitching point, during flapping. Using the same scales as before, the dimensionless form of this equation is
where tildes indicate dimensionless variables, and we have introduced the new parameters R and K: R measures the ratio of wing to fluid inertia and K measures the spring sti↵ness as compared to fluid forces. Although we have assumed the wing is thin, b ⌧ c, it may be composed of heavy material, ⇢ s ⇢, and so we do not necessarily assume that R is small.
The quantityÑ i depends only on the driving motion, but to determineÑ f the kinematics must be coupled to the flow described by Eqs. (2.5)-(2.7) (see Appendix A). The resulting expressions areÑ
(2.13)
With these terms known, we consider Eq. (2.10) with time-harmonic pitching ✓ = ✓ 0 e 2⇡jt . Using the small-amplitude assumption in Eq. (2.3) gives ✓ 0 ⇠ 1 , which reduces Eq. (2.10) to a linear, algebraic equation, D 0 0 + D 1 1 = 0, with coe cients
(2.14)
Combining this with Eq. (2.8) gives the following exact solutions for the wing kinematics,
We illustrate the motion described by these solutions in Fig. 2 , where we show a wing of mass ratio R = 0 and sti↵ness K = 4 driven at three di↵erent frequencies. When driven at the lowest frequency = 1, the wing primarily heaves as it translates through the fluid, with only slight pitching ( Fig. 2(a) ). Increasing the driving frequency to = 2 creates a much more pronounced pitching motion that lags the driving by a quarter phase ( Fig. 2(b) ). The combination of fluid inertia and elasticity seems to 'fling' the trailing edge of the wing. As we will see later, this particular motion results from driving near the system's resonant frequency, and it will have important implications for the wing's performance. Increasing the frequency yet higher to = 10 causes the pitching to become out of phase with the driving (Fig. 2(c) ) as inertial e↵ects seem to dominate. 
Results
How do the emergent pitching motions a↵ect propulsion? With both the kinematics and fluid flow determined, we calculate in Appendix B the forward thrust generated by the wing and the power required to drive it. In this section, we present results in terms of coe cients of thrust and power,
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Here, T and P are the dimensional thrust and power, each averaged over one flapping period (indicated by the overbar). The thrust includes a contribution from the pressure di↵erence across the wing, as well as a leading-edge suction term that results from the singular flow near z = 1. The power is the work per unit time needed to drive the wing. Importantly, we have scaled both thrust and power on A 2 , which make C T and C P independent of ". That is, our results are independent of the driving amplitude, as long as it is su ciently small.
In what follows, we will assess the e↵ects of wing compliance by comparing a pitching wing to one that is clamped at its leading edge. In particular, we will examine the driving frequencies that lead to optimal performance and the kinematics associated with this regime. Our primary performance metric is the forward thrust, though one might also be interested in the thrust produced for a given input power, and so we introduce the so-called propulsive e ciency ⌘ = C T /C P .
Performance
We first consider massless wings, R = 0, so that the only source of inertia is the fluid. This limit describes, for example, the fins of many swimming animals since such fins are typically thin and of a density similar to water. In Fig. 3(a) , we show how the thrust coe cient varies with driving frequency for several wings having di↵erent spring sti↵nesses, K. First, K = 1 (black curve) corresponds to a clamped wing that cannot pitch, and this serves as our control. For this wing, C T tends to a constant for both ! 0 and ! 1, meaning that the raw thrust scales like f 2 as it vanishes at low frequencies and grows at high frequencies. Next, K = 0 (yellow curve) corresponds to a hinged wing that can pitch freely. This wing produces significantly less thrust than the clamped wing, as do those with relatively compliant springs (K = 0.5, 1). The most interesting cases are when the spring sti↵ness is larger, e.g. K = 4, 6, 8, shown by the red curves in Fig. 3(a) . For these wings, the thrust coe cient agrees closely with the clamped-wing value at low frequencies, increases and obtains a maximum, and then falls o↵ below the clamped-wing value at higher frequencies. Thus, a small amount of compliance leads to thrust enhancement at moderate frequencies and thrust reduction at higher frequencies. This finding is consistent with several previous studies (see Heathcote & Gursul 2007; Alben 2008; Spagnolie et al. 2010; Dewey et al. 2013) , even those in which the setup is somewhat di↵erent, for example, the entire wing surface is flexible. In our setup the thrust enhancement can be quite considerable. Figure 3(a) shows that a wing with K = 8 produces up to three times the thrust of a clamped wing. Furthermore, the trend of the three red curves indicates that sti↵er springs yield higher peak thrusts, but require higher driving frequencies to achieve their peak.
In Fig. 3(b) , we show the coe cient of power required to drive the wings. In the clamped case, C P tends to a constant at high driving frequencies, indicating we have chosen a sensible nondimensionalization. Meanwhile, the power required to heave the most compliant wings (yellow curves) is generally much smaller. This agrees with the intuition that a hinged wing can feather, i.e. align with the instantaneous flow direction, and thus requires little input power. Once again, the most interesting cases are larger K, shown by red curves. Here, the power coe cient follows a trend similar to thrust, peaking at an intermediate driving frequency and falling o↵ below the clamped-wing value at higher frequencies. In Fig. 3(c) , we show how the propulsive e ciency ⌘ = C T /C P varies with driving frequency for each of these wings. Generally, e ciency decreases with driving frequency, and the most compliant wings show the greatest e ciencies. Interestingly, none of the wings exhibit an optimum with respect to ⌘, even the sti↵ wings (red curves) for which the peaks in thrust and power o↵set one another.
Kinematics
We now relate these performance characteristics back to the wing kinematics. First, reconciling the motion illustrated in Fig. 2 with the curves for K = 4 in Fig. 3 , it appears that thrust (and power) are strongly influenced by the kinematics, particularly by the amplitude of the trailing-edge motion. At low frequencies, the wing kinematics are a↵ected little by elasticity (Fig. 2(a) ), and, consequently, the performance is nearly the same as the clamped case. At a driving frequency of = 2, the emergent pitching motion allows the trailing edge to reach larger amplitude ( Fig. 2(b) ), and this coincides with the peak thrust production seen in Fig. 3(a) . At higher frequencies, the out-of-phase pitching reduces the trailing-edge amplitude (Fig. 2(c) ) and the wing produces significantly less thrust. To quantify this relationship further, we use Eq. (2.16) to calculate the trailing-edge amplitude (scaled on the driving amplitude) as
In Fig. 4(a) , we show how h 1 varies with driving frequency for the seven wings considered in Section 3.1. In the sti↵ cases, h 1 exhibits a peak at nearly the same driving frequency as does C T and C P . Importantly, this gives us a way to determine the frequency of peak thrust production, as the above expression for h 1 is more manageable to optimize than C T . In the sti↵-spring limit, we calculate the so-called resonant frequency r that maximizes h 1 as
For K = 4, 6, 8, we indicate this approximate r by the dashed vertical lines in Fig. 4(a) , showing close agreement with the true h 1 -peaks. Further, we show the same three values of r on the plots of C T and C P (Figs. 3(a) and (b)), demonstrating that this frequency produces near optimal thrust and power coe cients.
The wing kinematics are not only characterized by the trailing-edge amplitude, but also by the phase di↵erence between pitching and driving. In Fig. 4(b) , we show how varies with driving frequency for the same wings considered earlier. For the sti↵ cases (red curves), the phase di↵erence is nearly 90 degrees when driven at resonance, corresponding to the flinging kinematics from Fig. 2(b) . As the driving frequency increases further, approaches 180 degrees, which corresponds to the out-of-phase kinematics from Fig. 2(c) . In Fig. 4(c) we show the thrust coe cient against for the three sti↵ wings, K = 4, 6, 8, confirming that peak performance is indeed associated with = 90 in each case. Interestingly, many swimming animals operate with a phase di↵erence near 90 when flapping (see Rozhdestvensky & Ryzhov 2003) . While other studies suggest this mode Spagnolie et al. (2010) . The measured angular velocity ⌦ of a clamped wing (black circles) and a pitching wing (red triangles) plotted against driving frequency, with the equivalent linear swimming speed Us on the right axis. The solid curves show the speeds predicted by our small-amplitude theory for the same two wings (black and red respectively). For the pitching wing, the theory captures the overall trend of the data and even shows quantitative agreement at low frequencies.
is preferred because it produces optimal e ciency (see Heathcote & Gursul 2007) , our results suggest it yields optimal thrust.
Comparison to previous experiments
To assess how well our small-amplitude theory models real flapping propulsion we briefly compare to some previous experimental results. We focus on the experiments of Spagnolie et al. (2010) , whose torsional-flexibility setup is most similar to ours. In those experiments, a wing was driven by a periodic heaving motion and allowed to rotate freely about a vertical shaft, making circular orbits within a water tank. The wing's rotation represents free swimming and avoids the di culties of infinite travel distance associated with rectilinear translation. In the experiments, the wing (chord 8 cm and span 13 cm) was driven with an amplitude of 2.7 cm (peak to peak), and was either clamped at its leading edge or furnished with a torsional spring ( ⇤ = 0.15 Nm/rad) to allow passive pitching, just as in our setup. Figure 5 shows measurements of the angular velocity ⌦ as it varies with the driving frequency f for both wings. Evidently, flexibility improves performance at low driving frequencies and hinders it at higher frequencies, in qualitative agreement with our finding from Section 3. To relate the measurements to our 2D theory, we calculate an equivalent linear swimming speed U s = ⌦d, where d = 16.5 cm is the distance from the axle to the wing's midpoint (along the span), and we show U s on the right axis of Fig. 5 .
To draw a quantitative comparison, we would like to use the small-amplitude solutions to determine U s , but an immediate di culty arises: the thrust shown in Fig. 3(a) is positive for all driving frequencies, meaning that a self-propelled wing would accelerate indefinitely. This behavior is simply due to the lack of drag in our inviscid model. An experiment can only be performed at finite Reynolds number and with wings of finite thickness, introducing both viscous and form drag. In Spagnolie et al. (2010) , the linear trend of the clamped-wing measurements from Fig. 5 suggests that for thrust to scale as f 2 , drag must scale as ⌦ 2 / U 2 s , indicating that form drag dominates †. We therefore include in our calculations a time-averaged drag term D = (C D /2)⇢U 2 s c and calculate U s as the speed at which thrust and drag balance, T + D = 0. † Despite the high Reynolds number, it is not obvious a priori that form drag should dominate since the wing is thin (i.e. streamlined).
Although the drag coe cient, C D , in reality depends on the details of the kinematics, here we seek a straightforward assessment of how well the small-amplitude theory captures e↵ects of compliance, and so we will keep C D constant throughout. First, by fitting the clamped-wing data from Fig. 5 , we find C D = 0.3, which is a reasonable value for a thin wing having a moderate (time-averaged) angle of attack to its swimming direction. We then calculate the swimming speed of a pitching wing having the same spring constant used in Spagnolie et al. (2010) . Shown by the red curve in Fig. 5 , the calculated U s captures the overall trend of the experimental data and even shows quantitative agreement at low driving frequencies. The theory does a remarkable job at capturing two important frequencies: the 'optimal' frequency, where the pitching wing outperforms the clamped wing by the widest margin, and the 'break-even' frequency, where the two wings have the same swimming speed. The theory also demonstrates underperformance of the pitching wing at high frequencies, although the agreement with measurements is not as close in this regime. The discrepancy is likely due to finite-amplitude e↵ects, for example leading-edge vortex shedding, which may be present in the experiments since A/c = 0.34. We note that some of these e↵ects may be crudely accounted for by our additional drag term, but not their dependence on driving frequency since we kept C D constant.
In the experiments of Spagnolie et al. (2010) , the wing most often propelled with the torsional spring leading its motion. This direction defines positive ⌦, and it has been an implicit assumption in our theory. However, at su ciently high driving frequencies, Spagnolie et al. (2010) observed that the wing could reverse its natural swimming direction and achieve a so-called 'retrograde motion' (data not shown in Fig. 5 ). It would be an interesting extension of our theory to instead locate the torsional spring at the wing's trailing edge to determine if negative U s is possible as a steady state. While we leave this for future work, the results in the next section provide some preliminary insight into the retrograde e↵ect.
E↵ects of wing inertia
We now shift the focus back to our small-amplitude theory and ask how propulsive performance changes when the wing itself has inertia. This is an important consideration for the flight of insects and birds, where the wings are thin and much denser than air so that the wing/fluid inertia ratio can be order one or larger (see Bergou et al. 2007; Dai et al. 2012) . We show in Fig. 6 the thrust coe cient against driving frequency for the same K-values considered in Section 3, but now with an inertia ratio of R = 1. For the sti↵ springs (red curves), wing inertia does not alter the qualitative trend of C T , although the peak-thrust values are somewhat larger and occur at lower driving frequencies. The compliant wings, however, actually produce negative thrust for certain driving frequencies, which was not observed when R = 0. Thus, wing inertia can enhance the thrust of sti↵ wings and reduce the thrust of compliant wings, even so far as to produce drag.
It is interesting to consider how negative thrust relates to the retrograde motion observed by Spagnolie et al. (2010) . To explore this possibility, we consider the case of a self-propelled wing driven at fixed frequency so that KU 2 = 4/(⇢c 4 f 2 ) is constant. We set R = 1 as above and allow the swimming velocity to vary. In Fig. 6(b) we show the thrust coe cient against normalized velocity for five values of KU 2 . If KU 2 is small, due to either a compliant spring or a high driving frequency, the wing can generate negative thrust over a range of swimming speeds. Physically, negative thrust would slow the wing's translation and -possibly in combination with nonlinear e↵ects from finite amplitude or finite Reynolds number -could reverse the swimming direction. We find that wing com- pliance and high driving frequency aid negative thrust production, which coincides with the conditions for which Spagnolie et al. (2010) observed retrograde motion. Importantly, since negative thrust does not occur for R = 0, our results suggest that some amount of wing inertia is essential for the retrograde e↵ect.
Discussion
Through a new class of exact solutions, we have analyzed how compliance a↵ects the propulsion of a wing flapping at small amplitude. Consistent with previous studies, we find dramatic performance improvements when the wing is driven near resonance and reduced performance when driven at higher frequencies. If the wing has su cient inertia, it can even produce negative thrust. Having an analytical theory robust enough to capture these di↵erent behaviors, though somewhat surprising, o↵ers a number of benefits. First, unlike experiments or simulations which must be run for a particular set of parameters, our solutions describe parameter space as a whole. This allows for quick estimates of important quantities, such as the resonant frequency or optimal thrust. Such estimates will likely be valuable even in situations that di↵er in detail, for example if the wing geometry or driving motion were di↵erent.
Another benefit is the precise derivation of the resonant frequency f r , which is consistent with other estimates and measurements (see Masoud & Alexeev 2010; Dewey et al. 2013) . Converting Eq. (3.4) to dimensional form gives the remarkably simple expression
Here, I is the wing's moment of inertia and I a = 9⇡⇢c 4 /128 is the added fluid inertia for a thin plate rotated about an endpoint (see Brennen 1982) . This formula generalizes two well-understood cases: setting I a = 0 recovers a torsional-spring-mass system flapping in a vacuum and setting I = 0 recovers a massless wing flapping in potential flow.
Of course, there are limitations to the applicability of a small-amplitude theory. At large enough driving amplitudes, nonlinear e↵ects such as vortex-sheet roll up and leading-edge vortex shedding will bear their influence. These e↵ects likely contribute to previously reported optimal behavior with respect to the Strouhal number f A/U 1 (see Triantafyllou et al. 1993) , which our theory cannot capture. Further, our solutions predict unbounded growth of the peak thrust coe cient with increasing K, whereas nonlinear e↵ects would likely temper this growth as would be consistent with the scaling estimates of Dewey et al. (2013) .
Finally, it is interesting that our solutions capture previously observed peaks in thrust but not in propulsive e ciency. Results in the literature vary regarding this trend: Heathcote & Gursul (2007) and Dewey et al. (2013) both observed e ciency peaks experimentally, while the simulations of Alben (2008) showed no such peaks. A common aspect of our study and Alben (2008) is that both use small-amplitude, inviscid theory, suggesting the e ciency optima to be a result of finite amplitude and/or viscosity. We point out that any type of fluid resistance, such as viscous drag, would dominate at low driving frequencies (since thrust vanishes like f 2 ), thus reducing ⌘ = C T /C P and creating a peak at an intermediate frequency. In this way, e ciency optima might be explained as simply a viscous e↵ect. Thus, while the resonant frequency depends only on inertia and wing sti↵ness, the frequency for optimal e ciency might be more sensitive to factors that influence the thrust-drag balance, such as the Reynolds number and wing geometry.
where prime indicates the real part with respect to j. The leading-edge suction can be calculated by contour integration as
We then use Eqs. (2.3, 2.6, 2.7, A 7, B 1, B 2) to determine the time-averaged thrust, To obtain the thrust and power coe cients defined in Eqs. (3.1) and (3.2), we simply rescale using C T =T /(4⇡ 3 " 2 ) and C P =P /(4⇡ 3 U" 2 ).
