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The theory of a complex scalar interacting with a pure Chern-
Simons gauge eld is quantized canonically. Dynamical and nondy-
namical variables are separated in a gauge-independent way. In the
physical subspace of the full Hilbert space, this theory reduces to a
pure scalar theory with nonlocal interaction. Several scattering pro-
cesses are studied and the cross sections are calculated.




Chern-Simons theories were widely studied in recent years. It has become familiar to
both eld theorists and condensed matter physicists in these days. To eld theorists, of
particular interest is the Chern-Simons theory without a Maxwell term [1]. In this eld
of investigation, much attention has been focused on classical soliton solutions [2-6] and
the problem of fractional spin and exotic statistics [7,8]. To our knowledge the quantum
processes of this theory has not been studied in the manner presented here. We quantize
the theory by Dirac's method [9]. By using some appropriate canonical transformations,
dynamical and nondynamical degrees of freedom are separated in a gauge-independent
way [10]. After quantization, this theory naturally reduces to a pure scalar theory with
nonlocal interaction in the physical subspace of the full Hilbert space. On the basis of
this argument, several two-body scattering processes are studied and the corresponding
cross sections are obtained.
Let us begin with the Lagrangian density
L = (D')D'−m2''+ 
2
A@A (1)
where D = @ + ieA. It describes a massive complex scalar eld ' with mass m


















The nonvanishing Poisson brackets among the canonical variables read
f'(x; t); (y; t)g = (x− y); f'(x; t); (y; t)g = (x− y); (3a)
fA(x; t); (y; t)g = g(x− y): (3b)
Eqs.(2b) give the following primary constraints.
0(x)  0; (4a)
2
i(x)  i(x) + 
2
ijAj(x)  0: (4b)
After dropping some surface terms and taking Eqs.(4) into account, the canonical Hamil-
tonian takes the form
Hc =
Z
dx [ + (Di')Di'+m2''+ A0(+ B) + 00 + ii] (5)
where  = ie('−') and B = −ij@iAj are the charge density and magnetic eld, re-
spectively, and 0 and i are Lagrange multipliers which may be functions of the canonical
variables. The consistency conditions _0  0 and _i  0 lead to
(x)  (x) + B(x)  0; (6)
i(x) = −@iA0(x) + 1

ikJk(x): (7)
Eq.(6) is a secondary constraint while Eq.(7) gives i in terms of the canonical variables.
In Eq.(7) Jk are the spatial components of the conserved current
J = ie['
D'− '(D')] (8)
whose time component J0 =  has been mentioned above. The further consistency condi-
tion _  0 yields
ij@ij + @iJi = 0 (9)
which, on account of (7), is satised. Thus Dirac's algorithm ends and all the constraints
are given by (4) and (6). Eq.(4a) is obviously a rst-class constraint, while (4b) and (7),
though at rst sight are all of second class, can be linearly combined to give a rst-class
one [11]:
~(x) = (x) + @ii(x): (10)
Eq.(4b) is really of second class. It is easy to show that






Following the standard denition the nonvanishing Dirac brackets can be shown te be
f'(x; t); (y; t)g = (x− y); f'(x; t); (y; t)g = (x− y); (12a)
fA0(x; t); 0(y; t)g = (x− y); (12b)
which are simply the same as the Poisson ones and
fAi(x; t); Aj(y; t)g = 1

ij(x− y): (12c)
Also nonvanishing are fAi(x; t); j(y; t)g and fi(x; t); j(y; t)g which are not useful
henceforce and are thus not given here. After the Poisson brackets are replaced by the
Dirac ones, Eq.(4b) becomes a strong equation and thus ~(x) = (x). The total Hamilto-
nian involves all the rst-class constraints (primary and secondary) and takes the form
HT =
Z
dx [ + (Di')Di'+m2''+ 00 + ]; (13)
where we have included the A0 appearing in Eq.(5) in the Lagrange multiplier . The
equation of motion for any canonical variable g reads
_g = fg;HTg: (14)





 _'+  _' +

2
ijAj _Ai + 0 _A0

−HT : (15)
Variations of L with respect to 0 and  lead to the two rst-class constraints. From (15)
we see that the canonical pairs are ('; ), ('; ),(A0; 0), and (A1; A2). The last one is






i  @i! + ij@j: (16)
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It is easy to show that r2 = B, and the only nonvanishing Dirac brackets among !(x)
and B(x) is
f!(x; t); B(y; t)g = (x− y): (17)
Substituting (16) into (15) and dropping some surface terms we have
L =
Z
dx [ _'+  _' + B _! + 0 _A0]−HT (18)
where Ai in HT is expressed in ! and B by using the relation
ATi (x; t) =
Z
dy ij@jG(x− y)B(y; t) (19)




satises r2G(x) = (x). Now the canonical pair (A1; A2) is replaced by (!; B). We
further make the canonical transformation [10]
' = exp(−ie!);  = exp(ie!); (20a)
' = exp(ie!);  = exp(−ie!); (20b)
then the Lagrangian becomes
L =
Z




dx [ + (DTi )
DTi +m
2+ 00 + ] (22a)
where DTi = @i + ieA
T
i and




dy ij@jG(x− y)[(y; t)− (y; t)] (23)
where  = ie[ − ]. It is easy to show that the only nonvanishing Dirac brackets
among the new canonical variables are
f(x; t);(y; t)g = (x− y); f(x; t);(y; t)g = (x− y); (24a)
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fA0(x; t); 0(y; t)g = (x− y); (24b)
f!(x; t); (y; t)g = (x− y): (24c)
Therefore the new canonical pairs are (;), (;),(A0; 0), and (!; ). It is re-
markable that the rst-class constraint  becomes a canonical momentum. Denote
 = (;; ;). Since  have vanishing Dirac brackets with , they are gauge in-
variant (under time-independent gauge transformations). One easily realizes that A0 and
! are not dynamical variables since their conjugate momentums vanish. By redening 
in the Hamiltonian (22a) Eq.(23) can be replaced by




dy ij@jG(x− y)(y; t): (22b)
We are now in a position to quantize the theory described by (22) and (24). This is
accomplished by promoting the Dirac brackets to commutators. Thus (24a), say, becomes
[(x; t);(y; t)] = i(x− y); [y(x; t);y(y; t)] = i(x− y) (25)
after quantization. Here y is the Hermitian conjugate of , replacing the complex con-
jugate  in the classical theory. Meanwhile the equation of motion for any canonical
variable g is changed to
i _g = [g;HT ]; (26)
where HT involves ordering ambiguity in the quantized theory and should be handled
carefully. To complete the story of quantization, the two rst-class constraints are realized
as weak equations at the quantum level:
0(x)jphysi = 0; (x)jphysi = 0 (27)
where jphysi represents a physical state.
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We emphasize that in the quantum theory it is sucient to deal with the system
described by (22). There is no need to go back to the original one described by (13).
It also seems that  etc. are more \physical" than ' etc. since the former are gauge
invariant.
Any physical quantity F should be independent of A0 and ! since they are pure gauge
variables. If F depends on 0 and  (such as the Hamiltonian), it has in general the form
F (; 0; ). Since 0 and  commute with , and a physical state satises (27), one always
has
F (; 0; )jphysi = F (; 0; 0)jphysi: (28)
Thus in the physical subspace of the full Hilbert space, 0 and , when involved in any
physical quantity, can be identically set to zero. Therefore only  are physically relevant.
As the time evolution of  is independent of the last two terms in (22a), these two terms
can be dropped. Then the theory described by (22) and (25) reduces in the physical
subspace to a pure scalar theory with nonlocal interaction.
Physical states of the theory can be constructed from canonical variables and the
vacuum state j0i satisfying (27):
0(x)j0i = 0; (x)j0i = 0: (29)
This implies that the vacuum state is independent of A0 and !, which seems quite natural.
Since  commute with 0 and , any state generated by operating  or functions of them
on j0i automatically satises (27) and is thus physical. On the other hand, operating !
or A0 on j0i can not generate a physical state since it fails to satisfy (27). In other words,
physical states can only be generated by  and their functions. This further conrms the
statement that only  are physically relevant.
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In the following we decompose HT into two parts:








yATi − yATi @i) + e2yATi ATi ] : : (30c)
H0 and H are respectively the free Hamiltonian and the interacting Hamiltonian. H in-
volves ordering ambiguity and we have adopted the normal-ordering prescription denoted
by colons, which will become clear in the interaction picture (see below). Normal order-
ing of H0 is not necessitated by ordering ambiguity. It is just employed to discard the
zero-point energy. In Eq.(30) ATi is given by (22b) with
 = ie : [yy −] : (31)
such that  as well as ATi is Hermitian. Normal ordering of  also act to remove a zero-
point charge.
After making the decomposition (30), we go to the interaction picture (see for example
Ref.[12]) where , H etc. are transformed to I , HI etc.. In the following we work in
the interaction picture but omit the subscript I. In this picture the commutation relation
(25) remains unchanged while the time evolution of a canonical variable g and a physical
state j i are governed by




j i = Hj i: (33)
From (32) and (30b) we have
 = _y; y = _; (34a)
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(@2 +m
2) = 0; (@2 +m
2)y = 0: (34b)


















ikx − bke−ikx] (35b)









l ] = kl; [bk; b
y
l ] = kl: (37)
The vacuum state is dened by
akj0i = bkj0i = 0; 8k (38)
in addition to be independent of A0 and !. Then it can be shown that both a
y
kj0i and
bykj0i are one-particle states carrying momentum k and energy k0. The former carries
charge e while the latter carries −e. Thus ayk may be regarded as the creation operator of
a particle while byk of an antiparticle. From (33), it can be shown that the amplitude of
transition for the system from an initial state jii at t = −1 to a nal one jfi at t = +1
is
Afi = hf jSjii (39)











dt0dt00    dt(n) T [H(t0)H(t00)   H(t(n))]: (40b)
The lowest-order contribution to scattering processes comes from S(1), and for two-body





yATi − yATi @i) : (41)
to the lowest order.
We are now equipped to calculate the scattering amplitudes and cross sections for
several two-body scattering processes. Assuming that the two particles have initial three-
momenta k, l and nal ones p, q. The amplitude will in general has the form
Afi = (2)
3V −2(p+ q − k − l)R(p; q; k; l) (42)
where the function R(p; q; k; l) depends on the particular process. By the method similar
to that used in QED [12], the cross section (in two spatial dimensions it may be more









where  is the angle between p and k. This is subject to the condition
p + q = k + l (44a)
by which q0 depends on p0 (or jpj) and . In evaluating the partial derivative @q0=@p0, 
is treated as a constant. Finally the result (43) is still subject to the additional condition
p0 + q0 = k0 + l0 (44b)
which, together with (44a), exhibit the conservation of the total momentum and energy.
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For particle-particle scattering, we have
jii = aykayl j0i; jfi = aypayqj0i: (45)
The amplitude is given by (42) with







p0q0k0l0(p− k)2 + (k $ l) + (p$ q) + (k $ l; p$ q)
#
: (46)







which can be veried straightforwardly. In the center-of-mass system, we attach a sub-
script c to any quantity and have
lc = −kc;qc = −pc; (48a)
qc0 = pc0 = lc0 = kc0: (48b)










where the upper bound of integration is  instead of 2 because the two particles are
identical. Note that dc=dc is singular at c = 0 and c = . The total cross section
is divergent, which implies that the interaction is a long-range one. In the laboratory
system, we may choose l = 0, and thus l0 = m. Eq.(44a) then reduces to
p + q = k (50a)











Using Eq.(44b) which for the present case reduces to
p0 + q0 = k0 +m; (50b)
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together with (50a) and the on-shell relations we obtain
k  p = (k0 +m)(p0 −m): (52)























(p0 −m)(k0 − p0) : (55)












2(2p0 − k0 −m)2 sin2 
(p0 −m)(p0 − k0)2 : (56)
It should be remarked that the upper bound of integration in (56) is =2. This can be
easily justied by taking notice of (52) which implies cos   0 and hence −=2    =2,
and remembering the fact that the two particles are identical. The result (56) is not the
nal one. Given a , p and q are completely xed by (50) and the on-shell relations.
Therefore one should manage to solve p0 in k0 and . From (52) it is not dicult to nd
that
p0 =
m[m sin2  + k0(1 + cos
2 )]
k0 sin
2  +m(1 + cos2 )
: (57)










2  − 2m cos2 ]2
sin2  cos2 [(k0 +m) sin
2  + 2m cos2 ]
: (58)
The singular points of d=d are  = 0 and  = =2, corresponding to c = 0 and c = ,
respectively (see Eq.(63)).
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Although explicit Lorentz invariance is lost in the Hamiltonian formalism, the theory
is Lorentz invariant in its original form. Therefore one naturally expects the result
 = c: (59)
To verify this, one must nd the relation between  and c. By means of the relations






jpj cos  = jkj
2
(1 + cos c): (61)
Noting that p? (the component of p in the direction perpendicular to k) has the same
value in the two systems one has
jpj sin  = jkcj sin c: (62)









This is the relation between  and c. When jkj  m it reduces to the nonrelativistic
result c = 2. Eqs.(63) and (60) are sucient to establish Eq.(59).
For antiparticle-antiparticle scattering, the result is completely the same as that of
particle-particle scattering. Finally for particle-antiparticle scattering, we have
jii = aykbyl j0i; jfi = aypbyqj0i: (64)
The amplitude is given by (42) with











ijpikj + (p0 + k0)
ijqilj
(p− k)2 +





In the center-of-mass system, the second term in the square bracket is not well-dened.































(q0 −m)(k0 +m) : (67)












2(p0 −m)(2k0 − p0 +m)2 sin2 
(p0 − k0)2 : (68)
The range of  has been explained before. In the present case the two particles are
distinguishable, so the integration is performed over the full range of . In (68) p0 depends










2  +m cos2 )2 cot2 
[k0 sin
2  +m(1 + cos2 )]3
: (69)
It is easily seen that d=d is singular at  = 0. At  = =2, however, it vanishes. This
means that the incident particle can not transfer all its kinetic energy to the antiparticle,
and might imply that there exists some attractive force between the particle and the
antiparticle. The total cross section is again divergent. Two-body potentials among
particles and antiparticles are under investigation, which will exhibit the property of the
interaction force more explicitly. Using Eqs.(60) and (63), we once again achieve the result
(59). If there exists some system of scalar particles with pure Chern-Simons interaction,
one may examine the results (58) and (69) by experiments. Extension of the present work
to the Chern-Simons theory interacting with a spinor eld is currently under progress.
Higher-order corrections to the cross sections are also being studied. Results will be
reported subsequently.
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