approximately 2:1 were tested in a closedsystem Y-tube olfactometer (25) against undamaged wild-type Arabidopsis plants of the same age. The predatory mites (Phytoseiulus persimilis) highly significantly preferred the volatiles emitted by CoxIV-FaNES1 plants to those of wild-type plants (binomial test, P G 0.001; Fig. 3A ). An infestation with spider mites (T. urticae) that did not result in emission of (3S)-(E)-nerolidol and (E)-DMNT did not make wild-type Arabidopsis attractive to predatory mites, the natural enemies of the spider mites (Fig. 3A) .
Because CoxIV-FaNES1 plants emitted both (E)-DMNT and (3S)-(E)-nerolidol, we assessed which of the two volatiles attracts the predators. (E)-DMNT was previously shown to attract P. persimilis (2, 31) (Fig. 3A) . However, CoxIV-FaNES1 plants that only emitted (3S)-(E)-nerolidol and no (E)-DMNT were also attractive to P. persimilis (Fig. 3A) . We then tested the attraction of P. persimilis to racemic (E)-nerolidol and found that the predators were significantly attracted. Although nerolidol is often reported as a component in the volatile blend induced by herbivory, to our knowledge, attraction of P. persimilis or any other carnivorous arthropod to (3S)-(E)-nerolidol has not been reported previously. Thus, the introduction of a mitochondrially targeted FaNES1 into Arabidopsis resulted in the emission of two terpenoids that both attract the predatory mite P. persimilis. These signaling molecules, (E)-DMNT and (3S)-(E)-nerolidol, are known to be induced by P. persimilis_ prey in several plant species (15, 17, 18) , but not in wild-type Arabidopsis (Fig. 2B) .
Attraction of predators to CoxIV-FaNES1 plants was also tested, using plants in soil under more natural conditions, in an octagon setup (Fig. 3B) . In this open setup, the odor spreads through diffusion rather than by directing the odor of enclosed plants through a closed container with an air stream. In 10 independent experiments, we found that the majority of the predatory mites made their first visit to the CoxIV-FaNES1 plants, which demonstrates a clear preference (P G 0.001) for the undamaged transgenic plants that emit (E)-DMNT and (3S)-(E)-nerolidol (Fig. 3B) .
We have shown that genetic engineering of Arabidopsis, resulting in plants that emit one or two novel volatiles, provides a novel tool to investigate the role of signaling compounds in mediating tritrophic interactions. This is especially true for compounds that are not commercially available and not easy to synthesize in enantiomer-pure form, such as sesquiterpenoids Ee.g., (3S)-(E)-nerolidol^and homoterpenes Ee.g., (E)-DMNT^. The levels of the sesquiterpene alcohol (3S)-(E)-nerolidol as well as the homoterpene (E)-DMNT that were emitted by the transgenic plants are the highest reported so far, indicating that FPP is readily available in the mitochondria for metabolic engineering. Emission of these signaling chemicals from engineered plants demonstrated that these volatiles influence bodyguard behavior in vivo. Our results show that the transgenic approach holds considerable promise for improving crop protection through a transgenic approach (e.g., by exploiting herbivore-inducible promoters coupled to genes responsible for biosynthesis of signaling compounds), so that crop plants can be generated that more effectively recruit biological control agents after infestation with arthropod pests.
Structural Phylogenetics and the
Reconstruction of Ancient Language History The contribution of language history to the study of the early dispersals of modern humans throughout the Old World has been limited by the shallow time depth (about 8000 T 2000 years) of current linguistic methods. Here it is shown that the application of biological cladistic methods, not to vocabulary (as has been previously tried) but to language structure (sound systems and grammar), may extend the time depths at which language data can be used. The method was tested against well-understood families of Oceanic Austronesian languages, then applied to the Papuan languages of Island Melanesia, a group of hitherto unrelatable isolates. Papuan languages show an archipelago-based phylogenetic signal that is consistent with the current geographical distribution of languages.
The most plausible hypothesis to explain this result is the divergence of the Papuan languages from a common ancestral stock, as part of late Pleistocene dispersals.
The linguistic comparative method used to construct language family trees relies on recognizing Bcognate sets[: words in different languages that are related in meaning and form because they can be shown to have the same ultimate source in an ancestor language. The comparative method has helped define the major linguistic family groups that are recognized today. Unfortunately, because of the continual process of linguistic change, the method is limited to a time depth of approximately 8000 T 2000 years (1) . However, it is probable that a considerable portion of linguistic diversification occurred at earlier dates, associated with later Pleistocene human dispersals. Alternative attempts to reach further back and link the world_s È300 language families (2) into larger taxonomic units are controversial (3) (4) (5) . One example of this older diversification may be found in Island Melanesia. Radiocarbon dating for Island Melanesia has demonstrated Pleistocene occupation more than 35,000 years ago (6, 7) (Fig. 1) . Evidence suggests high levels of inter-and intrapopulational genetic variation (8, 9) , with no simple relationship with linguistic patterns. The languages spoken in the area are of two groups: (i) over 100 languages belonging to four groups of the well-established Austronesian family, which probably originated in the area close to Taiwan and spread to this region about 4000 years ago (10); and (ii) 23 BPapuan[ languages, which are not known to have any phylogenetic relation to one another and are of much greater antiquity in the region.
The lexical evidence for relationships between Papuan languages is minimal. Apart from shared Austronesian loans, there are few plausible cognate candidates found in comparisons of pairs of words from Papuan vocabularies ( Fig. 2 ) Esee, however, (11)^. Assuming that the rate of vocabulary loss in the Papuan languages is similar to rates observed elsewhere, these languages are either unrelated or have been separated at least since the early Holocene or late Pleistocene. These languages do, however, show a high degree of structural similarity, distinguishing them as a group from their Austronesian neighbors, which has led scholars to propose genealogical (or neargenealogical) groupings (12, 13) . In the absence of identifiable lexical cognates, we have used computational cladistic analysis of these features of linguistic structure to test whether a phylogenetic signal can be identified beyond the resolution of lexical form-based methods Efor other cladistic methods using lexicons, see (14-21)^. The structural features of a language, like the lexicon, are subject to processes of decay over time and can also be borrowed or exchanged across languages. However, such exchange usually only occurs under special conditions of prolonged and intensive contact, and it is at least plausible that where the lexical signal has been lost, a faint structural signal might still be discernible. Linguistic structurethat is, grammar rather than vocabulary-has previously been used in historical linguistics to show statistical evidence for ancient links between languages from different parts of the world (1, 2, 22, 23) but not directly to reconstruct phylogenetic relationships.
A questionnaire-based database was constructed, in which linguistic structural features were coded for their presence or absence in each of the target languages. These characters were abstract (coded without respect to their formal expression) and were selected to provide broad typological coverage, reflecting the known linguistic variation of the region (24) , as well as to be features that would typically be described in a published sketch grammar. Traits invariant in the region (either entirely absent, such as polysynthesis or proximate/ obviative case distinctions; or present in all the languages, such as the existence of a word class of verbs) were not coded. Characters that show strong implicational correlations were excluded, although characters with weaker tendencies to covariance were not excluded where the current state of linguistic typological knowledge does not allow us to systematically distinguish functionally motivated covariance from phylogenetic or areal patterns. The completed data matrix contained 125 binary features coded for 15 Papuan and 16 Austronesian languages spoken in an overlapping region. The Papuan database was mostly compiled by linguists with field experience in the language and was supplemented from published and unpublished sources where available. The Austronesian database was constructed from published sources (25) . All sets of data were checked by a second coder to ensure consistency.
The binary-coded linguistic features allowed us to treat these as character traits distributed among taxonomic units (languages) and thus to apply cladistic algorithms (maximum parsimony or NeighborNet) to determine potential phylogenetic relationships among them (26 (29) . Using a scrambling test, the word list for each language was randomly reordered, and apparent lexeme correspondences were recounted. The level of apparent cognacy on this random list was exactly the same as on the correctly sorted list, demonstrating that the amount of apparently shared lexicon between any pair of Papuan languages is not greater than chance. The hypothesis that grammatical structure retained a phylogenetic signature was first tested among 16 languages belonging to the Meso-Melanesian, Papuan Tip, and North New Guinea linkages, three sister clades within the Western Oceanic subgroup of Austronesian, the relationship of which has been established by the comparative method (10, 27) Aalthough not completely unambiguously, because there is lexical evidence in particular that the Papuan Tip and the North New Guinea linkages had a period of shared history after their separation from Meso-Melanesian E(10), p. 101^Z. We carried out a parsimony analysis on the structural data from these languages, from which we obtained a consensus tree Etree length, 224 steps; consistency index (CI) 0 0.42; rescaled consistency index (RC) 0 0.19; retention index (RI) 0 0.46^. When this tree (Fig. 3,  right) is compared with the classification based on the comparative method (Fig. 3, left) , there is a close match. In the consensus tree, the MesoMelanesian group forms a major branch. Papuan Tip and North New Guinea together form a clade, with the North New Guinea linkage nested as a subclade within it. This is consistent with uncertainties in the linguistic reconstruction. The internal structure of the Meso-Melanesian group is quite flat, but all except one of the clades posited by the comparative method are congruently represented in the consensus tree. These results show that cladistically analyzed grammatical structure can preserve a signal that is consistent with a known phylogeny derived by traditional lexical techniques.
On the basis of this result, we applied the same method to a set of languages in which lexical similarities are not present. Taking 15 Papuan languages for which we have full structural data and applying the same methods, we obtained a consensus tree of the most parsimonious cladograms for the bootstrapped data set (Fig. 4) . This tree has a tree length of 349 steps, CI 0 0.35, RC 0 0.14, and RI 0 0.39. The results show a remarkably geographically consistent pattern: The major clades represent archipelagos, and within each archipelago nearest neighbors tend to form sister clades, despite a nearly complete absence of lexical relatedness.
Interpretation is problematic, because there are no generally accepted independent linguistic criteria for assessing the Papuan trees. One possibility is that these trees reflect contact with local Austronesian neighbors, providing an areal rather than phylogenetic signal. In experiments, combined Austronesian-Papuan consensus trees were in some cases intermeshed, but the result was statistically weak (28) . Because Papuan and Austronesian are very unlikely to be genuine sister clades, a high degree of homoplasy can be the result of either contact or chance convergence, and combined trees of very remotely related families are likely to be less robust than those where there are good grounds for assuming monophyly. A second possibility is the null hypothesis of no relatedness between the Papuan languages. In that case, we would not expect the orderly and geographically consistent phylogenetic signal that does emerge from the data. This signal is consistent with migration followed by divergence through local isolation. A further possibility is that the geographically consistent tree reflects recent areal contact among Papuan speakers, but most of these languages are not currently spoken in contiguous regions. Because these languages may have been contiguous in the past, regional diffusion also may account for the phylogenetic signal observed, a possibility that we cannot test without more detailed archaeological information.
We therefore suggest that this method reveals evidence of large-scale genealogical clustering of the Island Melanesian languages; the lack of putative lexical cognates dates these relationships considerably before the Austronesian arrival, in line with the radiocarbon dates from the later Pleistocene, when humans entered Island Melanesia from mainland Papua New Guinea.
There remain important issues to resolve. The first is methodological; bootstrap values, especially in the deeper branches, are low by comparison with biological systems, and further work is required to determine whether this reflects rates of convergence, trait covariation, or processes other than phylogenesis alone. Second, the branching sequence does not fit the generally expected dispersal path. A priori, Island Melanesian Papuan languages should show a general west-to-east pattern of diversification, with the center of diversity in the west. The results of our data are more complex. In particular, the position of the Solomons languages is anomalous, located in the tree between the Bismarcks clade and the Bougainville clade, in violation of geographic expectation Ebecause Bougainville is the natural way-station on the route from mainland New Guinea to the Solomons (Fig. 1) 95 (73) 85(31) 77 (22) 62 (16) 93 (35) 98 (65) 48 (-) 95 (64) 86 ( united into a single island, from which the Bismarcks were always separate. A plausible interpretation of the Papuan language tree is thus that the two language groups now located on the Solomons and Bougainville separated from a common ancestor. This could have happened while they could still freely migrate on a common landmass, a time depth (È10,000 years) in accord with that required to erode traces of common vocabulary. This population history hypothesis will require further testing with both linguistic and genetic data.
If grammatical structures can retain a phylogenetic signal beyond the current temporal ceiling on the reconstruction of language history, then the possibility is opened up of finding relationships between others of the world_s 300 or so existing language families and isolates.
Phenotypic Diversity, Population Growth, and Information in Fluctuating Environments
Edo Kussell* and Stanislas Leibler
Organisms in fluctuating environments must constantly adapt their behavior to survive. In clonal populations, this may be achieved through sensing followed by response or through the generation of diversity by stochastic phenotype switching. Here we show that stochastic switching can be favored over sensing when the environment changes infrequently. The optimal switching rates then mimic the statistics of environmental changes. We derive a relation between the long-term growth rate of the organism and the information available about its fluctuating environment.
Organisms adapt readily to regularly varying environments, for instance, by adjusting to the daily light cycles by using internal circadian clocks. Real problems arise when environmental fluctuations are irregular. Organisms can adapt to sudden changes in chemical composition, local temperature, or illumination by sensing the changes and responding appropriately, for example, by switching phenotype or behavior. But there is a cost: each individual must maintain active sensory machinery. Population diversity offers an alternate way to adapt to randomly fluctuating environments. Different subsets of the total population may be well-adapted to different types of environments. In genetically clonal populations, phenotypic diversity is generated by stochastic phenotype-switching mechanisms (1-9). Examples include flagellin phase variation in Salmonella enterica (6); microsatellite length variation (slipped-strand mispairing), controlling the expression of contingency genes in Haemophilus influenzae (2, 4) ; and swarming motility in Bacillus subtilis (8) . The persistence mechanism in Escherichia coli, by which cells switch spontaneously and reversibly to a phenotype exhibiting slower growth and reduced killing by antibiotics (9) , allows cells to survive prolonged exposure to antibiotics (10) . Many other switching mechanisms are known in diverse bacteria (2, 7), fungi (1-3), and slime molds (1) .
The idea that randomization of phenotype can be advantageous in fluctuating environments is well established in the ecology and population genetics literature (where it is known as bet-hedging). This idea has found applications in diverse contexts (11) , and it was previously analyzed in several theoretical and computational studies (12) (13) (14) (15) (16) (17) (18) .
We consider two extreme types of phenotype switching: responsive switching (R), occurring as a direct response to an outside cue detected by a sensing mechanism, and spontaneous stochastic switching (S), occurring without any direct sensing of the environment. Within a theoretical model, we address several questions. First, under which circumstances should each mechanism be used? For instance, if the detection of a sudden unfavorable environmental change, or the subsequent response, would be too slow, then it could be advantageous to have a subpopulation ready in an appropriate phenotype, before the environmental change.
Second, what determines parameters such as the switching rates? Random environmental 
