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Abstract. The non-invasive Brain-Computer Interface (BCI) developed in our lab targets asynchronous operation of 
devices by monitoring electroencephalographic (EEG) activity and identifying oscillatory patterns that the user can 
voluntary modulate through the execution of motor imagery (MI) tasks. Successful self-paced interaction under this 
framework requires the incorporation of an evidence accumulation module to eliminate the uncertainty of 
single-sample classification and to drive an efficient feedback visualization. In this work, we motivate the need for this 
additional module, describe its role in a closed-loop MI BCI and present a comparative study of two different 
frameworks for evidence accumulation.  
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1. Introduction  
The exploitation of Event-Related De-synchronization/Synchronization phenomena (ERD/ERS) related 
to imagination of movements [Neuper, 2006] has been proved to provide the means for achieving 
self-paced, user-driven brain-computer interaction, where the user voluntary modulates his brain activity 
compromising the need for external stimuli. The asynchronous MI-based BCI developed in our lab has 
been reported to successfully operate various devices [Millán, 2004;Galán, 2008] by continuously 
monitoring sensorimotor rhythms (SMRs) and deriving the subject's intentions through the identification of 
sustained SMR patterns.  
Several reasons motivate the existence of an evidence accumulation framework under this perspective: 
Single sample classification tends to be quite uncertain with regard to the strict requirements imposed by 
the final goal of controlling devices. Furthermore, abrupt and intense oscillations of the feedback directly 
driven by the classifier output can hinder user-training. Finally, continuous classification of the user’s brain 
activity for achieving asynchronous interaction can cause random false positives during periods when the 
user is not executing any MI task.  
The proposed evidence accumulation module addresses the above issues by smoothing the highly 
oscillating classifier output to provide informative yet fast feedback, increasing the confidence of single 
sample inference and significantly eliminating random false positives during non-control periods.  
 
2. Material and Methods  
Our Gaussian statistical classifier implements a discriminative function for classification of EEG 
samples, that emits at 16 Hz a discrete posterior probability distribution over the mental task classes pt = 
P(ct| xt) given the feature vector xt extracted from the EEG signal at time t [Millán, 2008]. The goal of the 
evidence accumulation framework is to output a new series of probability distributions Pt, which fulfills 
the requirements of smoothness and robustness.  
Our current approach for evidence accumulation involves a leaky integrator model that implements 
exponential smoothing (ES) on the classifier output, as described by Eq. 1. The probability integration 
achieved by this model and its low-pass filter properties assist into achieving the aforementioned goals.  
 
However, the above scheme cannot alleviate biasing effects. Therefore, we introduce here a novel 
approach based on Naive Bayesian Integration (NBI). In this case, the classifier's bias is explicitly modeled 
based on an additional training dataset, fitting either Beta distributions to the classifier's output pt or 
discrete distributions in the form of a confusion matrix, by discretizing pt (Eq. 2).  
 
 
Given this model, one can formulate the evidence accumulation output Pt using geometric smoothing, as 
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normalized posteriors (Eq. 3):  
 
 
 
3. Results  
In an offline experiment, 3 experienced subjects have performed a pair of MI tasks for 4 runs without 
feedback. Each run contains 30 trials, 4 seconds long (15 per MI class). Table 1 reports the accuracy 
improvement achieved by means of the two evidence accumulation frameworks and Figure 1 demonstrates 
their smoothing effects. Another 2 subjects (one BCI naive) have performed 8 runs with real-time feedback 
driven by the evidence accumulation output, 4 using the ES integration and 4 using NBI. Trials end when 
posterior Pti for class i reaches a predefined decision threshold. All the parameters have been fixed in the 
beginning of the experiment. Table 1 also presents the online  
 
Figure 1. Comparison of classifier to evidence accumulation output: Evidence accumulation smooths the raw output , 
eliminates false positives and achieves gradual and consistent convergence to the true user intentions.  
 
Table1. Robustness improvement through evidence accumulation and online command delivery performances. 
 
4. Discussion  
The offline experiment (Table 1) demonstrates robustness improvement with both methods. In this 
aspect, NBI is superior to ES, as expected due to bias elimination. In the online experiment, both subjects 
achieve accurate and fast operation, similar for both methods, with slight differences depending on the 
subject's familiarity with each method and the chosen parametrization. Finally, Fig. 1 illustrates the 
smoothing effect of both methods leading to a more consistent, yet, quickly updated at 16 Hz feedback 
visualization and avoidance of false positives that are apparent in the classifier output. NBI provides faster 
convergence at the cost of more intense feedback oscillations.  
Future work entails online adaptation of the model in Eq. 2 for addressing the bias introduced by the 
non-stationary EEG signal, as well as further evaluation with more subjects in online experiments.  
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