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ABSTRACT 
The problem of finding bounds for the elements of the inverse of a matrix 
satisfying various known regularity conditions is considered. The results are obtained 
in such a way as to apply automatically to partitioned matrices. 
1. INTRODUCTION 
There are now known many different sets of sufficient conditions for the 
regularity of a matrix, a substantial compilation being found, e.g., in [I]. 
Generally, they depend on some formulation of the idea that, if the diagonal 
elements of a matrix do not vanish and the off-diagonal elements are 
(relatively) sufficiently small, then the matrix must be non-singular. One 
expects that, in such a case, there should also exist estimates for the elements 
of the inverse matrix, since these would be exactly known if the original 
matrix were actually diagonal. In the case of the best-known regularity 
condition, the Levy-Desplanques theorem [2], such estimates were obtained 
by Ostrowski [3], and have recently found application in the design of 
control systems [4]. The existence of such applications stimulated a search 
for similar estimates associated with other regularity conditions, the results of 
which are reported here. It is also of interest, in the control theory context, 
to generalise these results to the case of matrices partitioned into blocks. 
Consequently, we first show, in Sec. 2, how the results for general complex 
partitioned matrices depend on those for certain real point matrices, to 
which we afterwards restrict our attention. Then, in Sec. 3, we derive some 
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estimates for elements of the inverses of such matrices, associated with 
known regularity theorems. 
2. PARTITIONED MATRICES 
Let Q denote a square complex matrix, partitioned as 
Qll 
Q ml 
. . . 
1 . . 
Q Im -1 . 1 in 
where the diagonal blocks Qii are square. Regarding such matrices as 
implementing linear transformations on the space of complex column vectors 
x, partitioned conformably with Q as 
x(1) 
x= . [I Xim) 
we define a norm Ilx(r)ll on each vector subspace, and the associated matrix 
norm 
11 @cl1 = sup 
II Qjdk’ll 
We suppose from now on that the diagonal blocks Qll are all nonsingular, 
and define the block-diagonal matrix 
which is thus also nonsingular. Defining also 
N=P-Q, 
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we have 
P-‘Q=Z-P-‘N, 
where Z denotes the unit matrix. Consequently, Q is nonsingular provided 
that 
p(P-‘N)<l, 
where p( *) denotes spectral radius. 
We next define a real nonnegative matrix C, with elements cjk, by 
cji = 0, 
c+= IIQjj-‘II llQi~ll (w4 
and then, by a known [l] lemma (see Appendix), 
,I(P-~N) <P(C), 
so that any condition which ensures p(C) < 1 constitutes a regularity condi- 
tion for Q. 
Now, if p(C) < 1, the matrix Z - C is nonsingular, and we define 
r=(z- C)_’ 
with elements yik. We have also the convergent expansion 
r=z+ 5 C”, 
n=l 
whence p is a nonnegative matrix and 
Y/j 2 1 (i=l ,...,m). 
Since Q is now nonsingular, let its inverse be Q, partitioned as 
conformably with Q. Then we have the following theorems. 
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THEOREM 1. 
and 
Assume p(C)<l. Then, for j=l,...,m, eji is nonsingulur 
IIQjr~‘ll II&‘- Qiill < l- ui;‘. 
Proof. Define first the following matrices: 
Qi G Q with the jth block row and column omitted; 
Ri = jth block row of Q with Qji omitted; 
Lj = jth block column of Q with Qti omitted; 
Pi E Qj with every off-diagonal block replaced by 0; 
Ni=Pi-Qi; 
Cj E C with jth row and column replaced by 0. 
Then Pi-’ exists and so does Qi-‘, since 
p(Pi-rNi)<p(C+p(C)<l. 
Also, by a standard result [12] in the theory of the inversion of matrices by 
partitioning, 
&l=~ii-~i~j-l~i 
= Qii-$(I- Pi-lNj)-lPi-lLi, 
whence, on taking norms and expanding (I - Pi- ‘NJ- ’ as a power series, 
IIQi;‘ll I&‘-Qf~ll ( 2 2 c&-C~)-~],~C,/ 
k-l i-1 
THEOREM 2. Assume p(C) < 1. Then, for j # k, 
I LI 
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Proof. Since QQ= I, we have, for i# k, 
and so 
Hence, defining a matrix D with elements dik by 
cZii = 0, 
d+= ll~~~~~illl WkL 
we have the element-by-element inequality 
D<(Z- C)-k, 
whence 
llCjjk~ki’ll ~[(z-c)-lc]i~=(r-z)j~ (i+V. n 
We can also obtain slightly modified versions of Theorems 1 and 2 by 
applying them to P -‘Q instead of Q. Thus, defining a matrix C, with 
elements Eik, by 
Eij = 0, 
we have 
P(P -W < P(C ) ( P(C), 
and so p(C) < 1 ensures that Q is regular. Also, assuming p(C) < 1, I - 6 is 
nonsingular, and we define 
F=(Z-$ 
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with elements yp. The theorems corresponding to Theorems 1 and 2 are the 
following. 
THEOREM 1’. Assume p(c) < 1. Then, for i = 1,. . . ,m, eiii is nonsingular 
and 
THEOREM 2’. Assume p(c) < 1. Then, for j# k, 
II &hi’ll < Yjk’ 
3. REGULARITY THEOREMS AND ASSOCIATED ESTIMATES 
We now consider various regularity theorems for matrices of the form 
I- C defined in Sec. 2, i.e. C being a nonnegative matrix with vanishing 
diagonal elements, and establish associated bounds for the elements of I’. 
For completeness, we first recall some results of Ostrowski. Defining 
e,= 5 Cq.’ 
k=l 
0) 
+j = mu ok, 
k#f 
(4 
it is well known [l] that a sufficient condition for regularity of I- C is 
Bi~Z<l (j=l,...,m). 
Also, we have the following estimates for I. 
(3) 
THEOREM 3 (Ostrowski). Assume (3) holds. Then, for i = 1,. . . ,m, 
1 - Yfi- ’ ( @,+j and -fjk < +kpkyJ& Wi). 
Further, for any k such that +k < 1, 
(if k). 
Proof. See Refs. [1,3]. 
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For future use, we note that, since (I- C)r = I, we have 
and 
Yjk= 2 CjiYik (i+k). (5) 
i=l 
The next regularity condition is also due to Ostrowski [5]. We first 
introduce some more notation. For real positive s, define 
l/s 
R,,s= 
Also, define 
Mi= mkaxcQ, 
(6) 
(7) 
and, for any real OL in (0, 1), define 
$,a = RIP,Mjl-a 
$,a = max ek,a 
k+i 
Then Z - C is regular if 
@j,&,, < 1 ( j = 1,. . . ,m) 
We now derive the following estimate for y,. 
THEOREM 4. Assume (10) holds. Then, for j= l,.. .,m, l- yi[’ < 0t,a~+. 
Proof. Define C(,) to be the matrix whose ( j, k)th element is c/g, and Ml1 _a) 
to be the diagonal matrix whose (i, j)th element is Ml’-“. Then, 
C < C(,)% - a) 
by (7), the inequality being understood as element by element. Hence 
={I-C,,,M,,-cd-‘, 
since (10) implies 
~[C,,,M~,-,,l=p[M,l-,,C,,,l<l, 
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and so 
M,l-.,rM,I,,~{z-M,l-,,C,,,}-’ (11) 
But, by (6) and (8), the sum of elements in the jth row of M~I_,JC~,j is /3+ 
and so, by (9), (lo), (11) and Theorem 3, 
Next, we consider a regularity condition which Crabtree [6] obtained as a 
generalisation of an earlier result of Ostrowski [7]. For a set of real nonnega- 
tive numbers yi satisfying 
m 
c 1 i_1 l+h,=l, (12) 
and a pair of real positive numbers ( p, q) satisfying 
1+1=1, 
P 9 
define 
ai=x;/9R. 
1.P’ 
ri = max a,, 
k#j 
and assume 
(13) 
(14 
airi < 1 (j=l,...,m). 
Then I - C is regular. We now obtain the following estimate. 
(15) 
THEOREM 5. Assume (15) holds. Then, for j = 1,. . . ,m, 1 - ye;’ < ~~7~. 
Proof. Define lik = yIk/ ykk. Then, by (5), using Holder’s inequality, 
whence by (13), 
(16) 
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Now, if rk < 1, (14) gives 
using (12). Also, if rk > 1, 3i ( # k) such that ui = rk and uj < l/rk ( j # i) by 
(15), so that 
using (12). Hence, by (16), 
i=l 
WV 
and so, using Holder’s Inequality, (4) gives 1 - yii ’ < u/r/. n 
The last regularity condition we consider is associated with several 
authors [ LB, 9, lo]. Defining real numbers pi by 
?+= 5 Clk, 
k=2 
j-l 
Pi’ x Pkcjk+ 2 cik (i=2 ,...,m-1), (17) 
k=l k=j+l 
77-l 
Pm= 2 Pkcmk, 
k-l 
Z - C is regular if 
Pi<1 (j=2,...,m). (18) 
In this case, we obtain estimates for elements in the last column of I. 
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THEOREM 6. Assume (18) holds. Then 1- Yid < p,,, and ye < p!y,,,,,, 
(i=l , . . . ,m - 1). 
Proof. Let the values of i for which pi =0 be ii (i = 1,. . . ,r), arranged so 
that ii < * . . 6 ir. Then, using (17) and (5) with i = ii, where i takes succes- 
sively the values 1,. ..,r, we find 
ytik = 0 unless k = i,, for some h < i. (19) 
Now, define S to be the subset of (1 , . . . ,m - 1) excluding all the ii. Then, 
setting k = m in (5) and using (17) and (19), 
Next, define 
I=$:{ j:$=r) 
Then, setting i = t in (20) and using (18), 
I” ( Ylnnl~ 
(21) 
whence (21) gives Y, < piy,, ( i # m). Hence, setting i = m in (4) and using 
(I7)? 
I-Y,3 Pm n 
Finally, we derive an estimate for Y, which can be employed whenever an 
upper bound for p(C) is known. 
THEOREM 7. Assume p(C)<l. Then,forj=l,...,m, l-yj;‘<p(C)‘. 
Proof. Since p(C) and the elements of I are continuous functions of the 
elements of C, we need only prove the result for the case that all off-diagonal 
elements of C are strictly positive. In this case, C is irreducible, and so we 
know [ll] that there exists a column vector g, with elements q, such that 
Cg=L@)g (22) 
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and 
gi>o (j=l,...,m). (23) 
Now, let G be the diagonal matrix whose (i, j)th element is q. Then, by (23), 
G is nonsingular, and, by (22), 
G-‘CGe=p(C)e, (24 
where e is a column vector each of whose elements is unity. Also, the 
diagonal elements of I are the same as those of G - ‘IG, and, by (24), the 
sum of elements in each row of G -‘CC is p(C). Hence, by Theorem 3, 
We can now combine Theorems 1, 2, 1’ and 2’ with Theorems 3 to 7, 
thereby obtaining bounds involving the elements of the inverse of any 
complex matrix, partitioned or not, under appropriate regularity conditions. 
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APPENDIX 
We give here a short proof of the following lemma [l]. 
LEMMA. Let B be a complex matrix, partitioned as 
Bll *** 4, 
B= : a. : I 1 B,, - - : B,, 
where the diagonal blocks Bti are square, and let A be a real nonnegative 
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with llBjkll < u+ ( j,k= 1, . . .,m). Then p(B) G p(A). 
Proof, Let /3 be an eigenvalue of B, i.e., let there exist column vectors 
,(i) (j=l,..., m), not all null, such that 
5 Bikdk)=~x(I') (j=l,...,m). 
k=l ’ 
Now, define a column vector 5 with elements 
Then it follows that 
and so, if j/3 I> p(A), we have 
whence 
EC 0, 
since (Z-A/I/3\)-’ exists and is nonnegative. 
[#O, giving a contradiction. Hence I/3 I < o(A). 
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