Abstract -Consider a binary baseband vector-valued communication channel modeled by a zero-mean CGN vector N with a non-singular covariance matrix . We study the maximum loss of system performance using the metric of a decrease of P D for a fixed P FA . Under H 0 , the observed vector is given by x = n, while under H 1 , x = s + n. The optimum receiver compares the statistic x T -1 s to a threshold determined by P FA . However, the suboptimum mismatched receiver assumes a WGN with a statistic given by x T s, with its 
I. INTRODUCTION
In the study of digital communication theory/system, one basic problem is the understanding of the maximum loss of performance of an optimized system assuming certain channel parameters when these assumed parameters are invalid.
Practical wireless communication systems may encounter complicated fading phenomena and various copper wired communication systems operating in crowded environments (e.g., with transmission cables inside wiring bundles in an airplane or on a ship), the transmission channels may experience severe cross-talk interferences. In all these scenarios, realistic modeling of channel parameters may be difficult. In order to formulate an analytically tractable problem, we start with the assumption of the simplest model of a binary antipodal digital communication system with an additive white Gaussian noise (WGN) transmission channel. In reality, the transmission channel maybe quite complicated, but we model it as an arbitrary additive colored Gaussian noise (CGN) channel. Then we want to investigate the worst system performance degradation, when the receiver is designed for WGN disturbance, but in practice it is facing a CGN disturbance. Thus, we are studying the robustness of a complex communication system mismatch problem. A potential application of this study is that we can formulate the concept of requiring additional margin in the signal-to-noise (SNR) operating point of the system in order to maintain the original desired system performance in the presence of this mismatched receiver design. We will show the explicit use of these SNR margins in Ex. 7 considered in Sec. 3. The use of a SNR margin due to propagation path loss, as well as the use of a SNR margin due to received mismatch, can all be considered to be standard tools in practical radio engineering analysis and design [2] .
Consider an uncoded binary baseband communication system with an additive CGN channel. Specifically, we study the loss of system performance, as the decrease of probability of detection (P D ) for a fixed probability of false alarm (P FA ). We assume under hypothesis H 0 there is only the n 1 zero-mean CGN vector N with a n n non-singular covariance matrix , and under hypothesis H 1 , there is a n 1 deterministic signal vector s in addition to the noise vector N. Thus, under H 0 , the observed vector is denoted by x = n, while under H 1 , x = s + n. However, the receiver assumes the noise is a zero-mean white Gaussian noise (WGN) with a covariance matrix = 2 I n . There are various reasons for this possible mismatch when the channel is truly CGN, but the receiver operates as if it is WGN. An obvious reason is that the receiver is not capable of estimating the statistics of the CGN or the low-cost receiver is willing to accept the loss of performance. In any case, it is interesting to evaluate the worst case loss of performance under any given CGN scenario.
II. OPTIMUM AND SUB-OPTIMUM SYSTEM PERFORMANCES
First, the optimum receiver compares the observed statistic CGN = x T -1 s to a threshold determined by the P FA . From detection theory [1] , for a specifed P FA given by 
it yields and the optimum P D is then given by 
where Q -1 (.) is the inverse of complementary Gaussian distribution function. This is then used to obtain the optimum P D in (2) to yield 
On the other hand, suppose the observation noise is colored with a covariance matrix , but we assume the noise is "white" with a covariance matrix = 2 I M . Then the suboptimum "white matched filter" receiver operating in colored noise using a decision statistic of
where 0 is taken to yield the desired P FA , and the suboptimum P D is given by 0 Q .
If the P FA is fixed at some value, then the threshold constant 0 can be solved from (6) as
Substituting 0 from (8) into (7), we obtain Margin Loss (dB) = 10 log ( ) .
From the above discussions, in practice given an arbitrary CGN covariance matrix , how much loss of performance may be realized for various possible values of the signal vector s?
Now, considered an explicit example to illustrate the advantage of using the colored matched filter over a white matched filter in the presence of a colored noise.
Ex. 1. Consider a Markov covariance matrix for a Markov covariance matrix with r = 0.1 and 0.9 of dimensions n = 2, 3, and 50 for five rand uniform pseudo-random generated signal vectors s with the P FA = 10 -3 constraint.
From (11) - (12), we note if r = 0, then the CGN problem reduces to the WGN problem. Thus, for the small value of r = 0.1, all the / opt sub values are only slightly greater than unit value for all n = 2, 3, and 50 cases. However, as r increases to r = 0.9, we note the ratios of / opt sub increase greatly as the dimension increases to n = 50 for all five realizations, showing the system performance degradations due to the mismatch.
III. CONVEX OPTIMIZATION FOR EVALUATING THE MAXIMUM LOSS OF PERFORMANCES
The results shown in Table1 of Ex. 1 were obtained from specific realizations in the simulations. An interesting question is for any given n n colored nonsingular covariance matrix , what n 1 signal vector s of unit norm (i.e., ||s|| 2 = 1) will theoretically yield the smallest (worst performing) We first note, in a matrix eigenvalue problem, a nonzero constant c times each eigenvector is still an eigenvector. Thus, there is no loss of generality, if we constrain all the vectors s under consideration in (11) or (12) to have unit norms (i.e., ||s|| 2 = 1). Given any n n non-singular covariance matrix , perform an eigenvalue decomposition resulting in U = UD, where U is an orthogonal matrix defined by U = [u 1 ,…, u n ], where u i , i = 1,..., n, are the orthonormal eigenvectors of , and D is a diagonal matrix of the eigenvalues of with
where we order the positive-valued eigenvalues to be in an descending manner satisfying
Thus,
and
We note, U is an orthogonal matrix. Define a new n 1 vector
In particular, 
In other words, the vector z has the same norm as that of s which was earlier set equal to 1. From (20), we have
Now, substitute (23) and (24) into (11) and use of (19) and -1 of (20). Thus, (11) becomes 
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The optimization problem is to maximize the lefthand-side (lhs) of the expression of (27) with respect to the {y i , i = 1,…, M} subject to the two constraints that they are non-negative-valued (i.e., (26)) whose sum is equal to 1 (i.e., (28)). In other words, we want the lhs of (27) to be as large as possible subject to the constraints of that they are negative-valued whose sum is equal to 1. If the equality in (27) is attained, this means the performance of the sub-optimum WGN sufficient statistic detector (when the noise is CGN) is equal to the performance of the optimum CGN sufficient statistic detector. That is, equality in (27) is equivalent to equality in (10) or equivalently equality in (9) is attained. Now, consider three new simple examples.
Ex. 2. Consider the case when
is a WGN autocorrelation matrix, where all the eigenvalues i = , i = 1, …, n. From (26), the lhs of (25) is equal to one since it is the product of two terms each equal to one. No maximization of the lhs of (25) is possible. Thus, the lhs of (25) attains the equality on the rhs of (25), 
Then equality in (25) is attained. However , this is not an optimum choice for {y i , i = 1,…, n} to maximizes the lhs of (25).
Ex. 4. Take y M = 1 and all the other y i = 0, i = 1,…, n-1. Then (25) reduces to
Then equality in (25) is attained. However, this is also not an optimum choice for {y i , i = 1,…, n} to maximizes the lhs of (25).
Lemma. Consider the case of n = 2. We note G(y 1 ) is a quadratic function of y 1 . Then by setting its first derivative to zero,
G y y
we find For P FA = 10 -3 at SNR(dB) = 10 dB, using the optimum
we obtain Ex. 7. Consider the problem using the Markov covariance matrix of (13) in Ex. 1. By using the optimum ŝ of (23) Table 2 are greater than all five of the pseudo-randomly generated corresponding values of / opt sub in Table 1 of Ex. 1. The results in Table 2 also show the corresponding margin loss as a function of n and r. Specifically, for n = 50 and r = 0.9, for this Markov covariance matrix, by using the worst signal vector ŝ (obtained from the "optimum" solution of the Theorem), there is a margin loss of 18.81 dB. In other words, by using this signal vector ŝ , we need to increase its energy by a factor of (8.7236) 2 or 18.21 dB in order to achieve the same opt D P as in the optimum colored matched filter receiver.
Ex. 8. Consider again the problem using the 50 50 Markov covariance matrix of (15) 
IV. CONCLUSIONS
In this paper, we considered the loss of performance of a binary baseband communication system operating in the presence of a given CGN covariance matrix, when the receiver assumes the noise to have a WGN covariance matrix. Modern convex optimization method based on the Karush-Kuhn-Tucker condition is used to solve this problem. Various examples using simulation and analysis illustrate various aspects of mismatched system performance degradation. The concept of margin loss was also introduced for the analysis and design of robust system in the presence of mismatched parameters in the system. 
which is identical to (11).
Appendix 2. Proof of Theorem.
Consider the nonlinear minimization problem of
subject to
h(y) = 0 .
The celebrated Karush-Kuhn-Tucker (KKT) [3] necessary conditions for In order to use the KKT method for our maximization of (A7) with the constraints of (A8) and (A9), denote
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