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Abstract
Factor analysis refers to a statistical model in which observed variables are condition-
ally independent given fewer hidden variables, known as factors, and all the random
variables follow a multivariate normal distribution. The parameter space of a factor
analysis model is a subset of the cone of positive definite matrices. This parameter
space is studied from the perspective of computational algebraic geometry. Gro¨bner
bases and resultants are applied to compute the ideal of all polynomial functions
that vanish on the parameter space. These polynomials, known as model invariants,
arise from rank conditions on a symmetric matrix under elimination of the diagonal
entries of the matrix. Besides revealing the geometry of the factor analysis model,
the model invariants also furnish useful statistics for testing goodness-of-fit.
1 Introduction
In factor analysis, correlated continuous variables are modeled as conditionally indepen-
dent given hidden (latent) variables that are termed factors. Sometimes factor analysis
serves as a tool for dimension-reduction; the possibly many observed variables are sum-
marized by fewer factors. However, in many applications the focus is on interpreting
the factors as unobservable theorized concepts. In fact, the desire to explain observed
correlations between individuals’ exam performances by the concept of intelligence was
the driving force in the original development of factor analysis (Spearman, 1904, 1927).
Currently, statistical inference in factor analysis is often based exclusively on para-
metric representations and on maximum likelihood estimates computed in iterative pro-
cedures such as the EM algorithm (Rubin and Thayer, 1982). In the early days of factor
analysis, however, much attention was directed to model invariants, that is, to polyno-
mial equality relations that the model imposes on the entries of the covariance matrix of
the observed variables. We refer to Harman (1976, Sect. 1) for some history. It should be
noted that factor analysis also leads to inequality constraints (e.g. Bekker and de Leeuw,
1987; Harman, 1976, p. 117), which we do not address here. The best known invariants
are the tetrads, also called tetrad differences, which arise in one-factor models. The
name tetrad reflects that the polynomial arises in one-factor analysis with four observed
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variables. For example, if Ψ = (ψij) ∈ R4×4 is a covariance matrix in the parameter
space of a one-factor analysis model, then there are, up to sign change, three tetrads,
namely
ψ12ψ34 − ψ14ψ23, ψ14ψ23 − ψ13ψ24, ψ12ψ34 − ψ13ψ24, (1)
and all three tetrads evaluate to zero. Tetrads have played a major role throughout the
history of factor analysis. They also appear in recent research, for example, in work
on model identifiability (Grzebyk et al., 2004) and on dichotomized Gaussian models for
multivariate binary variables (Cox and Wermuth, 2002). While tetrads are ubiquitous in
the literature, there has been very little work attempting to find invariants of models with
more than one factor. The work by Kelley (1935) who derived the pentad , a fifth degree
polynomial vanishing over covariance matrices from two-factor models, constitutes the
exception. Since then virtually no progress has been made towards determining the
invariants of factor analysis models. Harman (1976, p. 77) summarizes the state of
knowledge as follows: “When the number of factors is greater than two the work of
computing determinants of the fourth or higher order becomes so laborious that no explicit
conditions corresponding to the tetrads or pentad criterion have been worked out.”
Computational difficulties aside, the apparent ease of data analysis using solely the
parametric model representation has inhibited progress on the determination of higher-
order invariants. However, parametric approaches are not without their problems. On
one hand, the likelihood function of a factor analysis model may have multiple local
maxima (Rubin and Thayer, 1982), rendering its maximization difficult. On the other
hand, the use of information criteria such as BIC in exploratory factor analysis is com-
plicated by the presence of singularities (Geiger et al., 2001). We believe that a better
mathematical understanding of factor analysis models will be helpful in addressing these
issues. One step in this direction is the work of Ellis (2004) who applied algebraic topol-
ogy to study singularities arising in factor analysis. Our interest lies in the algebraic
geometry that expresses itself in the model invariants. This has a pragmatic side because
the invariants can serve as useful statistics for testing model fit and for constraint-based
model selection. Both the desire to find new test statistics as well as the wish for an
understanding of the geometry of factor analysis constitute the motivation for this paper.
The paper is outlined as follows. We begin with a review of the factor analysis model
(Section 2) and discuss the use of invariants as test statistics (Section 3). In Section 4
we place the problem of determining invariants in the framework of algebraic statistics
(Pachter and Sturmfels, 2005; Pistone et al., 2001). In fact, this is one of the first studies
in algebraic statistics which deals with continuous rather than discrete random variables.
We shall see in Section 5 that the tetrads form a Gro¨bner basis of the ideal of
invariants of a one-factor model. This implies that all invariants of one-factor models
can be written as polynomial combinations of tetrads, which is claimed correctly but
without proof in Glymour et al. (1987, p. 84). For models with two or more factors,
we performed extensive Gro¨bner basis computations, using Macaulay 2 and Singular,
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Figure 1: Graphical representation of the factor analysis model F5,2.
for factor analysis models with up to nine observed variables and up to five factors.
In Section 6, we show that multilinear resultants provide a useful method of finding
individual invariants even when the whole ideal of invariants cannot be determined.
Our computational experiments lead to a series of conjectures and problems pre-
sented in Section 7. In particular, we conjecture for two-factor models that 3×3-minors
and pentads generate the ideal of invariants. For models with arbitrarily many factors we
conjecture that the ideal is generated by polynomials arising from consideration of sub-
matrices whose size depends on the number of factors but not on the number of observed
variables. We believe that these conjectures are of independent interest for commutative
algebra. In Section 8 we propose some future research directions of statistical interest.
2 Factor analysis
Factor analysis concerns a Gaussian hidden variable model with p observed variables
Xi, where i ∈ [p] = {1, . . . , p}, and m hidden variables Yj , where j ∈ [m] = {1, . . . ,m}.
It is assumed that (X,Y ) follows a joint multivariate normal distribution with positive
definite covariance matrix. The factor analysis model Fp,m is defined by the requirement
that the observed variables Xi, i ∈ [p], are conditionally independent given the hidden
variables Yj , j ∈ [m]. The factor analysis model Fp,m can be visualized using the
graphical model formalism (Lauritzen, 1996), in which the dependence structure between
observed and hidden variables is encoded by an acyclic directed graph. This directed
graph has the vertex set {X1, . . . ,Xp, Y1, . . . , Ym}, and the edges are Yj → Xi for all
j ∈ [m] and i ∈ [p], as shown in Figure 1 for m = 2 and p = 5.
We start out by deriving the following parametric representation of our model.
Proposition 1. The factor analysis model Fp,m is the family of multivariate normal
distributions Np(µ,Ψ) on Rp whose mean vector µ is an arbitrary vector in Rp and
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whose covariance matrix Ψ lies in the (non-convex) cone
Fp,m = {Σ +ΛΛt ∈ Rp×p : Σ > 0 diagonal, Λ ∈ Rp×m}
= {Σ + Γ ∈ Rp×p : Σ > 0 diagonal, Γ ≥ 0 symmetric, rank(Γ) ≤ m}. (2)
Here the notation A > 0 means that A is a positive definite matrix (i.e., all eigenval-
ues are positive), and similarly A ≥ 0 means that A is a positive semidefinite matrix.
Proof. Consider the joint covariance matrix of the fully observed model underlying Fp,m,
Cov
(
X
Y
)
=
(
Ψ Λ
Λt Φ
)
. (3)
The entries of this matrix are constrained by the conditional independence statements
Xi ⊥⊥ Xj | {Y1, Y2, . . . , Ym} (1 ≤ i < j ≤ p), (4)
which translate into the vanishing of the corresponding (m+1)× (m+1)-determinants:
det
(
ψij Λi∗
Λtj∗ Φ
)
= ψij · det(Φ) − Λi∗ · adj(Φ) · Λtj∗ = 0. (5)
We refer to Matus (2005) for a general discussion on how to translate conditional inde-
pendence statements for Gaussian random variables into polynomial algebra.
The determinantal constraint (5) allows us to block-diagonalize the positive definite
matrix (3) as follows:(
Σ 0
0 Φ
)
=
(
Ip −ΛΦ−1
0 Im
)
·
(
Ψ Λ
Λt Φ
)
·
(
Ip 0
−Φ−1Λt Im
)
. (6)
Upon multiplication by det(Φ) > 0, the entry of the matrix Σ = Ψ−Λ ·Φ−1 ·Λt in row
i and column j is equal to (5), so this positive definite matrix is diagonal if and only if
X satisfies the model Fp,m. This holds if and only if its covariance matrix Ψ has the
form Ψ = Σ+ Λ · Φ−1 · Λt if and only if Ψ is in the cone Fp,m.
In what follows we generally identify the factor analysis model Fp,m with its param-
eter space Fp,m. The description given in Proposition 1 shows that Fp,m is a parametri-
cally presented subset of the space R(
p+1
2 ) of symmetric p× p-matrices. The dimension
d = dim(Fp,m) of the model Fp,m is the maximal rank of the Jacobian matrix of that
parametrization. The codimension of Fp,m is
(p+1
2
)− d.
Theorem 2. The dimension and the codimension of the factor analysis model are
dim(Fp,m) = min
{
p(m+ 1)−
(
m
2
)
,
(
p+ 1
2
)}
,
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codim(Fp,m) = max
{(
p−m
2
)
−m, 0
}
.
Thus the codimension of the factor analysis model is positive if and only if
p ≥
⌊
m+
1
2
√
8m+ 1 +
1
2
⌋
+ 1. (7)
Proof. Using orthogonal transformations as in the QR-decomposition, every Ψ ∈ Fp,m
can be written as Ψ = Σ +ΛΛt with Λ = (λij) being lower-triangular in the sense that
Λ ∈ Lp,m =
{
Λ ∈ Rp×m | λij = 0 for all 1 ≤ i < j ≤ m
}
;
see also Anderson and Rubin (1956, pp. 121 and 124). Thus the factor analysis model
Fp,m is the image of the following polynomial map:
R
m
>0 × Lp,m → R(
p+1
2 ) , (Σ,Λ) 7→ Σ+ ΛΛt. (8)
The coordinates of the parametrization (8) are
ψij =
{
σii +
∑min(i,m)
r=1 λ
2
ir if i = j,∑min(i,m)
r=1 λirλjr if i < j.
The dimension of the domain and the image space of (8) are p(m+1)− (m2 ) and (p+12 )
respectively, so the minimum of these two numbers is an upper bound for Fp,m. To
prove that this upper bound is tight, we will show that the Jacobian matrix J of the
parametrization (8) has full rank almost everywhere. The Jacobian matrix has the form
J =
( σ λ
ψii Ip B
ψij 0 A
)
.
The entries in the unit matrix Ip on the upper left are
∂ψij
∂σtt
=
{
1 if t = i = j,
0 else.
(9)
The matrix J has full rank if and only if the
(p
2
)× (pm− (m2 ))-matrix A has full rank.
The entries of the latter matrix A are
∂ψij
∂λst
=


λtt if i < j and (i, j) = (t, s),
λjt if i = s = t < j or t < i = s < j,
λit if t < i < j = s,
0 else.
(10)
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If we set ψi< = (ψi,i+1, . . . , ψi,p)
t ∈ Rp−i and λ>j = (λj+1,j, . . . , λp,j)t ∈ Rp−j, then the
matrix A can be written in the following form


λ11 λ22 λ33 . . . λmm λ>1 λ>2 λ>3 . . . λ>m
ψ1< λ>1 A11
ψ2< λ>2 A21 A22
ψ3< λ>3 A31 A32 A33
...
. . .
...
...
...
. . .
ψm< λ>m Am1 Am2 Am3
. . . Amm
ψm+1,< Am+1,1 Am+1,2 Am+1,3 . . . Am+1,m
...
...
...
... · · · ...
ψp−1,< Ap−1,1 Ap−1,2 Ap−1,3 . . . Ap−1,m


where void entries are zero. The submatrices Aii = λii Ip−i are diagonal, and, for i > j,
Aij =


λj+1,j . . . λi−1,j λi,j λi+1,j λi+2,j . . . λp,j
ψi,i+1 λi+1,j λij
ψi,i+2 λi+2,j λij
...
...
. . .
ψi,p λp,j λij

.
Some of the submatrices in the partition of A may not be present if p is too small. For
example, the entire lower half of A is not present if p ≤ m+1. If p ≤ m+1, then A has
a lower-triangular structure and is clearly of full rank if all λii are non-zero. So we will
assume that p ≥ m+ 2, in which case the lower half of A comprises (p−m2 ) rows.
We will now choose a particular matrix Λ0 for which A0 = A(Λ0) is of full rank.
The existence of such Λ0 implies that the rank of A is full for almost every choice of Λ.
The matrix Λ0 has entries in {0, 1} with the non-zero entries chosen as follows. For all
i ∈ [m], we set λ0ii = 1. As a consequence, the upper right block of A is of full rank∑m
i=1(p − i) = pm −
(m+1
2
)
. The remaining non-zero entries of Λ0 are determined as
follows. Let J(p,m) be the minimum of m and
(p−m
2
)
. For j ∈ [J(p,m)], let i(j) be the
integer in {m+1, . . . , p− 1} such that the j-th row of the lower half of A is indexed by
ψi(j),t with t ≥ i(j) + 1. For j = 1, . . . , J(p,m), we set exactly two components of the
vector λ>j equal to one, namely those appearing in that row of Ai(j),j that is part of the
j-th row of the lower half of A. As examples, consider (p,m) = (7, 4) and (p,m) = (8, 4),
for which the above procedure selects the two (transposed) matrices
(Λ0)
t =


1 0 0 0 1 1 0
0 1 0 0 1 0 1
0 0 1 0 0 1 1
0 0 0 1 0 0 0

 and (Λ0)t =


1 0 0 0 1 1 0 0
0 1 0 0 1 0 1 0
0 0 1 0 1 0 0 1
0 0 0 1 0 1 1 0

 .
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Since the matrix Λ0 has entries in {0, 1}, the same holds for the matrix A0. A
submatrix A0ij of the upper right block of A
0, that is, 1 ≤ j < i ≤ m, has only one
column with non-zero entries because λ0ij = 0 if i ≤ m and i 6= j. This non-zero column
is indexed by λij and can thus be eliminated by subtracting the row of A
0 indexed by
ψji. This way the upper right block of A
0 is transformed into a unit matrix of size∑m
i=1(p− i) = pm−
(m+1
2
)
, while no fill-in occurs in the upper left block of A0.
Next we eliminate the lower right block of A0 by subtraction of rows from the upper
half. This elimination creates fill-in in the lower left block of A0. This fill-in is zero
except for J(p,m) many entries that are all equal to −2. These non-zero entries occur
in the positions (j, j), j = 1, . . . , J(p,m), within the lower left block of A0. It follows
that the rank of A0 is equal to
pm−
(
m+ 1
2
)
+ J(p,m) = min
{
pm−
(
m
2
)
,
(
p
2
)}
,
which is the minimum of the number of rows and columns of A0. Hence, A0 is of full rank
as we had claimed. This concludes the proof of the stated formula for dim(Fp,m). The
codimension is
(
p+1
2
)
minus dim(Fp,m), and inequality (7) is gotten by solving
(
p−m
2
)
> m
for p.
Example 3. Let us consider the case of two factors m = 2. The model Fp,2 has positive
codimension if and only if p ≥ 5. For p = 5, Theorem 2 says that F5,2 has codimension
1, so it is a hypersurface in the space of symmetric 5× 5-matrices. The hypersurface is
defined by the polynomial
f = ψ12ψ13ψ24ψ35ψ45 − ψ12ψ13ψ25ψ34ψ45 − ψ12ψ14ψ23ψ35ψ45 + ψ12ψ14ψ25ψ34ψ35
+ψ12ψ15ψ23ψ34ψ45 − ψ12ψ15ψ24ψ34ψ35 + ψ13ψ14ψ23ψ25ψ45 − ψ13ψ14ψ24ψ25ψ35
−ψ13ψ15ψ23ψ24ψ45 + ψ13ψ15ψ24ψ25ψ34 − ψ14ψ15ψ23ψ25ψ34 + ψ14ψ15ψ23ψ24ψ35.
This is the pentad constraint which was first derived by Kelley (1935). If Ψ is the
covariance matrix of a distribution in the model F5,2 then f(Ψ) = 0, and the pentad
f is the unique irreducible polynomial (up to scalar multiplication) with this property.
In the next section we discuss the use of such invariants as test statistics, and in the
subsequent sections we derive higher invariants using methods of computational algebra.
For p = 4, Theorem 2 says that F4,2 has codimension 0, so it is full-dimensional in the
space of symmetric 4×4-matrices. The theorem does not state that every positive definite
matrix Ψ is in the model F4,2. All it states is that the decomposition of Proposition 1,
Ψ =


σ11 0 0 0
0 σ22 0 0
0 0 σ33 0
0 0 0 σ44

+


λ11 λ12
λ21 λ22
λ31 λ32
λ41 λ42

 ·
(
λ11 λ21 λ31 λ41
λ12 λ22 λ32 λ42
)
, (11)
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imposes no equality constraints on the covariance matrix Ψ. But it does impose con-
straints in the form of inequations f(Ψ) 6= 0 and inequalities f(Ψ) ≥ 0. We will discuss
this issue in Section 4, after the algebraic set-up of ideals has been introduced. Note that
the statistical problem of parameter identification corresponds to the algebraic problem
of solving the equations (11) for the unknowns σii, λij when the ψij are given.
3 Invariants as test statistics
Let Ψ ∈ Rp×p be a covariance matrix, that is, a positive definite symmetric p×p-matrix,
and let f be a polynomial in the entries ψij of Ψ. We write f(Ψ) for the evaluation
of f using the numerical values of a particular matrix Ψ. The polynomial f is called
an invariant of the factor analysis model Fp,m if f(Ψ) = 0 for all matrices Ψ in the
parameter space Fp,m. Classical examples of invariants are the tetrad and pentad. If f
is an invariant of Fp,m and Ψ is a covariance matrix such that f(Ψ) 6= 0 then we can
deduce that Ψ 6∈ Fp,m. This suggests that model invariants can be used as statistics in
tests of model fit. We propose the following approach for putting this on a sound basis.
Assume we observe a sample X1,X2, . . . ,XN of independent random vectors in
R
p that are identically distributed according to the multivariate normal distribution
Np(µ,Ψ) with mean vector µ ∈ Rp and positive definite p× p-covariance matrix Ψ. Let
X¯ = 1N
∑N
k=1Xk be the sample mean vector and consider the sample covariance matrix
S = (sij) =
1
N − 1
N∑
k=1
(Xk − X¯)(Xk − X¯)t.
Moreover, let f be an invariant of a hypothesized factor analysis model Fp,m. The sample
invariant f(S) provides a consistent estimator of the true invariant evaluation f(Ψ).
The variance of f(S), which we denote by VarΨ[f(S)], can be derived by computing
appropriate moments of the Wishart distribution according to which the matrix (N −
1) · S is distributed; compare Mardia et al. (1979, Sect. 3.4) and Wishart (1928a). The
variance VarΨ[f(S)] is a polynomial function of the true covariance matrix Ψ. Replacing
Ψ by the sample covariance matrix S in this polynomial yields the estimator VarS[f(S)].
Using this estimator, we can define the standardized sample invariant
Zf =
f(S)√
VarS[f(S)]
. (12)
Proposition 4. Let f be an invariant of the model Fp,m, and let Ψ be a covariance
matrix such that f vanishes at Ψ but its gradient vector ∇f does not vanish at Ψ. Then,
as the sample size N tends to infinity, the standardized sample invariant Zf converges
in distribution to a standard normal distribution:
Zf −→d N (0, 1).
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Proof. The vectorization of
√
N(S − Ψ) converges in distribution to a centered multi-
variate normal distribution. Hence, by the delta method (Shorack, 2000, p.279),
√
N f(S) =
√
N [f(S)− f(Ψ)] −→d N (0, vf )
with asymptotic variance
vf = lim
N→∞
N VarΨ[f(S)] > 0.
Since VarΨ[f(S)]/VarS[f(S)] converges in probability to one, it follows from Slutsky’s
theorem that
Zf =
√
VarΨ[f(S)]√
VarS[f(S)]
·
√
N f(S)√
N VarΨ[f(S)]
−→d 1√vf · N (0, vf ) = N (0, 1).
Remark 5. The sample invariant f(S) is typically a biased estimator of f(Ψ). However,
if the expectation of f(S) is of the form EΨ[f(S)] = h(N) · f(Ψ), where h(N) is a
function of the sample size only, then one can consider the bias-corrected sample invariant
f˜(S) = f(S)/h(N). An analog of Proposition 4 holds when f(S) is replaced by f˜(S).
Example 6. We derive the standardized and bias-corrected sample invariants for the
one-factor model Fp,1. Let i, j, k, ℓ be four distinct indices in [p] and consider the tetrad
f = ψikψjℓ − ψiℓψjk. (13)
If Ψ is a covariance matrix in Fp,1 then the tetrad vanishes, i.e., f(Ψ) = 0.
The sample tetrad f(S) = siksjℓ−siℓsjk is a consistent but biased estimator of f(Ψ).
However, the bias can be corrected as described in Remark 5 with the bias-corrected
sample tetrad being equal to
f˜(S) =
N − 1
N − 2 (siksjℓ − siℓsjk) .
For any covariance matrix Ψ, the variance of this unbiased estimator of f(Ψ) is equal to
VarΨ
[
f˜(S)
]
=
N + 1
(N − 1)(N − 2) det(Ψ{i,j}×{i,j}) · det(Ψ{k,ℓ}×{k,ℓ})
− 1
N − 2 det(Ψ{i,j,k,ℓ}×{i,j,k,ℓ}) +
3
N − 2 det(Ψ{i,j}×{k,ℓ})
2.
(14)
This expression was first computed by Wishart (1928b). If Ψ ∈ Fp,1, then
det(Ψ{i,j}×{k,ℓ}) = ψikψjℓ − ψiℓψjk = 0.
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Thus the last term in (14) vanishes and we can use the estimate
VarS
[
f˜(S)
]
=
N + 1
(N − 1)(N − 2) det(S{i,j}×{i,j}) · det(S{k,ℓ}×{k,ℓ})−
1
N − 2 det(S{i,j,k,ℓ}×{i,j,k,ℓ}).
Following the recipe in (12), we introduce the standardized bias-corrected sample tetrad
Zf˜ =
f˜(S)√
VarS
[
f˜(S)
] .
This is an explicit expression which can be evaluated for any sample covariance matrix S
arising from data Xi. If at least one of the four entries ψik, ψjℓ, ψiℓ, ψjk is non-zero, then
the gradient of the tetrad is non-zero at Ψ. Proposition 4 says that Zf˜ has an asymptotic
standard normal distribution N (0, 1) when the sample size N tends to infinity.
Suppose now that f is an arbitrary polynomial invariant of the factor analysis model
Fp,m, and we wish to test the null hypothesis Hf : f(Ψ) = 0. In light of Proposition
4, we can do this by computing the corresponding standardized sample invariant Zf
and by comparing it to the appropriate quantile of the standard normal distribution
N (0, 1). More precisely, for chosen significance level α ∈ (0, 1), we can find an interval
[−cα, cα] which, assuming Hf is true, contains the standardized sample invariant Zf
with (asymptotic) probability 1 − α. If we observe a value zf of Zf that falls outside
this interval, zf 6∈ [−cα, cα], then this constitutes evidence against Hf and, in particular,
evidence against the hypothesized factor analysis model of which f is an invariant.
If the hypothesized factor analysis model is a hypersurface then consideration of a
single invariant f is sufficient. This happens, for instance, in the case p = 5,m = 2
discussed in Example 3. Here f is the pentad and we only need to test Hf .
In general, however, the model structure will not be captured in a single polynomial
invariant. Then we might want to employ a set I of invariants of the considered model to
test model fit. For instance, I could be a set of ideal generators as in Section 4. A simple
approach to working with several invariants is to employ Bonferroni’s inequality, which
suggests the consideration of the interval [−cα/|I|, cα/|I|]. This interval simultaneously
contains all standardized sample invariants Zf , f ∈ I, with probability at least 1 − α.
Therefore, if one or more observed values zf fall outside the interval [−cα/|I|, cα/|I|], then
we have found statistical evidence against the hypothesized factor analysis model. More
powerful approaches than this simple Bonferroni method can be obtained by combining
the invariants in a quadratic form; see e.g. Hipp and Bollen (2003) for work employing
tetrads. Alternatively, Spirtes et al. (2000) employ tests of vanishing tetrads to define
scores for model selection in Gaussian graphical models with hidden variables.
Tetrads appear to be the only invariants of factor analysis models that have seen
routine use in data analysis. However, the approach we have outlined above is feasible
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also for other invariants such as the pentad and the higher invariants we determine sub-
sequently. The only difficulty involved is the estimation of the variance-covariance struc-
ture of the sample invariants. We expect that recent work on moments of the Wishart
distribution (Graczyk et al., 2005; Lu and Richards, 2001) can be applied fruitfully to
overcome this difficulty. When moments of invariants cannot be determined exactly,
asymptotic approximations can be derived from the asymptotic covariance matrix for
the sample covariance matrix; see Roverato and Whittaker (1998) for a discussion of
properties of the Isserlis matrix which determines this asymptotic covariance matrix.
4 Algebraic setup
We are interested in polynomial relations among the entries of a factor analysis co-
variance matrix Ψ ∈ Fp,m. The mathematical framework for studying such polynomial
relations is that of commutative algebra and algebraic geometry (see e.g. Cox et al.,
1997). Many algorithms from these fields are implemented in software for symbolic
computation, and they provide powerful computational tools for the study of model in-
variants. The application of these tools in statistics is the focus of algebraic statistics
(Pachter and Sturmfels, 2005; Pistone et al., 2001). While algebraic statistics has so far
been predominantly occupied with the study of models for discrete random variables,
the present study is one of the first in this emerging field which concerns continuous
random variables. The set-up to be introduced is fairly general and can be used to
study arbitrary Gaussian graphical models, not just the factor analysis model.
We fix the ring of polynomials with real coefficients in the
(p+1
2
)
indeterminates ψij :
R[ψij , i ≤ j] = R[ψ11, ψ12, . . . , ψ1p, ψ22, . . . , ψ2p, ψ33, . . . , ψpp].
For any subset F of the symmetric matrices in Rp×p, let I(F ) be the set of all polynomials
f ∈ R[ψij, i ≤ j] such that f(Ψ) = 0 for all Ψ ∈ F . Clearly, I(F ) is an ideal in R[ψij, i ≤
j]; that is, the sum of two polynomials in I(F ) is again in I(F ), and the product of any
polynomial in R[ψij, i ≤ j] with a polynomial in I(F ) is in I(F ). According to Hilbert’s
basis theorem, every ideal is generated by a finite list of polynomials. We tacitly assume
this finite representation for all the ideals which appear in the following discussion.
The object of our interest is the ideal of invariants of the model Fp,m, which is
the ideal Ip,m = I(Fp,m). Since membership in Fp,m depends only on the off-diagonal
entries of the matrix Ψ, we can regard Ip,m as an ideal in the subring R[ψij , i < j]
of R[ψij , i ≤ j]. If I is any ideal in the bigger polynomial ring R[ψij, i ≤ j] then the
intersection I ∩ R[ψij , i < j] is an ideal in the smaller polynomial ring R[ψij , i < j].
Passing to this intersection is the process of elimination of the variables ψ11, . . . , ψpp.
The following result shows how the ideal Ip,m can be computed using elimination.
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Theorem 7. Let Mp,m ⊆ R[ψij , i ≤ j] be the ideal that is generated by all (m + 1) ×
(m+ 1)-minors of a symmetric matrix Ψ ∈ Rp×p. Then the ideal of invariants equals
Ip,m = Mp,m ∩ R[ψij, i < j]. (15)
Proof. The proof makes use of standard arguments from algebraic geometry, and all
varieties V ( · ) are understood over the field C of complex numbers. Recall that the
variety V (Mp,m) of the ideal Mp,m is the set of common zeroes of the polynomials in
Mp,m. This set coincides with the set of all symmetric p×p-matrices of rank at most m.
Let F ′p,m denote the set of all p×p-matrices of the form Ψ = Σ+Γ where Σ is a diagonal
matrix and Γ ∈ V (Mp,m). Thus F ′p,m is the superset of our parameter space Fp,m gotten
by dropping the positive definiteness requirement. Since the cone of positive definite
matrices is open (and hence Zariski dense) in the space of all symmetric matrices, we
conclude that Fp,m and F
′
p,m have the same Zariski closure in C
p×p. The projection of
this Zariski closure onto the space of off-diagonal entries is Zariski closed, and it coincides
with the variety V (Ip,m) of the desired ideal Ip,m. On the other hand, every matrix in
the projection of F ′p,m is the image of a matrix Γ in V (Mp,m). We conclude that V (Ip,m)
equals the Zariski closure of the projection of V (Mp,m) onto the off-diagonal coordinates.
By the Elimination Theorem (see Cox et al., 1997, §3.2) we have
V
(
Mp,m ∩ R[ψij, i < j]
)
= V (Ip,m). (16)
Now, it is known thatMp,m is a prime ideal and that the minors form a Gro¨bner basis for
Mp,m; compare Conca (1994), Sturmfels and Sullivant (2005, Corollary 4.11, Example
4.12). The primality of Mp,m implies that Mp,m ∩ R[ψij , i < j] is prime as well. Since,
by definition, Ip,m is radical, we apply Hilbert’s Nullstellensatz to (16) to conclude that
Ip,m = Mp,m ∩ R[ψij, i < j].
Theorem 7 allows for the derivation of a finite generating set of the ideal Ip,m using
the method of Gro¨bner bases. This will be explained in Section 5. In the remainder of
this section, we discuss some consequences and geometric aspects of Theorem 7, starting
with some polynomials that obviously belong to the ideal Ip,m. Up to sign, there are
1
2
(
p
2(m+ 1)
)(
2(m+ 1)
m+ 1
)
off-diagonal (m + 1) × (m + 1)-minors of the matrix Ψ, that is, subdeterminants that
do not involve any diagonal entries of Ψ. Such minors of size m+1 are trivially in Ip,m.
Corollary 8. Let p ≥ 2(m + 1) and choose two disjoint sets R,C ⊂ [p] of cardinality
|R| = |C| = m+ 1. Then the off-diagonal minor det(ΨR×C) is in Ip,m.
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Example 9. Let m = 1. Then the 2 × 2-off-diagonal minors of Ψ belong to Ip,1. For
example, if R = {1, 2} and C = {3, 4} then this minor is the tetrad
det(ΨR×C) = det
(
ψ13 ψ14
ψ23 ψ24
)
= ψ13ψ24 − ψ14ψ23.
If p < 2(m + 1) there are no off-diagonal minors. However, if p ≥ 2m+ 1, it is still
easy to determine some non-zero polynomials in Ip,m by considering two minors that
contain exactly one common diagonal entry ψii and eliminating this diagonal entry.
Corollary 10. Let m ≥ 2 and p ≥ 2m + 1, and choose i ∈ [p]. Let (R,C) and (R¯, C¯)
be two pairs of m-element subsets of [p]\{i} that are disjoint: R ∩ C = ∅ = R¯ ∩ C¯.
Finally, let Ψ0 be the symmetric matrix whose off-diagonal entries are the unknowns ψij
and whose diagonal entries are equal to 0. Then the following polynomial is in Ip,m:
fi,R,C,R¯,C¯ = det(ΨR×C) · det(Ψ0(i,R¯)×(i,C¯))− det(ΨR¯×C¯) · det(Ψ0(i,R)×(i,C)).
The notation (i, R)× (i, C) indicates that the i-th row and column are arranged first.
Proof. The polynomial fi,R,C,R¯,C¯ lies in R[ψij , i < j]. The two identities
det(Ψ(i,R)×(i,C)) = det(Ψ0(i,R)×(i,C)) + ψii · det(ΨR×C),
det(Ψ(i,R¯)×(i,C¯)) = det(Ψ
0
(i,R¯)×(i,C¯)) + ψii · det(ΨR¯×C¯)
imply
fi,R,C,R¯,C¯ = det(ΨR×C) · det(Ψ(i,R¯)×(i,C¯))− det(ΨR¯×C¯) · det(Ψ(i,R)×(i,C)).
This is a polynomial linear combination of (m + 1) × (m + 1)-minors of Ψ, so it lies in
Mp,m. We conclude that fi,R,C,R¯,C¯ is in the right hand side of (15) and hence in Ip,m.
The linear eliminant fi,R,C,R¯,C¯ is a homogeneous polynomial of degree 2m+1. For
m = 2 and m = 3, the linear eliminants recover the tetrads and the pentads as follows:
Remark 11. If m = 1 and p ≥ 4 then we can choose pairs (R,C) and (R¯, C¯) satisfying
the assumptions of Corollary 10. The result is a polynomial combination of two tetrads:
fi,R,C,R¯,C¯ = −ψrcψir¯ψic¯ + ψr¯c¯ψirψic = −ψic¯ · det(Ψ{r,r¯}×{c,i}) + ψir · det(Ψ{c¯,c}×{r¯,i}).
Example 12. Let m = 2 and p = 5. Then the polynomial fi,R,C,R¯,C¯ has degree five,
and it does not depend on the choices of i, R, C, R¯ and C¯. Up to sign, it coincides with
the pentad f which was displayed in Example 3. Note that the twelve monomials in the
pentad f correspond to the twelve labeled cycles on the set of nodes {1, 2, 3, 4, 5}. The
ideal I5,2 is the principal ideal generated by the pentad; in symbols, I5,2 = 〈f〉.
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The following proposition shows that linear eliminants are non-redundant invariants.
Proposition 13. Let m ≥ 2 and p ≥ 2m+ 1. If R ∪ C = R¯ ∪ C¯, then linear eliminant
fi,R,C,R¯,C¯ is not in the ideal generated by the off-diagonal (m+1)× (m+1)-minors of Ψ.
Proof. Without loss of generality assume that i = 1 and R ∪ C = {2, 3, . . . , 2m + 1}.
Since codim(F2m+1,m) > 0, by Theorem 2, we can choose a symmetric matrix Ψ ∈ Rp×p
such that (i) f1,R,C,R¯,C¯(Ψ) 6= 0 and (ii) all off-diagonal entries in row 2m+2 to p are zero.
Then all off-diagonal (m + 1) × (m + 1)-minors of the chosen matrix Ψ are zero. This
shows that f1,R,C,R¯,C¯ cannot be a polynomial combination of the off-diagonal minors.
We believe that the following converse to Proposition 13 holds. As we will see,
Conjecture 14 is part of a general series of finiteness conjectures about the ideals Ip,m.
Conjecture 14. Let m ≥ 2 and p ≥ 2m+2. If R∪C 6= R¯∪ C¯ then the linear eliminant
fi,R,C,R¯,C¯ is in the ideal generated by the off-diagonal (m+1)× (m+1)-minors of Ψ.
We call the linear eliminants where R∪C = R¯∪ C¯ the (2m+1)-ads. So when m = 2,
we recover the pentads and when m = 3 we obtain septads.
We close this section with a discussion of the geometric role played by the ideal Ip,m
in the context of factor analysis. Recall that the variety V (Ip,m) is the set of all common
zeros of the polynomials in the ideal Ip,m. Consider the following four statements:
(a) A polynomial vanishes on the parameter space Fp,m if and only if it lies in Ip,m.
(b) The factor analysis model Fp,m is represented by the variety V (Ip,m).
(c) The parameter space Fp,m coincides with the variety V (Ip,m).
(d) The closure of the parameter space Fp,m coincides with the variety V (Ip,m).
Then statement (a) is true because this is how the ideal Ip,m was defined. Statement
(b) is vague, but it expresses the philosophy of this paper, so we simply declare it to
be true. On the other hand, statement (c) is false with respect to every meaningful
interpretation of what the statement may mean. In algebraic geometry, V (Ip,m) denotes
the set of zeros of Ip,m over the field C of complex numbers, and this is what was meant in
the proof of Theorem 7. Considering the zeros of Ip,m among positive-definite matrices,
positive semi-definite matrices, or just real symmetric matrices, we get the inclusions
Vpd(Ip,m) ⊂ Vpsd(Ip,m) ⊂ VR(Ip,m) ⊂ V (Ip,m).
So, meaningful interpretations of (c) may be that Fp,m equals Vpd(Ip,m), and that V (Ip,m)
equals the set FCp,m of complex p × p-matrices Ψ = Σ + ΛΛt where Σ is diagonal and
Λ ∈ Cp×m. Both of these statements are false as the following example shows.
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Example 15. Let p = 3 and m = 1. Then FC3,1 consists of all 3×3-matrices of the form
ψ11 ψ12 ψ13ψ12 ψ22 ψ23
ψ13 ψ23 ψ33

 =

σ11 0 00 σ22 0
0 0 σ33

+

λ11λ21
λ31

 · (λ11 λ21 λ31) . (17)
The three off-diagonal identities imply
λ211ψ23 − ψ12ψ13 = λ221ψ13 − ψ12ψ23 = λ231ψ12 − ψ13ψ23 = 0. (18)
This shows that a matrix in Ψ in FC3,1 cannot have precisely one zero off-diagonal entry.
But V (I3,1) consists of all symmetric 3×3-matrices since codim(F3,1) = 0 and I3,1 = {0}.
Hence FC3,1 is a proper subset of V (I3,1), and, likewise, F3,1 is a proper subset of Vpd(I3,1).
Let us now come to statement (d). This statement is true over the field C of complex
numbers. Every matrix in V (Ip,m) is the limit of matrices in F
C
p,m. This follows from a
non-trivial algebraic geometry result to the effect that, for the image of any polynomial
map over C, the usual closure coincides with the Zariski closure (see Cox et al., 1997,
Proposition 7, p. 490). On the other hand, statement (d) is false over the real numbers.
Namely, in our example, Vpd(I3,1) is the set of all positive-definite matrices. If Ψ is a
positive-definite matrix with ψ12 > 0, ψ13 > 0 and ψ23 < 0, then (18) forces λ11 to be
the square root of a negative number, so Ψ cannot be in the closure of F3,1. A similar
(but more complicated) analysis can be performed for the case p = 4,m = 2 starting
from the equations given in (11).
In summary, in this paper we do not determine all the constraints satisfied by the
parameter space Fp,m of the factor analysis model. What we do determine is the set Ip,m
of all polynomial equation constraints. These characterize the closure of Fp,m if we allow
complex numbers. The polynomials in Ip,m are the model invariants, and, as argued in
Section 3, they can be used to derive novel test statistics for Gaussian graphical models.
5 Gro¨bner basis computations
We now focus on computing finite generating sets for the ideals Ip,m. Following Theorem
7, this can be done by equating to zero all (m+1) × (m+1)-minors of an unknown
symmetric p × p-matrix Ψ, and then eliminating the off-diagonal unknowns ψii from
these equations. In computer algebra, there are two main methods for eliminating
unknowns from a system of equations: Gro¨bner bases and resultants. In this section we
present the Gro¨bner basis approach, while resultants will be featured in the next section.
We shall assume familiarity with “Gro¨bner basics” at the level of Cox et al. (1997).
The complete answer to our problem is currently only known for the one-factor model
(m = 1). Namely, as we shall see in Theorem 16, the tetrads provide a reduced Gro¨bner
basis for the ideal Ip,1. For two or more factors (m ≥ 2), we did numerous computations
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with the computer algebra systems Macaulay2 and Singular. The results of these
computations are presented in this section (see Tables 1 and 2 below). We shall return
to these results in Section 7, where we offer some conjectures about the ideals Ip,m.
Let m = 1. For any four indices i < j < k < ℓ in [p], we have the tetrads in (1).
Since the first tetrad is the difference of the third and the second tetrad, it suffices to
pick out the last two tetrads in (1). Let
Tp = {ψijψkℓ − ψikψjℓ, ψiℓψjk − ψikψjℓ | 1 ≤ i < j < k < ℓ ≤ p}
be the set of 2
(p
4
)
tetrads obtained in this way. As described by de Loera et al. (1995),
the underlined terms are the leading terms with respect to a certain monomial order ≻
on R[ψij, i < j]. (They call this monomial order the thrackle order.)
Theorem 16. If p ≤ 3 the ideal Ip,1 is the zero ideal. If p ≥ 4, the set Tp is the reduced
Gro¨bner basis of the ideal Ip,1 with respect to the monomial order ≻.
Proof. The claim follows from Theorem 2.1 in de Loera et al. (1995).
If we observe p = 5 variables, then the set T5 contains ten tetrads. In Harman
(1976, p. 76) it is stated that one can find five of these tetrads such that “any other
conditions must be linearly dependent on the [five tetrads].’’ Similarly, Hipp and Bollen
(2003, p. 277) state that “to detect the full set of redundant vanishing tetrads when there
are more than four variables requires careful algebraic derivation” and “in the case of the
five-indicator model there will be five nonredundant vanishing tetrads.” Harman (1976,
p. 418) outlines a justification of his claim, which, however, is valid only if all ψij are
non-zero. In a strict algebraic sense, Harman’s claim is incorrect because none of the
ten tetrads in T5 is a polynomial linear combination of the other nine tetrads.
Moving on to the general casem ≥ 2, we now demonstrate how to compute a minimal
generating set of the ideal Ip,m by means of two software packages for algebraic geometry.
Example 17 (p = 7, m = 2 in Macaulay 2). The first software we used is the program
Macaulay 2 due to Grayson and Stillman (1998). To compute a minimal generating
set of the ideal I7,2 using Macaulay 2, we use the following sequence of six commands:
R = QQ[p11,p22,p33,p44,p55,p66,p77,p12,p13,p14,p15,p16,p17,p23,p24,p25,p26,p27,
p34,p35,p36,p37,p45,p46,p47,p56,p57,p67, MonomialOrder=>Eliminate 7];
Psi = matrix{{p11,p12,p13,p14,p15,p16,p17},
{p12,p22,p23,p24,p25,p26,p27},
{p13,p23,p33,p34,p35,p36,p37},
{p14,p24,p34,p44,p45,p46,p47},
{p15,p25,p35,p45,p55,p56,p57},
{p16,p26,p36,p46,p56,p66,p67},
{p17,p27,p37,p47,p57,p67,p77}};
M72 = minors(3,Psi);
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I72 = ideal selectInSubring(1,gens gb M72);
mingens I72
codim I72, degree I72
The command I72 = ideal selectInSubring(1,gens gb M72) performs the actual
elimination step of deriving I7,2 from M7,2. The command mingens I72 outputs 56
polynomials which minimally generate the ideal I7,2. This list includes 35 polynomials
of degree three and 21 polynomials of degree five. The latter are 21 pentads like
p36p37p45p47p56-p35p37p46p47p56-p36p37p45p46p57+p35p36p46p47p57
+p34p37p46p56p57-p34p36p47p56p57+p35p37p45p46p67-p35p36p45p47p67
-p34p37p45p56p67+p34p35p47p56p67+p34p36p45p57p67-p34p35p46p57p67.
Of the 35 polynomials of degree three, 21 are off-diagonal minors like
p26p35p47-p25p36p47-p26p34p57+p24p36p57+p25p34p67-p24p35p67.
The remaining 14 polynomials are sums of off-diagonal minors. In fact, we can replace
these by 14 off-diagonal minors such that the resulting 35 polynomials are minimal
generators of I7,2. This validates the entry for p = 7,m = 2 in Table 2. Finally, the last
command line informs us that the variety V (I7,2) has codimension 8 and degree 259.
The notion of “degree” requires an explanation. Next to the codimension, this is
the most important invariant of an algebraic variety. Suppose that V is a variety of
codimension c in Cr. Then the degree of V is the number of points in V ∩ L where L
is a general affine subspace of dimension c in Cr. The case c = 1 is familiar: if V is a
hypersurface, defined by the vanishing of one polynomial f , then the degree of V equals
the degree of f , and this is the number of intersection points of V with a general line.
Table 1 summarizes what we know about the codimension and the degree of the
factor analysis model V (Ip,m) for m ≤ 5 and p ≤ 9. In this section we discuss the m = 2
and m = 3 columns, and in Section 6 we discuss (m, p) = (4, 8) and (m, p) = (5, 9).
m = 1 m = 2 m = 3 m = 4 m = 5
p codim deg codim deg codim deg codim deg codim deg
3 0 1 0 1 0 1 0 1 0 1
4 2 4 0 1 0 1 0 1 0 1
5 5 11 1 5 0 1 0 1 0 1
6 9 26 4 45 0 1 0 1 0 1
7 14 57 8 259 3 91 0 1 0 1
8 20 120 13 1232 7 1368 2 98 0 1
9 27 247 19 5319 12 14232 6 ? 1 54
Table 1: Codimensions and degrees for the factor analysis model.
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For m = 2 our computations suggest that the ideal Ip,2 is always generated by minors
and pentads, but so far we have been unable to prove this for general p. See Section
7 for a discussion of this conjecture. For m ≥ 3 we found that the computer algebra
system Singular performs better than Macaulay 2. Here is a non-trivial computation.
Example 18 (p = 8, m = 3 in Singular). To compute the ideal I8,3 using Singular
(Greuel et al., 2001), the following sequence of eight commands can be used:
ring R = 0,(p11,p22,p33,p44,p55,p66,p77,p88,
p12,p23,p34,p45,p56,p67,p78,p18,
p13,p24,p35,p46,p57,p68,p17,p28,
p14,p25,p36,p47,p58,p16,p27,p38, p15,p26,p37,p48),dp;
matrix Psi[8][8] = p11,p12,p13,p14,p15,p16,p17,p18,
p12,p22,p23,p24,p25,p26,p27,p28,
p13,p23,p33,p34,p35,p36,p37,p38,
p14,p24,p34,p44,p45,p46,p47,p48,
p15,p25,p35,p45,p55,p56,p57,p58,
p16,p26,p36,p46,p56,p66,p67,p68,
p17,p27,p37,p47,p57,p67,p77,p78,
p18,p28,p38,p48,p58,p68,p78,p88;
ideal M83 = minor(Psi,4);
ideal I83 = eliminate(M83, p11*p22*p33*p44*p55*p66*p77*p88);
nvars(basering) - dim(I83); mult(I83); // codimension and degree
ideal I83min = mstd(I83)[2]; // minimal generators
betti(I83min);
I83min;
In the first command, which declares the polynomial ring, we list the variables in an
order different from the order chosen in the Macaulay 2 code described in Example 17.
Together with the option dp, this variable ordering determines a monomial order which
we found to be advantageous. With this particular order, a modern workstation requires
less than 10 minutes to execute the remaining seven commands. Other monomial orders
we considered led to significantly slower computations.
The function eliminate carries out the elimination step of deriving I8,3 from M8,3.
The codimension and degree of the variety V (I8,3) are equal to 7 and 1368, respectively,
as computed in the line following the elimination. The function mstd permits to compute
the list of polynomials I83min, which minimally generate the ideal I8,3. According to
the command betti(I83min), this generating set consists of 14 polynomials of degree
four, 260 polynomials of degree seven, and 168 polynomials of degree eight. They are:
degree 4: Twelve polynomials are off-diagonal 4× 4-minors. The other two polynomials
are sums of off-diagonal minors and can be replaced by off-diagonal minors.
degree 7: The 260 polynomials of degree seven come in two flavors.
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(a) Of the 260 polynomials, 120 =
(
8
7
)·15 are sums of linear eliminants of the type
described in Proposition 13. These linear eliminants are equal to fi,R,C,R¯,C¯
with R ∪ C = R¯ ∪ C¯ in [p] \ {i} and we call them septads. A septad has 168
terms, and an example of a septad appearing in the minimal generator is
p23p13p46p68p17p28p47+p67p18p13p24p28p36p47-p13p24p68p17p28p36p47-...
...+p12p17p36p26p37p48^2-p23p17p16p26p37p48^2+p13p16p27p26p37p48^2 .
While 102 of the 120 polynomials in our output are septads, the other twelve
can be replaced by septads without affecting the minimal generator property.
(b) The remaining 260 − 120 = 140 polynomials are of ideal-theoretic nature.
They are not polynomial linear combinations of the off-diagonal minors and
septads. However, the squares of the 140 polynomials are polynomial combi-
nations of off-diagonal minors and septads. Hence these invariants vanish at
a covariance matrix Ψ whenever the off-diagonal minors and septads do.
degree 8: These 168 minimal generators are also of ideal-theoretic nature. Their squares
are polynomial linear combinations of off-diagonal minors and septads.
Table 2 summarizes our knowledge about the composition of a minimal generating
set of the factor analysis ideal Ip,m for m ≤ 3 and p ≤ 9. This table suggests various
conjectures about the ideals Ip,m for general p, and we will discuss these in Section 7.
m = 1 m = 2 m = 3
p deg 2 deg 3 deg 5 deg 4 deg 7 deg 7 deg 8
4 2 — — — — — —
5 10 0 1 — — — —
6 30 5 6 — — — —
7 70 35 21 0 15 0 20
8 140 140 56 14 120 140 168
9 252 420 126 126 540 1386 756
tetrad minor pentad minor septad ideal- ideal-
theor. theor.
Table 2: The degrees of the minimal generators of the ideals Ip,m.
6 Multilinear resultants
Resultants are a technique for simultaneously eliminating m unknowns from a system
of m+ 1 polynomial equations. While Gro¨bner bases can be used to perform this task,
we must remember that Gro¨bner bases are a very general method. They often compute
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too much and are hence too inefficient. The applicability of resultants is more limited,
but wherever they do apply, resultants tend to outperform Gro¨bner bases. For general
introductions to resultants see Gel’fand et al. (1994) and Sturmfels (1997, 2002).
In our algebraic study of factor analysis, we found the Gro¨bner basis computations
of Section 5 to be infeasible for m ≥ 4. Instead we did some computations using the
multilinear resultant. In this section we explain this technique, and how it was used to
derive the degrees 54 and 98 for (m, p) = (5, 9) and (m, p) = (4, 8) in Table 1.
Consider a set of n+1 multilinear polynomials f0, . . . , fn in n unknowns x1, . . . , xn:
fj =
∑
i1,i2,...,in∈{0,1}
aji1i2···inx
i1
1 x
i2
2 · · · xinn (j = 0, 1, . . . , n). (19)
Here the coefficients aji1i2···in are regarded as unknowns. The total number of these
coefficients is 2n · (n+ 1), and they generate a polynomial ring which we denote by
R[a] := R
[
aji1···in : i1, . . . , in ∈ {0, 1}, j ∈ {0, . . . , n}
]
.
We write R[a,x] for the polynomial ring generated by the coefficients aji1i2···in and the
unknowns x1, . . . , xn, and we consider the ideal 〈f0, f1, . . . , fn〉 in R[a,x] which is gen-
erated by the multilinear polynomials (19). We have the following result from algebra:
Theorem 19. The elimination ideal 〈f0, f1, . . . , fn〉 ∩R[a] is generated by an irreducible
polynomial R(a) which is homogeneous of degree n ! in the coefficients of each fj.
Proof. This follows from the results in Gel’fand et al. (1994, Sect. 8.2.A), applied to the
special case when the toric variety XA is the product of n projective lines in its Segre
embedding. The corresponding polytope Q is the n-dimensional standard cube, which
has normalized volume equal to n! . The polynomial R(a) is the Chow form of XA.
We call R(a) the n-th multilinear resultant. Here are the first three cases:
Example 20. If n = 1 then f0 = a
0
0 + a
0
1x1 and f1 = a
1
0 + a
1
1x1. Their resultant equals
R(a) = a00a11 − a01a10 = a11 · f0 − a01 · f1 =
∣∣∣∣ a00 a01a10 a11
∣∣∣∣ . (20)
Example 21. If n = 2 then we are considering a system of three bilinear equations
f0 = a
0
00 + a
0
10x1 + a
0
01x2 + a
0
11x1x2,
f1 = a
1
00 + a
1
10x1 + a
1
01x2 + a
1
11x1x2,
f2 = a
2
00 + a
2
10x1 + a
2
01x2 + a
2
11x1x2.
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Their resultant has the following determinantal representation:
R(a) =
∣∣∣∣∣∣
a000 a
0
10 a
0
01
a100 a
1
10 a
1
01
a200 a
2
10 a
2
01
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
a010 a
0
01 a
0
11
a110 a
1
01 a
1
11
a210 a
2
01 a
2
11
∣∣∣∣∣∣ −
∣∣∣∣∣∣
a000 a
0
01 a
0
11
a100 a
1
01 a
1
11
a200 a
2
01 a
2
11
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
a000 a
0
10 a
0
11
a100 a
1
10 a
1
11
a200 a
2
10 a
2
11
∣∣∣∣∣∣ . (21)
This polynomial has degree six but it is quadratic in the coefficients of each fj.
Example 22. If n = 3 then the coefficients of f0, f1, f2, f3 form an 4× 8-matrix
A =


a0000 a
0
001 a
0
010 a
0
011 a
0
100 a
0
101 a
0
110 a
0
111
a1000 a
1
001 a
1
010 a
1
011 a
1
100 a
1
101 a
1
110 a
1
111
a2000 a
2
001 a
2
010 a
2
011 a
2
100 a
2
101 a
2
110 a
2
111
a3000 a
3
001 a
3
010 a
3
011 a
3
100 a
3
101 a
3
110 a
3
111

 . (22)
Let [ijkl] denote the determinant of the 4 × 4-submatrix of A with columns i, j, k, l.
Then the multilinear resultant R(a) is the determinant of the following 6× 6-matrix:

[0124] [0234] [0146]− [0245] [0346]− [0247] [0456] [0467]
[0125] [1234] [0147] + [0156] −[1247] + [0356] [1456] [1467]
+[0134] +[0235] −[0345]− [1245] −[0257] + [1346] +[0457] +[0567]
[0135] [1235] [0157]− [1345] −[1257] + [1356] [1457] [1567]
[0126] [0236] −[1246] + [0256] [2346]− [0267] [2456] [2467]
[0136] [1236] −[1247]− [1346] −[0367]− [1267] [3456] [2567]
+[0127] +[0237] +[0257] + [0356] +[2356] + [2347] +[2457] +[3467]
[0137] [1237] −[1347] + [0357] −[1367] + [2357] [3457] [3567]


(23)
The derivation of this 6 × 6-matrix is explained in Sturmfels (2002, Proposition 4.10).
The matrix (23) differs from the 6× 6-matrix displayed by Sturmfels (2002) because the
latter had some typographical errors. These typos have now been corrected in (23).
These formulas can be applied to algebraic factor analysis as follows. Recall from
Theorem 7 that the ideal Ip,m is computed by eliminating the diagonal unknowns ψii from
the (m+1)×(m+1)-minors of an indeterminate covariance matrix Ψ = (ψij). Multilinear
resultants are relevant for this task because the minors are multilinear polynomials in
the ψii. For instance, the derivation of the pentad constraint can be interpreted as
an evaluation of the first multilinear resultant (20). Likewise, the second multilinear
resultant (21) can be used to produce non-trivial invariants in Ip,m when p ≥ 2, m ≥ 8.
The general method for computing invariants of the factor analysis model using
resultants is the following. We choose any subset D = {d1, . . . , dn} of cardinality n in
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[p] and any subsets R0, . . . , Rn, C0, . . . , Cn each of cardinality m+ 1 − n in [p]\D such
that Ri ∩ Ci = ∅ for all i. This choice of D,R•, C• gives rise to an invariant as follows.
Theorem 23. Let xj = ψdjdj for j = 1, . . . , n and fk = det(ΨDRk×DCk) for k =
0, . . . , n. The evaluation of the n-th multilinear resultant at f0, f1, . . . , fn is an element
of R[ψij , i ≤ j]. This polynomial lies in the ideal Ip,m, and it is either zero or it is
homogeneous of degree
(m − n
2
+ 1) · (n+ 1) ! (24)
Proof. The proof uses the methods of Gel’fand et al. (1994) and is omitted here.
It is instructive to examine this theorem for small values of n. If n = 1 (as in
Example 20) then the degree (24) equals 2m + 1 and we recover the linear eliminant
fi,R,C,R¯,C¯ of Proposition 10. Here D = {i}, R0 = R, R1 = R¯, C0 = C and C1 = C¯. If
n = 2 (as in Example 21) then the invariant constructed in Theorem 23 is homogeneous
of degree 6m. If n = 3 (as in Example 22) then the invariant constructed in Theorem
23 is homogeneous of degree 24m− 12. In particular, the degree (24) is 108 for m = 5.
Example 24 (p = 9, m = 5 using resultants). This is the case appearing in the lower
right corner of Table 1. The variety V (I9,5) is a hypersurface of degree 54 in the space
of symmetric 9 × 9-matrices. The irreducible polynomial defining this hypersurface is
the greatest common divisor (gcd) of all multilinear resultants constructed for n = 3 as
in Theorem 23. Each resultant has degree 108, and their gcd was found to have degree
54. In fact, we observed that it suffices to take the gcd of only two such resultants.
For a concrete instance take D = {1, 2, 3}, R0 = {4, 5, 6}, C0 = {7, 8, 9}, R1 =
{4, 5, 7}, C1 = {6, 8, 9}, R2 = {4, 6, 8}, C2 = {5, 7, 9}, R3 = {4, 7, 9}, C3 = {5, 6, 8}, and
let f be the degree 108 polynomial constructed by Theorem 23. It is infeasible to express
f as a sum of monomials. (Note that the number of monomials of degree 108 in the
36 unknowns ψij exceeds 10
33). However, the 6 × 6-determinant (23) offers an efficient
representation of the invariant f . Namely, if the ψij are replaced by linear forms in one
or two parameters, then this 6× 6-determinant can be evaluated rapidly. From this we
see that f is non-zero and that it factors as the product of four irreducible polynomials,
having degrees 18, 18, 18 and 54. The last factor is the generator of I9,5.
Let g denote the degree 54 invariant which generates the ideal I9,5. We have repre-
sented g as the gcd of several polynomials of degree 108, but this representation specifies
g only up to a multiplicative constant. Up to this constant, we can evaluate g numerically
at a covariance matrix Ψ by choosing a random matrix Ψ0, introducing an unknown, say
t, computing the gcd of several resultants of the form f(Ψ+ t ·Ψ0) ∈ R[t], and evaluating
the resulting polynomials at t = 0. Repeating the computation at a second covariance
matrix Ψ′ with the same Ψ0 is an efficient scheme for evaluating the ratio g(Ψ)/g(Ψ′).
Example 25 (p = 8, m = 4 using Macaulay 2 and resultants). The variety V (I8,4)
has codimension two in the space of symmetric 8× 8-matrices. In order to compute its
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degree, we intersect the projective variety of I8,4 with a general two-dimensional plane.
We do this computation over a finite field, using the following Macaulay 2 commands:
S = ZZ/101[r,s,t];
R = ZZ/101[p11,p22,p33,p44,p55,p66,p77,p88,r,s,t,MonomialOrder=> Eliminate 8];
f = map(R,S,{r,s,t});
p12 = f(random(1,S)); p13 = f(random(1,S)); p14 = f(random(1,S));
p15 = f(random(1,S)); p16 = f(random(1,S)); p17 = f(random(1,S));
p18 = f(random(1,S)); p23 = f(random(1,S)); p24 = f(random(1,S));
p25 = f(random(1,S)); p26 = f(random(1,S)); p27 = f(random(1,S));
p28 = f(random(1,S)); p34 = f(random(1,S)); p35 = f(random(1,S));
p36 = f(random(1,S)); p37 = f(random(1,S)); p38 = f(random(1,S));
p45 = f(random(1,S)); p46 = f(random(1,S)); p47 = f(random(1,S));
p48 = f(random(1,S)); p56 = f(random(1,S)); p57 = f(random(1,S));
p58 = f(random(1,S)); p67 = f(random(1,S)); p68 = f(random(1,S));
p78 = f(random(1,S));
Psi = matrix {{p11,p12,p13,p14,p15,p16,p17,p18},
{p12,p22,p23,p24,p25,p26,p27,p28},
{p13,p23,p33,p34,p35,p36,p37,p38},
{p14,p24,p34,p44,p45,p46,p47,p48},
{p15,p25,p35,p45,p55,p56,p57,p58},
{p16,p26,p36,p46,p56,p66,p67,p68},
{p17,p27,p37,p47,p57,p67,p77,p78},
{p18,p28,p38,p48,p58,p68,p78,p88}}
G = gens gb minors(5,Psi); J = ideal selectInSubring(1,G);
codim J, degree J
The output of repeated runs verifies that the degree of V (I8,4) equals 98. However,
this computation gives no information about the minimal generators of I8,4, and at
present we do not even know the smallest degree of a non-zero polynomial in I8,4.
On the other hand, we obtain a large number of non-trivial invariants of degree 24
by applying Theorem 23 with n = 2. Namely, for any choice of indices D,R•, C• we set
fi(x1, x2) = det


x1 ψd1,d2 ψd1,ci0 ψd1,ci1 ψd1,ci2
ψd2,d1 x2 ψd2,ci0 ψd2,ci1 ψd1,ci2
ψri0,d1 ψri0,d2 ψri0,ci0 ψri0,ci1 ψri0,ci2
ψri1,d1 ψri1,d2 ψri1,ci0 ψri1,ci1 ψri1,ci2
ψri2,d1 ψri2,d2 ψri2,ci0 ψri2,ci1 ψri2,ci2

 for i = 0, 1, 2.
Here, Ri = {ri0, ri1, ri2} and Ci = {ci0, ci1, ci2}. The invariant of degree 24 is obtained
evaluating the formula (21), in which we abbreviate the coefficients of fi by a
i
jk = a
i
jk(ψ).
Just as in Example 24, it is impossible to write this invariant as a sum of monomials, but
it is very easy to evaluate it numerically using the determinantal representation (21).
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7 Conjectures about generators of the ideals Ip,m
In Sections 4-6 we discussed the problem of computing a finite generating set for the
ideal Ip,m of invariants of the factor analysis model Fp,m. Our computational results
suggest some natural conjectures and problems about the structure of this generating
set, and we believe that these will be of independent interest to commutative algebraists.
The pattern we found for small m, and that we hope is true for larger m, is that as p
gets large the generators of Ip,m depend on only a certain fixed number of random vari-
ables. This type of finiteness property has frequent occurrences in algebraic statistics.
See Allman and Rhodes (2004) and Santos and Sturmfels (2003) for two instances.
The prototypical conjecture of this type is the following.
Conjecture 26. The ideal of the two-factor model, Ip,2, is minimally generated by 5
(
p
6
)
off-diagonal 3× 3-minors and (p5) pentads.
Conjecture 26 is supported by the numerical evidence compiled in Table 2. Note that
all of the minors and pentads described involve at most six random variables. However,
unlike in the case of the 1-factor model, there does not seem to be any term order that
makes the collection of off-diagonal minors and pentads a Gro¨bner basis for Ip,2.
The most natural term order we discovered in our computations has already been
introduced in Example 18. In general, this is the lexicographic term order with ψij ≻ ψkl
if the circular distance between i and j is smaller than the circular distance between k
and l. (To compute the circular distance between i and j, place the numbers 1, . . . , p
equispaced around a circle and measure the distance by taking the shortest path around
the circle between i and j.) If these circular distances are the same, we declare ψij ≻ ψkl
if i < k. We call this term order the circular lexicographic term order. The fact that
each of the ideals Ip,m is an m-th secant ideal, together with the machinery developed in
Sturmfels and Sullivant (2005), and our computations led us to the following conjecture.
Conjecture 27. The circular lexicographic term order is 2-delightful for Ip,1. More
specifically, the reduced Gro¨bner for Ip,2 consists of certain explicitly constructed poly-
nomials of odd degree less than p with squarefree initial terms.
The notion of a delightful term order was developed in Sturmfels and Sullivant (2005)
and the technical details are beyond the scope of this short section. However, the basic
idea is that, if Conjecture 27 is true, information about the initial ideal and reduced
Gro¨bner basis of the two-factor ideal Ip,2 can be deduced from the reduced Gro¨bner
basis of the one-factor ideal Ip,1 using graph theory. We refer the interested reader to
Sturmfels and Sullivant (2005) for information about delightful term orders.
Moving to three factors, the situation seems even more complicated. As we have
already seen in Table 2, the minors and septads are not enough to generate the entire
ideal Ip,3. The minors and septads do, however, determine the parameter space Fp,3
set-theoretically in all the examples we were able to compute. This leads us to suspect:
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Conjecture 28. Let Jp,3 be the ideal generated by all the 4× 4 off-diagonal minors and
all the septad linear eliminants. Then the radical of Jp,3 is the prime ideal Ip,3.
We do not have any concrete conjectures about the generators or Gro¨bner bases of
Ip,3. Note that each of the minors and septads involve at most eight random variables.
Is it possible that this type of finiteness behavior continues for larger m? For a subset
A ⊂ [p] denote by IA,m the ideal I|A|,m with indices labeled by the elements of A.
Question 29. For each integer m ≥ 1 does there exist another integer s(m) such that
Ip,m =
∑
A⊂[p],|A|=s(m)
IA,m for all p > s(m) ?
Does there exist a different number t(m) where the equality holds up to radical?
Our computations aside, there is some theoretical evidence to suggest that the set-
theoretic finiteness result might hold with t(m) = 2m + 2. Namely, we can show that
the set-theoretic finiteness result does hold in the complement of a certain hypersurface.
Proposition 30. Let Ψ be a symmetric p× p-matrix with p ≥ 2m+2 and suppose that
no m ×m-minor of Ψ is zero. Then Ψ ∈ Fp,m if and only if ΨA,A ∈ F2m+2,m for all
subsets A ⊂ [p] of cardinality |A| = 2m+ 2.
Proof. The “only if” direction is trivial. To prove the “if” direction we first need to
refer to two simple results about factor analysis models. First of all, if Ψ ∈ Fp,m and
has no m×m minor equal to zero, then the decomposition Ψ = Σ+ Γ with Σ diagonal
and rank(Γ) = m is unique. Furthermore, if Γ is a symmetric rank m matrix and Λ and
K are p ×m matrices with Γ = ΛΛt = KKt then there exists an orthogonal matrix Q
such that Λ = KQ. See Anderson and Rubin (1956) for both of these results.
Now we prove the “if” direction by induction on p. The induction base is p = 2m+2
in which case the statement is vacuous. Suppose that Ψ satisfies ΨA,A ∈ F2m+2,m for
all subsets A ⊂ [p] with |A| = 2m+ 2. Denote by Ψ+ the submatrix Ψ[p−1],[p−1], by Ψ−
the submatrix Ψ[p]\{1},[p]\{1} and by Ψ
+
− the submatrix Ψ[p]\{1,p},[p]\{1,p}. In other words,
Ψ+ is the upper left (p− 1)× (p− 1) submatrix, Ψ− is the lower right (p− 1)× (p− 1)
submatrix, and Ψ+− is the (p− 2)× (p− 2) submatrix where Ψ+ and Ψ− overlap.
By the induction hypothesis, Ψ+ and Ψ− belong to Fp−1,m, and so there exist unique
Σ+, Σ− diagonal and Γ+, Γ− of rank m such that Ψ+ = Σ+ + Γ+ and Ψ− = Σ− + Γ−.
Furthermore, these provide a unique representation for the overlap Ψ+− = Σ
+
−+Γ
+
−, where
Σ+− and Γ
+
− are the common overlapping portions of Σ+ and Σ− and, respectively, Γ+ and
Γ−. Let Γ+ = ΛΛt and Γ− = KKt be rank m factorizations of Λ+ and Λ−. Because of
the uniqueness in the overlap Λ+−, and the second result taken from Anderson and Rubin
(1956) mentioned above, we can assume that the last p− 2 rows of Λ coincide with the
first p− 2 rows of K. Now form the p× p matrices
Σ¯ =
(
Σ+11 0
0 Σ−
)
and Γ¯ = Λ¯Λ¯t where Λ¯ =
(
Λ1
K
)
.
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Set Ψ¯ = Σ¯ + Γ¯. We claim that Ψ¯ = Ψ and hence Ψ ∈ Fp,m, which completes the
proof. Note that trivially ψ¯ij = ψij except possibly for the pair (i, j) = (1, p). So we
must show that ψ¯1p = ψ1p. Let B and C be disjoint subsets of [p]\{1, p} of cardinality
|B| = |C| = m. Then the following three (m+ 1)× (m+ 1) minors are equal to zero:∣∣∣∣ Ψ¯1×C ψ¯1pΨ¯B×C Ψ¯B×p
∣∣∣∣ =
∣∣∣∣ Ψ1×C ψ¯1pΨB×C ΨB×p
∣∣∣∣ =
∣∣∣∣ Ψ1×C ψ1pΨB×C ΨB×p
∣∣∣∣ = 0.
The first and last minors are zero because Ψ¯A×A and ΨA×A belong to F2m+2,p for any A
with |A| = 2m+2 by assumption. The middle minor is zero because it is entry-wise equal
to the first minor. Since by assumption det(ΨB×C) 6= 0 we deduce that ψ1p = ψ¯1p.
The proof technique we present does not allow the extra condition in Proposition 30
to be dropped and thus we are a long way from answering Question 29.
8 Computer algebra for Gaussian models: the next steps
The research presented in this paper merely scratches the surface of possible applica-
tions of computer algebra techniques for studying the factor analysis model and more
general models for Gaussian random variables. In this final section, we highlight two
such problems: maximum likelihood (ML) estimation and the study of singularities. An-
other important direction is the design of test statistics from higher invariants (pentads,
septads, etc.) by computing moments of the Wishart distribution (cf. Section 3).
Since much statistical inference in factor analysis is currently based on ML estima-
tion, it seems natural to ask what computational algebra has to say about computing
ML estimators for factor analysis. As a starting point, we computed the maximum
likelihood degree for the one-factor model with four observed variables. The ML degree
(Catanese et al., 2005) of a statistical model is the number of nontrivial complex zeros
of the critical equations for generic data. We found that the factor analysis model F4,1
has ML degree 57. In what follows, we describe how we discovered the number 57 to be
the number of complex zeros of the critical equations for ML estimation in this model.
Consider a matrix Ψ ∈ Fp,m with decomposition Ψ = Σ + Γ, where Σ is diagonal
with positive entries and Γ is positive semidefinite with rank(Γ) ≤ m. Then we have
Ψ−1 = Σ−1 −Ψ−1ΓΣ−1.
The matrix Ψ−1ΓΣ−1 is symmetric of rank ≤ m. Moreover, the fact that Ψ−Σ = Γ is
positive semidefinite implies that Σ−1 −Ψ−1 = Ψ−1ΓΣ−1 is also positive semidefinite.
Hence, the inverse of Ψ ∈ Fp,m can be written as
Ψ−1 = T −KKt,
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where T is diagonal with positive entries and K ∈ Rp×m. In the case of p = 4 and
m = 1, this amounts to writing Ψ−1 in terms of τ = (τ1, . . . , τ4) and κ = (κ1, . . . , κ4) as
Ψ−1(τ, κ) = diag(τ)− κκT . (25)
As in Section 3, let X¯ and S be the sample mean vector and the sample covariance
matrix computed from a sample of N random vectors. For ML estimation it is more
convenient to work with the matrix S˜ = (N − 1)/N · S instead of S. The model of
multivariate normal distributions N (µ,Ψ) has the log-likelihood function
ℓ(µ,Ψ) = −N
2
log det(Ψ)− N
2
tr(S˜Ψ−1)− N
2
(X¯ − µ)tΨ−1(X¯ − µ); (26)
compare Mardia et al. (1979, Sect. 4.1.1). This function is maximized in µ by setting
µ = X¯, which leads to the vanishing of the quadratic form appearing as third term in
(26). Therefore, we can find the maximizer in Ψ by maximizing the expression
log det(Ψ−1) − tr(S˜Ψ−1). (27)
Here Ψ runs over F4,1. By plugging (25) into (27), we can write this expression as a
function of the eight unknowns τ1, τ2, τ3, τ4, κ1, κ2, κ3, κ4. Taking partial derivatives and
setting them to zero, we obtain a system of eight equations in eight unknowns. These
are the likelihood equations of the factor analysis model F4,1 in rational function form:
1
det(Ψ−1(τ, κ))
· ∂ det(Ψ
−1(τ, κ))
∂τi
= tr
[
S˜
∂Ψ−1(τ, κ)
∂τi
]
, i = 1, . . . , 4,
1
det(Ψ−1(τ, κ))
· ∂ det(Ψ
−1(τ, κ))
∂κi
= tr
[
S˜
∂Ψ−1(τ, κ)
∂κi
]
, i = 1, . . . , 4.
These equations can be made polynomial by multiplying through by det(Ψ−1(τ, κ)).
Clearing the denominator introduces many additional solutions to the system, namely
noninvertible matrices of the form Ψ−1(τ, κ). However, these extraneous solutions can
be removed using an operation called saturation. After saturation, we discover that
the solution set of the polynomial likelihood equations consists of 57 isolated (complex)
points. Clearly, these 57 solutions come in pairs (τ,±κ); one solution has κ = 0. Further
work needs to be done to determine how many of these can be statistically meaningful
local maxima and to extend these results to larger models.
The second problem we wish to illustrate is that of singularities. The singularities
of statistical models play an important, though under-appreciated, role. Models with
singularities do not form curved exponential families, which invalidates, for example, the
theoretical basis of model selection using information criteria like BIC (Geiger et al.,
2001). Near a singularity, such criteria require correction terms (Watanabe, 2001).
This is especially important in factor analysis because, among other singularities, each
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parameter space Fp,m is singular along Fp,m−1 making the selection of the number of
factors difficult. The fact that Fp,m−1 is contained in the singular locus of Fp,m can be
proved by observing that V (Ip,m) is the m-th secant variety of V (Ip,1) and by appealing
to general results in algebraic geometry about singularities of secant varieties.
As a first step towards a better understanding of singularities, we computed the
singular loci of some of the small factor analysis models. The computation of the singular
locus is done, in Macaulay 2 or Singular, by augmenting Ip,m by the c × c-minors of
the Jacobian matrix of any generating set of Ip,m, where c = codim(Ip,m).
Example 31. For p = 4 and m = 1, the singular locus consists of all matrices Ψ which
have at most one non-zero off-diagonal entry. Thus, the singular locus consists of one
symmetry class of covariance matrices. For instance, one type of matrix in the singular
locus has the form 

ψ11 ψ12 0 0
ψ12 ψ22 0 0
0 0 ψ33 0
0 0 0 ψ44

 .
Example 31 generalizes to an arbitrary number of observed random variables when
the number of factors is fixed at m = 1.
Proposition 32. A matrix Ψ ∈ VR(Ip,1) is a singularity of the one factor model if and
only if Ψ has at most one non-zero off diagonal entry.
Proof. This can be seen by computing derivatives of the tetrads and by using results in
toric geometry. We omit the details.
For more factors, the situation is considerably more complicated.
Example 33. Let p = 5 and m = 2. In this case F5,2 is the pentad hypersurface.
The singular locus of this hypersurface has dimension 11, and consists of two symmetry
classes of singularities. A representative from the first symmetry class is the set of
matrices of the form 

ψ11 0 0 0 0
0 ψ22 ψ23 ψ24 ψ25
0 ψ23 ψ33 ψ34 ψ35
0 ψ24 ψ34 ψ44 ψ45
0 ψ25 ψ35 ψ45 ψ55

 .
The second symmetry class is more complicated. A representative set consists of those
matrices Ψ that satisfy all tetrads not involving ψ12. Note that this set of singular
points contains F5,1. In total there are five elements of the first symmetry class and ten
elements in the second. To apply algebraic geometry techniques to these singularities for
model selection requires a careful analysis of the way the various singular sets intersect.
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It is an open problem to determine the singular locus of the factor analysis models
Fp,m in general. Even the dimension of that singular locus is unknown to us.
Finally we stress that while the algebraic statistical study in this paper was confined
to factor analysis models, problems analogous to the ones described here appear in other
classes of Gaussian graphical models. The study of such other models, which need not
involve hidden variables, opens up a broad range of directions for future research.
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