This paper studies the stabilization problem for the non-diagonal inertia and damping matrices underactuated unmanned surface vessels (USVs) in the presence of unknown time varying environment disturbances and state constraints. In this framework, we first convert the mathematical model into a form of two subsystems, which is easier amenable for stabilization, by applying several transformations. It is proved that the investigated problem can be reduced to one of the second subsystem. A novel time-varying state feedback control scheme based on backstepping method and prescribed Lyapunov function is proposed to ensure state constraints and guarantee the global stability of the reduced control system, as well as sufficient conditions to ensure controller feasibility are given. With adaptive neural networks (NNs), the controller can be easily extended to compensate uncertainty induced by unknown time-varying external disturbances (e.g., wind, waves, and currents). It is proved that all the states and stabilization functions in the overall closed-loop are globally uniformly bounded. Finally, simulation results demonstrate the effectiveness of the proposed control scheme.
I. INTRODUCTION
Underactuated USVs can be used to deploy various missions related to drilling, pipe laying, diving support [1] , dynamic positioning [2] , [3] etc., autonomously. Stabilization control is important to assist the vessels in getting missions done. However, underactuated nature, external disturbances, and high performance demand make the stabilization control of USVs is a challenging problem. 1) USV with only surge force and yaw moment available is a typical underactuated system subject to nonintegrable second-order nonholonomic constraints. Since Brockett , s necessary condition cannot be satisfied, the USVs cannot be stabilized by any smooth static state feedback [4] .
2) The vessels are inevitably affected by environmental disturbance which would cause model uncertainty, deteriorate the dynamic performance, and even stability of the closed-loop systems [5] - [7] .
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3) For system safety, the vessels states and outputs are not allowed to exceed certain prescribed performance [8] , [9] . Inspried by above practical requirements and theoretical challenges, a large number of alternative motion control schemes have been obtained, which can be roughly divided into two groups: discontinuous feedback [10] - [13] and timevarying feedback [2] , [5] , [14] - [18] . Based on coordinate and input transformations, switching stabilizing laws with exponential convergence rate were proposed in [10] , [11] . M.H. Khooban et al. proposed a polynomial fuzzy model-based linear matrix inequality control scheme in [19] to improve the performance and robustness of the system. For required yaw moment and surge force, an orientation sliding surface and three additional surfaces were applied in [20] . F. Mazenc et al. proposed an effectiveness smooth time-varying periodic stabilization controller by means of inherent cascade interconnected structure of the ship dynamics [2] , [14] . Combining back-stepping approach and Lyapunov redesign technique, a robust time-varying full state controller was designed to stabilize the vessel system in [16] . In [5] and [15] , adaptive VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ fuzzy controllers based on vectorial backstepping method were proposed. By applying realistic mathematic model with non-diagonal inertia and damping matrices, Z. Zhang et al. proposed a finite time switching controller [12] and a timevarying controller [21] to guarantee global asymptotic convergence of the full states. Neural network [6] - [8] and fuzzy technique [5] , [15] , [22] are two of the most promising intelligent tools to improve the tracking performance of vessels suffering from uncertainties. B. S. Park et al. proposed an adaptive neural network based observers in [6] to achieve the ultimate bound of tracking errors, Du et al. [7] also use NNs to obtain satisfying dynamic position control profermance. In [5] , it has been assumed the yaw disturbance acting on the sway side exponentially decreases with time and would vanish before system achieved stability, and employed the adaptive fuzzy technique to approximate the uncertain term induced by the unknown time-varying environment disturbances in the control system. A well-known problem on above results is that some of the above-mentioned papers assumed that the interia and damping matrices of USV are diagonal. Although the critical assumption is convenient for controller design, the system would fail to acquire satisfying control effect. Besides realistic mathematic model and environment, researchers have payed considerable critical attention to constraints and output constraints to improve steady-state and transient performance. Research works focus on barrier Lyapunov function (BLF) [23] - [28] were recently proposed to guarantee system signals with prescribed performance. Considering fully actuated system, an adaptive controller based on time-varying barrier Lyapunov function was proposed in [23] , which can ensure output constraint satisfaction and achieve asymptotically tracking. In [8] , an adaptive neural network control law and neural learning control law with faster tracking convergence and less computational burden were employed to guarantee prescribed transient and steady-state tracking control performances. In [29] , an adaptive neural network control based on disturbance observers was developed to guarantee transient and steady-state tracking performance. In [30] , A simple output-feedback control based on observer without using an adaptive or intelligent technique to compensate external disturbance was proposed to ensure the semi-global uniform bound of observer errors. In [9] , both full state feedback control and output feedback control based on performance bounding functions were presented to guarantee the transient tracking performance.
However, a USV cannot be transformed into a driftless chained system. Some of the above results such as for robots [24] , [28] , nonuniform gantry cranes [25] , robotic manipulators [26] , multiple manipulator [27] , and fully actuated system [23] cannot be applied to the control of USVs. Due to the nonholonomic constraint, regulation/stabilization is much more difficult than trajectory-tracking, path-tracking and path-following for underactuated vessels [16] , [31] . Although tracking results for underacutuated vessels with prescribed performance bound, few of stabilization result with state constraints can be found, to the best of our knowledge. There is still urgent need for solving the stabilization problem with state constraint in the presence of uncertainty activated by unknown time-varying environment disturbances. This paper is well motivated for underactuated USVs suffering from unknown time-varying environment disturbances and constrained position and angle. To tackle underactuated, disturbances and guarantee the system stability, we derive several transformations to convert the USVs system into a cascade system, and apply NN to approximate the unknown disturbance online, and borrow BLF to constrain the transient and steady-state performance. The main contributions of this paper are as follows:
1) Based on the inherent interconnected structure of the vessel dynamics and kinematics, several transformations are developed to convert the problem into a reduced dimension question. The design of the controller is predigested. 2) By introducing BLF, the prescribed transient behavior can be achieved via restraining the stabilization errors, as well as the sufficient conditions to ensure controller feasibility are provided. 3) With Adaptive NN, the system achieves approximation performance and the transient performance is guaranteed despite of disturbances. The paper is organized as follows. Section I of the paper opens with problem formulation. Section II develops a state feedback controller based on backstepping and prescribed lyapunov function technique. Section III introduces an adaptive neural network controller to deal with uncertainty induced by unknown time-varying external disturbances. Section IV gives the simulation results. Finally, the conclusion is drawn in the last section.
II. PROBLEM FORMULATION A. MATHEMATICAL MODEL
Based on the literature [32] , dynamic and kinematic equations of the underactuated system with the inertia and damping matrixs off-diagonal are described as:
where η = x, y, ψ T denotes position (x, y) and yaw angle To proceed, we make assumptions 1) η and υ are available for feedback [7] .
2) The environment disturbance τ w is unknown, bounded, and time-varying [15] .
The control objective is to design robust control laws τ u and τ r which can guarantee the global uniform asymptotic convergence and prescribed transient performance regardless of the unknown time-varying external disturbances for the non-diagonal underactuated USVs. Fig.1 illustrates the control structure of this paper.
B. COORDINATE TRANSFORMATION
In this subsection, a family of state transformations are introduced to predigest the control design and global invertible input transformations are used to linearize the control input. Since m 32 and m 23 are not zero, yaw control moment τ r affects directly both v and r. It is difficult to design controller and analyze the stability of the system. To transform (1) into a diagonal form, we employe the following state transformations:x = x + εcos(ψ),ȳ = y + εsin(ψ), andν = ν + εr, ε = m 23 /m 22 . To linearize the control input, the following input transformation is employed
Then, the system (1) can be rewritten as diagonal-like forṁ
To convert the position states from the inertia frame to the body-fixed frame, we introduce the following global invertible coordinate transformation: 1 =x cos ψ +ȳ sin ψ and 2 = −x sin ψ +ȳ cos ψ. By differentiating the new variables, the ( 1 , 2 )-dynamics are given bẏ
To removev from (4), we introduce a new variable
ψ, and the dynamic of x 2 iṡ
To obtain simpler dynamic equations, we introduce the following new variables 5 =v, x 6 = r and the following input transformation:
The mathematical model (1) can be converted into the following cascade form:
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whereτ wr = (m 22 τ wr + m 33 τ wv )/(m 22 m 33 − m 23 m 32 ). Lemma 1: The stabilization of system (1) equals to that of (7) and (8), if state transformation (9) is global diffeomorphism and input transformation is invertible.
proof: The mapping relationship between the original states (x, y, ψ, u, v, r) and the new variables x i is presented as:
Since rank(J F(x,y,ψ,u,v,r) ) = 6 at any point, it is easy to verify that the state transformation (9) is global diffeomorphism. In view of (2) and (6), τ u τ r and u 1 u 2 can be expressed mutually. In this sense, input transformation is invertible. lim t→∞ x i = 0 implies that η, υ T converges to zero as time tends to infinity. Currently, The control goal can be described as: seek feedback control laws u 1 and u 2 such that the states of system (7) and (8) can be regulated to the origin while keeping all states bounded.
C. ACCESSIBILITY AND CONTROLLABILITY
Before obtaining control strategy, controllability and accessibility of cascade system (7) and (8) is analyzed by using results of existing research [31] for reference. By ignoring external disturbances, equations (7) and (8) can be rewritten as follow nonlinear affine form:
Note that the set of equilibrium solutions corresponding to u 1 = 0, u 2 = 0 is given by the equilibrium mainfold
The following results characterize the controllability and stabilizability properties of system defined by equation (10). Theorem 1: The nonlinear affine system (10) is small time locally controllable at any equilibrium x e ∈ M e if it satisfies: 1) The system is strongly accessible on M. 2) Bad brackets must be a linear combination of good (i.e. not of the bad type) brackets of lower degree at the equilibrium. proof: First, it needs to verify system (10) is strongly accessible on M. That is, there exists a reachable set satisfying dim(E c ) = 6. Define a special Lie algebra E c =
it can be seen that dim(E c ) = 6 at any point x ∈ M. The strong accessibility Lie algebra dimension condition is satisfied.
Second, we define Br(X ) as the smallest Lie algebra of vector fields containing f , g 1 , g 2 . let B denote any bad bracket in Br(X ). Let δ 0 (B), δ 1 (B), and δ 2 (B) denote the number of times f , g 1 , g 2 , respectively, occurring in B. The brackets with δ 0 (B) odd and δ 1 (B), δ 2 (B) even are defined as bad brackets. Define degree of B as follow:
The only bad bracket of degree 1 is f (M e ) = 0. The bad brackets of degree 3 are brackets with either
= 0 at any equilibrium M e . Obviously, it can be linear combination of Br(X ) of lower degree at the equilibrium. It follows that the Sussmann condition is satisfied at M e . Hence, the system is small-time locally controllable at M e .
D. STABILITY ANALYSIS OF CASCADE SYSTEM
Lemma 2: System (7) and (8) are globally uniformly asymptotically stabilized by any control law which globally uniformly asymptotically stabilizes the system (8) .
Proof: Consider the Lyapunov function as
The time derivative of V 1 , by considering (7), can be expressed aṡ
where
Since µ 1 is bound and convergent to 2 d 22 m 22 , as well as µ 2 is bounded and convergence, and then V and V are bounded and convergent.
III. CONTROLLER DESIGN
As described in Lemma 2, it only needs to design stabilization control law for reduced subsystem (8) so as to realize our control goal. In this section, the main purpose is to develop a smooth time-varying control strategy to stabilize (x 2 , x 3 , x 4 , x 6 )-subsystem while guaranteeing transient performance. Since state x 2 is sensitive to x 4 and x 6 , to achieve global asymptotic convergence of the full states to origin, we need to adjust both u 1 and u 2 simultaneously. To improve the efficiency and simplify the controller design, we introduce the following new variables:
It yieldsẏ
We will give a constructive procedure for the system (17) by state feedback and keeping constraints of all states are not violated. The design procedure of state feedback controller is divided into the following two steps: 1) Design a controller u 1 such that the y 4 -subsystem is stable. 2) By assuming u 1 is a known time-varying disturbance, this paper constructs a state feedback controller u 2 to stabilize the chained (y 1 , y 2 , y 3 )-subsystem; By modifying the control gains of u 1 , convergence of (y 1 , y 2 , y 3 )-subsystem can be achieved. For the y 4 -subsystem, we choose the control law u 1 as u *
(y 1 , y 2 , y 3 )-subsystem can be expressed aṡ
Since (19) is in chained form, we shall introduce backstepping technique and prescribed Lyapunov functions that ensure states are bounded in the specified constrained region y = {y i ∈ R|y i ≤ K ci }, ∀t > 0, K ci > 0. The motivation of introducing prescribed performances for the stabilization function errors is to quantify the states performance y i ≤ K ci indirectly. In order to keep state constrains, provided that each stabilizing error z i is bounded in the specified constrained region z i = {z i ∈ R|z i ≤ k bi }, in which the stabilizing errors are defined as follow:
where α 1 and α 2 are the virtual stabilization control signals to be designed.
Step 1: Design stabilizing function α 1 , and consider the barrier Lyapunov function candidate as:
It is clear that V 2 is positive definite and continuously differentiable in the set z 1 . The time derivative of V 1 is expressed asV
Design the desired stabilizing function α 1 as
we obtaiṅ
Step 2: Design stabilizing function α 2 , and consider the barrier Lyapunov function candidate as:
the time derivative of V 3 is expressed aṡ
Design the desired stabilizing function α 2 as
By substituting (27) into (26), we obtaiṅ
Step 3: Design the control law u 1 , and consider the barrier Lyapunov function candidate:
The time derivative of V 3 is expressed aṡ
Design the desired stabilizing function u 2 as
By substituting (31) into (30), we obtaiṅ
We can see state constraints cannot be arbitrarily specified, but are subject to feasibility conditions. The feasibility conditions which can be used to determine if the problem can be solved under this approach is given. First of all, since the control design is based on backstepping and prescribe Lyapunov function technique, we shall first assume that the initial conditions satisfy z 0 = {z i0 ∈ R|z i < k bi , i = 1, 2, 3}. The following lemma 3 formalizes a result on the use of prescribed Lyapunov candidate for constraints satisfaction.
Lemma 3: [33] For any positive constant K b , positive integer p, and let Z = {Z ∈ R|Z < K bi }, we have
Theorem 2: Consider the system (19) , Let the initial errors satisfy z i0 ∈ z0 , then the following properties hold: (1) The stabilization error signals z i remain in the compact z .
(2) The states y i remains in the set y = {y i ∈
, where the bounds D z 1 , D z 2 ,and D z 3 converge to zero as follows:
(3) All the closed-loop signals are bounded. Proof: (1) Since the stabilization error functions are induced under the premise of z i < k bi , z i cannot escape from the compact sets.
(2) From the fact thatV ≤ 0, it is clear that
Furthermore we write the above equation (26) into the following form 2 bi
which yields
From lemma 3, we can geṫ
where c = min{k 1 u * 1 tanh(ku * 1 ), k 2 (k 2 b2 −z 2 2 )z 2 2 , k 3 (k 2 b3 −z 2 3 )z 2 3 } is a positive constant. The solution of different equation (39) is
which implies that
Which yields
(3) We know ∀t > 0, k 2 bi − z 2 i > 0. The above error signals can be rearranged to D z 3 . Since |z 1 | ≤ D z i , to show that |y 1 | ≤ K c2 , we need to first verify that there exists a positive constant A 1 such that α 1 (t) ≤ A 1 , ∀t > 0. Since |z 1 | ∈ D z i , it is clear that the stabilizing function α 1 (y 1 , z 1 ) is bounded since it is a continuous function. As a result, an upper bound A 1 can be found. Then, from z 2 ∈ D z 2 , we can show that
We can progressively show that |y 3 | ≤ K c3 , after verifying that there exist a positive constant A 2 , such that α 2 ≤ A 2 , ∀t > 0. Since y 3 ≤ D z 3 + A 2 , |z 3 | ∈ D z 3 , α 3 is bounded since it is a smooth continuous function. As a result, an upper bound A 3 can be found. we can conclude that
In view of the stabilizing error functions α i , it is clear that z i are bounded, by virtue of the boundedness of z i , y i and, in particular, by |z i (t)| ∈ D z i , which prevents any term comprising k 2 bi − z 2 i (t) in the denominator from becoming unbounded.
IV. HANDLING UNKNOWN TIME-VARYING DISTURBANCE
The proposed controller can also be modified to handle unknown time-varying disturbance by dominating the disturbances with adaptive NNs. Considering the system (8) with unknown time-varying disturbances τ wu ,τ wvτwr induced by wind,surge, and currents, we can get the cascade system with disturbances by applying the coordinate transformation (16):
According to the universal approximation property, NNs can be used to approximate any continuous nonlinear function. We intend to use it to approximate unknown disturbances τ wu and τ wr , as well as the τ wv is compensate by passive way. More specially, it turns out that there exist constants but unknown optimal weight vectors θ i , continuous basis function vector ξ i , and approximation errors σ i . Letτ wu ,τ wr ,θ 1 and θ 2 be the estimates of − 1 d 22 τ wu , τ wr , θ 1 , and θ 2 , respectively. Given thatτ wu =θ T
, and τ wu =τ wu − τ wu , it can be derived
Similarly,τ wr can be got
For avoiding dimensionality curse, the filtered virtual control of α i is given by
with ζ 1 > 0, ζ 2 > 0. Given the stabilization errors as
It can be seen from (45), variables y 1 and y 4 are strongly coupled. Due to this property, an improved new barrier Lyapunov function is introduced. Let the Lyapunov function V 1d , the adaptive lawθ 1 , control law u 1 , and virtual control signal α 1d be defined, respectively, as
where u 1n = −k 4 y 4 and u 1c =τ wu are nominal control law and robust control law, respectively. k b1 is a prescribed positive scalars. Besides, k, k 1 and k 4 are positive parameters. Then, it can be checked thaṫ
The time derivative of z 2 , by considering (48) and (49), can be expressed asż Let the Lyapunov function V 2d and the virtual control signal α 2d be chosen as
Then, it can be checked thaṫ
The time derivative of z 2 can be expressed aṡ
Let the Lyapunov function V 3d and the adaptive lawθ 1 be chosen as
By substituting (63) intoV d , we obtaiṅ
We will employ positive scalars k 1 , k, k 3 , and k 4 satisfying k 1 u 1n tanh ku 1n − 1 2 z 2 2 > 0, k 3 > 1 2 , and k 4 > 1 2 . Besides, θ T i iθi ≤ γ i θ 2 2 , where γ i denotes the maximum eigenvalues of i . It can be checked thaṫ
By solving (65), we can get
Since µ 3 is positive and E d is bounded, and then V 3d is bounded and convergent. We can draw a conclusion that the states y 1 33 = 0.5. In this section, the performance parameters are chosen as k b1 = 5, k b2 = 4.8, k b3 = 4. The initial states are set as x 0 = 2, y 0 = 2, ψ 0 = π 2 , u 0 = 0, v 0 = 0, r 0 = 1, and the transformed initial states are x 10 = 2.1834, x 20 = 1.7082, x 30 = 1.5708, x 40 = −2.1834, x 50 = 1.0493, x 60 = 1. It can be checked that the initial conditions satisfy z i0 ∈ z0 .
To optimize control parameters, Monte Carlo simulations are conducted to find solutions of proposed controllers. Parameters are chosen as k 1 = 0.6, k 2 = 2.4, k 3 = 0.2, k 4 = 3 from the feasible sets produced by Monte Carlo simulation method, which can guarantee global uniform asymptotic stability. To further verify the performance of the proposed method, a time-varying dynamic feedback controller (TDFC) which have been proposed in [21] and a smooth time-varying periodic controller (SPC) constructed in [2] are also simulated here. The results are presented in Fig.2 , which show that our state-feedback controller(SC) with state constraints can ensure the convergence of the states x, y, ψ, u, v, r under reasonable control efforts. It is obvious that all the methods can ensure convergence of the system states and control inputs τ u and τ v remain bounded and tend to zero. However, the difference among these control schemes is that the proposed control scheme in this paper possesses more satisfactory transient performance (short response time and small overshoot) and steady-state errors.
After illustrating the effectiveness of the full-state stabilization with state constraints, we now test its robustness to unknown time-varying disturbances. Without loss of generality, the time-varying disturbances are generated by: τ wu = 0.5 + 6(sin(0.2t) + cos(0.5t))(N ), τ wv = 0.1(sin(0.1t) + cos(0.4t))(N ), τ wr = 0.5 + 3(sin(0.3t) + cos(0.4t))(Nm). The control parameters are k 1 = 0.6, k 2 = 2, VOLUME 8, 2020 k 3 = 0.4, k 4 = 3 which are generated by Monte Carlo simulation method. We use NNs to approximate the unknown disturbance. 18 nodes are used for each ξ i and the initial weights θ i are zero. The gain matrices are defined as 1 = 4.8I 3×3 , 2 = 4.3I 2×2 and the variances are chosen as b 1 = 2.6, b 2 = 2.5. The input vectors are designed as Y 1 = y 1 , y 4 , y 6 T , Y 2 = y 3 , y 6 T , respectively. The centres of the NNs nodes are evenly spaced between y i ∈ [−2, 6.5]. Fig.3 shows the results of the proposed controller in the present of unknown disturbances. It is observed that all the signals and control inputs in the closed-loop system are uniformly ultimately bounded. Fig.4 shows the norms θ 1 , θ 2 of adaptive update law in this paper converge to a certain value, which indicates that the boundedness of adaptive update laws. Fig.4 also shows that NNs can approximate and online learn to estimate the unknown disturbances. In summary, it is seen that the proposed adaptive NN control law has the good robustness against unknown time-varying disturbances and state constraints.
VI. CONCLUSION
In this paper, an adaptive stabilization controller with guaranteed transient performance is developed for more realistic USVs with non-diagonal inertia and damping matrices. The NNs are used to approximate the unknown enivorment disturbances online. It has been proved theoretically that our controller can guarantee the uniform and ultimate boundedness of all signals in the closed-loop control system. Simulation results illustrate the effectiveness of our proposed control scheme. Finally, it should be noted that the proposed scheme lacks consideration of parameter uncertainties, and this is indeed a drawback and deserves our future research.
