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Abstract—Since the arrival of next-generation sequencing tech-
nologies the amount of genetic sequencing data has increased
dramatically. This has has fueled an increase in human genetics
research. At the same time, with the recent advent of technologies
in processing large data sets, lot of these technologies are proving
valuable and efficient in analyzing these huge datasets. In this
paper we use some of these technologies to analyze genetic
sequencing data of 1000 Genomes Project,produce and evaluate
a framework to process the sequencing data thereof and look
into structural variations with respect to population groups.
Keywords: Human Genome, 1000 Genomes, MapRe-
duce, Swift Object Store,Hive,BigData, Next-Generation
Sequencing
I. INTRODUCTION
Projects like 1000 Genomes have propelled Next-
Generation Sequencing (NGS), and have made available troves
of mapped genome data for research. An increasing number
of similar projects have adopted the same strategy and also
made available data in the open domain. At the same time,
the popularity of new frameworks like Hadoop [1] MapReduce
[2], Spark [3] and Storm [4] have eased the difficulty which
comes with managing and processing the mapped genome data
which could easily go beyond terabytes in size.
Our scope is first delimited by 1000 Genomes which has
cataloged all the human chromosomes for sample populations
from around the world. We look at Chromosome 20 and filter
out fragments that exhibit a specific type of structural variation
in which the sample has had a deletion with respect to the ref-
erence genome. In order to evaluate our method’s scaling we
run on different-sized subsets of the data and using different
configurations of system resources. We investigate frequency,
locations and average length of such structural variation, and
how these differ across geographical regions. We delimit our
study to alignments that exhibit the structural variation in
which the sample fragment is mapped to a fragment of the
reference genome that is greater than 1000 base pairs in length,
as opposed to the sample fragment length of 500, and analyze
the following:
• Sample size (number of individuals) in different popula-
tion groups.
• Frequency of the specified structural variation in each of
the populations, and sub populations. We also investigate
this with respect to gender.
• In which locations in the reference genome do they occur
among the populations from the different geographical
regions?
• What is the average length of structurally variant frag-
ments in the reference genome?
II. BACKGROUND
A. The 1000 Genomes Project
The 1000 Genomes project was initiated by the European
Bioinformatics Institute to establish a comprehensive and
detailed map of human genome variations aiming to spawn
studies to find disease-causing genes [5]. The project has
mapped data and the variant genotypes for 1000+ individuals
in 26 populations spread across 5 the super population groups
of West African, European, American, and East- and South
Asian.
B. Data
The alignment data released by the 1000 Genomes project
that this study is concerned with is made available in the
BAM (Binary Alignment/Map) format. This is the binary
version of the SAM (Sequence Alignment/Map) format used
by SAMtools software [6] and is a generic format for storing
large nucleotide sequence alignments. With each BAM file
there are two additional associated files containing indexing
and statistics. For the purposes of our study the BAM file itself
is sufficient and, the additional files were discarded. There is
one BAM file for each individual and the alignment data of
chromosome 20 contains data from 2535 individuals, resulting
in a data set of size roughly 1 TB.For comparison, the entire
dataset made available by 1000 genome project comprises of
43 TB of sequence data in FASTQ format, and 56 TB of
alignment data in BAM format.
C. Processing Large Data Sets
One of the first models to process large data sets was
released by Google and called MapReduce. This involved
processing large data sets by slicing the source via mappers
and consolidating the output by reducers. A popular imple-
mentation of the programming model is Apache’s Hadoop.
This also gave the community a distributed file system HDFS
which provided a fault-tolerant data store. Although it helped
alleviate the processing and storing challenge, the immense
size of data led the insatiable desire to learn and understand
it more. Spark, a technology built atop Resilient Distributed
Datasets [7] gave a more of an end-to-end solution which
addresses everything from loading of data to graphing the
analyzed outcomes.
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III. RELATED WORK
Genome Analysis Toolkit (GATK) proposed by [8] em-
phasizes the importance of the MapReduce framework in
churning next-generation sequenced data. The paper outlines
the gap between the collected data and analysis outcomes,
the collection size outweighing the capabilities for analysis.
Contrary to McKenna et.al. we operated directly on the SAM
[9] file from the object store, and parsed a readable TXT
file instead of binary BAM file. Another work [10] follows
the McKenna et. al. study and adds on discovery of variants
by machine learning. We carry out research in the context
of Chromosome 20, and analyze variations across geographic
regions.
IV. EXPERIMENTAL FRAMEWORK AND METHODS
The main framework in which the experiment was executed
is SMOG Cloud. This is an OpenStack based Infrastructure-
as-a-Service (IaaS) resource provided by UPPMAX (Uppsala
Multidisciplinary Center for Advanced Computational Sci-
ence).
A. Openstack
OpenStack is a cloud computing software platform that
provides processing, storage, and networking resources. It
comprises several components in its architecture, each man-
aging an aspect of the service it provides [11]. The relevant
components for this project are Nova, which provides and
manages the network of virtual machines that were used for
computation and Swift object store, in which the raw data was
initially stored.
Two OpenStack instances of different configurations are
used in our experiments
• Configuration 1: m1.xlarge - 4 VCPUs, 160GB
disk and 8GB RAM
• Configuration 2: 3 instances combination Master-Slave
with m1.xlarge - 4 VCPUs, 160GB disk and
8GB RAM
B. Apache Hadoop
The distributed processing framework provided by Apache
Hadoop was used to analyze the alignment data. Hadoop
implements the MapReduce programming model that allows
distributed processing of large data sets across clusters of
computers and includes its own distributed file system HDFS
[12]. The particular tool used was Hive [13], a system built
on top of Hadoop that provides interactive querying using a
SQL-like language and manages the conversion to MapReduce
jobs transparently.
C. SAMtools
SAMtools is a collection of software used to create
and process DNA alignment data in the SAM/BAM
format [14]. This project utilized SAMtools to
convert the given BAM files to the SAM format.
V. EXPERIMENTS
A. Methods
We approached the analysis by dividing the whole process
into three subtasks, the first of which is pre-processing of data
to make it available for use in Hive. The second task is the
initial filtering in which the entire data set is scanned to find
structurally variant alignments. The third step is analysis of
the data extracted in the previous step to answer the specific
questions stated.
The pre-processing of data consisted of reading the BAM
files directly from the Swift object store, placing them on the
local file system (FS), and then using SAMtools to do the
conversion to SAM. As the Swift object store exposes the
data objects via REST endpoints, a Swift Python command
was modified to allow custom bulk-download of the files to
FS. SAMtools was then used in-line to convert the files from
BAM to SAM format.
The conversion to the text-format SAM was done to make
it a format easily accessible to Hadoop MapReduce [2].
The SAM files were then loaded into HDFS. These tasks
were scheduled manually in the initial runs, and were later
automated.
Once the SAM files were in HDFS, Hive was used for
all subsequent analysis. Task 2 was the initial filter which
extracted the subset of reads from chromosome 20 whose
fragment length indicated by the alignment exceeded 1000 bp.
These were then further analyzed through interactive querying
in task 3 and the results either stored in Hive tables on HDFS
for further processing, or written to CSV files for plotting.
HiveQL was used to further produce various relations to
sub populations, and sub populations with respect to variants.
Ancillary files which contained the pedigree of the individuals
studied in the 1000 Genome project was loaded as Hive tables
to assist with the ethnicity and gender aspect of the study.
The analysis of locations of structural variation was done
by extracting the starting position in the reference genome of
each alignment that exhibited the specified structural variation.
This was subsequently grouped by geographical region.
The analysis was performed on two sets of the alignment
data. Data set 1 consisted of 105 individuals from 5 super
geographical regions and data set 2 consisted of the entire set
of 2535 individuals.
R [15] and Python [16] was used to create the visualiza-
tions.
VI. RESULTS
The results of the analysis of structural variation in chromo-
some 20 for the entire data set of 2535 individuals are shown
below.
A. Sample Size per Population Group
B. Frequency of Structural Variation per Population Group
C. Frequency of Structural Variation per Population Super-
group
D. Frequency of Structural Variation per Population Group
and Gender
E. Frequency of Structural Variation per Population Super-
group and Gender
F. Location of Structural Variation in the Reference Genome
per Population Group
...
G. Average Length of Alignment per Population
VII. DISCUSSION
A. Analysis of Structural Variation
The results of the analysis of data set 1 show some inter-
esting patterns. They indicate differences in both frequency,
position and average length of the structurally variant genome
fragments.
The African ancestry superpopulation (AFR) stands out as
the one with the highest number of this particular variation.
The fact that the distribution between the sub populations
within AFR is quite similar indicates that this tendency might
be true in general for the entire superpopulation. This is not the
case for the European ancestry (EUR) superpopulation which
had the second highest frequency overall. In this case there
is one population, Utah residents with Northern and Western
European ancestry (CEU), that stands out with much higher
frequency than the rest.
When considering the gender-separated frequency data it
becomes clear that it is the women of the CEU population
that exhibit high frequencies. Indeed, this graph shows that
the women of this group are a clear outlier among all
other population- and gender groups. However, the sample
size considered in this study is for preliminary finding, the
analysis ought to be run on the entire set of genome data for
concreteness, the size of which is around 50x the size used in
this study.
The mapping of the starting positions of the fragments
in the reference DNA show some general patterns. There
seem to be less fragments mapped towards the end of the
reference genome, but otherwise spread throughout the entire
length. The area between 26000-29000 bp contains none at all
because that corresponds to the centromeric region which is
non sequenced.
The data of the average length of these alignments in the
reference genome can be used to compare the average length
of deletions in the different population groups. The results
suggest that the populations with the lowest frequencies of
deletions also exhibited lowest average length of the deletions.
B. Evaluation of the Computing Framework
The goal of the evaluation was to try both data sets on both
configurations. The intention was to get an indication of how
the processing times changed when data size was increased
on the same configuration, as well as how the times were
affected when using more computing resources on the same
data set. However, due to lack of resources and time this was
not completely realized and the scaling analysis had to be
slightly modified.
Data set 1 was analyzed on both configurations, and the
times taken to process each of the three tasks are illustrated
in Table I.
Task Stage Config 1 (Secs) Config 2 (Secs)
1 Pre-processing of data 3120 180000
2 Initial Filtering 555 60
3 Subsequent Filtering 18 -
TABLE I
EXECUTION TIMES OF DATA SET 1 ON THE DIFFERENT CONFIGURATIONS
The summary of the runs shows that the pre-processing
of data is the main bottleneck. This is reasonable as this is
the part that does the most amount of reading and writing to
disk, and in particular since this is done sequentially file by
file. While task 2 filters through the entire data set it is done
using Hive which innately uses MapReduce in a distributed
manner, and the results show that this is relatively quick.
The subsequent queries to answer the specific questions are
all very quick as they operate on a much reduced data set.
Comparing the runtimes of the tasks of data set 1 on the
different configurations shows that the tasks that use Hive were
much faster on configuration 2, as expected. Task 2 was faster
by a factor of around 9. Task 3 was not possible to run due
to a malfunctioning of the machine and lack of time, but it is
reasonable to assume that it would scale similarly as task 2.
The fact that task 1 took more time on configuration 2 was due
to different implementations of the reading routine from Swift
object store - In configuration 1, it was bulk read of 5 files per
run i.e. one authentication token per run, and in configuration
2, it was reading the file through a driver file which consisted
the entire set of file names i.e. requested one token for each
fetch, hence, these cannot be compared. However, since task 1
was sequential and focused on I/O it was not merited on how
it scaled on the different configurations.
Due to restrictions in disk size the three tasks had to be
modified when trying data set 2 which is of size 1.1 TB. The
pre-processing and initial filtering were combined into one task
that was executed sequentially on each file. While this reduces
the disk space required since the entire unfiltered set of SAM
files is never stored on HDFS, it also resulted in a large task
that took a very long time, around 96 hours on configuration
1. The main reason why the time did not increase linearly with
respect to data size compared to the initial run on a smaller
data set is probably that this time a MapReduce job needs to
be set up, started, run and terminated once per file, as opposed
to once in total once all the SAM files are in HDFS. The large
increase in time shows that this overhead is very significant
and indicates that it would not be much quicker when run on
configuration 2. For this reason and lack of time the complete
data set was only processed on configuration 1.
Because tasks 1 and 2 were modified when processing data
set 2, the execution times for them when varying data size but
not configuration are not comparable. The third task, however,
remained the same and its times are possible to compare for
configuration 1. This is because it consisted of queries being
run on the Hive table consisting of the already filtered-out
alignments. This took on average 18s on the smaller data
set, and 45s on the larger data set. In the first case the table
contained 121476 entries, and in the second 2516951 entries.
So increasing data size by a factor of 20 resulted in an increase
in time by a factor of roughly 2.5 on configuration 1. This
indicates that Hive queries scale very well when increasing
data size, and further suggests that a large portion of the time
involved in MapReduce tasks is the setup of the job.
VIII. CONCLUSIONS AND FUTURE WORK
In conclusion, we developed an application which accessed
and loaded the alignment data for chromosome 20 and an-
alyzed it using Hive. The results provided some insights
regarding patterns of structural variation inf the different
population and gender groups. An evaluation of the scalability
of the solution was also performed.
The results that we did manage do gain on scaling indicate
that the pre-processing is the main problem. This scaled poorly
because of the sequential manner it was performed in. The
amount of space on disk was also a limitation. Finally, the
results show that Hive itself scales well. The main issue is to
get the data on HDFS in a format that Hive can use, once that
is done the querying itself is fast and scalable up to the largest
data set tried.
As the largest bottleneck of the tasks was the pre-processing
of data, future work would be focused on this area. There
are two obvious improvements, the first of which would be
eliminating the middle step of writing to the local file system
between reading from Swift and writing to HDFS. The second
would be to handle the process of converting from BAM files
on Swift to SAM files on HDFS in a distributed fashion instead
of one file at a time. Another strategy that could improve
scaling could be to use BAM files on HDFS directly. There
exists libraries for handling this format in Hadoop MapReduce
as well as Hive already. Lastly, another approach to look into
is to use Spark to directly read from the Swift data store and
create Resilient Distributed Datasets which can be partitioned
and processed efficiently in a distributed manner in the Spark
framework.
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