The task of camera calibration is to estimate the intrinsic and extrinsic parameters of a camera model. Though there are some restricted techniques to infer the 3-D information about the scene from uncalibrated cameras, effective camera calibration procedures will open up the possibility of using a wide range of existing algorithms for 3-D reconstruction and recognition. The applications of camera calibration include vision-based metrology, robust visual platooning and visual docking of mobile robots where the depth information is important.
Introduction
Depending on what kind of calibration object being used, there are mainly two categories of calibration methods: photogrammetric calibration and self-calibration. Photogrammetric calibration refers to those methods that observe a calibration object whose geometry in 3-D space is known with a very good precision. Self-calibration does not need a 3-D calibration object. Three images of a coplanar object taken by the same camera with fixed intrinsic camera parameters are sufficient to estimate both intrinsic and extrinsic parameters. The obvious advantage of the self-calibration method is that it is easy to set up and the disadvantage is that it is usually considered unreliable. However, the author of [3] shows that by preceding the algorithm with a very simple normalization (translation and rotation of the coordinates of the matched points), results are obtained comparable with the best iterative algorithms. A four step calibration procedure is proposed in [4] . The four steps are: linear parameter estimation, nonlinear optimization, correction using circle/ellipse, and image correction. But for a simple start, linear parameter estimation and nonlinear optimization are enough. In [5] , a plane-based calibration method is described where the calibration is performed by first determining the absolute conic B = A −T A −1 , where A is a matrix formed by a camera's 5 intrinsic parameters (See Section 4.2).
In [5] , the parameter γ (a parameter describing the skewness of the two image axes) is assumed to be zero and the authors observe that only the relative orientations of planes and camera is of importance for singularities and planes that are parallel to each other provide exactly the same information. Recently, Intel distributes its "Camera Calibration Toolbox for Matlab" freely available online [6] . The Intel camera calibration toolbox first finds the feature locations of the input images, which are captured by the camera to be calibrated using a checkerboard calibration object. Then, it calculates the camera's intrinsic parameters. However, when we used the images captured by our desktop camera as the input images, the detected feature locations contain great errors. We decided not to use Intel's method since its flexibility and accuracy are poor. Therefore, in this report, our work is mainly based on the selfcalibration algorithm originally developed by Microsoft Research Group [1, 2] , which has been commonly regarded as a great contribution to the camera calibration. The key feature of Microsoft's calibration method is that the absolute conic B is used to estimate the intrinsic parameters and the parameter γ is considered. The proposed technique in [1, 2] only requires the camera to observe a planar pattern at a few (at least 3, if both the intrinsic and the extrinsic parameters are to be estimated uniquely) different orientations. Either the camera or the calibration object can be moved by hand as long as they cause no singularity problem and the motion of the calibration object or camera itself need not to be known in advance. By "flexibility", we mean that the calibration object is coplanar and easy to setup while by "robustness", it implies that the extracted feature locations are accurate and the possible singularities due to improperly input images can be detected and avoided.
The main contributions in this report are briefly summarized as follows:
(1) A complete code platform implementing Microsoft's camera calibration algorithm has been built.
(Microsoft did not release the feature location pre-processor [1, 2] );
(2) A technical error in Microsoft's camera calibration equations has been corrected (Equation (26)); (3) A new method to effectively find the feature locations of the calibration object has been used in the code. More specifically, a scan line approximation algorithm is proposed to accurately determine the partitions of a given set of points; (4) A numerical indicator is used to indicate the possible singularities among input images to enhance the robustness in camera calibration (under development and to be included);
(5) The intrinsic parameters of our desktop camera and the ODIS camera have been determined using our code. Our calibrated results have also been cross-validated using Microsoft code; (6) A new radial distortion model is proposed so that the radial undistortion can be performed analytically with no numerical iteration; (7) Based on the results of this work, some new application possibilities have been suggested for our mobile robots, such as ODIS.
The rest of the report is arranged as follows. First, some notations and preliminaries are given, such as camera pinhole model, intrinsic parameters, and extrinsic parameters. Then, the calibration method proposed in [1, 2] is re-derived with a correction to a minor technical error in [1, 2] . Using this method, calibration results of 3 different cameras are presented. Finally, several issues are proposed for future investigations and possible applications of camera calibration are discussed.
Camera Projection Model
To use the information provided by a computer vision system, it is necessary to understand the geometric aspects of the imaging process, where the projection from 3-D world reference frame to image plane (2-D) causes direct depth information to be lost so that each point on the image plane corresponds to a ray in the 3-D space [7] . The most common geometric model of an intensity imaging camera is the perspective or pinhole model (Figure 1) . The model consists of the image plane and a 3-D point O c , called the center or focus of projection. The distance between the image plane and O c is called the focal length and the line through O c and perpendicular to the image plane is the optical axis. The intersection between the image plane and the optical axis is called the principle point or the image center. As shown in Figure 1 , the image of P c is the point at which the straight line through O c and P c intersects the image plane. The basic perspective projection [8] in the camera frame is
where
T is a 3-D point in the camera frame and p = [x c , y c ] T is its projection in the camera frame. In the camera frame, the third component of an image point is always equal to the focal length f . For this reason, we can write 
Aspects that Real Cameras Deviate from Pinhole Model
A real camera deviates from the pinhole model in several aspects. The most significant effect is lens distortion. Because various constraints in the lens manufacturing process, straight lines in the world imaged through real lenses generally become somewhat curved in the image plane. However, this distortion is almost always radially symmetric and is referred to as the radial distortion. The radial distortion that causes the image to bulge toward the center is called the barrel distortion, and distortion that causes the image to shrink toward the center is called the pincushion distortion (See Figure 2) . The center of the distortions is usually consistent with the image center. The second deviation is the flatness of the imaging media. However, digital cameras, which have precisely flat and rectilinear imaging arrays, are not generally susceptible to this kind of distortion.
Another deviation is that the imaged rays do not necessarily intersect at a point, which means there is not a mathematically precise principle point as illustrated in Figure 3 . This effect is most noticeable in extreme wide-angle lenses. But the locus of convergence is almost small enough to be treated as a point especially when the objects being imaged are large with respect to the locus of convergence. 
Camera Parameters
Definition: Camera Parameters Camera parameters are the parameters linking the coordinates of points in 3-D space with the coordinates of their corresponding image points. In particular, the extrinsic parameters are the parameters that define the location and orientation of the camera reference frame with respect to the world reference frame and the intrinsic parameters are the parameters necessary to link the pixel coordinates of an image point with the corresponding coordinates in the camera reference frame.
Extrinsic Parameters
The extrinsic parameters are defined as any set of geometric parameters that uniquely define the transformation between the world reference frame and the camera frame. A typical choice for describing the transformation is to use a 3 × 1 vector t and a 3 × 3 orthogonal rotation matrix R such that P c = RP w + t. According to Euler's rotation theorem, an arbitrary rotation can be described by only three parameters. As a result, the rotation matrix R has 3 degree-of-freedom and the extrinsic parameters totally have 6 degree of freedom. Given a rotation matrix R in Equation (2) , one method to get the 3 parameters that uniquely describe this matrix is to extract ZY Z Euler angles [9] , denoted by (a, b, c), such that 
When sin(b) = 0, the solutions for (a, b, c) are 
Intrinsic Parameters
The intrinsic parameters are as follows:
• The focal length: f
• The parameters defining the transformation between the camera frame and the image plane Neglecting any geometric distortion and with the assumption that the CCD array is made of rectangular grid of photosensitive elements, we have:
with (u 0 , v 0 ) the coordinates in pixel of the image center and s x , s y the effective sizes of the pixel in the horizontal and vertical direction respectively. Let f x = f /s x , f y = f /s y , the current set of intrinsic parameters are u 0 , v 0 , f x , and f y .
• The parameter describing the skewness of the two image axes: γ = f y tan θ The skewness of two image axes is illustrated in Figure 4 . 
Two coefficients for distortion are usually enough. The relationship between the distorted and the undistorted image points can be approximated using
where (u d , v d ) are the real observed distorted image points and (u, v) the ideal projected undistorted image points. So, till now, the set of intrinsic parameters are u 0 , v 0 , f x , f y , γ, k 1 , and k 2 .
Projection Matrix
With homogeneous transform and the camera parameters, we can have a 3 × 4 matrix M, called the projection matrix, that directly links a point in the 3-D world reference frame to its projection in the image plane. That is:
where λ is an arbitrary scaling factor and the matrix A fully depends on the intrinsic parameters. The calibration method used in this work is to first estimate the projection matrix and then use the absolute conic to estimate the intrinsic parameters [1, 2] . From Equation (1) and (6), we have
From Equation (9), we have
with scaling factor λ = Z c . From the above two equations, we get α = −f /s x = −f x . In a same manner, β = −f y .
Extraction of Feature Locations

Calibration Object
The calibration method illustrated here is a self-calibration method, which uses a planar calibration object shown in Figure 5 , where 64 squares are separated evenly and the side of each square is 1.3 cm. The procedures to extract the feature locations of the above calibration object are illustrated in Table 2 . The input image is an intensity image. After thresholding it with a certain value (which is 150 in our case), we can get a binary image. The binary image then goes through some Connected Component Labeling algorithm [11] [12] that outputs a region map where each class of the connected pixels is given a unique label. For every class in the region map, we need to know whether or not it can be a square box. In our approach, this is done by first detecting the edge of each class and then finding the number of partitions of the edge points. If the number of partitions is not equal to 4, which means it is not a 4-sided polygon, we will bypass this class. Otherwise, we will fit a line using all the edge points that lie between each two adjacent partition points and thus get 4 line fits. The final output of this class is the intersections of these 4 lines that approximate the 4 corners of each box. After running through all the classes in the region map, if the number of detected boxes equals to the actual number of boxes in calibration object, we will record all the detected corners and arrange them in the same order as for the 3-D points in space (for a given calibration object, assume Z w = 0, we know the exact coordinates of the feature points in world reference frame and we need to arrange these feature points in certain order so that after detecting feature points in the observed images, we can have an algorithm to seek the map from a point in the world frame to its corresponding projection in the image plane). After detecting several this kind of images, we are fully prepared to do calibration calculation. 
Binary Image Edge Detection (Boundary Finding)
A boundary point of an object in a binary image is a point whose 4-neighborhood or 8-neighborhood intersects the object and its complement. Boundaries for binary images are classified by their connectivity and by whether they lie within the object or its complement. The four classifications are: interior or exterior 8-boundaries and interior or exterior 4-boundaries [13] . In our approach, we use interior 8-boundary operator, shown in Figure 6 , which is denoted as:
where (1) a is the input binary image (2) b is the output boundary binary image 
Partitions of Edge Points
Given a set of points that characterize the boundary of some object, a common question is what shape this object is, when we try to use polygons, especially the convex polygons, to denote objects in the real world. The set of points can be the output of some range finding sensors, such as laser and sonar. Or, it can come from images captured by a camera and is preprocessed by some edge detector, which is just the case we are discussing. In our problem, we know beforehand that the region of interest is a square and we can use the scan line approximation method [14, 15] to find the number of partitions. The scan line approximation algorithm is described in Table 3 . Figure 7 is an illustration. Table 3 : Scan Line Approximation Algorithm [14, 15] Problem Definition Assumption: Object is described using a convex polygon Given: A set of data points that have already been sorted in certain order Find: Partition points Algorithm Scan Line Approximation (start index, end index, data points) Draw a line connecting start point and ending point Calculate the maximum distance each point that lies between start index and end index to this line If the maximum distance is greater than a predefined threshold Record the index corresponding to the point that gives the maximum distance Set end index = the index of that point that gives the maximum distance Scan Line Approximation (start index, end index, data points)
Set start index = the index of that point that gives the maximum distance Scan Line Approximation (start index, end index, data points) End if
In Table 3 , the algorithm is described/implemented in a recursive way. Applying this algorithm, an important issue is how to decide the threshold. Unfortunately, this threshold is application-related. In our implementation, we choose 5 − 10 pixels. The smaller the boxes or the farther that the camera is way from the calibration object, the smaller the threshold should be. Figure 8 shows the fitting results using the partitions found by scan line approximation algorithm, where all the input data are the edge points of some classes in the region map. Another thing that we need to pay attention to is about how to choose the initial starting and ending points. It is obvious that they cannot be on the same side. Otherwise, due to noise in the data, the point whose distance to the line connecting starting and ending points is maximal might not be around corners. That is why we always start around corners as in Figure 7 . This problem can be solved simply by first finding the two adjacent points whose maximal distance that all other points to this line is the biggest. Figure ? ?, in the image titled with "Binary Image + Partition Points", the triangular in the upper right corner does not show in the next step. The reason why this happens is that after the process of finding partition points, the number of partition points does not equal to 4 and we thus bypass this class.
Calibration Method
In this section, the calibration method in [1, 2] is described in detail. Using the calibration object shown in Figure 5 , this algorithm is a self-calibration method. It only requires the camera to observe a planar pattern at a few different orientations. Either the camera or the calibration object can be moved by hand and the motion need not be known. The reason why this is feasible is that one image observed by a camera can provide 2 constraints about this camera's intrinsic parameters that are regarded to be unchanged here. With 3 images observed by the same camera, 6 constraints are established and we are able to recover the 5 intrinsic parameters. Once the intrinsic parameters are known, we can estimate the extrinsic parameters, the distortion coefficients (k 1 , k 2 ), and put every initial guess of these parameters into some nonlinear optimization routine to get the final estimations. Another aspect that makes [1, 2] (1) appealing is that the author provides calibration results and an executable file on the web page [16] along with the sample images. The procedures to do calibration are illustrated in Table 4 .
The idea to assume the calibration object is always at Z w = 0 even after some unknown movement maybe bewildering (We are talking about the case when we keep the camera static and move the calibration object). The common sense about the world reference frame is that it is unique. So, how can we assume the calibration object is still at Z w = 0 after some rotation and translation? The answer to this question is: as mentioned before, only the relative position and orientation between the calibration object and the camera is of concern. Each image can provide 2 constraints that are independent to all others. Thinking in the other way, it is the same when we keep the calibration object static and move the camera. The basic calibration equations are given as follows.
Homography Between the Model Plane and Its Image
Without loss of generality, we assume the calibration object is Z w = 0 in the world reference frame. Let's denote the i th column of the rotation matrix R by r i , we have:
Therefore a model points in 3-D space is related to its image by a homography H
In this way, the 3 × 3 matrix H is defined up to a scaling factor. Given an image of the calibration object, the homography H can be estimated by maximum likelihood criterion. Let M i and m i be the model and its image point respectively. Let's assume m i is Nonlinear Optimization (Section 6.6) Take all parameters estimated above as an initial guess Use some nonlinear optimization routine, we can get the final estimated values corrupted by Gaussian noise with mean 0 and covariance matrix Λ m i . Then the maximum likelihood estimation of H is obtained by minimizing
whereh i is the i th row of H andm
In practice, we simply assume Λ m i = σ 2 I for all i. This is reasonable if the points are extracted independently with the same procedure. For each pair of M i and m i , we have
Let
When we are given n points, we have n above equations and we can write them in matrix form as Lx = 0 where 
The matrix L is a 2n × 9 matrix and the solution is well known to be the right singular vector of L associated with the smallest singular value.
Constraints on the Intrinsic Parameters
Given the estimated homography
with λ an arbitrary scalar. Using the knowledge that r 1 , r 2 are orthogonal, we have
Since
Given a homography, these are the 2 constraints we obtained on the intrinsic parameters.
Estimation of Intrinsic Parameters
Note that B is symmetric. 
Denote
the two constraints in Equation (21) become
If N images of the calibration object are taken, by stacking N such equations, we have Vb = 0 where V is a 2N × 6 matrix. When N ≥ 3, we will have a unique solution defined up to a scaling factor. The solution is well known to be the right singular vector of V associated with the smallest singular value. The matrix B is estimated up to a scaling factor B = λ A −T A −1 . After estimation of B, the intrinsic parameters can be extracted from B by
The original equation to estimate u 0 in [1, 2] is u 0 = γv 0 /α − B 13 α 2 /λ. This must be an obvious mistake since when all the other 5 parameters are known, u 0 can be estimated directly from B 13 . The reason why using a wrong equation to estimate u 0 still achieves a good accuracy might due to the fact that α and β are the scaling factors in the two image axes and they are usually close to each other.
Estimation of Extrinsic Parameters
Once A is known, the extrinsic parameters can be estimated as:
Of course, due to the noise in the data, the computed matrix R = [r 1 r 2 r 3 ] does not satisfy the properties of a rotation matrix RR T = I. One way to estimate the best rotation matrix from a general 3 × 3 matrix R is: by the Matlab function svd with [U, S, V] = svd (R). The best rotation matrix will be UV T .
Estimation of Distortion Coefficients
Assume the center of distortion is the same as the principal point, Equation (8) describes the relationship between the ideal projected undistorted image points (u, v) and the real observed distorted image points (u d , v d ). Given n points in N images, we can stack all equations together to obtain totally 2N n equations in matrix form as
Nonlinear Optimization: Complete Maximum Likelihood Estimation
Assume that the image points are corrupted independently by identically distributed noise, the maximum likelihood estimation can be obtained by minimizing the following objective function
is the projection of point M j in the i th image using the estimated parameters. This is a nonlinear optimization problem that can be solved by Matlab optimization function fminunc.
In our implementation, one observation is that without an initial estimation of distortion coefficients (k 1 , k 2 ), simply setting them to be 0, gives the same optimization results as the case with a good initial guess. Clearly, a "good" initial guess of the distortion coefficients is not practically required.
Calibration of Different Cameras
In this section, some calibration results are presented using the images provided in [16] . Images captured by a desktop camera and the ODIS camera are also used. For each camera, 5 images are captured and the feature locations are extracted for each image. Here, we always use 5 images for calibration. Using different number of images is also feasible. In practice, we found that 5 images are sufficient for camera calibration.
Code Validation Using Images in [1, 2]
In [1, 2] , the calibration images are posted on web page [16] . We use the reported results to validate our implementation code with the same calibration images. Figure 10 shows the observed and the projected image points using the images provided in [1, 2] . 1 Blue dots are the real observed image points 2 Red dots are the projected image points using the estimated camera parameters
Plot of the Observed and the Projected Image Points -Microsoft Images
Comparison of Calibration Results -Microsoft Images
The parameters before and after nonlinear optimization along with the Microsoft calibration results, obtained by executing its executable file posted on the web page [16] , are shown in Table 5 . Comparing these final calibration results, one can find that there are slight differences between some of the parameters such as v 0 . However, as can be seen in section 7.1.3, the objective functions from these two calibration codes are very close. Table 7 shows the nonlinear optimization iterations, where the initial guess of all parameters are the estimations obtained in Section 6. The nonlinear optimization using Matlab function fminunc. From this table, we can see that after 52 iterations, the value of f (x), the objective function defined in Equation (29), drops to 144.88 from the initial value of 1055.89. 
Nonlinear Optimization Iterations -Microsoft Images
Calibration of a Desktop Camera
This section shows the calibration results for a desktop camera. Figure 11 shows the extracted feature points in the observed images captured by the desktop camera. The extracted corners are marked by a cross and the dot in the center of each box is just to test if the detected boxes are in the same order as the 3-D points in the world reference frame. Due to the low accuracy of this camera, the extracted feature points deviate a lot from their "true positions", as "sensed" or "perceived" by our human observers. Table 8 show the calibration results of our implementation and Microsoft executable file.
Extracted Corners in the Observed Images -The Desktop Camera Case
Objective Function -The Desktop Camera Case
From Table 9 , we can see that the final calibration results by our implementation and by the Microsoft group are almost identical. 
Nonlinear Optimization Iterations -The Desktop Camera Case
For data format and descriptions, please refer to Table 7 . 
Calibration of the ODIS Camera
Now, we want to calibrate the ODIS camera, a 1/4 inch color board camera with 2.9 mm Lens [17] . Figure 13 shows the extracted feature points in the observed images captured by the ODIS camera. Table 11) 7.3.4 Objective Function -The ODIS Camera Case (See Table 12) 7.3.5 Nonlinear Optimization Iterations -The ODIS Camera Case (See Table 13 ) 
Extracted Corners in the Observed Images -The ODIS Camera Case
Conclusions and Further Investigations
In this report, we have documented a complete implementation of the flexible camera calibration method. Using 3 cameras, we have cross-validated that our camera calibration code is as good as the Microsoft code posted on the web page [16] . We have re-derived all the equations in [1, 2] and corrected a technical error found in [1, 2] . Compared to the work in [1, 2] , where the feature location algorithms were not discussed, we have built a complete code for camera calibration starting from the raw image acquisition step. A new method to effectively find the feature locations of the calibration object has been used in the code. More specifically, the scan line approximation algorithm is proposed to accurately determine the partitions of a given set of points. Based on our own platform and code, we can try some new ideas. In what follows, we will describe some of the efforts for the improved performance in camera calibration.
Error Reduction in Extraction of Feature Locations
A big error source for calibration is the error in extraction of the feature locations and this is noticeable in Figure 11 . There are a number of available feature extraction procedures developed [18, 19] and the procedure in Section 5 is our local line fitting method. Since the line fitting method is based on a small number of pixels, each noisy data point will strongly affect the fitting result. To improve the accuracy, an alternate method for line fitting is to use the Hough Transform, which is a standard tool in the domain of artificial vision for the recognition of straight lines, circles [20] and ellipses [20] and is particularly robust to missing and contaminated data [21, 20] .
Using the calibration object in Figure 5 , one shortcoming is that when choosing different threshold values to convert the observed intensity image to the binary image, the threshold may cause the squares to shrink or enlarge, which will in turn affect the feature localization. In [6, 18] , the checkerboard pattern is proposed as the calibration object. The advantage of the checkerboard pattern, as shown in Figure 15 , is that its corners are localizable independent of the linearity of the image response. That is, applying a nonlinear monotonic function to the intensity values of the checkerboard image, such as gamma correction, does not affect the corner localizations. Using the checkerboard calibration pattern, the feature locations can be extracted by first convolving the mask image (obtained by thresholding the input PGM format image) with the window shown in Table 14 [18] . Since this filter itself resembles a checkerboard pattern, it gives a strong response, positive or negative, depending on which type of corner when centered over a checkerboard corner. The filter output of the mask image produces an image where the checkerboard corners appear as white or black dots (See Figure 16 and 17) . In [18] , localizing a particular checkerboard corner after the filter convolution is said to be easily accomplished by locating the point of maximum positive or negative filter response. Though not so straightforward, the checkerboard corners can be extracted by adding two extra steps. In the image of filter output, the values of most pixels are 0 except in the small region around corners or edges, where pixels can be mostly positive or negative depending on what kind of corners. So, the first step added is to get the region map and in each region locate the pixel whose filter response is the strongest. Doing this way, the output pixels may include some noisy pixels around the edges and the second step is to pick up a certain number of pixels with the strongest filter response from all regions based on the known knowledge of how many corners in the given pattern. The filter output and extracted corners are shown in Figures 16 and 17 . As can be seen from Figure 17 , the current simple method is not robust enough and the feature locations can not always be extracted accurately. Some post-processing algorithms are thus needed. Other algorithms exist such as 1) using Canny edge detector to find the edge pixels, 2) globally fit curves to the edge pixels and 3) find their intersections [19] (also using the checkerboard pattern). However, for both calibration objects, in order to achieve a sub-pixel accuracy, a series of post-processing algorithms are necessary. Table 14 (1) Figure 17 : The result of convolving mask image with filter in Table 14 (2)
Speed Up the Nonlinear Optimization
Currently, we put totally 7 + 6N parameters into the nonlinear optimization routine to get the final estimations. In Matlab, this is absolutely time consuming. Can we make nonlinear optimization faster?
Apply 5 images to get the initial guess of camera parameters. Then use 3, 4, and 5 image data for nonlinear optimization respectively. The 7 intrinsic parameters at each iteration are plotted in Figure  18 , where blue color is for the nonlinear optimization using 3 images, similarly red for 4 images, and green for 5 images. It is clear that the final estimation are very consistent with each other and using only 3 images for nonlinear optimization is absolutely time saving. 
Incremental Nonlinear Optimization
To speed up the nonlinear optimization, one idea we came out with is to apply the first 3 images to nonlinear optimization routine, and then use the output 7 intrinsic parameters (treat these 7 parameters as unchanged) to optimize the extrinsic parameters for the 4 th and 5 th image. At last, put all the estimated parameters again into the nonlinear optimization routine to get the final estimates. Doing this way, we call it incremental nonlinear optimization. Disappointedly, compared with the one-step optimization method, our initial attempt shows that the incremental method can only reach the same performance in terms of the accuracy and the consuming time.
Constrained Nonlinear Optimization
Another idea that might speed up the nonlinear optimization is to add some constrains, such as:
• u 0 is close to half of image's length
• v 0 is close to half of image's width
• angle between two image axes is close to 90 degree
• α, β are greater than 0
We shall investigate this idea later.
Radial Undistortion
According to the radial distortion model in Equation (8), radial distortion can be understood to perform in one of the following two ways:
• Perform distortion in the camera frame, then transform to the image plane
• Transform to the image plane, then perform distortion in the image plane
To explain, let f (r) = 1 + k 1 r 2 + k 2 r 4 , r 2 = x 2 + y 2 , we know that
Radial undistortion is to extract (u, v) from (u d , v d ), which can be done by extracting (x, y) from (x ′ , y ′ ). The following derivation shows the problem when trying to extract (x, y) from (x ′ , y ′ ) using two distortion coefficients k 1 and
Now the problem becomes to extract (x, y) from (x ′ , y ′ ). According to Equation (32),
Let c = y ′ /x ′ = y/x, we have y = cx where c is a constant. Substituting y = cx into the above equation, gives
is an odd function. The analytical solution of Equation (35) is not a trivial task. It is said that this problem is still open (of course, we can use numerical method to solve it). But if we set k 2 = 0, the analytical solution is available and radial undistortion can be done easily. In [22] , for the same practical purpose, only one distortion coefficient k 1 is used to approximate radial distortion. Here, let's consider the distortion model again. There are two questions we are of particular interests. The first question is: can we choose
What can be the performance degradation? The second question is: can we model radial distortion in other way so that we can achieve good and reasonable accuracy along with easy analytical undistortion? To answer the first question, we can re-optimize the parameters with only one distortion coefficient k 1 .
Recall that the initial guess for radial distortion is done after having estimated all other parameters and just before nonlinear optimization. So we can reuse the estimated parameters and choose the initial guess for k 1 to be 0. For the second question, let's take
which is a function only related to radius r. The motivation of choosing this radial distortion model is that the resultant approximation of x ′ is also an odd function of x, as can be seen next. When F (r) = rf (r) = r(1 + k 1 r + k 2 r 2 ), we have
Again let c = y ′ /x ′ = y/x, we have y = cx where c is a constant. Substituting y = cx into the above equation, gives
is also an odd function. Now, we want to compare the three radial distortion models based on the final value of objective function after nonlinear optimization by Matlab function fminunc. Using Microsoft images, desktop images, and ODIS images, the objective function, 5 intrinsic parameters, and distortion coefficients are shown in Table 15 . The results in Table 15 show that the objective function of Model 3 is always greater than that of Model 1 , but smaller than that of Model 2 . This is consistent with our anticipation.
The benefits of using radial distortion model 3 are:
(1) Low order fitting, better for fixed-point implementation To extract x from x ′ in Equation (40), let's first assume x > 0. Then there is an unique solution ∈ R, denoted by x + , that satisfies Equation (40) but may or may not coincide with the assumption. If x + > 0, x = x + , otherwise, x = x − , which is the solution (∈ R) for the case when x < 0. 
Possible Applications of Camera Calibration in ODIS Missions
Visual Servoing Continuity
The wireless visual servoing in [23, 24] is performed by an uncalibrated camera. The experiment results do not match the theoretical simulation results satisfactorily because the parameters of the camera model are roughly set. With the camera calibration work presented here, we should be able to identify the parameters needed in simulation.
Estimation of the Pan/Tilt Angles of the ODIS Camera
The following steps can be applied to estimate the pan/tilt angles of the ODIS camera with respect to the ODIS body fixed coordinate system:
• put the calibration object perpendicular to the ground, and let the bottom-left corner be [0, 0, 0] of the world coordinate system
• put ODIS in front of the calibration object, and be sure to make its x B and y B axes parallel to those of world coordinate system
• take a picture of calibration object using ODIS camera
• estimate homography H
• estimate 6 extrinsic parameters using intrinsic parameters we already know and the homography estimated in the last step
• from the 3 angular vector, we can estimate the pan/tilt angles of ODIS camera
Non-iterative Yellow Line Alignment with a Calibrated Camera
Instead of our previous yellow line alignment method described in [23, 24] , can we align to yellow line with a non-iterative way using a calibrated camera? The answer is yes. Let's begin with a case when only ODIS's yaw and x, y positions are unknown while ODIS camera's pan/tilt angles are unchanged since calibration. The problem is described in detail in Table 16 .
Knowing that a change in ODIS's yaw angle only results in a change of angle c in the ZY Z Euler angles (a, b, c). So, when using ZY Z Euler angles to identify ODIS camera's orientation, we will assume the first two varialbes a, b are unchanged. In Figure 19 , after some time of navigation, the robot thinks it is at Position 1. Then it sees the yellow line, whose locations in 3D world reference frame are known from map (denoted by P w A and P w B ). After extracted the correspoinding points in image plane of the yellow line's two ending points, we can calculate the undistorted image points and thus recover the 3D locations of the two ending points (denoted by P w AA and P w BB ), using ODIS camera's 5 intrinsic parameters and 2 radial distortion coefficients. From the difference between the yellow line's actual The two projected points in image plane using ODIS camera Find: ODIS's actural yaw and x, y positions locations in map and the recovered locations, the deviation in the robot's x, y positions and yaw angle can be calculated. Let (x 1 , y 1 ) and (x 2 , y 2 ) be the corresponding points in camera frame of yellow line's two ending points. Let R 2 and t 2 be the rotation matrix and translation vector at position 1 (where the vehicle thinks it is at), similarly R 1 and t 1 at position 2 (the true position and orientation), we can write R 2 = ∆R · R 1 and t 2 = t 1 + ∆t, where ∆R and ∆t are the deviation in orientation and translation. If the transform from the world reference frame to the camera frame is P c = R −1 (P w − t), first we will calculate P w AA and P w BB . Let P w AA = [X w AA , Y w AA , 0], we have
we have two equations containing two variables and P w AA can be calculated out. In a same way, we can get P w BB . Knowing P w AA and P w BB , we have
where λ is a scaling factor. From Equation (43), we get
Similarly, we get
Using the above two equations, we have (P w AA − P w BB ) = ∆R (P w A − P w B ), where ∆R is of the form
So, ∆θ is just the rotation angle from vector P w A → P w B to vector P w AA → P w BB . Knowing ∆R, t 1 becomes
Remaining question:
• Choose x from 6 possible values in radial undistortion for distortion Model 3
• If ODIS camera's pan/tilt angles are changed due to user commanded tasks and are not available, what can we do for yellow line alignment?
Tidy Up of Our Camera Calibration Code
Singularity Reminder for Robustness in Camera Calibration
When moving the camera or the calibration object to capture images, if the relative orientation between the calibration object and the camera does not change, singularity will occur. We will add one function in the code that can pop up information telling the user which two images may cause the singularity problem. We will also design an automatic procedure to discard the image that cause the singularity problem and use the remaining images for calibration, if the number of remaining images is greater than 2. To do so, a numerical indicator will be used to predict the degree of singularity.
Two Complete Sets of Codes: Matlab and C/C++
Currently, all of the codes are in C/C++ except the nonlinear optimization routine. We should be able to find some open source code in C/C++ for nonlinear optimization so that we can have a complete set of C/C++ code for camera calibration. Meanwhile, we would like to have a pure Matlab version by CMEX facility provided in Matlab.
A Nonlinear Optimization using TOMLAB
Using the nonlinear optimization problem defined in section 6.6 and with the data set for calibration of ODIS camera, we can evaluate the performance of TOMLAB NLPLIB Toolbox with the results reported in the literature, such as Matlab Optimization Toolbox. TOMLAB NLPLIB toolbox is a set of Matlab solvers, test problems, graphical and computational utilities for unconstrained and constrained optimization, quadratic programming, unconstrained and constrained nonlinear least squares, box-bounded global optimization, global mixed-integer nonlinear programming, and exponential sum model fitting [25, 26] . In TOMLAB, the routine ucSolve implements a prototype algorithm for unconstrained or constrained optimization with simple bounds on the variables, i.e. solves the problem Fletcher-Reeves CG 7
Polak-Ribiere CG 8
Fletcher conjugate descent CG-method where x, x L , and x U ∈ R n and f (x) ∈ R. The algorithms implemented in ucSolve are listed in Table  17 .
Performance comparison of these two nonlinear optimization toolboxes are based on the number of iterations and consuming time to reach the same or similar value for objective function. It should also be kept in mind that the comparison should go to the case when both these two toolboxes implement the same or similar algorithms.
In Matlab, we choose function fminunc that uses BFGS Quasi-Newton method with a mixed quadratic and cubic line search procedure (because we do not provide gradient information and we thus use Medium-Scale Optimization algorithm) [27] . Correspondingly, in TOMLAB, we pick up algorithm #0 with Quadratic Interpolation or Cubic Interpolation LineSearchType. This is because ucSolve does not have a mixed quadratic and cubic line search procedure and the above two methods are what available. The command lines are:
• Matlab fminunc command line: options = optimset('Display','iter', 'LargeScale', 'off', 'TolX', 10 −5 , 'TolFun', 10 −5 ); x = fminunc(@myfun, x0, options); Note: when 'LineSearchType" is not specified, the default value is "quadcubic".
• TOMLAB ucSolve command line: Note: to specify the line search method for ucSolve0, parameter "LineAlg" is changed inside routine "LineSearch.m". Table 18 and 19 show the optimization results for Matlab fminunc and TOMLAB ucSolve respectively, where each column represents Iteration Number, Objective Function at Each Iteration, Time at Each Iteration (obtained by Matlab command "rem(now,1)"), and Parameters Estimated respectively (in both tables, the number with a left arrow on the side is the total running time till current iteration). From these two tables, we observe:
• Both functions converge
• Both functions converge to close values for both objective function and estimated parameters
• Matlab converge with less iterations and less time, slightly having advantage over TOMLAB For line search method, it is a common sense that quadratic interpolation that involves a data fit to the form ax 2 + bx + c should take less time than cubic interpolation ax 3 + bx 2 + cx + d. In a same manner, a mixed quadcubic interpolation might lie somewhere between quadratic and cubic interpolations. Thinking this way, Matlab function demonstrates faster convergent speed over TOMLAB.
B Raw Data of the Extracted Feature Locations
Please see corners.dat.
C Matlab Source Code
Please see codes.m. 
