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Matematyczne teorie układów przełączających i automatów skoń­
czonych rozwinęły się jako jedne z podstawowych i ważniejszych 
rozdziałów współczesnej matematycznej teorii automatycznego ste­
rowania.Na ich bazie rozwiązuje się podstawowe i inżynieryjne 
problemy konstrukcji złożonych liczących,sterujących i kontrolu­
jących maszyn,złożonych układów automatycznego sterowania,układów 
cybernetycznych itp.Takie dyscypliny techniczne jak teoria kons­
trukcji maszyn liczących,sterujących i kontrolujących,automatycz­
nych central telefonicznych itd. w znacznym stopniu mogą być zbu­
dowane w oparoiu o matematyczne teorie układów przełączających i 
automatów skończonych.
Obecnie zwraca się szczególną uwagę na następujące problemy 
z zakresu tych teoriit
a/ określenie funkcji,które mogą być realizowane oraz oszacowanie 
koniecznej do tego celu liczby elementów i czasu) 
b/ opracowanie wygodnego języka formalnego dla zapisania warunków 
pracy urządzeń,pozwalającego już w pierwszych etapach syntezy 
na przeprowadzenie minimalizacji) 
c/ kodowanie stanów)
d/ badanie niezawodności urządzeń drogą rozpracowania tak ogólnycl 
problemów teorii automatów stochastycznych jak i inżynieryjnycl 
metod obliczania niezawodności i wyboru pojemności struktural­
nego funkcjonalnego nadmiaru przy przeprowadzaniu syntezy.
Szereg teorii matematycznych bada układy dyskretne.Do najbar­
dziej znanych zaliczamyi teorię układów przełączających /[q]# 
[26]/,teorię automatów skończonych /[$] , [10], [18] , [29]/,teorię 
maszyn sekwencyjnych /[27]/,teorię sieci logicznych /[11/ i 
teorię abstrakcyjnych sieci neuronowych /[22]/.Rozwój tych teorii 
wykazał,że w zasadzie tworzą one jedną teorię i jest coraz trud­
niej pewne badania przeprowadzać tylko w jednej z nich.Szczegól­
nie jest to widoczne na przykładzie teorii układów przełączająeyei 
cych i automatów skończonych.Jeszcze kilka lat temu M.A.Gawryłow 
/[$)/ uważał,że istotną różnicą między teorią automatów skończo­
nych a teorią układów przełączających jest nierozpatrywanie przez 
tą pierwszą urządzeń asynchronicznych.Jednak obecnie ukazyły się 
nawet monografie poświęcone asynchronicznym automatom akońozonym
/ [15] . [2*1/•
J.Jaroń w latach pięćdziesiątych zdefiniował tzw.elementarne 
cybernetyczne izolowane systemy /[14]/,które wychodzą poza wspom­
niane tu teorie.Bazując na klasycznym ujęciu elementu jako „czar 
nej skrzynki” określa w sposób eksjomatyczny układy oznaczające 
się dużą ogólnością .W przypadku zdeterminowanych układów cyberne­
tycznych i zdeterminowanych automatów skończonych można łatwo 
wykazać,że każdy automat skończony daje się zbudować poprzez 
superpozycję elementarnych izolowanych systemów cybernetycznych. 
Ciekawszy natomiast jest przypadek,jeśli będziemy rozpatrywali 
uiady stochastyczne i właśnie do tego w dalszym ciągu się ogra­
niczymy .Podana niżej definicja układu stochastycznego powstała 
w oparciu o definicje układów cybernetycznych podane przez J. 
Jaronia w pracach [15] , [14] , [16] , [17] •
Złożoność 1 trudność tej tematyki oraz jej doniosłość została 
dobitnie podkreślona przez S.M.Ulama w monografii [34^•
1.Definicja i podstawowe własności układu stochastycznego
Definicja 1.1.Układem stochastycznym będziemy nazywali uporząd­
kowaną ósemkę <X,Y,T,Px#Pz,gx,Gatf> zbiorów i funkcji spełnia­
jących zależności!
A.1.1. 1<card(X)<'Ko 
A.1.2. 1 <card(Y) ^  K o
A.1.3. 1 < card(T)^-
A.2.1. f !
A.3.1. Px t 2Z -^  R
A.3.2. P, « { p “ ! » a * P; I 2|a!:,X-* e }
A.4.1. Px (X) » 1
z
A.5.1. A C Z ^ p  (A)^ 0
A .5.2.  a t  X ^  ( * c  (a}x pj(35) 0)
A.6.1. ((V»H**c X )A (Vk.lHk + 1 ^  AfcOAj^  * 0j)^
co
p~( U  A4) a 2i P,(A±)X i«1 1 i«1 X 1
A.6.2. af ((tVn)(Zn c {a} * Y ) a (Vk,l)(k * 1 7^ * 0))
^  Pa(4Q, «i) « 2. Ą ( l t) i»1 * i»1
A.7.1. g^i
A.7.2. Gz * -g® I a fc gx (T * Z) A gg 1 f(lW fa} x Y -? {a} * y]
A.8.1. ^ ( { I j a ) *  pr^sjjCIfCt)]* {a}*!))
Uwaga* p^tPgfG^^gg są symbolami podstawowymi naszego języka, 
w symbolach p® i g| litera ,,a” jest indeksem.
Zbiór układów stochastycznych oznaczać będziemy przez •
Lemat 1.1.Trójki uporządkowane <^Xf2X#px 7 i ^{a^Y,2 a  ^Y*Pg ^  
gdzie a € X,są przestrzeniami stochastycznymi o mierze 
zupełnej•
Dowód.Rodzina 2* jest niepusta,zamknięta względem różnicy zbio­
rów* zamknięta względem przeliczalnej sumy zbiorów i należy do 
niej zbiór Xtwięc funkcja px jest określona na G - algebrze zbio­
ru X.Ponieważ px jest określona na pierścieniu,nieujemna /A.5.1/» 
przeliczalnie addytywna /A.6.1/ i dla zbioru pustego równa się 
zero /bowiem z A.4.1 wynika,że 1 * Px lx  ^* PaclX'-'©) * Px CX) + 
P*'0' * 1 + Px lO)/,wl?c dest miarą stoohaetyozną.Spełnla ona . 
także następujący warunek zupełności t (A c B a B (  ^ Op-CB^o o)~? 
A ę %
Z powyższego wynika,że ^X,2X#px ?^ jest przestrzenią stochastycz­
ną o mierze zupełnej.
Identyczny dowód jest dla każdej z trójek uporządkowanych
Lemat 1.2. P^iaj)’p^(«(alv B)<^ ,gdzie B c y*
& £ X
Dowód.Szereg posiada tylko wyrazy nieujemne#a więc dla ustalone­
go B ciąg sum częściowych jest niemałejący.Dla każdego a t X  
P* ((aj > B )<^  1,więc
0 ^PacH*}”} pJ W *  £ P* ({*})•
Szereg P*l{*}) J®®t zbieżny i jego granica jest równa je-a* X *
dynce /A.6.1 i A.4.1/ ,a więc na podstawie kryterium porównawcze­
go nas* szereg jest zbieżny dla każdego B £ X.
Twierdzenie 1*1.Jeżeli funkcja R jest okeślona nastę­
pująco#
B c y ^ p J B )  8 2. p„(fal) P? C{a] * B ),to y a £ X * B
trójka uporządkowana ^ Y»2^łp^> jest przestrze­
nią stochastyczną o mierze zupełnej*
Dowód.wystarczy wykazać następujące zależności*
1/ p jest określona na5 * algebrze zbioru I ty
2/ B c Y i, >  0 |
5/ PjUr) -  1 i
4/ p jest przeliczalnie adfiytywna ;V
5/ (A c B e * o')'=? A f
Zależność pierwsza wynika z tego,że py jest określona na rodzinie 
wszystkich podzbiorów zbioru Yta więc na podstawie pierwszej 
części dowodu lematu 1.1 jest określona na 6 - algebrze.
Zależność druga wynika z lematu 1.2.
Zależność trzecia wynika z lematu 1.2 oraz równości *
Zależność czwarta wynika z następującej równości t
Zależność piąta wynika z tego#że p jest określona na wszystkich 
Podzbiorach zbioru X.
W dalszym ciągu przez p^ oznaczać będziemy funkcję spełniającą 
założenia twierdzenia 1.1.
1 Definicja 1,2.J©ż©li A i A' są zbiorami, :°i są rodzinami 
podzbiorów A i A' a p E i p '  8 R,to funkcja h
odwzorowuj© trójkę uporządkowaną <A, ^ ,p 7 na trójkę uporządko­
waną < A ‘ \Obf 9v'y wfcedy i tylko Y/tedy,gdy są spełnione następu­
jące warunki t 
a/ h(A) * A' |
b/ « {k | ( 3 B 6 <^)(h(B) » K ’*} |
0/ a'e A -7 P*iia#}) * *>&*]) |
twierdzenie 1.2.Dla każdego teł funkcja gx odwzorowuj© przes­
trzel stochastyczną <X,2X,px ’7 aa pewną przes­
trzeń stochastyczną.
Dowód,Z definicji 1,2 oraz warunku A,7*1 wynikają zależności « 
a/ «*«%)>*) * X'c x $
V  C T  * {K|(aBt2X )(gx Ut) XB) * K))m 2X#1 
C/ x'^ P ^ 3*'}) * px ({a(gx t{tł ^  {a}) * x'{),
Ponieważ px jest określona na 2^ ,więc jest określona na <T- al­
gebrze zbioru X'.Z zależności c/ wynika,że p x  jest nieujeona,dla 
zbioru X' jest równa jedynce /bowiem P^(X#) « Px ( { a j  gx (-{tl^x)}^a 
Pjjll) » 1 /,przeliczalnie addytywna oraz zupełna,Ostatecznie więc 
\ X ,2 jest przestrzenią stochastyczną o mierz© zupełnej.
Twierdzenie 1.3.Jeżeli aeg-^T *X),to dla każdego tćf(f) fun**
oja g| odwzorowuje przestrzeń stochastyczną
Y t2 xa  ^ ^,pa na przestrzeń stochastyczną 
{&] * B,2'a '' B,qa> ,gdzie B c Y i
I 2 B.
Dowód.Z aksjomatu A.8.1 wynika,źe obraz ga będzie równy a B, 
dalszy ciąg dowodu jest identyczny jak dla twierdzenia poprzed­
niego •
twierdzenie 1.4.Jeżeli funkcja g^ t f(T) * Y Y jest określona
następująco t
B c Y^> R«({#(♦)}x B) a u  pr2gJ({jfCt)}x{ft} *b} 
J a £ X
to odwzorowuje ona przestrzeń stochastyczną
<T.2T »Py^ na przestrzeń stochastyczną.
Dowód.Z twierdzenia 1.1 wynika,że <CY,2y ,py )^ jest przestrzenią
stochastyczną.Dowód dalszej części twierdzenia jest identyczny
jak twierdzenia 1.2.
z podanych wyżej twierdzeń wynika,że funkcje g^tgy oraz ga ,gdzie 
a4-6x (T*X) stanowią pewne uogólnienia pojęcia fukcji stochastycz­
nej^ to ze względu na dwie podane niżej własności t 
a/ dla ustalonego t e T /przekroju funkcji/ otzrymujemy odpowied­
nik zmiennej losowej ale o wartościach niekoniecznie ze zbioru 
liczb rzeczywistych |
V  dla ustalonego x £ X  /względnie y 6 Y lub <a,y/ t •{*£* J / 
ot»zymujemy odpowiednik realizaoji funkcji stochastycznej\
/trajektorii funkcji stochastycznej /ale o wartościach nieko­
niecznie ze zbioru liczb rzeczywistych*
Jedno z pierwszych uogólnień funkcji stochastycznej podane 
jest w pracy W,Grenandera j11 ],który rozpatruje twierdzenia gra­
niczne na strukturach algebraicznych,w szczególności na grupach, 
Bada on rozkład prawdopodobieństwa na strukturze w której określo­
na jest co najmniej jedna binarna operacja algebraiczna ciągła w 
odpowiedniej topologii,
2 powyższych rozważań wynika,że układ stochastyczny można trakto­
wać jako trójkę uporządkowaną ^g^»Ga»f ? »gdzie g^ jest funkcją 
stochastyczną na zbiorze X,zwanym dalej alfabetem wejściowym {
Gg jest zbiorem funkcji stochastycznych określonych na odpowied­
nich pozbiorach iloczynu karfcezjańskiego X^X,a f jest funkcją za­
leżności „czasowych" między gx a Ga,Układowi stochastycznemu moż­
na przyporządkować funkcję stochastyczną gy określoną na zbiorze 
X,zwanym dalej alfabetem wyjściowym układu stochastycznego.
Ze względu na aksjomat dla ustalonego t fc T istnieje przedsta­
wienie algebraiczne układu stochastycznego o następującej postaci 
tablicowej t
X *1 y2 • • • • • •
p1 *1 P u p12 • • • p1m • • *
P2
•
*2
•
P21
•
p22
•
• •• 
• • •
p2m
•
• li 
• • •
• • •
Pn1
•
pn2
• ♦ • 
• • •
•
pnm
♦ • • 
• ••
• • • • • • • • • ••
• • • • • » • • • •
gdzie 5
Pi - Px(f*t3) oraz pij ■ Pg (■ V •
Przy założeniu,że elementy zbiorów X i I są odpowiednio uporządko­
wane,można rozpatrywać tylko prawdopodobieństwa pojawienia sią li­
ter alfabetu wejściowego oraz prawdopodobieństwa poj«wienia się 
elementów iloczynu kartezjańskiego X* Y.W dalszym ciągu jednowier- 
szową macierz prawdopodobieństw pojawiania się elementów alfabetu 
wejściowego X w chwili t e ł  oznaczać będziemy przez X(t)| nazywać 
macierzą wejść układu stochastycznego w chwili t,natomiast dwuwymia­
rową macierz prawdopodobieństw pojawiania się par należących do ilo­
czynu kartezjańskiego X * Y  w chwili te T oznaczać będziemy przez 
8xt H(t*) ,gdzie t* u f(t) i nazywać macierzą przejść układu stochae 
tycznego w chwili t*«
Z definicji 1,1 i twierdzenia 1.1 wynika,że X t oraz R t* są ma­
cierzami stochastycznymi.
2.Układ stochastyczny a stochastyczne automaty skończone ,
W latach sześćdziesiątych rozpoczęto badania z zakresu teorii 
stochastycznych automatów skończonych.Stochastyczne automaty skoń­
czone zdefiniowali m.in. N.M.Lewin /[22i/,M.0.Rabin / [51\/ i P*H. 
Starkę / [32\/.Definicje Lewina i Starka są uogólnieniem difinlcji 
zdeterminowanych automatów skończonych MealySego /[25)/ i Moore a 
/[27]/ na przypadek,gdy funkcje zminności i wyjścia są stochastycz­
ne .Natomiast Rabin bazuje na definicji zdeterminowanego automatu 
skończonego,podanej przez niego m.in. w pracy /[2l]/.Podamy w spo­
sób sformalizowany te wszystkie definicje zdeterminowanych automa­
tów skończonych.
Definicja 2.1.Zdeterminowanym automatem skończonym Mealy'ego nazy­
wamy uporządkowaną siódemkę <1X,X,S,T,Sq , c ^ ) ,gdzie zbiory X,8 1 
X są skończone,! jest zbiorem nieujemnych liczb całkowitych»sQ ć S,
J i S ' X ^ B  i X  iS * X X oraz są spełnione następując© równa­
nia kanoniczne t
s(t'l « ^ (a(t - 1) 
ylt) « 1 ( sit - I') !»(♦))
Zdeterminowany automat skończony Moore'a różni się od zdeterminowa­
nego automatu skończonego Mealy'ego jedynie układem równań bjcanonicz- 
nych,które przyjmują postać t .
Sit') a £ (S(t - 1) ,X(t)) } \
y(t) « !X(e(t)) \\ j
Starkę w swoich definicjach zdeterminowanych automatów skończonych 
zamiast funkcji ) i A  przyjmuje jedną funkoj^ę h i S * X X* S ,
di-a.
ale automatówjskończonych Moore'a i Mealy'ego równania kanoniczne 
zachowuje bez zmian*
Natomiast sformalizowana definicja Rabina jest następująca t
Definicja 2.2.Zdeterminowanym automatem skończonym Rabina nazywamy 
uporządkowaną piątkę .gdzie S jest zbiorem akońozonym,
M | S> X S,s0 e S i F C S ,
Opierając się na poważszych definicjach,ich autorzy wprowadzają 
definicje stochastycznych automatów skończonych.
W tym celu Lewin wprowadza następujące dodatkowe elementy do defi­
nicji 1.1 t
a/ wektor stanów początkowych ^(0) a [p 1(o),p2 (o)....,
gdzie |> O') jest prawdopodobieństwem przebywania w i-tym stanie 
w momencie t * 0 | 
b/ zbiór macierzy zmienności stanów PC*^) * [Pij^31^ ] ,gdzie
k » 1,2,.**,m i »Jest prawdopodobieństwem przejścia ze
stanu »(!) w stan Bij') w momencie t przy pojawieniu się litery 
alfabetu wejściowego j 
c/ zbiór macierzy zmienności wyjść R(s^) a ,gdzie
k a 1,2, ...,m i r.yiacj^ N jest prawdopodobieństwem pojawienia się 
w momencie t litery y^ alfabetu wyjściowego przy stanie s i) i 
literze 2^  alfabetu wejściowego.
Natomiast Starkę opirając się na swojej definicji zdeterminowa­
nego automatu skończonego zamiast funkcji h wprowadza funkcjonał 
stochastyczny nad zbiorami X*S.
Rabin w swojej definicji stochastycznego automatu skończonego
przyjmuje,że M t S * X -=* ,0,1 n+  ^ ,gdzie
M s,x^ » [p0C8,x^p1(s#x)M #„pn lB»E'fl i
o < Pi(e.x] oraz !L p^s,*') • 1
Żaden z autorów powyższych definicji nie podaje przestrzeni sto­
chastyczne j , na której są określone wystepujące w nich funkcje sto­
chastyczne ,co w pewnym stopniu utrudnia porównanie stochastycznych 
automatów skończonych z układami stochastycznymi,Tym niemniej takie 
porównanie przeprowadzimy dla stochastycznych automatów skończonych 
Lewiny.Dla stochastycznych automatów skończonych Starkego można 
otrzymać wyniki porównania identyczne.Aby porównać układy stochas­
tyczne ze stochastycznymi automatami skończonymi Rabina wystarczy 
przyjąć,że zbiory X i Y układu stochastycznego są równe i traktować 
je jako zbiory stanów,natomiast każdą z macierzy przejść układu 
stochastycznego traktować jako element zbioru wejść stochastyczne­
go automatu skończonego Rabina.
Aby znaleźć zależności między układem stochastycznym a stochas­
tycznym automatem skończonym wprowadzimy dwa działania typu mnoże­
nia na macierzach trójwymiarowych postaci \ptqtr •
Dla uogólnienia dalszych rozważań przyjmiemy,że pojawienie się li-
w chwili ttery alfabetu wejściowego jest określone z prawdopodobieństwem
Definicja 2.5.Niech [Hjklp.Ą.E * [bidklw,t,U ^  macierzami 
trójwymiarowymi.Jeśli P s 1 i Q * W,to jest określone działanie
C*ijk]p,Q,R 0 f^ljk]W,T,U ^omiast,jeśli R *1 i Q « U,to jest
określone działanie aijk P,Q,R a Lbtj|ltlw,T,U »6<*zie
' aijki 
[aijk]
Lemat
Dowód, 
k * 1.
Lemat
Dowó#.:
wynika
r -S1,Q,RC ^idklą.T.U “ l cidkiR,T,U 1 °rjk * f a  a1sr bsjk
$
P|Q*1 tbijk]w,T,Q * |0i;)kW.TfP 1 °ijz * Sib1 azs1 bij8 *
2.1.Jeżeli R = 1 i U * 1* to
laidk)lfQtR° ibijklw,TfU * [aij\l,Q Ibij]wjr3‘"’'"
$crjk * % a1sr fcfljfciP0111®*014 R * 1 i U « 1,więc r * 1 i
3 tego wynika,że
°1«1 ' J i 6ls1 V »  * i,i “i»
cl> do.
2.2.Jeżeli jest dany stochastyczny automat skończony Mea- 
ly'ego o macierzy wejść 1,mf1 sta“
nów fp ^#Hf1 * maoie;r2iy zmienności stanów
r^iJkjw,Ntm **!0 zachodzl rekurencyjny związek i
[ p tJk(1> ♦ D ] 1,1,1 " [PiiJk(tni,H ,1 c
(C^ijkC* + 1'li,B,icl [Pi3k|i,i,B )
gdzie t * 0f1|2f».«
5 definicji stochastycznego automatu skończonego Mealy'ego 
,że
h j 1 ^  ♦ ^  ■ J ,  2, f W ^  paik ° W *  + ^  »
2, l31 « l W  + i'' Pjjfc
cbdo.
Lemat 2,3.Jeżeli jest dany stochastyczny automat skończony Mea- 
ly'ego o macierzy wejść l,m 1 t^acierzy sta­
nów początkowych Lp - 'I ,N,1 1 maoierzy zmienności
stanów Pijfc N tN fm»t0 zachodzi związek
D P U k  * 1.H.1 “ Lpljk 0 1,11,1 °
LPljkjH.H.m''
Dowód indukcyjny*
Dla t m 1 otrzymujemy
[ P i j k ^ 3 l fH,1 * [!\ijk(0^1,N,1 [^ijk^1llltml1 D ipijk]N,N,m)
aoqp0»± a więc na podstawie lematu poprzedniego twierdzenie jest 
prawdziwe*
Dla t = n + 1 otrzymujemy na podstawie lematu 2*2 następujące rów­
ności t
[Hdk^n + * [ p i d k ^ k H . W  K d k (n + 1)ll,rn,1 D
[p13klH,Mtiii “([.f łJk^°'ll,H,1 l’
uDl ^  ijk^uVil,mf1 0 I.pijkJ* ,N,m ) °
( K j k ^ >  + 1 '3ltm,1D [pijk]N,Nfm)
n+1
lte1
Lpijk]N,N,m)
cbdo.
Lemat 2.4,Jeżeli jest dany stochastyczny automat skończony Mea- 
ly'ego o macierzy wejść mf1 *maci®rzy Stanów 
Cpl3k^)l,K,1 1 “aolerzy zmiermońoi wyjść fajir] 
to macierz wyjściowa 1#m #1 wyraża siS wzorem t
r^ljk^3l,n,1 • L ^ j k ^ l ^ m ^ t  [f> ijk (t -
rijk]lłtnfm
Dowód.Z definicji stochastycznego automatu skończonego Mealy'ego 
wynikają następująee równości t
T f U i ^  * J ,  ^  f m (t - 1) rijk *
J ,  | W *  - ^  rijk
cbdo.
Twierdzenie 2.1.Jeżeli X jest alfabetem wejściowym a I - alfabetem
wyjściowym układu stochastycznego oraz stochastycz­
nego automatu skończonego Mealy'ego,to warunkiem 
wystarczającym,aby dla każdego t macierze wyjścio­
we tak w układzie jak i automacie były identyczne 
jest spełnienie następujących warunków i
1/ W  *ć * K t w  » t)
2/ R(t ) « [Pijk^ "* [rijkjKfn,m
3/ X W  « L^ijk^]l,m(1 
Dowód.Twierdzenie wynika z lematów 2.2,2.3*2.4 oraz z definicji 
układu stochastycznego.
Lemat 2.5-Jeżeli jest dany stochastyczny automat skończony
nów »macierzy zmienności stanów
1 maol8rz? wyjść #t1 ,
gdzie t b 1,2,3,.. 
Dowód.Z definicji stochastycznego automatu skończonego Moore#a 
wynika,że
Twierdzenie 2.2.Jeżeli X jest alfabetem wejściowym a Y - alfabe­
tem wyjścuowym układu stochastycznego oraz sto­
chastycznego automatu skończonego Moore'a,to wa­
runkiem wystarczającym,aby dla każdego t macierze 
wyjściowe tak w układzie jak i automacie były 
identyczne jest spełnienie następujących warun­
ków i
1/ (y t* « %)
[ T f i j k ^ 1 #n,1 a L^ijk^ll 1,m,1 i | ijk' 1,N,1
cbdo.
2/ * (Cpijk^ ” 1*11,1 °[pijkjN,N,m)°
L*ljk]»fn*1
y  SCI) * ^ ijkC|)]1tn#1 I
Dowód.Twierdzenie jest wniskiem z lematów 2.2,2.3,2*5 oraz z de­
finicji układu szochastycznego.
Z twierdzeń 2.1 i 2.2 wynika,że pojęcie układu stochastycznego 
jest ogólniejsze od pojęcia stochastycznego automatu skończonego 
Lewina#Ponieważ definicja podana przez Starkego jest w istocie 
równoważna definicji Lewina,a definicja Rabina jest w zasadzie 
szczególnym przypadkiem definicji Lewina,więc pojęcie układu sto­
chastycznego obejmuje powyższe rodzaje stochastycznych automatów 
skończonych.
3.Złożone układy stochastyczne
W dalszym ciągu przyjmiemy,że litery oznaczające elementy 
określające układ stochastyczny • > ' t H posiadają taki sam 
wskaźnik n umieszczony u góry tych liter*
Definicja 3,1.Układ stochastyczny \ jest sprzężony z układem 
stochastycznym V  wtedy i tylko wtedy,gdy są spełnio­
ne następujące zależności t 
1/ <^T,2y ,Pj^ - <Cx' *
2/ gy a g^ »
5/ fi.*1) - *' .
Relacja sprzężenia nie zawsze jest zwrotna,nie zawsze jerfc 
symetryczna i nie zawsze jest przechodnia.Jeśli relacja sprzęże­
nia jest zwrotna,to układ stochastyczny jest ,,samosprzężony ". 
Jeśli dla dwóch układów stochastycznych relacja sprzężenia jest 
symetryczna,to występuje „sprzężenie zwrotne " tych układów.
Definicja 3.2.Złożonym układem stochastycznym nazywać będziemy 
taki zbiór A C P ,dla którego jest prawdziwa zależność t
-(y^cA) (3^2 f A) -9Tf2VT2
Relację sprzężenia układów stochastycznych tworzących złożony 
układ stochastyczny można opisać przy pomocy odpowiedniego grafu 
zorientowanego,którego wierzchołki przedstawiają poszczególne 
układy stochastyczne a krawędzie - relację sprzężenia między
tymi układami stochastycznymi.
Twierdzenie 3*1.Jeżeli układ stochastyczny ^ £ P jest sprzężony
I układem stochastycznym f  6 ,to dla każdsgo 
t €T moc zbioru kolumn macierzy przejść R(jf(t)) 
układu ^- jest równa mocy zbioru wierszy macierzy 
przejść R#(.f#(.f Ct))) układu 
Dowód.Zdeflnicji układu stochastycznego 1 macierzy przejść wynika, 
że moc zbioru kolumn macierzy przejść jest równa mocy zbioru alfa­
betu wyjścia,a moc zbioru wierszy macierzy przejść jest równa mo­
cy zbioru alfabetu wejścia.Uwzględniając definicję sprzężenia 
otrzymujemy tezę twierdzenia.
Twierdzenie 2«2.Jeżeli L«L^ l n>m 1 L^ij]® p macierzami stochas­
tycznymi o przeliczalnej ilości kolumn oraz wier­
szy, to działanie mnożenia tych macierzy jest zaw­
sze określone i ich iloczyn jest macierzą stochas­
tyczną.
Dowód.Najpierw wykażemy,że 3* a., b ^  jest zbieżny.k»1 "
Ponieważ a ^  i b ^  są nieujemne i niewiększe od jedynki,więc
Na podstawie kryterium porównawczego dla szeregów o wyrazach
nieujemnyeh szereg ^  a ^  b ^  jest zbieżny,a więc działaniekso |
mnożenia jest zawsze określone.
Wykażemy teraz,że iloczyn jest macierzą stochastyczną.
Ponieważ wyrazy macieray będącej iloczynem aą określone zależ­
nością t
3. 3  a4V **« • -  «tk -  *ki * s . «ik 1 * 13=1 ^  J=1 k»1 ** ^  i»1 111 3»1 “ k»1
cbdo*
Jeśli ^ ^i 7 ^2*^2 7 Tt3ł
'S 3 ^  T  *• * • •f T  n Yiw-1 • • ■• ■• ft0 b«d58leiny ^  wali k^azego
zapisu i
% 2 ^ % 3 ^ » • •
Twierdzenie 3»3»Jeżeli '$$••••• * P i ich równe zbiory
alfąbetów wejść i wyjść są identycznie uporządko­
wane, a macierze przejść odpowiednio równe i 
B1 (.t^ '),K2 t*2'),...,Ba (_t*) .gdule tt - , oraa
macierz wejść ^  jest równa (t^) i macierz 
wyjść jest równa X (jJ),** zachodzą dwie nas­
tępujące aAleżności i
V ^1 ***'5> T n
2/ V » * > W  £ ,  **(*£) .stete
*1 * * w «
Dowód•Pierwsza zależność wynika a definicji sprzężenia.Dowód dru­
giej jest indukcyjny•
Dla i «1 zgodni© z definicjami układu stochastycznego i sprzęże­
nia otrzymujemy i
xa C*a> • (xi^i» *1 h W  *
gdzie t^j * * t2 i
*2 » f2 (V) * fa^V*-0) “ *5
Ponieważ mnożenie macierzy jest łączne,więc otrzymujemy tezę 
twierdzenia.
Dla i « k + 1 otrzymujemy kolejno «
Tk+1l'tk+l'l ■ xk+1^tk*1N) "
^1*1^ jp| %(*ł ) “
ćbdo.
Definicja J.J.Złożony układ stochastyczny A “
nazywać będziemy markowowskim, jeżeli 'fa ^  % 2  ^  .... ^
oraz macierze przejść wszystkich układów stochastycznych są skoń­
czone i Itj(t!p * »...* Rn ('ba'l ■•••
Twierdzenie 3.4.Jeżeli złożony układ stochastyczny A  8
^ 2* * * * » '^ k ^  Je8t markowowskim,to macierze
przejść należących do niego układów stochastycz­
nych są kwadratowe i zachodzi następująca zależ­
ność i
Dowód.Teza twierdzenia wynika z definicji 3*3 oraz twierdzenia 3.3fi
Wyrazy m a c i e r z y ^  można znaleźć wykorzastując znany 
wzór Perrona/j^J/.
Definicja 3.^-.Macierz stochastyczną nazywać będziemy ergodyczną 
wtedy i tylko wtedy,gdy wszystkie jej wiersze są identyczne.
Twierdzenie 3.5.Jeżeli macierz stochastyczna d«st ergo-
dyczna,to iloczyny macierzy stochastycznych
[°ij]m,«
jest ergodyczną, 
są określone 1
hid “ J ,  °k;J - *k *kl
obdo.
Definicja 3.5*/Złożony / układ stochastyczny nazywać będziemy 
ergodycznym wtedy i tylko wtedy,gdy jego macierz przejść jest 
ergodyczną.
*ij. r,n Laij]n,m Ł lalj.in,m 
są macierzami ergodycznymi. 
Dowód.Ponieważ macierz stochastyczna 
więc
a1j * a2j m a3j * * ®hj = a3 #
Z twierdzenia 3.2 wynika,że iloczyny macierzy
[*ij]r,n [aijln,m * Ldijir#m >£dzie
au  ’ J ,  * *  - 1 ,  ^  aa * ai I i  ^  *
oraz
[aijin#m [°ij]m,s * Wjjn.s ,gdzie
Twierdzenie 3.6*J e ż e l i f l f g #  ••• > rn » ♦•*]-^cPi
^3 tM  ^  Ta'^ *** oraz is‘tnie^e
takie k,że ^ Jest układem ergodycsnym,to złożony 
układ stochastyczny A też jest układem ergodyoz- 
nym.
Dowód.Teza twierdzenia wynika z definicji 3*5 oraz twierdzenia 
3.5.
Twierdzenie 3*7*Jeżell /złożony/ układ stochastyczny Jest ergo-
dyczny,to jego macierz wyjściowa Jest równa każ-
v<f ie * ■* 2 ydeo^z koł^aai macierzy przejść tego /złożonego/ 
układu stochastycznego.
Dowód.Twierdzenie Jest wniekiem z twierdzenia 3.5 Jeśli przyjąć, 
że macierz bi^;r>n Jest Jednowierszową macierzą wejść /złożonego/ 
układu stochastycznego*
Twierdzenie 3«8«Jeżeli A Jest stochastyczną macierzą kwadratową
i N 1 istnieje lim A « Zfgdzie ZyO,to Z Jest macie­
rzą ergodyczną.
~ 2 3Dowód.Niech będzie dany ciąg macierzy stochastycznych AfA ,A ,*.»
... o granicy r6m e3 Z.W6,ozas granica podciągu A2.*5.... 
•..fA | ... też Jest równa Z.Z twierdzenia 3.2 wynika,że Z Jest 
macierzą stochastyczną.Z własności granicy ciągu wynika równość t
A Z * Z.
Rozpatrzmy dowolną J-tą kolumnę macierzy Z.Będzie dla niej zacho­
dziła równość t
®Łd ” JE, alk *kd
n
T, 
k=1
S<izi6 i * 1,2, • •• ,n
Otrzymujemy następujące równania liniowe jednorodne i
aiŁ *kj ■ *1J “ 0
n
X  k*1S ,  a2k *łtj " *23 " 0
jg., *Jik *k3 ‘  *nj “ 0
czyli
la11 • ®1J ♦ ai2 *2J + + a1n *nj * 0 
a21 *1j + (a22"1  ^z2j + ••• + a2n znj * 0
an1 Z1J + ^  z2j * + lann~1^ *nj
Ponieważ każda z kolumn macierzy współczynników układu równań 
je*t liniową kombinacją pozostałych kolumn|Więc rząd macierzy 
musi być mniejszy od n.Ze względu na to,że granica ciągu może 
istnieć tylko jedna /a więc istnieje jedno rozwiązanie fundamen­
talne różne od zera/ rząd macierzy współczynników jest równy
n-1.Rozwiązując układ równań przyjmiemyidla uproszczenia zapisu,
układuże znj m 1, wtedy manier z współczynników odpowiedniego równaltka 
liniowych niejednorodnych będzie następująca t
A,
-26-
a11~1 a12 a1 n-1
a21 a22~1 a2 n-1
V I  1 V l  2 an-1 n-1
k ^  będzie równy t
"a1n a12 ... a1 n-1
~a2n a22~^ •.. a2 n-1
“an-1 nI V l  2 an-1 n-1*"1
Rozpatrzmy pierwszą koluianę macierzy .Ze względu na równość
n-1
ain s 1 * ^  aik
gdzie i b 1,2f...fn
jest ona równa następującej macierzy jednokolumnowej t
—1 ♦ ♦ ... + a1 n-2 + a1 n-1
-1 + a22 + a25 + ... + a2 fi-2 * a2 n-1
+ an-1 1 + an-1 2 + *" + an-1 n-2 + an-1 n-1
Powyższa macierz jest sumą następujących macierzy t
* i r 1 a12 a1 n-2 a1 11-1
a21 a22’1 a2 n-2 a2 n-1
•
•
+ •
#
y »» * f •
•
4- •
•
an-2 1 an-2 2
.
an-2 n-2~1 ^-2 n-1
an-1 1 ^-1 2 an-1 n-2 ^-1 n-1"1
Z własności wyznaczników wynika,że wyznacznik . można przeds­
tawić jako sumę n-1 wy znaczników, różniących się tylko pierwszą 
kolumną .Pierwszy z tych wyznaczników będzie równy wyznacznikowi 
A ,a pozostałe będą równe zeropbowiem w każdym z nich występują 
dwie kolumny identyczne.Ostateeznie więc
*4.t * V  A d " 1
Identycznie,pozostałe pierwiastki będą róvm» 1,a więc bazą będzie 
rodzina rozwiązań postaci z ^  * z ^  a ... a zn^,gdzie j jest do­
wolne.Uwzględniając normalizację / X  ** Ą a 1 / otrzymamy sto-ja1 «
chastyczną macierz ergodyczną,
cbdo*
Twierdzenie 3.8.Jeżeli markowowski złożony układ stochastyczny
zawiera przeliczalną ilość układów stochastycznychi
to warunkiem wystarczającym aby był ergodyczny
i
jest istnienie granicy lim A a Z,gdzie A jest 
macierzą przejść układu stochastycznego a Z)0.
Dowód.Twierdzenie jest wnioskiem z twierdzenia poprzedniego*
Ze znanych twierdzeń o łańcuchach Markowa wynika m.in.,że jeżeli 
A jest macierzą o wyrazach dodatnioh,to istnieje lim A * Bogdzie 
B jest stochastyczną macierzą ergodyczną /[**]/•
Twierdzenie 3.9*Jeżeli stochastyczna macierz A jest rozkładalna
i
albo periodyczna,to A ,gdzie i « 1,2,2,... nie 
jest macierzą ergodyczną.
Dowód,Ze znanej w teorii macierzy definicji wynika,że każdą ma­
cierz rozkładalną,poprzez permutację kolumn i wierszy,można spro­
wadzić do jednej z następujących postaci i
9
r
G 0 G B
0 D
— *
C D 0 D
gdzie G i D są podmacierrsami kwadrat owy ml, a O - podmacierzą zerowy 
Dla dowodu wystarczy zauważyć,że iloczyn dwóch macierzy rozkładał- 
nych jest macierzą rozkładalną.Poprzez indukcję można wykazać,że 
taka własność zachodzi dla dowolnego i#
Natomiast każdą macierz periodyczną ,poprzez permutację kolumn i 
wierszy można sprowadzić do następującej postaci i
0 B 
C 0
gdzie 0 jest zerową podmacierzą kwadratową.Dla dowodu wystarczy
izauważyć,że przy parzystym 1 macierz A sprowadza się do postaci
G o]
0 D
a przy nieparzystym i - zachowuje swoją postać.
Podamy kilka własności markowowskich złożonych układów sto­
chastycznych. Macierz przejścia każdego z układów stochastycznych 
oznaczymy przez Atmacierz wejścia pierwszego układu stochastyczne­
go przez X(tl i macierz wyjścia ostatniego układu stochastycznego 
przez T(t^ .Dowody tych własności wynikają natychmiast z poprzed­
nio podanych twierdzeń.
Niech A i stopień macierzy G będzie równy s,wówczasG B 
C D
są spełnione następujące trzy własności *
Własność 1.Jeśli B «* 0 i C » 0fto
(x(t1 ® ,x2* *** »xB»o*°»
(Xlt^ * '_0,0f
X\tjE\ * ! 0,0t...,0tys+1fys+2,...,yn,.. • V
Własność 2«Jeśli C « 0,to
= [0,0,...t0,ye+1,y&ł.2... yn,...l
Własność 3.Jeśli B « Ofto
.1 "5>
^^k^ * 1 y^j»y2#*»*»ys»0i0,...iO,...^
Podane wyżej twierdzenia pozwalają analizować takie złożone 
układy 8tochastyczne»w których wszystkie sprzężenia układów sto­
chastycznych dają się opisać przy pomocy »,łańcucha sprzężeń”
^ 2 ~ => ^3"^ t0 tssw* szeregowe sprzężenia
układów.W celu umożliwienia analizy dowolnych złożonych układów 
stochastycznych wprowadzimy najpierw pewnw,nowe operacje na macie­
rzach stochastycznych.
Definicja 3*6.Jeśli faij3n Si * Cbij^r,s oą macierzamifto
Laijln,m*[bij}r,s * ! cij]Q,P *
gdzie
ci4-r(q-1),j+s(p-1) a aqp bij oraz
1 ^ j ^ s , 1 ^ i ^ r ,
1 / p m , 1 ^  q { n  •
Lenat 3.1 .Jeżeli [e13]QfP - Oij],,. ■»[*!$*,. >to « * “ r 1 
P * m a  •
Dowód.Z definicji 3*6 wynika,że maksymalne wartości indeksów j,i,
"'Ap,q są równe liczbom t s,r,m,n,a więc maksymalne wartości indek­
sów macierzy p będą równe t
Q x i + r(q - 1) *s r + r(n - 1) s r n
\P * j + s ( p - 1 ^ w s  + a(m - 1^ m b m
cbdo.
Lemat 3*2. [a^]* [b l ^ i j ] *  Laij^ wbedy * tylko wtedy,gdyijI au i ■ ■' ?
Dowód.Lemat wynika bezpośrednio z definicji 3*6.
Lemat 3.3. * :Aj.r,8^ * C0ij g,fc *
[aij]n,m*vC*ijjjr,s ^ l°i;j\g,h')
Dowód- [ai;}ln,mHbidlr,« * |>ij]nr ms »6dSłi0 
di+r(q~1) j+s(p-1)** aqp *ij 
l\j]nr,ms'Hcij)g,h = L®ijlnrgfmsh *sdzie
°wfg ( 25-1) y+h(x-1) * &zx °wy
Ponieważ z « i + r ( q - 1 )  i * i J ♦ • 1) ,więc
®iH-g[i+r (q-1) -1] y+hfJj«*»o(p-1)-l] * aqp toij °wy
tbijlr,s*[cijlg,h * [*i$lxg,»h ,gdzie
fw*g(k-1) ^fh(l-l) B bkl °wy
laij]n,m K*ii]rg,sh * Ajlnrg.msli »edai®
tiM-rg;q-1'i o+ah(p-1) * aqp fuo 
Ponieważ u s w ♦ g(k - i) i o ® y + h(t - 1) ,wi?c
^ w*g (k-i) +rg (q*»1) ytb(>lVsh(p-l) * aqp cwy 
Podstawiając k m i oraz 1 * j otrzymamy
^w^g [i-1+r tq-1 ]\ y+hfj-1+s (p-1il * aqp *ij °wy
cbdo*
W szczególności,dla macierzy jednowierszówych zachodzi zależność t
taijl 1,m * L^ ij] 1,p = L°ij i 1 ,mp • 
gdzie c1 * a1q b1j
Ze względu na lemat J5.J można przyjąć następujące oznaczenie* 
n
* i - W ' * " * 4*
Lemat J.4.Jeżeli [aij]n>m * i-bij(r|8 *ą macierzami stochastycz-
nymi.to macierz - Oil]n,»* [bij]r,« tei
jest macierzą stochastyczną.
mg
Dowód.Wystarczy wykazać,że dla dowolnego k suma 2T * 1* 
m j»1ms s m s m s
j.1 ^  “ 4»1 ** J+*0M) * jjf-i •*» %  * d»i V )  ttn> *
P=1
1
cbdo.
Twierdzenie 5.11.Jeżeli .... i H, ($*) ^  (**),..«
są odpowiednio macierzami wejść oraz 
macierzami przejść układAzjatochaatycznMh
, %%***•* ^ 1 żadna 85 par ^yclł układów
nie jest sprzężona,to istnieje układ stochastycsa
ny o macierzy wejść X(tO * V  2>(.t^  1 macierzy
n k*1przejść H(t*) * ^  IL. ($*) dla którego macierz
k»1
wyjściowa Y(^ będzie przedstawiała prawdopodo­
bieństwa pojawiania się n-tekfw których każdy 
element należy do dokładnie jednego z alfabetów 
układów stochastycznych ^ ^ 2, • • •, .v »•
Dowód.Teza twierdzenia wynika z podstawowej własności prawdopodo 
bieństwa,że dla zdarzeń niezależnych prawdopodobieństwo iloczynu
fl
.U
X.
jest równe iloczynowi prawdopodobieństw.
Twierdzenie 3.11 umożliwia nam sprowadzenie dowolnego złożo­
nego układu stochastycznego do łańcucha szeregowo sprzężonych 
układów stochastycznych.
Korzystając z działania mnożenia macierzy oraz operacji «« * ,ł 
można analizować dowolny złożony układ stochastyczny w zależności 
od wchodzących w jego skład układów stochastycznych.W konsekwen­
cji takiej analizy otrzymamy układ stochastyczny w pełni opisu­
jący złożony układ stochastyczny.
-VI-y'i
A-.Niezawodność układu stochastycznego
LtJfgren definiuj® niezawodność jako miarę zgodności między 
rzeczywistym działaniem automatu skończonego /w rozumieniu zależ­
ności między wyjściem a wejściem/,a tym działaniem,do którego 
jest on przeznaczony /L2jJ/.
Wprowadzimy kilka definicji,które umożliwią nam określanie nieza­
wodności układów stochastycznych*
Definicja 4*1.Macierz stochastyczną nazywać będziemy wzorcową, 
jeśli w każdym jej wierszu będzie występowała jedynka.
Definicja 4.2.Układ stoohastyczny e P nazywać będziemy wzor­
cowym dla układu stochastycznego ^  F wtedy i tylko wtedy,gdy dla 
każdego 1 1T macierz przejść układu p będzie wzorcowa i alfabe­
ty wejść i wyjść obu układów stochastycznych są odpowiednio rów­
ne.
Z powyższej definicji wynika,że wzorcowy układ stochastyczny jest 
układem zdeterminowanym.
Niezawodność układu stochastycznego względem układu wzorcowego 
-p można zdefiniować w różny sposób.Podamy dwie z możliwych defi­
nicji niezawodności układu stochastycznego.
Definicja 4.J.Macierzą niezawodności układu stochastycznego '^ sf'
o macierzy przejść [r^ (t*)] n>m względem układu wzorcowego p t f1
o macierzy przejść fu^ Ct*)] w ohwili t t T nazywać będziemy
macierz [s^ n,m •sdzie
a^Ct*') - ui;) (t*) .
Definicja 4.4.Jefieli ^  ^ jest układem stochastycznym o macie­
rzy wejść Lxi j ^ ^ 1 fn a P * ^  wzorcowym dla ukła­
du ^  i macierz niezawodności ' względem ^ jest równa 
rsid(tn ntm »to niezawodnością pierwszego rodzaju układu stoohai 
tycznego ^  względem układu wzorcowego ^ w ohwili tt T nazywa­
my liczbę
" \  j  * i d ^  •jiCt*)
Lemat 4.1.Dla każdego t &T niezawodność układu stochastycznego
względem dowolnego układu wzorcowego jest liczbą z prz< 
działu [0,17.
Bowód.Z definicji układu stochastycznego oraz definicji niezawod* 
ności wynikają następujące nierówności s
° n  X  j  - Z3 *13 ^  t  -
Z  - 1
obdo.
Lemat 4.2. a 1
Dowód.
i 1  * 1 j ^  Sji^ ' = \
i
f  * u (t'] V °  *u<*) ° 
|  • 1
cbdo.
/
Lemat 4.3.Jeżeli w macierzy przejść [fi;j Ct*''"] układu stochas­
tycznego ^ wszystkie wyrazy są równe rfto dla każdego 
układu wzorcowego |3
= r
Dowód.Z definicji niezawodności wynika,że alfabety wejściowy i 
wyjciowy układu stochastycznego są skończone oraz
ifl Jl V :tl rdi ^  * r *1d(t) " r
cbdo*
Lemat 4.4.Jeżeli każdy z wyrazów macierzy niezawodności
układu stochastycznego v «)®st mniejszy od liczby a,to 
dla dowolnego układu wzorcowego p, jest spełniona nas­
tępująca nierówność t
H C ^ T t < a
Dowód.Niech maksymalny wyraz macierzy j s ^  (♦*) ] n m będaie równy 
c,gdzie c a.Wówczas
X  (*) - z  X  •
|  V *1 I  sdi(t*^  ^  « - 0 < a
cbdo.
Lemat 4.5.Jeżeli każdy z wyrazów skończonej macierzy wejściowej 
(t)]*l,m wkładu stochastycznego -v jest mniejszy 
od liczby a,to dla dowolnego układu wzorcowego j\ jest 
spełniona następująca nierówność t
t <-a m
Dowod.Na podstawie definicji niezawodności
i  xidli; adi(t ' “ * i d ' i  8di!t* ^i j=1 0 j=1
•<r' IH2  Z,
i d=i
*,sr ^ ^«a ■•“ 2—-. ®j^ _Ct I ^  a m
cbdo.
Dla układu stochastycznego o skończonych alfabetach wejścio­
wym i wyjściowym iaażna zdefiniować niezawodność w sposób odmien­
ny od poprzedniego.Podana niżej definicja niezawodności pozwala 
stwierdzić,czy niezawodność danego układu stochastycznego wzglę­
dem jakiegoś układu wzorcowego może być większa ze względu na 
inny układ wzorcowy.
Definicja 4.5* Niech ^ 6 P będzie układem stochastycznym o skoń­
czonej macierzy przejść [r^Ct^J i niech wyrazy macierzy 
l-ai j  n,m 1 l A j  (•**)] n.iii bedą określone następująco !
did ■ J ,  ri Ł ^  1 = Jl,
gdzie
(0 w pozostałych przypadkaoh,
riilt*) Sdyk+ii rlk> r id
lo w pozostałych przypadkach
oraz niech oznacza ilość wyrazów ^LcO*'1 * wierszu, a
e^ -  ilość wyrazów r^(t*)też w i-tym wierszu macierzy
Wówczas macierzą niezawodności drugiego rodzaju układu stochas­
tycznego 'Y o macierzy przejść njja względem układu wzor­
cowego p o macierzy przejść i u ^  (t*)! n m^ będziemy nazywali ma­
cierz [wŁj ! n#m»kt6rej wyrazy są określone następująco i
"ij (**' 1*13^*' - 1/a1lali ^  " 1/m2i hiJ' ■**'1 *
Jeśli m^j m 0,to przyjmujemytże V -  ® O .Identyczną zależność li
zakładamy dla
Definicja 4.6.Jeżeli y £ P jest układem stochastycznym o macierzy 
wejść (t) 1 ^  n a p t i1. jest układem wzorcowym dla układu ^  
i macierz niezawodności drugiego rodzaju ^ względem ^ jest rów- 
na [wijt**)"] n m »to niezawodnością drugiego rodzaju układu sto­
chastycznego -v względem układu wzorcowego ^ w chwili t fc T nazy­
wamy liczbę
Ji, w4 i ^  •
Lemat 4.6.Dla każdego t ^ T  niezawodność drugiego rodzaju układu 
stochastycznego względem dowolnego układu wzorcowe­
go p jest liczbą z przedziału •
Dowód.Z definicji niezawodności drugiego rodzaju wynikają nastę­
pujące zależności l
■'*» t * fli *1d(t! "di'**' ^
Ł  |i ^ « (t) =
H ^  \ z/' j^j *1iJ ^ *^w4iC* ■ “ n^tij dJi '■*
' li |i ^ {t) ^  \i  V 4*1 “
J, ^ (t‘}>
V * % > /  - 3l ^ (t) “ - 1
c b d o .
Lemat 4.7* N' ^ * 1
Dowód.Zdefinicji 4.6 wynika,że
* ' ^ h 3 t « J 1 J ,  *ij(V) «34C*1 »J1(*‘) - Z, *,jC*) 1 • 1
C b d o .
niLemat 4.8.Jeżeli w macierzy przejść układu stochastycznego^ { 
wszystkie wyrazy są równe,to dla każdego układu wzor­
cowego (itP
* 'L " ^ ( b 3 t  “  0
Dowód.Z definicji niezawodności drugirgo rodzaju wynikają kolej-
no następujące równości i
cbdo*
Lemat 4.9*«JeżelI macierz niezawodności drugiego rodzaju układu
stochastycznego y jest nieujemna,to dla każdego ukła­
du wzorco łniona nierówność t
Dowód.Twierdzenie wynika bezpośrednio z definicji 4.5 i 4,6.
Przy każdej z podanych dwóch definicji niezawodności można 
rozpatrywać podstawowe zagadnienie teorii niezawodności,jakim 
jest zależność niezawodności złożonego układu stochastycznego od 
niezawodności poszczególnych jego układów stochastycznych.
Tego typu problemy będziemy rozważać,na przyBJtadzie binarnych 
złożonych układów stochastycznych,w następnym rozdziale pracy.
5.Analiza niezawodności binarnych złożonych układów
stochastycznych
Niezawodność złożonego układu stochastycznego można podwyż­
szyć wprowadzając nadmiary bądź argumentów bądź działania.Nad­
miar argumentów osiąga się poprzez nadmiar struktury /czyli nad­
miar w ilości układów stochastycznych tworzących złożony układ 
stochastyczny/ lub nadmiar sygnałów /czyli nadmiar czasowy bądz 
nadmiar kodowy/.Nadmiar działania można osiągnąć poprzez nadmiar 
funkcji opisującej poszczególne układy stochastyczne.
Elias /[j]/ wykazał,że w ogólności,niezawodność dąży do idealnej 
tylko wtedy,gdy wprowadzony nadmiar strukturalny ewentualnie ko­
dowy dąży do nieskończoności .wykorzystując twierdzenie Shannona 
można określić nadmiar jako stosunek przepustowości do szybkośoi 
przekazywania informacji w kanale łączności,a więc idealna nieza­
wodność może być osiągnięta,w ogólności,tylko w wyniku zerowej 
szybkości przekazywania informacji /[9]/»
Znane prace z dziedziny niezawodnośol rozpatrują jedynie ukła« 
dy binarne,w szczególności dotyczy to klasycznych prac vca» Neuma­
na / 29^  / oraz Shannona i Moore#a / 22/.Nie podkreśla się w nich 
co widać szczególnie w pracach Shannona,roli układów kodujących 
i dekodujących mlmo,że są one wykorzystane przy badaniu niezawod­
ności układów złożonych.Zwraca się uwagę na nadmiar strukturalny 
układów złożonych,natomiast układy kodujące i dekodujące uważa 
się za zdeterminowane.Jest to oczywiście znaczne zawężenie prob­
lemu.
W dalszym ciągu tego rozdziału ograniczymy się do badania 
niezawodności pierwszego rodzaju /definicja 4*4/ dla binarnych, 
złożonych układów stochastycznych,
W złożonych układach stochastycznych będą występowały układy sto­
chastyczne trzech rodzajów,nazwijmy je odpowiednio - układami 
przetwarzającyml(układami kodującymi i układami dekodującygal*
Opis binarnego układu przetwarzającego dla ustalonego t £ T bę­
dzie następujący i
Zbiór binarnych układów przetwarzających oznaczać będziemy przez
Opis binarnego układu kodującego dla ustalonego ttT będzie nas­
tępujący t
*1 *2 * rp
P^trt p^j^i (t » ^12^  ^ P^ gn
• *2 p21 ^  ^ p22 ^ **• p2 gn 'J‘’ -
* X ^
gdzie
Y * jaŁj.aig^ 1 i jeśli oznaczymy przez 0 a przez 1,to 
yk « (k - 1)1Q .
Zbiór binarnych układów kodujących oznaczać będziemy przez 2#
Opis binarnego układu dekodującego dla ustalonego t będzie 
następujący t
* \  *1 *2
*1 p-ia
Pąltf
•
*2
•
P211**' 
#
P22!t‘
•
•
v w
.
* W 
211
•
V l t t *'
•
Pjn 2 ^
gdzie
X * {y1#y2 \ i jeśli y^ oznaczymy przez O a y2 przez 1,to
o (k - 1)10 *
Zbiór binarnych układów dekodujących oznaczać będziemy przez i\.
Układem wzorcowym dla układu przetwarzającego będzie taki 
układ przetwarzający,którego macierz przejść dla każdego t£T 
posiada wyrazy p11 (t*)« 1 i 1 oraz alfabety wejśćia i
wyjścia obu układów są odpowiednio równe.W dalszym ciągu taki 
układ wzorcowy oznaczać będziemy przez A •
Lemat 5.1.Jeżeli układ stochastyczny ^  ć T ^ o wektorze wejścio­
wym [puOtfi ,P2 (t)] 1 niezawodności U L’^ [ t » N (t) 
jest sprzężony z układem stochastycznym P*|*w któ­
rym wyrazy macierzy przejść p^(t" - p(**l i p^Ćt*' - 
<łit^ ,to niezawodność złożonego układu stochastyczne­
go A » #j d©st równa
H C A | p ] t a p(t*HK(tW Pg(t^ +
9^%j) ♦ 1 ♦  I(t)
Dowód.Z uwagi do twierdzenia 3*11 wynika9że złożonemu układowi 
stochastycznemu A można przyporządkować odpowiadający$|H jemu 
układ stochastyczny fv "  *
Wyrazy pjjjj (tAN| i macierzy przejść układu stochastycznego
F " s ą  odpowiednio równe i
P11ltT p^it*)- P11(tA) - p ^ ( . O  + P-^CO P2 2 ^ ^  ♦ 1
i
p2 2 ^  p2 2 ^ ~  P1 1 ^  ~ Jfe2lO «* P^it*) + 1
Uwzględniając definicję niezawodności otrzymujemy następującą
* równość t
(*(*)- P2C*)) +
q(;t*XiW- P1W  ) ♦ 1 *  H(t)
cbdo*
W szczególności,jeżeli macierze przejść układów stochastycznych 
/g i y  są równe,to otrzymujemy
- i)(pCt*) ♦ a (**))♦ i.
Twierdzenie 5«1 .Jeżeli w układzie stochastycznym dla wyra­
zów macierzy przejść zachodzi nierówność
to istnieje taki układ stochastyczny *$. ^  ^ , 
że złożony układ stochastyczny A  m ' v » ^ '\ * 
gdzie ^  ma niezawodność większą od nieza­
wodności układu stochastycznegoY •
Dowód*Z lematu 5*1 wynika,że niezawodność układu złożonego A  
jest równa t
p^(t*N (u[t)- p2;t"0 + t* (Kit) - p1 (t)) ♦ 1 - *Ct)
Aby była prawdziwa teza twierdzenia wystarczy,żeby były spełnio­
ne dwie następujące nierównośoi t
/ v  p^(t*)'> p^C**)
/2/ p£j> (.**)> p22(t") 
gdzie p^ jjj(t* i Pp^ (t*) aą wyrazami macierzy przejść układu 
stochastycznego 7"  odpowiadającemu układowi złożonemu A  •
Z nierówności 1 i 2  wynikają nierówności s
/W P^-jCt*' CtA + 1 -2p11't“ - p^ g(t^  «►
p11(tA p^Ct * ) y  o
/2a/ $ 2 2 ^  p2 2 + 1 ^ 2 2 ^  “ P11 (V) ♦
P ^ ( t * )  P2 2 l t *') ; 0
Jeżeli p*j,j(t~)» 0 i Pga^-') * 0 »t0 otrzymamy nierówności
jfel**) <  1
P1-1 (**) <  1
a więc istnieje taki układ stochastyczny -'J* »że niezawodność 
złożonego układu stochastycznego Z\ jest większa od niezawodności 
układu stochastycznego or •
Jeżeli « O 1 P22 t^^  ł °»to otrzymujemy nii-ówności *
/1c/ P22^ ^  ^ 1
/2o/ P22Ct^ p22(t"^  + p ^ O * )  (p^aCO - 1 ) +
1 - 2p22',t" ' >  0
Niech pg2 « 1 - a,wówczas nierówność /2c/ będzie postaci *
P22C O  ! 1 - o + 2a - 1 • a p^t.tA' / 0 
Jeżeli przyjmiemy,że pi}«»(t*) » 0,to
- 2% _ a)
Ponieważ a jest zawarte w przedziale otwartym ( 0fl) ,więc
1^ - 2a) 7 / *
Z tego wynika,że jeżeli wyrazy macierzy przejść układu stochas­
tycznego ' spełniają dwie następujące zależności *
p^Ct^ * o
i
p^(**v> - 1)/P2a(t*) ,
to niezawodność złożonego układu stochastycznego jest większa 
od niezawodności układu stochastycznego y .
Jeżeli p1^(t*N) 4 0 i p ^  4 0 ,to z nierówności /1a/ wynika 
nierówność
/ W  p^ 1(t*)> l'2p11,.t ‘ ' -  1^  -  pŹ>( t ‘] -  ' ) /  y )
Ponieważ nierówność
( p11(t*') -  1 ) ( 1  -  p ^ a il* )K o  ,
jest zawsze prawdziwa,więo prawa strona nierówności /1d/ jest 
mniwjsza od jedynki.
Niech pjj^  (t*) będzie równe sumie prawej strony nierówności /1d/ 
i liczby dodatniej • Podstawiając tą wartość P^(V)
do nierówności /2a/ otrzymamy nierówność następującą *
/?/ P22( O  (>22^ ^  + *11^ 0 1 ; >
P11 (t*) + P ^ M  -1 + a - a P22(ti 
Ponieważ p ^  (t*'i + <£ 1,więc
A /  **&*>- 1 ♦ . - « a 2^ ,^ ii(t-)ł P2a(ti
- "0
Nierówność
Jest zawsze prawdziwa,więc prawa strona nierówności A /  jest 
mniejsza od jedynki.
Dla
prawa strona nierówności / V  jest większa od zera.A więc istnieją 
wyrazy p ^  (t*N i p^ g(.t ) takie,że układ stochastyczny - spełnia 
tezę twierdzenia.
Z powyższych rozważań wynika,że dla każdego układu stochastyczne­
go 'g istnieje układ stochastyczny \ 9 spełniający tezę naszego 
twierdzenia.
Twierdzenie 5.2.Jeżeli A jest markowowskim złożonym układem sto­
chastycznym składającym się z kolejno sprzężonych 
układów stochastycznych or#f € 1 ^
i macierz przejść każdego z tych układów jest 
równa p^Ćt^; Zf2 a weJctor wejściowy , 'jest 
równy pyt' ,P2't 1 ,to
*ŁA|^ i ^ « N L ^ M  t p ^  t + p ^  t - 1 
(p2 \* P11 ♦ p1(.t) Pga(*1 - 1 
^  (P^Ct*) ♦ P^it*) - i')1
k-1
Dowód indukcyjny.
Jeżeli k « 2,to prawdziwość naszego twierdzenia wynika z twierdze­
nia 5«1*
Jeżeli k « n + 1,to na podstawie twierdzenia 5*1 niezawodność 
układu A będzie równa x n-1
( s c f \ f l t(p.m t*') + p22v O  - 1 - 'i p ^ i O  + 
P-tC*') P22 V) -1) %{P11 *■"> ♦ Paa'**') ~ 1 )*")(*nt**'' ♦
P2 2 ( t * ' i  -  1 )  - ( p 1 i t \  P a g C t * !  +  p 2 ( t ' '  p „ ( « “ ) -  1 )
Po uporządkowaniu powyższego wyrażenia otrzymamy tezę naszego 
twierdzenia.
Twierdzenie 5#3.Jeżeli A jest markowowskim złożonym układem sto­
chastycznym składającym się z nieskończonej ilości 
kolejno sprzężonych układów stochastycznych 
^ 1 \ ,y ś** f r  ^1 macierz przejść
HPjj t*-^ --^ ---kaźdeg-© a układów zawiera co najwyże;
Pij 2 2 każdeS° 2 układów zawiera co najwy­
żej jeden wyraz równy jedynce oraz wektor wejś­
ciowy układu 'n- 0 jest równy P^^iP^CtT]
(f c W  - Pr * ^  - ^ iCt.)+ ^
-2)
Dowód.Istnieją dwie odmienne wersje dowodu tego twierdzenia.
■' i
Wersja I.
W dowodzie będziemy się opierali na podstawowych twierdzeniach 
łańcuchów Markowa oraz algebry macierzy.
Dla każdego t wyznacznik charakterystyczny macierzy 2,2
jest równy
p
X  -  1 ♦ P22l> ^ ) + P22^  •  1
Wartości własne macierzy PjyC**-"1 2,2 równe i 
^1 ' 1/2(P11' t‘ + P22 (**
2 * 1/2|p11vtA'i ♦ P22(_t*'> +MZT)
gdzie
A  ■ + »aa(.*“)) (Pul**) *
Ponieważ co najmniej jeden z wyrazów P^(i#) lub p ^ ( t ^  «Jest 
różny od zera,więc A'*} 0 i ^ *9 Ag dwiema różnymi i rze­
czywistymi wartościami własnymi.
Wykażema,że *\ 2 £ "
Jeśłiby
2p11^l^ ) ♦ 3Pgg(t*) * 0, 
co jest sprzeczne z założeniem twierdzenia,a więc Ag * -A  ^ #
Wynika z tego,że wartość własna równa jedynce jest co najwyżej 
jednokrotna i nie Istnieje wartość własna o module równym jedyn­
ce .Korzy stając z twierdzenia Perrona widzimy,że istnieje granica 
potęg macierzy przejść,a więc nasz złożony układ stochastyczny 
jest ergodyczny.
Macierz przejść takiego złożonego układu stochastycznego będzie 
postaci i
p2g>lt" - 1 p1;jCt" -i
P11 + P ^  - 2 p11(t^ ♦ PggCt*') - 2
P22 ^  - 1 P11(t* - 1
P-^/j [t ♦ Ppp — 2 «► P ^  (t* - 2
Korzystając z definicji niezawodności otrzymujemytże niezawodność 
złożonego układu stochastycznego jest równa
P u  C O  ♦ Pf*) P^-tl - 1)/ ♦ Paa(t*) - 2^
cbdo.
Shannon / 32]/ rozpatruje jedynie układy przetwarzające stacjo­
narne,* których p ^  (t*) » 1,a więc w takim przypadku niezawod­
ność złożonego układu stochastycznego markowowekiego o niaskoń-
Wersja II dowodu twierdzenia 5.3
Dowód*Z aałożenla *graika,ae i P^lt*N ♦ * 1 K 1 •
Korsastyjąo z twierdzenia 5*2* szukamy granicy niezawodności 
złożonego układu stochastycznego A  przy k ■■=>**•
Ponieważ
(♦*'") ♦ - 1 -1
jest sumą ciągu geometryctnego o ilorazie 00 do modułu mniej­
szym od jedności #wię© granica niezawodności ®łoźonego układu 
stochastycznego będzie równa
U u t w  P u  4* ♦ * V *  p22 .*‘ - 1 / P11( ^  + P22;t-)-a)
cbdo.
csonej ilości układów stochastycznych będzie równa t}*
W dalszym ciągu tego rozdziału zajmiemy się badaniem nieza­
wodności ,,równolegle ” sprzężonych układów stochastycznych* 
Jeżeli zbiór układów przetwarzających nie tworzy złożonego ukła­
du stochastycznego,to zgodnie z twierdzeniem 3*10 istnieje układ 
stochastyczny ^  w którym zależność między wektorem etanów wyjś­
ciowych a wektorem stanów wejściowych jest identyczna z zależ­
nościami między wyjściami m wejściami tego zbioru układów.Taki 
układ stochastyczny nazywać będziemy układem stochastycznym 
opisującym zbiór układów stochastycznych*
Definicja 5*1*Jeżeli układ stochastyczny ^  opisuje zbiór ukła­
dów stochastycznych ,... e P^ to układy stochas- 
tyczne ^  , rj- , . • • ? » • • •  są sprzężone równolegle wtedy i 
tylko wtedy,gdy są spełnione następujące warunki i
1/ (V
W dalszym ciągu ograniczamy badania do przypadku,gdy w ma­
cierzy przejść [rj*Ifc U 2łn każdego układu kodującego r ^  (jb*) *< 1 
i 1*2 n^*) “ 1 oraz w każdym wierszu dowolnego układu dekodujące­
go występuje jedynka '1 w każdej kolumnie dowolnego układu deko­
dującego występuje co najmniej jedna jedynka.Zakładamy także,że 
układy kodując© i dekodując© są stacjonarnymi układami stochas­
tycznymi.
• i • ° ałd 2t
ray ]2>2 i^ 0 wykazy macierzy
[• la la .jk  = ^  ai3 2.2
są następującej postaci t 
/1/ dla pierwszego wiersza
k-1
a.11 (i * a11 )
/2/ dla drugiego wiersza
t \lt-l 1 
y\ - a22 i a22
gdzie
1 s 0,1 ,*•«,k
Dowód indukcyjny.
Jeżeli k » 1,to macierz 2,2 r<^ wna
W
1 - a11 
a.
"11
1 *  a22 “22 
cyli d©s'J apełniona teza naszego twierdzenia.
Jeśli k * r + 1,to wyrazy pierwszego wiersza macierzy
[°ijU,2r*1 *•** poateo1
14-1-1 1
an  l1 - an  '
albo
r-1
l11 1 - a11\
1+1
gdzie
Ot^dwie postaci© można przedstawić jako
IM-1-1  1
a11 V1 ~ a11
gdzie
1 * 0,1, . . , ,2M*1
a więc teza twierdzenia będzie prawdziwa dla wiersza pierwszego. 
Podobnie przebiega dowód tezy twierdzenia dla wiersza drugiego.
Twierdzenie 5*5.Jeżeli są spełnione założenia twierdzenia 5,4,
wyrazówto sumy równych flgawdepcnftofrleAafrw w macierzy
Dowód indukcyjny.
Jeśli k « 1,to £>ravvfdziwość tezy twierdzenia wynika bezpośrednio 
z twierdzenia 5*$*
el12 ^k się przedstawić w następujących
postaciach «
/1/ dla pierwszego wiersza
/2/ dla drugiego wiersza
1
a22
gdzie
Jeśli k = r + 1  ,to sumy równych wyrazów pierwszego wiersza ma­
cierzy cŁ będą postaci *
Ustalając dla elementów pierwszego typu l a s  O otzrymamy 
jeden z takich element ów-Aby otnjjymętć taki sam element typu dru­
giego wystarczy przyjąć 1 ® s - 1.W związku z tym takich samych 
elementów przy ustalonym dla pierwszego typu 1 s s będzie
Ponieważ będzie jeszoze istniał element pierwszego typu przy 
1 « 0,dla którego nie będą istniały odpowiednie elementy typu 
drugiego,oraz będzie istniał element drugiego typu przy l a r ,  
dla którego nie będą istniały odpowiednie elementy typu pierwsze­
go, więc z tego będzie wynikało,że sumy równych wyrazów pierwsze­
go wiersza macierzy dla k a r ♦ 1 będą postaci
albo
gdzie
1 a o,1,*..,r
s
gdzie
\ S a 0,1
Z tego wynika,że teaa twierdzenia będzie prawdziwa dla pierwsze­
go wiersza*
Podobnie przebiega dowód tezy twierdzenia dla wiersza drugiego*
Niech będzie układem stochastycznym opisującym równolegle 
sprzężone układy stochastyczne %>'',#•*,, ,*.• £  ^z któ­
rych każdy posiada macierz przejść równą ' ajnjCfc*\!2 2 oras8 ni®011
(z 2 * ^  2 ^  ‘ 3 ^ ^  ~~~* °^2*
Z twierdzeń 5*§ i 5*5 wynika,ż^warunkiem wystarczającym na to,aby
złożony układ stochastyczny A  « t0*'"* ^ posiadał niezawod-
V /kl ność większą od niezawodności każdego z układów jest istnie­
nie takich s i k,dla których jest prawdziwy 00 najmniej jeden 
z dwóch następujących układów nierówności f
/1/
J o  , 1  ai ' i( t*|k 1 ^  * 1 1 ^
J o  V_ ^ )  (1 -  a22(t" ]k 1 «22{t‘  i  <" 1 * * 22 ^ ]
t u
( ł - j i=0 i ;  1
\ B
X  „ i«0
k-i
- *22 >*
Jeśli istnieją k i s spełniające jeden z powyższych układów nie- 
równości,to istnieje taki układ dekodujący,że niezawodność h  
jest większa od niezawodności każdego z
W szczególności dla układów zdefiniowanych przez Shannona 
/'32/ ,w których a^(t*!» 1 oraz a22(tA': € (0,1 układ nierównoś­
ci /1/ będzie prawdziwy dla s = O i k )  1,bowiem
«11(t*'k = a11(t*)
oraz \ k
1 - a22(tA' ■ <  - + 1
W takim przypadku macierz przejść układu dekodującego 2 będzie 
następującej postaci s
1 O
O 1
O 1 
• •
• •
0 1
Jeśli k ^  ^  ,to macierz przejść złożonego układu stochastycznego 
A  dąży do macierzy
1 O
O 1
co jest zbieżne z wynikami Shannona,
Posługując się metodami podanymi w pracy można określić 
niezawodność dowolnego złożonego układu stochastycznego w zale 
nośel od jego struktury 1 macierzy przejść wchodzących w jego 
skład układów stochastycznych.
6•Zastosowanie pojęcia układu stochastycznego 
do rozwiązania pewnego problemu rozpoznawania
Pojęcie układu stochastycznego można wykorzystać przy rozwią­
zywaniu problemów rozpoznawania •Ograniczymy się do prostszego z 
typów rozpoznawania, sformułowanego w pracy Oganiana /[JK>]/* 
Zgodnie z ogólną definicją stacjonarnych funkoji stochastycznych, 
układ stoohastyozny będziemy nazywali stacjonarnym, jeśli dla 
dowolnych t^tgć T ,
r—|
Nieoh będzie dany stacjonarny układ stochastyczny j € I o al­
fabecie wejściowym X m\ ,alfabecie wyjściowym I •
i^aolerzy wejściowej X(jfe) i macierzy przejść H*
Dla ustalonego zbioru X wartośoi funkcji stochastycznej będą 
zależały jedynie od elementów zbioru T,czyli otrzymujemy tzw* 
trajektorię funkoji stochastycznej*
Niech T będzie zbiorem liczb naturalnych 1 niech wartości trajek­
torii w przedziale [1,l] wyznaczają litery
Trajektorii funkoji stochastycznej jest przyporządkowań* pew­
na trajektoria funkcji stochastycznej g^.Nieoh odpowiednie war*
Rozwiązanie naszego problemu rozpoznawania będzie poleg&TWIia ' i
/1/
gdzie
x i
tośei tej ostatniej będą i
/2/
Aby rozwiązać ton problem wystarczy znaleźć taki układ stochas­
tyczny .że 'Pj 1 dla każdego t1 * wartość 
trajektorii wyjścia układu ^  jest równa wartości trajektorii 
wejścia układu y dla t e T.
W dalszym ciągu macierz przejść stacjonarnego układu stochastycz­
nego ^  oznaczać będziemy przez E^ .
Jeżeli istnieje układ stochastyczny spełniający podane wyżej dwa 
warunki,to rozpoznawani* będzie bezbłędne.Natomiast jeśli założy­
my, że sprzężony z układem stochastycznym n układ stochastyczny 
^  nie musi spełniać wymienionego wyżej warunku drugiego,a jedy­
nie jego alfabet wyjściowy jest równy alfabetowi wejściowemu 
układu stochastycznego ^ ,to istnieje nieskończenie wiele ukła­
dów stochastycznych spełniających takie osłabione warunki.Każdy 
z takich układów  ^nazywać będziemy układem dopuszczalnym dla 
rozwiązania problemu.
•
W celu uzyskania jednoznaczności takiego rozwiązania należy przy­
jąć kryterium poprawności rozpoznawania*
Niech zij n,n b§dzi® macierzą współczynników błędów,tzn. wyraz 
zij charakteryzuje błąd przy traktowaniu 3^  jako Xj.Jest oczywis­
tym, że na głównej przekątnej będą zera.Rozpoznawanie będzie opty­
malne, jeśli wartość oczekiwana M pojawienia się błędu będzie mi­
nimalna*
Niech m ^  oznacza wartość oczekiwaną błędu w przypadku,gdy poja­
wienie się y^ zawsze jest rozpoznawane jako x^,wówczas
n /  “i* * ^  rik *j*
Poszczególne wartości oczekiwane błędu wyznacza macierz "m^jn m*
Dla danego y^ rozpoznawanie będzie optymalne przy
\ * min 
^  1ii;n ^
Twierdzenie 6*1 .Problem rozpoznawania posiada co najmniej jedno
rozwiązanie*
Dowód*Niech układ stochastyczny opisujący złożony Układ stochas­
tyczny A  = i 'y f posiada macierz przejść równą Eg,wówczas
Rg * R-R^
czyli
(2  ^ m (1)
*tj ■ k=1 *ik rk3
Wartość oczekiwana błędu w przypadku,gdy pojawienie się jest 
rozpoznawane jako jest równa
n (a)
“11 * £  rdl “dl
Wartość oczekiwana błędu M będzie równa
n n (.2)
" * £ i  &  p(x>^ rdi -
S i  £  adi
Uwzględniając zależność /J/ otrzymamy
n m (1^
1*1 fc-1 J£1
Aby znaleźć optymalny układ stochastyczny ^  należy wyznaczyć 
minimum funkcjonału
JSCMBB9
n (1)
X*li JTW Jwlss"1 ks»1
prz<( warunkach n (,1)y ri_4 ® 1 dla k « ‘1,2,2»• ••,a i«1 “ *
rk l 7  0 •
Ifcżna je znaleźć posługując się metodą programowania liniowego,
n n m (i) n m (1)
M " 1=1 ali k=1 *31 * &  £ ,  & i
a więc
n m ( . D a  a 11) a a
m > / x  x  I ł -  = z  *. x  iti » ^  «t 1 = ł  ł
1=1 k=1 * Jsł k*1 *  jU1 kc1 k«1
Aby otrzymać oszaoowanio dolne M określimy
Ci) ^ i 1 * u  *
*ki { 0 gdy
i
n (1  ^ . .X  rkl * 1 ,gdzie k * 1 f2#..*,a
ia#1
Ot»*ymana w ten sposób macierz będzie przedstawiała szczególny 
przypadek układu stochastycznego,jakia jest układ zdeterminowany. 
Dla złożonego układu stochastycznego /\ o podanej wyżej zależnoś­
ci dla macierzy przejść układu ^ ^ będzie zachodziła następująca
równość t
n m {$) m n (t)M e T. 2. CU,. *»_,» e H  Ś m■ę
Oetetocznie więc
a
51 ML k*1
gdzie
°kk“ *k
cbdo*
Z twierdzenie 6*1 wynikagże
min(|0 e X  *Ł k»1
Analogicznie nożna wykazać,źo
k»1 * gdzie
*£ • “ *("iji)
Jest ocłiywiBtyEi.ża jeńll C ' Jest optymalny za iraglgdu 
nana dane rozpoznawanie»to szeregowe dołączenie układu stochas~ 
tycznego ? 2 /'h^ Ts/ ni® m&9 zmniejszyć wartości oczekiwanej 
bł§du*Poprawność wniosku wynika a tego»że sprzężono ^ i '7| g 
można przedstawić jako jeden układ etochafttyozny
Jest także możliwe ,»klasyczne” ujęcie problem rozpoznawania 
Wjrataroay w tym celu
traktować jako »,odległość" yfe od 1 szukać minimum tak zdefi-
... . 
V.
niowanej odległości*
Rozważania tego rozdziału podały jedną z perspektyw zastoso­
wań pojęcia układu stochastycznego.
7.Uwagi końcowe 
W pracy starano się rozszerzyć klasyczne ujęcie układu jako 
,,czarnej skrzynki” »a przypadek niezdeterminowany.Wydaje się,że 
wprowadzone pojęcie może znaleźć szersze zastosowanie nie tylko 
w badaniach teoretycznych ale i może być wykorzystane dla potrzeb 
praktyki.
Najbliższe perspektywy*to zastosowanie pojęcia układu stochastyczni 
nego do badania niezawodności urządzeń technicznych.W tym celu 
należałoby znacznie rozszerzyć badania nad własnościami niezawod­
ności traktowanej jako funkcji czasu.
Jest koniecznym także zbudowanie aparatu formalnego dla umożli­
wienia syntezy układów stochastycznych.
Wydaje się,że szereg problemów teoretycznych i praktycznych daje 
się rozwiązać przy pomocy pojęcia układu stochastycznego wyko­
rzystując bezpośrednio nowe matematyczne metody optymalizacji 
/ np. problemu rozpoznawania jak pokazano w rozdziale 6 pracy/.
Rozważania zawarte w pracy stanowią badania problemów podsta­
wowych 1 nie wyczerpują do końca rozpatrywanych w pracy zagad­
nień oraz pomijają szereg bafcdzft istotnych kwestii,którymi w 
przyszłości autor chciałby się zająć.
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