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Abstract
It is known that the presence of antisymmetric background field Bµν leads to non-
commutativity of Dp-brane manifold. Addition of the linear dilaton field in the form
Φ(x) = Φ0 + aµx
µ, causes the appearance of the commutative Dp-brane coordinate
x = aµx
µ. In the present article we show that for some particular choices of the
background fields, a2 ≡ Gµνaµaν = 0 and a˜2 ≡ [(G − 4BG−1B)−1 ]µνaµaν = 0, the
local gauge symmetries appear in the theory. They turn some Neuman boundary con-
ditions into the Dirichlet ones, and consequently decrease the number of the Dp-brane
dimensions.
PACS number(s): 11.10.Nx, 04.20.Fy, 11.25.-w
1 Introduction
Quantization of the open string ending on the Dp-brane, with constant metric Gµν and
antisymmetric tensor Kalb-Ramond field Bµν , leads to the noncommutativity of the Dp-
brane manifold [1]. Inclusion of the dilaton field Φ linear in xµ was studied in [2]-[4]. In
ref.[2], the Dirichlet boundary conditions were constructed, while in refs.[3, 4], the noncom-
mutativity structure was analyzed. Ref.[4] considers the conformal part of the world-sheet
metric F as a dynamical variable, introducing an additional boundary condition corre-
sponding to F . It becomes a new noncommutative variable, while Dp-brane coordinate in
the direction of the dilaton gradient ai = ∂iΦ, turns into a commutative one.
∗Work supported in part by the Serbian Ministry of Science and Environmental Protection, under
contract No. 141036.
†e-mail address: bnikolic@phy.bg.ac.yu
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Let us clarify the role of the field F in the open and closed string theory. In presence of
the dilaton field, the classical action as well as the Neumann boundary conditions explicitly
depend on F and break conformal invariance. On the space-time field equations the field
F decouples on the quantum level from the closed string theory. These conditions do
not guarantee that it decouples from the open string theory, because the contribution of
the boundary conditions should be investigated. The purpose of this article is to check
whether open string theory depends on the field F .
We consider some particular cases when ai is light-like vector, with respect to the
closed string metric Gij , a
2 = Gijaiaj = 0, as well as to the effective one G
eff
ij , a˜
2 =
(G−1eff )
ijaiaj = 0. As a consequence of these conditions, the first class constraints and
local gauge symmetries appear. These gauge symmetries have different origins. In the
first case, a2 is a coefficient in front of F˙ , so that condition a2 = 0 produces the standard
canonical constraint, which is of the first class. In the second case, some of the constraints
originated from the boundary conditions, for a˜2 = 0 turn from the second class into the
first class constraints.
As a consequence of gauge symmetries, some of the initial Dp-brane coordinates change
the corresponding boundary conditions from Neuman to Dirichlet and decrease the number
of the Dp-brane dimensions. The closed string coordinates, which depend on the open
string ones but also on the corresponding momenta, define the noncommutative subspace
of Dp-brane. The noncommutativity parameter is proportional to the antisymmetric field
Bij . Some closed string coordinates depend only on the open string ones and they are the
commutative directions of Dp-brane.
In all cases, solving the second class constraints, we find the effective theory. It is
again the string theory defined in terms of the open string variables, symmetric under
transformation σ → −σ and propagating in new open string background.
At the end we shortly discuss the another possibility to cancel conformal anomaly by
introducing Liouville action, which is kinetic term for the field F . The results obtained
in this framework are in full correspondence with the results in absence of the Liouville
action, which will be discussed in concluding remarks.
The appendix is devoted to some geometrical tools, which help us to express the results
clearly.
2 Action and space-time field equations
Let us introduce action describing the open string propagation in the background defined
by the space-time metric Gµν(x), Kalb-Ramond antisymmetric field Bµν(x) and dilaton
2
scalar field Φ(x) [5]
S = κ
∫
Σ
d2ξ
√−g
{[
1
2
gαβGµν(x) +
εαβ√−gBµν(x)
]
∂αx
µ∂βx
ν +Φ(x)R(2)
}
. (2.1)
Here, xµ (µ = 0, 1, 2, ...,D − 1) are coordinates of the D dimensional space-time and
ξα(α = 0, 1) parameterize the two dimensional world-sheet Σ. Further, R(2) denotes
the scalar curvature related to the intrinsic world-sheet metric gαβ , while g = det gαβ.
The antisymmetric tensor εαβ is two dimensional ε-symbol with the adopted convention
ε01 = −1. The constant κ = 12πα′ is known as string tension, where α′ is Regge slope. The
following notation is used: ∂α =
∂
∂ξα
, ∂µ =
∂
∂xµ
, ξ0 = τ and ξ1 = σ (σ ∈ [0, π]).
The goal of introducing dilaton field is to preserve classical Weyl symmetry on the
quantum level [6]. It is realized under the following conditions [7]
βGµν ≡ Rµν − 14BµρσBνρσ + 2Dµaν = 0 , (2.2)
βBµν ≡ DρBρµν − 2aρBρµν = 0 , (2.3)
βΦ ≡ 4πκD − 26
3
−R+ 112BµρσBµρσ − 4Dµaµ + 4a2 = 0 , (2.4)
where Rµν , R and Dµ are space-time Ricci tensor, scalar curvature and covariant deriva-
tive, respectively, Bµρσ is field strength of the field Bµν and the vector aµ is the gradient
of the dilaton field.
The background fields in the form [5]
Gµν(x) = Gµν = const , Bµν(x) = Bµν = const ,
Φ(x) = Φ0 + aµx
µ , (aµ = const)
are an exact solution of the above equations for
a2 = κπ
26−D
3
. (2.5)
Note that for a2 = 0 the theory describes the critical string (D = 26) and for a2 > 0
the noncritical one (D < 26).
By xi(ξ) (i = 0, 1, ..., p) we denote Dp-brane coordinates and by xa(ξ) (a = p + 1, p +
2, ...,D − 1) the orthogonal ones so that Gµν = 0 for µ = i and ν = a. The part of the
action (2.1) describing the free string propagation in xa directions decouples from the rest.
In order to simplify the problem, we assume that the background fields Bµν and aµ are
nontrivial only along Dp-brane: Bµν → Bij , aµ → ai.
Choosing the conformal gauge gαβ = e
2F ηαβ, we obtain
S(xi, F ) = κ
∫
Σ
d2ξ
[(
1
2
ηαβGij + ǫ
αβBij
)
∂αx
i∂βx
j + 2ηαβai∂αx
i∂βF
]
. (2.6)
Classically, it is not conformally invariant, because it depends on the conformal part of
the metric, F .
3
3 Noncommutativity in the case a2 6= 0 and a˜2 6= 0
In order to introduce notation and to have possibility to discuss all cases from an unique
point of view, let us make a brief review of refs.[4, 8].
The canonical Hamiltonian
Hc =
∫ π
0
dσHc =
∫ π
0
dσ(T− − T+) , (3.1)
is expressed in terms of the energy-momentum tensor components
T± = ∓ 1
4κ
(
GijJ±iJ±j +
j
a2
iΦ±
)
+
1
2
(
iΦ±
′ − F ′iΦ±
)
. (3.2)
The currents on the Dp-brane are
J i± = (P
0
T )
ijj±j +
ai
2a2
iΦ± = j
i
± −
ai
a2
j , (3.3)
j±i = πi + 2κΠ±ijx
′j ,
(
Π±ij = Bij ± 1
2
Gij
)
(3.4)
iΦ± = π ± 2κaix′i , j = aij±i −
1
2
iΦ± , (3.5)
iF± =
ai
a2
j±i − 1
2a2
iΦ± ± 2κF ′ , (3.6)
where the projector (P 0T )i
j is defined in (A.5). We use the notation ∂σX = X
′, for any
variable X. The canonical momenta conjugated to xi and F are denoted by πi and π,
respectively. The Poisson brackets between canonical Hamiltonian and the currents J±i,
iΦ± and i
F
± are
{Hc, J±i} = ∓J ′±i ,
{
Hc, i
Φ
±
}
= ∓i′Φ± ,
{
Hc, i
F
±
}
= ∓i′F± . (3.7)
3.1 Boundary conditions and consistency procedure
The Neuman boundary conditions corresponding to the fields xi and F are of the form
γ
(0)
i
∣∣∣π
0
= 0 and γ(0)
∣∣∣π
0
= 0, where
γ
(0)
i = Π+ijJ
j
− +Π−ijJ
j
+ +
ai
2
(
iF− − iF+
)
, γ(0) =
1
2
(
iΦ− − iΦ+
)
. (3.8)
They are considered as canonical constraints. Assuming that Gij , Bij and ai are constant
and applying the standard Dirac procedure, with the help of the relations (3.7), we obtain
a set of compact conditions
Γi(σ) = Π+ijJ
j
−(σ) + Π−ijJ
j
+(−σ) +
ai
2
[
iF−(σ)− iF+(−σ)
]
, (3.9)
4
Γ(σ) =
1
2
[
iΦ−(σ)− iΦ+(−σ)
]
, (3.10)
and conclude that the canonical variables are 2π periodic functions.
The Poisson brackets between canonical Hamiltonian and constraints Γi and Γ are
equal to their sigma derivatives, which means that there are no more constraints in the
theory and we completed the consistency procedure.
The complete set of the constraint algebra is of the form
{χA(σ), χB(σ)} = −κMABδ′ , χA = (Γi,Γ) ,
[
δ′ = ∂σδ(σ − σ)
]
, (3.11)
where
MAB =
(
G˜ij 2ai
2aj 0
)
. (3.12)
To the space-time component
G˜ij = Gij − 4Bik(P 0T )klBlj = (Pˆ 1TGeff )ij , (Geffij = Gij − 4BikGklBlj) , (3.13)
we will refer as the open string metric, where (Pˆ 1T )i
j is defined in eq.(A.9).
The determinant
detMAB = −4a˜2 det G˜ij , (3.14)
shows that for a˜2 6= 0 and a2 6= 0, which we assume in this section, the rank of MAB is
equal to p+ 2 and all constraints are of the second class (except the zero modes, see [9]).
3.2 Solution of the second class constraints and noncommutativity
In terms of the open string variables
qi(σ) =
1
2
[
xi(σ) + xi(−σ)
]
, qi(σ) =
1
2
[
xi(σ) − xi(−σ)
]
, (3.15)
f(σ) =
1
2
[F (σ) + F (−σ)] , f(σ) = 1
2
[F (σ)− F (−σ)] , (3.16)
(with similar expressions for momenta pi, pi, p and p), the constraints Γi(σ) and Γ(σ) take
the form
Γi = 2(BP
0
T )i
j
pj +
1
a2
(Ba)ip− κG˜ijq′j − 2κaif ′ + pi , Γ = p− 2κaiq′i . (3.17)
Solving the constraint equations Γi(σ) = 0 and Γ(σ) = 0, we can express the closed
string variables in terms of the open string ones
πi = pi , x
i(σ) = qi(σ)− 2
∫ σ
0
dσ1
[
Θijpj(σ1) + Θ
ip(σ1)
]
, (3.18)
π = p , F (σ) = f(σ) + 2Θi
∫ σ
0
dσ1pi(σ1) , (3.19)
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where the parameters are defined as
Θij = −1
κ
(P˜TBP
0
T )
ij = −1
κ
(G−1effΠ
0
TBG
−1Π0T )
ij , Θi =
(aBG˜−1)i
2κa2
=
(a˜BG−1)i
2κa˜2
,
(3.20)
with
(P˜T )
ij = (G−1eff )
ik
[
δk
j − (P1)kj − (Π0)kj
]
. (3.21)
The projectors (Π0T )i
j and (P1)i
j are introduced in (A.6) and (A.8).
The noncommutativity tensor Θij has a clear geometrical interpretation. The induced
close string metric gij on the p dimensional submanifold orthogonal to vector ai is (P
0
TG)ij ,
while the corresponding open string one g˜ij is (P˜T )ij . Consequently, in terms of the
induced metrics on Dp−1-brane, the noncommutativity parameter for x
i variables has the
same form as in the dilaton free case
Θij = −1
κ
(g˜−1Bg−1)ij . (3.22)
We are going now to find the effective theory in terms of the open string variables.
In analogy with the closed string currents (3.3)-(3.5), we introduce open string currents
denoted by i˜Φ±, j˜±i, j˜ and J˜
i
± substituting the closed string variables and metric tensor
with open ones and omitting the antisymmetric field. Correlating the closed string currents
with the open string currents, we obtain
T± = T˜± , Hc = H˜c , (3.23)
where we introduced effective energy momentum tensor and Hamiltonian
T˜± = ∓ 1
4κ
[
(G˜−1)ij J˜±iJ˜±j +
j˜
a˜2
i˜Φ±
]
+
1
2
(
i˜′Φ± − f ′˜iΦ±
)
, H˜c = T˜− − T˜+ . (3.24)
Therefore, the effective theory has the same form as the original one, but in terms
of the symmetric variables qi, f and corresponding momenta pi, p in new background
Gij → G˜ij , Bij → 0 and Φ→ Φ0 + aiqi.
Using Poisson brackets of the closed string variables, we can calculate the algebra of
the open string ones
{qi(τ, σ), pj(τ, σ)} = δijδs(σ, σ) , {f(τ, σ), p(τ, σ)} = δs(σ, σ) , (3.25)
where the symmetric delta function is
δs(σ, σ) =
1
2
[δ(σ − σ) + δ(σ + σ)]. (3.26)
Now, it is easy to calculate Poisson brackets
{xi(σ), xj(σ¯)} = 2Θijθ(σ + σ¯) , (3.27)
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{xi(σ), F (σ¯)} = 2Θiθ(σ + σ¯) , {F (σ), F (σ¯)} = 0 , (3.28)
where the function θ(x) is defined as
θ(x) =


0 if x = 0
1/2 if 0 < x < 2π .
1 if x = 2π
(3.29)
It is useful to separate the center of mass closed string coordinates
xicm =
1
π
∫ π
0
dσxi(σ) , xi(σ) = xicm +X
i(σ) , (3.30)
Fcm =
1
π
∫ π
0
dσF (σ) , F (σ) = Fcm + F(σ) , (3.31)
so that we have
{Xi(σ),Xj(σ)} = Θij∆(σ + σ) , (3.32)
{Xi(σ),F(σ)} = Θi∆(σ + σ) , {F(σ),F(σ)} = 0 , (3.33)
where
∆(x) = 2θ(x)− 1 =


−1 if x = 0
0 if 0 < x < 2π .
1 if x = 2π
(3.34)
Therefore, the variables Xi and F are commutative in the interior of string, while on the
string endpoints they are noncommutative.
As a consequence of the relations aiΘ
ij = 0 and aiΘ
i = 0, coordinate x0 [see eq.(A.17)]
becomes a commutative one. On the other hand, F is the new noncommutative variable
and the number of the noncommutative variables is the same as in the dilaton free case.
4 Noncommutativity in the case a2 = 0 and a˜2 6= 0
In simple dynamical theories velocities (time derivatives of the coordinates) can be ex-
pressed in terms of the canonical momenta. However, when the coefficient in front of
velocity is equal to zero, there appears a constraint in the theory (see for instance ref.[10]).
Here we are going to investigate a particular case when the gradient of dilaton field
ai is light-like vector with respect to the closed string metric Gij , a
2 = 0. This condition
causes the existence of a first class constraint.
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4.1 Canonical analysis
The canonical momenta conjugated to xi and F
πi = κ(Gij x˙
j − 2Bijx′j + 2aiF˙ ) , π = 2κaix˙i , (4.1)
can be combined as
j ≡ aiπi − 1
2
π + 2κaiBijx
j ′ = 2κa2F˙ , (4.2)
which means that, for a2 = 0, j is a constraint of the theory.
The canonical Hamiltonian obtained by standard definition Hc = πix˙i + πF˙ − L
Hc = 1
2κ
πiG
ijπj +
κ
2
xi
′
Geffij x
j ′ + 2πi(G
−1B)ijx
j ′ + 2κaix
i′F ′ , (4.3)
can be expressed in terms of currents
j∗±i = j±i ± 2κaiF ′ , (4.4)
in the form
Hc = T− − T+ = 1
4κ
Gij(j∗−ij
∗
−j + j
∗
+ij
∗
+j) . (4.5)
The constraint j has the same form in terms of the Dp-brane currents (3.4) as in terms of
the currents j∗±i
j = aij±i − 1
2
iΦ± = a
ij∗±i −
1
2
iΦ± . (4.6)
To investigate the theory with constraints, we introduce total Hamiltonian
HT =
∫
dσHT , HT = Hc + λj , (4.7)
where λ is a Lagrange multiplier.
Using the Poisson brackets of the basic canonical variables, we obtain
{j∗±i, j∗±j} = ±2κGijδ′ , {j∗±i, iΦ±} = ±4κaiδ′ , (4.8)
while all opposite chirality currents commute. It is easy to show that
{j∗±i, j} = 0 , {HT , j} = 0 , (4.9)
and consequently j is a first class constraint. So, the theory is invariant under some local
symmetry.
The gauge transformation of any variable X is defined in terms of symmetry generator
G in the form
δηX = {X,G} , G ≡
∫
dση(σ)j(σ) , (4.10)
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which produces
δηx
i = aiη , δηF = −1
2
η , δηπi = 2κa
jBjiη
′ , δηπ = 0 . (4.11)
The transformation of the intrinsic metric tensor has form
δηgαβ = −ηgαβ , (4.12)
and we recognize the two dimensional Weyl symmetry as a part of the above gauge sym-
metry.
4.2 Gauge fixing and solution of constraints
The gauge freedom allows us to fix one degree of freedom. We choose F = 0 and after
that we can treat j and F as second class constraints. On the constraints we have
J±i → j±i , iF± → 0 , iΦ± → 2aij±i , (4.13)
so that the boundary conditions (3.8) take the form
γ
(0)
i = Π+ i
jj− j +Π− i
jj+ j , γ
(0) = ai(j− i − j+ i) . (4.14)
They are considered as canonical constraints. Examinig the consistency of the constraints,
we obtain
Γi(σ) = Π+i
jj−j(σ) + Π−i
jj+j(−σ) , Γ(σ) = ai [j−i(σ)− j+i(−σ)] , (4.15)
which satisfy algebra
{Γi(σ),Γj(σ)} = −κGeffij δ′ , {Γi(σ),Γ(σ)} = −2κaiδ′ , {Γ(σ),Γ(σ)} = 0 . (4.16)
The Poisson brackets of the complete set of the constraints χA = (Γi,Γ) can be written in
a matrix form
{χA(σ), χB(σ)} = −κMABδ′ , (4.17)
where
MAB =
(
Geffij 2ai
2aj 0
)
. (4.18)
We assume that detGeffij 6= 0 and with the help of the relation
detMAB = −4a˜2 detGeffij , (4.19)
we conclude that for a˜2 6= 0 all constraints originated from boundary conditions are of the
second class.
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In terms of the open string variables introduced in (3.15)-(3.16), the constraint equa-
tions, Γi(σ) = 0 and Γ(σ) = 0, produce
pi = 0 , q
′i =
2
κ
(G−1effBG
−1)ijpj , (4.20)
aiq
′i = 0 , aipi + 2κ(aB)iq
′i = 0 . (4.21)
Treating gauge fixing and the first class constraints as second class constraints, from j = 0
and F = 0 we obtain additional equations
aipi − 1
2
p+ 2κ(aB)iq
′i = 0 , aipi −
1
2
p+ 2κ(aB)iq
′i = 0 , f = 0 , f = 0 . (4.22)
From the first equation in (4.20) and second in (4.21) follows (aB)iq
′i = 0, which in
notation of (A.17) can be rewritten as q′1 = 0. The second equation in (4.20) and the
first equation in (4.21) give (a˜B)ipi = 0 i.e. p1 = 0. Consequently, the string dynamics is
desribed by the following coordinates and momenta
(q1T )
i = (P 1T )
i
jq
j ≡ Qi (π1T )i = (P 1T )ijpj ≡ Pi , (4.23)
where the projector P 1T is defined in (A.8). Now, we can rewrite (4.20) in the form
q′i = 2
κ
(G−1effBG
−1P 1T )
ijPj . It is useful to separate it into direction along (aB)i and the
orthogonal one q′i = q′i1 + (q
1
T )
′i
(q1T )
′i = −2ΘijPj , q′i1 =
2
κ
(G−1effP1BG
−1)ijPj , (4.24)
so that tensor
Θij = −1
κ
(G−1effP
1
TBG
−1P 1T )
ij , (4.25)
is antisymmetric. Substituting expression for q′i in the first equation (4.22), we have
p = 2a˜iPi.
The final solution of the equations (4.20)-(4.22) is
xiDp(σ) = Q
i(σ)− 2Θij
∫ σ
0
dσ1Pj(σ1) , π
Dp
i = Pi , (4.26)
x1(σ) =
2
κ
(a˜B2G−1)i
∫ σ
0
dσ1Pi(σ1) , π1 = 0 , (4.27)
F = 0 , π = 2a˜iPi , (4.28)
where we choose integration constant qi(σ = 0) = 0. From (4.27) and periodicity of Pi
follows that x1 satisfies Dirichlet boundary conditions i.e. x1(σ = 0) = 0 = x1(σ = π).
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4.3 Effective theory and noncommutativity
Let us introduce effective current
j˜±i = Pi ± κ(P 1TGeff )ijQ′j , (4.29)
and correlate it with j∗±i defined in (4.4)
j∗±i = ±2(Π±G−1eff )ij j˜±j . (4.30)
Substituting this relation in (4.5), we obtain the effective Hamiltonian
H˜c = T˜− − T˜+ , T˜± = ∓ 1
4κ
(G−1effP
1
T )
ij j˜±ij˜±j (4.31)
From definitions of the current j˜±i and the expression for the energy-momentum tensor
T˜± we can conclude that the effective metric tensors are
geffij = (P
1
TG
eff )ij , g
ij
eff = (G
−1
effP
1
T )
ij . (4.32)
In fact they are induced metrics on subspace defined by the projector P 1T . This projector
also plays the role of unity in this subspace geffik g
kj
eff = (P
1
T )i
j .
Effective theory is expressed in terms of the open string variables, Qi and Pi, which
satisfy the algebra {
Qi(σ), Pj(σ)
}
= (P 1T )
i
jδ(σ − σ) , (4.33)
in the background
Gij → geffij , Bij → 0 , Φ→ 0 . (4.34)
Using the solution (4.26) we find the noncommutativity relation{
xiDp(τ, σ), x
j
Dp
(τ, σ)
}
= 2Θijθ(σ + σ) , (4.35)
where the function θ(x) is defined in eq.(3.29). If we separate the center of mass variables
in the way described in (3.30)-(3.31), xiDp(σ) = (x
i
Dp
)cm +X
i
Dp
(σ), we obtain
{XiDp(σ),XjDp(σ)} = Θij∆(σ + σ) , (4.36)
where the function ∆(x) is defined in (3.34).
The solution (4.27) for the closed string coordinate x1 satisfies Dirichlet boundary
conditions, while the conformal part of the intrinsic metric F satisfies these boundary
conditions automatically, because F = 0. So, the number of Dp-brane dimensions de-
creases from p + 2 to p. On the other hand, we have aiQ
i 6= 0 and aiΘij = 0, so that
xc = aix
i
Dp
= aiQ
i is commutative coordinate, because it is momentum independent vari-
able. There are one commutative coordinate, in the direction of the dilaton gradient ai,
and p− 1 noncommutative ones.
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5 Noncommutativity in the case a˜2 = 0 and a2 6= 0
As a consequence of (3.11), the singularity of the matrix MAB turns some constraints into
the first class. According to the (3.14) the singularity corresponds to the case a˜2 = 0. In
this section we also suppose a2 6= 0.
In the case we are going to deal with, not only MAB but also G˜ij = (Pˆ
1
TGeff )ij is
singular. For a˜2 = 0, Pˆ 1T is the projector on the subspace orthogonal to the vector (a˜B)
i
[see eq.(A.9)], which can be expressed as (a˜BG−1G˜)i = 0. So, detMAB, as a function of
a˜2, has two zeros in a˜2 = 0 and we can expect to have two first class constraints.
The canonical analysis, boundary conditions and the related consistency procedure are
the same as in the case a2 6= 0 and a˜2 6= 0, of Sec.3. Let us turn to the separation of the
first and the second class constraints.
5.1 Classification of the constraints
According to the canonical procedure for the constrained systems, we introduce total
Hamiltonian
HT =
∫
dσHT , HT = Hc + λi(σ)Γi(σ) + λ(σ)Γ(σ) , (5.1)
where Hc, Γi and Γ are the canonical Hamiltonian and constraints defined in (3.1),
(3.9) and (3.10), while λi and λ are Lagrange multipliers. The consistency conditions
{HT ,Γi(σ)} ≈ 0 and {HT ,Γ(σ)} ≈ 0 produce
Γ′i ≈ −κG˜ijλ′j − 2κaiλ′ , Γ′ ≈ −2κaiλ′i . (5.2)
Here ”≈” is a symbol for weak equality, which means that it is fulfilled on the constraints.
With the help of the projectors (P0)i
j, (Pˆ1)i
j , and (PˆT )i
j , defined in (A.5), (A.9) and
(A.12) respectively, we decompose the Lagrange multipliers λi
λi = (λT )
i + (λ1)
i + (λ0)
i = (λT )
i + 2Λ1(a˜B)
i + Λ2a˜
i , (5.3)
where Λ1 = − 2a2 (λBa) and Λ2 =
(aGeffλ)
a2
. Now, the consistency conditions (5.2) turn to
the equations
(λ+
1
2
Λ2)
′ = − a
iΓ′i
2κa2
, (λ′T )
i = −1
κ
(G−1eff )
ij(P 0T )j
kΓ′k , (5.4)
where P 0T is the projector defined in (A.5). So, the coefficients Λ1 and Λ2 are not deter-
mined.
If we rewrite the term λiΓi using the equation (5.3), we obtain
HT = Hc+
∫ π
0
dσ
[
(λT )
i(ΓT )i + (λ+
1
2
Λ2)Γ + Λ1Γ1 + Λ2Γ2
]
= H ′+
∫ π
0
dσ(Λ1Γ1+Λ2Γ2) ,
(5.5)
where
Γ1 = 2(a˜BG
−1)iΓi , Γ2 = a˜
iΓi − 1
2
Γ . (5.6)
The constraints, Γ1 and Γ2, multiplied by the arbitrary coefficients Λ1 and Λ2, are of the
first class, while (ΓT )i and Γ, multiplied by the determined multipliers, are of the second
class.
Using the algebra of the constraints (3.11), we can easily calculate
{Γ1,Γi} = 0 , {Γ1,Γ} = 0 , {Γ2,Γi} = 0 , {Γ2,Γ} = 0 , (5.7)
and confirm the result that constraints Γ1 and Γ2 are of the first class.
Let us mark the set of second class constraints with χA = {(ΓT )i,Γ} and define the
matrix MAB with the relation {χA, χB} = −κMABδ′. We easily obtain
MAB =
(
Mij 2ai
2aj 0
)
, (5.8)
where Mij = (PˆTGeff )ij − (P0Geff )ji. The matrix MAB maps two vectors to zero
M
(
a˜
0
)
= 0 , M
(
(a˜B)
0
)
= 0 . (5.9)
So, its rank is not greater then p. We suppose that the rest of the matrix MAB is regular.
5.2 Gauge fixing and solution of the constraints
The first class constraints generate a local symmetry in the form
δX = {X,G} , G =
∫ π
0
dσ(η1Γ1 + η2Γ2) , (5.10)
where η1 and η2 are the parameters of the transformations. The expressions (5.6) in terms
of the open string variables have form
Γ1 = a˜
ipi − 1
2
p+ 2(a˜BG−1)ipi , Γ2 = a˜
ipi −
1
2
p+ 2(a˜BG−1)ipi . (5.11)
They generate gauge transformations
δqi = a˜i(η1)s + 2(a˜BG
−1)i(η2)s , δf = −1
2
(η1)s , (5.12)
δqi = a˜i(η2)a + 2(a˜BG
−1)i(η1)a , δf = −1
2
(η2)a , (5.13)
where the indices ”s” and ”a” denote σ symmetric and antisymmetric parts of the pa-
rameters η1 and η2. The gauge transformations of the coordinate components are of the
forms
δ(q1)
i = 2(a˜BG−1)iη2s , δ(q0)
i = a˜iη1s , δ(qT )
i = 0 , (5.14)
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δ(q1)
i = 2(a˜BG−1)iη1a , δ(q0)
i = a˜iη2a , δ(qT )
i = 0 . (5.15)
To fix the gauge corresponding to the parameters η2s, η1a, η1s and η2a, we choose
(q1)
i = 0 , (q1)
i = 0 , f = 0 , f = 0 , (5.16)
which are equivalent to
(aB)iq
i = 0 , (aB)iq
i = 0 , f = 0 , f = 0 . (5.17)
The set of the first class constraints and gauge conditions behave like a set of the
second class constraints. The original second class constraints together with first class
constraints (5.11) cause that full expressions Γi and Γ vanish
2(BP 0T )i
j
pj +
1
a2
(Ba)ip− κG˜ijq′j − 2κaif ′ = 0 , pi = 0 , p = 0 , aiq′i = 0 . (5.18)
The complete set of the equations consists of (5.16), (5.18) and remained consequences
of the first class constraints
(a˜B)ipi = 0 , p = 2a˜
ipi . (5.19)
Choosing integration constant qi(σ = 0) = 0 we obtain solution
xiDp(σ) = Qˆ
i(σ)− 2Θij
∫ σ
0
dσ1Pˆj(σ1) , π
Dp
i = Pˆi , x1 = 0 , π1 = 0 , (5.20)
F = 0 , π = 2a˜iPˆi , (5.21)
expressed in terms of the open string variables
(q1T )
i = (Pˆ 1T )
i
jq
j ≡ Qˆi , (p1T )i = (Pˆ 1T )ijpj ≡ Pˆi . (5.22)
The tensor Θij
Θij = −1
κ
(G−1eff Pˆ
1
TBG
−1Pˆ 1T )
ij , (5.23)
is manifestly antisymmetric.
5.3 Effective theory
Similarly as in subsection 4.3, we define the effective current
j˜±i = Pˆi ± κ(Pˆ 1TGeff )ijQˆ′j , (5.24)
and correlate it with the currents j∗±i (4.4) and i
Φ
± (3.5)
j∗±i = ±2(Π±G−1eff )ij j˜±j − 4(G−1effΠ±Pˆ1B)ijpj , iΦ± = 2a˜ij˜±i . (5.25)
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We are going to express the Hamiltonian H ′, defined in (5.5), in terms of the open
string variables. It is enough to do this for canonical Hamiltonian because we already
solved the second class constraints.
The energy-momentum components (3.2) can be rewritten in terms of j∗±i and i
Φ
± as
T± = ∓ 1
4κ
[
Gijj∗±ij
∗
±j −
(aij∗±i)
2
a2
+
aij∗±i
a2
iΦ± −
1
4a2
iΦ±i
Φ
±
]
. (5.26)
Substituting the relations (5.25) in the expression for energy-momentum tensor we
obtain
T± = T˜± , H˜c = T˜− − T˜+ ≡ Hc , (5.27)
where
T˜± = ∓ 1
4κ
(G−1eff Pˆ
1
T )
ij j˜±ij˜±j . (5.28)
In terms of effective variables Qˆi and Pˆj , the effective theory lives in the background
Gij → geffij = (Pˆ 1TGeff )ij , Bij → 0, Φ → 0, and does not explicitly depend on antisym-
metric and dilaton fields.
5.4 Noncommutativity
Using the algebra of the variables qi and pj (3.25), we can calculate the Poisson brackets
of the open string variables Qˆi and Pˆj{
Qˆi(σ), Pˆj(σ)
}
= (Pˆ 1T )
i
jδs(σ, σ) , (5.29)
where δs(σ, σ) is defined in equation (3.26).
As in the two previous cases, with the help of the equations (5.20), after separation of
the center of mass variables, we obtain
{XiDp(τ, σ),XjDp (τ, σ)} = Θij∆(σ + σ) , (5.30)
where antisymmetric tensor Θij and the function ∆(x) are defined in (5.23) and (3.34),
respectively. We can easily conclude that the interior of the string is commutative.
Let us discuss more precisely the noncommutativity of the string endpoints. From
(5.20) and (5.21) we conclude that x1 and F satisfy Dirichlet boundary conditions and
decrease the number of Dp-brane dimensions from p + 2 to p. The projection on the
Dp-brane is realized by operator Pˆ 1T , (A.9). Similarly as in the subsection 4.3, we have
aiQˆ
i 6= 0 but aiΘij = 0 so that xc ≡ aixiDp = aiQˆi does not depend on the momenta and,
consequently, it is commutative Dp-brane coordinate. All other p−1 Dp-brane coordinates
are noncommutative.
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6 Concluding remarks
In this paper we have considered the contribution of the linear dilaton field to noncommu-
tativity in some specific cases when the dilaton gradient ai is a light-like vector either with
respect to the closed string metric, a2 = 0, or to the open string one, a˜2 = 0. We analyzed
three cases: 1. a2 6= 0 and a˜2 6= 0, 2. a2 = 0 and a˜2 6= 0 and 3. a˜2 = 0 and a2 6= 0. In all
cases we treat the conformal part of the world sheet metric, F , as a dynamical variable.
The first case has been considered in ref.[4]. The Dp-brane coordinate, in the direction
of the dilaton gradient ai, is commutative and F takes the role of a new noncommutative
coordinate. So, there is one commutative and p+ 1 noncommutative coordinates.
In the second case, the condition a2 = 0 produces one first class constraint. In the
third case, as a consequence of the condition a˜2 = 0, two second class constraints turn
to the first ones. In both cases, the first class constraints generate local symmetries and
after gauge fixing, the gauge conditions and the first class constraints can be treated as
second class constraints. Solving them together with the original second class constraints
we obtain effective coordinates and momenta describing the string. In both cases, Dp-
brane is p-dimensional with one commutative coordinate, in the direction of the dilaton
gradient ai, and p− 1 noncommutative coordinates.
Let us discuss general features of the solutions (3.18)-(3.19), (4.26) and (5.20)
xiDp(σ) = Q
i(σ)− 2Θij
∫ σ
0
dσ1Pj(σ1) , (6.1)
expressing closed string variables xiDp = (PDp)
i
jx
j in terms of open string ones and corre-
sponding momenta
Qi = (PDp)
i
jq
j , Pi = (PDp)i
jpj . (6.2)
The variables Qi and Pi satisfy the algebra{
Qi(σ), Pj(σ)
}
= (PDp)
i
jδs(σ, σ) , (6.3)
where PDp is unity in the Dp-brane subspace (see Table I).
Some closed string components vanish on the solution of constraints, because the pro-
jections of both the open string coordinates and noncommutativity parameter vanish. It
means that corresponding components are fixed and effectively satisfy Dirichlet bound-
ary conditions. The other components, as x1 in the second case, are different from zero,
but also satisfies Dirichlet boundary conditions. Consequently, in both cases the number
of Dp-brane dimensions decreases. In fact, first class constraints turn some Neuman to
Dirichlet boundary conditions, so that, after carefully carried calculations, the true di-
mension of the Dp-brane is DDp = 2p + 4− 2NFCC −NSCC , where NFCC is the number
of the first class constraints and NSCC the number of the second class ones.
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If the closed string components contain only the open string coordinates, while the
momenta are absent, they are commutative degrees of freedom. In all cases, in a direction
defined by the vector ai, the noncommutativity parameter Θ
ij is singular, aiΘ
ij = 0, so
the effective momentum disappears from aix
i
Dp
. The corresponding effective coordinate is
nonzero, aiQ
i 6= 0, and consequently, one commutative coordinate xc = aixiDp appears.
The closed string components (xnc)
i, containing both the open string coordinates and
momenta, are the noncommutative degrees of freedom. The noncommutativity relation
has the same form in all three cases
{XiDp(τ, σ),XjDp (τ, σ)} = Θij∆(σ + σ) ,
[
XiDp(σ) = x
i
Dp(σ)− (xiDp)cm
]
. (6.4)
When ai is not light-like vector the parameter Θ
ij is given in (3.22), while in the other
two cases, when ai is light-like vector, it can be expressed in terms of projectors PDp
Θij = −1
κ
(G−1effPDpBG
−1PDp)
ij . (6.5)
The number of the noncommutative coordinates, Nnc, is difference of Dp-brane dimension
and the number of the commutative coordinates, Nnc = DDp−1. All results are presented
in the table I
Case NFCC NSCC DDp (PDp)i
j VDbc (xnc)
i xc g
eff
ij
a˜2 6= 0, a2 6= 0 0 p+2 p+2 δij - (Π0Tx)i , F x0 G˜ij
a2 = 0 , a˜2 6= 0 1 p+2 p (P 1T )ij x1 , F (PTx)i x0 (P 1TGeff )ij
a˜2 = 0 , a2 6= 0 2 p p (Pˆ 1T )ij x1 , F (PˆTx)i x0 (Pˆ 1TGeff )ij
where VDbc means variables with Dirichlet boundary condition. The projectors Π0T ,PT ,
PˆT , P
1
T and Pˆ
1
T as well as the coordinate projections (x0 , x1) are defined in Appendix.
In all cases the effective energy-momentum tensor T˜± satisfy Virasoro algebra. Conse-
quently, the effective theory is a string theory propagating in the open string background
Gij → (geff )ij , Bij → 0. The dilaton field survives only in the first case, again as a linear
dilaton, Φ = Φ0 + aiq
i.
The initial string, to which we refer as closed, is an oriented string. An effective one, on
the solution of boundary conditions, is unoriented because it is symmetric under σ → −σ.
It is well known, that an unoriented string does not contain explicitly Kalb-Ramond field,
because the term εαβBµν∂αx
µ∂βx
ν is not invariant under transformation σ → −σ. It
explains the fact that in all cases the antisymmetric field disappears from the effective
background, Bij → 0. It can survive only as bilinear combination, which indeed occurs as
a part of the effective metric.
At the end let us discuss the contribution of the Liouville term which offers a new
viewpoint of the results of this paper. It is known from ref.[7] that βGµν = 0 = β
B
µν produce
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c-number value of the third beta-function playing the role of Schwinger term, βΦ = c. In
that case for D = 26 the central charge, c = 4a2, breaks conformal invariance. In order to
cancel the conformal anomaly the corresponding Wess-Zumino term can be added to the
action (2.6). In the particular case this is just Liouville action
SL =
2κ
α
∫
Σ
d2ξηαβ∂αF∂βF ,
(
2κ
α
=
h¯(D − 26)
48π
)
(6.6)
which is kinetic term for conformal part of the metric, F . After change the variables,
F → ⋆F = F + α2 aixi, the term with linear dilaton field disappears but at the same time
the space-time metric obtains new term Gij → ⋆Gij = Gij − αaiaj. It seems that linear
dilaton field does not change anyhting, because the new conformal factor ⋆F decouples
and we obtain the standard action without dilaton field. But, it is not complete story,
because new space-time metric ⋆Gij becomes singular and produces the gauge symmetry
in the theory. It is easy to check that for a2 = 1
α
the vector ai is singular vector of the
metric ⋆Gij .
We carefully investigate all three cases when the Liouville action is included. We find
that all important results, such as the form of the solution
⋆xiDp(σ) =
⋆Qi(σ)− 2⋆Θij
∫ σ
0
dσ1
⋆Pj(σ1) , (6.7)
⋆Qi = (⋆PDp)
i
jq
j , ⋆Pi = (
⋆PDp)i
jpj ,
{
⋆Qi(σ), ⋆Pj(σ)
}
= (⋆PDp)
i
jδs(σ, σ) , (6.8)
the dimensions of Dp-brane, the number of commutative and noncommutative variables
and the noncommutativity relation
{⋆XiDp(τ, σ), ⋆XjDp(τ, σ)} = ⋆Θij∆(σ + σ) ,
[
⋆XiDp(σ) =
⋆xiDp(σ) − (⋆xiDp)cm
]
, (6.9)
are the same as in the absence of Liouville action. In both cases where ai is light-like vector
either with respect to ⋆Gij or
⋆Geffij , the noncommutativity parameters can be expressed
as
⋆Θij = −1
κ
(G−1eff
⋆PDpBG
−1 ⋆PDp)
ij , (6.10)
where projectors ⋆PDp are defined in the table II and in the equations (A.14) and (A.16).
In the first case, where ai is not light-like vector, the noncomutavity parameter takes the
form
⋆Θij = −1
κ
(⋆G−1effB
⋆G−1)ij = −1
κ
(G−1eff Πˇ
0
TBG
−1Πˇ0T )
ij , (6.11)
where
(Πˇ0T )i
j = (Π0T )i
j +
1
1− αa˜2 (Π0)i
j , (6.12)
and Π0T and Π0 are defined in (A.6).
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The only differences produced by Lioville term are that local gauge symmetries appear
for a2 = 1
α
and a˜2 = 1
α
instead for a2 = 0 and a˜2 = 0 and that some variables change
the roles , x0 → ⋆F and F → x0. So, instead of x0, the variable ⋆F is commutative.
In the first case x0 is noncommutative instead of F and in the second and third case x0
satisfies the Dirichlet boundary conditions instead of F . Results of these investigations
are presented in the table II and will be published separately. The projectors (⋆PT )i
j and
(⋆PˆT )i
j are defined in (A.14) and (A.16).
Case NFCC NSCC DDp (
⋆PDp)i
j VDbc (⋆xnc)
i ⋆xc
a˜2 6= 1
α
, a2 6= 1
α
0 p+2 p+2 δi
j - xi ⋆F
a2 = 1
α
, a˜2 6= 1
α
1 p+2 p (⋆PT )i
j x0 , x1 (
⋆PTx)
i ⋆F
a˜2 = 1
α
, a2 6= 1
α
2 p p (⋆PˆT )i
j x0 , x1 (
⋆PˆTx)
i ⋆F
After quantization, Poisson brackets (6.4) and (6.9) turn to the commutation relations.
Now, we are ready to comment whether the conformal symmetry survives on the quantum
level at the endpoints of the open string. The contribution of the field F to the open string
theory is nontrivial only in the first case, where it becomes a noncommutative variable
instead of x0. In other two cases it disappears (see Table I). So, if in addition to space-time
field equations (2.2)-(2.4), we require either a2 = 0 or a˜2 = 0, the open string theory will
be conformally invariant. In the presence of Liouville term the corresponding variable ⋆F
decouples from the theory and has the role of commutative coordinate (see Table II). In
that case the equations (2.2)-(2.3) are enough for conformal invariance of the open string
theory.
A Projectors
In this appendix we introduce projector operators in order to separate noncommutative
and nonphysical variables on Dp-brane as well as to express the noncommutativity pa-
rameter.
The projectors on the direction ni and on the subspace orthogonal to vector ni are
(Π)i
j =
nin
j
n2
, (ΠT )i
j = δi
j − (Π)ij , (A.1)
where ni = gijnj and n
2 = nini . The transposed operator is
Πij = g
ikΠk
lglj , (A.2)
and similarly for ΠT . Using these projectors we can decompose arbitrary covariant vectors
πi = (πL)i + (πT )i , (πL)i = (Π)i
jπj , (πT )i = (ΠT )i
jπj , (A.3)
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and contravariant ones
xi = (xL)
i + (xT )
i , (xL)
i = (Π)ijx
j , (xT )
i = (ΠT )
i
jx
j . (A.4)
We are going to apply this procedure to few cases choosing particular vectors ni and
metrics gij .
A.1 Case ni = ai and gij = Gij
For ni → (n0)i = ai and gij → Gij we obtain
(Π)i
j → (P0)ij = aia
j
a2
, (ΠT )i
j → (P 0T )ij = δij − (P0)ij . (A.5)
A.2 Case ni = ai and g = G
eff
ij
For the same vector ni → (n0)i = ai, but using the effective metric gij → Geffij , we have
(Π)i
j → (Π0)ij = aia˜
j
a˜2
, (ΠT )i
j → (Π0T )ij = δij − (Π0)ij . (A.6)
A.3 Case ni = (aB)i and gij = G
eff
ij
Applying the same procedure, for vector ni → (n1)i = (aB)i and gij → Geffij , we have
(Π)i
j → (Π1)ij = 4
a˜2 − a2 (Ba)i(a˜B)
j , (ΠT )i
j → (Π1T )ij = δij − (Π1)ij . (A.7)
We introduce new notation for the cases where ai is light-like vector with respect to
Gij (a
2 = 0)
(P1)i
j = (Π1)i
j
∣∣∣
a2=0
=
4
a˜2
(Ba)i(a˜B)
j , (P 1T )i
j = (Π1T )i
j
∣∣∣
a2=0
= δi
j − (P1)ij , (A.8)
and with respect to the effective metric Geffij (a˜
2 = 0)
(Pˆ1)i
j = (Π1)i
j
∣∣∣
a˜2=0
= − 4
a2
(Ba)i(a˜B)
j , (Pˆ 1T )i
j = (Π1T )i
j
∣∣∣
a˜2=0
= δi
j − (Pˆ1)ij . (A.9)
A.4 Case (n0)i = ai and (n1)i = (aB)i and gij = G
eff
ij
Let us construct the projector orthogonal to the vectors (n0)i = ai and (n1)i = (aB)i with
respect to the effective metric Geffij . These two vectors are mutually orthogonal and it is
enough to use the constructed projectors on the direction ai, (A.6), and on the direction
(aB)i, (A.7), to construct the projector orthogonal on them
(ΠT )i
j = δi
j − (Π0)ij − (Π1)ij . (A.10)
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For a2 = 0, we have
(PT )i
j = (ΠT )i
j
∣∣∣
a2=0
= δi
j − (Π0)ij − (P1)ij . (A.11)
For a˜2 = 0, Π0 and ΠT are singular, but it is useful to introduce projector
(PˆT )i
j = δi
j − (P0)ij − (Pˆ1)ij . (A.12)
In the case when a2 = 1
α
we have
(⋆P1)i
j = (Π1)i
j
∣∣∣
a2= 1
α
=
4α
αa˜2 − 1(Ba)i(a˜B)
j , (A.13)
(⋆PT )i
j = (ΠT )i
j
∣∣∣
a2= 1
α
= δi
j − (⋆P0)ij − (⋆P1)ij , (A.14)
and similarly for a˜2 = 1
α
we get
(⋆Pˆ0)i
j = (Π0)i
j
∣∣∣
a˜2= 1
α
= αaia˜
j , (⋆Pˆ1)i
j = (Π1)i
j
∣∣∣
a˜2= 1
α
=
4α
1− αa2 (Ba)i(a˜B)
j , (A.15)
(⋆PˆT )i
j = (ΠT )i
j
∣∣∣
a˜2= 1
α
= δi
j − (⋆Pˆ0)ij − (⋆Pˆ1)ij . (A.16)
It is useful to introduce following notation for the projections of vectors xi and πi
x0 = (n0)ix
i = aix
i , x1 = (n1)ix
i = (aB)ix
i , π0 = n˜
i
0πi = a˜
iπi , π1 = n˜
i
1πi = (a˜B)
iπi .
(A.17)
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