No-wait flowshop scheduling problem (NW-FSSP) with the objective to minimize the makespan is an important sequencing problem in the production plans and applications of no-wait flowshops can be found in several industries. In a NW-FSSP, jobs are not allowed to wait between two successive machines. The NW-FSSPs are addressed to minimize makespan and the NW-FSSP is known as a NP-Hard problem. In this study, Agarwal et al.'s 1 adaptive learning approach (ALA) is improvement for NW-FSSPs. Improvements in adaptive learning approach is similar to neural-network training. The improvement adaptive learning approach (IALA) is applied to all of the 192 problems. The proposed IALA method for NW-FSSP is compared with Aldowaisan and Allahverdi's 2 results by using Genetic heuristic. The results of computational experiments on randomly generated NW-FSSPs are show that the proposed adaptive learning approach performs quite well.
Introduction
In the permutation flowshop, n different jobs have to be processed on m machines. Each job has one operation on each machine and all jobs have the same ordering sequencing on each machine. At any time, each machine can process at most one job. Preemption is not allowed 3 . An important kind of flowshop scheduling problem is characterized by a no-wait environment 4 . In a NW-FSSP, jobs are not allowed to wait between two successive machines. This implies that the starting time of a job at the first machine has to be delayed to ensure that the job can go through the flow shop without having to wait for any machine 5 . The NW-FSSP has important applications in many industries. Examples include the metal, plastic and chemical industries, food and pharmaceutical industries. Additional applications can be found in advanced manufacturing environments, such as just-in-time and flexible manufacturing systems 6 . The NW-FSSP has attracted the attention of many researchers. Reddi and Ramamoorthy 7 and Wismer 8 were the first to address the NW-FSSP with the single criterion of makespan. Bonney and Gundry 9 and King and Spachis 10 have later developed heuristics. Gangadharan and Rajendran 11 and Rajendran 12 have developed additional heuristics, and showed that their heuristics outperform those of Bonney and Gundry 9 and King and Spachis 10 . Bertolissi 13 presented a heuristic algorithm for NW-FSSPs to minimize the sum of the total flowtimes and at the same time minimizes the average processing time. Aldowaisan 14 developed a new heuristic method for two-machine no-wait flowshop problem with separate setup times from processing times and sequence independent. Aldowaisan and Allahverdi 2 presented two new heuristics that are based on simulated annealing and genetic algorithm techniques for no-wait flowshops to minimize makespan by incorporating a modified Nawaz-Enscore-Ham (NEH) heuristic (see Nawaz et al. 15 ), which were shown to outperform those of Gangadharan considered a multi-objective scatter search for a bicriteria NW-FSSP in which weighted mean completion time and weighted mean tardiness are to be minimized simultaneously. Pan et al. 19 proposed an iterated greedy algorithm for NW-FSSP with the objective to minimize the makespan and also Pan et al. 20 presented a discrete particle swarm optimization for the NW-FSSP with both makespan and total flowtime criteria. TavakkoliMoghaddam et al. 21 proposed an immune algorithm for a multi-objective NW-FSSP by minimizing the weighted mean completion time and weighted mean tardiness simultaneously. Laha and Chakraborty 22 presented a new constructive heuristic, based on the principle of job insertion, for minimizing makespan in NW-FSSPs. Qian et al. 23 proposed a memetic algorithm based on differential evolution for the multi-objective NW-FSSPs. Later, Qian et al. 24 proposed an effective hybrid differential evolution for the NW-FSSP with the makespan criterion.
The aim of this paper is to suggest an adaptive learning approach for NW-FSSP with makespan criteria. The performance of the proposed approach is tested on a set of 192 instances. The comparison is made with the Aldowaisan and Allahverdi's 2 results by using Genetic heuristic. The rest of this article is organized as follows. Section 2 provides adaptive learning approach. Genetic heuristic approach is given in Section 3. Section 4 presents computational results. Finally, the conclusions about adaptive learning approach are presented in Section 5.
Adaptive Learning Approach
Adaptive learning approach is similar to neural-network training. Numerous neural network models have been developed for solving optimization problem in the past two decades. The most popular seminal network model for optimization problem is Hopfield and Tank 25 model. During the past decade, numerous neural network models have been developed for solving the scheduling problems. Park et al. 26 proposed an approach for solving a parallel-machine scheduling problem applying a known heuristic rule combining it with a neural network technique. Lee and Shaw 27 presented a neural-net approach for real time flow-shop sequencing. They apply the neural-net approach to construct a sequence for a set of jobs that arrive in different job combinations over time. Fonseca and Navaresse 28 proposed an artificial neural network for the traditional job-shop simulation. Solimanpur et al. 29 proposed a neural networks-based tabu search method, for the flow shop scheduling problem. Agarwal et al. 1 propose an improvement-heuristic approach for the general flowshop problem based on the idea of adaptive learning. Also, Agarwal et al. 30 proposed new heuristics along with an augmented-neural-network formulation for solving the makespan minimization task-scheduling problem for the non-identical machine environment. Akyol and Bayhan 31 presented a review on evolution of production scheduling with neural networks. In this study, Agarwal et al.'s 1 adaptive learning approach (ALA) is improvement for no-wait flowshop scheduling problems. The general idea is that Agarwal et al. 1 define a weight factor associated with each operation. They use weighted processing times instead of regular processing times and also weights are modified using a certain strategy.
Genetic Heuristic Approach
Genetic algorithm (GA) is a stochastic optimization technique for solving the scheduling problem. GAs are based on natural selection and genetics. They were first developed by John Holland 32 
Computational Results
In this study, to evaluate the performance of the improvement adaptive learning approach for no-wait flowshop scheduling, 192 problems are generated. The processing times on each machine were randomly generated from a discrete uniform distribution from the different intervals for, a type problems [1, 10] , b type problems [1, 50] and c type problems [1, 100] which is commonly used in the literature e.g 16, 2, 12 . Also the values of setup time, s, on each job were randomly generated from a discrete uniform distribution the interval [1, 10] The initialize weight is set 1 for all jobs. In the IALA method, three learning parameters, namely, the learning rate (α), the reinforcement factor (RF) and the tolerate iterations with no improvement (TINI) are used. These parameters were explained by Agarwal et al 1 . It is well known that the IALAs' efficiency depends to a high degree upon to the selection of the learning parameters. The determination of the suitable settings for the learning parameters of IALA is very difficult task. In general, there are a few control mechanisms for these learning parameters, and the full factorial design of experiments is used in this study for efficiency of IALA to solve the NW-FSSP. The application involved three learning parameters, each having possible different values. These parameters are given as follows The number of replicates is 25. In total, 192 problems are classified into 8 groups depending on the number of machines and an instance problem is taken from each group. The parameter optimization is implemented and the best parameter set is determined for the instance. The best parameter set determined for an instance is generalized and used for the other problems of the same group. Therefore, the parameter optimization is implemented for 64 instances. Consequently, 10 learning rate levels, 10 reinforcement factor levels and 5 tolerate iterations with no improvement levels are implemented among the 64 problems with the 25 replicated. A total number of 10*10*5*25= 12,500 runs are made among the 64 problems. Table 3 As it seen in Table 4 , for 2-machines problems the proposed IALA found best-C max values for 16 problems over 24 while GEN-2 found only13 best-C max values. When all problems are considered, the proposed IALA found best-C max values for 142 problems over 192 while GEN-2 found only 70 best-C max values. These results are summarized in Table 5 . 
The results are presented in Table 6 . As it seen in Table 6 for all problems average APD for proposed IALA and GEN-2 is 0.2585 and 0.4881 respectively. Proposed IALA has found the smaller average APD than GEN-2. The CPU times of proposed IALA and GEN-2 are compared in Table 7 . Table 7 The maximum CPU times of the IALA and GEN-2 The computational results indicated that the proposed IALA method is effective on average in terms of a reduced makespan for the NW-FSSP.
Methods

Configuration
Conclusions
In this paper, an adaptive learning approach is suggested for NW-FSSP with the makespan criteria. The considered problem is a NP-Hard problem. Most of the studies to solve that problem are approximate methods rather than an exact method. The test problem are generated according to the literature e.g., Shyu et al. 16 , Aldowaisan and Allahverdi 2 , Gangadharan and Rajendran 11 and Rajendran 12 . The percentage deviations from Aldowaisan and Allahverdi's 2 results by using Genetic heuristic (GEN-2) are calculated. The better solutions are resulted with the suggested adaptive learning approach. The proposed adaptive learning approach is a good problem solving technique for NW-FSSP with the makespan criteria on average. For further research, some changes may be done in the learning strategy or the algorithm may be hibritted with another method to improve solution quality.
