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A SIMPLE MATHEMATICAL MODEL
INSPIRED BY THE PURKINJE CELLS:
FROM DELAYED TRAVELLING WAVES
TO FRACTIONAL DIFFUSION
SERENA DIPIERRO AND ENRICO VALDINOCI
Abstract. Recently, several experiments have demonstrated the existence of fractional dif-
fusion in the neuronal transmission occurring in the Purkinje cells, whose malfunctioning is
known to be related to the lack of voluntary coordination and the appearance of tremors.
Also, a classical mathematical feature is that (fractional) parabolic equations possess smooth-
ing effects, in contrast with the case of hyperbolic equations, which typically exhibit shocks
and discontinuities.
In this paper, we show how a simple toy-model of a highly ramified structure, somehow
inspired by that of the Purkinje cells, may produce a fractional diffusion via the superposition
of travelling waves that solve a hyperbolic equation.
This could suggest that the high ramification of the Purkinje cells might have provided an
evolutionary advantage of “smoothing” the transmission of signals and avoiding shock propaga-
tions (at the price of slowing a bit such transmission). Although an experimental confirmation
of the possibility of such evolutionary advantage goes well beyond the goals of this paper,
we think that it is intriguing, as a mathematical counterpart, to consider the time fractional
diffusion as arising from the superposition of delayed travelling waves in highly ramified trans-
mission media.
The case of a travelling concave parabola with sufficiently small curvature is explicitly
computed.
The new link that we propose between time fractional diffusion and hyperbolic equation
also provides a novelty with respect to the usual paradigm relating time fractional diffusion
with parabolic equations in the limit.
This paper is written in such a way as to be of interest to both biologists and mathematician
alike. In order to accomplish this aim, both complete explanations of the objects considered
and detailed lists of references are provided.
1. Introduction
Anomalous diffusion is becoming increasingly more popular to describe complex systems,
in which the conventional diffusion described by Brownian motion is inadequate. Among the
different types of anomalous diffusion, a special role is played by fractional diffusion, both in
time and space variables. Recent experiments (see [4,5,9,20,21,24–26,33–36,38,39,44,46,47,51]
and the references therein) confirmed the evidence of fractional diffusions in many systems of
biological interest, though a complete understanding of all the phenomena involved is still to be
found, and many theoretical aspects of fractional diffusion still needs to be further investigated.
This article is devoted to the derivation of a time fractional diffusion equation from a “ba-
sic building-block”, that is given by a set of classical travelling waves. The model that we
investigate is inspired by the Purkinje cells, in which the complex ramification of the medium
produces a selected delay in the transmission of the waves.
From the mathematical point of view, the superposition of these delays produces a fractional
operator. In this way, a new link between a time fractional diffusion equation (a parabolic
equation) and a classical wave equation (a hyperbolic one) will be introduced. In spite of the
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2 SERENA DIPIERRO AND ENRICO VALDINOCI
fact that these two types of equations present qualitatively very different properties, the highly
ramified structure of the transmission network allows us to reduce one equation to the other.
From the biological point of view, the results described in this article may give a possible
explanation of the causes of some malfunction of the Purkinje cells.
1.1. Aims and results. The goal of this note is to provide a mathematical derivation from
basic principle of the fractional diffusion equation
Dstu = κ c
s L2−s ∂2xu (1.1)
in view of some recent experiments on the Purkinje cells (and, in general, on neural structures),
which seem to exhibit this type of nonlocal diffusion. In equation (1.1), the function u plays
the role of a diffusive substance (the concrete substance depending on the particular type of
diffusion considered in different specific situations), κ is an adimensional normalization con-
stant, and c and L are fixed quantities (representing, respectively, the velocity of propagation
of an elementary signal and the length of the propagation device).
Moreover, the notation Dst stands for a time fractional derivative, that, for definiteness, we
take here in the sense of Caputo. Namely, we recall the notion of Caputo fractional derivative
of order s ∈ (0, 1) (see [12]), i.e. we set
Dstu(t) :=
1
Γ(1− s)
ˆ t
0
u˙(τ)
(t− τ)s dτ, (1.2)
where Γ is the Euler’s Gamma-function (which, for a fixed s ∈ (0, 1), also plays in (1.2) just
the role of a normalizing factor).
Equations such as (1.1) have recently appeared in connection to several experimental data
and theoretical considerations related to the diffusion in the Purkinje cells: compare, in par-
ticular, formula (1.1) here with the first formula in display in [34] and see also [45,46].
To the best of our knowledge, the scientific literature has presented several deep and inter-
esting descriptions of the time fractional diffusion in (1.1) also in connection with neuronal
biology, see e.g. the discussion related to formulas (8.3), (8.12) and (8.13) in [35], but no
attempt has been made till now to derive equation (1.1) from “basic principles” in a (possibly
highly simplified) toy-model somehow related to neurons.
Our goal in this paper is to try to fill this gap in the literature, since we believe that
derivations from basic principles and from simpler equations have several cultural and practical
benefits, such as clarifying a difficult but important research subject, enlarging the community
of researchers working on a field, providing connections with different subjects and leading to
a deeper and broader understanding of the phenomena. Of course, in this type of derivation
processes some dramatic simplification has sometimes to be expected, in order to reduce the
arguments to the core whenever possible, and, in this sense, the situation that we present in
this paper should not be intended as a “full explanation” of the functioning of the complex
neural networks, but only as a simplified (though, in our opinion, sufficiently “realistic” and
with concrete scientific value) model, related to, or at least inspired by, a simplified version of
neural network.
Also, differently from the classical literature, our aim is not to relate fractional diffusion with
the standard one (which is formally obtained in the limit as s↗ 1), but rather to see fractional
diffusion as a superposition of hyperbolic equations with a delay. In our setting, such delay
is caused by the ramification of the mathematical structure on which the hyperbolic equation
takes place.
The construction of this ramified medium is inspired by the structure of the Purkinje cells,
which are a class of neurons located in the cerebellum, with a highly ramified structure, whose
activity is of crucial importance for the coordination of complex motions.
As a matter of fact, the malfunctioning of the Purkinje cells may lead (among other symp-
toms) to ataxia (i.e., lack of voluntary coordination), tremors and hyperreactivity, see e.g. [9,36]
and the references therein.
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Thus, one of the roles of the ramified structure of the Purkinje cells seems to be that of
somehow “smoothing out” sharp impulses. A mathematical counterpart of this phenomenon
can be seen by comparing the smoothing effects of the heat equation with the shocks typical of
hyperbolic equations (see e.g. [22]). Motivated by these considerations, we provide a toy-model
in which the fractional diffusion in (1.1) comes from the superposition of travelling waves. In
a sense, the highly ramified structure of the diffusion device (in the appropriate space/time
scale limit) provides, at the end of the structure, an averaged superposition of travelling waves
with a nonlinear delay which, in turn, transforms the hyperbolic equation of a single travelling
wave into a nonlocal (in time) diffusion of the averaged function as in (1.1), thus providing a
regularizing effect on the solution.
This construction suggests the possibility that the fractional diffusion experimentally found
in neurons could be related to the possibility of smoothing irregular signals, so to make the
coordination of the movements less subject to shocks and discontinuities. In this sense, it is
intriguing to wonder whether the regularizing effects of fractional parabolic equations (when
compared to hyperbolic equations) could be seen as a mathematical counterpart of an evolu-
tionary advantage of the high ramification of the Purkinje cells, with the benefit of smoothing
the transmission of the signals and perhaps favoring, at least indirectly, a general coordination
of the organism.
Roughly speaking, the mathematical effect of highly ramified arbors in the transmission of
signals may be thought as producing selected and appropriate delays in the signal transmission.
The appropriately tuned superposition of these delays has the combined effect to somehow “av-
erage” the propagation of the signal, by producing a situation similar to those of fractional
diffusion, in which the speed at which diffusion takes place is “anomalous”, i.e. it does not
coincide with the classical one prescribed by the Gaussian function. Such a delay behavior,
when finely tuned, might somehow contribute to coordinate these signals, rather than just re-
tarding the whole transmission, since the regularizing features of fractional parabolic equations
smooth out the data (differently from the case of standard transmissions through hyperbolic
equations).
1.2. Fractional diffusion under different perspectives. The contemporary literature in
mathematical biology has considered anomalous diffusion of fractional type in several experi-
ments and under different points of view. Several recent works considered fractional diffusion
in view of the so-called “input-output analysis”: namely, accurate measurements are performed
to discover underlying biological mechanisms, often related to linear equations. See in particu-
lar [50] for the point of view of physiology on the power law distributions arising in the outputs
of several receptors. In this, a classical approach of [49] is that of considering powers of time
as linear superpositions of many different exponential decays, in conformity with the definition
of the Euler’s Gamma-function, see in particular formula (1) in [50] and the references therein
(a Gamma-function approach is also useful to link space fractional diffusion and classical heat
semigroups, see e.g. formulas (2.11) and (2.12) of [11]).
The approach of [49, 50] has also been exploited in the analysis of cells and tissues, see e.g.
formula (2.2) in [33]. Also, in [33] fractional calculus is used to study a tissue-electrode interface
between cardiac muscle cells. Related methods have also been exploited in [4] for the analysis
of the vestibulo-ocular system.
In [18], the time fractional derivative is used to model several phenomena. First, fractional
derivatives of order s ∈ (0, 1) are seen as natural interpolations between elasticity laws of Hooke
type (in which the displacement corresponds to a derivative of order s = 0) and viscosity
theories of Newton type (in which the velocity corresponds to a derivative of order s = 1):
with this respect, fractional derivatives turn out to provide an interesting model for viscoelastic
materials. Then, some biological models are discussed in [18], with special attention to protein
adsorption kinetics. Finally, cognitive processes are also taken into account in [18], showing
a fit with classic memorizing testing data by Hermann Ebbinghaus which date back to 1885.
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As a technical remark, we observe that in [18] the Riemann-Liouville derivative is taken as
basic model for time fractional diffusion, instead of the Caputo derivative that we consider
here (compare formula (2) in [18] with (1.2) here): nevertheless the two fractional derivatives
are closely related, up to a term involving the initial condition, see e.g. formula (4) in [6].
A recent review of many different results of fractional calculus in bioscience and engineering,
with special emphasis in respiratory tissues and drug diffusion is given in [27]. See in par-
ticular Section 4.3 in [27] for a discussion on the many applications of fractional calculus in
neuroscience.
Though our paper mainly focuses on one single example, namely that of the transmission
problem in a highly ramified network, we believe that our approach is general enough to be
applicable also to other models (see e.g. Section 4.4 in [1]).
1.3. Topics and methods. In our analysis, the mathematical methods exploited are all of
elementary nature (integration by parts, change of variable, superposition principle, integration
theory, basic PDE), all the ansatz and approximation assumptions are clearly stated step
by step, the biological motivations are explained without assuming major prerequisites and
providing quite exhaustive lists of classical and contemporary references, and we also indulge in
explanations and clarifications, therefore the paper is easily usable by a wide group of interested
researchers. Our goal here is not to give a complete explanation of the rich phenomena encoded
by the complex structure of the Purkinje cells; nevertheless, we believe that the mathematical
approach that we present here is useful to better understand some specific neuronal features.
Moreover, the new connection between fractional diffusion and hyperbolic equations may lead
to a better understanding of the smoothing effects for travelling signals that are favored by the
highly ramified neuronal structures.
Furthermore, though a clear understanding of the time fractional diffusion in real world phe-
nomena will require combined efforts from different perspectives (e.g. with synergic approaches
from biology, chemistry, physics, etc.), we hope that the mathematical insight presented here
can better motivate the interest of fractional diffusion among the mathematical community,
serve as a foundation ground for scientists with different backgrounds and suggest new connec-
tions between very different types of evolution equations, such as hyperbolic and (fractional)
parabolic ones, which are made possible by the highly complex structures of the media. Also,
we believe that a mathematical model easy to handle may provide some initial insight (to be
enhanced by quantitative and more sophisticated studies) about the level at which fractional
diffusion arises in many natural phenomena, also trying to give information on the scales in-
volved and on the basic causes of these features.
1.4. Organization of the paper. The rest of this paper is organized as follows. In Section 2
we recall some basic facts about the Caputo derivative and the related time fractional diffusion.
In particular, a simple integration by parts procedure, combined with an appropriate change
of variables, relates the Caputo derivative to the superpositions of delayed classical second
derivatives.
Then, in Section 3, we will introduce a highly ramified mathematical structure, inspired by
the neuronal spikes, and study the transmission of a hyperbolic travelling wave along such
complex medium. We will see that the structure of the medium produces the superposition
of delayed travelling waves which, at the end of the transmission device, in average and in
the appropriate limit sense, can be related to the fractional derivative and produce the time
fractional diffusion equation in (1.1).
In the computations needed for this scope, an ancillary limit formula is stated, whose proof
is given, for the facility of the reader, in Section 4.
The conclusions of this paper are then summarized in Section 5.
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2. Integration by parts in the Caputo derivative
The notion of fractional diffusion provides at the moment an intense topic of research, both
for its very challenging theoretical difficulties and in view of concrete applications in biology,
physics and finance (see e.g. [11] for several explicit discussions and motivations). In general,
fractional diffusion presents several phenomena in common with the classical diffusion arising
from Gaussian processes and Brownian motions, such as the regularizing effects with respect
to initial data: in this sense, see in particular [30] for a regularity theory in Lebesgue spaces,
and also [53] for a regularity theory in Ho¨lder spaces (see also page 103 in [54] for a general
discussion about the relation between “abstract Volterra equations” and the time fractional
diffusion). For higher regularity in time, see also Section 5 of [2], and for related results see [3].
Furthermore, important and often unexpected differences between classical and fractional
diffusion arise: for instance, solutions of fractional equations can locally approximate any
given function, in sharp contrast with the classical case, see [10,16,17].
The monograph [15] also provides extensive and throughout discussions about fractional
derivatives in time also in view of many applications. See also [37] for an approach to different
types of time fractional derivatives from the perspectives of stochastic processes with long rests.
Here, we recall some basic facts on the fractional Caputo derivative in (1.2) and perform some
preliminary computations which will be used in the forthcoming sections. To start with, for
notational convenience, we scale the constant in (1.2) and we integrate by parts, by obtaining
that
∂st u(t) := (2− s) (1− s) Γ(1− s)Dstu(t)
= (2− s) (1− s)
ˆ t
0
u˙(τ)
(t− τ)s dτ
= −(2− s)
ˆ t
0
∂
∂τ
(
(t− τ)1−s u˙(τ)) dτ + (2− s) ˆ t
0
(t− τ)1−s u¨(τ) dτ
= (2− s) t1−s u˙(0) + (2− s)
ˆ t
0
(t− τ)1−s u¨(τ) dτ.
(2.1)
Using the substitution ϑ := (t− τ)2−s, we thus obtain
∂st u(t) = (2− s) t1−s u˙(0) +
ˆ t2−s
0
u¨(t− ϑβ) dϑ, (2.2)
where
β :=
1
2− s ∈
(
1
2
, 1
)
. (2.3)
As a matter of fact, the computations leading to (2.1) are merely formal, since we are tacitly
assuming here that u is smooth and has a well-defined second time derivative. Our goal is
now to interpret (2.2) as a superposition of delayed effects caused by the ramified structure of
the transmission medium, which is somehow inspired by the structure of the Purkinje cells (in
neuronal transmissions, other types of delays leading to fractional diffusion may be caused by
obstacles and bindings, see [48]).
3. A simple model towards the fractional diffusion in the Purkinje cells
In this section, we present a transmission media built by a highly ramified structure. Such
mathematical model is qualitatively inspired by the dendritic arbor of the Purkinje cells. We
will consider the transmission along this medium, as prescribed by the classical wave equation.
The ramifications of the medium will cause the delay of some signals, whose superposition at
the end of the structure will be related to the fractional derivative.
In this setting, the superposition of travelling waves with a suitably tuned delay will produce
a time fractional diffusion in the formal limit, thus providing a new bridge between equations
of very different kind (i.e. hyperbolic and fractional parabolic) with the aim of encoding some
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Figure 3.1. The ramified media along which we study the delayed transmission
(an exemplifying, not quantitative, picture).
of the features observed by the experiments in neuronal dendrites, such as the time fractional
diffusion in the spikes of the Purkinje cells.
In the classical transmission line analysis (see e.g. pages 5–14 in [29]) the variation in space
of the potential is related, via inductance, to the variation in time of the intensity of current;
on the other hand, the variation in space of the intensity of current is related, via capacitance,
to the variation in time of the potential. The combination of these equations naturally lead to
the wave equation (for a derivation of the wave equation directly from Maxwell’s equations see
e.g. (3.14) and (3.15) in [7]). For models presenting wave equations in cylindrical neurons, see
e.g. formulas (6.20) and (6.21) in [43], and also [5, 25,28,32].
We remark that the analysis of travelling waves in neurons is a classical and active topic of
study in itself, see e.g. [13, 20, 21, 38, 42]. See also [51] for other mathematical models related
to diffusion in neurons based on Monte Carlo methods.
3.1. Model of the ramified structure. The model of the ramified medium that we take
into account is a very basic simplification inspired by a branch of the Purkinje cell and goes as
follows.
We let N ∈ N (to be taken large in the sequel) and
bN :=
∑
16k6N
1
kα
, (3.1)
with
α :=
1− s
2− s = 1− β ∈
(
0,
1
2
)
(3.2)
and β as in (2.3). We let also
`k :=
L
kαbN
and λk :=
∑
16j6k
`j.
(3.3)
We consider a set of N planar curves, with one common endpoint and the other endpoint lying
on a common straight line. These curves will be denoted by S1, . . . , SN . The length of S1
is set to be L > 0. The length of S2 is set to be L + `1. Iteratively, the length of Sk, for
each k ∈ {2, . . . , N} is set to be equal to
L+ `1 + · · ·+ `k−1 = L+ λk−1.
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See Figure 3.1 for an exemplifying representation of such medium. Of course, the reader may
compare this picture and the classical drawing by S. Ramo´n y Cajal, see e.g. [52] as well as the
many realistic pictures available nowadays, to appreciate the motivation related to the Purkinje
cell – though of course we do not aim to a full understanding of the Purkinje cell by the very
simplified model described here. We stress, in particular, that when we refer to concepts like
“horizontal”, “left” or “right” we are clearly making no reference to concrete1 special directions
in the cerebellum, but rather we are referring to the toy-model drawn in Figure 3.1: in any
case, as it will be apparent in the computation, these directions play no role in our derivation,
what counts is only the fact that the ramification produces branches of different lengths or,
better to say, just the fact that the speed to travel to the end of a branch depends on the
branch itself. Also, Figure 3.1 can be immersed in a more complicated neural network and
we only focus on a “single” ramified system to keep the discussion as simple as possible (in
practice, of course, the response to an organism depends on the signal transmissions in many
cells and not just one).
See also [23,41] and the references therein for accurate descriptions of dendritic arbors.
Of course, different scalings and different parameters in the model presented lead to quan-
titatively different2 versions of fractional diffusions, which may be seen as the mathematical
counterpart of the quantitative differences explored in [47] in view of the different densities of
dendritic spines. See also [8] for an accurate analysis of anomalous diffusion in fractal media.
Of course, a detailed description of the geometry of the dendritic spines also in terms of density
and statistics of the ramification may produce a better understanding of the neuronal diffusion
and inspire quantitatively more accurate models. In addition, it would be very interesting to
further investigate these questions and related problems in the light of the theory of wave prop-
agation in networks (see e.g. [14] and the references therein, where however Dirichlet or control
conditions are usually assumed on the vertices of the graphs, also in relation with vibrating
strings with joined extrema).
3.2. Travelling waves in the ramified medium and their effect at the right end of
the structure. We will now take into account a travelling wave in the structure depicted in
Figure 3.1, and compute the averaged effect of the delay induced by the ramification of the
medium.
From the biological point of view, we think it is worth justifying our choice of considering
hyperbolic equations as “building blocks” of our derivation procedure. Indeed, some of the
equations proposed to model neuronal diffusion, such as the Hodgkin-Huxley equation, are of
parabolic, rather then hyperbolic type. Nevertheless, we chose not to consider the Hodgkin-
Huxley equation as the basis of our model, for several reasons. First of all, the Hodgkin-Huxley
equation [26] is a rather complicated model and, at least from an “aesthetic” perspective,
does not seem to be suitable as a “basic principle” from which one derives a time fractional
process. More importantly, there are in the literature some non-thermodynamical theories that
suggest (and some experiments support) that mechanical waves accompany action potentials,
see [19,24]. Furthermore, it is known that some reaction-diffusion processes can produce solitons
and travelling waves, see [40].
1As a matter of fact, from the biology perspective, it also makes sense of looking at signal travelling from the
right to the left in a medium as the one described in Figure 3.1. In this case, the left end of Figure 3.1 would
act as a “soma” (the cell body of a neuron), which is the site of final integration of the signals and ultimately is
responsible to generate action potentials to send to downstream neurons. In our mathematical deduction, this
situation can be also taken into account (what counts is just the average delayed obtained by a signal travelling
from one end of the transmission medium to the other).
2Other models with different structures may also be taken into account to address anomalous diffusion in
related contexts. For instance, it is interesting to investigate whether some sort of hyperbolic superposition
with delay can also be applied to cases that do not need the presence of multiple branches. In particular,
in [47] the pyramidal cells in the hippocampus are studied, showing that the presence of dendritic spines causes
anomalous diffusion: indeed, these small protrusions force diffusing molecules to undergo a continuous random
walk with random waiting times that result in anomalous diffusion.
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For these reasons, we thought it was intriguing, and also sufficiently realistic, to take the
wave equation as the basic to deduce a time fractional equation in our simplified setting.
Thus, the idea is to consider a travelling wave (say, from left to right) in such medium, whose
“natural speed” is given by c > 0, that is a (smooth) function
f = f(x, t) = fo
(
x− ct
L
)
(3.4)
satisfying3
∂2t f(x, t) = c
2∂2xf(x, t) =
c2
L2
f ′′o
(
x− ct
L
)
, (3.5)
and analyze (for large N) its effect on the right end of the structure, which we will denote by u.
In our toy-model, the function u at the right end of the structure represents, somehow, the
relevant information that the left end of the structure “sends” to the organism: in this sense,
we think it is natural to consider such information at the right end of the structure as the
superposition of the information sent in each of the branches which connect the left end to the
right end. In view of this, we will see that u is the superposition of a series of f ’s, shifted by a
nonlinear delay (a precise formula will be given in (3.13) below).
Roughly speaking, the effect of any travelling function f on the right end of the structure may
be seen as the superposition of the 1/N -contributions of f along each of the ramifications Sk,
for k ∈ {1, . . . , N}. Each of these contributions will be denoted by fk. We drop the dependence
on x for the sake of simplicity and we assume that f1(t) =
f(t)
N
, namely the contributions
are “equally spread” on the ramifications. Also, we observe that the length travelled by the
function f2 is equal to the one travelled by f1 (which is in turn given by L) plus the length
of the additional quantity `1. This causes a phase delay of f2 with respect to f1 of size c
−1`1.
Hence
f2(t) = f1(t− c−1`1).
Iteratively, for each k ∈ {2, . . . , N}, the length travelled by the function fk is equal to the one
travelled by fk−1 plus the length of the additional quantity `k−1. This causes a phase delay
of fk with respect to fk−1 of size c−1`k−1. Hence
fk(t) = fk−1(t− c−1`k−1).
Accordingly
fk(t) = fk−1(t− c−1`k−1) = fk−2(t− c−1`k−1 − c−1`k−2)
= · · · = fk−i(t− c−1`k−1 − c−1`k−2 − · · · − c−1`k−i)
= · · · = f1(t− c−1`k−1 − c−1`k−2 − · · · − c−1`1) = f1(t− c−1λk−1)
=
f(t− c−1λk−1)
N
.
Hence, the total contribution of a travelling function f on the right side of the structure is
taken to be ∑
16k6N
fk(t) =
1
N
∑
16k6N
f(t− c−1λk−1). (3.6)
3For the sake of simplicity, here we take into account equations in the simplest possible form: in particular,
we are not explicitly considering forcing terms in the equation (which can be anyway added in a more general
analysis). Also, in order to develop formal expansions, we assume fo to be smooth, with a smoothness inde-
pendent of the structural parameters N , L and c. The advantage of the scaling in the variable of fo is that its
dependence on the spatial variables is weighted by the natural scale of the problem, thus fo is a function of
“adimensional” coordinates.
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We set
ηk,N := L
(
k
N
)1−α
− λk−1
and N := sup
k∈{1,...,N}
|ηk,N |
(3.7)
and it can be shown that
lim
N→+∞
N = 0. (3.8)
Not to interrupt this calculation, we postpone the proof of (3.8) to Section 4.
Now, in view of (3.6) and (3.8), the total contribution of a smooth travelling function f on
the right side of the structure becomes
1
N
∑
16k6N
f
(
t− c−1L
(
k
N
)1−α
+ c−1 ηk,N
)
=
1
N
∑
16k6N
[
f
(
t− c−1L
(
k
N
)1−α)
+O(c−1 N)
]
=
1
N
∑
16k6N
f
(
t− c−1L
(
k
N
)1−α)
+O(c−1 N).
(3.9)
We now recognize a Riemann sum, namely we have that
lim
N→+∞
1
N
∑
16k6N
f
(
t− c−1L
(
k
N
)1−α)
=
ˆ 1
0
f
(
t− c−1 L ζ1−α) dζ. (3.10)
For clarity, we now distinguish between the time variable t and the natural time scale of the
problem, which will be denoted by T . While t is a free coordinate and it is one of the arguments
of the functions under considerations, T is the ratio between the characteristic length of the
propagation device and the natural velocity of propagation of the signal, namely
T :=
L
c
. (3.11)
Notice that T is fixed in terms of the medium and the propagation speed, hence can be
considered as a characteristic feature of the system under consideration. In this way, the
functions can be differentiated in the variable t, and the result can be evaluated, for instance,
at T , with the aim of reconstructing a time fractional diffusion equation when the spatial
scale is that of the end of the propagation device and the time scale is of the order of the
characteristic time T .
We also define
δ :=
1
T s
=
( c
L
)s
. (3.12)
It is interesting to point out that, if we wish, we can consider δ as a small4 parameter.
In a sense, the setting in (3.11) and (3.12) says that equation (1.1) can be obtained from
superposed hyperbolic equations “only in the appropriate space/time scaling”. Of course,
we cannot reduce the mathematical complexity of the hyperbolic equations; moreover, this
appropriate choice of scaling might have a biological meaning in the neuron transmission,
4We observe that, with respect to the parameters c and L in (1.1), it is possible to choose δ small, without
making the equation in (1.1) degenerate. For instance, if one takes c ∼ L s−2s , then the coefficients in (1.1) do
not degenerate and δ is small if L is large.
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since “waves are rarely detected beyond the point where the thick dendrites begin to branch”,
according to page 4 of [44], quoting [31,39].
The setting in (3.11) is exploited in combination with the substitution ϑ := (c−1 L)
1
1−α ζ.
That is, recalling (3.2), we have that ϑ = T 2−sζ and
ˆ 1
0
f
(
t− c−1 L ζ1−α) dζ = 1
T 2−s
ˆ T 2−s
0
f
(
t− ϑβ) dϑ.
Plugging this information into (3.10) we obtain that
lim
N→+∞
1
N
∑
16k6N
f
(
t− c−1L
(
k
N
)1−α)
=
1
T 2−s
ˆ T 2−s
0
f
(
t− ϑβ) dϑ.
From this, (2.3), (3.8), (3.9) and (3.11) we conclude that, for large N , we can approximate
the contribution of a smooth travelling function f on the right side of the structure with the
quantity
u(t) :=
1
T 2−s
ˆ T 2−s
0
f
(
t− ϑ 12−s
)
dϑ. (3.13)
3.3. A fractional equation for u. Now, we consider the case of propagation in a bounded
spatial region and we will show that, in a suitable approximation, and at a space/time scale
coherent with that of the end of the transmission medium, the function u satisfies a diffusion
evolution equation with fractional time derivative (the precise formula will be given in (3.25)
below). More explicitly, we will perform the derivation of (1.1) in the space/time scale x := L
and t := T (or, more generally, at a small spatial scale around L and a small temporal scale
around T ), and the diffusive constant κ will be related to some properties of the travelling
profiles (namely, its slope and curvature).
First of all, from (3.13) and (3.4), we see that
u˙(t) =
1
T 2−s
ˆ T 2−s
0
f˙
(
t− ϑ 12−s
)
dϑ = − c
LT 2−s
ˆ T 2−s
0
f ′o
(
x− ct+ cϑ 12−s
L
)
dϑ.
In particular,
u˙(0) = − c
LT 2−s
ˆ T 2−s
0
f ′o
(
x+ cϑ
1
2−s
L
)
dϑ. (3.14)
To obtain equation (1.1) in a suitable approximation setting, it is convenient to introduce the
linear operator
L := ∂st − κcs L2−s ∂2x,
for a fixed κ > 0 (to be chosen later on, see (3.24)). The possibility that the linear operator L
vanishes is evidently equivalent to (1.1), and, recalling (2.2), (2.3) and (3.11), we have that
Lu(x, t) = (2− s) t1−s u˙(0) +
ˆ t2−s
0
u¨(t− ϑβ) dϑ− κcsL2−s ∂2xu(x, t), (3.15)
A SIMPLE MATHEMATICAL MODEL INSPIRED BY THE PURKINJE CELLS 11
where the dependence on x is omitted whenever it creates no confusion. Furthermore, from (3.13)
and (3.4), we see that
∂2xu(x, t) =
1
T 2−s
ˆ T 2−s
0
∂2xf
(
x, t− ϑ 12−s
)
dϑ
=
1
L2T 2−s
ˆ T 2−s
0
f ′′o
(
x− ct+ cϑ 12−s
L
)
dϑ
and u¨(t) =
1
T 2−s
ˆ T 2−s
0
f¨
(
t− ϑ 12−s
)
dϑ
=
c2
L2T 2−s
ˆ T 2−s
0
f ′′o
(
x− ct+ cϑ 12−s
L
)
dϑ.
Substituting in (3.15), and recalling (3.14), we thus find that
Lu(x, t) = − (2− s) c t
1−s
LT 2−s
ˆ T 2−s
0
f ′o
(
x+ cϑ
1
2−s
L
)
dϑ
+
c2
L2T 2−s
ˆ t2−s
0
[ˆ T 2−s
0
f ′′o
(
x− ct+ cτ 12−s + cϑ 12−s
L
)
dϑ
]
dτ
− κ c
2
L2
ˆ T 2−s
0
f ′′o
(
x− ct+ cϑ 12−s
L
)
dϑ.
(3.16)
Consequently, using (3.11) and the substitutions ϑ¯ := T s−2ϑ and τ¯ := T s−2τ , we obtain
Lu(x, t) = − (2− s) t
1−s
T
ˆ 1
0
f ′o
(x
L
+ ϑ¯
1
2−s
)
dϑ¯
+
1
T s
ˆ (t/T )2−s
0
[ˆ 1
0
f ′′o
(
x
L
− t
T
+ ϑ¯
1
2−s + τ¯
1
2−s
)
dϑ¯
]
dτ¯
− κ
T s
ˆ 1
0
f ′′o
(
x
L
− t
T
+ ϑ¯
1
2−s
)
dϑ¯.
(3.17)
Computing (3.17) at the characteristic space/time scale (x, t) := (L, T ), we see that all the
terms of Lu(L, T ) are of order T−s. More precisely, we obtain
T s Lu(L, T ) = − (2− s)
ˆ 1
0
f ′o
(
1 + ϑ¯
1
2−s
)
dϑ¯
+
ˆ 1
0
[ˆ 1
0
f ′′o
(
ϑ¯
1
2−s + τ¯
1
2−s
)
dϑ¯
]
dτ¯ − κ
ˆ 1
0
f ′′o
(
ϑ¯
1
2−s
)
dϑ¯.
(3.18)
Now, to detect different scales in this expression (so to “emphasize the quadratic part” of the
travelling wave), it is convenient to take fo of the form
R 3 r 7→ fo(r) := a1 + a2r − a3 r
2
2
+ µφ(r), (3.19)
where µ ∈ (0, 1) is a small parameter, φ is a smooth function (with bounded derivatives) and a1,
a2, a3 ∈ R. More precisely, we will consider the case in which
a2, a3 > 0 and a3 is sufficiently small with respect to a2. (3.20)
The case described in (3.20) is that of a concave parabola (with sufficiently small curvature),
and the function fo in (3.19) is a small perturbation (say of size O(µ)) of such parabola, see
e.g. Figure 3.2.
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Figure 3.2. The function fo in (3.19) and (3.20) (a qualitative, rather than
quantitative, picture).
In this setting, it holds that f ′o(r) = a2 − a3 r + µφ′(r) and therefore
f ′o
(
1 + ϑ¯
1
2−s
)
= a2 − a3 − a3ϑ¯ 12−s +O(µ)
and f ′′o
(
ϑ¯
1
2−s + τ¯
1
2−s
)
= −a3 +O(µ).
(3.21)
Furthermore, ˆ 1
0
ϑ¯
1
2−s dϑ¯ =
2− s
3− s. (3.22)
Hence, we insert (3.21) into (3.18), we exploit (3.22) and we obtain that
T s Lu(L, T ) = − (2− s)
ˆ 1
0
(
a2 − a3 − a3 ϑ¯ 12−s
)
dϑ¯−
ˆ 1
0
a3 dτ¯ + κ
ˆ 1
0
a3 dϑ¯+O(µ)
= − (2− s)(a2 − a3) + (2− s) a3 · 2− s
3− s − a3 + κa3 +O(µ)
= a3
(
κ− (2− s)
(
a2
a3
− 1
)
+
(2− s)2
3− s − 1
)
+O(µ).
(3.23)
Therefore, the choice
κ := (2− s)
(
a2
a3
− 1
)
− (2− s)
2
3− s + 1 (3.24)
makes the leading order in the right hand side of (3.23) vanish. Notice also that κ > 0 in the
setting of (3.20). This yields that
Lu(L, T ) = O
( µ
T s
)
= O(δµ), (3.25)
which is supposed to be a negligible quantity, for small δ and/or small µ. In this approximation,
we thus write (3.25) approximately as Lu = 0, thus producing the fractional diffusion equation
in (1.1), as desired.
It only remains to check the claim in (3.8), which is the goal of the forthcoming section.
Remark 3.1. We observe that an alternative approach to (1.1) consists in introducing the di-
mensionless variables t˜ := t/T and x˜ := x/L. Then, setting u˜(x˜, t˜) := u(Lx˜, T t˜), equation (1.1)
reduces to
Dst˜ u˜ = κ∂
2
x˜u˜.
Notice that the coefficient κ is expressed in terms of constants related to some properties of
the travelling profiles (e.g., according to (3.24) for a small perturbation of a concave parabola).
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We also recall again that such condition, as well as the derivation of (1.1), is obtained in (3.25)
at the appropriate space/time scale x := L and t := T , corresponding in the adimensional
variables to the choice x˜ = t˜ := 1. More generally, one can think that the derived equation
is valid on a small spatial scale around L and a small temporal scale around T (e.g. with T
and L large, to make δ small in (3.12)).
4. Proof of (3.8)
By comparing the sum with the integrals, we see that, for each k ∈ {1, . . . , N},ˆ k
0
dx
(x+ 1)α
6
∑
16j6k
1
jα
6 1 +
ˆ k
1
dx
xα
and therefore
(k + 1)1−α − 1
1− α 6
∑
16j6k
1
jα
6 k
1−α − α
1− α . (4.1)
In particular, from (3.1) we have that
(N + 1)1−α − 1
1− α 6 bN 6
N1−α − α
1− α .
Accordingly, by (3.3),
λk−1
L
=
1
bN
∑
16j6k−1
1
jα
∈
[
k1−α − 1
N1−α − α ,
(k − 1)1−α − α
(N + 1)1−α − 1
]
. (4.2)
As a consequence, (
k
N
)1−α
− λk−1
L
6
(
k
N
)1−α
− k
1−α − 1
N1−α − α
=
(
k
N
)1−α [
1− 1−
1
k1−α
1− α
N1−α
]
.
(4.3)
Now, for large N , we distinguish two cases, either k ∈ [1,√N ] or k ∈ (√N,N ]. If k ∈ [1,√N ],
we deduce from (4.3) that(
k
N
)1−α
− λk−1
L
6
(
k
N
)1−α
6
(√
N
N
)1−α
=
1
N
1−α
2
. (4.4)
If instead k ∈ (√N,N ], we deduce from (4.3) that(
k
N
)1−α
− λk−1
L
6 1− 1−
1
k1−α
1− α
N1−α
6 1−
1− 1
N
1−α
2
1− α
N1−α
. (4.5)
In any case, from (4.4) and (4.5), we have that(
k
N
)1−α
− λk−1
L
6 1
N
1−α
2
+
∣∣∣∣∣1− 1−
1
N
1−α
2
1− α
N1−α
∣∣∣∣∣ . (4.6)
In addition, from (4.2) we also have that
λk−1
L
−
(
k
N
)1−α
6 (k − 1)
1−α − α
(N + 1)1−α − 1 −
(
k
N
)1−α
6
(
k
N
)1−α [ (k−1
k
)1−α − α
k1−α(
N+1
N
)1−α − 1
N1−α
− 1
]
.
(4.7)
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Now, if k ∈ [1,√N ], we infer from (4.7) that
λk−1
L
−
(
k
N
)1−α
6 2
(
k
N
)1−α
6 2
(√
N
N
)1−α
=
2
N
1−α
2
. (4.8)
If instead k ∈ (√N,N ], we deduce from (4.7) that
λk−1
L
−
(
k
N
)1−α
6
(
k−1
k
)1−α − α
k1−α(
N+1
N
)1−α − 1
N1−α
− 1 6 1−
α
N1−α
1− 1
N1−α
− 1.
In any case, recalling (4.8), we have that for every k ∈ {1, . . . , N} it holds that
λk−1
L
−
(
k
N
)1−α
6 2
N
1−α
2
+
∣∣∣∣1− αN1−α1− 1
N1−α
− 1
∣∣∣∣ .
Hence, in view of (3.7) and (4.6), we have that
|ηk,N |
L
=
∣∣∣∣∣
(
k
N
)1−α
− λk−1
L
∣∣∣∣∣ 6 3N 1−α2 +
∣∣∣∣∣1− 1−
1
N
1−α
2
1− α
N1−α
∣∣∣∣∣+
∣∣∣∣1− αN1−α1− 1
N1−α
− 1
∣∣∣∣ ,
and this plainly implies (3.8), as desired.
5. Conclusions
Purkinje cells seem to exhibit two special features:
(i) on the one hand, their malfunction is related, among the others, to abrupt move-
ments, tremors and lack of coordination;
(ii) on the other hand, recent experiments have shown the evidence of time fractional
diffusion arising in Purkinje cells.
Also, in the mathematical theory of evolution equations, typically two regularity regimes arise:
(i)’ on the one hand, hyperbolic equations typically present shocks and irregular solu-
tions;
(ii)’ on the other hand, parabolic equations are endowed with good regularity theories
with respect to the initial data.
It is quite tempting to relate the biological phenomena in (i)–(ii) with the mathematical treats
in (i)’-(ii)’, respectively. In this paper, we provide a mathematical setting to show how highly
ramified media affect the propagation of travelling waves, by producing a superposition of
delayed signals which in turn may be related to time fractional diffusion.
In our computation, we derive the time fractional heat equation as the effect of the superpo-
sition of delayed classical heat equations, measured at a spatial scale in proximity of the end of
the transmission network and at a time close to the characteristic diffusion time. The delay in
the fundamental heat equation is produced by a network, in which the length of each branch
is appropriately chosen to produce a suitable superposition effect.
Our expansion is calculated on a specific travelling wave, taken as a small perturbation of a
concave parabola, and the diffusion coefficient depends on the slope and on the curvature of
such travelling profile.
The remainders of our formula are explicitly stated and the asymptotics are discussed in
details. To emphasize the role of the scales at which the main equation is attained (up to
remainders), one can also rewrite the dimensional time fractional heat equation in terms of
adimensional space and time variables.
In our mathematical framework, we show that highly ramified media may provide a regular-
izing effect on the leading equations of signal transmission. It is of course intriguing to relate
the ramification of these underlying mathematical media with the structure of the Purkinje
neuron’s dendritic arbor.
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We also recall that usually fractional diffusion is discussed mostly in relation to its classical
parabolic analogue (for instance, it is commonly viewed that “the appearance of fractional
equations is very appealing due to their proximity to the analogous standard equations”, see
page 5 in [37]). In this sense, from the theoretical point of view, our approach seems to
be rather different from the existing literature and the new link that we propose between
fractional diffusion and hyperbolic (rather than parabolic) equations may lead to stimulating
mathematical considerations from a different perspective.
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