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Longitudinal perspectives
on event history analysis
Abstract
We discuss event histories from the point of view of longitudinal data
analysis, comparing several possible inferential objectives. We show that
the Nelson-Aalen estimate of a cumulative intensity may be derived as a
limiting solution to a sequence of generalized estimating equations for in-
termittently observed longitudinal count data. We outline a potential use
for the theory in interval censored recurrent-event models, and demon-
strate its applicability using data from a Toronto arthritis clinic. We also
discuss connections with rate models, along with some implications for
the longitudinal analyst.
1 Introduction
Connections have long been recognized between the analysis of repeated longi-
tudinal measurements and duration data (Lindsey, 1999, p. 284). Most notably,
the central role played by time unites the fields and, with natural notions of
precursor and successor, invites an alluring kind of causal reasoning. However,
these well-known commonalities have tended to remain in the philosophical
realm, with the practice and teaching of the two disciplines ordinarily quite
distinct. From the perspective of the applied statistician, traditional methods
for tackling longitudinal data (generalized estimating equations, for example)
do not seem pertinent when faced with event-times, and conversely there is no
obvious relevance of a Cox model (say) to a sequence of continuous responses.
There are several good reasons for this divergence. Longitudinal data are of-
ten composed of fewer than ten observations per subject, while duration data
are continuously observed, at least in principle. (Interval censored event-histories,
which more closely mimic the longitudinal case, typically present greater ana-
lytical challenges.) Both data types can be thought of as arising from marked
point processes, but despite the apparently greater frequency of observation
associated with survival data, there is typically more information contained in
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real-valued longitudinal measurements, the mark space being much larger in
this case. Thus it is quite reasonable that different techniques have come to
prominence for handling these two kinds of experimental evidence. In particu-
lar, in event history analysis the emphasis is often on modelling intensities and
in effect the increments of an underlying process. Further, once an intensity is
known then the stochastic or random element follows automatically. In lon-
gitudinal data analysis, with its roots in regression modelling, the traditional
approach has been to model the mean response directly and separately to de-
scribe or consider the variance terms.
However, there are scientific, pedagogical and computational grounds for
bringing the different ideas into closer correspondence. On the one hand, mod-
elling intensity functions simplifies the treatment of censored data, a point in
favour of the event-history approach. Improvements in model fitting times
associated with a nonparametric and dynamic perspective (allowing flexible
time-dependence) may also be considerable, since typically only least squares
calculations are involved. On the other hand, this change of inferential em-
phasis can be confusing for statistics students. Given familiarity with models
for the mean of responses conditional on covariates, extensions incorporating
within-subject correlation are fairly natural. By contrast, modelling the mean
of infinitesimal increments conditional on prior evolution of random processes
sounds dauntingly different.
As a result, we are enthusiastic about trying to build bridges between tradi-
tional survival and longitudinal analysis. In previous work (Diggle et al., 2007),
we demonstrated how a rather general model for continuous longitudinal data
could be derived using survival analytic techniques. The basic idea — mod-
elling increments, conditional on the past — is familiar to event-history ana-
lysts, but less so to scientists with a background in repeated measures. The
present paper attempts to bridge the gap from the other side: using a standard
approach to longitudinal data, we shall derive an estimator for the cumulative
intensity of recurrent events.
2 Inferential objectives
Within the field of event-history analysis, there has been considerable empha-
sis on multiplicative intensity models of the form
λ(t )=R(t )α(t ),
dating back to Aalen (1978). In this expression, λ is the intensity of an observ-
able counting process, often denoted N . The first factor on the right-hand-side
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(customarily written Y , but herein R to avoid later notational conflicts) is an in-
dicator variable recording whether or not a subject is observed at a given time.
The interpretation of the second factor, α, depends to a certain extent on the
composition of R.
For instance, R may itself often be decomposed into two further indicator
variables R1 and R2. The former might indicate that a terminal event has not
yet occured, while the latter signals that the subject remains under observation.
Usually such a dissection is not necessary, as to a large extent the structure of
R is irrelevant to the estimation of α. This, though, results in some ambiguity
as to the precise interpretation of α. We would often choose to interpret α as
describing the probability of an increment, conditional on R1(t ) = 1, but in a
hypothetical ‘ideal’ world where R2(t )= 1 for all t . However, this is not the only
possibility.
More concretely, we observe that there is no mathematical distinction to be
drawn between counting processes N arising as
1. N (t )= 1{T ≤ t } for a failure time T with hazard α(t ), or
2. N (t ) =
∫t
0 1{N˜ (s−) = 0}dN˜ (s) for a recurrent-event process N˜ (t ) with in-
tensity α(t );
they both have intensity 1{N (t−)= 0}α(t ). Yet the interpretations of α are quite
different: in the first case, α is interpreted as defining individual characteristics
conditional on survival; in the second, α specifies the behaviour of a hypothet-
ical process free from censoring. Typically, context (and Occam’s razor) would
suggest the first interpretation, but there does not seem to be any statistically
important difference. In such a case, therefore, conditional and hypothetical
interpretations appear equally valid.
Calling this first kind of censoring ‘death’, imagine introducing a second
type of censoring (‘dropout’, say) on top of this. There are still two possible
interpretations for α:
(a) It specifies the hazard in the hypothetical absence of dropout, or
(b) It specifies the intensity in the hypothetical absence of both dropout and
death.
The point is that, whichever is our preferred label for the target of inference, it
is the same quantity and the same tools can be used to estimate it. The equiva-
lence depends on the theoretical existence of a ‘prime-mover’ whose evolution
does not depend on its past (in the present instance, this is N˜ ), but not on the
existence of such a process in practice. Didelez (2007, in the discussion of Dig-
gle et al.) argues that (a) above is a reasonable target for inference but that (b)
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is not, since (at least with current medical knowledge!) the latter could never
be brought about. However, since α may be construed either way, it seems
needlessly strong to insist that, before adopting a target for inference, there be
a potentially extant intervention capable of producing it.
In the setting of longitudinal data subjected to dropout, we (Diggle et al.,
2007) listed three targets for inference, among the many that might possibly be
of interest. In particular, we disciminated fairly sharply between an expected
response conditional on not yet having dropped out, and a hypothetical re-
sponse in the (imagined) absence of any censoring at all. It would seem, in
fact, that the differences we described are not so clear-cut when we make in-
crements the focus of our investigations.
In the next section we establish an equivalence between a particular kind
of generalized estimating equation and the Nelson-Aalen estimate of A =
∫
α,
together with its extension to the additive intensity model. To do so, however,
we require the hypothetical interpretation of α. This is not simply a matter
of taste, but rather fundamental to specification of the correct inferential ob-
jective, at least in the former instance. At the heart of this quite unverifiable
assumption is the crucial shift of emphasis from modelling observed responses
to modelling observed increments. In order to pass from one world into the
other, we need a hypothetical context in which the two approaches would co-
incide.
3 The linear increments model
Before we demonstrate how standard estimators from survival analysis may be
derived from a longitudinal perspective, we shall first outline how the event-
history style of approach used by Diggle et al. (2007) can be seen as the solution
to a generalized estimating equation (Liang and Zeger, 1986). This we will then
apply to other kinds of responses, including those necessary to estimate pa-
rameters describing duration data.
Consider longitudinal data Y j , with j indexing k possible observations, and
assume that scheduled measurement times are common to all subjects. In its
most basic formulation, the model of Diggle et al. (2007) consists of a linear
combination of p covariates x j acting on the increments ∆Y j = Y j −Y j−1 of Y ,
E(∆Y j | x j )= x jβ j ,
whence the name linear increments. Because of censoring (e.g. dropout, or
death) we observe only a subject’s first K ≤ k responses, or equivalently their
first K increments (by definition, Y0 = 0). Stacking these observed differences
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∆Y = (∆Y1, . . . ,∆YK )
′ yields the vector equality
E(∆Y | x)= xDβ,
where the K ×kp block-diagonal matrix
xD =

 K⊕
j=1
x j
0 · · · 0
...
...
0 · · · 0


and β= (β′1, . . . ,β
′
n)
′. The resulting normal equations are
∑
x ′D (∆Y −xDβ)= 0. (1)
Here and throughout, unindexed sums indicate addition over all subjects. Though
already an estimating equation of sorts, generalized estimating equations for
longitudinal data are typically expressed in terms of the responses Y , rather
than the increments ∆Y . To re-write the same normal equations in a more tra-
ditional form, note that
E(Y j | x1, . . . , x j )= x1β1+·· ·+x jβ j
or, stacking the K responses,
E(Y | x)= xTβ,
where the K ×kp block-triangular matrix
xT =


x1 0 · · · 0 · · · 0
...
. . .
. . .
...
...
x1 · · · xK 0 · · · 0

 .
In this formulation, the normal equations are
∑
x ′T (Y −xTβ)= 0. (2)
If K = k for all subjects, the solutions to the two sets of normal equations coin-
cide. If not, Diggle et al. (2007) give various reasons why the first set of normal
equations is to be preferred. However, it is possible to express the normal equa-
tions (1), based on xD and ∆Y , as weighted estimating equations based on xT
and Y . If we consider estimating equations of the form
∑
x ′T W (Y −xTβ)= 0, (3)
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then putting the K ×K tridiagonal matrix
W =


2 −1 0 · · · 0
−1 2 −1
. . .
...
0 −1
. . .
. . . 0
...
. . .
. . . 2 −1
0 · · · 0 −1 1


results in the first set of estimating equations. To see this, note that W may
be expressed as L′L, with L the matrix having 1 on the diagonal and −1 along
the first subdiagonal. The equivalence of (1) and (3) follows from the fact that
LxT = xD and LY =∆Y .
This, then, is a very simple generalized estimating equation, but with a rather
curious correlation structure. Typically W would be written as V −1, where V is
known as the ‘working’ covariance matrix of the Y j (Song, 2007, pp. 89-100).
Thus V is given by
W −1 =


1 1 · · · 1
1 2 · · · 2
...
...
. . .
...
1 2 · · · K

 , (4)
which is precisely the covariance matrix of a random process with uncorrelated,
unit-variance increments. This would often be called an orthogonal increment
process, but we will use the more generic term random walk. We conclude that
the model of Diggle et al. (2007) can be seen as a working random walk esti-
mator. This contrasts with the widely-used working independence estimator,
defined by (2), or the working exchangeability or AR(1) estimators.
The form of this working covariance matrix, though unusual, should not be
surprising. If the ‘working’ assumption is that the increments ∆Y j are uncorre-
lated, a direct consequence is that Y has a working random walk structure. We
proceed to use this analogy with the Doob-Meyer decomposition
observed response=mean+ (working) random walk
to derive standard estimates for the compensator of a counting process.
4 Nelson-Aalen estimator
We shall be concerned with making inference about the intensity function of
n replicates of a counting process N˜ , independently right-censored (Andersen
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et al., 1992, p. 139) at a subject-specific time C > 0. Thus N˜ (t ) is observed for
0≤ t ≤C , but not thereafter. It may be that C = sup{t : N˜ (t )= 0}, in which case
we are considering uncensored single-event survival times; nonetheless, as de-
scribed in Section 2, it will be convenient to think of our target for inference as
the intensity of the uncensored N˜ , rather than the hazard function of a random
variable.
Our goal is to derive the Nelson-Aalen estimator for a cumulative intensity
as the limiting solution to a sequence of generalized estimating equations. Sup-
pose that, at some time t > 0, we are interested in making inference about the
counting processes N˜ , each having cumulative intensity A. We are only able to
observe the value of N˜ at times 0 = t0 < t1 < ·· · < tk = t . In fact, since our ob-
servation of N˜ is right-censored (at a subject-specific time C ), we only record
its value at a subset t0, . . . , tK of these times, where the inequality tK−1 <C ≤ tK
defines the random variable K .
Let Y j = N˜ (t j ): these we will treat as longitudinal count data, modelled
using a generalized estimating equation. Since Y j has expectation A(t j ), we
can use the identity link function, and parametrize as E(Y | x) = xTβ, where
β j = A(t j )−A(t j−1) and xT is defined as in Section 3, with x j = 1 for all j . Using
the working random walk generalized estimating equation, we have∑
x ′T W (Y −xTβ)=
∑
x ′D (∆Y −xDβ)= 0
which reduces to
∑


∆Y1−β1
...
∆YK −βK
0
...
0


= 0.
Thus ∑
1{K ≥ j }(∆Y j −β j )= 0 (5)
for every j , and hence
βˆ j =
(∑
1{K ≥ j }
)−1∑
1{K ≥ j }∆Y j ;
more simply βˆ j =H
−1
j
∆N j , where H j =
∑
1{K ≥ j }, and
N j =
∑(
1{K ≥ 1}∆Y1+·· ·+1{K ≥ j }∆Y j
)
=
∑
N˜ (t j ∧ tK ).
Recall that we are hoping to estimate A(t )= A(tk ). Thus we consider
Aˆ(tk )=
k∑
j=1
βˆ j =
k∑
j=1
H−1j ∆N j ,
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which is already reminiscent of the Nelson-Aalen estimate of A(t ). Now sup-
pose that t0, . . . , tk is one of a sequence (π
(k)) of nested partitions of [0, t ], where
π(k) is given by 0 = t (k)0 < ·· · < t
(k)
k
= t . We assume that as k →∞ the mesh
|π(k)| = max j {t
(k)
j
− t (k)
j−1
} of the partition tends to zero. Let H(s) =
∑
1{C ≥ s},
and put
N (s)=
∑∫s
0
1{C ≥ u}dN˜ (u)=
∑
N˜ (s∧C ).
Now H j =H(t j ), and
N j =
∑
N˜ (t j ∧ tK )
=
∑
N˜ (t j ∧C )+ {N˜ (t j ∧ tK )− N˜ (t j ∧C )}
=N (t j )+
∑
N˜ (t j ∧ tK )− N˜ (t j ∧C ).
So
Aˆ(t )= Aˆ(tk )=
k∑
j=1
H−1j ∆N j =
k∑
j=1
H(t j )
−1{N (t j )−N (t j−1)}+ǫ j
where the first term approximates the stochastic integral
∫t
0 H(s)
−1 dN (s), and
ǫ j =
∑
{N˜ (t j ∧ tK )− N˜ (t j ∧C )}− {N˜ (t j−1∧ tK )− N˜ (t j−1∧C )}.
Since tK tends to C as k increases, each ǫ j approaches zero, and thus Aˆ(t ) con-
verges to the Nelson-Aalen estimate of the cumulative intensity, as k →∞.
Let us take stock. Employing a method in widespread use for the analy-
sis of longitudinal data, we have arrived at a well-known estimator from the
event-history analysis world. This is not quite the same thing as having derived
the model underlying the Nelson-Aalen estimate. For instance, our derivation
depends on having only simple right-censoring, which is a common case but
by no means universal, and not necessary for the Nelson-Aalen estimate to be
justified. Other censoring patterns would lead to discrepancies appearing be-
tween the two approaches. However, the point we wish to make is that the ideas
are very similar, despite apparently different roots.
Moreover, the similarities run deeper than equality of estimation. It is clear
from (5) that a necessary and sufficient condition for consistent estimation of
β is E(∆Y j −β j |K ≥ j )= 0 for every j . In particular, at time t we require that
0=E(∆Yk −βk |K ≥ k)→E{dN˜ (t )−dA(t ) |C ≥ t } (6)
(informally, as k →∞), or more simply that E{dN˜ (t ) |C ≥ t }= dA(t )=E{dN˜ (t )}.
This condition is essentially equivalent to that of independent censoring: we
insist that knowledge of the censoring status of a subject at the ‘next’ point in
8
time does not alter their intensity function. It is of interest that this fundamen-
tal assumption of survival modelling has a natural counterpart in the analysis
of longitudinal data.
Before going on to Aalen’s (1989) regression version of the Nelson-Aalen
estimate, we shall briefly consider the relationships between the missing-at-
random assumption of Rubin (1976), independent censoring, and the consis-
tency requirement (6). The most obvious point is that they all fulfill the same
role: the basic assumption under which estimation (of some kind or other)
may proceed. Lindsey (1999) points out another similarity: Rubin’s missing-
at-random classifcation, rather than describing randomness, could “more cor-
rectly be called. . . independent . . . missingness”. Thus all three competing as-
sumptions carry the notion of describing the nature of the conditional inde-
pendence between the observed data and the missingness pattern.
Lindsey (1999) also points out some of the irregularities that are implicit in
making the missing-at-random assumption. Attempting to determine whether
missingness depends on the response itself, he says, involves conditioning on
the case where the response is missing, “because dropping out must occur be-
fore that response could have been recorded; otherwise it would have been
recorded” (italics ours). He goes on to conclude that, in most cases, the only
defensible approach is to consider responses conditional on survival, a view
with which we have a degree of sympathy.
However, we believe that a happy medium does exist. Owing to the condi-
tional/hypothetical equivalence that can be described if one emphasizes incre-
ments (or, equivalently, intensities), there are some scenarios where it makes
sense to talk about a hypothetical response — not post-dropout, but in the ab-
sence of dropout.
Starting from working random walk normal equations, we can also produce
the ordinary least squares estimate for the regression functions in the additive
intensity model of Aalen (1989). Within this framework, the intensity of N˜ (t ) is
given by a linear combination x(t )β(t ) of covariates. The cumulative intensity
is therefore
A(t )=
∫t
0
x(s)β(s)ds ≈
k∑
j=1
x(t j )β(t j )(t j − t j−1)=
k∑
j=1
x jβ j
(say). Calculations then go through as before: equation (5) becomes
∑
1{K ≥ j }x ′j (∆Y j −x jβ j )= 0,
leading to familiar least squares estimates of β j . In the limit, these sum to
give the customary estimates of the cumulative regression functions B(t ) =
9
∫t
0 β(s)ds. Weighted estimates, such as those suggested by Huffer and McK-
eague (1991), could be derived along similar lines.
We wish again to make it clear that the model underlying this estimate dif-
fers from that proposed by Aalen (1989). It is, in fact, closer to the ideas of
Scheike (2002), who uses the Aalen additive structure as the basis for a rate
model. In a rate model, the residual process can no longer be assumed to
be a martingale, so adjustments to standard variance estimates are required.
Scheike (2002) offers just such an alternative when only a rate model can be as-
sumed. Relaxing our assumptions about the residual process to that of a ‘work-
ing’ random walk does introduce mathematical complications, but these can
easily be overcome using sandwich variance estimation, as is customary in ap-
plications of generalized estimating equations.
5 Interval-censored event histories
The observations in the previous section constitute an example of interval-
censored data, where knowledge is limited to the number of events (whether
‘failures’ or ‘recoveries’) having taken place since the last contact with a subject.
However, typically interval-censored data are more complex still, with different
observation times for different subjects. In this section we outline how to ex-
tend the foregoing ideas to estimate a mean or, in the specific case of a counting
process, a cumulative intensity.
Since observation times are no longer common to all subjects, we must ex-
pect to leave behind the nonparametric approach and rely on parametric inter-
polation to describe the data. However, we may still wish to allow the response
to have a flexible time dependence. In the analysis to follow, we use a fractional
polynomial structure (Royston and Altman, 1994),
E(Y j | t j )=
∑
p∈P
βp t
p
j
,
where the set P of powers is {−2,−1,−1
2
,0, 1
2
,1,2,3}. This is just one way of
achieving a smooth underlying mean, convenient in this context where we wish
to use standard GEE software to fit our models. However, generalized additive
structures (Wild and Yee, 1996) may be preferable in cases without a natural
time origin. Alternatively, specific types of smooth functions (e.g. those with
asymptotes) may be suggested by scientific knowledge in a particular field.
Specification of the working covariance structure of the Y j could proceed
along the lines of (4), but this fails to acknowledge that increments in Y occur
over intervals of different length, and so might be expected to have different
variances. Since (4) is the covariance matrix of observations of a Weiner process
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taken at times 1, . . . ,K , a natural extension for general interval-censored data is
to let V be the covariance matrix of irregularly observed Brownian motion. As-
suming these observations come at times t1, . . . , tK , the elements of the covari-
ance matrix are given by V j j ′ = t j ∧ t j ′ . Once again, the corresponding weight
matrix W = V −1 may be expressed as L′L, where L has (∆t1)
−1/2, . . . , (∆tK )
−1/2
along the diagonal and −(∆t2)
−1/2, . . . ,−(∆tK )
−1/2 along the first subdiagonal,
with zeros elsewhere.
The working random walk GEE then takes the form
∑
x ′W (Y −xβ)=
∑
(Lx)′(LY −Lxβ)= 0.
Notice that this estimating equation may be interpreted as a working indepen-
dence GEE with transformed responses LY and covariates Lx. We make use of
this fact to fit the general random walk generalized estimating equation without
specialized software. The transformed responses look like
LY =


(∆t1)
−1/2
∆Y1
...
(∆tK )
−1/2
∆YK

 ;
the transformed covariates are exactly analogous.
So-called ‘baseline’ observations are often recorded at the start of a clinical
trial so that, on the study timescale, t1 = 0 for some or all individuals. Non-
positivity of the first observation time leads to two problems. The first arises
because Brownian motion B is typically defined as starting at B(0) = 0, and
hence its variance at t = 0 is zero, and the matrix W is undefined. The second
problem is that, if fractional polynomials are used to describe time dependence
in the response, negative powers of zero result.
In such cases, we recommend adding a baseline variance V0 to the working
covariance matrix V , so that V j j ′ =V0+t j∧t j ′ = (V0+t j )∧(V0+t j ′). Since this is,
effectively, a shifting of the time origin so that t∗ = V0+ t , the second problem
is also resolved. We recommend taking V0 = 1, but recognize that inference can
be sensitive to this choice.
Similar sufficient conditions for consistency result from taking the general
working random walk approach. The variance scale factor (∆t j )
−1/2 cancels
from the expression, leading to the familiar requirement
E(∆Y j |K ≥ j )=E(∆Y j ).
In other words, observed increments must remain representative of the gen-
eral population. This is a substantially weaker condition than an insistence
that E(Y j | K ≥ j ) = E(Y j ), as would be needed under an independence work-
ing assumption. Intuitively, the shorter the intervals ∆t j , the more plausible
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the random walk consistency conditions become. If long periods elapse be-
tween observations, it becomes increasingly likely that increases (or decreases)
in the underlying biological process of interest could result in more (or fewer)
dropouts.
6 Analysis of arthritis data
In this section we use the foregoing ideas to analyse substantive data from a
Toronto tertiary care centre treating patients with psoriatic arthritis. Informa-
tion is gathered at scheduled visits to the clinic, including records of the num-
ber of joints where disease activity is seen, and the number where permanent
damage has already occurred. On entry to the clinic, a measure of systemic in-
flammation, the erythrocyte sedimentation rate (ESR), is recorded. In the male
population, an ESR over 15 is considered elevated. Since ESR is typically higher
in women, a cutoff of 20 for females is often used. Of interest is whether pa-
tients with elevated ESR have a different prognosis, in terms of disease activity
and joint deformation, than those showing normal levels.
Records on 790 patients were available, some dating back as far as 1973.
Subjects may be seen at the clinic just once, or many times, over a period of
years. Figure 1 shows the number of clinic visits plotted against the length of
time (in years) between first and last appointments. Most individuals are seen
at a rate of about twice yearly, although some are observed substantially less
often. Virtually no patient has information from more than two visits in one
calendar year recorded. Since only one tenth of subjects have records spanning
more than 20 years, we have elected to censor any observations beyond this
point.
This, then, is classical interval-censored data. The number N of joints ex-
hibiting permanent damage can only increase, so N is a standard counting pro-
cess. We model the mean (or, equivalently in this case, the cumulative inten-
sity) of the process as
E(N j | t j , z)=
∑
p∈P
βp,z t
p
j
where z = 0,1 respectively denotes normal, and elevated, levels of ESR, and P
is defined as in the previous section. Thus both groups are flexibly parametrized.
Since our principal aim is descriptive and illustrative, rather than to make defini-
tive clinical statements, we do not attempt to reduce the set P to some optimal
size. We transformed the responses and covariates using the matrix L defined
by the observation times t j , and used the gee package in R to estimate the βp,z .
For the purpose of comparison, we also fit the same fractional polynomials to
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the untransformed responses and covariates using the working independence
correlation structure.
Figure 2 shows the estimated mean number of deformed joints of patients
with psoriatic arthritis, up to 20 years after first presenting at the clinic. Dashed
lines indicate those individuals having an elevated ESR on presentation to the
clinic, while solid lines correspond to the rest of the study group. The left-hand
panel shows the working independence estimates, while the right-hand panel
illustrates the working random walk approach. Two-standard-error confidence
bands around the estimates are also presented in these plots.
While both analyses suggest that individuals with elevated ESR have a poorer
prognosis than those with normal values, the random walk approach accentu-
ates this difference. Interestingly, the increase in the number of deformed joints
appears fairly linear with time, despite the flexibility afforded by the fractional
polynomials. Owing in part to this near-linearity, and presumably also partially
to a more accurate portrayal of the within-individual covariances, the working
random walk approach has much tighter confidence bands than the working
independence equivalent.
By contrast, the difference between groups seen in the independence work-
ing assumption panel of Figure 3 is less marked using a working random walk
covariance. Here we are examining how the mean number of joints where
arthritis is active changes over time, a response that has the potential to de-
crease. Indeed, given that many of these patients have been referred for treat-
ment at the arthritis centre, we might expect to see improvements such as those
shown in the figure. This second analysis is perhaps then even more suited to
the kind of linear model suggested in this paper, since the increments need
not be positive. Encouragingly for patients with elevated ESR, their long-term
prognosis is similar to those presenting with normal levels.
7 Discussion
We have described a number of links between longitudinal and event-history
analysis. The most direct connections rely on the existence (in principle) of a
process having no dependence on its own history. Since traditional paramet-
ric longitudinal models do not include covariates that depend on prior evolu-
tion, we require a marginal/conditional equivalence at some level. If, however,
dynamic covariates are admissable (as, for example, in transition models; see
Song 2007, p. 82-84), then the connections can be pushed still further.
Dynamic structures offer enormous flexibility and, at the same time, parsi-
mony to the modeller (Fosen et al., 2006), and typically not much extra effort
is required to fit such models. Sounding a note of caution, however, Scheike
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Figure 1: Number of observations for each individual, plotted against the length
of time (in years) in which their observations fall.
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Figure 2: Working independence (left) and random walk (right) estimates of
cumulative intensity of permanent joint damage, together with two-standard-
error pointwise confidence bands. Solid lines and lighter shading correspond
to normal ESR levels, while dashed lines and darker shading denote patients
with elevated ESR.
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Figure 3: Working independence (left) and random walk (right) estimates of
mean number of disease-active joints, together with two-standard-error point-
wise confidence bands. Solid lines and lighter shading correspond to normal
ESR levels, while dashed lines and darker shading denote patients with elevated
ESR.
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(2002) argues that correct specification of an intensity can often be impractica-
ble, and that in such cases marginal rate models may be preferable. Most of the
models in the present paper could more properly be described as rate models.
Another area of potential application of the theory outlined here is in interval-
censored data. As has already been mentioned, interval-censored duration
data actually mirrors quite closely the longitudinal situation, where responses
are gathered at discrete points in time, and little (if any) information is available
about what has transpired between the observation points. A generalized esti-
mating equation approach may help to clarify not only targets for estimation,
but also that which is needed to be assumed, in order to hit those targets.
It is our feeling, though, that the implications of the present paper are more
important for the analyst faced with repeated measures. Independent censor-
ing is the most general condition under which standard analyses may be carried
out and, as such, fills the role played by the missing-at-random assumption
(Rubin, 1976) in the longitudinal context. However, the key advantage of the
former is that it is itself a dynamic condition, adapting to whatever past infor-
mation is available about processes, whereas the latter is static: a once-for-all
condition that can be difficult to assess. Moreover, the missing-at-random as-
sumption cannot guarantee valid estimation when employing non-likelihood-
based techniques, whereas independent censoring is a natural condition in
many nonparametric or semiparametric settings. An intermediate condition
is the one known as sequential missingness-at-random (Robins et al., 1995),
which has a dynamic flavour but remains likelihood based.
Missing not-at-random or informative missingness models have become
familiar in longitudinal data analysis, and it seems to be now accepted that
sensitivity analyses should be carried out to assess robustness of conclusions
to the possibility of this type of dropout (see, for example, Jansen et al., 2006;
Rotnitzky et al., 2001). Sensitivity in event history analyses to the correspond-
ing problem of informative censoring is much less widely used or discussed,
though there have been attempts to move applied statisticians in this direction
(Siannis et al., 2005). Since missingness not-at-random in longitudinal studies
and informative censoring in event time studies seem, a priori, equally likely
and, a posteriori, equally problematical, it seems to us that a crossover of sen-
sitivity methods from the longitudinal to the event time worlds could be perti-
nent.
While extensions to generalized linear models are possible in principle, the
present linear framework offers an additional equivalence of interpretation.
Not only are hypothetical and conditional inferential objectives indistinguish-
able, linearity implies also that marginal and subject-specific interpretations
of parameters coincide. This is, of course, a well-known mathematical conve-
nience that can sometimes ill be afforded but, when it can, it neatly circum-
16
vents the ambiguity and confusion that sometimes surrounds non-linear mod-
els.
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