ABSTRACT. In this paper we examine optimization problems involving multidimensional nonsmooth integral functionals defined on Sobolev spaces. We obtain necessary and sufficient conditions for optimality in convex, finite dimensional problems using techniques from convex analysis and in nonconvex, finite dimensional problems, using the subdifferential of Clarke.
INTRODUCTION.
The importance of the problem of minimization of a multidimensional integral functional defined on a Sobolev space, is well documented in the books of Ekeland-Temam [3] and Ladyzhenskaya-Uraltseva [15] . Various problems in calculus of variations, optimal control of distributed parameter systems and mechanics involve such a minimization.
In this note we obtain some necessary and sufficient conditions for the existence of a minimum or e-minimum of an integral functional defined on a Sobolev space. However contrary to most of the works in the literature, we consider nonsmooth integrands. Using concepts and techniques form nonsmooth analysis, we are able to obtain necessary and sufficient conditions for optimality in finite dimensional, convex problems (see theorem 3.1 and corollary I), in finite dimensional nonconvex problems (see theorem 4.1) and in infinite dimensional problems (see theorem 5.1). Finally we present two examples illustrating the applicability of our results.
PRELIMINARIES.
In this section we briefly recall some of the basic notions and facts from nonsmooth analysis that we will need in the sequel. For more details we refer to the works of Clarke [2] , N.A. PAPAGEORGIOU AND A.S. PAPAGEORGIOU and Rockafellar [7] .
Let X be a real normed space and X" its dual.
consider any function f:Xff =U{ +}. The conjugate of f(.)is the function f':X'--} defined by f*(x*)=sup{(x',x)-f(x):x X}. Here (-, .) denotes the duality brackets for the pair (X,X*). It is clear from this definition that for all x' X', we have (x',z) f'(z')+ f(z).
This inequMity is known as the "Young-Fenchel inequMity'. Given a proper convex function f:X (proper meing that f(. )is not identicMly + ), the convex subdifferential of f(. ), is the generally multivMued mapping Of:XX" defined by Of(x)= {x' X': (x',y-x) f(y)-f(x) for M1 y X}. The elements of Of(z) 
We cM10f(x) the Clarke (or generalized) subdifferential of f(. at x X. If f(. )is also convex, then the Clarke and convex subdifferentials coincide; i.e. Of(x) Of(x).
Let f'(x;h)=li 1{+xh)-y()x If f'(x; h) exists for all hX and f'(x;h)=f(x;h), h X, then f(-) is said to be regul at x. This is a fairly large cls of functions that includes the convex continuous functions and the functions that are strictly differentiable at x.
3. CONVEX INTEGRAND.
Let Z be a bounded domain in " with smooth boundary OZ F. We will be studying the following optimization problem, with
In this section we consider the ce where the integrand L(., .,. is convex in the lt two variables. We will need the following hypothesis:
We have the following necessary and sufficient condition for optimality in problem (,). (div v*(z),v*(z)) OL(z,x(z), 7 x(z)) a.e. Invoking the Young-Fenchel equality, we get that
Using partial conjugates of L(z, .,. with respect to x and y respectively, we can have the following necessary condition for optimality concerning (,). By L "1 (resp. L") we will denote the conjugate of L(z,. ,y) (resp. of L(z,x,. ) 
PROOF. As in the proof of theorem 3.1, we get v*(-)e L,(Z) s.t. div v*(. )e Lq(Z) and (d v'(z) , '(z)) e OL(z,(z), V (z)) .. Applying proposition 2.3.15, p. 48 of Clarke [2] to OL and using the Young-Fenchel equality, we get the corollary.
Q.E.D.
NONCONVEX INTEGRAND.
In this section we drop the convexity hypothesis on L(z, .,. and instead we assume that L(z, .,. is Lipschitz. Using Clarke's subdifferential, we derive a necessary condition for optimality in this nonconvex problem.
So our hypothesis about L(-,., -) is now the following: H(L)': L:Z IR R"R is an integrand s.t.
(1) zL(z,x,y) is measurable, (2) for all (x,y),(x',y')ER", we have IL(z,x,y)-L(z,x',y')l <_k(z) z z' + y y' a.e. with k( e L+ (Z) [2] , we can also say that div v*(z) OL(z,x(z), 7 x(z)) a.e. and v*(z) Ot(z,x(z), X7 x(z)) a.e., where Ot denotes the Clarke subdifferential of L (z, .,y) and OL(z, x,. the Clarke subdifferential of L(z, x,-). Va to V and so we deduce that (**) is equivalent to the following optimization problem: 
and set e(t)=sup u(t,y). So for all y(. L'(X), we have: 
