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Abstract
This thesis is divided into two parts.
In Part I we consider closed immersed surfaces in R3 evolving by the geometric
polyharmonic heat flow. Using local energy estimates, we prove interior estimates
and a positive absolute lower bound on the lifespan of solutions depending solely on
the local concentration of curvature of the initial immersion in L2 . We further use
an ε-regularity type result to prove a gap lemma for stationary solutions. Using a
monotonicity argument, we then prove that a blowup of the flow approaching a singular
time is asymptotic to a non-umbilic embedded stationary surface. This allows us
to conclude that any solution with initial L2-norm of the trace-free curvature tensor
smaller than an absolute positive constant converges exponentially fast to a round
sphere with radius equal to 3
√
3V0/4π, where V0 denotes the signed enclosed volume of
the initial data.
In Part II we study the anisotropic polyharmonic heat flow (a flow of arbitrarily
high even order) for closed curves immersed in the Minkowski plane M2, which is
equivalent to the Euclidean plane endowed with a closed, symmetric, convex curve
called an indicatrix that endows an anisotropic distance metric on vectors in M. The
indicatrix ∂U (where U ⊂ R2 is a convex, centrally symmetric domain) induces a second
convex body, the isoperimetrix Ĩ. This set is the unique convex set that minimises the
isoperimetric ratio (modulo homothetic rescaling) in the Minkowski plane. We prove
that under the anisotropic polyharmonic heat flow, closed curves that are initially close
to a homothetic rescaling of the isoperimetrix in an averaged L2 sense exists for all time
and converge exponentially fast to a homothetic rescaling of the isoperimetrix that has
the same enclosed area as the initial immersion.
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Part I
On the geometric polyharmonic





Mathematics has long been interested in interpreting and analysing natural phenomena
in a rigorous manner. Of particular interest is predictive modelling: one would like to
be able to predict how a mathematical body or object reacts to a physical process over
time.
In his 1807 masterpiece, entitled Mémoire sur la propagation de la chaleur dans les
corps solides, Joseph Fourier presented a second order parabolic differential equation
which modelled the propagation of heat through a region in space. This is perhaps
one of the first instances of a purely mathematical approach to heat modelling (prior
fruitful attempts in this field were of a more experimental or observational nature: see,
for example, Crawford [22]). His equation (aptly titled the heat equation), as a function
of n spatial variables x1, . . . , xn contained in an open subset Ω ⊆ Rn, and one time
variable t takes the form
∂u
∂t






Here u (x, 0) = φ (x) is usually taken to be a sufficiently smooth function, although
(quite amazingly) in the case that the initial data profile is non-smooth, it can be
observed to immediately become smooth over time under the flow. One can think of u
as the heat profile of a body with spatial components (x1, . . . , xn) at time t. Intuitively,
then, one would expect that as time gets large, the heat profile u would tend to a
2
3
constant solution over our region (we will not concern ourselves at this present time
with the behaviour of u near the boundary of our domain). Indeed, a particular solution
u to the heat equation (H) with the prescribed initial condition u (x, 0) = u0 (x) takes
the form
u (x, t) =
∫
Ω
G (x− y, t)u0 (y) dy,
where G is the fundamental solution (heat kernel)








The solution u is easily observed to exhibit these aforementioned uniformisation (smooth-
ing) properties.
Furthermore, solutions of the heat equation (H) act as flows of steepest descent in





Here Du : Ω → Rn denotes the ordinary (Euclidean) gradient vector field of the
function u. The Dirichlet energy was proposed as a solution to the following problem:
find the ‘flattest’ surface u that agrees with a given function g on ∂Ω, and so it is perhaps
unsurprising that the path of steepest descent for this functional should present itself
so fervently within the realm of heat diffusion.
Since the days of Fourier, mathematicians have generalised the heat equation to
many non-Euclidean settings: the most relevant to this thesis is the Riemannian man-
ifold, where the solution is not longer a scalar function but a family of evolving sub-
manifolds. Furthermore, there has been a great deal of concern over more general
parabolic differential equations in these settings (the so-called ‘heat-like’ equations).
Perhaps the most natural of these geometric flows is the mean curvature flow. Here
we consider a one-parameter family of immersions f : Σn × [0, T ) → Rn+1 where Σ
is an n−dimensional Riemannian manifold and the immersion f evolves in time with
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normal velocity equal to the mean curvature vector:
∂tf = ~H = −Hν (MCF)
(In fact the flow is defined in a more general Riemannian setting, rather than just for
a smooth surface immersed in (n+ 1)-dimensional Euclidean space. See, for example,
Huisken [48]). As an analogy to the aforementioned Dirichlet energy, the flow acts
as the path of steepest descent for the area functional, and was originally proposed
(with n = 2) in 1956 by Mullins as a model for the formation of grain boundaries in
annealing pure metal [78]. The flow exhibits monotonically decreasing surface area
for any compact initial data, and monotonically decreasing signed enclosed volume if
the manifold is weakly convex (in all dimensions). In the case n = 2 it has also been
observed that stationary solutions of the mean curvature flow (these are called minimal
surfaces in the mathematical literature, and locally extremise area) are known to model
soap films. By noting that in Euclidean space the mean curvature vector ~H is equal
to the Laplace-Beltrami operator applied to the immersion function f (that is to say,
~H = ∆f : see (C.9)), it is simple to draw parallels between the heat equation (H) and
the mean curvature flow (MCF).
The mean curvature flow has attracted a huge amount of interest from within
the mathematical community. Most notably, in 1984, Huisken [47] showed that any
smoothly embedded closed, uniformly convex n−dimensional hypersurface Σ0 embed-
ded in Rn+1 evolving under (MCF) would shrink down to a point in finite time. To
see the shape of the singularity, the flow was normalised in both space and time to
‘zoom-in’ around the singularity, and Huisken was able to prove that no singularities
would occur before the family of hypersurfaces contract to a round point. If Σ0 is not
convex then this result does not hold, even if it is embedded (for example one could
imagine two large approximately-round spheres connected by a very thin neck to form a
‘dumbbell’: the neck has very large mean curvature, causing it to pinch before the two
spheres have enough time to shrink appreciably). In this case studying the behaviour
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of the flows near singularities is a more delicate procedure. Nevertheless there have
been a number of results pertaining to the possible limiting profiles of mean curvature
flow singularities, beginning with the revolutionary work of Huisken [49] in which he
showed singularities having a certain blow-up rate (the so-called ‘type 1’ singularities)
are asymptotically self-similar. Such singularities are perhaps the easiest to examine,
and concrete examples of the formation of a type 1 singularity are quite easy to obtain
(for example a standard round sphere shrinks self-similarly along the mean curvature
flow). Since then a large number of authors have made tremendous contributions to the
subject of mean curvature flow singularities. Although this list is certainly not exhaus-
tive, the author feels they would be being dishonest without mentioning the analysis
of type 2 degenerate neckpinches by Angenant and Velázquez [9], as well as the study
of singularities for rotationally symmetric surfaces by Altschuler, Angenent and Giga
[3], and that of Huisken and Sinestrari for the case of mean convex surfaces [51]. For
the reader who is interested in a brief introduction to the nature of singularities for
the mean curvature flow (mainly concerned with dimensions one and two) the author
recommends the paper of White [108].
Mean curvature flow (MCF) is a second order parabolic differential equation. Gen-
eralising to analogous higher-order systems of partial differential equations leads one
to consider ‘heat-like’ flows of the form
∂tf = (−1)p+1 ∆pH · ν, p ∈ N. (GPHF)
Here ∆pH represents the pth repeated iteration of the Laplace-Beltrami operator ap-
plied to the mean curvature function:
∆pH = ∆∆ · · ·∆H,
where the ∆ symbol appears p times. The symbol ν refers to the outward facing unit
normal to Σ. The author has dubbed this flow the geometric polyharmonic heat flow
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of order (2p+ 2). Note that (GPHF) is not the same as the flow
∂tf = (−1)p ∆p+1f, (1.1)
although they do share the same leading (highest order) term in f . The right hand
side of (1.1) also contains other terms that contribute both in tangential and normal
directions. The flow (GPHF) is more natural than (1.1) from the curvature flow per-
spective in that for closed submanifolds only normal terms in the speed of a flow affect
geometric quantities which are invariant under the diffeomorphism group (for exam-
ple, enclosed volume and area). Hence any geometric operator which is deemed to be
‘natural’ should have its image contained in the normal bundle.
Note that ~H = −Hν is a section of the normal bundle. By considering the induced
Laplacian in the normal bundle, ∆⊥, our flow (GPHF) takes the form
∂tf = (−1)p ∆⊥∆⊥ · · ·∆⊥∆f = (−1)p(∆⊥)p∆f.
Because each operator ∆ contains two derivatives, one can now easily see that the
geometric flow (GPHF) gives rise to a system of differential equations of order 2p+ 2.
In Chapter 2 we show that in the setting of arbitrary codimensions this system is
weakly parabolic, just like the mean curvature flow. Moreover, smooth flows of the
form (GPHF) are all isoperimetrically natural in the sense that if we use Vol (Σt) and
|Σt| to denote the signed enclosed volume and surface area respectively, then one has
d
dt




This contrasts with solutions of the mean curvature flow (MCF) which can only be
guaranteed to be volume-reducing for mean convex initial data. Thus an advantage
of these higher-order flows is that we expect not to have to rescale in order to obtain
convergence results. A näıve implication of this is that geometric polyharmonic heat
flows will not shrink embedded surfaces down to singular points, although this does
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not rule out the possibility of other types of singularities from occurring (we show later
that if a singularity of the flow does occur then they must manifest as unbounded
concentrations of curvature in a small ball; see Remark 4.4). Furthermore, more exotic
singularities may be possible if we replace the condition ‘embedded’ with ‘immersed’.
For example, in the case p = 1, dim Σ = 1 (the planar curve diffusion flow), one can
think of the lemniscate (or ‘figure-eight’ curve) which has zero enclosed volume and
shrinks homothetically to a point in finite time (see [28], Section 6, for example).
In the case p = 1, dim Σ = 2, the flow (GPHF) becomes the surface diffusion flow,
which has been quite a popular geometric flow research topic over the years (albeit
not to the degree of its second order counterpart (MCF)). There are many sources
available for the reader that is interested in studying the surface diffusion flow. For
example, the work of Garcke, Ito and Kohsaka [35], Giga and Ito [36], Escher, Mayer,
and Simonett [29], and Wheeler [104], among many others. The author and his two
PhD. advisors have also studied the case p = 2, which is a sixth order flow they have
dubbed the geometric triharmonic heat flow [75].
In this thesis we will be concerning ourselves with the geometric polyharmonic heat
flow of immersed surfaces. This is the case n = 2 and p ≥ 1 arbitrary in the family of
flows (GPHF). A solution to the geometric polyharmonic heat flow on the interval I is
a family of closed, compact immersed surfaces in R3 which satisfy the following initial
value problem: 
∂tf = (−1)p+1 ∆pH · ν,
f (Σ, 0) = Σ0.
(1.2)
Here Σ0 is a prescribed smooth immersion of Σ in R3.
Unfortunately, unlike with the mean curvature flow, when dealing with these higher-
order flows, we do not have useful tools such as the maximum principle. To overcome
this, we will rely heavily on local and global surface energy estimates. This is very much
in the same vein as Kuwert and Schätzle [57, 58] and McCoy, Wheeler and Williams
[74] in their analysis of the Willmore flow and Willmore surfaces respectively. Wheeler
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also uses this method in his analysis of the surface diffusion flow near spheres [104].
These energies manifest as integrals of curvature. Of particular interest to us later on




where Ω is a subset of our surface Σ. In the case Ω = Σ, the integral (1.3) of course
amounts to a global energy which can be thought of as an L2 measure of the ‘sphericity’
of Σ (in an averaged, geometric sense). Otherwise, one may wish to restrict Ω to a
small ball, such as ∫
f−1(Bρ(x))
|Ao|2 dµ, x ∈ R3.
The local nature of this energy will allow us to establish results for more general
immersions (for example, surfaces that are not necessarily closed). We later refer to
(1.3) as the ‘umbilic energy’ of the immersion f (see, for example, Definition 5.1).
Being scale invariant, the umbilic energy will allow us to prove ε−regularity results
involving localised areas that are not flow-dependent. For example in Theorem 5.15
we prove a localised pointwise estimate for the trace-free curvature which holds under
quite general conditions. In particular, we do not assume the presence of any geometric
flow equation, nor closedness.
This integral itself is a particularly natural one for the problem at hand because
it is only zero for umbilic surfaces, which are stationary solutions of flows of the form
(GPHF). We show in Chapter 6 that (if initially small enough) (1.3) acts as a Lyapunov
functional for a solution to (GPHF), decreasing monotonically over the duration of the
flow. We refer to this as ‘preserved sphericity’.
Higher-order flows such as (GPHF) have not been studied to the degree of their
lower order counterparts (namely because of the aforementioned issue involving a lack
of a maximum principle). Nonetheless such flows have proven to be an effective mech-
anism for modelling a range of scenarios. Although a large constituent of such results
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pertain to general surface and image modelling (such as the works of Bloor, Wilson
and Hagen [17], Liu and Xu [66], Tosun [98], and Ugail [100]) as well as interactive
design [56], the applications of such flows extend into fields of medical and material
engineering modelling. For example, in [101] Ugail and Wilson utilise a sixth-order
equation similar to (GPHF) with p = 2 to model the growth of venous tumors and
oedemus ulcers, while in [38] Gomez and Nogueria use the phase field crystal model
the microstructure evolution of two-phase systems on atomic length and diffusive time
scales. The field crystal equation can easily be seen to be a sixth order partial dif-
ferential equation dominated by a thrice-iterated Laplacian (along with lower order
terms) which strongly resembles (GPHF) with p = 2. Although higher-order problems
necessarily carry their share of analytical obstacles, when it comes to applications like
computer design higher-order flows do present some advantages: for example the higher
the order of the flow involved, the more freedom you have to join boundaries of patches
together.
The list of applications of equations involving a thrice-iterated Laplacian is clearly
expanding, and thus the author believes it is highly meaningful to study the behaviour
of such systems and associated applications. The author hopes that once these sixth
order flows are more well-understood, then the methods will be generalised to many
higher-order equations, unlocking a barrage of associated modelling applications. Per-
haps an investigation into the behaviour of such higher-order flows in more general
ambient settings would also be a worthwhile and beneficial endeavour.
Of course applications of parabolic differential operators are not limited to the
confines of modelling. One prime example within the field of mathematical general
relativity is the Riemannian Penrose inequality which was first proven using a weak
formulation of the inverse mean curvature flow (a flow that is parabolic for initial data
with strictly positive mean curvature) [52]. This conjecture gives a lower bound on
the ADM mass of an asymptotically flat 3−dimensional Riemannian manifold in terms
of its outermost minimal surface, and has deep interpretations in general relativity
that are outside the scope of this thesis. The interested reader is referred to the
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following exposition of Bray which treats a number of inequalities - including the
Penrose inequality - in greater generality [18].
Another is the Poincaré conjecture which claims that every simply connected closed
3−dimensional manifold is homeomorphic to the 3−sphere. The resolution of the
Poincaré conjecture uses a modified Ricci flow (the so-called ‘Ricci flow with surgery’
[82]), and is widely recognised as one of the crowning achievements of modern math-
ematics. A fourth order flow that is particularly relevant to Part I of this thesis is




| ~H|2 dµ, where ~H is the mean curvature vector (for closed surfaces this en-
ergy is equal to the umbilic energy mentioned earlier, modulo the topological invariant
4π (1− g) where g is the genus of the surface). Stationary points of the Willmore flow
have implications in mathematical biology: the Willmore energy appears as the lead-
ing order term in the surface energy in a popular model for lipid bilayers proposed by
Helfrich [46]. The energy also appears as the dominant term in the Hawking mass in
general relativity [44].
Note that the geometric polyharmonic heat flows (GPHF) are closely related to
a higher-order generalisation of the Willmore flow, in that each flow shares the same
leading term as the gradient flow of the energy





2 H|2 dµ, p ≥ 1




2 ∆k = ∇∆k for k ≥ 0). The energy
E1 is equal to the Willmore energy, while surfaces minimising E2 are called ‘surfaces
of minimal mean curvature variation’ (see, for example, [111]). It would be worthwhile
to study the behaviour of these higher order ‘Willmore’ flows in generality, and the
author believes that in the future some of the quantities Ep will be realised as energies
that describe some natural phenomena in the same way that the Willmore energy
presents itself so fervently in the current scientific and mathematical literature. Since
the gradient flows are the same as (GPHF) but with added lower order diffusion terms,
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it would also be a worthwhile endeavour to study the geometric polyharmonic heat
flows with more general lower lower order terms.
The ideas above lead us to some very natural questions, which the author hopes
will be answered in the following years and unfortunately are outside the scope of this
thesis. For instance:
1. In this thesis we look at flows that are close to spheres. What about the behaviour
for flows that deviate from a sphere in a large sense?
2. To that end, what sort of singularities (if any) occur under (GPHF) for initial data
with a large deviation from spheres? The analysis here is much more difficult than
the lower order cases (such as the mean curvature flow) and the tools available
to us are less robust.
3. What about the gradient flows for the energies Ep mentioned above? Do they
converge to spheres without assuming a priori that the initial data has small
umbilic energy, just as in case of the Willmore flow?
4. Can an analysis of these flows (including the higher order ‘Willmore’ flows) lead to
any interesting (or unexpected) geometric inequalities? For example, the planar
curve shortening flow can be used to prove the classical isoperimetric inequality
(10.10) − are there any analogous results for the higher order flows?
Of course it will be some time before these higher order flows are given their fair
share of attention (if it ever happens at all), but it is my intention in this thesis to set
the ball rolling.
We summarise the main contributions to Part I of this thesis as the following.
Chapter 1 Notation and basic geometric evolution equations. In this chapter we introduce
the notation that will be used throughout the thesis. We introduce a cutoff
function γ that will be included in many of our subsequent calculations in order
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to compensate for situations in which our immersion is non-compact, and go on
to discuss its properties. We finish off by calculating the evolution equations for
basic geometric quantities associated with our geometric flow.
Chapter 2 Well-posedness of the flow. Here we introduce the concept of parabolic operators
on vector bundles, and rework the methods of Baker [12] to prove the local
existence and uniqueness of solutions to the geometric polyharmonic heat flow in
higher codimensions.
Chapter 3 Local estimates under a small concentration of curvature. In this chapter we
prove local L2 and L∞ estimates of curvature, under the assumption of a small
concentration of curvature. Doing so requires for us to first prove a new estimate
(Theorem 3.1) which allows for the control of integrals in which the integrand
contains curvature terms of a certain algebraic structure.
Chapter 4 The Lifespan Theorem. Here we utilise our earlier results to establish an absolute
lower bound on the lifespan of a geometric polyharmonic heat flow that depends
solely on the concentration of curvature of our initial immersion Σ0.
Chapter 5 A pointwise estimate for the trace-free curvature, and the Gap Lemma. In this
chapter we prove some interesting geometric inequalities, along with a multiplica-
tive Sobolev-type inequality, to establish a pointwise bound for the trace-free cur-
vature that only depends on local L2 estimates of terms of the form ∆mH, Ao,
and the gradient of our cutoff function γ. Using these estimates, we then show
that an immersion that is a weakly stationary solution to the geometric polyhar-
monic heat flow and satisfies a smallness condition regarding the total trace-free
curvature, maps either into an embedded 2−sphere or a 2−plane.
Chapter 6 Preserved sphericity. In this short chapter we prove that if initially small enough,
the global umbilic energy ||Ao||22 decreases monotonically under the geometric
polyharmonic heat flow. Since the umbilic energy measures the distance from a
sphere in an averaged L2 sense, we refer to this phenomena as ‘preserved spheric-
13 1.1. NOTATION AND PRELIMINARIES
ity’. The proof involve using our previous estimates as well as a multiplicative
Sobolev inequality.
Chapter 7 Construction of the blowup and long time existence. Here we prove a number of
interior estimates along the flow using our local estimates from Chapter 3. This
allows us to conclude that if a geometric polyharmonic heat flow encounters a
finite time singularity then curvature must concentrate in a very specific way. We
prove that the curvature cannot concentrate in this way if the initial concentration
is sufficiently small. Via a proof by contradiction we obtain long time existence
for the flow under the assumption of small initial curvature concentration.
Chapter 8 Smooth exponential convergence to spheres. In our final chapter in Part I of this
thesis, we combine our previous results to prove that any geometric polyharmonic
flow with initially small global umbilic energy exists for all time and converges
exponentially fast in the C∞ topology to a 2-sphere with the same volume as the
initial immersion.
1.1 Notation and preliminaries
We will start by introducing some of the basic ideas that will be used throughout the
thesis. Some definitions in this chapter are also introduced in Appendix C (with more
detail). For a more comprehensive introduction to the topic, the author recommends
the classic textbooks of do Carmo [24], Peterson [83], and Kobayashi-Nomizu [55], all
of which are a fantastic read for those who are new to differential geometry. The most
basic notion that we will require is the idea of a differentiable manifold. This is a
topological manifold (which means it is a topological space that is locally Euclidean),
endowed with a differentiable structure which allows the use of calculus on the space.
Given a topological space Σ, a coordinate chart is a subset U ⊆ Σ, along with a
homeomorphism ϕ : U → Rn such that ϕ (U) is open in Rm. We call U an open set in
Σ. A Ck atlas (k ∈ N) is then defined to be an indexed collection of charts {(Uα, ϕα)}
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satisfying the following two conditions:
(a)
⋃
α Uα covers Σ.
(b) If two open sets Uα, Uβ ⊆ Σ overlap then the map ϕα ◦ ϕ−1β : ϕβ (Uα ∩ Uβ) →
ϕα (Uα ∩ Uβ) is Ck.
Two atlases are called compatible if their union is also an atlas. The maximal atlas is
defined to be the unique atlas which contains all possible coordinate charts compatible
with a given atlas of Σ. A Ck m−dimensional manifold is a set Σ together with a
maximal atlas.
Because our differentiable manifold Σ allows calculus, we can now make sense of
what it means for a vector to be tangent to Σ. Indeed, if p ∈ Σ then then a vector is





∣∣∣γ : (−ε, ε)→ Σ, γ (0) = p}
the tangent space to Σ at p, and its elements are called tangent vectors at p. One can
easily verify that TpΣ is an m−dimensional vector space for every p ∈ Σ. Moreover, if a
local coordinate chart around p ∈ Σ is given by ϕ (p) = (x1 (p) , . . . , xm (p)) ∈ Rm, then
the tangent space is spanned by the set {∂i}i=1,...,m, where ∂i =
∂
∂xi
. To see this, first
note that for ε > 0 sufficiently small, we can consider a curve γ : (−ε, ε)→ Σ, γ(0) = p,
as a curve from R to Rm via the coordinate chart ϕ:
ϕ−1 ◦ γ : (−ε, ε)→ Rm.
Therefore for any f ∈ C∞ (Σ) we can write the function f along γ as
f ◦ γ = (f ◦ ϕ−1) ◦ (ϕ ◦ γ) : (−ε, ε)→ R.
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∂ (f ◦ ϕ−1)
∂xi


























which establishes {∂i} as a basis. Here we have adopted the Einstein summation
convention, in which an index occurring twice on a product is to be summed from 1
up to the spatial dimension (in this case, m).
The tangent bundle TΣ is the vector bundle over Σ that is constructed by attaching









∣∣∣y ∈ TpΣ} .
It is easy to see that dimTΣ = 2m.
Let Σ be a differentiable manifold and p ∈ Σ. Let TpΣ be the tangent space at p.
Then we define the cotangent space T ∗pΣ at p as the dual space of TpΣ:
T ∗pΣ = (TpΣ)
∗ .
Elements of the cotangent space are linear functionals ω : TpΣ → R and are called
cotangent vectors or one-forms. If {∂i}i=1,...,m is a local frame for the tangent bundle
TΣ, the set {dxi}i=1,...,m defined by
dxi (∂j) = δ
j
i
acts as a local basis for T ∗Σ. To see that each dxi is contained in the cotangent space
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T ∗Σ note that xi : Σ→ R implies that the exterior derivative dxi satisfies
dxi : TΣ→ TR ∼= R.
Furthermore the basis tangent vectors are seen to act on the basis elements of the






This easily extends to general tangent and cotangent vectors: if v ∈ TpΣ and ω ∈ T ∗pΣ
then






jdxi (∂j) = ωiv
jδji = ωiv
i.
One sees similarly that v (ω) = ωiv
i, and hence
ω (v) = v (ω) . (1.4)
This implies a canonical isomorphism (the so-called musical isomorphism) between the
tangent and cotangent space. This will be introduced in more detail after we introduce
Riemannian metrics. However, the above does give us enough information to define
a generalised tensor. These are most easily described as multilinear sections from
Cartesian products of the tangent and cotangent bundles to R.
First we define the tensor product. If V and W are vector spaces (over R) with
bases {u1, . . . , um} and {v1, . . . , vn}, then the tensor product V ⊗W is the vector space
of dimension mn spanned by the basis (ui⊗ vj)i=1,...,m,j=1,...n. There exists a canonical
bilinear map
L : V ×W → V ⊗W
which sends (aiui, b
jvj) to a
ibj (ui ⊗ vj) [53]. From this definition we can inductively
define the tensor product of more than two vector spaces.
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We define an (l,m) tensor (field) on Σ to a section of
T ∗Σ⊗ · · · ⊗ T ∗Σ︸ ︷︷ ︸
l copies
⊗TΣ⊗ · · · ⊗ TΣ︸ ︷︷ ︸
m copies
.
From the above discussion, a vector v is a (1, 0) tensor, and a covector ω is a (0, 1)
tensor (as (1.4) implies that covectors act on vectors to give a real number). We denote
the space of (l,m) tensor fields on Σ by T lm (Σ), and the set of all smooth tensor fields
on Σ by χ(Σ). Hence, in this notation, T 10 (Σ) = TΣ and T
0
1 (Σ) = T
∗Σ. An (l,m)
tensor is written in terms of the local frame {∂i} and coframe {dxj} in the following
way:
T = T j1...jli1...im∂j1 ⊗ · · · ∂jl ⊗ dx
i1 ⊗ dxim .
The functions T j1...jli1...im are called the components of T with respect to the local frame and
coframe. The symbol ⊗ corresponds to a an element of the tensor product of multiple
copies of the vector spaces TΣ and T ∗Σ.
Next we endow our differentiable manifold with a metric structure. A Riemannian
metric on a differentiable manifold Σ is a correspondence that associates to each point
p ∈ Σ an inner product g (called the metric or first fundamental form) on the tangent
space TpΣ which varies smoothly with p:
gp : TpΣ× TpΣ→ [0,∞) .
The metric g is a (0, 2) tensor field and can be written in terms of a local coframe {dxi}
as
g = gijdx
i ⊗ dxj. (1.5)
Here the gij are explicitly given by gij = g (∂i, ∂j), where {∂i} is a local frame for TΣ.
As mentioned earlier, there is a canonical (‘musical’) isomorphism between the tangent
and cotangent spaces on a Riemannian manifold, which is easily expressible in terms
of components of the metric tensor and its inverse. If ω ∈ T ∗pΣ is a covector, then ω]
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= ω (v) at p. In terms of the metric, this is equivalent to
(ω])i = gijωj.
Here the gij are the components of the inverse metric which is a (2, 0) tensor field with








jk = δki and gijg
ij = m, where m is the dimension of Σ. Similarly, for a
tangent vector v, we define v[ (read as v flat) to be the unique covector in T ∗pΣ such





= v (ω) at p. This is equivalent to
(v[)i = gijv
j.
Every paracompact Hausdorff differentiable manifold admits a Riemannian metric (this
is a standard result; see, for example, [24], Proposition 2.10). Unlike the name ‘Rie-










to be the length of a curve γ : (a, b) → Σ in a Riemannian manifold Σ, then the
distance from p to q,
d (p, q) := inf
{
L [γ]
∣∣∣γ : [a, b]→ Σ piecewise smooth, γ (a) = p, γ (b) = q} , (1.6)
is a metric on Σ, making (Σ, d) a metric space [24]. Moreover the metric topology
agrees with the manifold topology (see [24, 55] for example). The Riemannian metric
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g on Σ extends to tensor fields. Given two (l,m) tensor fields
S = Sq1...qlp1...pm∂q1 ⊗ · · · ⊗ ∂ql ⊗ dx
p1 ⊗ · · · ⊗ dxpm , T = T j1...jli1...im∂j1 ⊗ · · · ∂jl ⊗ dx
i1 ⊗ dxim ,
we define
〈S, T 〉g = gq1j1 · · · gqljlg




From this we then define the norm of a tensor S by |S| =
√
〈S, S〉. For example, the
norm of the metric tensor g is always the square root of m. To see this, we simply
apply the above formula:
|g|2 = 〈g, g〉 = gijgpqgipgjq = δpj δjp = m.
Let (Σ, g) , (N, h) be Riemannian manifolds of dimension m and n respectively
(where n > m). We call a map f : Σm → Nn an immersion if the differential of f , df
is injective for all p ∈ Σ. If, in addition, f is a homeomorphism onto its image then it
is called an embedding. If f : Σ → N is an immersion then the tangent space of f(Σ)
is locally spanned by {∂if}i=1...m. For example a vector X in the pushforward of the








which we often shorten to X = X i∂if when there is no risk of confusion.
The manifold Σ is said to be a submanifold of N , with codimension dimN−dim Σ.
If dimN = dim Σ + 1 then we call Σ a hypersurface immersed in N . Furthermore, if
dim Σ = 2 we drop the prefix and simply call Σ a surface immersed in N . We often
identify Σ with f (Σ), and nothing that is lost if we assume that Σ ⊂ N (rather than
f (Σ) ⊂ N).
Consider a smooth embedded manifold Σm contained in some smooth open set
U ⊆ Rn. Let the embedding map be denoted by f : Ω → Rn with f (Ω) = Σ where
CHAPTER 1. INTRODUCTION 20
Ω ⊆ Rm is open. Then Σ is called a properly embedded surface if f−1 (K) ⊂ Ω is
compact whenever K ⊂ U is compact.




has a Riemannian structure, then f induces a Riemannian structure on Σ by setting
gΣp (U, V ) = g
N
f(p) (df (U) , df (V ))
for U, V ∈ TΣ. Writing U = U i∂i, V = V j∂j respectively (as in (1.7)) and letting
gΣij := g
N (∂if, ∂jf), the previous equality becomes
gΣp (U, V ) = U
iV jgNf(p) (∂if, ∂jf) .
Here we have used the bilinearity of gN and the fact that the differential of f , df acts
on vector fields V via














We often drop the Σ completely. The metric f ∗gN = 〈·, ·〉Σ = gΣ on Σ is called the
metric induced by f (or sometimes the pullback of gN via f). Note that the injectivity
of df implies that 〈·, ·〉Σ is positive definite. In the case Nn = Rn, the induced metric
g takes the form







where fα refers to the αth component of the immersion function f , and (·, ·) is the
canonical inner product on Rn.
For an immersed hypersurface f : Σn → Rn+1, the second fundamental form A =
Aijdx
i ⊗ dxj of Σn ⊂ Rn+1 is the symmetric (0, 2) tensor defined by
A (X, Y ) = −(DXDY f, ν) for X, Y ∈ TΣ,
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where ν is a chosen unit normal vector field on Σ and D denotes the ordinary (partial)
derivative in Rn+1. Component-wise one has
Aij = −(∂ijf, ν) = (∂iν, ∂jf).
The mean curvature is then defined as the trace of A with respect to the metric g.
That is,
H = gijAij.
The shape operator (or Weingarten map) S is a (1, 1) tensor field given by
S(X) = (DXν)
T , (1.8)
where the T denotes the tangential component. The shape operator and second fun-
damental form are related by the equation
A(X, Y ) = (S(X), Y ).
In the case A is diagonal we call the eigenvalues of the shape operator:
κ1 = A
1
1, κ2 = A
2
2, . . . , κn = A
n
n








Additionally, the Gauss curvature is given by
K = κ1κ2 . . . κn = detA
i
j = det g
ikAkj.
From the definitions of the mean curvature and second fundamental form we can de-
fined a new (0, 2)-tensor field Ao by Ao := A − 1
n
gtrg (A) called the trace-free second
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fundamental form. Its components are explicitly given by




where g is the induced metric and n is the dimension of Σ. This tensor is the trace-free
symmetric part of A. By definition
Aoij = Aij −
1
n
















= H − 1
n
δiiH = H −H = 0.
Moreover, for any k ∈ N0 := N ∪ {0} we have




and so ∣∣∇(k)Ao∣∣2 = ∣∣∇(k)A∣∣2 − 1
n
∣∣∇(k)H∣∣2 . (1.10)
Note that for a general symmetric (0, 2) tensor T , the trace-free part of T is defined by
So (T ) = T − 1
n
gtrg (T ) .
Some authors refer to the trace-free part of a (0, 2)−tensor T as the Einstein version
of T .
We will write S ∗ T (using the notation of Hamilton [42]) to mean a tensor formed
by a linear combination of terms, each of them obtained by contracting some indices
of the pair S, T with the metric gij and/or its inverse g
ij. For example, for two (0, 2)
tensors S, T ,
〈S, T 〉 = gipgjqSijTpq = S ∗ T. (1.11)
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A very useful property of the ∗−product is that
|S ∗ T | ≤ c |S| |T |
for some constant c that depends only on the algebraic ‘structure’ of S∗T (for example,
the Cauchy-Schwarz inequality allows us to take c = 1 in (1.11)). We shall also use
what is referred to as P−style notation to declutter our working and help us keep
track of the combinations of tensor fields. Sometimes we are not only interested in the
degree of each derivative of our tensor, but rather the sum of the degrees as a whole
(this will be of particular use to us later on when dealing with some inequalities that
utilise Lemma A.12, for instance). For a tensor T , we define
P ji (T ) =
∑
r1+···+rj=i
c∇(r1)T ∗ · · · ∗ ∇(rj)T, (1.12)
where the constant c ∈ R may vary from one term in the summation to another. As
an extension to this notation, we define
P j,ki (T ) =
∑
r1+···+rj=i,rl≤k
c∇(r1)T ∗ · · · ∗ ∇(rj)T.
The area element (or volume form) induced by the metric g on Σ is given by
dµ =
√
detg dx1 ∧ dx2 ∧ · · · ∧ dxn.
Combining these two results, we can then define integration of compactly supported








det g dx1 ∧ dx2 ∧ · · · ∧ dxn.
We can also define the tangential gradient of a function h : Σ −→ R by
∇h := gij∂jh∂if.
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For immersed hypersurfaces with codimension 1, ∇h is the tangential component of
Dh (the regular ambient derivative of h). Indeed
(Dh)T = projTΣDh = Dh
j∂jf = g
ij∂ih∂jf = ∇h.
To generalise the previous definition, an affine connection ∇ on Σ is a mapping
∇ : TΣ× TΣ→ TΣ
which satisfies the following properties:
(i) ∇fX+gYZ = f∇XZ + g∇YZ.
(ii) ∇X(Y + Z) = ∇XY +∇XZ.
(iii) ∇X(fY ) = f∇XY +X(f)Y ,
where X, Y, Z ∈ TΣ and f, g ∈ C∞(Σ). Given a Riemannian manifold Σ, there exists
a unique affine connection ∇ satisfying the following conditions:
(i) it preserves the metric, i.e. ∇g = 0.
(ii) it is torsion free, meaning that for any vector fields X and Y we have ∇XY −
∇YX = [X, Y ].
We henceforth refer to this unique connection as the covariant derivative. The covariant
derivative extends uniquely to higher-order covariant tensors by the formula
(∇XS)(X1, X2, . . . , Xl) = X(S(X1, X2, . . . , Xl))−
l∑
k=1
S(X1, . . . ,∇XXk, . . . , Xl),
where X,X1, . . . Xl ∈ TΣ and S ∈ T 0l (Σ).
Next we introduce the so-called Christoffel symbols, which are coordinate-space
expressions for the covariant derivative derived from the metric g. The Christoffel
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symbols are the unique coefficients which satisfy the identity
∇i∂jf = Γkij∂kf, (1.13)




gkl (∂igjl + ∂jgil − ∂lgij) ,
Applying (1.13), one can readily see that for a tangent vector field X (that is, a















∇iXj = ∂iXj + ΓjikX
k.
Similarly for a one form ω = ωi dx
i (that is, a (0, 1) tensor field on Σ) we have







∇iωj = ∂iωj − Γkijωk.
We can concisely express the covariant derivative of a general tensor T in Hamilton’s
star notation as
∇T = ∂T + T ∗ Γ.
We also define the tangential divergence in a way that extends naturally from the
ambient case: If X is a smooth tangent vector field on Σ then
divΣX := trg (∇X) = ∇iX i = gij∇iXj = gij 〈∇iX, ∂jf〉 .
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From this definition, we can then define the Laplace-Beltrami operator on a tensor T
on Σ. This map ∆L : T
l




:= gij∇i∇jT j1...jki1...il .
For h ∈ C∞ (Σ) it follows that




= gij∇ijh = ∇j∇jh.
Since there is no risk of confusion, we will drop the subscript L, and the Laplace-
Beltrami operator will be denoted by ∆, unless stated otherwise. From this one can
construct a divergence theorem smooth vector fields: if Σn ⊂ Rn+1 is a hypersurface
and X is a C1 vector field along Σ, then
∫
Σ






(X, ν∂) dµ∂, (1.14)
where dµ∂ is the (n − 1) dimensional volume form on ∂Σ, and ν∂ is the outer unit
normal vector field to ∂Σ that is tangent to Σ at the boundary ∂Σ. If X is tangent to










where we recall that 〈·, ·〉 is the induced inner product on the tangent space. Note
that here we use the induced metric 〈·, ·〉 rather than the ambient one because we are
assuming X and ν∂ are both tangent to Σ. If in addition to X being tangent, we
assume that either X has compact support or ∂Σ = ∅, it follows that
∫
Σ
divΣX dµ = 0.
Furthermore, if h ∈ C∞ (Σ) (where Σ is not necessarily closed) then divΣ (hX) =
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hdivΣX + 〈∇h,X〉 and so
∫
Σ











In particular, if X has compact support or if ∂Σ = ∅, then (1.15) implies that
∫
Σ




From this result and the definition tangential divergence above, we can readily see that






divΣX dµ = 0.
The Codazzi equations (see Claim C.2 for a derivation) say that the the (0, 3) tensor
field ∇A is completely symmetric for hypersurfaces in Euclidean space:
∇iAjk = ∇jAki = ∇kAij.
It is a consequence of the Codazzi equations the covariant derivatives of the mean curva-
ture are completely controlled by contraction of the corresponding covariant derivative
of trace-free curvature. To see this, note that by the Codazzi equations we have
















Here ∇∗ is the formal adjoint of ∇ in L2 (Σ). This means that ∇∗ is the unique
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operator ∇∗ : T ij (Σ)→ T ij−1 (Σ) , (j ≥ 1) satisfying
∫
Σ




for every S ∈ T ij−1 (Σ) , T ∈ T ij (Σ). One readily checks that this definition agrees with






























∣∣∇(k−1)∇∗Ao∣∣ ≤ ∣∣∇(k)Ao∣∣ and traceg (Ao) = 0. From this and (1.10), we obtain
the estimate
∣∣∇(k)H∣∣2 = n(∣∣∇(k)A∣∣2 − ∣∣∇(k)Ao∣∣2) ≤ ( n
n− 1
)2 ∣∣∇(k)Ao∣∣2 , (1.18)
which will be heavily relied upon much later in this work when working with energy
estimates (Particularly in Chapter 6).
For an immersion f : Σn → Rn+1 the Riemann curvature tensor Riem is the (0, 4)
tensor field with components
Rijkl = (∇ij∂kf −∇ji∂kf, ∂lf),
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where ∇ij is short for the Hessian operator on Σ:
∇ij = ∂ij − Γkij∂k.
Sometimes it is more convenient to write Riem in its (1, 3) mixed form:
Rlijk := g
lmRijkm.
The Riem curvature tensor possesses various Symmetries and antisymmetries. For
example,
Rijkl = Rklij = −Rjikl = −Rijlk.
This tensor appears in the formula for the interchange of covariant derivatives. For a
vector X and covector Y , the following equations hold:
∇ijXk = ∇jiXk +RkijlX l (1.19)
and
∇jiY k = ∇jiYk +RlijkYl. (1.20)
These two identities are proven in Appendix C.
The Gauss equations are a famous system of equations that give a relation between
the Riemann curvature tensor and the second fundamental form of a hypersurface Σ:
Rijkl = AikAjl − AilAjk.
We also have the Gauss-Weingarten relations which give the Hessian of the immersion
map f : Σ→ Rn+1 in terms of the second fundamental form:
∇i∂jfα = −Aij να.
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1.2 Prescribing a cutoff function
Next, we need a routine way to ‘integrate by parts’ (see (1.15)) when dealing with
functions that may not have compact support. To do so we introduce a cutoff function
which is in essence a function localised to a ball that can be estimated nicely in the Ck
norm by the second fundamental form and its derivatives.
This short section will be devoted to constructing a cutoff function γ for our later
calculation.
Many of the integrals we will be dealing with later will have a cutoff function
γ : Σ −→ R included in the integrand. The idea of this function is essentially to
restrict the integrand to the support of γ (which can be made as small as desired),
thus giving us an idea of the concentration of the integrand in a small segment of Σ.
Not only that, but we construct γ with compact support so that we do not have to
worry about boundary terms when performing integration by parts (see (1.14)). Since
integration is only properly defined over compact sets, defining γ with compact support
allows us compensate for situations in which we do not wish to specify whether Σ is
compact or not. This is especially helpful in later chapters (such as Chapter 5) when
we derive ε-regularity that involves concentrations of curvature on small balls. We
make the assumption that γ = γ̃ ◦ f , where f : Σn × [0, T ) → Rn+1 is our immersion
function and γ̃ ∈ Cp+1(Rn+1;R) is a function satisfying
0 ≤ γ̃ ≤ 1 and |Dkγ̃| ≤ ck ckγ̃ for every k ≥ 1, (1.21)
for some universal bounded constants ck and cγ̃. Of course, later on a specific function
γ̃ will be chosen with desirable decay conditions. The existence of such a function is
standard, see for example [110].
We provide some new notation before proving some estimates for this cutoff func-
tion. Firstly, for k ∈ N we let (∂f, ν)#(k) denote any polynomial consisting of k terms
of the form ∂if, ν (both of which, importantly, have bounded norm). For example,
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using the chain rule we have ∇iγ = Dγ̃ (f) ∂if . We write this succinctly as
∇γ = Dγ̃ ∗ (∂f, ν)#(1) .
Similarly, using the Gauss-Weingarten identities
∇i∂jf = −Aij ν and ∂iν = Aji ∂jf, (1.22)
from (C.9), we have ∇ijγ = D2γ̃ ∂if ∂jf −Dγ̃ Aij ν. Using our succinct notation from
before this can be written as
∇(2)γ = D2γ̃ ∗ (∂f, ν)#(2) +Dγ̃ ∗ A ∗ (∂f, ν)#(1) . (1.23)
To keep things even shorter, we set
αk := D
kγ̃ ∗ (∂f, ν)#(k) , k ∈ N.
Using (1.22) for every k ∈ N there exists a universal constant c with αk ≤ c ckγ. With
this notation, our earlier calculations give
∇γ = α1 and ∇(2)γ = α2 + α1 ∗ A.
Claim 1.1. For any k ∈ N we have
















l (A) ∗ αj ∗ γ
s−i. (1.24)
The proof of Claim (1.24) is included in the appendix. The claim implies that there
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is a universal, bounded constant cγ = cγ (cγ̃) > 0 such that γ satisfies




∣∣P i−jj (A)∣∣ ck−iγ
)
. (1.25)
In particular, for k = 1, 2, 3 we have
|∇γ| ≤ c cγ, |∇(2)γ| ≤ c cγ(cγ + |A|),
and
|∇(3)γ| ≤ c cγ(c2γ + cγ|A|+ |A|2 + |∇A|),
respectively. For example, our earlier calculation (1.23) as well as the assumptions
(1.21) together imply
|∇(2)γ| ≤ c |D2γ̃|+ c|Dγ̃||A| ≤ c c2γ̃ + c cγ̃ |A| ≤ c cγ(cγ + |A|),
which verifies the inequality for ∇(2)γ. Observe that in contrast to [58], we include an
extra factor of cγ in the first term on the right hand side to preserve scaling. That is
to say, cγ scales like |A|.
We are now done with introducing the basic notation of what will be required for the
thesis and will finish off the chapter with some basic evolution equations for geometric
quantities.
1.3 Evolution equations
There are some geometric quantities and functions that are essential to study, if one
wishes to get a grasp on how an immersion is evolving. We will start by deriving the
evolution equations for g, ν, Γijk , A and H for a hypersurface evolving with a normal
flow speed ϕ = (−1)p+1 ∆pH (that is, evolving according to the geometric polyharmonic
heat flow (GPHF)). The proof of these equations is standard, and the interested reader
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should feel free to read the classic paper of Huisken [47] in which similar calculations
are derived for the mean curvature flow.
Lemma 1.2. Suppose that f : Σn × [0, T ) −→ Rn+1 is a solution to the equation
∂tf = (−1)p+1 (∆pH) ν,
where ν is a chosen unit normal to Σ. Then the various geometric quantities evolve













(d) Second Fundamental Form
∂
∂t












Γkij = ∇(2p)A ∗ ∇A+∇(2p+1)A ∗ A.
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Proof. Since it does not complicate matters, we prove identities (a) through (f) for a
general flow speed ϕ. For (a), we calculate
∂tgij = 2 (∂i∂tf, ∂jf)
= 2 (∂i (ϕν) , ∂jf)
= 2 (∂iϕν + ϕ∂iν, ∂jf)
= 2ϕAki (∂kf, ∂jf)
= 2ϕAij,
where we have use the fact that ν is a section of the normal bundle Tf(Σ)⊥ and also
the identity ∂jν = A
k
j∂kf from (C.10). For (b), note that differentiating the formula
gisg

























, by (a) .
Rearranging and multiplying both sides by gpi then gives (b). For (c), we first note
that the identity (ν, ν) ≡ 1 implies that both ∂tν and ∂iν are in the pushforward of







= gij (∂tν, ∂if) ∂jf
= −gij (ν, ∂i∂tf) ∂jf
= −gij (ν, ∂i (ϕν)) ∂jf
= −gij
(
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Here we have again used the identity ∂iν = A
k







= − (∂ij (ϕν) , ν)− (∂ijf, ∂tν)

























Here we have used the fact (∂ijf)
T = Γkij∂kf implies that
(∂ijf, ∂lf) = Γ
s
ij (∂sf, ∂lf) = Γ
s
ijgsl.


























ġkl (∂igjl + ∂jgil − ∂lgij) +
1
2
gkl (∂iġjl + ∂j ġil − ∂lġij) .
It is worth noting that although Γ is not a tensor (it does not transform as one under a
change of coordinates), ∂tΓ is, in fact, a tensor. Hence choosing an orthonormal frame
in which (at a single point) gij = δij and ∂jgjk = 0 for all indices i, j, k, the previous




Γkij = 0 + (∂i (ϕAjk) + ∂j (ϕAil)− ∂l (ϕAij))
= ∂iϕAjk + ϕ∂iAjk + ∂jϕAik + ϕ∂jAik − ∂kϕAij − ϕ∂kAij
= ∂iϕAjk + ∂jϕAik − ∂kϕAij + ϕ∂kAij.
Here we have used that in this local frame the Codazzi identity (C.5) implies
∂iAjk = ∂jAik = ∂kAij.
Therefore in an arbitrary frame we have
∂
∂t
Γkij = ∇iϕAkj +∇jϕAki −∇kϕAij + ϕ∇kAij,
which proves (f).





To compute the time derivative of the right hand side, we will need a formula that
describes how to differentiate the determinant of a matrix. Using Jacobi’s formula (see
[67]), for a given matrix S = (Sij), the following holds:
∂
∂t






















































which is the penultimate assertion. The last assertion (regarding the evolution of the
enclosed volume of f (Σ)) is well-established, but we will give an outline here. There
are a number of different proofs (see, for example the argument of Lemma 2.1 from
Barbosa, do Carmo, and Eschenburg [14]). However seeing as our ambient space is
Euclidean there is a simple proof that makes use of the divergence theorem.
Recall that the divergence theorem says that for a Rn+1−valued vector field on an







Here (·, ·) is the regular inner product in Rn+1 and ν∂ is the outer unit normal to ∂Ω
in Rn+1. The divergence here in the left integral is the usual one in R3 given by
div
(







Therefore if we let X = 1
n+1
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(f, ν) dµ. (1.26)






































































Here we have used integration by parts, as well as the identity ∇ifα∇ifα = gijgij = n.
This proves the last assertion.
Corollary 1.3. Under the geometric polyharmonic heat flow (GPHF) the enclosed
surface area is non-increasing in time and the enclosed volume is stationary in time.
Proof. The proof of both claims follow almost immediately from the last pair of equa-
tions in Lemma 1.2.
To see this, first observe that applying integration by parts to the evolution equation











2H|2 dµ ≤ 0.
Here (with abuse of notation) we have used ∆
1
2 := ∇ and ∆ acts from right to left so
that for l ∈ N, ∆ 2l+12 = ∆ 12 ◦∆l = ∇∆l.
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Finally, the claim that the enclosed volume of Σ is stationary in time follows from
the corresponding evolution equation from Lemma 1.2 and the divergence theorem:
d
dt
Vol (Σ) = (−1)p+1
∫
Σ
∆pH dµ = (−1)p+1
∫
Σ
divΣ∇∆p−1H dµ = 0.
Note that here divΣ refers to the tangential divergence, which is different from the
ambient divergence used above.
1.4 Evolution equations for higher order derivatives
of curvature
Next we need to see how higher order derivatives of curvature evolve in time. It is worth
noting that writing these evolution equations in terms of the ∗−notation is sufficient
for our purposes. That is to say, we do not need to go down to the level of every precise
contraction that arises.
We first note the following identity which holds for any tensor field T :









X := ∂tΓ = ∇(2p)A ∗ ∇A+∇(2p+1)A ∗ A.
To demonstrate how one proves (1.27) note that for the case k = 1 one has
∂t∇T = ∂t (∂T + Γ ∗ T ) = ∇∂tT + ∂tΓ ∗ T. (1.28)
Since this holds for any tensor T , identity (1.27) can be derived easily by mathematical
induction along with (1.28).
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We also use the identity












∇(2p+k−i)T ∗ A ∗ A
)
, (1.29)
which can be obtained by multiple applications of the formula for the interchange of
covariant derivatives (see equations (1.19) and (1.20)). Here Riem denotes the Rieman-









∇(i) (∇2p+k−iA ∗ A ∗ A) .
We now have the ability to calculate the evolution of any covariant derivative of
curvature. We do so in the following lemma.
Lemma 1.4. For immersions f : Σn × [0, T ) → Rn+1 evolving according to the geo-


















∇(2p+m−i)A ∗ A ∗ A
)
∗ ∇(m)A. (1.31)
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where, as before,
X := ∂tΓ = ∇(2p)A ∗ ∇A+∇(2p+1)A ∗ A.
Next note that all the terms in the summation on the right hand side of (1.32) can be





∇(2p+m−i)A ∗ A ∗ A
)
.
Next by (d) from Lemma 1.2 we have
∂tA = (−1)p∇(2)∆pH +∇(2p)A ∗ A ∗ A,
where the first term on the right hand side is the exact term that appears in the
evolution (and so in particular has not been condensed into P−style notation). Hence
∂t∇(m)A = (−1)p∇(m+2)∆pH +∇(m)
(











We next utilise the Riemann curvature tensor Riem which can be written as Riem =
A ∗ A in ∗−notation. Recall that by the formula for the interchange of covariant
derivatives (1.20) one has
∇ijYk −∇jiYk = RijklglmYm = A ∗ A ∗ Y.
for covectors Y . Hence interchanging the sth and (s+ 1)th covariant derivatives in
∇(N)A (where N is an arbitrary natural number) has the following effect:







∇is+1isApq,iN iN−1...is+2 +Risis+1pmgmnAnq,iN iN−1...is+2
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+Risis+1qmg
mnApn,iN iN−1...is+2 + · · ·+Risis+1is+2mgmnApq,iN iN−1...n
)
= ∇i1...is−1 is+1is︸ ︷︷ ︸ is+2...iNApq +∇(s−1) (∇(N−s−1)A ∗ A ∗ A) . (1.34)
We have used the brace to point out that the order of the sth and (s+ 1)th covariant
derivatives has been reversed. Next we employ (1.34) repeatedly to deal with the first
term on the right hand side of (1.33). We intend to establish an identity of the form
∇(m+2)∆pH = ∆p+1∇(m)A+ P j,ki (A) .






= gi1j1 · · · gipjp∇α1...αm+1 ∇αm+2i1︸ ︷︷ ︸∇j1...ipjpH
= gi1j1 · · · gipjp∇α1...αm+1 ∇i1αm+2︸ ︷︷ ︸∇j1...ipjpH +∇(m+1) (∇(2p−1)A ∗ A ∗ A)
= gi1j1 · · · gipjp∇α1...αm+1i1 ∇αm+2j1︸ ︷︷ ︸∇i2j2...ipjpH +∇(m+1) (∇(2p−1)A ∗ A ∗ A)
= gi1j1 · · · gipjp∇α1...αm+1i1 ∇j1αm+2︸ ︷︷ ︸∇i2j2...ipjpH +∇(m+2) (∇(2p−2)A ∗ A ∗ A)
+∇(m+1)
(
∇(2p−1)A ∗ A ∗ A
)
...



































∇(2p+m−j)A ∗ A ∗ A
)
,

















∇(2p+m−j)A ∗ A ∗ A
)
. (1.35)
Applying (1.35) repeatedly, we conclude that





∇(2p+m−j)A ∗ A ∗ A
)
. (1.36)
Next note that by Gauss’ equation (1.20) and using the fact that H = 〈g, A〉 = gijAij,







= gst (∇siAjt + Rm ∗ A)
= gst∇siAjt + A ∗ A ∗ A
= gst∇stAij + A ∗ A ∗ A
= (∆A)ij + A ∗ A ∗ A.
Here we have also used the Codazzi equations (C.5), which say that the (0, 3)−tensor
∇A is totally symmetric. Hence
∇(2)H = ∆A+ A ∗ A ∗ A. (1.37)
(We actually have more control over the exact structure of these ∗-terms then we
are letting on, see for example Lemma 5.8. However, the above form will be enough
for now). The exact formulation of (1.37) (without the ∗−notation) is known in the
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∇(2p+m−j)A ∗ A ∗ A
)
. (1.38)
We then proceed to interchange the order of the covariant derivatives repeatedly on
the first term on the right hand side of (1.38) as we did earlier, keeping track of the























∇(2p+m−j)A ∗ A ∗ A
)
.
Substituting this into (1.33),





∇(2p+m−j)A ∗ A ∗ A
)
.
This is the first claim of the lemma. To prove (1.31), first note that using the same










∇(2p+m−j)A ∗ A ∗ A
)
.

























































∇(2p+m−j)A ∗ A ∗ A
)
∗ ∇(m)A.
We have also used the fact that by (b) of Lemma 1.2,
∂tg
ij = 2 (−1)p ∆pHAij = ∇(2p)A ∗ A (in ∗−notation).
This completes the proof.
Chapter 2
Well-posedness of the flow
Before stating (and proving) our main results, which culminates in longtime exponential
convergence to spheres, it is necessary for one to ask if a solution to our flow exists
for positive time at all. The answer is of course a resounding yes. We will first state
the main theorem of this chapter, before laying down the groundwork for operating
on sections of vector bundles over manifolds. By relying upon the earlier work of
Baker in his PhD. thesis [12] we state and give an outline to the proof of an existence
result pertaining to a general class of quasilinear strongly parabolic operators acting
on vector bundles. Because of this, we are able to state the existence results for
higher codimensions. Originally when writing this thesis, the author chose to recast
(GPHF) as an equivalent parabolic scalar partial differential equation acting on some
graph function and then use the known scalar existence results from Mantegazza and
Martinazzi [69] to prove Theorem 2.1 for the hypersurface case. This approach at first
seemed desirable mainly because it was simple. However, we noted that introducing
higher codimensions into the picture does not cause any fundamental difficulty, and so
have decided to include that scenario here.
After that we will show that our flow is weakly parabolic in nature, and by using
the DeTurck trick show that it is equivalent to a strongly parabolic flow modulo a
family of time-dependent diffeomorphisms corresponding to a polyharmonic map heat
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flow. From this we conclude existence and uniqueness for the initial value problem

∂tf = (−1)p(∆⊥)p ~H · ν,
f (Σ, 0) = Σ0.
Note that we have to be careful when defining the mean curvature vector in higher
codimensions. In this paper we use the following convention. First note that for
immersions f : Σn → Rn+k, at any point in f(Σ) we can choose k orthonormal vectors
{νλ}kλ=1 to span the normal bundle. Next note that the ordinary derivative in Rn+k
and the covariant derivative ∇ are related by the following formula:




We define the second fundamental form in this case by the Rn+k-valued (0, 2) tensor
field that satisfies the following identity:









where Aλ is the ordinary second fundamental form corresponding to the normal vector
νλ:
Aλij := −(∂ijf, νλ).
The mean curvature vector ~H is then defined to be
~H := −gijAij = −gij
∑
λ
Aλij νλ = −Hλνλ.
Here Hλ denotes the mean curvature of Σ with respect to the normal vector νλ.
In this setting, our geometric polyharmonic heat flow becomes a one-parameter
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)p ~H denotes the pth repeated iteration of the induced Laplacian in the normal
bundle, ∆⊥, applied to the mean curvature vector ~H.
Without further ado we present the main theorem for this section.
Theorem 2.1 (Short time existence for the geometric polyharmonic heat flow). Let
f0 : Σ
n → Rn+k (k ≥ 1) be a smooth immersion with f0(Σ) = Σ0 . Then there exists a
maximal time 0 < T ≤ ∞ of existence and corresponding unique one-parameter smooth






f(Σ, 0) = f0(Σ) = Σ0,
(2.2)
and
f (·, t)→ f0 (·) as t↘ 0,
where the convergence is locally smooth in the C∞ topology.
2.1 Parabolic operators on vector bundles
In this section we introduce some of the basic concepts involved in vector bundles and
parabolic operators. This exposition is certainly not exhaustive, and is just to introduce
enough information so that the unfamiliar reader can follow along with the statement
and outline of the proof of our existence theorem in the next section (Theorem 2.2).
Recall that in Chapter 1 we introduced the idea gluing together the tangent spaces
at all point of our manifold Σn to form the tangent bundle TΣ. Since the tangent space
at each point is a vector space, we can therefore think of the tangent bundle as a local
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parameterisation of a vector space (the tangent space, which is homomorphic to Rn for
some n ∈ N) over the base manifold Σ. The tangent bundle is a specific example of a
mathematical structure called a vector bundle, which we now define.
A k−dimensional vector bundle consists of a total space E, a base Σ (both of
which are differentiable manifolds) and a differentiable surjective projection π : E → Σ
satisfying the following conditions:
1. For each x ∈ Σ, the set Ex := π−1 (x) (called the fibre of E over x) has the
structure of a vector space.
2. For each x ∈ Σ there is a neighbourhood Ux containing x and a diffeomorphism
ϕ : π−1 (Ux)→ Ux×Rk called a local trivialisation of E, such that (π1 ◦ ϕ) (x) =
π (x) for every x ∈ Σ (where π1 : Ux × Rk → Ux is the projection onto the first
factor).
3. The restriction of ϕ to each fibre, ϕ
∣∣∣
Ex
: Ex → {x}×Rk, is a linear isomorphism.
If π : E → Σ is a vector bundle over Σ, we define a section of E to be a map s : Σ→ E
such that π ◦ s = idΣ, the identity map on Σ. We denote the space of smooth sections
of E by Γ (E): this space is an (infinite-dimensional) vector space under pointwise
addition and multiplication by scalar functions. Note that in the specific case of the
tangent bundle TΣ over the manifold Σ, the sections s : Σ → TΣ simply map points
x ∈ Σ into the associated tangent space at x, TxΣ.
Let (E, π,Σ) be a vector bundle. A bundle metric is given by a family of scalar
products on the fibre Ex = π
−1 (x), depending smoothly on x ∈ Σ. For example, if
Σ is a Riemannian manifold, and E = TΣ is the tangent space then the Riemannian
metric g gives the canonical example of a bundle metric.
Let E and Ẽ be two vector bundles over Σ. We associate Latin letters i, j, k, . . .
with Σ and Greek letters α, β, γ, . . . with E, Ẽ. Let {xi} be a local coordinate system
for Σ, and that {eα} is a local frame for the bundle E over Σ with associated local





. A differential operator of order 2m is a map P : Γ (E) → Γ ˜(E) which







β + · · ·+Bα iβ ∂iUβ + CαβUβ
)
,








Here for each I ≤ 2m AI ∈ Γ (T 0I (Σ)⊗ E ⊗ E∗). We have also used multi-index nota-
tion, where we recall that a k−dimensional multi-index is a k−tuple I = (i1, i2, . . . , ik)
and







If the leading term Ai1...i2m depends at most on x, t, U, . . . ,∇(2m−1)U , then the operator
P is said to be quasilinear.
In order to define parabolicity for nonlinear operators of the form (2.3), we consider
the associated linearised operator. The linearisation of an operator P about a function
U0 in the direction V is the linear operator ∂P [U0] defined by
∂P [U0] (V ) :=
∂
∂λ































V α + (−1)mAα i1...i2mβ
(
x, t, U0,∇U0, . . .∇(2m−1)U0
)
∇i1...i2mV β
+ ‘lower order terms in V ′.
The principal symbol of the linearised operator ∂P [U0] in the direction ξ is the vector
bundle homomorphism given by
σ (∂P [U0]) (ξ) = A
α i1...i2m
β ξi1 . . . ξi2m eα ⊗ θ
β
and is said to be weakly parabolic if the eigenvalues of the principal symbol are non-
negative. If the eigenvalues are positive, then the linearised operator is instead said to
be strongly parabolic. Many of the properties and behaviours of the operator P depend
solely on the part of P containing the highest derivative. Since the principal symbol
is a simple and invariant way to refer to this part of P , it is an invaluable tool for the
analysis of systems of partial differential equations.
Lastly, the linearised operator ∂P [U0] is said to satisfy the Legendre-Hadamard condi-
tion with constant λ if there exists a positive constant λ such that
Aα i1...i2mβ ξi1 · · · ξi2m ηαη
β ∗ ≥ λ |ξ|2m |η|2 for all ξ, η ∈ Γ (E) .
2.2 Short-time existence for quasilinear parabolic
systems
In this section we state the main existence theorem for parabolic systems for vector
bundles over a manifold Σ. The theorem stated here was originally used by Baker in
the context of proving the local existence for solutions of the mean curvature flow in
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higher codimensions [12], and applied to the more general fully-nonlinear problem

P (U) := ∂tU − F (x, t, U,∇U, . . . ,∇2mU) = 0 in E × (0, ω) ,
U (Σ, 0) = U0 ∈ C2m,1,α (E × (0, ω)) ,
where the leading coefficient of the linearisation of P satisfies conditions 1 − 4 in
Theorem 2.2, but is not required to be quasilinear.
Here since we only require the result to hold for quasilinear operators, we have
restated the results accordingly (this is not a problem since quasilinear operators are a
sub-class of fully-nonlinear operators). It is stressed that the existence results here are
not claimed as original, and even in the paper by Baker he mentions that his exposition
closely follows the work of Tobias Lamm’s Diploma Thesis [60].
In order to state the existence theorem, we need to first introduce the appropriate
function spaces. This requires some new notation. The notation used here is the same
as that from the paper of Baker [12], although some of (and variations thereof) such
as the parabolic Sobolev spaces are widely used in the mathematical literature, see for
example [69].
If E is a vector bundle over a closed manifold Σ, we use Eω and Σω (ω > 0) to denote
the parabolic domains E× (0, ω) and Σ× (0, ω), respectively. Similarly, if Ω is an open
connected domain contained in some Euclidean space the we write P := Ω× (0, ω).
Next, since we will be working with operators which are first order in time t but
of order 2m in the spatial variables {xi}, we need a parabolic notion of distance. For
X = (x, t) , Y = (y, s) ∈ Σω we define the parabolic distance between X and Y to be
d (X, Y ) = max
{
dg (x, y) , |t− s|1/2m
}
,
where dg (x, y) is the geodesic distance between x and y measured by the metric g (see
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(1.6)). If u : Σω → RN and α ∈ (0, 1) then the Hölder semi-norm is defined as
[u]α;P := sup
X 6=Y ∈Σω
|u (X)− u (Y ) |
d (X, Y )α
, (2.4)




||∇(k)u||0;P + ‖∂tu‖0;P (2.5)
and






Here ∇2m,1 is shorthand for the mixed derivative ∇(2m) + ∂t. The space of functions
{u ∈ C2m (P ) | ||u||2m,1,α;P <∞} is a Banach space with respect to the norm ‖u‖2m,1,α;P
[12]. By replacing the covariant derivatives with spatial partial derivatives ∂x, one can
very easily define the analogous spaces over open sets Ω× (0, ω) ⊂ RN × R.




tu ∈ L2(P ) for i+ 2mj ≤ 2m
}
endowed with the norm









is the Sobolev space denoted by W 2m,12 (P ). We can extend this notion to a manifold,
in which the norm is exactly the same except spatial partial derivatives are replaced
by covariant derivatives:










The Sobolev in this case is denoted by W 2m,12 (Eω). Similarly, we also use the following
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|∇ixu|2 + |∂tu|2 dµ dt
)1/2
We denote the set of smooth functions that vanish near the spatial boundary
{(x, t) |x ∈ ∂Ω, t ∈ (0, ω)}
of P by
◦
C∞ (ΩT ), and similarly denote the set of smooth functions that vanish near
the parabolic boundary
{(x, t) |x ∈ ∂Ω, t ∈ (0, T )} ∪
{






W 2m,12 (P ) the closure of
◦
C∞ (ΩT ) in W
2m,1
2 (P ), and by
•





In order to define analogous spaces of sections of the vector bundle E there is a
small caveat. The problem is that by the definition of the vector bundle, the local
trivialisation (see point 2 within our definition of a vector bundle from the beginning
of this section) of a vector bundle is just that: local. In general there is no guarantee
that X, Y ∈ Eω live in the same vector space, and so in order to compare X and Y we
need to parallel transport Y , which we now explain briefly.
Recall that parallel transportation is a special way of identifying the fibres of a vector
bundle E above different points x, y ∈ Σ. The basic idea is that one first chooses a
curve γ from x to y (say, γ (0) = x and γ (1) = y) with V := γ̇. Next, one chooses
a section µ (t) = µ (γ (t)) of E along γ. For given initial values µ (0) ∈ Eγ(0) = Ex,
there exists a unique solution of the linear system of first order ordinary differential
equations
∇V (t)µ (t) = 0.
This solution is called the parallel transport of µ (0) along the curve γ. We denote the
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parallel translation along the curve γ from Y to X by PY,X;γ.
A possible problem is that there is no unique way of parallel transporting the
sections because there is no unique curve that connects two points on the manifold
Σ. To overcome this, recall that if we denote ig to be the injectivity radius of Σ then
every two points x, y ∈ Σ with dg (x, y) < ig can be joined by a unique geodesic γ̃.
When we choose this geodesic as the path for parallel translation we will suppress the
dependence of γ̃ in our notation and simply write the parallel translation along the
curve γ̃ as PY,X . For our purposes we will always choose this unique geodesic as the
path for parallel translation.
Then for U ∈ Γ (Eω) we define the Hölder semi-norm as
[U ]α;Eω := sup
X 6=Y ∈Σω ,dg(x,y)<ig
|∇2m,1U (X)− PY,X∇2m,1U (Y )|
d (X, Y )α




||∇(k)U ||0;Eω + ‖∂tU (X)‖0;Eω
and





(compare to (2.5) and (2.6) respectively). Just like with u above, the space of tensor
fields {U ∈ C2m,1 (Eω) : ||U ||2m,1,α;Eω <∞} is a Banach space with respect to the norm
‖U‖2m,1,α;Eω . We now state the main existence result of Baker.
Theorem 2.2 (Baker [12], Main Theorem 5). Let Eω := E × (0, ω) be a vector bundle
over Σω := Σ×(0, ω), where Σ is a smooth closed manifold, and let U ∈ Γ (E × (0, ω)).
Consider the following initial value problem:

P (U) := ∂tU − F (x, t, U,∇U, . . . ,∇2mU) = 0 in E × (0, ω) ,
U (Σ, 0) = U0 ∈ C2m,1,α (E × (0, ω)) ,
(2.7)
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where P is a quasilinear operator of order 2m. Suppose that the linearisation of P at
U0 in the direction V is given by




and that the following conditions are satisfied:
1. The leading coefficient satisfies satisfies the symmetry condition
Aα i1j1...imjmβ = A
β j1i1...jmim
α .
2. The leading coefficient satisfies the Legendre-Hadamard condition for some con-
stant λ > 0.






4. Ḟ := ∂sF (U0 + sV )
∣∣∣
s=0
is continuous in all its arguments
Then there exists a unique solution U ∈ C2m,1,β (Eω) , β < α, for some short time
to the initial value problem (2.7). Furthermore, if U0 and all the coefficients of the
linearised operator are smooth, then U is smooth too.
We proceed with an outline of the proof of Theorem 2.2. Since the original source of
the theorem, [12], contains a fantastically detailed proof already, the author feels that
any attempt to improve on it here would be fruitless. As such, the outline included
here will be quite terse and many of the finer details will not be discussed. The author
does not claim anything new in this proof, and invites the interested reader to view
the proof in its original context.
Outline of Proof. One begins by proving the existence of a unique solution U ∈
•
Wm,12 (Eω)
to the associated linear initial value problem in divergence form:

∂tU






= Fα (X) , X ∈ Σω
U (Σ, 0) = U0,
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under the assumption F,U0 ∈ L2 (Eω). This is done in a rather standard fashion: one
first shows that the differential operator in question admits a particular bilinear form
B :
•






W 1,12 (Eω) | ∇∂tU ∈ L2 (Eω)
}
,
which is a dense subspace of
•
W 1,12 (Eω)[12]. These structural properties allow the use of
the Lax-Milgram theorem (see for example [62]), which says that there exists a unique
U ∈
•
Wm,12 (Eω) such that F (W ) = B (U,W ) for every W ∈ V (Eω). This U is our weak
solution.
One then goes on to prove interior regularity along the flow, showing that smooth-
ness in F implies smoothness in the solution U .
Next, interior Schauder estimates are obtained for the corresponding flow in Eu-
clidean space on small backwards parabolic cylinders of the form




⊂ RN × R,
via either an extension of Trudinger’s method of mollification [99] to higher-order sys-
tems, or Leon Simon’s method of scaling [90]. Noting that this cylinder is a subset of
RN × R rather than of Eω, these Euclidean estimates need to be lifted to the vector
bundle.
By using the local trivialisation ϕ of the vector bundle, we see that these Schauder
estimates are equivalent to estimates on sections measured with respect to the bundle
metric. To see this, first note that if x̃ : V × I → RN × R+ is the coordinate map




→ V × I × RN such that
x̃ = x× idI ,
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where x is the coordinate map for V and idI is the identity map on I.
Next we note that on small geodesic balls, the metric on a Riemannian manifold Σ
is equivalent to the flat metric. Explicitly, suppose that p ∈ Σ and r0 ∈ (0, ig(p)/4),
where ig(p) denotes the injectivity radius of Σ at p. Then if for every q ≥ 0 there exists
constants Aq such that |∇(q)Riem| ≤ Aq in Bp(r0), in normal coordinates in Bp(r0)










δij ≤ gij ≤ 2δij and |∂(p)gij| ≤ Cq. (2.8)
This is a well-known result (see [45] for example). Using this result, it is possible to
show that there exists a universal constant C > 0 such that
C−1|U ◦ x̃−1|2m,1,α;ϕα(Vα×Iα ) ≤ |U |2m,1,α;Vα×Iα ≤ C|U ◦ x̃
−1|2m,1,α;ϕα(Vα×Iα ),
where U ∈ Γ(Eω) and (Vα, ϕα) is a finite covering of Σω. Note that here each chart
needs to be sufficiently small so that we may apply (2.8). Also note that the norms on
the left and right hand side of the previous inequality are over a subset of Euclidean
space, while the norm in the centre is over the bundle Σω and is measured with respect
to the bundle metric. The above pair of inequalities appears as Proposition 3.1 in the
original paper [12].
Next, one observes that because Σ is assumed to be compact, by the same logic as
above Σω may be covered by a finite number of normal coordinate charts {(Uα, ϕα)}
of controlled size, allowing one to patch together the aforementioned local estimates to
give global estimates of the form:
‖U‖2m,1,α;Eω ≤ C
(
‖F‖α;Eω + ||U0||2m,α;Eω + ‖U‖0;Eω
)
. (2.9)
As Baker points out in [12], the fact that we have a finite covering is essential to the
argument here because in order to obtain (2.9) one must take the supremum over all
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Hölder coefficients in each coordinate chart.
One then proceeds by proving unique existence to the polyharmonic heat operator

∂tŨ + (−1)m ∆mŨ = F (X) , X ∈ Σω
Ũ (·, 0) = Ũ0 ∈ C2m,1,α (Eω)
for functions F satisfying F ∈ C0,0,α (Eω) (this argument appears as Proposition 3.23 in
the paper by Baker [12] ). Moreover, by considering a mollified problem and applying
the Arzela-Ascoli theorem one can obtain the following estimate for solutions of the
polyharmonic heat operator:
||Ũ ||2m,1,α;Eω ≤ C ‖F‖α;Eω ≤ C. (2.10)
Here the last inequality holds because by assumption F ∈ Cα (Eω). One then uses








β (x, t)∇IUβ = Fα (x) ,
U (·, 0) = U0






+ |F |α ≤ Λ for some uniform constant Λ <∞.
The continuity method (see for example [37]) is a standard technique which we will
describe here briefly. The idea behind the technique is quite simple: say one wishes to
solve the problem F (U) = 0. Then consider the one-parameter family of problems Pt:
Pτ : F (U, τ) = 0, 0 ≤ τ ≤ 1 (2.11)
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with F (U, 1) = F (U) and F (U, 0) = 0 being some problem that you know how to
solve. If one can show that the set
A := {t ∈ [0, 1] | there exists a solution to the problemPt}
is both open and closed, then this implies A = [0, 1] and hence there exists a solution
to the problem F (U) = 0.
For linear operators, the exact statement of the theorem is as follows.
Theorem 2.3 (Continuity method [37]). Let B be a Banach space, V a normed vector
space, and {Pτ}τ∈[0,T ] a norm-continuous family of bounded linear operators from B
into V . Assume that there exists a constant C such that for every τ ∈ [0, 1] and every
U ∈ B
||U ||B ≤ C||Pτ (U)||V .
Then P0 is surjective if and only if P1 is surjective.
In our case, we define the operators
L0U := ∂tU





Aα Iβ (x, t)∇IUβ,
and our family of problems takes the form (2.11), where
Pτ (U) = (1− τ) L0U + τ L1U, 0 ≤ τ ≤ 1.
One then uses the same techniques as for the polyharmonic heat operator and the
global estimates (2.9) to obtain a priori estimate of the same form as (2.10) for a
solution Uτ to the family of problems Pτ = 0: we find there exists a constant C that
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does not depend on τ such that for every τ ∈ [0, 1],
||Uτ ||2m,1,α;Eω ≤ C||F ||α;Eω .
Since the bound C is independent of τ , the continuity method applies and so the
existence of solutions to the polyharmonic heat operator P0 implies the existence of





Aα Iβ (x, t)∇IUβ = 0,
and so this establishes the existence of a solution to our general linear parabolic prob-
lem.
In order to apply the result above to our quasilinear problem, we will need to apply
the inverse function theorem for Banach spaces (see, for example, [79]). To show that
the inverse function theorem applies here we will need to show that the the linearisation
of the quasilinear operator P given by (2.7) is both continuously differentiable and
Frechét differenitable around the solution to the linearised problem.
Note that the linearisation of the quasilinear operator P given by (2.7) around the
initial data U0 in the direction V is a linear system in V , which admits a unique solution
by the above theory. We call this solution Ul. By linearising the operator P around Ul




















V − Ḟ i1...i2m(x, t, Ul, . . . ,∇(2m)Ul)∇i1...i2mV
− · · · − Ḟ i(x, t, Ul, . . . ,∇(2m)Ul)∇iV − F (x, t, Ul, . . . ,∇(2m)Ul)V.
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Therefore, since Ḟ is assumed to be continuous in all its arguments, we have
lim
s→0
||∂P [Ul + sV ]− ∂P [Ul]||L(C2m,1,α(Eω);C0,0,α(Eω)) = 0. (2.12)
This tells us that P is continuously differentiable and Fréchet differentiable at Ul, since
(2.12) implies









≤ ||∂P [Ul + sV ]− ∂P [Ul]||L(C2m,1,α(Eω);C0,0,α(Eω))||V ||2m,1,α;Eω
= o(||V ||2m,1,α;Eω).
Finally, because the linearisation of P about Ul in the direction V is again a linear
system in V , it admits a unique solution, and we conclude that the Fréchet derivative
of P is invertible at Ul. This means we can apply the inverse function theorem for
Banach spaces, obtaining a unique solution to the general quasilinear problem for
short time, thus proving Theorem 2.2.
2.3 Application to geometric polyharmonic heat flows
With the previous section in mind, we need to check if our initial value problem (1.2)
fits the hypothesis of Theorem 2.2 so that we may conclude short-time existence for
the geometric polyharmonic heat flow. In our case the particular section that we
are interested in is the position vector of the submanifold f (Σ) ⊂ Rn+k. Recall from
Laplace’s identity (C.11) that the mean curvature flow (MCF) takes the following form:
∂tf = ~H = ∆f.
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where {να}α=1,2,...,k constitutes an orthonormal basis for the normal bundle over f (Σ)
and {Hα}α=1,2,...,k the corresponding mean curvature scalars. The definition of the
Christoffel symbols along with the fact that the coefficients of the pullback metric on







implies that the equation is a quasilinear second order equation in f . To see this more





































Next, using the fact that our evolution problem in (2.2) and the system of partial
differential equations given by ∂tf = (−1)p ∆p+1f share the same leading (highest
order) term in f , and by applying the Laplace operator p times to the equation (2.14)
we find that the geometric polyharmonic heat flow can be recast as a quasilinear partial
differential equation of order 2 (p+ 1) in f . This equation takes the form P (f) = 0,




α + (−1)p+1 gi1j1gi2j2 · · · gip+1jp+1∇i1j1i2j2...ip+1jp+1fα
+ ‘lower order terms in f ’
= ∂tf






+ ‘lower order terms in f ’. (2.15)
A similar calculation to (2.13) gives




gi1j1 · · · gip+1jp+1∂i1j1...ipjp
(





gi1j1 · · · gip+1jp+1gmn∂i1j1...ipjp(∂ip+1gjp+1n + ∂jp+1gip+1n − ∂ngip+1jp+1)
+ ‘lower order terms in f ’
= gi1j1 · · · gip+1jp+1gmn∂i1j1...ipjp(∂ip+1jp+1f, ∂nf) + ‘lower order terms in f ’
= gi1j1 · · · gip+1jp+1gmn∂i1j1...ip+1jp+1fβ∂nfβ + ‘lower order terms in f ’








gi1j1 · · · gip+1jp+1gmn∂i1j1...ipjp
(
(∂ip+1jp+1f, ∂nf) + (∂jp+1f, ∂ip+1nf)





gi1j1 · · · gip+1jp+1gmn∂i1j1...ipjp
(
(∂ip+1jp+1f, ∂nf) + (∂jp+1f, ∂ip+1nf)
+ (∂ip+1jp+1f, ∂nf) + (∂ip+1f, ∂jp+1nf)− (∂jp+1f, ∂ip+1nf)− (∂ip+1f, ∂jp+1nf)
)
= gi1j1 · · · gip+1jp+1gmn(∂ip+1jp+1f, ∂nf).
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gi1j1 · · · gip+1jp+1∂i1j1...ip+1jp+1V β
+ lower order terms in V ’, (2.16)
where g is metric induced by the initial condition f0:
gij = (∂if0, ∂jf0).
The leading coefficient of the linearisation of P obviously satisfies the symmetry con-
dition 1 of Theorem 2.2 because of the symmetry of g. Additionally, because we are
assuming f0 is smooth, it follows that there is a uniform constant Λ such that
∑
|I|≤2(p+1)
|AI |α;Eω ≤ Λ
and that Ḟ = ∂λF (f0+λV )
∣∣∣
λ=0
is continuous in all its arguments. Therefore conditions
3 and 4 of Theorem 2.2 hold as well. We just need to check if condition 2 holds.
By (2.16), the principal symbol of the linearised operator ∂P [f0] in the direction of
ξ ∈ TRk+2 can be seen to be equal to
σ (∂P [f0]) (ξ) := A
α i1j1...ip+1jp+1
β ξi1ξj1 · · · ξip+1ξjp+1




which implies that for any η ∈ Γ (E) and η∗ ∈ Γ (E∗) we have
A
α i1j1...ip+1jp+1
β ξi1ξj1 · · · ξip+1ξjp+1ηαη
∗β = |ξ|2(p+1) (η, η − gkl (η, ∂kf0) ∂lf0). (2.17)
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Here (·, ·) is the regular inner product in Rn+k. Next, we note that for any vector
η ∈ Rn+k
ηT := gkl(η, ∂kf0)∂lf0
is the orthogonal projection of η onto the tangent space of f0(Σ). Therefore if we use





β ξi1ξj1 · · · ξip+1ξjp+1ηαη
∗β = |ξ|2(p+1) (η, η − ηT ) = |ξ|2(p+1) |η⊥|2,
which is zero if η ∈ df0(TΣ).
Therefore the eigenvalues of the principal symbol that correspond to directions
tangent to f0 (Σ) are zero, and we conclude that the geometric polyharmonic heat flow
is only a weakly parabolic system. In particular, the Legendre-Hadamard condition
does not hold for any constant λ > 0. Therefore condition 2 of Theorem (2.2) fails.
We can overcome this failure by using a variant of a now-standard tool called the
DeTurck trick, which was introduced by Dennis DeTurck [23] in order to provide a
simple proof of the short-time existence result for the Ricci flow (the alternative proof
of short-time existence at the time by Hamilton [42] relied upon the rather robust
Nash-Moser inverse function theorem).
The trick is beautiful in that it is so simple and lends itself to a wide variety
of different geometric flows. The basic idea is to show that a geometric flow (that
is not strongly parabolic) is equivalent to a strongly parabolic initial value problem,
modulo the action of some one-parameter diffeomorphism group acting on the manifold.
Pulling back by this time-dependent family of diffeomorphisms then gives a solution
to the original problem. The DeTurck trick has since been used to prove short time
existence of other flows, such as the mean curvature flow in higher codimensions (see,
for example [6, 12]), and has become part of the geometric analyst’s repertoire.
We proceed by showing that the flow (GPHF) is invariant under tangential diffeo-
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morphisms in the sense that any flow that varies by a time-dependent smooth vector
field along f (Σ) can be reparameterised to solve (GPHF) exactly. This result is analo-
gous to some other results which can be found in the literature and hold for lower-order
flows (for example the mean curvature flow [27, 68] and the curve diffusion flow [103]).
This will allow us to use the DeTurck trick.
Lemma 2.4. Assume Σn is compact and that a smooth family of immersions f :
Σn × [0, T )→ Rn+k satisfies the initial value problem

∂tf (x, t) = (−1)p (∆⊥)p ~H +X (x, t) ,
f (x, 0) = f0 (x) ,
where X is a time-dependent smooth vector field along Σt such that X (x, t) ∈ dft (TxΣ)
for each (x, t) ∈ Σ× [0, T ). Then, locally around each point in space and time there ex-
ists a family of smoothly time-dependent reparameterisations of the maps ft which solve
the original initial value problem (2.2). Moreover this family of reparameterisations is
unique.
Proof. We include a proof here based on an argument in [68]. Although the original
proof was for the mean curvature flow, it is easy to follow and generalises naturally to
a number of different flows, including ours here.
Since X (x, t) is assumed to be tangent to Σt, we have that the vector field Y (x, t) =
− (dft)−1 (X (x, t)) is defined globally on Σ. We consider a family of smooth diffeomor-
phisms φ : Σ× [0, T )→ Σ such that φ (x, 0) = x for every x and
∂tφ (x, t) = Y (φ (x, t) , t) .
By standard results for ordinary differential equations on compact manifolds (see [64],
for example), this family exists, is unique and smooth. If we consider the reparame-
terisation of f by f̃ (x, t) = f (φ (x, t) , t), then by an application of the chain rule and
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the definition of X, the function f̃ solves the equation
∂tf̃ (x, t) = ∂tf (φ (x, t) , t) + dft (φ (x, t)) (∂tφ (x, t))
= (−1)p(∆̃⊥)p ~̃H(x, t).
Moreover, by the properties of φ, for each x ∈ Σ one has
f̃0 (x) = f (φ (x, 0) , 0) = f (x, 0) = f0 (x)
and so the reparameterisation uniquely solves the original initial value problem (2.2)
as claimed.
With the preceding theorem in mind, in order to use the Deturck trick and thus
prove the existence of our flow (2.1) all we have to do is find a tangential vector field
X such that the modified flow
∂tf̃ = (−1)p(∆̃⊥)p ~̃H +X (2.18)
satisfies property 2 of Theorem 2.2, since f̃ is equivalent to (2.1) modulo tangential
diffeomorphisms. Let
X = (−1)p+1 g̃ij∆̃pg̃,g̃0(Γ̃
k
ij −0 Γ̃kij) ∂kf̃ ∈ T f̃ (Σ) , (2.19)
where 0Γ̃ denotes the Christoffel symbols associated with the initial immersion f̃0, and
∆g,h denotes the tension field associated with a map between manifolds with metrics
g and h.
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is a section of the bundle T ∗M ⊗π−1 (TN). The tension field of the map π is given by
∆γ,gπ := trγ (∇dπ)





















where ∆ denotes the usual Laplace-Beltrami operator. Here γΓ, gΓ denote the Christof-
fel symbols corresponding to the metrics γ, g, respectively. Note that in the specific







A map that satisfies ∆γ,gπ = 0 is called a harmonic map, and a map π : M×I → N
that is a solution to the equation
∂tπ = −∆γ,gπ
is called a harmonic map heat flow. Similarly a map π : M × I → N satisfying
∂tπ = (−1)q ∆qγ,gπ
is said to be a polyharmonic map heat flow of order q.
We will use the existence and properties of such flows to prove uniqueness to our
initial value problem later on.
The first line of (2.15) implies that our modified flow f̃ satisfies P̃ ˜(f) = 0, where




∆̃pH̃α · ν̃α +X
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= ∂tf̃
α + (−1)p+1 g̃ij(∆̃p(∂ij f̃α)− ∆̃p(Γ̃kij) ∂kf̃α)
+ (−1)p+1 g̃ij∆̃pg̃,g̃0(Γ̃
k
ij −0 Γ̃kij) ∂kf̃α + ‘lower order terms in f̃ ′
= ∂tf̃
α + (−1)p+1 g̃ij(∆̃p(∂ij f̃α)− ∆̃p(0Γ̃kij) ∂kf̃α)
+ ‘lower order terms in f̃ ′
= ∂tf̃













β + · · ·+ C̃αβ fβ
)
, (2.21)






i1j1 · · · g̃ip+1jp+1 .
Here the second term in the third step has been absorbed into the lower order terms
in f̃ because it depends solely on the initial data. We have also used
g̃ij∆̃pg̃,g̃0(Γ̃
k
ij −0 Γ̃kij) ∂kf̃α = g̃ij∆̃p(Γ̃kij −0 Γ̃kij) ∂kf̃α + ‘lower order terms in f̃ ′
which follows for the same reason.
The operator P̃ is quasilinear (because g̃ and therefore g̃−1 depends on f̃) and of
order 2 (p+ 1). Moreover it obviously satisfies conditions 1, 3 and 4 just as the operator
P did. However, unlike P , the operator P̃ is strongly parabolic, as we now show.








i1j1 · · · g̃ip+1jp+1∂i1j1...ip+1jp+1ϕβ + ‘lower order terms inϕ′
)
,
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This implies that the principal symbol of the linearised operator ∂P̃ ˜[f0] in the direction
of ξ ∈ TRn+k is equal to
σ(∂P̃ ˜[f0])(ξ) := Ã
α i1j1...ip+1jp+1
β ξi1ξj1 · · · ξip+1ξjp+1 eα ⊗ θ
β
= δαβ g̃
i1j1 · · · g̃ip+1jp+1ξi1ξj1 · · · ξip+1ξjp+1 eα ⊗ θβ
= δαβ |ξ|
2(p+1) eα ⊗ θβ
= |ξ|2(p+1) idE⊗E∗
Therefore any eigenvalues of σ(∂P̃ ˜[f0]) are strictly positive which proves that P̃ is
strongly parabolic, as claimed.
Moreover, the linearisation of P̃ satisfies the Legendre-Hadamard condition for any
positive constant 0 < λ < 1 because
Ã
α i1j1...ip+1jp+1
β ξi1ξj1 · · · ξip+1ξjp+1ηαη
∗β = |ξ|2(p+1) |η|2 .





pH̃α · ν̃α +X,
f̃ (Σ, 0) = f̃0 ∈ C2(p+1),1,α (E × (0, ω)) .
By pulling back the solution f̃ by the time-dependent diffeomorphism φ : Σ×[0, T )→ Σ
which satisfies
∂tφ = − (df)−1 (X) and φ (·, 0) = idΣ
such as in the proof of Lemma 2.4, we recover a solution f (x, t) := f̃ (φ (x, t) , t) to the
unmodified initial value problem (1.2). All that remains is to show that this solution
is unique.
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(HF )α · (νF )α,
F (·, 0) = F0.
Here ∆gF refers to the Laplacian associated with the metric gF = F
∗ (·, ·). Then
consider the following polyharmonic map heat flow π : (Σ, gF ) × [0, T ) → (Σ, g0) of
order p+ 1: 
∂tπ = (−1)p+1 ∆p+1gF ,g0π,
π (·, 0) = idΣ.
(2.22)
A solution to (2.22) exists and is unique (see [85]). Moreover, if we define F̃ := (π∗)−1 F ,




∆pg̃F (HF̃ )α · (νF̃ )α − dF̃ (∂tπ) . (2.23)
Consider the vector field V = ∂tπ on Σ. Then by definition of π and by the fact that
the Laplacian commutes with isometries (the result is standard: see [63]), we find that

















Here we we have also used gF̃ = (π
−1)
∗










and so the components of the vector V from above can be calculated as
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F̃Γkij −0 Γkij) ∂kF̃ .
Therefore F̃ satisfies the same modified geometric polyharmonic heat flow as f̃ from
(2.18) (as the tangential vector field on the right hand side satisfies df̃ (V ) = X, where
X is our tangent vector field from (2.19)), and by uniqueness we conclude F̃ = f̃ .
Moreover, since F̃ = (π∗)−1F and f̃ = (ψ∗)−1f and since by Lemma 2.4 for a given
vector field X the family of reparameterisations which solve the original problem (2.2)
is unique, we conclude that π = ψ on some time interval. Therefore
F = π∗F̃ = π∗f̃ = ψ∗f̃ = f
and uniqueness is proven.
Chapter 3
Local estimates under small
concentration of curvature
Our main goal in this chapter is to establish local L2g and L
∞
g estimates of curvature,
under the assumption of small concentration of curvature. This small energy condition
is quantified in terms of a cutoff function γ satisfying the properties described in Section
1.2. We say that the curvature is ε−concentrated if
∫
[γ>0]
|A|2 dµ < ε. (3.1)
In later chapters the cutoff function γ is chosen such that (3.1) amounts to assuming




under the geometric polyharmonic heat flow (GPHF). Henceforth for ϕ ∈ C (Σ) we
also use the notation ‖ϕ‖22,γs :=
∫
Σ







ϕ2 dµ for brevity.
This allows us to obtain the relevant L2 estimates. By utilising a multiplicative
Sobolev inequality from [58] (which has been proved in the appendix as Theorem
74
75
A.6), we are able to obtain L∞ estimates for any derivative of curvature in terms of∥∥∇(m)A∥∥22,γs under an assumption of the form (3.1), see Proposition 3.4.
Because of the high number of derivatives involved in (GPHF), there are quite a
number of different P−style terms that arise when calculating the evolution of integral
quantities (see for example the calculations contained in the proof of Proposition 19
from [75] for the case p = 2). To save us from having to consider each term separately,
we have developed a more general way to estimate all of the P−style terms with a
certain algebraic structural form at the same time. We present this key estimate in the
following theorem.
Theorem 3.1. There exists an ε0 such that the following holds. Let f : Σ
2 → R3 be
an immersion satisfying ∫
[γ>0]
|A|2 dµ ≤ ε0
For any l ∈ N there exists universal constants c > 0 such that
∫
Σ
|A|2l γ2(l−1) dµ ≤ c ‖A‖2(l−1)2,[γ>0]
(∥∥∇(l−1)A∥∥22,γ2(l−1) + c2(l−1)γ ‖A‖22,[γ>0]) . (3.2)










(∥∥∇(l−1)A∥∥22,γ2(l−1) + c2(l−1)γ ‖A‖22,[γ>0]) . (3.3)
Here if T is a tensor then T#2 is shorthand for T ∗ T . For example, we can write
|T |2 = T ∗ T = T#2.
Proof. The first inequality, (3.2) follows from using Theorem A.2 with






























Therefore if ε0 is small enough, we have
∫
Σ










Applying this inductive inequality l−1 times and applying the interpolative inequality
























(∥∥∇(l−1)A∥∥22,γ2(l−1) + c2(l−1)γ ‖A‖22,[γ>0]) .
This proves the first claim.





































(∥∥∇(l−1)A∥∥22,γ2(l−1) + c2(l−1)γ ‖A‖22,[γ>0]) for 2 ≤ l ≤ m. (3.4)
We wish to show that the statement is then true for l = m+ 1. Assume 2 ≤ i ≤ m+ 1.




∇(j)A ∗ Pm+1−(i+j)i−1 (A) ,






















∣∣∇(j+1)A∣∣ |Pm+1−(i+j)i−1 (A) |γm dµ+ ∫
Σ




∣∣∇(j)A∣∣ |Pm+1−(i+j)i−1 |γm−1 dµ+ ∫
Σ































































































































≤ c (m) ‖A‖22,[γ>0]








Note that applying Theorem A.2 with u = |∇(j)A||A|γj+1 along with (3.2) and the































(∥∥∇(j+1)A∥∥22,γ2(j+1) + c2(j+1)γ ‖A‖22,[γ>0])
+ c
∥∥∇(j)A∥∥22,γ2j (‖∇A‖22,γ4 + c2γ ‖A‖22,[γ>0]) .







γ2m dµ ≤ c (m) ‖A‖22,[γ>0]
(∥∥∇(m)A∥∥22,γ2m + c2mγ ‖A‖22,[γ>0]) . (3.7)
This establishes the claim for i = 2. Therefore we may without loss of generality
assume that 3 ≤ i ≤ m + 1. In this case 2 ≤ i − 1 ≤ m and 2 ≤ m − j ≤ m and
so we substitute the inductive assumption (3.4) into (3.5) and use the interpolation










(∥∥∇(j+1)A∥∥22,γ2(j+1) + c2(j+1)γ ‖A‖22,[γ>0])
×










































(∥∥∇(j+1)A∥∥22,γ2(j+1) + c2(j+1)γ ‖A‖22,[γ>0])
×




(∥∥∇(j+1)A∥∥22,γ2(j+1) + c2(j+1)γ ‖A‖22,[γ>0])
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×
(∥∥∇(m−j−1)A∥∥22,γ2(m−j−1) + c2(m−j−1)γ ‖A‖22,[γ>0])
≤ c ‖A‖22,[γ>0]
(∥∥∇(m)A∥∥22,γ2m + c2mγ ‖A‖22,[γ>0]) .
Combining this with (3.7) finishes the inductive step, and therefore finishes the proof
of the theorem.
We are now equipped with all the tools required to obtain localised L2 estimates of
curvature.
3.1 Local L2 estimates for A and its derivatives
In order to obtain localised L2 estimates for A and its derivatives, we first use Lemma
1.2 and Lemma 1.4 to obtain a formula for the evolution of
∥∥∇(m)A∥∥22,γs under the
flow equation (GPHF). It is important that all integral quantities that arise in our
calculation (such as the summation on the last line of (3.8)) are estimable using the
tools available, such as Theorem 3.1 and the interpolation inequalities from Lemma
A.10.
Lemma 3.2. Let f : Σ2 × [0, T )→ R3 satisfy (GPHF). Then for any m, s ∈ N0:
d
dt


























∇(2p+m−i)A ? A ? A
)
?∇(m)Aγs dµ. (3.8)








∣∣∇(m)A∣∣2 γs dµ+ ∫
Σ

















































We can then perform integration by parts (p+ 1) times on the first term on the right








































We leave the proof by induction to the interested reader. Substitution into (3.9) then
gives the desired result.
To deal with the extraneous intermediate terms above, our main tool will be The-
orem 3.1 and interpolation inequalities (for example, Lemma A.10). We obtain the
following estimate.
Proposition 3.3. There exists an ε0 such that the following holds. Let f : Σ×[0, T )→
R3 satisfy (GPHF) and s ≥ 2 (k + p+ 1). For any η > 0, k ∈ N0, and s ≥ 2 (k + p+ 1)
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|A|2 dµ ≤ ε0
then for t ∈ [0, T ∗]
d
dt
∥∥∇(k)A∥∥22,γ2(k+p+1) + (2− η − c ‖A‖22,[γ>0])∥∥∇(k+p+1)A∥∥22,γ2(k+p+1)
≤ c(k, p) η−1c2(k+p+1)γ ‖A‖
2
2,[γ>0] . (3.10)
for any η > 0. Furthermore during this time there is another absolute constant Ck such
that











∥∥∇(k)A∥∥22,[γ>0] ∣∣∣t=0 + Ck c2(k+p+1)γ ε0t. (3.11)
Proof. By using the interpolation inequalities from Lemma A.10 as well as (1.25) we
estimate each of the extraneous terms from Lemma 3.2.
















P j−(l+m)m (A) ∗ αl ∗ ∇(k+p+1−j)A ∗ ∇(k+p+1)Aγs−i dµ
≤ η






















∥∥∇(k+p+1)A∥∥22,γs + c η−1∑
i,l,m
c2lγ
(∥∥∇(k+p+1−l)A∥∥22,γs−2i + c2(k+p+1−l)γ ‖A‖22,[γ>0])
≤ 2η
∥∥∇(k+p+1)A∥∥22,γs + c(s, k, p) η−1c2(k+p+1)γ ‖A‖22,[γ>0]
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for any η > 0. Here we have used (1.24), Lemma 3.1 and Lemma A.10, as well as
Young’s inequality. The summations in the third line onwards are over the same range
as in line two. Next we estimate the last sum of terms on the right hand side of (3.8).






∇(2p+k−i)A ∗ A ∗ A
)
∗ ∇(k)Aγs dµ


































































(∥∥∇(k+p+1−m)A∥∥22,γs−2l + c2(k+p+1−m)γ ‖A‖22,[γ>0])
≤ 2η
∥∥∇(k+p+1)A∥∥22,γs + c (i, p) η−1c2(k+p+1)γ ‖A‖22,[γ>0]
for any η > 0. Here we have used Theorem 3.1, Lemma A.10, and Young’s inequality.
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in the fourth line onwards for brevity. If instead p + 1 ≤ i ≤ 2p + k then integrating























∇(k+p−1−u)A ∗ ∇(u)(A ∗ A) ∗ ∇(k+p+1−v)A ∗ P v−(m+n)n (A) ∗ αm γs−l dµ,
(3.12)














as before, and we have also used Claim 1.1 to get to the last step. Noting that
∇(k+p−1−u)A ∗ ∇(u)(A ∗ A) = P k+p−13 (A)
and
∇(k+p+1−v)A ∗ P v−(m+n)n (A) = P
k+p+1−m−n
n+1 (A),
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≤ c ‖A‖22,[γ>0]





(∥∥∇(k+p+2−m)A∥∥22,γs−2l + c2(k+p+2−m)γ ‖A‖22,[γ>0])
≤ c ‖A‖22,[γ>0]
(∥∥∇(k+p+1)A∥∥22,γs + c2(k+p+1)γ ‖A‖22,[γ>0]) .
Here we have used (3.3) from Theorem 3.1 and Lemma A.10.
Lastly, we estimate the first term on the right hand side of the evolution equation
of Lemma 3.2. Using the definition of γ, we have
∂tγ
s = sγs−1∂tγ
= sγs−1∂t (γ̃ ◦ f)
= sγs−1 (Dγ̃, ∂tf)
= (−1)p+1 sγs−1 (Dγ̃,∆pH ν)
= (−1)p+1 sγs−1Dν γ̃ (∆pH) ,




∣∣∇(k)A∣∣2 ∂tγs dµ = (−1)p+1 s ∫
Σ
∣∣∇(k)A∣∣2 (Dν γ̃) (∆pH) γs−1 dµ. (3.13)







∗ (∂f, ν)#(1) , j ∈ N
which can be proven inductively by utilising the identities (1.22). Note that we are
abusing notation here slightly in that the covariant derivative is defined as a mapping
∇ : df(TΣ)× df(TΣ)→ df(TΣ),
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whereas ν ∈ df(TΣ)⊥. However, we set
∇ν = (Dν)T ,
where D is the ambient (partial) derivative in R3. Note that with this notation, the
shape operator (see (1.8)) is given by
S(X) = ∇Xν.
We have the estimate




∣∣P i−jj (A)∣∣ ck+1−iγ
)
, k ∈ N0. (3.14)
We now estimate (3.13), first assuming that p ≥ k + 1. Integrating by parts p− k − 1














































∣∣∇(v)Dν γ̃∣∣2 (P u+w+2k−(β+π)π+2 (A))#2 γs−2(α+1) dµ
≤ η
∥∥∇(k+p+1)A∥∥22,γs











































































throughout the equation. Next, using the identity u + w + 2k = k + p − (v + 1), we
have
u+ w + 2k − (β + π) + π + 2 = k + p+ 1− (β + v)
and
u+ w + 2k + i− j − (β + π) + π + j + 2 = k + p+ 1− (β + v − i) .
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≤ c ‖A‖22,[γ>0]
(∥∥∇(k+p−(β+v+i))A∥∥22,γs−2(α+1) + c2(k+p−(β+v+i))γ ‖A‖22,[γ>0]) .
Substituting these into (3.15) and using the interpolation inequalities from Lemma






η + c ‖A‖22,[γ>0]
)∥∥∇(k+p+1)A∥∥22,γs + c (k, p, s) η−1c2(k+p+1)γ ‖A‖42,[γ>0] (3.16)








∇(k)A ∗Dν γ̃ ∗ ∇(2p)Aγs−1
)
dµ
and then proceed as before, noting that in this scenario no more than k+p+1 derivatives
are applied to any single curvature term. Lastly, if k ≥ 2p+1 then we apply integration
by parts p+ 1 times, giving
∫
Σ




∇(k)A ∗Dν γ̃ ∗ ∇(2p)Aγs−1
)
dµ
and then proceed as before once again. Here we note that in this case 3p+1 ≤ k+p and
so once again no more than k+p+1 derivatives are applied to any single curvature term.
Combining our earlier estimates for Xi and (3.16), combining all of the small η co-
efficients into one single small coefficient, and substituting into (3.8) gives
d
dt
∥∥∇(k)A∥∥22,γs+(2−η−c ‖A‖22,[γ>0])∥∥∇(k+p+1)A∥∥22,γs ≤ c(k, p, s) η−1c2(k+p+1)γ ‖A‖22,[γ>0] .
(3.17)
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≤ c ‖A‖22,[γ>0]
(∥∥∇(k+p+1)A∥∥22,γ2(k+p+1) + c2(k+p+1)γ ‖A‖22,[γ>0])














2− η − c ‖A‖22,[γ>0]
)∥∥∇(k+p+1)A∥∥22,γ2(k+p+1)
≤ c (k, p) η−1c2(k+p+1)γ ‖A‖
2
2,[γ>0]
for any η > 0, which proves (3.10). Therefore if ε0 > 0 is sufficiently small, then by













for some absolute constant Ck. Integrating over [0, t] and using the fundamental theo-
rem of calculus proves (3.11).
3.2 Local L∞ estimates for A and its derivatives
We conclude this chapter by customising two ε-regularity style inequalities from Kuwert-
Schätzle [58], the second of which is time dependent. This is not only interesting in
its own right, but is used later on in Theorem 7.1 of Chapter 7 to prove the interior
estimates along the flow. (Note that the author and his advisors have proven a similar
result for a general tensor T in the paper [75]).
Proposition 3.4. There exists an ε such that the following holds. Let f : Σ2 → R3 be
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where γ is a cutoff function as in Section 1.2. For every m ∈ N there exists a universal
constant c > 0 such that
∥∥∇(m)A∥∥2(m+2)∞,[γ=1] ≤ c ‖A‖22,[γ>0] (∥∥∇(m+2)A∥∥2(m+1)2,γ2(m+2) + c2(m+1)(m+2)γ ‖A‖2(m+1)2,[γ>0] ) .
Proof. Using the multiplicative Sobolev inequality from Theorem A.6 with
ϕ =









































∣∣∇(m+1)A∣∣2 |A|2 γ2(m+2) dµ)














∥∥∇(m+1)A∥∥22,γ2(m+1) (∥∥∇(m+2)A∥∥22,γ2(m+2) + c2(m+2)γ ‖A‖22,[γ>0]) . (3.19)
Here we have used Theorem 3.1 to estimate the P-style terms. Similarly, using Theorem













∣∣∇(m)A∣∣2 |H| γ2m+1 dµ)2
≤ c c4γ




∣∣∇(m)A∣∣2 |A|2 γ2(m+1) dµ)
≤ c c4γ









∥∥∇(m)A∥∥22,γ2m (∥∥∇(m+1)A∥∥22,γ2(m+1) + c2(m+1)γ ‖A‖22,[γ>0])
≤ c
(∥∥∇(m+2)A∥∥22,γ2(m+2) + c2(m+2)γ ‖A‖22,[γ>0])
×
(∥∥∇(m+1)A∥∥22,γ2(m+1) + c2(m+1)γ ‖A‖22,[γ>0]) . (3.20)
We have again used Theorem 3.1 here to estimate the P-style terms. For the last term








∣∣∇(m+1)A∣∣ ∣∣∇(m)A∣∣ γ2m+3 dµ+ ∫
Σ










∣∣∇(m)A∣∣2 |A|2 γ2(m+1) dµ(∫
Σ
∣∣∇(m+1)A∣∣2 |A|2 γ2(m+2) dµ




∣∣∇(m)A∣∣2 |∇A|2 γ2(m+2) dµ+ c2γ ∫
Σ



























∣∣∇(m+1)A∣∣2 γ2(m+1) dµ+ c2(m+1)γ ‖A‖22,[γ>0])
×
(∥∥∇(m+2)A∥∥22,γ2(m+2) + c2γ ∥∥∇(m+1)A∥∥22,γ2(m+1) + c2(m+2)γ ‖A‖22,[γ>0])
≤ c ‖A‖42,[γ>0]
(∥∥∇(m+1)A∥∥22,γ2(m+1) + c2(m+1)γ ‖A‖22,[γ>0])
×
(∥∥∇(m+2)A∥∥22,γ2(m+2) + c2(m+2)γ ‖A‖22,[γ>0]) . (3.21)
Substituting (3.19),(3.20) and (3.21) into (3.18), and using the interpolative inequalities
of Lemma A.10, and Young’s inequality multiple times: first twice with conjugate
exponents p = 2m+1
m+1
, p∗ = 2m+1
m
and then twice with p = 3(m+1)
m+2





∥∥∇(m)A∥∥22,γ2m (∥∥∇(m+1)A∥∥22,γ2(m+1) + c2(m+1)γ ‖A‖22,[γ>0])
×














∥∥∇(m+2)A∥∥ 2(m+1)m+22,γ2(m+2) + c2(m+1)γ ‖A‖22,[γ>0])
×










∥∥∇(m+2)A∥∥ 2(m+1)m+22,γ2(m+2) + c2(2m+1)γ ‖A‖ 2(2m+1)m+22,[γ>0]
)
×





(∥∥∇(m+2)A∥∥ 2(2m+1)m+22,γ2(m+2) + c2(2m+1)γ ‖A‖ 2(2m+1)m+22,[γ>0] )
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×
















(∥∥∇(m+2)A∥∥ 6(m+1)m+22,γ2(m+2) + c6(m+1)γ ‖A‖ 6(m+1)m+22,[γ>0]) .
Raising each side to the power (m+ 2) /3 then finishes the proof.
The preceding proposition has the following corollary that allows us to estimate
any derivative of curvature along the flow in terms of initial datum, the cutoff function
γ and final time T ∗.
We will first need to introduce some new notation. Given a choice of cutoff function
γ as in Section 1.2, we introduce an associated two-parameter family of smooth cutoff
functions γσ,τ for 0 ≤ σ < τ ≤ 1 that satisfy the properties
γσ,τ = 1 for γ ≥ τ and γσ,τ = 0 for γ ≤ σ. (3.22)
We observe that increasing τ − σ has the affect of “flattening out” the function, while
decreasing the quantity acts to sharpen it. A similar family of cutoff functions is used
by Kuwert-Schätzle in [58].
Proposition 3.5. There exists an ε0 such that the following holds. Let f : Σ×[0, T )→





|A|2 dµ ≤ ε0.
Then for every k ∈ N0 there are constants c̃k depending only on k, T ∗, cγ, ε0 and
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such that ∥∥∇(k)A∥∥2∞,[γ=1] ≤ c̃k.
Proof. Applying (3.11) with γ0,1/2 gives
∥∥∇(k)A∥∥22,[γ≥1/2] ≤ ∥∥∇(k)A∥∥22,[γ>0] ∣∣∣t=0 + Ck c2(k+p+1)γ ε0t ≤ ck (α0 (k) , k, T ∗, cγ, ε0)
(3.23)
for any k ∈ N0. Here we have used (3.22) which implies the identities
[γ ≥ 1/2] ⊆ [γ0,1/2 = 1] and [γ0,1/2 > 0] ⊆ [γ > 0].
Combining (3.23) and Proposition 3.4 with γ1/2,1 gives








α0 (k + 2)






≤ c (ε0, α0 (k + 2) , k, T ∗, cγ, ε0) ,
which finishes the proof.
We improve on this inequality later on in Theorem 7.1.
Chapter 4
The Lifespan Theorem
In this chapter, we primarily utilise the results of Proposition 3.3 to establish an abso-
lute lower bound on the lifespan of a geometric polyharmonic heat flow that depends
solely on the concentration of curvature for our initial immersion Σ0. This idea of con-
centration of curvature presents itself in a very precise way: we ask that at time t = 0
the amount of curvature inside f−1 (Bρ (x)) is small for any x ∈ R3, where ρ > 0 is
some constant. As we mention in Remark 4.2, the underlying concepts of the theorem
(both in statement and proof) are not original and are customised from a few different
examples of lower order geometric flows (see, for example, Kuwert-Schätzle [59], and
McCoy-Wheeler [74]).
We present a statement of the theorem right away, and then spend the rest of the
chapter working at it, presenting and proving the necessary supporting results when
they appear.
Theorem 4.1 (Lifespan Theorem). Suppose f : Σ2× [0, T ) −→ R3 is a one-parameter




f = (−1)p+1 (∆pH) ν. (GTHF)
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= ε (x) ≤ ε0 for any x ∈ R3, (4.1)





and we have the estimate
∫
f−1(Bρ(x))




Remark 4.2. The argument presented for the Lifespan Theorem is essentially re-
crafted from similar established results for lower order flows. Namely the analogous
proof presented in a paper by McCoy, Wheeler and Williams [73] regarding the con-
strained surface diffusion flow (which is described by Wheeler as being inspired by the
work of Kuwert-Schätzle [57]). The details have been changed to fit our higher order
scenario, but the crux of the argument (in particular the nature of our argument by con-
tradiction) can not be claimed to be original at its core. However (as far as the writer
is aware) this is the first application of such arguments to a geometric flow of general
order. Additionally, the idea of exploiting the scale invariance of ‖A‖22 (in particular, in
order to obtain an absolute bound on a lifespan) is far from new. The interested reader
is prompted to read, for example, the work of Struwe [93], Kuwert-Schätzle [57, 58],
and Wheeler [74].
Remark 4.3. If the initial immersion Σ0 has finite total curvature then for an ε0 > 0
it is always possible to find a positive ρ = ρ (ε0,Σ0) such that assumption (4.1) is
satisfied. This is always the case in the setting we consider here.
Remark 4.4. A consequence of the Lifespan Theorem is that a geometric polyharmonic
heat flow can only cease to exist and lose regularity in finite time if we encounter a
curvature singularity at time T . That is, we must be in a situation where curvature
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has concentrated in some small ball in R3. Specifically, if we define ρ (t) by
ρ (t) = sup
{














|A|2 dµ ≥ ε0, (4.5)
where x (t) is taken to be the centre of the ball where the integral is maximised at time
t. Inequality (4.5) is equivalent to saying that at least ε0 of curvature is concentrated




. Moreover, the results of Theorem 4.1 would then imply
that ρ (t) ≤ (c(T − t))
1
2(p+1) , and so if T <∞ then
ρ (t)→ 0 as t↗ T.
Hence if the geometric polyharmonic heat flow is extinguished in finite time T , then the
maximal radius ρ (t) must shrink down to a point as we approach T . This tells us that
the curvature of our family of immersions must concentrate in a very precise manner.
We now consider a rescaling of f that is equivalent (that is, satisfies a version of
the geometric polyharmonic heat flow on a modified time interval) that allows us to
assume ρ = 1. This will allow us to simplify calculations in our proof of Theorem 4.1.
Claim 4.5 (Rescaling the flow). If f is a geometric polyharmonic heat flow, then scaled
flow

















= αf (x, t) . (4.8)
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We wish the equation (4.8) to satisfy the geometric polyharmonic heat flow equation.
First we must see what the modified geometric polyharmonic heat flow is for the
scaling. To do so, we will need to first look at how the basic geometric quantities vary
with our scaling (4.8). For the metric, we have
g̃ij = (∂if̃ , ∂j f̃) = (α∂if, α∂jf) = α
2gij,
meaning that g̃ = α2g. We use this to conclude that g̃−1 = α−2g−1. We now use these














This tells us that Γ̃ = Γ. It then follows that ∇̃ = ∇. Scaling an immersion does not
affect its unit normal because Euclidean space is self-similar, and so obviously ν̃ = ν.
We now calculate the second fundamental form for f̃ :
Ãij = −(∂ij f̃ , ν̃) = −α (∂ijf, ν) = αAij,
meaning that Ã = αA. This implies



















We want f̃ from (4.8) to satisfy the corresponding geometric polyharmonic heat flow:
∂f̃
∂t̃
= (−1)p+1 (∆̃pH̃)ν̃. (4.9)
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We will need to look at the condition on our scaled time variable t̃ which will allow f̃



















We conclude that a natural choice is t̃ = α2(p+1)t. We substitute this into (4.8) and
make the substitution t 7→ α−2(p+1)t. This tells us that for rescaling a solution of the
geometric polyharmonic heat flow equation, the most natural choice is of the form
f̃ (x, t) = αf(x, α−2(p+1)t).
We note that making the substitution α 7→ ρ−1 gives us equation (4.6). To prove (4.7),
we have to first check how scaling affects the induced measure. We calculate
d̃µ =
√
det g̃ d2x =
√
det (α2g) d2x =
√
α4 det g d2x = α2
√
det g d2x = α2dµ.
We have to check how the scaled function f̃ affects the domain of the integral in
question. Assuming that our balls are centred at the origin, we have (y ∈ R3)
y ∈ f̃−1 (B1)⇐⇒ |f̃ (y) | < 1⇐⇒ |f (y)| < ρ⇐⇒ y ∈ f−1 (Bρ) .























This completes the claim.
Hence for any ρ > 0 the domain f−1 (Bρ (x)) of our integral can be transformed
into f−1 (B1 (x)) with an appropriately rescaled geometric polyharmonic heat flow f̃ .
Note that under the assumption ρ = 1, to prove Theorem 4.1 it is enough to show that
(4.2) is equivalent to the rescaled maximal time satisfying T̃ ≥ c−1, because
T̃ ≥ c−1 ⇐⇒ T ≥ c−1ρ2(p+1).
We define
κ (t) := sup
x∈R3
‖A‖22,f−1(B1(x)) .
Then, by covering the ball B1 with a number of translated copies of B1/2, it is possible
to find a universal constant Cκ > 1 (Cκ = 64 is sufficient [103]) such that




By short time existence, we have f (Σ× [0, t]) compact for t < T , and hence κ :
[0, T )→ R is continuous. We wish to define 3 more constants. Firstly we define C0 as
the largest of the constants on the right hand side of the inequality from Proposition
3.3. From this, we make the definition λ = 1/(C0c
2(p+1)
γ ), and
t0 = sup {0 ≤ t ≤ min {T, λ} : κ (τ) ≤ 3Cκε0 for 0 ≤ τ ≤ t} .
(The reason for this parameter λ will become apparent later when we try to establish
a contradiction).
Proof of the Lifespan Theorem. We will go through this proof in 3 steps, labelled (4.11)−
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(4.13). These are as follows:
Show that t0 = min {T, λ} , (4.11)
Show that if t0 = λ then we have the Lifespan Theorem, (4.12)
and
Show that if T 6=∞ then t0 6= T. (4.13)
Note that (4.13) is equivalent to showing that t0 = T =⇒ T =∞. We claim that the
three statements (4.11), (4.12) and (4.13) together prove the Lifespan Theorem. To see
this, note that if (4.11) holds then we must have either t0 = T or t0 = λ. If t0 = T ,
then (4.13) implies that T =∞, meaning that the flow exists for all time, which proves
the Lifespan Theorem. If instead t0 = λ, then (4.12) will directly give us the Lifespan
Theorem.
To begin, we note that by one of the assumptions of the theorem we have





≤ ε0 < 3Cκε0, because Cκ > 1
and so we must have t0 strictly positive. To see this, we note that the continuity of κ
and the fact that κ (0) < 3Cκε0 strictly forces κ (t) < 3Cκε0 for some strictly positive
time period. The definition of t0 then guarantees t0 > 0.
Also, by the definition of t0 and by continuity of κ, we must have
κ (t0) = 3Cκε0. (4.14)
Let us assume that t0 < min {λ, T} and aim for a contradiction. We choose a cutoff
function γ such that
χB1/2(x) ≤ γ̃ ≤ χB1(x) for any x ∈ Σt.
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By the initial smoothness of |A|2, we can always find a ρ∗ > 0 in assumption (4.1) that






holds for every T ∗ < t0. (Note that this is not sufficient to show (4.3) because we do
not have the result for every T ∗ ≤ c−1). Also note that this is equivalent to assuming
the hypothesis of Proposition 3.3 on the interval [0, t0).















We note that the identities






=⇒ γ (y) = 1
imply that




⊆ [γ = 1] .















≤ ε0 + C0c2(p+1)γ ε0t0
It follows from the assumption that t0 < λ and the definition of λ that for t ∈ [0, t0)
and x ∈ R3 we have
∫
f−1(B1/2(x))
|A|2 dµ ≤ ε0 + C0 c2(p+1)γ ε0 t0
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We deduce from identity (4.10) that
κ (t) ≤ Cκ sup
x∈R3
‖A‖2
2,f−1(B1/2(x)) ≤ 2Cκε0 for t ∈ [0, t0) . (4.15)
By the continuity of κ this means that
lim
t↗t0
κ (t) ≤ 2Cκε0,
which contradicts (4.14), because Ck > 0. This contradiction means that the assump-
tion that t0 < min {T, λ} must have been incorrect. Thus we have proven (4.11).
We now note that under assumption (4.11) (which was just proven) we must have
either t0 = T or t0 = λ. If t0 = λ then the already-proven identity t0 = min {λ, T}
forces







and the definition of t0 tells us that
∫
f−1(B1(x))
|A|2 dµ ≤ 3Cκε0
for x ∈ Σt and t ∈ [0, λ]. Together these two statements give us both statements






. That is, assuming that
t0 = λ, we have the Lifespan Theorem. This proves (4.12).
Finally, we turn our attention to (4.13). We will assume
t0 = T 6=∞
and then aim to contradict the maximality of T . We note that we have not included
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the case T =∞ because in that case we automatically have T ≥ 1
c
ρ2(p+1) for any c > 0,
meaning that the second part of the Lifespan Theorem 4.2 would hold automatically.
Additionally, we would have λ ≤ T so that t0 = λ = T and then statement (4.3) with
c = 2Cκ would directly follow from our earlier estimate (4.15). We can also exclude
the case T < λ for the sake of our argument, because by (4.11) it would follows that
t0 = T , from which we could conclude (using (4.12)) the Lifespan Theorem. To clarify,
the assumption t0 = T 6=∞ is logically equivalent to the negation of the statement
t0 = T =⇒ T =∞,
and so reaching a contradiction from such an assumption will lead us to the conclusion
that
T 6=∞ =⇒ t0 6= T,
which is statement (4.13).
The following argument is originally from Hamilton [42], and has become rather
standard. The idea is to show that for the geometric polyharmonic heat flow, our time-
dependent metrics g (t) are equivalent for all t up until the maximal existence time of the
flow, and converge uniformly to a positive-definite metric tensor which is continuous.
From this we can establish that our flow exists smoothly up to and including time T ,
meaning that our immersion fT : Σ −→ R3 is smooth and compact. We are then able
to consider the flow h : Σ × [0, δ] −→ R3 (δ ≥ 0) given by h (·, t) = f (·, t+ T ). Since
fT (Σ) is an initial smooth and compact surface of the immersion h0, our short time
existence theorem, Theorem 2.1, allows us to guarantee the existence of a flow on some
positive time interval (that is, we are allowed to assume δ > 0). As a result we have
existence of the flow on [0, T + δ], an interval properly containing [0, T ], contradicting
the maximality of T .
Lemma 4.6 (Hamilton [42], Lemma 14.2). Let gij be a time-dependent metric on a
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|∂tg| dt ≤ C <∞.
Then the metrics gij(t) are equivalent for all times, and they converge uniformly as
t→ T to a positive definite metric tensor gij (T ) which is continuous and also equivalent
such that
e−Cg (x, 0) ≤ g (x, T ) ≤ eCg (x, 0) .
Here
|∂tg|2 := gikgjl∂tgij∂tgkl.
Proof. Let x ∈ Σ, t∗ ∈ [0, T ) , and v ∈ TxΣ be arbitrary. Then define
|v|2t = gij (x, t) v
ivj




|v|2t = (∂tgij) v
ivj ≤ |∂tg| |v|2t ,








|v|2t ≤ |∂tg| .
















for any 0 ≤ τ ≤ θ < T . Therefore if the integral on the right hand side is finite
with bound 0 < C <∞ (as in the statement of the Lemma), we can exponentiate the
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previous inequality to obtain




for any 0 ≤ τ ≤ θ < T . This means that all the time-dependent metrics are equivalent.
Moreover |v|2t converges uniformly to a continuous function |v|
2
T as t → T and v 6=
0 =⇒ |v|T 6= 0. The parallelogram law




still holds in the limiting case. That is,









and we may use this to establish the positive-definite structure of gij (T ). The limiting













From our equivalence relation on the metrics, for every τ ∈ [0, T ) and every v ∈ TΣ
we may establish the inequality
|v|2τ ≥ e
−C |v|20 .
for some positive constant C > 0. The positive-definiteness of the metric g (0) and the
continuity of the convergence |v|t → |v|T then forces g (T ) to be positive-definite as
well. To see this, we note that for any non-zero v ∈ TΣ we must have |v|20 > 0 (because










−C |v|20 > 0.
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Hence g (u, u)
∣∣∣
T
> 0 for every non-zero u ∈ TΣ. This completes the proof.
We wish to apply this result to the previously-established bounds for our metric
and second fundamental form so that we may establish regularity for the immersion
at time T (that is, of ΣT ). Indeed, our aim is to show that ΣT is smooth. To do
this we will need to look at establishing a uniform bound on the derivatives of our
immersion function f . This will be enough to establish the uniform convergence of
the map Σt → ΣT . Importantly, this uniform convergence (along with Lemma 4.6)
is enough to ensconce the uniqueness of our ΣT . Once we have established a uniform
bound on the derivatives of f , we will consider the induced metric topology induced
by g (t) on the evolving surface Σt to show that the topology of the evolving surfaces
is equivalent to the topology of ΣT .
We proceed with a number of general tensorial gradient estimates. As mentioned
earlier, our aim is to show that our immersion f if C∞ right to and including time T .
To do so we first establish pointwise estimates for the repeated covariant derivatives
of general tensors, which we can apply to the second fundamental form A. This gives
us bounds on any covariant derivative of A in terms of a constant that only depends
upon the cutoff function γ, the initial immersion Σ0, and the maximal time T . Under
the assumption that T <∞ this bounding constant is universal and finite. Converting
the norms of the partial derivatives of f into covariant derivatives of A (see Claim 4.9)
then allows us to conclude that our one-parameter family of immersions are smooth
right up until time T . Now let us look back at our evolution equations from Lemma
1.2, in which we established that for a surface evolving via the geometric polyharmonic
heat flow the following identities hold:
∂
∂t
g = ∇(2p)A ∗ A and
∂
∂t
Γkij = ∇(2p)A ∗ ∇A+∇(2p+1)A ∗ A. (4.16)
Also, recall that we are still under the assumption that T = t0, and so by Proposition
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3.5 for every m ∈ N0 we may establish the bound
∥∥∇(m)A∥∥2∞,f−1(B1/2(x)) ≤ Cm (α0 (m+ 2) ,m, ε0, cγ, T )
for t ∈ [0, T ) and for any x ∈ Σt. Moreover, since T is assumed to be finite, this
bound is absolute. From this we can drop the redundant addition of the mention of
the localised ball B1/2 (x): as the definition of κ allows us the extend this pointwise
bound to the whole of Σt. That is, we can establish the bound
∣∣∇(m)A∣∣2∞,Σt ≤ Cm (α0 (m+ 2) ,m, ε0, cγ, T )
for t ∈ [0, T ). Taking the square root of both sides, we have
∥∥∇(m)A∥∥∞,Σt ≤√Cm <∞ (4.17)
for any t ∈ [0, T ). Combining this result with the second identity in (4.16) we have
∇(m)∂tΓkij = ∇(m)
(






































for some universal constant c > 0. This clearly implies that our metric g satisfies the
hypothesis of Lemma 4.6, and so it follows from the Lemma that the metrics g (t) are
all equivalent for t ∈ [0, T ). Thus we can choose a local chart such that
1
C∗
δij ≤ gij (t) ≤ C∗δij
on some neighbourhood U ⊂ Σ, t ∈ [0, T ) for some fixed constant C∗.
We now wish to establish another identity that allows us to bound the ordinary
directional derivatives of tensors in terms of the norms of their covariant derivatives.
We will use it to find pointwise bounds on the immersion map (and its derivative) so
that we may guarantee the convergence f (·, t)→ f (·, T ) is in the smooth topology.
Claim 4.7. For any tensor T we have the formula






∂(i)T ∗ ∂(i1)Γ ∗ · · · ∗ ∂(ij)Γ
where Γ are the usual Christoffel symbols. Here (and henceforth) ∂(m) will be used to
denote the mth iterated ordinary coordinate derivative.
Proof. The case m = 1 follows directly from the definition of the covariant derivative.
Assume that the claim holds true for some m ∈ N. That is to say, assume






∂(i)T ∗ ∂(i1)Γ ∗ · · · ∗ ∂(ij)Γ.







∂(i)T ∗ ∂(i1)Γ ∗ · · · ∗ ∂(ij)Γ

= ∂(m+1)T + ∂(m)T ∗ Γ















∂(i)T ∗ ∂(i1)Γ ∗ · · · ∗ ∂(ij)Γ
 ∗ Γ




























∂(i)T ∗ ∂(i1)Γ ∗ · · · ∗ ∂(ij)Γ,
which is the statement for the case m+ 1.
We will now use Claim 4.7 to establish a pointwise bound on the iterated ordinary
derivative of a general tensor T . This will almost take us to the crux the proof of the
Lifespan Theorem.
Claim 4.8. For any tensor T we have the estimate




for some universal constant c > 0. Here the coefficients ωα,m are given specifically by






|∂(i1)Γ| · · · |∂(ij)Γ| for 0 ≤ α ≤ m− 1.
Proof. To give a better idea of what is going on, let us look at the cases m = 1, 2
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specifically. For the case m = 1 we have ∇T = ∂T + T ∗ Γ, meaning that





For the case m = 2 it follows from Claim 4.7 that
∇(2)T = ∂(2)T + ∂T ∗ Γ + T ∗ ∂Γ + T ∗ Γ ∗ Γ.
Using our bound above for ∂T , we then have
∣∣∂(2)T ∣∣ ≤ c (∣∣∇(2)T ∣∣+ |∂T | |Γ|+ |T | |∂Γ|+ |T | |Γ|2)
≤ c
(∣∣∇(2)T ∣∣+ |Γ| (|∇T |+ |T | |Γ|) + |T | |∂Γ|+ |T | |Γ|2)
≤ c






It is clear that the statement of our claim holds true for the cases m = 1, 2. Assume
that the statement is true for some general m ∈ N. That is, assume that




where each ωα,m is as previously described. Then, using Claim 4.7 we have










ηm+1β (Γ) ∗ ∂(β)T,







∂(i1)Γ ∗ · · · ∗ ∂(ij)Γ.
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Taking the norm of each side, and utilising our inductive assumptions on
∣∣∂(m)T ∣∣, it
then follows that
∣∣∂(m+1)T ∣∣ ≤ c(∣∣∇(m+1)T ∣∣+ m∑
β=0



















∣∣∇(α)T ∣∣)) , (4.19)
where we have used the trivial identity |ηm+1β (Γ) | ≤ cωβ,m+1. We now note that for
















|∂(i1)Γ| · · · |∂(ij)Γ|
)
.
A quick look at the line above shows that every element produced in the multiplication
is of the form
|∂(i1)Γ| |∂(i2)Γ| · · · |∂(ij)Γ|,
with i1 + i2 + · · · + ij = K for some j, K satisfying 2 ≤ j ≤ m + 1 − α, 0 ≤ K ≤
m− α− 1. (In fact, these quite are loose bounds on our j,K but are tight enough for
the argument). Hence some of our terms in the inequality (4.19) can be absorbed into
the others, so that the inequality reads:
∣∣∂(m+1)T ∣∣ ≤ c(∣∣∇(m+1)T ∣∣+ m∑
β=0
ωβ,m+1




completing the inductive step for the m + 1 case. The statement of the claim then
follows by induction.
Now, by applying the fundamental theorem of calculus on the bounded interval
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[0, T ), we have




∣∣Γkij (0)∣∣+ ∫ t
0
∣∣∇(2p)A ∗ ∇A+∇(2p+1)A ∗ A∣∣ dξ
≤ c
(
Γkij (0) , C0, C1, C2p, C2p+1, T
)
≤ c (Γ (0) , α0 (2p+ 3) , ε0, cγ, T )
<∞,
where we have used the notation of Proposition 3.5.
Combining the result of Claim 4.8 with T = ∂tΓ and (4.18) we obtain:




















It is slightly nontrivial to check that this sum is in fact bounded (because the
summation on the right contains ωα,m factors, which depend on the norms of the
spatial derivatives of Γ). However, for the sum
∑m
α=0 ωα,m, the highest order spatial
derivative of Γ that is encountered is m − 1 (which occurs when α = 0, i = 1 in the
summation on the right hand side of (4.20)). So, because |Γ| is bounded, it then follows
by an inductive argument that
∥∥∂(m)Γ∥∥∞ ≤ c (Γ (0) , C0, C1, . . . , C2p+m+1, T )
≤ c (Γ (0) , α0 (2p+m+ 3) , ε0, cγ, T )
<∞. (4.21)
We just have one more claim to make and prove before we finalise our argument.
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Claim 4.9. For k, l,m ∈ N0 with k + l = m ≥ 0 we have
∥∥∂(k)∇(l)A∥∥∞ ,∥∥∂(m+1)f∥∥∞ ≤ c (Γ (0) , α0 (2p+m+ 2) , ε0, cγ, T ) . (4.22)
Proof. For the case m = 0 we have to show that
‖A‖∞ , ‖∂f‖∞ ≤ c (Γ (0) , α0 (2p+ 2) , ε0, cγ, T ) .
The first inequality follows directly from (4.17), in which we found that
‖A‖∞ ≤
√
C0 ≤ c (α0 (2) , ε0, cγ, T ) <∞.






which is obviously bounded. So, the case m = 0 is trivial. Consider the case m = 1. If
k = 0 and l = 1 we have the obvious bound
‖∇A‖∞ ≤
√
C1 ≤ c (α0 (3) , ε0, cγ, T ) .
Meanwhile, if k = 1 and l = 0 we have
‖∂A‖∞ ≤ c (‖∇A‖∞ + ‖Γ‖∞ ‖A‖∞)
≤ c
(√




≤ c (Γ (0) , α0 (2p+ 3) , ε0, cγ, T ) <∞,
where we have used (4.21).
To give an idea of where the dependence of
∥∥∂(m+1)f∥∥ on Ci comes from, let us look
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at ∂(2)f . By the Gauss equation (C.9) we have
∂(2)f = A ∗ ν + Γ ∗ ∂f.
This implies the estimate





2 c (Γ (0) , α0 (2p+ 3) , ε0, cγ, T )
)
≤ c (Γ (0) , α0 (2p+ 3) , ε0, cγ, T ) .
So the estimate in the hypothesis at least seems to be correct. Let us now prepare the
inductive step.
Assume the inequality (4.22) holds true for k+ l = 1, 2, . . . ,m, where m ∈ N0. That
is, assume
∥∥∂(k)∇(l)A∥∥∞ , ∥∥∂(u+1)f∥∥∞ ≤ c (Γ (0) , α0 (2p+ u+ 2) , ε0, cγ, T )
for k + l = u and u = 0, 1, 2, . . . ,m. Next, set k + l = m+ 1.
We will start by trying to show the second part of the claim, by looking at the ∂(i)f





∂(i1)Γ ∗ ∂(i2+1)f for m ∈ N.
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≤ c
(
c (Γ (0) , α0 (2p+m+ 2) , ε0, cγ, t)












≤ c (Γ (0) , α0 (2p+m+ 3) , ε0, cγ, T ) (1 + c (Γ (0) , α0 (2p+m+ 2) , ε0, cγ, T ))
≤ c (Γ (0) , α0 (2p+m+ 3) , ε0, cγ, T ) .
Here we have used the inductive hypothesis, along with the previously established
bounds for
∥∥∂(i1)Γ∥∥∞ from (4.21) to get to the last step. This gives us the second in-
equality from (4.22) for
∥∥∂(m+2)f∥∥∞ and hence completes half of the inductive step.Let


































∂(i−1) (∂ −∇)∇(k+l−i)A. (4.23)
We want to look at simplifying the term (∂ −∇)∇(k+l−i)A in the last line of equation
(4.23). To do so, we note that the covariant derivative is a tangential tensor, we will
analyse the behaviour of the operation (∂ −∇) on an arbitrary tangential tensor T .
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By the definition of the covariant derivative we have ∇T = ∂T + T ∗ Γ, meaning that
(∂ −∇)T = T ∗ Γ.





























Cm+1 + c (Γ (0) , α0 (2p+m+ 3) , ε0, cγ, T )
)
≤ c (Γ (0) , α0 (2p+m+ 3) , ε0, cγ, T ) .
Here we have utilised the inductive hypothesis, as well as (4.21). Thus we have proven
the first part of the inductive step. Hence the claim follows by induction on our
results.
The results of Claim 4.9 together with the Gauss-Weingarten equations from Claim
C.6 tell us that for a one parameter family of solutions to the geometric polyharmonic
heat flow, the estimates
∥∥∂(m+1)f∥∥∞ ≤ c (Γ (0) , α0 (2p+m+ 2) , ε0, cγ, T )
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and ∥∥∂(m)∂tf∥∥∞ ≤ c (Γ (0) , α0 (4p+m+ 2) , ε0, cγ, T )
hold for m ∈ N0.
Note that both of these constants depend upon the initial immersion implicitly
(because the α0 (i) terms depend explicitly on Σ0). Thus Σt converges to ΣT in the
C∞ topology, implying the uniqueness (up to reparametrisation) of ΣT . Moreover, by
Lemma 4.6 our time-dependent metrics at each time t are uniformly equivalent, and
the continuous convergence g (t)→ g (T ) guarantees the smoothness of the immersion
f (·, T ). Hence we can define a new immersion f̂ : Σ × [0, δ) → R3 given by f̂ (·, t) =
f (·, t+ T ). Since f(·, T ) is smooth, then by our results on short-time existence from
Chapter 2, we can guarantee that f̂ exists smoothly as a geometric polyharmonic heat
flow for some positive maximal time δ, meaning that (by the construction of f̂) we can
extend the original solution of the geometric polyharmonic heat flow to the interval
[0, T + δ) (which contains [0, T ) as a proper subset), contradicting the maximality of
T . Hence by contradiction we have established the step (4.13). This means we have
collectively proven steps (4.11), (4.12) and (4.13), which together gives us the Lifespan
Theorem.
Chapter 5
A pointwise estimate for the
trace-free curvature, and the Gap
Lemma
In this chapter we shall aim to prove that for a given immersion f : Σ2 → R3 that
is a weakly stationary solution to the geometric polyharmonic heat flow (GPHF) and
satisfies some smallness condition regarding the global umbilic energy W̃ (f) (defined
later in Definition 5.1) of our immersion, we may conclude that f either maps into an
embedded 2−sphere, or a 2−plane. We refer to this theorem (Theorem 5.4) as the
‘Gap Lemma’, the reason for which is contained below.
In the compact case, this is relatively straightforward (as we will later see in the
proof). In the non-compact case, we proceed by establishing a localised L∞ bound
on the trace-free curvature that depends solely on the localised norms of ∆pH and
the trace-free curvature in L2, Theorem 5.15. This can be viewed as the higher-order
analogue of ε−regularity (compare to, for example, [57, 75, 86, 104]).
Combining this new result with previous results (particularly those contained in
Chapters 4, 5 and 6) will almost put us in a position to perform the blowup argument
in Chapter 7 that will then yield convergence to spheres for our geometric polyharmonic
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heat flow.
Since second order flows such as the mean curvature flow (MCF) are often more
straightforward to deal with and admit a maximum principle, the methods that we
employ here are usually reserved for higher order flows. Energy-based gap lemmata
have been observed in the study of a few fourth-order flows, including by Wheeler with
his study of the surface diffusion flow [104] and Kuwert-Schätzle with their study of the
Willmore flow under initial energy constraints [57]. The author and his PhD. advisors
have previously obtained a similar result for the sixth order ‘geometric triharmonic
flow’ in [75]. The results in this section can be thought of as an extension to those
findings.
The results within this chapter are time-independent. That is to say, they apply
to any immersion satisfying the specified geometric properties (namely ∆pH (f) ≡ 0
and small total umbilic energy W̃ (f)), and hold free-standing of any geometric flow.
If desired, one can think of these time-independent results as being a time-slice (that
is, a single moment in time) of a one-parameter family of surfaces evolving via the
geometric polyharmonic heat flow (GPHF), although this is not strictly necessary. If
one is taking this route, it is best to think of the results pertaining to a time-slice at
the final time T of the flow. This will make sense in Chapters 7 and 8 when we use the
results of this chapter to analyse the long-term behaviour of our flow. We first state
the main theorem for this section, before providing some supporting lemmata which we
then use to prove the theorem. A lemma of note is our ε−regularity result, Theorem
5.15.
Let us first elaborate on the trace-free curvature Ao, which is a (0, 2)− tensor field
introduced in (1.9). As mentioned earlier, it is written explicitly as Ao = A− 1
2
gH, and
is trace-free. Note that (at a point p ∈ Σ) A can be diagonalised and we can choose
the vector fields ∂1f, ∂2f to be a orthonormal basis of TpΣ. In this frame, A, g and H
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can be written at p as
A = κ1 dx
1 ⊗ dx1 + κ2 dx2 ⊗ dx2, g = I2, and H = κ1 + κ2.
Here κ1 and κ2 are the principal curvatures of Σ at p, and are also the eigenvalues of
the Weingarten map. Additionally, the scalar curvature K can be written at p as
K = κ1κ2.





 κ1 − κ2 0
0 κ2 − κ1
 ,
which implies that at p we have |Ao|2 = 1
2
(κ1 − κ2)2 and demonstrates that the quantity
|Ao|2 is a measure of local sphericity.
Definition 5.1 (Umbilic Energy). Let f : Σ2 → R3 be an immersion. Then we define








(κ1 − κ2)2 dµ. (U1)








(κ1 − κ2)2 dµ. (U2)
Remark 5.2. If f : Σ2 → R3 is a closed (compact without boundary) embedding with
W̃ (f) = 0 then Σ is a round sphere (this follows directly from a theorem of Willmore
[109]). If we drop the ‘closed’ requirement then Σ may also have planar components.
The umbilic energy W̃ (f) is closely related to the Willmore energy (see, for exam-
ple, [57, 58]):
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Indeed, for a closed immersion f : Σ2 → R3, the Gauss-Bonnet theorem allows us to
relate the two energies via the following formula:
W̃ (f) = 2W (f)− 2
∫
Σ
K dµ = 2W (f)− 4πχΣ.
Here χΣ is the Euler characteristic associated to Σ. The energy is scale invariant.
Theorem 5.16 of Li-Yau [65] guarantees that an immersion f : Σ2 → R3 is an embedding
if
W̃ (f) < 8π.
However, for the purposes of this thesis, in the case where Σ is non-compact, the bound
8π is quite loose. For many of the results in Chapters 5, and 6 we will require that the
condition
W̃[γ>0] (f) ≤ ε0 < 8π (5.1)
holds on our immersion for some sufficiently small ε0 > 0. Here γ is a cutoff function
satisfying the properties described in Section 1.2, and so in particular supp (γ) ⊆ Σ.
The local smallness condition (5.1) can essentially be globalised by choosing a nice
cutoff function and taking limits, (see, for example, the proof of Theorem 5.4). The
ε0 in (5.1) will have to be small enough such that it allows for positive quantities to
be absorbed into the left hand side of integral energy calculations. The critical value
for ε0 in the non-compact case is not calculated in this thesis, but the author wants to
make it clear that it is in fact calculable.
Next we give a concrete example that demonstrates how the total trace-free curva-
ture measures sphericity.
Example 5.3 (Umbilic energy for a family of ellipsoids). We begin with the standard
parameterisation of the ellipsoid f : Σ2 → R3 given by:
f (u, v) = (R cosu cos v,R cosu sin v, r sinu)T , (u, v) ∈ (−π/2, π/2)× [−π, π] .
Here the superscript ‘T ’ refers to the matrix transpose rather than the tangential com-
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du2 +R2 cos2 u dv2,
A lengthy calculation then gives
H =
r (2R2 + (r2 −R2) cos2 u)




Therefore by the Gauss-Bonnet theorem,





















where r̃ := (r/R)2.
From figures 5.1 and 5.2, one can clearly see that as r̃ ↗ 1 (that is, as Σ becomes
more spherical), the total trace-free curvature goes to zero monotonically. Because
W̃ (f) is a scale invariant energy (see Claim 4.5), we may assume without loss of
generality that R = 1 (forcing 0 < r ≤ 1). The above calculation reduces to

















Figure 5.1: Here we see three examples of ellip-
soids as described in Example 5.3. Each is progres-
sively more spherical. From left to right we have
r̃ = 0.3182, 0.5455, 1, respectively.
Figure 5.2: This graph displays the total umbilic en-
ergy for a one-parameter family of ellipsoids as de-
scribed in Example 5.3. The energy tends to zero
monotonically as the ellipsoids become more spheri-
cal (as r̃ ↗ 1). The three examples from figure 5.1
are marked.
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Now that we have successfully established an absolute lower bound on the lifespan
of a geometric polyharmonic heat flow with initially smooth datum, our next major
result will be a gap lemma (Theorem 5.4) which is proved at the end of this chapter.
This will eventually be combined with the Lifespan Theorem and some additional
minor results when we perform a blowup analysis to prove long time existence of the
geometric polyharmonic heat flow.
Theorem 5.4 (Gap Lemma for Geometric Polyharmonic Immersions). Suppose f :
Σ2 → R3 is a locally C2(p+1) immersion with ∆pH = 0 (in which case we will define
f (Σ) as a p−polyharmonic immersion) and that f is proper. Suppose first that f (Σ)




|Ao|2 dµ < 8π,
we have
f (Σ) = S2,
where S2 denotes an embedded 2−sphere in R3.




|Ao|2 dµ < ε0 (5.2)
then
f (Σ) = P2,
where P2 denotes an embedded 2−plane in R3.
Remark 5.5. In the compact case, the value ε0 = 8π is a critical value. This is
because by Theorem 5.16 and the Gauss-Bonnet Theorem, a surface with ‖Ao‖22 > 8π
need not be embedded, and there are many examples of closed constant mean curvature
surfaces (which in particular satisfy ∆pH ≡ 0), such as the Wente torus [102] if we
allow non-embedded immersions.
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Remark 5.6. The critical value of ε0 does not depend on p. In the compact case this







Hence any (p+ 1)−polyharmonic immersion is also a p−polyharmonic immersion (the
other direction is trivially true). Therefore all polyharmonic immersions are equivalent
in the sense that
∆pH ≡ 0⇐⇒ ∆qH ≡ 0 (p, q ∈ N),
and the result holds for the same critical value of ε0.
The non-compact case is non-trivial but nevertheless the result is true. Note in
particular, from Proposition A.13 we have that for any p ∈ N
∫
Σ
















By considering a particular cutoff function γ = γ̃ ◦ f like in the proof of Theorem 4.1
and taking ρ↗∞ then shows that the implication
∆pH ≡ 0 =⇒ ∆H ≡ 0
holds if ε0 > 0 is small enough. However, since the proof of Proposition A.13 relies
upon the the estimates contained within this chapter, it will not be enough to simply
state (5.3) as a proof of the gap lemma.
Remark 5.7. Often when dealing with gap lemmata, an additional growth hypothesis
is assumed at infinity. For example, both the works of Kuwert and Schätzle [57], and
Wheeler [104] (both of which involve fourth-order parabolic evolution equations) also







|A|2 dµ = 0.
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That is, in order to prove their Gap Lemma the authors have required that they rule
out the possibility of many small loops contracting faster than radius ρ to the fourth
power at infinity (remembering that circles of radius ρ have curvature ρ−1). The fact
that one should require such a ‘fourth power’ requirement is no coincidence: it is a
result of the fourth-order nature of the flows being studied. Indeed, when first trying








|A|2 dµ = 0.
Fortunately, we have managed (by taking advantage of the interplay between some very
nice negative terms which crop up when utilising integration by parts and Lemma 5.8,
along with the small energy assumption (5.2)) to avoid requiring this extra assumption.
Some other examples of gap lemmata not requiring this extra growth assumption in-
clude that of McCoy-Wheeler in their study of Helfrich surfaces [72], the second author’s
investigation into the phenomena for a class of fourth-order operators on a surface with
boundary [106], and that of Bernard-Riviere in the case of Willmore Spheres [15].
Note that as mentioned earlier in Remark 5.2, the prescribed regularity of f (we
are assuming that f ∈ C2(p+1)) helps to rule out the possibility of geometric ‘anomaly’,
such as a plane with a spherical cap affixed to it (see figure 5.3). This surface is umbilic
almost everywhere in the sense that
∫
Σ
(κ1 − κ2)2 dµ = 0
where κ1, κ2 are the principal curvatures of f . It also satisfies ∆
pH = 0 almost every-
where. It is definitely not C2(p+1), however.
Recall that the umbilic energy given on the left hand side of (5.2) gives a measure of
the ‘average’ distance of our immersion from a round sphere in L2. The theorem then
says that, given a geometric polyharmonic immersion f (Σ) with small umbilic energy,
f (Σ) can only exist in one form (either an embedded 2-sphere or plane). The name
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Figure 5.3: Here we see a plane with a spherical cap affixed to it. The surface is umbilic, meaning that
∫
Σ |A
o|2 dµ = 0.
However it is not even C1 at the ‘join line’ (which is emboldened), and thus does not satisfy the hypothesis of Theorem
5.4.
‘gap lemma’ is akin to the energy (or band) gap which arises when studying solid state
physics (see [54], for example), and says for any given solid, there is an energy range
in which no electron states can exist. In our analogy, the integral
∫
Σ
|Ao|2 dµ takes the
place of the ‘energy’ of our immersion, and thus the theorem tells us that there is only
one ‘state’ of existence that a geometric polyharmonic immersion with small energy
can take.
We proceed by using some interesting geometric inequalities, along with a mul-
tiplicative Sobolev-type inequality, to establish a pointwise bound for the trace-free
curvature Ao that only depends on local L2 estimates of terms of the form ∆mH,Ao,
as well as ||∇γ||∞. This culminates in Theorem 5.15.
This is not only interesting in its own right, but will be used at the very end of the
chapter to prove Theorem 5.4.
Lemma 5.8. The following identities hold for any surface immersed in R3:















H2Ao − |Ao|2Ao. (5.5)
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Here So (T ) represents the symmetric trace-free part of a bilinear form T :
So (T ) = T − 1
2
g traceg (T ) .
Proof. The first statement is a result of the interchange of covariant derivatives. We
first note that by (C.8), a 2-dimensional Riemannian manifold (surface) satisfies the
identity
Rijkl = K (gikgjl − gilgjk) =
1
2
R (gikgjl − gilgjk) , (5.6)
where R = 2K = 1
2
H2 − |Ao|2 is the scalar curvature. Tracing this equation over the





(which is equivalent to saying every surface is an Einstein manifold). We will use these





















To prove (5.5) we utilise interchange of covariant derivatives and the Codazzi equa-































gij∆H from both sides then gives (5.5).
We proceed with a sequence of energy-based integral inequalities, all of which take
place under the assumption of small umbilic energy (5.2). Similar inequalities can be
found in [72, 73], as well as [75].
Lemma 5.9. There exists an ε0 such that the following holds. If f : Σ
2 → R3 is an
immersion satisfying ∫
[γ>0]
|Ao|2 dµ ≤ ε0 (5.8)
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|∇Ao| |Ao| γ dµ.
















∣∣∇(2)H∣∣2 γ4 dµ) 12 + ∫
Σ















































for any η > 0. Therefore if ε0 > 0 is sufficiently small, and by choosing η > 0 small




























|∆ϕ|2 γ4 dµ+ c c2γ
∫
Σ






|∇ϕ|2 γ2 dµ. (5.11)
The proof of (5.11) is proved at the very beginning of Appendix A. Using (5.11) with
ϕ = H and using the identity (1.18) proves (5.10).
Corollary 5.10. There exists an ε0 such that the following holds. If f : Σ
2 → R3 is








































































































for any η > 0. Therefore if ε0 and η > 0 are small enough, absorbing and multiplying
through gives the result.
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Lemma 5.11. There exists an ε0 such that the following holds. If f : Σ
2 → R3 is an
















∣∣∇(2)Ao∣∣2 γ4 dµ+ c c4γ ∫
[γ>0]
|Ao|2dµ.































∇Ao ∗ ∇Ao ∗ Ao ∗ Ao γ4 dµ+
∫
Σ

























|∇Ao| |Ao|3 γ3 dµ. (5.13)






γ4 dµ ≤ η
∫
Σ







|∇Ao| |∇H| |Ao| |H| γ4 dµ ≤ c
(∫
Σ









|∇Ao| |Ao|H2γ3 dµ ≤ η
∫
Σ








|∇Ao| |Ao|2 γ3 dµ ≤ c
(∫
Σ






























|∇Ao|2 |Ao|2 γ4 dµ









Next, using Theorem A.2 twice: once with u1 = |∇Ao| |Ao| γ2 and once more with
u2 = |Ao|2 γ, gives
∫
Σ




∣∣∇(2)Ao∣∣ |Ao| γ2 dµ+ ∫
Σ
|∇Ao|2 γ2 dµ+ cγ
∫
Σ
























































Substituting the previous two inequalities into (5.14) and using the inequalities from






























Note that since all constants c are universal, for any η < 1
2
we may pick an ε0 > 0 such
that




making the coefficient of the integral on the left hand side of (5.15) positive. The result
therefore follows.
Lemma 5.12. Let f : Σ→ R3 be an immersion. Then the following identity holds:
∆∇iAojk = ∇i∆Aojk +
5
2
R∇iAojk +R (gjk∇iH − gik∇jH − gij∇kH) +∇R ∗Ao, (5.16)
where R = 2K is the scalar curvature. Furthermore, there exists an ε0 such that the













|∆Ao|2 γ4 dµ+ c
∫
Σ










= ∇t∇itAojk +Rλtij∇tAoλk +Rλtik∇tAojλ +∇Rm ∗ Ao
= gst
(
∇istAojk +Rλsit∇λAojk +Rλsij∇tAoλk +Rλsik∇tAojλ
)
+Rλtij∇tAoλk +Rλtik∇tAojλ +∇R ∗ Ao






























































Here we have used the identity ∇iAoij = 12∇jH in the last step. Next, using the fact
that the tensor ∇A is completely symmetric, we have
∇jAoik = ∇iAjk −
1
2
gik∇jH = ∇iAojk +
1
2
(gjk∇iH − gik∇jH) .
Similarly,
∇kAoij = ∇iAojk +
1
2
(gjk∇iH − gij∇kH) .
Substituting the previous two identities into (5.20), combining with (5.19) and then
substituting back into (5.18) then proves (5.16).






















R (gjk∇iH − gik∇jH − gij∇kH)∇i (Ao)jk γ4 dµ+
∫
Σ




∇(2)Ao ∗ ∇Ao ∗ ∇γ γ3 dµ















∇(2)A ∗ ∇Ao ∗ ∇γ γ3 dµ+
∫
Σ
∇Ao ∗ ∇R ∗ Aoγ4 dµ, (5.21)
where we have again used the identity ∇iAoij = 12∇jH in the last step, and also the
fact that Ao is traceless implies






Next, note that the identity
R = H2 − |A|2 = 1
2
H2 − |Ao|2 = 2K
implies
∇R = H∇H + Ao ∗ ∇Ao,
The identity (5.21) can be estimated in the following way. First note that
∫
Σ























∇Ao ∗ ∇R ∗ Aoγ4 dµ+
∫
Σ
















|∇Ao| |Ao| (|∇H| |H|+ |∇Ao| |Ao|) γ4 dµ+ c cγ
∫
Σ






















∣∣∇(2)Ao∣∣2 γ4 dµ+ c η−1 c2γ ∫
Σ
|∇Ao|2 γ2 dµ, (5.22)



















∣∣∇(2)Ao∣∣ |∇Ao| γ3 dµ ≤ η ∫
Σ





































Using Lemma 5.9 and Corollary 5.10 to estimate the three extraneous terms on the
right hand side completes the proof.
Corollary 5.13. There exists an ε0 such that the following holds. If f : Σ → R3
satisfies (5.8) then there exists a universal constant c > 0 such that
∫
Σ













Proof. Combining the results of Lemma 5.12 and Lemma 5.11 gives
∫
Σ









|∆Ao|2 γ4 dµ+ c
∫
Σ










∣∣∇(2)Ao∣∣2 γ4 dµ+ c∫
Σ




Therefore if ε0 > 0 is small enough then we can absorb the first term on the right into
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the left hand side of the inequality, which proves the result.
Lemma 5.14. There exists an ε0 such that the following holds. If f : Σ
2 → R3 satisfies






H4 |Ao|2 γ4 dµ ≤ c
∫
Σ
























H2∇Ao ∗ Ao ∗ ∇γ γ3 dµ,











H4 |Ao|2 γ4 dµ
∫
Σ















H4 |Ao|2 γ4 dµ+ c η−1
∫
Σ










































Similarly, by Corollary 5.9 we have
∫
Σ
∣∣∇(2)H∣∣2 γ4 dµ ≤ c(∫
Σ


























































To deal with the last term on the right hand side of (5.24) we use Theorem A.2 with







|∇Ao| |Ao| |H| γ2 dµ+
∫
Σ




































H4 |Ao|2 γ4 dµ
)




















































Here we have used Corollaries 5.10 and 5.13 in the penultimate step, and the Cauchy-
Schwarz inequality in the last step. Substituting (5.25) into (5.24) then gives
(








− η − c ‖Ao‖22,[γ>0]
)∫
Σ











Therefore since all constants c are universal, for any η > 0 we may pick an ε0 > 0 small
enough such that both coefficients on the the left hand side of (5.25) are positive. The
results then follows.
The second result in the following theorem can be viewed as a higher-order analogue
of ε−regularity, and should be compared to the work of Wheeler [104] and Kuwert-
Schätzle [57] in their analysis of the Surface diffusion flow and Willmore flow respec-
tively.
Theorem 5.15 (Local ε−regularity). There exists an ε0 = ε0 such that the following
holds. If f : Σ2 → R3 is an immersion satisfying
∫
f−1(B2ρ(x))
|Ao|2 dµ ≤ ε0, (5.26)
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then for any l ∈ N, l ≥ 2, there exists a universal constant c > 0 such that











In particular, if the immersion satisfies ∆pH (f) ≡ 0 then there is a universal constant
c > 0 such that




In the statement of Theorem 5.15 we have used the notation of Proposition A.13 in
which (with abuse of notation) we have ∆
1
2 = ∇ and ∆ acts from right to left so that
∆
2m+1
2 = ∇∆m for m ∈ N0.
Proof. Firstly using the multiplicative Sobolev inequality of Theorem A.6 with ϕ =































































Here we have used Corollary 5.13 and Corollary 5.10 in the last step.
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We estimate the second term in (5.28) in a similar way. Using Theorem A.2 with










































































Here we have used Corollary 5.10 in the penultimate step, and Young’s inequality with
conjugate exponents p = 3, p∗ = 3/2 in the final step.
To estimate the last term on the right hand side of (5.28) we use Theorem A.2 with























































































Here to get to the last step we have again used Young’s inequality twice with conjugate

































































Raising both sides to the power l/3 gives











To prove the statement of the theorem, we must choose a suitable cutoff function. Fix
a x ∈ R3 and choose γ = γ̃ ◦ f where γ̃ satisfies
χBρ(x) ≤ γ̃ ≤ χB2ρ(x).
Here χΩ stands for the characteristic function over the set Ω ⊂ R3.
With this choice of cutoff function it follows that f−1 (Bρ (x)) ⊂ [γ = 1] and
[γ > 0] ⊂ f−1 (B2ρ (x)). Moreover, cγ ≤ c ρ−1 for some universal constant c > 0.
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Since the inequality (5.33) holds under the assumption that ‖Ao‖22,[γ>0] ≤ ε0 it follows
that it holds under the assumption (5.26). This proves (5.27). The inequality (5.27)
follows immediately under the assumption that ∆pH (f) ≡ 0.
Before proving the main theorem for this section, Theorem 5.4, we present a result
of Li-Yau [65] which will assist us in the compact case to establish f as an embedding.
Later on in Chapter 6 it will also allow us to establish f (Σ, t) , t ∈ [0, T ) as a one-
parameter of embeddings.






H2 dµ < 8π
then f must be an embedding.
We are now in a position to prove the main theorem for this section, Theorem 5.4.
In the non-compact case we will see that we utilise the ε−regularity result from the
previous theorem.
Proof of Theorem 5.4. Assume that ∆pH ≡ 0. We prove the compact and non-
compact cases separately, since the compact case is comparatively simple.
For the compact case, we first assume that p ≥ 2. In this case, integrating by parts
twice and using the assumption ∆pH ≡ 0 immediately gives
∫
Σ
∣∣∆p−1H∣∣2 dµ = ∫
Σ
∆p−2H ∆pH dµ = 0,
Which implies that ∆p−1H ≡ 0. Continuing in this fashion p− 2 more times leads to
the equation ∆H ≡ 0. Therefore ∆pH ≡ 0 =⇒ ∆H ≡ 0. One more application of
1The 1/4 here comes from the fact that some authors (such as Li and Yau) prefer to use H =
1
n (κ1 + · · ·+ κn) as the definition of the mean curvature.
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integration by parts gives
∫
Σ
|∇H|2 dµ = −
∫
Σ
H ∆H dµ = 0,
which implies that H is constant. Note that if p = 1 we could have simply applied
that last step immediately. Therefore f is a closed constant mean curvature (CMC)
surface. Furthermore, by the Gauss Bonnet theorem, it follows that if
∫
Σ














K dµ < 4π + 4π (1− g) ≤ 8π,
Where g ≥ 0 is the genus of f (Σ). Therefore by Theorem 5.16, f is an embedding.
Since by a classical theorem of Alexandrov [2] the only closed embedded CMC surfaces
are spheres, the result then follows.






Taking ρ↗∞ then implies that





which proves that f is umbilic. A classical result from Codazzi (see Theorem A.1) then
implies f(Σ) is a plane. This completes the proof.
Remark 5.17. We note that the method given here to prove Theorem 5.4 in the non-
compact case is not the only one. Indeed, assume ∆pH ≡ 0. Then by combining
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Corollary 5.10 and the interpolation inequalities of Proposition A.13, we have
∫
f−1(Bρ(0))




Therefore taking ρ↗∞ yields
|∇Ao|2 + |Ao|2H2 ≡ 0,
from which we ascertain, using Kato’s inequality |∇ |Ao|| ≤ |∇Ao|, that |Ao| is constant.
Writing |Ao| ≡ c0, we claim that c0 must be equal to zero. For if not, then we would
have ∫
Σ
|Ao|2 dµ = c20 |Σ| =∞,
(since f is non-compact) which contradicts the small-energy assumption (5.2). There-
fore |Ao|2 ≡ 0 and again using the classical result from Codazzi (Theorem A.1) implies
that f(Σ) must be a plane.
The author has chosen to use the alternative method to prove Theorem 5.4 because




In this chapter we aim to show that an immersion evolving under the geometric poly-
harmonic heat flow (GPHF), if initially sufficiently ‘close’ to a sphere in an averaged
L2 sense, will continue to become ‘more spherical’. The proof rests upon us being able
to measure the averaged distance from our immersion by integrating the trace-free cur-
vature over the surface to give the so-called ‘umbilic energy’ of the immersion f (see
(U1) from Chapter 5). We then study the evolution in time of this integral and show
that, if initially small, this energy will decrease monotonically for the duration of the
flow (this energy is said to be a Lyapunov functional). We will then apply the Li-Yau
inequality from Theorem 5.16 to conclude that under the assumption of small initial
umbilic energy, our family of immersions is in fact an embedding for the duration of
the flow. Before stating the theorem we will need some supporting lemmata, all of
which rest upon this small-umbilic-energy condition.
Theorem 6.1 (Preserved sphericity). There exists an ε0 depending only on p such that
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2 H|2 dµ. (6.2)






Moreover, ‖Ao‖22 decays exponentially in time: there exists a δ > 0 such that for
t ∈ [0, T ) the following estimate holds:
∫
Σ
|Ao|2 dµ ≤ ε0 exp (−δt). (6.3)
Proof. First, note that by continuity and (6.1) there exists a δ > 0 such that for























where we have used the identity |Ao|2 = |A|2 − 1
2
H2. Integrating by parts p+ 1 times































∣∣∣∆ p−12 (H |Ao|2)∣∣∣2 dµ) 12 . (6.4)
We have used Hölder’s inequality in the last step. The next step is to establish an
inequality of the form
∫
Σ






for some α > 0 so that we can use (6.1) to prove the desired monotonicity result. Next









2 |Ao|2 H +
∣∣P p−13 (Ao)∣∣ ,
and therefore by the multiplicative Sobolev inequality of Theorem A.6 one has
∫
Σ
∣∣∣∆ p−12 (H |Ao|2)∣∣∣2 dµ ≤ c ∫
Σ
∣∣∣∆ p−12 |Ao|2∣∣∣2H2 dµ+ ∫
Σ




∣∣∣∆ p−12 |Ao|2∣∣∣2H2 dµ+ c ‖Ao‖4∞ ∫
Σ
∣∣∇(p−1)Ao∣∣2 dµ.(6.5)
Our next job will be to estimate the first term on the right hand side of (6.5). We treat
the cases p is even and p is odd separately.
If p is even with p = 2 (k + 1) , k ≥ 0, then using (5.11) with ϕ = ∆k |Ao|2, followed
by the multiplicative Sobolev inequality of Theorem A.6 gives
∫
Σ










































Using the interpolation inequalities from Proposition A.13 and Lemma A.10 as well as
Young’s inequality with conjugate exponents α = p/ (p− 1) , α∗ = p, the last term on
























































We leave this inequality for the time being.
In the case p is odd with p = 2k + 1, k ≥ 0, we use another identity similar to























The proof of (6.8) is included at the beginning of Appendix A.
Applying (6.8) with ϕ = ∆k−1 |Ao|2 and the multiplicative Sobolev inequality of
Theorem A.6 then gives
∫
Σ






































































Estimating the last two terms in a similar fashion to (6.6), we once again arrive at
∫
Σ













Comparing with (6.7), we find that this form of inequality holds regardless of whether
p is even or odd.
To prove the monotonicity result (6.2) it will therefore be enough to establish an
inequality of the form
∫
Σ







for some α ≥ 0.
To establish this we first claim that there exists a constant c = c(p) > 0 such that
∫
Σ








This can be shown as follows. Firstly, by multiple applications of the interchange of



















Using integration by parts, identity (6.10) with T = Ao, k = p − 1, as well as the
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We need to estimate the extraneous terms on the right hand side of (6.11). For the first
summation we use the identity R = 1
2
















































































∣∣∣P 2(p−1)4 (Ao)∣∣∣ dµ,
where the constants on the right hand side depend only on p. Here we have used the
Cauchy-Schwarz inequality in the last step along with the fact that
∫
Σ
∣∣∇(p−1−i)Ao∣∣2 ∣∣∇(i)Ao∣∣2 dµ ≤ ∫
Σ
∣∣∣P 2(p−1)4 (Ao)∣∣∣ dµ.
We have also used (1.18) to get to the third step. The other two summations in the
right hand side of (6.11) are estimated in the same way. Therefore
∫
Σ









∣∣∣P 2(p−1)4 (Ao)∣∣∣ dµ.
(6.12)
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The last term can be estimated by using the multiplicative Sobolev inequality of The-
orem A.6, the interpolation inequalities of Proposition A.13 and Lemma A.10, as well
as our L∞ estimate for the trace-free curvature from Theorem 5.15:
∫
Σ













































∣∣∇(p)Ao∣∣2 dµ) . (6.13)
Here in the last step we have used Young’s inequality with conjugate exponents α =
p/ (p− 1), α∗ = p. For the penultimate term in (6.12), we combine Corollary A.16,
Lemma A.17 and Lemma A.18 with m = p to give
∫
Σ




































Therefore if ε0 > 0 is small enough we obtain
∫
Σ
















where we have used Proposition A.13 in the last step. Note that this last inequality
155
and Lemma A.10 together imply that
∫
Σ















Substituting this into (6.9), and then back into (6.5) and using the interpolation in-
equalities of Proposition A.13 gives
∫
Σ


















































































where c = c(p). Here we have used the L∞ estimate for the trace-free curvature from
















2 H|2 dµ ≤ 0
for some constant c > 0 depending only on p. Therefore if we choose ε0 small enough
such that c (2ε0)
2/3 ≤ 1, then for times τ ∈ Iδ the inequality (6.3) holds. Since at
time τ the total umbilic energy has decreased from its initial value, we may repeat this
process on the time interval I2δ := [δ, 2δ), and so forth, until we reach time T . This
proves (6.2).
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To prove (6.3) we first use Hölder’s inequality, noting that by Lemma 1.2 the en-
closed area |Σt| is decreasing along the flow. This gives
‖Ao‖22 ≤ |Σt|
1
2 ‖Ao‖24 ≤ |Σ0|
1
2 ‖Ao‖24 . (6.15)
Next Theorem A.2 with u = |Ao|2, along with the inequality of Corollary 5.10 and the
interpolation inequality from Proposition A.13 to estimate the last term on the right
hand side of (6.15) gives
∫
Σ





































Combining this with (6.15) gives

































Hence ‖Ao‖22 satisfies (6.2) with δ =
c̃
|Σ0|p+1
. This finishes the proof.
Chapter 7
Construction of the blowup and
long time existence
In Chapter 5 we established a family of gap lemmata for stationary solutions to the ge-
ometric polyharmonic heat flows (GPHF). The results therein were time-independent.
In this chapter we return to looking at one-parameter families of solutions to the flow.
This chapter culminates with Proposition 7.8, in which prove long time existence of the
flow (that is, T =∞), under the assumption of small initial trace-free curvature (6.1).
To do this, we prove a barrage of lemmata and theorems which allow us to control the
geometry of any blowup along the flow. By the lifespan theorem (Theorem 4.1) we
already know that the only way a geometric polyharmonic heat flow can cease to exist
is if its curvature concentrates. We will show (in the proof of Proposition 7.8) that
assuming assuming a finite time singularity along with small initial concentration of
trace-free curvature (which takes the form of (6.1)) leads to a contradiction, and so is
impossible.
We start off by stating and proving Theorem 7.1. Here we assume a bound on the
concentration of curvature in the ball f−1 (B2ρ (0)) over some time interval. We use
this assumption to establish a uniform bound on the L∞-norm of any derivative of
curvature on the smaller ball f−1 (Bρ (0)).
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|A|2 dµ ≤ ε0 for T ∗ ≤ c ρ2(p+1). (7.1)
Then for any m ∈ N0 we have at time t ∈ [0, T ∗] the estimates
∥∥∇(m)A∥∥22,f−1(Bρ(x)) ≤ cm ε0 t−m/(p+1) (7.2)
and ∥∥∇(m)A∥∥2∞,f−1(Bρ(x)) ≤ ck ε0 t−(m+1)/(p+1), (7.3)
where cm = cm
(
m, ρ, T ∗,
∥∥∇(m)A∥∥2,f−1(Bρ(x0)) ∣∣t=0).
Proof. The proof is similar to that of Theorem 3.5 from [57]. We let x ∈ R3 be chosen
to satisfy the assumption (7.1). We then choose our cutoff function γ = γ̃ ◦f such that
γ̃ satisfies
χBρ(x) ≤ γ̃ ≤ χB2ρ(x).
With this choice, ‖∇γ‖∞ ≤ cγ ≤ c ρ−1 for some absolute constant c > 0.
We now define a family of cutoff functions in time βj by
βj(t) =






t− (j − 1)T ∗
m
)
, (j − 1)T ∗
m
< t < j T
∗
m
1, t ≥ j T ∗
m
where j ∈ {0, 1, . . . ,m} and m ∈ N∪{0}. Note that β0 ≡ 1 on [0, T ∗], βm(T ∗) = 1 and




Set Ωj(t) := βj||∇(j)A||22,γ2j . We claim that for 0 ≤ j ≤ m, t ∈ (0, T ∗],




The proof is by induction. Inequality (7.5) is trivially true for j = 0 by the assumption
(7.1). Assume that it is true for j = k. Then, by the estimate of Proposition 3.3, as
well as (7.4), we have
Ω′k+1(t) = β
′




























































p+1 Ωk(t) + c(m)η βk(t) ||∇(k+p+2)A||22,γ2(k+p+2)
+ c βk+1(t)ε0ρ
−2(k+p+2). (7.7)
for any η > 0. Using the identities βk ≤ βk+1 and βk+1 ≤ 1, and choosing η > 0 small
enough such that c(m)η ≤ 1, we can absorb the second term on the right hand side of
(7.7) into the left hand side, yielding
Ω′k+1(t) ≤ c(m)(T ∗)
− p+2










≤ c(m) ε0 (T ∗)−
k+p+2
p+1 .
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Here we have used the inductive assumption as well as the assumption T ∗ ≤ c ρ−2(p+1).
Therefore using the fundamental theorem of calculus and the fact that βk+1(0) = 0, we
have










≤ c(m) ε0 (T ∗)−
k+1
p+1 ,




2,γ2m ≤ c(m) ε0(T ∗)
− m
p+1 .
Renaming T ∗ to t proves (7.2).
To prove (7.3), we use (7.2) as well as the localised L∞ estimate from Proposition
3.4, which implies









≤ c εm+20 t
− (m+1)(m+2)
p+1 .
Taking the (m+ 2)−th root of both sides then finishes the proof.
In order to properly understand what is happening to our family of immersions
f (Σ, t) in the limit t ↗ T , we will need to perform a blow-up analysis. This is a
mathematical technique which involves dilating the flow in both the time and spatial
directions, in order to ‘zoom in’ around the source of the blow-up. Recall that from
(4.4) that if we define ρ by
ρ (t) = sup
{










then ρ (t) ≤ 2(p+1)
√
c (T − t) (where c is the constant from Theorem 4.1), so that if
our geometric polyharmonic heat flow encounters a finite time singularity (that is, if
T <∞) we necessarily have ρ↘ 0 as t↗ T .
To study such a flow near the singularity, we have to rescale it to keep the curvatures
bounded. We consider the same rescaling f̃ as in Chapter 4:
f̃ (x, t) = ρ−1f(x, ρ2(p+1)t).
The ‘ρ−1’ part acts to zoom in around the singularity, and in the events of a finite time
singularity ‘scales up’ the spatial component of the flow around the curvature singular-
ity (because ρ → 0 in that case). The ‘ρ2(p+1)’ part needs to be incorporated in order
to ensure that f̃ flows by the geometric polyharmonic flow equation (GPHF) (see the
calculations contained within Claim 4.5), but it also ‘scales down’ the time component
(as ρ gets small). This time rescaling is necessary because the spatial rescaling implies
that our flow f̃ takes less time than f to cover large distances. In essence our rescaling
acts to ‘zoom-in’ around the spatial component of the curvature singularity, whilst
stretching out the time component. By choosing a suitable series of radii {rj} ↘ 0
and corresponding times {tj} we are able to acquire greater understanding of the geo-
metric properties of the singularity without having to worry about the maximal radius
ρ shrinking to a point. This is, in essence, what the study of geometric blowups is all
about.
We proceed by presenting a compactness theorem of Kuwert-Schätzle. As noted by
the pair, the theorem is a localised version of the earlier result of Langer (see the main
theorem in [61]). It will help us later when constructing our blowup.
Theorem 7.2 (Kuwert-Schätzle [57], Theorem 4.2). Let fj : Σj → Rm, m ≥ 3 be
a sequence of proper immersions, where each Σj is a surface without boundary. For
R > 0 define
Σj (R) := {p ∈ Σj : |fj (p)| < R} = Σj ∩ f−1j (BR) .
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Assume the bounds 
µj (Σj (R)) ≤ c (R) for any R > 0, and∥∥∇(k)A∥∥∞ ≤ c (k) for any k ∈ N0 (7.8)
hold. Then there is a proper immersion f̃ : Σ̃ → Rm (where Σ̃ is also a 2−manifold
without boundary) such that after passing to a subsequence one has
fj ◦ φj = f̃ + uj on Σ̃ (j) := Σ̃ ∩ f̃−1 (Bj) , (7.9)
satisfying the following properties:

φj : Σ̃ (j)→ Uj ⊂ Σj is a diffeomorphism,
Σj (R) ⊂ Uj if j ≥ j (R) ,
uj ∈ C∞(Σ̃ (j) ,R3) is normal along f̃(Σ̃), and
||∇̃(k)uj||∞,Σj → 0 as j →∞ for any k ∈ N0.
The theorem basically says that on any ball BR, for sufficiently large j our sequence
of immersions can be written as a normal graph f̃ +uj over the limit immersion f̃ with
small norm (after reparameterisation by our functions φj).
Now let f : Σ2 × [0, T ) → R3 satisfy (GPHF), as usual, Σ2 is a surface without
boundary. We set








Now we pick an arbitrarily decreasing sequence {rj} ↘ 0 of radii and assume that our
curvature concentrates in finite time such that for each j,




, where ε0, c
∗ are the same constants from the Lifespan Theorem. Note
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that by construction, {tj} must be a monotonically increasing sequence. By the defi-






≤ ε1 for any x ∈ R3.







To see this, we can take a sequence {v} ↗ ∞, v > 1 and consider the times τj = tj+v−1
and radii λj = rj + v
−2. We have
τj ↘ tj and λj ↗ rj as j →∞.
Then by continuity, the definition of tj, and the fact that τj > tj, for each v we can







so that taking v →∞ yields (7.10).























Here rj, xj, tj are as previously defined.
From the definition of κ, we define κj to be κ with respect to the immersion fj.
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That is to say,








Then it is easy to calculate that for a fixed x ∈ R3:
y ∈ f−1j (B1 (0))
∣∣∣
t=0













Similarly, we find that for a fixed x ∈ R3:
y ∈ f−1j (B1 (x))
∣∣∣
t=τ








Then, using the definition of tj, we find that for τ ≤ 0:


















Recall that the Lifespan Theorem tells us for our unscaled flow f , the flow will cease to
exists at time T when the curvature concentrates, with T satisfying T ≥ c−1 (and also
recall that without any loss of generality, for the unscaled case we assume that ρ = 1).




j (T − tj) ≥ c−1 for each j.





|A|2 dµ ≤ c ε1 = ε0 for 0 < τ ≤ c−1.
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Or equivalently, by (7.11),
κj (1, τ) ≤ ε0 for 0 < τ ≤ c−1.
We then apply the interior estimates from Theorem 7.1 on the cylinder B1 (x)×(t− 1, t]
to conclude that
∥∥∇(k)A∥∥∞,fj ≤ c (k) for − r−2(p+1)j tj + 1 ≤ t ≤ c−1, (7.12)
so that the second condition of (7.8) from the hypothesis of Theorem 7.2 holds. For
us to establish that the first condition holds as well, we just have to establish that
µj (Σj (R)) ≤ c (R) for any R > 0. Now, by definition of Σj (R), we have
µj (Σj (R)) ≤ |f−1j (BR (0)) | for any R > 0.
So it will be enough to prove that
|f−1j (BR (0)) | ≤ c (R) for any R > 0.
Next we state a lemma due to Simon [89] which will allow us to show that the first
condition of (7.8) holds so that we may apply Lemma 7.2.
Lemma 7.3 (Simon Monotonicty Formula [89], Equation (1.3)). Suppose f : Σ→ R3












for some universal constant c > 0. Here c depends only on the dimension of the ambient
space.
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Taking into account the monotonicity of the umbilic energy under the flow from The-
orem 6.1, we obtain
|Σσ|
σ2
≤ c (ε0 + 4πχΣ)
Thus
µj (Σj (R)) ≤ c (R) for any R > 0,
and our sequence of immersions fj = fj (·, 0) : Σ2 → R3 satisfy all of the conditions of
Theorem 7.2. We conclude that there exists a limiting immersion f̃0 : Σ̃→ R3. Letting
φj : Σ̃ (j)→ Uj ⊂ Σ be a series of functions as in (7.9), the reparameterisations





are geometric polyharmonic heat flows. Also, by (7.9), our reparameterised flows
{fj (φj, ·)} have initial data
fj (φj, 0) = f̃0 + uj : Σ̃ (j)→ R3,
and satisfy the pointwise curvature bounds (7.12). The flows fj have initial data
converging locally to the immersion f̃0 : Σ → R3. By converting the covariant deriva-
tives of curvature into partial derivatives of the immersion functions fj as in Claim
4.9, we conclude from (7.12) that fj (φj, ·) → f̃ locally in Ck for any k ∈ N0, where
f̃ : Σ̃× [0, c−1]→ R3 is a geometric polyharmonic heat flow with initial data f0.
We now prove three key properties of the blowup for geometric polyharmonic heat








for some sufficiently small constant ε0 > 0. We often refer to (7.13) as the ‘small initial
energy condition’.
These properties will be necessary to prove long time existence for the geometric
polyharmonic heat flows and are listed as follows:
1. (Theorem 7.4) The blowup is stationary.
2. (Lemma 7.5) The blowup is not a union of planes.
3. (Lemma 7.6) If the blowup (denoted by Σ̃) contains a compact component C,
then Σ̃ = C.
We proceed by proving Property 1.
Theorem 7.4. Let f : Σ2 × [0, T )→ R3 be a geometric polyharmonic heat flow satis-
fying the small initial energy condition (7.13). Then the blowup f̃ constructed above is
stationary. That is, ∆pH(f̃) ≡ 0 on f(Σ̃).
Proof. By Theorem 6.1, the Gauss-Bonnet Theorem, and the fact that each of the

















































































Integrating identity (7.14) over the time interval [0, c−1] and using the fundamental
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2 H (fj (φj, τ)) |2 dµfj(φj ,·) dτ ≤ 0,
because {rj} ↘ 0 and c > 0 is fixed. Hence as fj (φj, ·) → f̃ smoothly, we conclude
that |∆ p+12 H(f̃)| ≡ 0. This tells us immediately that ∆pH(f̃) ≡ 0, which is what we
wanted to prove.
Next we prove Property 2.
Lemma 7.5. Let f : Σ2× [0, T )→ R3 be a geometric polyharmonic heat flow satisfying
the small initial energy condition (7.13). Then the blowup f̃ constructed above is not
a union of planes.
Proof. By identity (7.10) and construction of f̃ , we have the inequality
∫
f̃−1(B1(0))
|A|2 dµ ≥ ε1 > 0,
which follows from considering limiting values of the sequence fj of immersions. This
tells us that f̃(Σ̃) has a component that is not planar (otherwise it would have constant
zero curvature).
Finally we prove Property 3.
Lemma 7.6. Let f̃ : Σ̃→ R3 be the blowup constructed above. If Σ̃ contains a compact
component C, then Σ̃ = C and Σ is diffeomorphic to C.
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Proof. Let C be the aforementioned compact component of Σ̃. Then, since C is com-
pact, for j large enough, Σ̃(j) contains C. Therefore since each φj is a diffeomorphism,
for sufficiently large j, φj (C) is both closed and open (clopen) in Σ. Since Σ is con-
nected, its only clopen subsets are Σ and ∅. We conclude that Σ = φj (C) because C is
not empty. Hence Σ is diffeomorphic to C. Because each of the φj : C → Σ functions
are bijective and Σ is closed, we may take a limit in j in




φ−1j (Σ) = lim
j→∞
Σ̃ (j) = Σ̃.
This concludes our proof.
We combine the three preceding results in the following theorem.
Theorem 7.7. Let f : Σ2 × [0, T )→ R3 be a geometric polyharmonic heat flow satis-
fying the small initial energy condition (7.13). Let f̃ be the blowup constructed above.
Then none of the components of f̃(Σ̃) are compact, and the blowup has a component
which is non-umbilic and stationary.
Proof. We claim that the enclosed surface area µ (Σ) is uniformly bounded away from
zero. To prove this, note that by Theorem 6.1 each ft is an embedding for t ∈ [0, T ).
Also for t ∈ [0, T ), Lemma 1.2 tells us that the enclosed volume, Vol (Σt), does not
change. We combine this with the isoperimetric inequality for R3 (see, for example,
[80]) to conclude that for t ∈ [0, T ),
µ (Σt) ≥ 3
√
36πVol (Σ0) > 0. (7.15)
Next assume (for the sake of contradiction) that f̃(Σ̃) has a compact component, say
D. The properness of f̃ implies that f̃−1 (D) ⊆ Σ̃ is also compact. Lemma 7.5 then
tells us that we must have f̃−1 (D) = Σ̃, so that D = f̃(Σ̃). That is to say, f̃(Σ̃)
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We next use the definition of the sequence of immersions {fj} to compute the area of


















where gj denotes the metric induced by the immersion fj. The area of the blowup can

















































This of course contradicts (7.15). Thus the assumption of f̃(Σ̃) having a compact com-
ponent must have been false, and we conclude that f̃(Σ̃) has no compact components.
Lemma 7.5 then tells us that there must be a component of f̃(Σ̃) with nonzero curva-
ture. Hence the component identified above is non-compact and non-umbilic, which is
171
what we wished to show.
We are now in a position to prove long time existence of the flow under the small
initial umbilic energy condition. We will see in the next chapter that this turns out
to be the first part of the proof of Theorem 8.1, the main theorem for Part I of this
thesis.
Proposition 7.8 (Global existence of the flow). Suppose f : Σ2 × [0, T ) → R3 is a
geometric polyharmonic heat flow. Then there exists an ε0 > 0 depending only on p







Proof. Suppose not i.e. suppose that for any ε0 > 0 there exists a geometric polyhar-
monic flow f : Σ2 × [0, T ) → R3 satisfying (7.16) but with T < ∞. Since T < ∞, by
Remark 4.4 we have that if we define ρ (t) by
ρ (t) = sup
{














|A|2 dµ ≥ ε0,
where x (t) is taken to be the centre of the ball where the integral is maximised at
time t. However, if ε0 is chosen sufficiently small, then by Theorem 6.1 we know that
the small initial trace-free assumption guarantees that Ao remains small in L2 on the




|Ao|2 dµ to guarantee that the trace-free curvature remains small in L2
right up to time T . We showed in Theorem 7.4 that the blowup f̃ is stationary, i.e.,
∆pH(f̃) ≡ 0. Hence our blowup satisfies the hypothesis of Theorem 5.4, and we may
conclude that f̃(Σ) is either a plane or a sphere. But Theorem 7.7 tells us that f̃(Σ̃) is
non-compact with a non-umbilic component, and so we have reached a contradiction.
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We conclude that T =∞.
Chapter 8
Smooth exponential convergence to
spheres
We are almost ready to prove the main theorem for Part I of this thesis: global existence
and exponential convergence to round spheres. Recall that by Proposition 7.8 from
the previous chapter we already know that given an initial immersion f0 with small
umbilic energy, the geometric polyharmonic heat flow exists for all time, so we are
already halfway there. We first present the main theorem here and then provide some
supporting lemmas before proving the theorem at the end of the chapter.
Theorem 8.1. Suppose f : Σ × [0, T ) → R3 is a geometric polyharmonic heat flow
with smooth initial data. Then there exists an absolute constant ε0 > 0 depending on











then the flow exists for all time as a one-parameter family of embeddings, and for some
x ∈ R3, the family Σt = f (Σ, t) converges exponentially fast to S23√3Vol(Σ0)/4π in the
C∞ topology. Here Vol (Σ0) is the signed enclosed volume of the initial immersion.
Before proving the theorem, we will include some supporting statements.
Lemma 8.2. Let f : Σ2× [0, T )→ R3 be a geometric polyharmonic heat flow satisfying
173
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the initial small umbilic energy condition (8.1). Then for any sequence of times tj ↗∞
we may choose xj ∈ R3 and φj ∈ Diff (Σ,R3) (the space of diffeomorphisms from Σ
to R3) such that after passing to a subsequence, the immersions f (φj, t)− xj converge
smoothly to an embedded round sphere.
Proof. We infer from Proposition 7.8 that under the initially small trace-free curvature
assumption we have T = ∞. Thus we pick an arbitrary time sequence {tj} with
tj ↗ ∞. For an arbitrary p ∈ Σ we let xj = f (p, tj). By Theorem 7.1, we conclude









2 H|2 dµ ≤ 0,




≤ µ (Σ0) <∞.
In particular, if we consider the sequence of immersions fj : Σ→ R3 given by fj (p, t) =
f (p, tj)−xj then Theorem 7.2 guarantees the existence of a proper immersion f̃ : Σ̃→
R3 (where, of course, Σ̃ is a surface without boundary) and a sequence φj ∈ Diff (Σ,R3)
such that
fj (φj, t) = f (φj, tj)− xj → f̃ as j ↗∞. (8.2)
Here the convergence is locally smooth. We now wish to construct an extension to
this flow that has initial data equal to that of the blowup f̃ whilst being a geometric
polyharmonic heat flow. We define a new sequence of geometric polyharmonic heat
flows hj : Σ̃ (j)× [−tj,∞)→ R3 defined by
hj (p, t) = f (φj (p) , tj + t)− xj.
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Then each hj also satisfies the interior estimates and the bounded area hypothesis of
Theorem 7.1. By (8.2) we conclude that
hj (p, 0) = f (φj (p) , tj)− xj → f̃ as j ↗∞.
That is to say, at initial time the sequence hj converges locally in C
∞ to the ‘blowup’ f̃
(remembering that we have now established that the ‘blowup’ is not actually a blowup
but rather a limit immersion). Following the same line of argument as in the proof of



















↘ 0 as j ↗∞,
and hence that f̃(Σ̃) is stationary (i.e., ∆pH(f̃) ≡ 0) because tj ↗ ∞ was arbitrary.
We infer from the Gap Lemma (Theorem 5.4) that f̃(Σ̃) must be a union of planes
and spheres. However by Lemma 7.6 we infer that Σ̃ (and hence f̃(Σ), because f̃ is
continuous) only has one connected component. So the only possibility is that f̃(Σ̃)
is an embedded plane or sphere. Since here f̃ is compact, we conclude that it is an
embedded sphere. This finishes the proof.
Lemma 8.2 allows us to conclude that our geometric polyharmonic heat flow with
small initial umbilic energy does, in fact, converge to a round, embedded sphere (at
least subsequentially modulo translation). All that remains is to prove the rate of
convergence is exponentially fast. The term ‘rate of convergence’ here refers to the
rate at which the pointwise norms of the trace-free curvature and covariant derivatives
of curvature tend to zero. This definition is justified because the round sphere is the
only complete compact surface in R3 with zero umbilic energy W̃ (f).
Proposition 8.3 (Exponential Convergence). Suppose f : Σ2 × [0, T ) → R3 is a
geometric polyharmonic heat flow satisfying the initial small energy condition (8.1).
Then there exist constants c0, ck, ξ0, ξk > 0 such that for sufficiently large times the




∥∥∇(k)A∥∥∞ ≤ cke−ξkt (k ∈ N).
Proof. Recall that by Theorem 6.1, there exist constants c̃0, ξ̃0 > 0 such that for
t ∈ [0, T ) the following estimate holds:
∫
Σ
|Ao|2 dµ ≤ c̃0e−ξ̃0t. (8.3)





























































∣∣∇(k+p+1)A∣∣2 dµ+ c (η−1) ‖A‖2(k+p+1)∞ ‖Ao‖22,[γ>0] . (8.4)
Here we have used the interpolation inequality of Lemma A.10 as well as the interpo-
lation inequality of Proposition A.13. Next, by Theorem 8.2 we know that (along a









where Σ∞ stands for the limit sphere and |Σ∞| its enclosed area. In particular, there
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exist finite c̃, t̃ such that for times t ≥ t̃, ‖A‖2∞ ≤ c̃. By (8.4), we conclude that for
t ≥ t̃ the following inequality holds:
d
dt
∥∥∇(k)A∥∥22 + ∥∥∇(k+p+1)A∥∥22 ≤ C (k, p, ε0) e−ξ̃t.
Therefore by interpolation, for every k ∈ N, there exist constants C̃k, Ck such that for
t ≥ t̃ we have ∫ ∞
t
∥∥∇(k)A∥∥22 dτ ≤ C̃k and ∥∥∇(k)A∥∥22 ≤ Ck. (8.5)
Since we already know that ‖Ao‖22 is decaying exponentially fast in time (from (8.3)),
interpolating1 then allows us to obtain exponential decay for every derivative of A for
times larger than t̃. To be more precise, for every k ∈ N there exists universal constants
c̃k, c̃k such that for times larger than t̃,
∥∥∇(k)A∥∥22 ≤ c̃k e−ξ̃kt. (8.6)
Next, we claim that under the assumption (8.1), for every k ∈ N0 there exists a
universal constant c > 0 such that
∥∥∇(k)Ao∥∥2∞ ≤ c ‖Ao‖ 2k+22 ∥∥∇(k+2)∥∥ k+1k+22 . (8.7)
To prove (8.6) we first employ the multiplicative Sobolev inequality from Theorem A.6
with u =
∣∣∇(k)Ao∣∣:
∥∥∇(k)Ao∥∥6∞ ≤ c∥∥∇(k)Ao∥∥22 (∥∥∇(k+1)Ao∥∥44 + ∥∥∣∣∇(k)Ao∣∣ H∥∥44) . (8.8)
1To see how this works for j = 1, note that using (8.5) and the interpolation inequality from
Lemma A.10 gives∫
Σ
|∇A|2 dµ ≤ 3
∫
Σ






∣∣∇(2)A∣∣2 dµ) 12 ≤ c√c̃0C2 e− ξ̃2 t.
Here the last step follows because
∥∥∇(2)A∥∥22 is uniformly bounded, while ‖Ao‖22 decays exponentially.
Choosing c̃1 = c
√
c̃0C2, ξ̃1 = ξ̃0/2 then gives the result for j = 1. Continuing this process recursively
then gives the result for j equal to any natural number.
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Then using Theorem A.2 with u =
































∣∣∇(k+1)Ao∣∣ ∣∣∇(k)Ao∣∣H2 dµ+ ∫
Σ































Here to get to the last line we have used the inequality
∫
Σ






























which follows from Lemma A.12, (5.32), and the interpolation inequalities from Lemma
A.10. Substituting (8.9) and (8.10) into (8.8) and employing the interpolation inequali-
ties from Lemma A.10 then gives (8.7). This inequality, together with (8.6) and (1.17),
then proves exponential decay in L∞ for all derivatives of curvature, as well as Ao.
We are finally ready to prove the main theorem for Part I, Theorem 8.1.
Proof of Theorem 8.1. Firstly by Proposition 7.8 we know that under the small energy
assumption (8.1) we have T =∞. Next, we conclude from Lemma 1.2 and Proposition
8.3 that
|∂tg| ≤ 2 |∆pH| |A| ≤ C e−ξt,
for some constants C, ξ > 0. Hence by Lemma 4.6 we conclude that the time-dependent
metrics gij (t) converge uniformly to a positive definite metric gij (∞) as t ↗ ∞.
Moreover, from Proposition 8.3 we have
∥∥∇(k)A∥∥∞ ≤ ck e−ξkt (k ≥ 1), |A| bounded,
and therefore the metrics converge in the C∞ topology and gij (∞) is smooth. Finally,
again by Proposition 8.3, ‖Ao‖∞ ≤ c0 e−ξ0t and so gij (∞) is the metric of a sphere
(see, for example Theorem A.1). Since the volume of the evolving surfaces remains





Unfortunately, this procedure does not identify the centre of the sphere, and in
principle there is nothing to say that the centre of this sphere is fixed (solutions could
“drift off”- or even something more exotic- while still becoming round). Since the sur-
face is converging uniformly to a sphere (which has constant positive Gauss curvature),
and the mean and Gauss curvature functions are sufficiently smooth, we know that for
sufficiently large times t, f(t, ·) is convex and can be written as a radial graph over
some interior point p(t). Moreover, by Proposition 8.3 we have that
|f(t2, x)− f(t1, x)| ≤
∫ t2
t1
||∇(2p)A(s, x)||∞ ds ≤ C(e−ξt1 − e−ξt2) for t1 ≤ t2
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for some constants C, ξ > 0. Taking t2 ↗∞ we obtain
|f∞(x)− f(t, x)| ≤ Ce−ξt,
where f∞ is the embedding of the limit sphere. This shows that the solution does not
“drift off” as t gets large, but rather that for large enough times, say t ≥ t∗, f(t, ·)
can in fact be written as a radial graph over a single point p∗ ≡ p(t) that is contained
in the interior set
⋂
t∈[t∗,∞) Int(f(·, t)). Note that the point p∗ is not necessarily equal
to the centre of the limit sphere. We linearise the geometric polyharmonic heat flow
equation around this radial graph and analyse its eigenvalues.
We follow the same steps as Simonett in his study of the surface diffusion flow for
immersed hypersurfaces [29], using some of the calculations that McCoy derives in his
study of the mixed volume mean curvature flow [76]. For a fixed t sufficiently large,
we write our surface as a radial graph over the unit 2−sphere. That is,
f (z, t) = ρ (z, t) z,
where z ∈ S2 and ρ is the “height” of our radial graph. For the remainder of the
section, ∇ will represent the covariant derivative on S2. We compute the components
of the induced metric g for our immersion to be
gij = (∂if, ∂jf)
= (ρ∇iz + z∇iρ, ρ∇jz + z∇jρ)
= ρ2σij +∇iρ∇jρ,
where σ is the metric on S2. We have used the identity z ⊥ ∇iz and the fact that |z|2
is constant. From [76] we have
























2 |∇ρ|2 . (8.11)
Here
Φ (ρ) := ρ2 + |∇ρ|2





We note that with this substitution, we have
∇iρε = ε∇iη, and ∇iΦ (ρε) = 2ε(ρε∇iη + ε∇i |∇η|2).
A calculation using (8.11) gives
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Hence the linearisation of the surface surface diffusion flow around the stationary sphere

















+ ε2L∆pH (ρε, η, ε) ,








































It follows that the linearisation of the geometric polyharmonic heat flow (GPHF)










It is well-known (see, for example, [88]) that the eigenvalues λl of the Laplacian ∆s on
S2 are
λl = −l(l + 1), l ∈ N0.
From this, one can show that
σ(∆ps) = {λ
p




λp+1l : l ∈ N0
}
,
where ∆qs denotes the q
th repeated iteration of the spherical Laplacian. Hence the
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eigenvalues µl (l ∈ N0) of L are given by
µl = (−1)pρ−2(p+1)∞
(
(−1)p+1lp+1(l + 1)p+1 + 2(−1)plp(l + 1)p
)
= −ρ−2(p+1)∞ lp(l + 1)p(l − 1)(l + 2).
Therefore all of the eigenvalues of L are non-positive, and all but µ0 and µ1 are strictly
negative. The first two eigenvalues λ0, λ1 (in the cases l = 0, 1) correspond to the two
zero eigenvalues of the operator L. That is
µ0 = µ1 = 0.
By Theorem 22.1 from [88], we have that the multiplicity of each eigenvalue λl of the
∆s on S2 is equal to the dimension of the space of homogeneous, harmonic polynomials
of degree l in R3. For the case l = 0 this is simply the dimension of the space of
scalars, which is 1. For the case l = 1 we are interested in the dimension of the space
of homogenous, harmonic polynomials of degree 1, which is 3 [10]. Hence our operator
L has a zero eigenvalue of algebraic multiplicity 4.
Henceforth the proof follows along the lines of the proof of Theorem 2 in [29]. We
want to construct two projections πs, πc so that we can quotient out the zero eigenvalues
of L. First of all we define
N := span {Hk : k = 0, 1, 2}
where {Hk : k = 0, 1, 2} is a basis for spherical harmonic polynomials of degree 1. It
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where 〈·, ·〉 = 〈·, ·〉C∞(S2) is the regular inner product on C∞ (S2) defined by




P acts as a continuous projection of C∞ (S2) onto N . In [91] it is shown that P and
L commute, that is, [P,L] = 0, and that kerP = N⊥. Therefore we may split C∞(S2)




) ∼= N ⊕N⊥ = kerL ⊕ kerP.
We define
πc := P, πs := id− P.
Then it is easy to see that πc and πs are projections of C∞ (S2) into N = kerL (the
centre subspace of L), and N⊥ = kerP (the stable subspace of L) respectively. One
readily checks that
σ (πcL) = {0} .
Similarly, we find that
σ (πs) ⊂ (−∞, µ1] ⊂ (−∞, 0) .
Effectively, our projections are chosen to separate N = kerL (the center subspace of
L) and N⊥ = kerP (the stable subspace of L).
By using the same method as in the proof of Theorem 2 in [29], we can then
guarantee local exponentially attraction of solutions to the geometric polyharmonic
heat flow in the following sense: if S is a fixed Euclidean sphere and X denotes the set
of all spheres which are sufficiently close to S, then X attracts all embedded solutions
which are close to X (in the sense of the “little Hölder spaces”: see, for example [5],[29])
at an exponential rate. In particular, if Σ0 is sufficiently close to S in the sense of the
little Hölder spaces, then Σt exists globally and converges exponentially fast to some
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This completes Part I of the thesis.
Part II
On the anisotropic polyharmonic




There has been a great deal of mathematical research pertaining to the study of planar
curve flows, in essence because they are easier to deal with than curvature flows in
higher-dimensional Riemannian manifolds (such as our geometric polyharmonic heat
flow in Part I), especially those in which the ambient manifold may involve some
topology or curvature. Nonetheless, the simplicity involved in the analysis of curve
flows allows for some very robust and interesting mathematical results.
Any fitting introduction to planar curve flows would perhaps be insincere without a
mention of the curve-shortening flow. This famous flow deforms a planar curve in such
a way that its normal velocity is everywhere equal to its Euclidean curvature. Hence
it is the special case of the mean curvature flow (MCF) where the evolving manifold
is one-dimensional. If we take a curve immersed in R2, say γ : I → R2 (where I
is an open interval, possibly equal to R), then the Euclidean curvature k at a point
p ∈ γ (I) is defined to be the reciprocal of the radius of the osculating circle to γ at
p. Furthermore, if γ is parameterised by Euclidean arc length (which we denote by s),
then the Euclidean curvature and γ are related by the following formula:
∂2γ
∂s2
(s) = k (s) ν (s) .
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Here ν is a chosen Euclidean unit normal to γ at the point γ (s) ∈ R2. Hence the
curve-shortening flow takes the form
∂γ
∂t
(s, t) = k (s, t) ν (s, t) =
∂2γ
∂s2
(s, t) , (CSF)
which bears a striking resemblance to the heat equation (H) with n = 1. Indeed the
curve-shortening flow is often regarded as the ‘natural’ heat equation for curves, and can
be written as a pair of second-order parabolic quasilinear equations (see Section 11.1).
Note that although (CSF) at first glance appears to be a linear system of differential




It is rather unsurprising to learn that the flow exhibits instant smoothing capabil-
ities (initial curves with bounded curvature become immediately smooth), a property
which is often associated with parabolic flows. The curve-shortening flow is also the








It also decreases the enclosed areas of closed curves monotonically in time with velocity
A′ = −2ωπ,
where ω is the turning number of the initial curve. In addition, the curve-shortening
flow (CSF) shares some nice properties with the heat equation and mean curvature
flow, which make it a particularly attractive geometric flow from an analytical point
of view. Namely the scalar maximum principle, which guarantees that the following
properties hold:
(a) The Comparison Principle: Two initially disjoint flows remain disjoint;
(b) Preserved Convexity : Initially convex closed curves remain convex, and;
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(c) Preserved Simplicity : Simple curves do not develop self-intersections over time.
The flow possesses a number of special self-similar solutions (which can be classified
into six basic types; see [41]). Perhaps the easiest to understand is the homothetically
shrinking family of circles. If take γ0 = γ (S1, 0) = S1R0 ⊂ R
2 (a circle with radius R0)
to be the initial curve and evolve it under (CSF), then it is easy to see that the solution




Hence the flow reduces the initial embedded circle to a single point at time R20/2.
Therefore if we take any closed curve that is initially contained in a circle of radius
R0, the Comparison Principle tells us that the curve will become extinct in finite time
under the curve-shortening flow.
To demonstrate this more clearly, assume that γ : S1× [0, T )→ R2 is a closed curve




|γ|2 = 2k (γ, ν) = ∂
2
∂s2
|γ|2 − 2 |γs|2 = ∆γ|γ|2 − 2,
where ∆γ = ∂ss denotes the Laplace-Beltrami operator for the curve γ. The scalar max-
imum principle (see Theorem 3.2 from [87], for example) then implies that |γ (s, t)|2 ≤




φ (0) = R20
That is, |γ (s, t)| ≤
√
R20 − 2t, which implies that γ remains bounded by a circle of
radius R (t) and therefore must shrink to a point at least as quickly. An analogous
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argument works in higher dimensions for closed hypersurfaces evolving by the mean
curvature flow (MCF).
Using the preceding argument (along with some deep analysis), Gage, Grayson and
Hamilton were able to able to fully describe the behaviour of smooth initially embedded
planar curves under the curve shortening flow with a series of papers beginning in 1983.
Indeed, in 1983 Gage [32] proved that under the flow the Euclidean isoperimetric ratio
L2/4πA (see Chapter 10) decreases monotonically. This implies that the flow tends
to make embedded curves more circular, because the embedded circle minimises the
isoperimetric ratio. Moreover, Gage proved that if a curve shortening flow did not
encounter a premature curvature singularity (before shrinking to a point), then the
isoperimetric ratio tends to unity and the curve flows to a ‘round point’. One year
later, Gage and Hamilton showed that for initially convex curves such a premature
curvature singularity can not occur, although the related paper did not appear in the
literature until 1986 [31]. Any initially convex curve must therefore shrink to a ‘round
point’, or a round circle if the flow is scaled to preserve length. Quite amazingly the
paper appeared after Huisken’s analogous work on the mean curvature flow [47], which
came out in 1984.
A year later Matthew Grayson extended this result to closed curves that are initially
embedded (that is those without self-intersections) [39]. The was essentially proved
by showing that embedded curves remain embedded and eventually becomes convex,
before subsequently shrinking to a ‘round point’ by the result of Gage and Hamilton
above. In this thesis we prove a lower bound for the ‘waiting time’ before the curve
becomes convex (see Proposition 13.2), similar in concept to Grayson’s idea. Later
work by Grayson includes extending the theory to the case in which the the ambient
manifold is a more general surface, showing that embedded curves either flow to ‘round
points’ (as in the case of planar curves) or geodesics [40].
In 1993 Michael Gage considered the anisotropic analogue of the regular curve short-
ening flow, extending the Euclidean plane to the Minkowski plane [34]. In this setting
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vectors are directionally dependent, being determined by the radius of a centrally-
symmetric curve called the indicatrix (or Minkowski unit circle), and so some care is
needed to define what is meant by ‘tangent’ and ‘normal’ vectors (see Section 10.2).
Regardless, Gage managed to conclude that the analogous results for convex curves
hold in this setting, with initially embedded convex curves flowing to a special convex
curve called the isoperimetrix. The Minkowski plane is the setting for Part II of this
thesis.
A few years later, Huisken developed an alternative method for proving Grayson’s
Theorem, which involved studying the evolution of an extrinsic-intrinsic isometric ra-
tio (involving chord lengths and intrinsic distances) under (CSF), and classifying of
singularities that can occur [50]. Similarly, Hamilton also developed a self-contained
method for proving Grayson’s Theorem by estimating the ratio of the isoperimetric
profile of a curve shortening flow to that of a circle with the same area [43].
More recently, Andrews and Bryan have written a number of papers in the same
vein of the aforementioned work of Huisken and Hamilton. In [8] a new isoperimetric
estimate was proven for embedded curves evolving under the length-normalised curve
shortening flow. In a related paper [7], a comparison theorem for the isoperimetric
profile of simple closed curves under the normalised curve shortening flow is proven,
along with both lower and upper curvature estimates. It should be noted that both of
these papers contain a self-contained proof of Grayson’s theorem without the need of
the monotonicity formula or an analysis of the classification of possible singularities,
such as in Grayson’s and Huisken’s work. As one can see, the curve shortening flow
has enjoyed a tremendous amount of interest in the mathematical community.
Although the curve shortening flow undeniably dominates the curve-flow landscape,
a number of similar curve flows have been studied over the years. For example, in [26]
Dziuk, Kuwert and Schätzle study the elastic flow of closed curves in Rn. This fourth-
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Here k denotes the ordinary Euclidean curvature. It is also the one-dimensional coun-
terpart to the Willmore flow. Wheeler later extended this in his analysis of the gen-
eralised Helfrich flow [107], of which the elastic flow is a special case. In [105] he
studies the evolution of closed planar curves under the curve diffusion flow, which can
be viewed as a fourth-order analogue of the curve shortening flow (see also [28] for a
study of special soliton solutions). Unlike the curve shortening flow, however, this flow
preserves signed enclosed area. The energy-based methods of Wheeler’s paper, based
in turn on [26], along with the aforementioned anisotropic setting of Gage, provided
much of the inspiration for Part II of this thesis.
We summarise the main contributions to Part II of this thesis as the following.
Chapter 9 Differential geometry of Euclidean plane curves. For the remainder of this chapter
we introduce the standard notation and results pertaining to the study of regular
curves in the Euclidean plane.
Chapter 10 The anisotropic setting - introducing the Minkowski plane. In this chapter we
first introduce the basic concepts and properties of convex body geometry. We
then go on to extend the notation and results of Chapter 9 to the Minkowski
plane, which is equivalent to the Euclidean plane endowed with an anisotropic
metric.
Chapter 11 The flow equation. In this chapter we introduce the parabolic geometric flow
to be studies in Part II of this thesis. We also give a short outline of short
time existence as well as calculating the evolution equations for basic geometric
quantities associated with our geometric flow.
Chapter 12 The Minkowski normalised oscillation of curvature. In this chapter we introduce
(and prove some fundamental properties of) a scale-invariant quantity Kosc called
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the Minkowski normalised oscillation of curvature, which can be viewed as a
planar curve analogue of the total umbilic energy from Part I of the thesis. We
prove that if Kosc is initially small, and if the isoperimetric ratio is initially close
to unity, then Kosc does not more than double over the lifespan of the flow.
Chapter 13 Proof of the main theorem. In our final chapter in Part II of this thesis, we
first characterise the finite-time singularities for the polyharmonic curve flows,
showing that if the flow becomes extinct in finite time then we must encounter
an L2 curvature singularity as we approach the maximal time T . This allows us
to conclude long time existence for flows with initially small Kosc and with an
isoperimetric ratio initially close to unity. Under the same conditions we show
that the polyharmonic curve flows converge exponentially fast to a homothetic
rescaling of the isoperimetrix. We also establish an upper bound on the waiting
time until our family of immersions becomes uniformly convex.
I will now give a brief introduction to the standard terminology pertaining to the
study of regular curves in the Euclidean plane.
9.1 Basic differential geometry of Euclidean plane
curves
We start by considering an immersed plane curve
γ :S1 → R2
u 7→ γ (u).
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We are only interested in parameterisations wherein the derivative of γ is nowhere zero
(γ′ 6= 0). Such a curve is called regular. We note that for any regular curve the arc
length function is necessarily strictly monotonic increasing (and hence injective). From
the definition of arc length, it is intuitive to define the Euclidean arc length element by
ds = ds (u) = |γu| du.
We can reparameterise such a regular curve γ with respect to arc length. Such a
parameterisation is often called a unit speed curve because it satisfies
γs = usγu = γu/ |γu| , and hence |γs| = 1.
If γ : [a, b] → R2 is an immersed plane curve, the Euclidean length of γ ([a, b]) (which
we will simply call the length of γ, when the context is clear), is







which we will often just write as ∫
γ
ds.
In general, if a function f is defined along such a curve γ, we define the integral of f
along γ by ∫ L
0
f (s) ds =
∫ b
a




Here | · | denotes the ordinary Euclidean norm, and γv is taken to mean the derivative
of γ (v) with respect to v. We say a curve γ : [a, b]→ R2 is a simple, closed curve (or
sometimes a Jordan) curve if it is a homeomorphic image of the circle. Given a unit
speed curve γ = γ (s), we define the Euclidean unit tangent to the curve by
τ (s) = γs.







Figure 9.1: Here we have a section of a positively-oriented planar curve γ. At each point along γ we have a unit tangent
vector ~τ and inward-facing unit normal ~n. Together τ and n form an orthonormal basis for R2 along γ, called the
Frenet-Serret frame.
We have already seen that this vector is of Euclidean length 1. If we have a unit
speed curve γ with Euclidean unit tangent τ we may denote the angle between the
positive x−axis and τ (taken in the positive direction) by θ. We are interested in how
this angle θ varies with respect to s. This is an important function which measures
the rate at which the curve ‘bends’. We call this function k the signed Euclidean
curvature of the curve γ. Given the unit speed parameterisation γ (s) = (x (s) , y (s)),
the aforementioned angle θ satisfies
θ (s) = tan−1 (ys/xs) ,
where the right hand side is well-defined. An application of the chain rule gives
k (s) = θ′ (s) = (xsyss − xssys) / |γs|2 = (γss, (−ys, xs)) .
The Euclidean curvature of a general (not necessarily unit speed) parameterised curve









A simple closed curve is defined to be positively oriented if when traveling on it one
has the curve interior to the left. Given a closed, positively oriented curve γ (s) with
Euclidean tangent τ (s), we may rotate τ by π/2 radians in the anticlockwise direction
to give the inward facing Euclidean unit normal to the curve n (s) (see Figure 9.1).
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That is to say,












We often write this as n = (−ys, xs). We can then see from our earlier definition of
curvature that for a unit speed curve the curvature can be written as
k = (γss, n) .
Note that here we have used the opposite sign convention to when we defined the mean
curvature in Section 1.1. The tangent and normal vectors are collectively called the
Frenet-Serret frame for γ, and form an orthonormal basis spanning γ. By differentiating
the identities (τ, τ) = (n, n) = 1 with respect to θ one can see that nθ is purely
tangential to γ (in the direction of τ), and that τθ is purely normal to γ (in the





























Lastly, if γ : S2 → R2 is an immersed closed plane curve of period P , the signed
Euclidean enclosed area of γ is given by









(γ, n) ds. (9.1)
Equation (9.1) is simply the equation (1.26) but with the role of the inner and outer
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unit normal vectors reversed.
Chapter 10
The anisotropic setting -
introducing the Minkowski plane
We now introduce the fundamental concepts of the Minkowski plane, which is a
2−dimensional vector space in which vector lengths are directionally-dependent. This
vector space carries its own notions of geometric quantities such as lengths and cur-
vature which are reminiscent of their Euclidean counterparts. To get a broader un-
derstanding of some of the finer details of Minkowski plane and related vector spaces,
the author recommends reading the fantastic survey articles of Martini and Swanepoel
[70, 71].
10.1 Introduction to convex bodies
We begin with a real vector space X and a proper subset K ⊂ X containing the zero
vector ~0. The subset K is assumed to possess the following properties:
1. Convexity : meaning that any convex combination of vectors in U is also con-
tained in U , and;
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2. Balanced : meaning that αK ⊆ K for every |α| ≤ 1.
Such a subset K is said to be absolutely convex.
If K is absolutely convex, then we can define a corresponding Minkowskian func-
tional
pK : X → [0,∞)
by
pK (x) = inf {r > 0 : x ∈ r K} . (10.1)
The properties 1 and 2 prescribed to K above allow us to ascertain that pK is
subadditive:
pK (x+ y) ≤ pK (x) + pK (y) ∀x, y ∈ X (10.2)
and homogeneous :
pK (αx) = |α| pK (x) ∀α ∈ R. (10.3)
Note that the properties (10.2) and (10.3) imply that pK is a seminorm for the vector
space X.
As a simple example, consider the n−dimensional Euclidean vector space X = Rn
and the closed ball centred at the origin of fixed radius ρ > 0:
Kρ := Bρ (0) := {x ∈ Rn : |x| ≤ ρ} .
The set Kρ is obviously absolutely convex by the definition above. Moreover, for any
r > 0, one has
r Kρ = Br ρ (0) = {x ∈ Rn : |x| ≤ rρ} ,
and so the associated Minkowski functional is easily calculable:
pKρ (x) = inf {r > 0 : x ∈ r Kρ} = inf {r > 0 : x ∈ Br ρ (x)} = ρ−1 |x| .
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Here | · | is the ordinary norm in Rn. Therefore the Minkowski functional in this
case simply scales a vector by a factor of ρ−1. It is isotropic (meaning that vectors
of the same Euclidean length map to the same value under pKρ , independent of their
direction). It is worth noting that if ρ = 1 then pK simply gives the regular Euclidean
vector length, | · |.
Note that the ball centred at the origin is special in Rn in that it is invariant under
all actions of SO (n), the special orthogonal group. This means that it is invariant
under rotations, and therefore will induce a Minkowskian functional which is isotropic.
For a generic absolutely convex body however this is certainly not the case, however,
as you can quite clearly see by considering K to be a non-spherical ellipsoid in R3
together with its interior. In this scenario a vector x ∈ R3 which is oriented in the
direction of the longest semi-axis of K attains a value of pK (x) that is smaller than or
equal to the value of pK evaluated at any proper rotation of x:
pK (x) ≤ pK (k · x) ∀k ∈ SO (3) .
The Minkowskian functional in this case is anisotropic, meaning that it is not invariant
under rotations (that is, it is directionally dependent).
This sets the scene for this part of the thesis. We now introduce the Minkowski
plane M2, the anisotropic setting for our curve flow.
We consider a convex, centrally symmetric domain U ⊂ R2 with symmetry centre
~0. We assume that ∂U is smooth with strictly positive Euclidean curvature. ∂U can
be expressed as (r (θ) cos θ, r (θ) sin θ) with θ ∈ [0, 2π) and r > 0 and r (θ + π) = r (θ).
For a vector x ∈ R2 with x = |x| (cos θ, sin θ) (where |·| is the regular Euclidean norm)
the Minkowski norm, l (x), of x is defined by
l (x) = |x| /r (θ) . (10.4)
Here θ = θ (x) is as defined earlier. One notes that because U is convex and centrally
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symmetric then it is automatically absolutely convex, and then the Minkowski norm l
satisfies the definition (10.1) of the Minkowskian functional corresponding to the body
K = U . Aptly, we then define the Minkowski plane1 (M2, d) as the vector space
M2 = R2 equipped with the distance metric d :M2 ×M2 → [0,∞) given by
d (x, y) = l (x− y) .
Hence for any x ∈ ∂U we have d(x,~0) = l (x) = 1, and so we define ∂U to be the
Minkowski unit circle, or indicatrix of M2. For example, if we are just working in R2
then our indicatrix ∂U is simply the Euclidean unit circle and the distance metric is the
regular (isotropic) one defined by d (x, y) = |x− y|. Similarly, if ∂U is the Euclidean
circle with radius r, then the corresponding distance metric is the one defined by
d (x, y) = |x− y| /r. In this case the distance metric either isotropically enlarges or
shrinks the length of vectors by a factor of r, depending upon whether r < 1 or r > 1,
respectively.














It is a simple exercise to show that if U is closed convex and contains the origin then
U∗∗ = U . This set is also a closed convex set (in the sense that convex combinations of
linear functionals in (∂U)∗ are also contained in the set). The boundary of the polar
dual is given by
∂U∗ := {f ∈ U∗ : f (x) = 1 for some x ∈ ∂U} .
Recall that given a non-empty closed convex set K ⊂ R2, the support function
1One should be careful to not confuse this definition of the Minkowski plane with the other,
perhaps more familiar notion of the 2- dimensional Minkowski spacetime, which is a 1+1-dimensional
Lorentzian manifold which in local coordinates (t, x) is endowed with the metric ds2 := −dt2 + dx2.
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hK : R2 → R of K is given by
hK (x) := sup {(x, k) : k ∈ K} ,
where (·, ·) is the ordinary inner product in R2. If K = ∂U is parameterised by the
angle function θ as before, then we define the polar radial support function h = hU∗ as
the support function of the polar dual of U , U∗. This function is also parameterised
by θ and is in fact given by the reciprocal of the radial function: h = r−1 [34].
10.2 Basic differential geometry of the Minkowski
plane
In this section we reintroduce basic concepts such as curves and arc length in our new
anisotropic setting.
Let γ : S1 → M2 be a parameterised closed piecewise differentiable curve. The
Minkowski norm (10.4) defined in the previous section helps us to define the length of
γ. We do this in the regular way; one first approximates the curve with a polygonal
path of straight lines. The length of each of these lines can be calculated via (10.4).









Here the Minkowski arc length element is given by











where τ = γs is the Euclidean unit length tangent vector.
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Given our earlier parameterisation for ∂U we define the Minkowski tangent and
normal vector to a curve γ = (x (θ) , y (θ)) by
T (θ) = r (θ) τ (θ) and N (θ) = −hθ (cos θ, sin θ) + h (− sin θ, cos θ) ,
respectively, where h is the polar radial support function, h = r−1. It is worth noting
again that the angle θ refers to the angle that the regular Euclidean tangent to γ
makes with the x−axis. Much like in the Euclidean case, the vectors T and N form a
Minkowski frame for the curve γ, although it must be emphasised that generally they
do not form an orthonormal basis for R2 restricted to γ.
Claim 10.1. For every θ, the Minkowski tangent T and normal vector N span a
parallelogram of unit (Euclidean) area.
Proof. We consider a triangle in the plane with two sides given by T and N . Write
T (θ) = rτ and N (θ) = −hθτ + hn
where τ = (cos θ, sin θ) and n = (− sin θ, cos θ). We can write
N (θ) =
√
h2 + h2θ (cos (θ + ϕ (θ)) , sin (θ + ϕ (θ))) .
Here






where defined. Therefore the angle between T and N is given by ϕ (θ), and the Eu-















Since the area of the parallelogram in question is equal to twice the area of this triangle,
this proves the claim.
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Accordingly, the enclosed area A of a closed curve γ : S1 →M2 is simply equal to




(γ, n) ds. (10.6)
Note that measure in the integral is ds instead of dσ because the Minkowski area
element is identical to its Euclidean counterpart.
The isoperimetrix (the reasoning for this particular nomenclature will be explained
in the next section) Ĩ is then defined by the parameterisation
Ĩ = {N (∂U) (θ) : θ ∈ [0, 2π)} = {−hθτ + hn : θ ∈ [0, 2π)} . (10.7)
Qualitatively we have traced out the Minkowski normal vector N as we vary along
the indicatrix ∂U . It can be shown (see, for example, [96]) that the isoperimetrix Ĩ is
actually given by a π/2 counterclockwise rotation of the boundary of the polar dual
∂U∗.
Claim 10.1 gives an easy way to construct the Minkowski normal to a curve, given
an indicatrix and isoperimetrix ∂U and Ĩ, respectively: one simply takes the Minkowski
tangent vector T and rescales it so that its end lies on the isoperimetrix. It is then a
matter of rotating this new vector counterclockwise until the area of the parallelogram
spanned by it and T is of unit area.
Let us now attempt to develop a Minkowski analogue of the Frenet-Serret equations.
Given an indicatrix as defined in the previous section, along with a curve γ with
Euclidean tangent vector τ (θ), we write Minkowski unit tangent vector T in the same
direction as τ (θ) by
T (θ) = r (θ) τ (θ) .
The Euclidean tangent has been multiplied by the radius of the indicatrix at the corre-
sponding angle to insure T is of Minkowski unit length. Taking the derivative of both
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sides with respect to the angular parameter θ gives
Tθ = rθτ + rθn = r
2 (−hθτ + hn) = r2N.
Similarly,
Nθ = −hθθτ − hθn+ hθn− hτ = − (h+ hθθ) = −h (h+ hθθ)T.
Combining this with the chain rule and the identity θs = k, we arrive at the analogue












Next, let γ be a closed plane curve. Let θ be the angle between the Minkowski tangent
vector and the positive x−axis. That is to say, T = T (θ). It is relatively straightfor-






By defining T ∗, N∗ to be the corresponding dual frames to T and N respectively (that
is, T ∗, N∗ ∈ (Tγ)∗ satisfy T ∗ (T ) = N∗ (N) = 1, T ∗ (N) = N∗ (T ) where (Tγ)∗ denotes
the cotangent bundle of γ), one can show that the differential of the Minkowski length
functional, dl can be expressed in a particularly attractive way:
dl = T ∗.
(For a calculation of this, see [34]). It is then straightforward to show that for a
one-parameter family of Minkowski immersions γ : S1 × [0, T ) → M2, the evolution
equation
∂Nt γ = k/k̂ = k (h+ hθθ) =: κ. (ACSF)
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gives the steepest descent in L2 = H0 for the Minkowski length functional (see Section
11.3). Trying to keep in line with the Euclidean case (in which the curve shortening
flow gives the steepest descent in L2 for the Euclidean length functional), we therefore
dub κ = κ (σ, t) to be the Minkowski curvature associated to γ (σ, t). This is not
the only possible definition of the Minkowski curvature (see Section 10.4, for example),
however the author sees it as the most suitable one given its aforementioned variational
properties. Gage [34] (see also [84]) has studied the motion of a plane curve evolving
with flow speed given by (ACSF), the so-called ‘anisotropic curve-shortening flow’,
proving that flows that are renormalised to be area-preserving converge smoothly to a
homothetic rescaling of ∂U with enclosed area A (γ0) := A (γ (·, 0)). This is clearly
the Minkowski analogue of the regular Euclidean curve-shortening flow, which has been
studied quite thoroughly in the mathematical community (see [1, 4, 33, 39], among
many others).
Let us end this section by looking at a concrete example of an indicatrix and the
isoperimetrix that it induces.
Example 10.2. Consider the square in R2 with corners at (1, 1), (−1, 1), (−1,−1)
and (1,−1) (see Figure 10.1). Denoting this square by ∂U , we can see that the
figure is convex and centrally symmetric and therefore satisfies the criteria of be-
ing an indicatrix. Note that the radial function r is not continuously differentiable





Figure 10.1: A simple indicatrix given by the perimeter of a square with sides of length 2.
Let us try to find the isoperimetrix Ĩ associated to ∂U . First we need to calculate the
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sec θ, −π/4 ≤ θ < π/4
cosec θ, π/4 ≤ θ < 3π/4
− sec θ, 3π/4 ≤ θ < 5π/4
−cosec θ, 5π/4 ≤ θ < 7π/4
where we have identified θ = −π/4 and θ = 7π/4. Since ∂U is not continuously
differentiable at the corners of the square, we cannot calculate Ĩ via the formula (10.7).
Luckily, there is an easier way. Recall that Ĩ is given by a π/2 anticlockwise rotation of
the boundary of the polar dual ∂U∗ which is defined by the polar function h = r−1. Since
∂U is invariant under rotations of π/2, so is Ĩ. Therefore in our case the isoperimetrix
Ĩ is simply the boundary of the body whose radial function for each θ is defined by the





{(cos 2θ, sin 2θ) + (1, 0)} , −π/4 ≤ θ < π/4
1
2
{(cos (2θ − π/2) , sin (2θ − π/2)) + (0, 1)} , π/4 ≤ θ < 3π/4
−1
2
{(cos 2θ, sin 2θ) + (1, 0)} , 3π/4 ≤ θ < 5π/4
−1
2
{(cos (2θ − π/2) , sin (2θ − π/2)) + (0, 1)} , 5π/4 ≤ θ < 7π/4
We find that Ĩ is given by the union of 4 semicircles of radius 1/2. Each point at
which the semicircles intersect corresponds to a point where the indicatrix fails to be
continuously differentiable. We present the indicatrix and isoperimetrix together in the
following figure.
To demonstrate how ∂U and Ĩ influence the geometry of curves in the plane, we
consider an embedded circle of radius 2 in the following diagram.
One can see that the Minkowski tangent vectors (marked in blue) vary in length as
we travel around the circle, getting largest in sections where the direction of the tangent





Figure 10.2: Here we combine the indicatrix from before, ∂U (in blue) with its isoperimetrix Ĩ (in red).
∂UĨ
Figure 10.3: Here we demonstrate how the indicatrix and isoperimetrix shape the geometry of our plane. At several
points along our large circle we have placed a Minkowski tangent and normal vectors (in blue and red respectively).
approaches {±π/2,±3π/4}. This corresponds to the parts of the indicatrix in which
the radius is the largest (the corners of the blue square). At these points the Minkowski
normal changes orientation instantaneously because the failure of ∂U to be continuously
differentiable.
Note that in Figure 10.3 the Minkowski tangent and normal vectors always span
a parallelogram of unit area, even though they are not necessarily perpendicular (see
Claim 10.1).
Contrary to the previous example, for the remainder of this thesis we will assume
that the indicatrix ∂U (and hence the isoperimetrix Ĩ), is smooth. The reason for
this is that the main result for Part II (see Theorem 13.1) establishes conditions under
which the flow introduced in Chapter 11 converges smoothly and exponentially to a
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homothetic rescaling of a smooth isoperimetrix. It would be an interesting topic for
further work to investigate the case in which the indicatrix is nonsmooth.
10.3 The anisotropic isoperimetric problem
In classical Euclidean geometry, there are varied notions of what is meant by the
isoperimetric problem, the most well-known of which is the following: find a simple
closed curve of largest possible area given prescribed length [16]. In Euclidean space
with the usual definitions of length and area, the solution is of course given by the
circle.
The aforementioned problem leads to a ratio that is satisfied by all simple closed





For simple closed curves, this ratio is greater than or equal to one with equality if and
only if γ is a circle. We have varied our notation for length and area here to differentiate
from the Minkowski case, although both definitions overlap when the indicatrix is the
usual Euclidean unit circle.
We want to try to find an anisotropic analogue to the Euclidean isoperimetric
problem and isoperimetric ratio. Not only is this interesting in its own right, but it
will be important in our analysis later on. In fact before any analysis takes place at
all it is quite clear that some notion of the isoperimetric ratio will be needed, the
reasoning for which we now outline. A curve solving the isoperimetric problem would
be the Minkowskian analogue to the Euclidean circle which is the limit solution to
many Euclidean geometric flows such as the curve shortening flow and curve diffusion
flow, among others. Thus it would seem likely that a geometric flow in the Minkowski
plane would also flow to a a closed curve solving the isoperimetric ratio. After all,
CHAPTER 10. THE ANISOTROPIC SETTING - INTRODUCING THE
MINKOWSKI PLANE 210
the purpose of geometric flows is largely to deform an object into something more
geometrically desirable.
We present the isoperimetric problem (and its solution) in the following theorem.
Theorem 10.3. For a Minkowski plane M2 with associated indicatrix ∂U , a homoth-
etic rescaling of Ĩ gives the minimum Minkowski boundary length of all simple closed
curves with a given enclosed area.
Proof. The result is quite standard (see, for example, [20]). However, for the sake of
self-containment, we include an outline. We consider an immersed curve γ and use the





given a prescribed enclosed area









u and θ = tan
−1 (yu/xu) (where defined). The Lagrangian is
therefore given by
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+ A = −hys − hθxs + A















+B = hxs − hθys +B
for some constant B. Therefore our extremising curve γ = (x, y) satisfies
γ = (x, y) =
1
λ
(−hθτ + hn+ (A,B)) ,
where τ = (xs, ys) , n = (−ys, xs) are the Euclidean unit normal and tangent to the
curve, respectively. Comparing to (10.7) we can see that γ is a copy of the isoperimetrix
that has been translated and rescaled homothetically.
It turns out (see, for example [97]) that for any simple closed curve immersed in
the Minkowski plane M2, γ : S1 → M2 with positive enclosed area, the following
inequality holds:
L 2 (γ)− 2A (γ)
∫
γ
κ dσ ≥ 0,
with equality if and only if γ is a homothetic rescaling of the isoperimetrix Ĩ. Therefore








to be the anisotropic isoperimetric ratio associated to M2. For simple curves, ratio
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is always greater than or equal to 1, with equality if and only if γ is a homothetic
rescaling of the isoperimetrix Ĩ (hence its name). In this paper we will often refer to
I simply as the ‘isoperimetric ratio’ for short, since it is in fact equal to its Euclidean
counterpart in the case M = R2.
The ratio given by (10.12) at first appears to only superficially resemble the classical




κ dσ that appears in the denominator of equation (10.12) is in fact a topological
invariant which depends solely on the structure inherited from the indicatrix ∂U and
reduces to (10.10) in the Euclidean case. This is the generalisation of the Euclidean
case in which the total curvature of a simple closed immersed plane curve γ : S1 → R2
is given by an integer multiple of 2π:
∫
γ
k ds = 2ωπ. (10.13)
Here ω is the winding number of the unit tangent (or equivalently, the normal) vector
around the origin. Equation (10.13) is a special case of the Gauss-Bonnet formula and
is often referred to as the Gauss-Bonnet formula for simple closed curves.
Proposition 10.4. Let γ : S1 →M2 be a simple closed immersion in the Minkowski
plane M with associated indicatrix ∂U and isoperimetrix Ĩ. Then
∫
γ
κ dσ = 2A (Ĩ),
where A (Ĩ) is the enclosed area of the isoperimetrix Ĩ. Therefore the (anisotropic)
isoperimetric ratio (10.12) can be written as
I (γ) :=
L 2 (γ)
4A (γ) A (I)
. (I)






k (h+ hθθ) dσ =
∫ 2π
0
h (h+ hθθ) dθ. (10.14)
213 10.3. THE ANISOTROPIC ISOPERIMETRIC PROBLEM
Next, using the notation τ = (cos θ, sin θ) , n = (− sin θ, cos θ), the isoperimetrix I can
be parameterised by
Ĩ (θ) = {−hθ τ + hn : θ ∈ [0, 2π)} .
Therefore a quick calculation gives
Ĩθ = − (h+ hθθ) τ,
and so the induced Euclidean arc length and normal to Ĩ are given by
ds̃ =
√




This implies that the signed enclosed area of of Ĩ is given by
















h (h+ hθθ) dθ.
Comparing to (10.14) we find that
∫
γ
κ dσ = 2A (Ĩ),
which finishes the proof.
Recall that in the case we are simply in R2 with the regular Euclidean distance
metric, then the indicatrix is given by the ordinary unit circle. In this case, h = r−1 ≡ 1
and so the formula (10.7) for the parameterisation of the isoperimetrix implies that it
too is the unit circle, which has area π. Therefore substituting into (I) we obtain the
classical isoperimetric ratio L2/4πA, as expected.
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Remark 10.5. It should be noted that there exist a number of different isoperimetric
inequalities. For example, the Banchoff-Pohl inequality gives a lower bound on the
length of a possibly non-simple curve. In the anisotropic setting (see, for example [94]
for a proof of the inequality by anisotropic curve shortening flow), the inequality takes
the form




where w(x) denotes the winding number of x with respect to γ. Equality holds in (10.15)
if and only if γ is a (possibly multi-covered) homothetic rescaling of the isoperimetrix.
The reader is also invited to read [13] for the classical version of this inequality, as well
as [95] for the case in which the ambient manifold has negative curvature.
10.4 An alternative definition of Minkowski curva-
ture
As mentioned above, the definition given for the anisotropic curvature κ is not the













with their Minkowski counterparts (10.8), the two obvious candidates for a curvature
function present themselves. One is κ := k (h+ hθθ), (which we have chosen for this
thesis), the other κ∗ := kh−3. In some ways (which we now highlight) κ∗ would seem
a more logical choice, although it does not exhibit the nice variational properties that
κ does (see Section 11.3).
If we consider an immersed closed curve γ : S1 →M2 then (10.5) implies that the
induced metric on γ is given by g = dσ2 = r−2 ds2. Therefore the induced Laplace-
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σγ = ∂σ (r∂sγ) = ∂σT = kh
−3N = κ∗N,
where we have used our earlier definition of κ∗ as well as (10.8) in our calculation.
Comparing to the identity
∆γγ = ∂
2
sγ = k n
which holds for curves immersed in regular Euclidean space, one might hypothesise
that using κ∗ as the definition of curvature for our anisotropic setting might be fitting.
Indeed the Minkowski-normal flow equation
∂tγ = κ
∗N = kh−3N (10.16)
does exhibit some interesting variational properties. A quick calculation proves that
under (10.16) the Minkowski length of closed curves decreases monotonically:
d
dt
L (γ) = −
∫
γ
κ · κ∗ dσ = −
∫
γ
k2 h−3 (h+ hθθ) dσ ≤ 0.
Here we have used the fact that by the isoperimetrix is assumed to be strictly con-
vex and hence the reciprocal of its Euclidean curvature, k̂−1 = h + hθθ, is everywhere
positive. Similarly, aided by relevant calculations found in Corollary 11.2 of the next




A (γ) = −
∫
γ
κ∗ dσ = −
∫
γ
kh−3 dσ = −
∫
γ
kr2 ds = −
∫
γ
r2 (θ) dθ ≤ 0.
Therefore without deeper analysis there is no obvious way to determine whether or not
the isoperimetric ratio is increasing or decreasing. The author thinks that it would be a
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worth while endeavour to study the behaviour of immersed curves under the alternate
Minkowski curve shortening flow given by (10.16).
Chapter 11
The flow equation
In this chapter we introduce the geometric flow that is to be studied in Part II of the
thesis.
For a fixed p ∈ N, we consider a one parameter family of closed immersed curves
γ : S1 × [0, T )→M evolving with Minkowski normal velocity equal to (−1)p κσ2p :




refers to the 2pth derivative of κ with respect to σ, the Minkowski
arc length parameter. We will only be considering initial curves γ (·, 0) = γ0 that are
closed with winding number one. However, unless stated otherwise, results apply to
initially non-embedded curves.
We will henceforth refer to a one-parameter family of closed curves evolving via
(APH) as a 2 (p+ 1)-anisotropic polyharmonic curve flow, and it naturally generalises
its lower-order Euclidean counterparts. In the case p = 0 and p = 1 we have the
Minkowski curve shortening and curve diffusion flows respectively. It turns out that
our energy-based methods will not work for the case p = 0. Therefore, we stress that
we are only considering the cases p ≥ 1 in this part of the thesis.
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In particular, our problem is equivalent to solving the initial value problem

∂tγ (σ, t) = (−1)p κσ2pN (σ, t) ,
γ (·, 0) = γ0 ∈ C∞ (S1) .
(11.1)
Here γ0 is a prescribed, smooth closed curve. The flow can be seen to be a degenerate
system of quasilinear parabolic differential equations of order 2 (p+ 1), from which we
can derive short time existence using the earlier results from Section 2.3.
11.1 A note on short-time existence
Short-time existence results are quite standard for the flow being considered here, but
shall be included for clarity and self-containment.
We rewrite the flow (APH) as a parabolic system on a section over γ. We first





Multiplying a vector in R2 by Π of course has the affect of rotating the vector π/2
radians in the anticlockwise direction.
With this notation, we observe that
κ = (h+ hθθ) k = |γu|−3 (h+ hθθ) (γuu, (Π · γu))
where Π · X, X ∈ R2 stands for ordinary matrix premultiplication of X by Π. Using
this along with the identity ∂σ = (r |γu|−1) ∂u yields
κσ2p = (h+ hθθ)
r2p
|γu|2p+3
(γu2p+2 , (Π · γu)) + ‘Lower order terms in γ′.
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Moreover,
N = −hθ τ + h ν =
1
|γu|
(h (Π · γu)− hθ γu).
Therefore in index notation the flow (APH) becomes
∂tγ
α = (−1)p (h+ hθθ)
r2p
|γu|2(p+2)
(h(Π · γu)α − hθ γαu )δωβ (Π · γu)ω γ
β
u2p+2
+ ‘Lower order terms in γ′
= (−1)pAα i1j1···ip+1jp+1β ∂i1j1...ip+1jp+1γ
β + ‘Lower order terms in γ′,
where the coefficient matrix A is given by
A
α i1j1i2j2...ip+1jp+1
β = (h+ hθθ)
r2p
|γu|2(p+2)
(h(Π · γu)α − hθ γαu ) δωβ (Π · γu)ω. (11.2)
From (11.2) we can deduce that the flow is weakly parabolic (see Section 2.1 for the
definition). To see this we need to show that eigenvalues of the operator
Tαβ = A
α i1j1i2j2...ip+1jp+1
β ξi1ξj1ξi2ξj2 · · · ξip+1ξjp+1




(h(Π · γu)α − hθ γαu )((Π · γu), η) = λ ηα. (11.3)
Now η can be written as η = ϕγu + φ (Π · γu) everywhere. If η is not purely tangential
(meaning that φ 6= 0), then taking an inner product of (11.3) with Π · γu and then
diving through by φ |γu|2 gives




If instead φ = 0 then η = ϕγu and solving the eigenvalue problem leads to
λγαu = (h+ hθθ)
r2p
|γu|2(p+2)
(h (Π · γu)α − hθ γαu )((Π · γu), γu)γβu = 0,
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where the last step follows from the fact that (Π · γu) ⊥ γu. Therefore λ = 0 and we
conclude that (APH) is weakly parabolic. The principal symbol is degenerate in the
tangential direction, much like the geometric polyharmonic heat flow (see Part I). In
particular the Legendre-Hadamard condition does not hold for any positive constant
because of this degeneracy: choosing η = ϕγu ones notes that
A
α i1j1...ip+1jp+1
β ξi1ξi2 · · · ξip+1ξjp+1 ηαη
β = 0.
We then proceed by considering a smooth family of reparameterisations exactly as in
the proof of Theorem 2.1 in Section 2.3 to show that the flow is equivalent to a strongly
parabolic system of differential equations, modulo the action of a one-parameter dif-
feomorphism group acting on the curve. Henceforth the proof is almost identical to
the one contained in Section 2.3 and so we will not repeat it. This establishes local
well-posedness of the initial value problem (11.1).
11.2 Associated evolution equations
In this section we calculate the preliminary geometric evolution equations associated
with the 2 (p+ 1)−anisotropic polyharmonic curve flow (APH). Many of these are
quite straightforward (but lengthy) to calculate.
Lemma 11.1. Suppose that γ : S1 × [0, T ) → M2 solves (APH), and that f : S1 ×














ft + (−1)p+1 f · κ · κσ2p dσ.
Proof. We first calculate the time derivatives of the Euclidean and Minkowski length
elements, ds and dσ respectively. Firstly,
∂t |γu|2 = 2 〈γu, ∂uγt〉
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= 2 (−1)p 〈γu, ∂u (κσ2pN)〉
= 2 (−1)p h |γu|2 〈τ, ∂σ (κσ2pN)〉
= 2 (−1)p h |γu|2 〈τ, κσ2p+1N − κ · κσ2pT 〉
= 2 (−1)p h |γu|2 〈τ, κσ2p+1 (−hθτ + hn)− rκ · κσ2pτ〉
= 2 (−1)p+1 |γu|2 (h · hθκσ2p+1 + κ · κσ2p) .
It follows immediately that
∂tds = ∂t (|γu| du) = (−1)p+1 (h · hθκσ2p+1 + κ · κσ2p) ds. (11.4)
Next, by using the chain rule, it is relatively straightforward to calculate














〈(−yu, xu) , ∂uγt〉
= rθ 〈n, ∂sγt〉
= (−1)p hrθ 〈n, ∂σ (κσ2pN)〉
= (−1)p hrθ 〈n, κσ2p+1N − κ · κσ2pT 〉
= (−1)p hrθ 〈n, κσ2p+1 (hn− hθτ)− rκ · κσ2pτ〉
= (−1)p h2rθκσ2p+1
= (−1)p−1 hθκσ2p+1 . (11.5)










ds+ r−1 (−1)p+1 (h · hθκσ2p+1 + κ · κσ2p) ds
= (−1)p+1 r−1κ · κσ2p ds
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= (−1)p+1 κ · κσ2p dσ.














ft + (−1)p+1 f · κ · κσ2p dσ,
which is the desired result.
We now use the preceding lemma to calculate the evolution equations for some
geometric quantities, including Minkowski length, and enclosed area.
Corollary 11.2 (Evolution equations for basic geometric quantities). Suppose that
γ : S1 × [0, T )→M2 solves (APH). Then
d
dt
L (γ) = −
∫
γ
κ2σp dσ ≤ 0 and
d
dt

















As a result, the isoperimetric ratio I decreases monotonically along the flow, with












Proof. Applying Lemma 11.1 with f ≡ 1 and integrating by parts once gives the first






κ · κσ2p dσ = −
∫
γ
κ2σp dσ (≤ 0) .
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(γ, n) ds =
∫
γ
∂t (γ, n) + (−1)p+1 (γ, n) (h · hθκσ2p+1 + κ · κσ2p) ds. (11.6)
All that is left is to calculate nt. To do so, we will need to first calculate the commutator





= − |γu|−2 ∂t |γu| ∂u + ∂st
= (−1)p |γu|2 (h · hθκσ2p+1 + κ · κσ2p) |γu| ∂u + ∂st
= ∂st + (−1)p (h · hθκσ2p+1 + κ · κσ2p) ∂s. (11.7)
Therefore the time and Euclidean arc length derivatives do not commute.
Next, note that τ = γs, and so the identity (11.7) implies that
∂tτ = ∂stγ + (−1)p (h · hθκσ2p+1 + κ · κσ2p) ∂sγ
= (−1)p ∂s (κσ2pN) + (−1)p (h · hθκσ2p+1 + κ · κσ2p) τ
= (−1)p h (κσ2p+1N − κ · κσ2pT ) + (−1)p (h · hθκσ2p+1 + κ · κσ2p) τ
= (−1)p hκσ2p+1 (hn− hθτ) + (−1)p+1 κ · κσ2pτ + (−1)p (h · hθκσ2p+1 + κ · κσ2p) τ
= (−1)p h2κσ2p+1n. (11.8)
Next, |n|2 = 1 implies that ∂tn ⊥ n. Hence from (11.8) we have
∂tn = (∂tn, τ) τ = − (n, ∂tτ) τ = (−1)p+1 h2κσ2p+1τ
This implies
∂t (γ, n) = (−1)p 〈κσ2pN, n〉+ (−1)p+1 h2κσ2p+1 (γ, τ)
= (−1)p hκσ2p + (−1)p+1 h2κσ2p+1 (γ, τ) .
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(γ, n) ds = (−1)p
∫
γ
κσ2p dσ + (−1)p+1
∫
γ




(γ, n) (h · hθκσ2p+1 + κ · κσ2p) ds. (11.9)
















k · κσ2phθ (γ, τ) ds+ (−1)p
∫
γ
k · hθθκσ2p (γ, n) ds. (11.10)
Here we have also used the identity ∂s = k∂θ and the fact that ∂sγ = τ ⊥ n. Similarly,























k · hκσ2p (γ, n) · ds. (11.11)


























κ · κσ2p (γ, n) ds






Here we have used κ = k (h+ hθθ), and the last step follows from the divergence
theorem because γ (·, t) is closed. This establishes the second claim of the corollary.
To begin calculating the evolution of the Minkowski curvature κ, we first calculate the
evolution of the Euclidean curvature k:
∂tk = ∂t (γss, n)
= (∂tsτ, n) + (τs, ∂tn)
= (∂tsτ, n)









+ (−1)p k (h · hθκσ2p+1 + κ · κσ2p)
= (−1)p
(
2kh · hθκσ2p+1 + h3κσ2p+2
)
+ (−1)p k (h · hθκσ2p+1 + κ · κσ2p)
= (−1)p
(
h3κσ2p+2 + 3kh · hθκσ2p+1 + kκ · κσ2p
)
. (11.12)
Here we have used τs ⊥ ∂tn. Next we need to calculate the evolution of h, hθθ. This





(τ, ∂t (yu,−xu))hθm+1 = − (τ, nt)hθm+1 = (−1)p h2hθm+1κσ2p+1 ,
and therefore
∂t (h+ hθθ) = (−1)p h2 (h+ hθθ)θ κσ2p+1 = (−1)
p k−1h3 (h+ hθθ)σ κσ2p+1 . (11.13)
Combining (11.12) and (11.13) gives us
∂tκ = ∂t (k (h+ hθθ))
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= (−1)p
(
h3κσ2p+2 + 3kh · hθκσ2p+1 + kκ · κσ2p
)
(h+ hθθ)






+ (−1)p κ2 · κσ2p .








∂tκ dσ + (−1)p+1
∫
γ

























Here the last step follows from the divergence theorem because γ (·, t) is closed. This
gives the first claim of the lemma. The next claim follows immediately from combining
the previous claim and the evolution equation for the length L :
d
dt
κ̄ = −L −2
∫
γ









κ2σp dσ ≥ 0.
























Hence the claim follows.
Note that the result d
dt
I ≤ 0 from the preceding lemma is critical. This is because
for our main theorem (Theorem 13.1), we wish to prove convergence to a homothetic
rescaling of the isoperimetrix Ĩ, which minimises the ratio I amongst all closed curves
immersed in M2.
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11.3 The gradient flow hierarchy
Consider a closed immersed curve in the Minkowski plane: γ : S1 → M2, and its
accompanying length functional L (γ) =
∫
γ
dσ. Then for Minkowski-normal variations
∂tγ = ϕN calculations from the previous proposition give
d
dt
L (γ) = −
∫
γ
κ · ϕdσ. (11.14)
To determine the gradient flow for the energy L in the Sobolev space Hp (γ) it is
necessary to find the normal variation that satisfies the equation
∂tγ = −∇HpL (γ) ,
where ∇HpL (γ) is the gradient associated to the functional L in the natural inner
product on the space Hp. This is usually done by comparing (11.14) to the equation
dLη (γ) = (∇HpL (γ) , ϕ)Hp , (11.15)
which is often simple to compute using integration by parts.
In the case where p = 0, we have that H0 = L2, in which case the inner product is
given by the familiar equation:




In this case by comparing (11.14) and (11.14) one can immediately see that
d
dt
L (γ) = (κ, ϕ)H0 ,
which means that ∇H0L (γ) = κN and establishes the anisotropic curve shortening
flow (ACSF) as the gradient flow for the Minkowski length functional.
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We next consider the dual spaces to the Sobolev spaces Hp (Σ), which are denoted
by H−p (Σ) and consist of the bounded linear functionals L : Hp (γ) → R. We assign
to the dual space its dual pairing (·, ·)H−p . It turns out that these spaces will be the
natural setting for our family of curves (APH).
If f ∈ L2 (γ) then recall (see, for example [30]) that we can define the pth distribu-
tional derivative of f as the function satisfying




f ∂pσg dσ for every g ∈ Hp (Σ) .
We will use this definition to prove that the flows (APH) are gradient flows in the
spaces H−p, p ∈ N. Indeed for sufficiently smooth flows of the form
∂tγ = ϕN,
one can use (11.14) and (11.15) to conclude
d
dt


















Here ψ is the pth distributional anti-derivative of ϕ. Equality holds in the last line
of (11.16) if and only if ϕ is equal to (some positive multiple of) (−1)p ∂pσκ, which
is equivalent to saying that ϕ = (−1)p ∂2pσ κ. Therefore the anisotropic polyharmonic
curve flows form a a natural hierarchy of gradient flows for the Sobolev spaces H−p, p ∈
N0. The pth step in the hierarchy corresponds to a flow of order (2p+ 2), with the first




In this chapter we introduce a scale-invariant quantity




which we call the Minkowski normalised oscillation of curvature. This energy was
introduced by Wheeler [105] in the Euclidean setting and is a natural one of our pur-
poses: it is a Lyapunov functional for closed curves in the Minkowski plane under some
natural assumptions. More specifically, if we are given a closed curve γ with turning
number ω, then Kosc (γ) = 0 if and only if γ is n ω-covered homothetic rescaling of
the isoperimetrix Ĩ. To see this, note that Kosc (γ) = 0 implies that γ has constant
Minkowski curvature everywhere, say κ ≡ C. That is to say, k̂ ≡ C (h+ hθθ)−1 where
k̂ is the ordinary Euclidean curvature of γ. But by (10.9), (h+ hθθ)
−1 is the Euclidean
curvature of the isoperimetrix, and so this implies γ must be a homothetic rescaling of
Ĩ. The prescribed turning number ω then allows us to ascertain how many times it is
covered.
Moreover, the normalised oscillation of curvature is scale-invariant (see Proposition
229
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12.1). One may choose to view Kosc as a planar curve analogue of the total umbilic
energy W̃ (f) from Part I of the thesis. We start off by proving some fundamental
properties of the energy, before calculating its associated evolution equation. Many
of the results henceforth will use the assumption of small energy, the same way we
did for the total trace-free curvature in Part I. We will also use the assumption of
small isoperimetric ratio (see, for example, Proposition 12.4), which is another natural
‘circularity’ assumption to make.
Proposition 12.1. The quantity Kosc is scale-invariant.
Proof. The proof is straightforward. We consider a closed planar curve γ : S1 → M
and a homothetic rescaling γ̃ = λγ with λ > 0. We will affix a ‘˜’ symbol to all









〈γv, γv〉 dv = λ s (u) ,
and so ∂s̃ = λ
−1∂s. It is obvious that r̃ = r, where r̃, r denote the reciprocal of the













= λ−1κ (u) .
Therefore







































= Kosc (γ) ,
showing that Kosc is scale-invariant.
One can deduce from our previous calculations that this quantity is a natural one,
being that for a one parameter family of curves γt that solves (APH), Kosc (t) is a















Now the periodicity of κ implies that for every i ≥ 1,
∫
γ
κσi dσ = 0, so we can apply












L = − 1







Here we have utilised the evolution of the length functional from Corollary 11.2. We
conclude that for any t ∈ [0, T )
∫ t
0
Kosc (τ) dτ ≤ −
1
2 (p+ 1) (2π)2p
(
L 2(p+1) (γt)−L 2p+1 (γ0)
)
≤ 1
2 (p+ 1) (2π)2p
L 2(p+1) (γ0) , (12.1)
and ascertain from (12.1) that the normalised oscillation of curvature is a priori con-
trolled in L1 over the time of existence of the flow. Furthermore, by repeatedly using
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Lemma B.3 in a similar fashion, one can easily obtain an L1 bound for ‖κ− κ̄‖2∞ over
the interval [0, T ). Firstly






Hence for any t ∈ [0, T ),
∫ t
0








L 2p (γ0) .
(12.2)
It is clear from (12.1) and (12.2) as well as the discussion at the beginning of the
chapter that if we can show our flow (APH) exists for all time (T = ∞) then it must
converge (at least sequentially) to a homothetic rescaling of the isoperimetrix.
Next we formulate the evolution equation for the normalised oscillation of curvature.
Proposition 12.2. Suppose γ : S1 × [0, T )→M2 is a closed solution to (APH), with
turning number one. Define Q := h3 (h+ hθθ), where h = r−1 is the radial support













































κ2σp+1 dσ ≤ 0
Therefore, if there exists a positive time T ∗ such that
Kosc (t) ≤ min
{






=: 2K? for t ∈ [0, T ?) , (12.4)
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Remark 12.3. Although the right hand side of (12.4) depends on p (because the con-
stants c1, c2 depend on p), the coefficients on the right hand side of (12.5) are indepen-
dent of p.


















(κ− κ̄)2 dσ + 2L
∫
γ













































(κ− κ̄)3 + κ̄ (κ− κ̄)2
)
σp






(κ− κ̄)3 + κ̄ (κ− κ̄)2
)
σp
dσ − 8A (Ĩ) d
dt
ln L .
Applying the general Leibniz rule to the last term on the left hand side and rearranging
gives (12.3). Next we need a general rule that tells as how to deal with derivatives of






i (κ) , j ∈ N, (12.6)
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where c̃i is a constant that depends upon the radial support function h and its deriva-

















where c̃1 (h, hθ, hθ2 , hθ3) = (h
3 (h+ hθθ))θ ·
h
(h+hθθ)
. The proof of this identity comes
from a simple inductive argument.
Next note that by algebraic manipulation we can write any P−style combination of
terms involving κ as a P−style combination of terms involving (κ− κ̄) in the following
way:
P nk (κ) =
k−1∑
l=0
κ̄lP nk−l (κ− κ̄) . (12.7)
For example, using the fact that κ̄ is constant shows that
P 22 (κ) = c1 ∂
2
σκ ∗ κ+ c2 ∂σκ ∗ ∂σκ
= c1∂2(κ− κ̄) ∗ (κ− κ̄+ κ̄) + c2∂σ(κ− κ̄) ∗ ∂σ(κ− κ̄)
= c1∂2(κ− κ̄) ∗ (κ− κ̄) + c2∂σ(κ− κ̄) ∗ ∂σ(κ− κ̄) + c1 κ̄ ∂2σ(κ− κ̄)




κ̄l P 22−l(κ− κ̄).







κ̄mP j−ii−m (κ− κ̄) , j ∈ N.
In order to use Lemma B.7 correctly to estimate the remaining terms in (12.3) we will
need to make sure that the highest derivative of (κ− κ̄) is of the order p+ 1. We can
do this effectively by integrating by parts. If l = p− 1 we integrate by parts to give
∫
γ























(κ− κ̄)2σp c̃i (κ̄)









∣∣∣P 2(p+1)−i,pi−m+2 (κ− κ̄)∣∣∣ dσ. (12.8)























∣∣∣P 2(p+1)−i,pi−m+2 (κ− κ̄)∣∣∣ dσ. (12.9)
Since (12.8) is of the same form as (12.9) with l = p−2, we only need to look at (12.9).




∣∣∣P 2(p+1)−i,pi−m+2 (κ− κ̄)∣∣∣ dσ



































Next we estimate the first term on the right hand side of (12.3) in a similar manner.













∣∣P 2p,p4 (κ− κ̄)∣∣ dσ + c∫
γ
∣∣P 2p,p3 (κ− κ̄)∣∣ dσ
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κ2σp+1 dσ ≤ 0.
Assuming that the inequality (12.4) holds, the previous inequality can be reduced to
(12.4) where ci = ci (p, ∂U) are universal constants. Integrating this last inequality
then gives equation (12.5) under the small-energy assumption (12.4).
We now use the previous proposition to show that under an initially small concentra-
tion of curvature (quantified in terms of the Minkowski oscillation of curvature, Kosc),
as well as a simple assumption on the initial isoperimetric ratio, a 2 (p+ 1)-anisotropic
polyharmonic curve flow (APH) never more-than doubles its initial oscillation of curva-
ture (this argument can in fact be refined to obtain something stronger if one wishes).
Proposition 12.4. Suppose that γ : S1 × [0, T ) → M2 solves (APH). Additionally,
suppose that γ0 is a simple closed curve satisfying







Kosc (γ) ≤ 2K? for t ∈ [0, T ) .
Proof. Assume for the sake of contradiction that Kosc does not remain bounded by
2K?. Then we can find a maximal T ? < T such that
Kosc (γ) ≤ 2K? for t ∈ [0, T ?) .
Hence by (12.5) the following identity holds for t ∈ [0, T ?):
Kosc (γt) ≤ Kosc (γ0) + 8A (Ĩ)2 ln (L (γ0) /L (γt)) . (12.12)








and so (12.12) implies that
Kosc (γt) ≤ Kosc (γ0) + 4A (Ĩ)2 ln I (γ0) ≤ K? +K?/2 = 3K?/2, (12.13)
which is strictly less than 2K?. The penultimate step here follows from the assumptions
(12.11). Taking t↗ T ? in (12.13) contradicts the definition of T ?, and so we conclude
that such a maximal T ? can not exist. The claim then follows.
The preceding proposition will be vital in proving the main theorem in Chapter 13,
particularly when showing long time existence of the flow (Theorem 13.5).
Chapter 13
Proof of the main theorem
We are almost ready to prove the major result of this part: long time existence and
exponential convergence to homothetic rescaling of the isoperimetrix. We first state
the main theorem (Theorem 13.1) before proving it in increments over the course of
the chapter.
Theorem 13.1. Suppose that γ0 : S1 → M2 is a regular smooth immersed closed
curve with A (γ0) > 0. Define Q := h3 (h+ hθθ), where h = r−1 is the radial support
function corresponding to the indicatrix ∂U . Then there exists a constant ε0 > 0 such
that if
Kosc (γ0) < ε0 and I (γ0) < exp(ε0/8A (Ĩ)2),
then the 2 (p+ 1)-anisotropic polyharmonic curve flow γ : S1×[0, T )→M2 with initial
data γ (·, 0) = γ0 exists for all time (meaning T =∞) and converges exponentially fast
to a homothetic rescaling of the isoperimetrix Ĩ with enclosed area A (γ0).
We also obtain the following result which establishes an absolute upper bound on
the waiting time until our family of immersions γ (t) becomes uniformly convex. The
result should be compared to the work of Wheeler in his analysis of the curve diffusion
flow in the Euclidean plane [105].
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Proposition 13.2 (Upper bound on waiting time until uniform convexity). Suppose
that γ : S1 × [0, T )→M2 satisfies the criteria of Theorem 13.1. Then








where κ (·, t) ≯ 0 is taken to mean there exists at least one σ with κ (σ, t) ≤ 0.
The proof of Proposition 13.2 is included at the end of the chapter.












for some constant c > 0. Here κσm refers to the m
th repeated derivative of κ with
respect to σ.








(−1)p+1 hθκσ2p+1 |γu|−1 + r (−1)p (h · hθκσ2p+1 + κ · κσ2p) |γu|−1
)
∂u + ∂σt
= (−1)p κ · κσ2p ∂σ + ∂σt.
Hence
[∂t, ∂σ] = (−1)p κ · κσ2p ∂σ. (13.2)







∂iσ (κ · κσ2p · κσm−i)




∂iσ (κ · κσ2p · κσm−i) ,










































κ2σm · κ · κσ2p dσ. (13.3)
We have to consider the cases p > m, p ≤ m separately in order to use Lemma A.12
correctly. The idea is that in general we do not want any derivatives of κ that are
higher than order m+ p.
















κ · κσm−i · κσm+i · κσm+p+α dσ + (−1)p
∫
γ









































































∣∣∣P 2(m+p),m+p4 (κ)∣∣∣ dσ. (13.4)
In a similar manner to (12.8), we treat the cases j = 1, j < 1 separately in the sum on
the right hand side of (13.4). For j = 1 we have
∫
γ
Qσκσm+p+1 · κσm+p dσ = −
∫
γ






where we have used integration by parts. Hence
∫
γ























∣∣∣P 2(m+p+1)−i,m+pi+2 (κ)∣∣∣ dσ. (13.5)
For j > 1 we can integrate by parts once, yielding
∫
γ
Qσjκσm+p+1 · κσm+p+1−j dσ = −
∫
γ





















∣∣∣P 2(m+p+1)−i,m+pi+2 (κ)∣∣∣ dσ. (13.6)





κ2σm dσ + 2Q?
∫
γ



















Here we have used inequality (B.8) from Lemma B.7 in the last step.
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κ · κσm−iκσm+iκσ2p dσ + (−1)p+1
∫
γ











κ · κσm−iκσm+p+(i−p)κσ2p dσ +
∫
γ





























∣∣∣P 2(m+p),m+p4 (κ)∣∣∣ dσ.
Here we have used the fact that for i ≤ p, max {m− i,m+ i, 2p} ≤ m+p in the second




















∣∣∣P 2(m+p),m+p4 (κ)∣∣∣ dσ. (13.8)
Now, we have already dealt with terms in the summation on the right back in (13.5)





κ2σm dσ + 2Q?
∫
γ



















for any ε > 0. Here we have used (B.8) from Lemma B.7 in the last step. Comparing
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this to (13.7) we see that the evolution equation for
∫
γ
κ2σm dσ can be estimated in the





κ2σm dσ + (2Q? − ε)
∫
γ






Choosing ε > 0 sufficiently small then gives (13.1).
The preceding lemma allows us to characterise finite-time singularities for the poly-
harmonic curve flows (APH). As a part of our program for proving long time existence
(T = ∞), we will now show that if the flow becomes extinct in finite time, then we
must encounter an L2 curvature concentration as we approach the maximal time T .
This is a similar argument used by Dziuk, Kuwert and Schätzle in their study of elastic
curves in Rn [26].
Lemma 13.4. Suppose γ : S1 × [0, T ) → M2 is a maximal solution to (APH). If





≥ c (T − t)−1/2(p+1)
for some universal constant c > 0.
Proof. By Lemma 13.3, it will be enough to prove that lim supt↗T
∫
γ
κ2 dσ = ∞. We
assume for the sake of contradiction that
∫
γ
κ2 dσ ≤ % <∞ for all t < T . Our aim is to
show that this assumption implies that our one-parameter family of solutions is smooth
right up to the maximal time of existence T . Local existence results will then allow
us to extend the flow smoothly past time T to an interval [0, T + δ), contradicting the
maximality of T (much like in the proof of the lifespan theorem in Chapter 4). Now,













+ c · %2(m+p)+3T ≤ cm (γ0, %, T ) .
CHAPTER 13. PROOF OF THE MAIN THEOREM 244









· cm+1 (γ0, %, T ) ≤ dm (γ0, %, T ) , (13.9)
where dm is a new universal constant. Since we intend to show that ‖∂mu γ‖∞ < cm for
every m ∈ N, we start by showing that
‖∂mσ γ‖∞ < c̃m (γ0, %, T ) for every m ∈ N, (13.10)
and proceed from there. Assume that (13.10) is true for m = 1, 2, . . . , k. Then for
m = k + 1, multiple applications of the commutator formula (13.2) gives
∂t∂
k+1


















|∂t∂k+1σ γ| ≤ c
(
1 + |∂k+1σ γ|
)
. (13.11)
The constant c here depends only on the dm constants from (13.9), along with the
c̃m,m = 1, 2 . . . k from (13.10) and ∂U . We have also used the identity
‖∂mσ N‖∞ ≤ c (h, hθ, . . . , hθm+1 , κ, κσ, . . . , κσm+1) ≤ c (γ0, %, T, ∂U) ,
which can be attained inductively by combining the Frenet equations (10.8) and identity
(12.6). Using the Kato inequality on (13.11) gives
|∂t|∂k+1σ γ|| ≤ c
(
1 + |∂k+1σ γ|
)
.

















ecT − 1 < c̃k+1 (%, γ0, T ) .
This completes the inductive step and proves (13.10). To jump from (13.10) to proving
that
‖∂mu γ‖∞ < cm (%, γ0, T, ∂U) for every m ∈ N, (13.12)
we first employ the identities ∂s =
κ
h+hθθ
∂θ and ∂s = h∂σ, which combined with (13.9)
and (13.10) gives




< c̄m (%, γ0, T, ∂U) (13.13)
for every m ∈ N. Here c̄m is a new universal constant. Applying the same reasoning
to (13.9) above also gives
‖κsm‖∞ ≤ c (γ0, %, T, ∂U) . (13.14)
Next by following the inductive argument used in the proof of Theorem 3.1 from
[26], we have
‖∂mu |γu|‖∞ ≤ c (%, γ0, T, ∂U) for every m ∈ N.
Unfortunately, applying the Kato inequality on this result does not give (13.12) because
the inequality is the opposite to what we need. Fortunately, following along in the
inductive argument of [26] gives
‖∂mu γ‖∞ ≤ ‖γu‖∞ ‖∂
m
s γ‖∞ + ‖P‖∞ .
where P = P (|γu| , ∂u |γu| , . . . , ∂m−1u |γu| , κ, κs, . . . , κsm+1 , ∂U) is a polynomial. Ap-
plying (13.13) and (13.14) to this inequality then proves identity (13.12). Therefore
γ (·, t) is smooth right up until time T , and hence can be extended to some larger time
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Finally, the inequality in Lemma 13.3 with m = 0 gives
− 1








Hence integrating over [t, T ) , t < T gives
1






≤ c (T − t) ,
and rearranging this proves the lemma.
The preceding characterisation of finite-time singularities for the polyharmonic
curve flows (APH) allows us to to prove the first part of Theorem 13.1: long time
existence (T =∞).
Theorem 13.5. Suppose that γ : S1 × [0, T ) → M2 solves (APH). Additionally,
suppose that γ0 is a simple closed curve satisfying






Proof. Suppose for the sake of contradiction that T < ∞. Then by Lemma 13.4 we
have ∫
γ
κ2 dσ ↗∞ as t↗ T.
This implies that Kosc must diverge as we approach time T as well, since
Kosc (γ) = L
∫
γ
κ2 dσ − 4A (Ĩ)2 ≥
√
4A (γ0) ·A (Ĩ)
∫
γ
κ2 dσ − 4A (Ĩ)2.
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Here the last step follows from the isoperimetric inequality. However, this directly
contradicts Proposition 12.4. We conclude that the assumption that T <∞ must have
been false.
Recall we know that if γ : S1× [0, T )→M2 is a 2 (p+ 1)-anisotropic polyharmonic
curve flow and satisfies the hypothesis of Theorem 13.5, then T = ∞. Hence identity
(12.1) then implies that under these same assumptions we have





2 (p+ 1) (2π)2p
L 2(p+1) (γ0) <∞.
So we can conclude that the quantity Kosc must be approaching zero along a subse-
quence for sufficiently large times. However, at the present time we have not ruled out
the possibility that Kosc gets smaller and smaller in time as t gets large, whilst vibrat-
ing with higher and higher frequency, remaining in L1 ([0,∞)) whilst never actually
fully dissipating to zero in any smooth sense. To rule out this from happening, it is
enough to bound its time derivative (this is done in Theorem 13.7). To do this we will
need to first show that ‖κσp‖22 remains bounded. We will address this issue with the
following proposition.
Proposition 13.6. Suppose γ : S1× [0, T )→ R2 solves (APH) and that γ0 has positive
enclosed area. There exists a ε0 > 0 (with ε0 ≤ K?) such that if





then ‖ksp‖22 remains bounded for all time. In particular
∫
γ
κ2σp dσ ≤ c (γ0) ,
and so ‖ksp‖22 can be controlled a priori.
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κ · κσp−i · κσp+i · κσ2p dσ + (−1)p
∫
γ



















κ2 (κ− κ̄)2σ2p dσ +
∫
γ




∣∣P 4p,2p3 (κ− κ̄)∣∣ dσ. (13.15)
Next, from the last result of Lemma A.12 as well as Lemma A.7, we have
∫
γ
∣∣P 4p,2p4 (κ− κ̄)∣∣ dσ

































∣∣P 4p,2p3 (κ− κ̄)∣∣ dσ
















































κ2σ2p+1 dσ ≤ 2
∫
γ
κ2 (κ− κ̄)2σ2p dσ. (13.16)
The term on the right can be estimated easily by using our earlier P -style estimates,


















∣∣P 4p,2p4 (κ− κ̄)∣∣ dσ + L −1 ∫
γ























































2Q? − cKosc − c
√

















L −4p−3Kosc dτ ≤ c
(





Kosc dτ ≤ c (γ0, p) .
Here we have used the isoperimetric inequality in the penultimate step, and the fact
that Kosc ∈ L1 ([0,∞)) in the last step. This completes the proof.
The preceding proposition allows us to ascertain that our flow actually converges
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in the C∞ topology. We present these results in the following theorem.
Theorem 13.7. Suppose γ : S1 × [0, T ) → M2 solves (APH) and that γ0 is simple
with positive enclosed area. There exists an ε0 > 0 (with ε0 ≤ K?) such that if





then γ (S1) converges in the C∞ topology to a homothetic rescaling and translation of
the isoperimetrix ∂U with area equal to A (γ0).
Proof. We begin by showing that Kosc ↘ 0 as t ↗ ∞. We will then discuss the
ramification of this result. Recall from a previous discussion that to show Kosc ↘ 0,
it will be enough to show that |K ′osc| is bounded for all time. First by Theorem 13.5
we know that for ε0 > 0 sufficiently small, T = ∞. Moreover by Proposition 12.4,









2A (Ĩ) ·A (γ0)
‖κσp‖22 < c (γ0, p, ∂U) .
We have used the results from Proposition 13.6 in the last step, and the isoperimetric
inequality in the penultimate step. This immediately tells us that Kosc ↘ 0 as t↗∞.









γ (·, t) .
Our earlier equations imply that Kosc (γ∞) ≡ 0. Note that because the isoperimetric
inequality forces L (γ∞) ≥
√
2A (Ĩ) · A (γ0) > 0, we can not have L ↘ 0 and so we
may conclude that ∫
γ∞
(κ− κ̄)2 dσ = 0.
From our discussion at the very beginning of the chapter, it follows that γ∞ is a
homothetic rescaling of the isoperimetrix Ĩ. Since the enclosed area does not change
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under the polyharmonic flow, this homothetic rescaling indeed has enclosed (Euclidean)
area equal to A (γ0). We can use this to find the scaling factor for γ∞.






This is only sequential convergence, and much like in the case of Kosc, doesn’t rule out
the possibility of sharp ‘spikes’ (oscillations) in time. Like in that case, to overcome
this we will need to control
∣∣∣ ddt ∫γ κ2σl dσ∣∣∣ and will essentially do so by bounding the
quantity by a multiple of Kosc (0) which can be controlled a priori. This allows us to
obtain classical exponential convergence.
Theorem 13.8 (Exponential Convergence). Suppose γ : S1 × [0, T ) → M2 solves
(APH) as well as the assumptions of Theorem 13.7. Then for each m ∈ N\ {0} there
is a time tm sufficiently large such that for t ≥ tm there are constants cm, c?m with
∫
γ




‖κσm‖2∞ ≤ (L (γ0) cm+1/2π) e
−c?m+1t. (13.18)

























∣∣∣P 2(m+p),m+p4 (κ− κ̄)∣∣∣ dσ + L −1 ∫
γ
∣∣∣P 2(m+p),m+p3 (κ− κ̄)∣∣∣ dσ














∣∣∣P 2(m+p)−j,m+pi−l+2 (κ− κ̄)∣∣∣ dσ + ∫
γ
∣∣∣P 2(m+p),m+p4 (κ− κ̄)∣∣∣ dσ













Next we claim that for any smooth closed curve γ and any l ∈ N there exists a universal
bounded constant cl such that
∫
γ





To prove this, we assume for the sake of contradiction that (13.19) is not true. Then
there exists a series of immersions {γj} such that
Rj :=
‖κσl‖22,γj
L 2 (γj) Kosc (γj) ‖κσl+1‖22,γj
↗∞ as j ↗∞. (13.20)










and so the only way for (13.20) to occur is if
Kosc (γj)↘ 0 as j ↗∞. (13.21)
Then, as each γj satisfies the criteria of Theorem B.8, we conclude there is a sub-
sequence of immersions {γjk} and an immersion γ∞ such that γjk → γ∞ in the
C1−topology. Moreover, by (13.21), we have Kosc (γ∞) = 0. But this implies γ∞
must be a homothetic rescaling of the isoperimetrix Ĩ, in which case both sides on
inequality (13.19) are zero. Hence the inequality holds trivially for the immersion γ∞
with any cl we wish, and so in fact we do not have Rj ↗∞. This contradicts (13.20),














κ2σm+p+1 dσ ≤ 0.
for some universal constant c. Then, since Kosc ↘ 0, there exists a time tm such that
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κ2σm dσ ≤ −Q?
∫
γ






















exp(−Q? (2π/L )2(p+1) t).
This gives (13.17) with an appropriate choice of cm and c
?
m. Combining this with
Lemma A.8 then gives (13.18).
Using the same methods as in the proof of Theorem 8.1 in Part I of the thesis, for
sufficiently large times we can write the immersion γ(t, ·) as a radial graph around some
single point, and linearise to show that that the limit immersion (which is a homothetic
rescaling and translation of the isoperimetrix) is exponentially attractive. Combining
the results of Theorem 13.7 and Theorem 13.8 then proves our main result, Theorem
13.1.
We finish off with the proof of Proposition 13.2. It is similar in structure to the
proof of Proposition 1.5 from [105].
Proof of Proposition 13.2. Recall that by the main theorem, we know that T = ∞.
We may assume without loss of generality that there exists a time t0 such that
κ (·, t) ≯ 0 for t ∈ [0, t0) , and
κ (·, t) > 0 for t ∈ [t0,∞) .
We may also assume without loss of generality that
t0 >
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otherwise the proposition is trivially true. Next, our equation for the evolution of the





















Note that we have used Wirtinger’s inequality (Lemma B.4) in the last step, which is
valid because for times [0, t0) there exists a point on the curve with zero curvature.













L 2(p+1) ≤ −2(p+ 1)π2(2π)2(p−1)A (Ĩ)2.
After integrating in time over [0, t0], we find that
L 2(p+1) (t0) ≤ L 2(p+1) (0)− 2(p+ 1)π2(2π)2(p−1)A (Ĩ)2 t0.
However, the choice of t0 from (13.23) then implies that





which contradicts the isoperimetric inequality (I). Hence the proposition must be
true.
This completes Part II of the thesis.
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Appendix A
Inequalities pertaining to Part I
We start with the proofs of two inequalities that are used in Part I: (5.11) and (6.8).
Proof. Firstly note that by using the same methods as we did to prove (5.4), the
following identity holds:
∆∇ϕ = ∇∆ϕ+ 1
2




H2 − 2 |Ao|2
)
. (A.1)
Therefore using integration by parts gives
∫
Σ





















































∣∣∇(2)ϕ∣∣ |∇ϕ| γ3 dµ (A.2)
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∣∣∇(2)ϕ∣∣2 γ4 dµ+ c (η−1) c2γ ∫
Σ
|∇ϕ|2 γ2 dµ



























|∆ϕ|2 γ4 dµ+ c
(∫
Σ
∣∣∇(2)ϕ∣∣ |Ao| γ2 dµ+ ∫
Σ




|∇ϕ| |Ao| γ dµ+
∫
Σ






























|∇Ao|2 γ2 dµ ·
∫
Σ








Therefore if ε0 > 0 is sufficiently small, and if we choose η > 0 small enough, the
inequality (5.11) follows.















































|∇ϕ|2 |Ao|2H2 dµ+ c
(∫
Σ

































for any η > 0. Here we have used the Peter-Paul inequality twice in the last step.

























∣∣∇(2)ϕ∣∣ |Ao| |H| dµ+ ∫
Σ
|∇ϕ| |∇Ao| |H| dµ+
∫
Σ






























































































∣∣∇(2)H∣∣2 dµ · ∫
Σ
|∇ϕ|2 dµ.
Therefore, substituting this into (A.3) and using (5.11) yields
(





























































































































Here we have used the results of Corollary 5.10 in the last step. It follows that if
ε0 > 0 is small enough and if η > 0 is chosen sufficiently small then the inequality (6.8)
follows.
The following theorem is classical result originally due to Codazzi. Recall than an
immersion is said to be umbilic at a point if the second fundamental form is zero there.
If the second fundamental form is identically zero, then the immersion is said to be an
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umbilic immersion.
Theorem A.1. Let f : Σ2 → R3 be a connected regular, umbilic immersion. Then f
is a plane or sphere.
Proof. We begin by showing that f has constant curvature K ≥ 0.
Since f is umbilic, the principal curvatures κ1 and κ2 are equal everywhere. Let
ϕ : f (Σ) → R be a function such that ϕ (p) is the common value of the principal




















Here fi denotes the partial derivative of f with respect to the chosen coordinate system
{xi}i=1,2 for Σ. Letting X = f1, f2 we obtain the following equations which hold at
every point p ∈ f (Σ):
S (f1) = −ϕf1 and S (f2) = −ϕf2.
Taking the derivative of the first identity with respect to x2 and the second identity
with respect to x1 then yields
∂2S (f1) = − (ϕ2 f1 + ϕf12) and ∂2S (f1) = − (ϕ1 f2 + ϕf12) . (A.4)
Next, since R3 is flat, ∂ijν = ∂jiν where ν is a chosen unit normal to f (Σ) in R3. Thus
equating the two equations of (A.4) gives
ϕ1 f2 − ϕ2 f1 ≡ 0.
The linear independence of f1 and f2 therefore shows that ϕ1 = ϕ2 = 0, and hence
ϕ is constant. Since the Gaussian curvature K is given by K = ϕ2 we conclude it is
non-negative and constant.
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Next we show that f either maps Σ into a plane (if K = 0) or sphere (if K > 0).
We treat the cases separately:
• If K = 0 then ∂1ν = ∂2ν = 0 which implies ν is constant and therefore f (Σ) is
contained in the plane which is perpendicular to ν.
• If instead K > 0 then choose an arbitrary point x ∈ f (Σ), along with a unit
normal vector ν (x) to f (Σ) at x. We will show that f (Σ) is contained in a
sphere centred at the point c := x + ϕ−1ν (x). Let y be an arbitrary point in
f (Σ) and
γ : (a, b)→ f (Σ)
be a curve with a < 0 < 1 < b and γ (0) = x, γ (1) = y. We extend ν (x) to a
unit normal vector field ν ◦ γ along γ. Then, by defining γ̃ : (a, b)→ R3 by
γ̃ (x) = γ (t) + ϕ−1 ν (γ (t)) .
By the definition of the shape operator, it follows that
γ̃′ (t) = γ′ (t) + ϕ−1 (ν ◦ γ)′ (t)
= γ′ (t)− ϕ−1 S (γ′ (t))
= γ′ (t)− ϕ−1 (ϕγ′ (t))
= 0,
and γ̃ is a constant which is equal to γ̃ (1) =: c. We conclude that
|γ (t)− c| = ϕ−1 |ν| = |ϕ|−1 ,
which implies γ maps to a sphere of radius |ϕ|−1 centred at c. This proves the
result.
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Theorem A.2 (Michael-Simon Sobolev Inequality, [77] Theorem 2.1). Let f : Σn →
Rm be an immersed closed hypersurface, and u ∈ C1 (Σ) be non-negative. Then
∫
Σ

















ωn is the Euclidean volume of the n−dimensional unit ball, and ~H denotes the mean
curvature vector.
Lemma A.3 (Gronwall’s Inequality). Let α, β, u be real valued functions on the interval
I which is either of the form [a, b] , [a, b) (with a < b) or [a,∞). Assume β, u are
continuous and α− is integrable on every closed and bounded subinterval of I.
If β is non-negative and if u satisfies
u (t) ≤ α (t) +
∫ t
a
β (s)u (s) ds, ∀t ∈ I, (A.5)
then








, ∀t ∈ I.
If, in addition, the function α is non-decreasing, then
u (t) ≤ α (t) e
∫ t
a β(s)ds, ∀t ∈ I.
Proof. For the first assertion, define





β (r)u (r) dr.











≤ α (s) β (s) e−
∫ s
a β(r)dr, by (A.5).
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We can then integrate both sides and apply the fundamental theorem of calculus,




α (s) β (r) e−
∫ s
a β(r)drds, ∀t ∈ I. (A.6)
Here we have used v (a) = 0. Now, by the definition of v, we have
∫ t
a








α (s) β (r) e−
∫ s




α (s) β (r) e−
∫ t
s β(r)drds.
Substituting this into our initial inequality for u then gives us
u (t) ≤ α (t) +
∫ t
a
β (s)u (s) ds ≤ α (t) +
∫ t
a
α (s) β (r) e−
∫ t
s β(r)drds,
which is the first assertion of the lemma.
For the second assertion, we assume that α is non-decreasing and note that this
means α (s) ≤ α (t) for s ∈ [a, t]. Hence our inequality from the first assertion then
becomes










We then let F (s) = e
∫ t
s β(r)dr, f (s) = −β (s) e
∫ t
s β(r)dr, which means F ′ = −f . It follows





s β(r)drds = −
∫ t
a
f (s) ds = F (a)− F (t) = e
∫ t
a β(r)dr − 1.
Substituting this into (A.7) then yields















a β(r)dr − 1
))
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= α (t) e
∫ t
a β(r)dr,
which is the statement of the second assertion.
Remark A.4. In the case u is non-negative and α ≡ 0, it follows that u ≡ 0.
The next lemma appears in Hamilton’s seminal paper.
Lemma A.5 (Hamilton [42], Lemma 12.5). Assume that f (k) is a real-valued function
of the integer k for 0 ≤ k ≤ n. If f (k) satisfies
f (k) ≤ Cf (k − 1)
1









Theorem A.6 (Kuwert and Schätzle [58], Theorem 5.6). Let f : Σn → Rn+1 be a
smooth immersion. For u ∈ C1c (Σ) , n < p ≤ ∞, 0 ≤ m ≤ ∞ and 0 < α ≤ 1 where
1/α = (1/n− 1/p)m+ 1 the following inequality holds:







Here c = c (n,m, p).






. Also, assume α, β ≥ 0 with
α + β = 1, and m ∈ N. Then, for s ≥ max {αq, βp} and −1
p






|∇T |2r γs dµ
) 1
r
≤ c1 · cmγ
(∫
Σ





∣∣∇(2)T ∣∣p γs(1+tp) dµ) 1p
+ c2 · cm+1γ
(∫
Σ





|∇T |p γs−βp dµ
) 1
p
for some universal constants c1 = c1 (r) , c2 = c2 (s) > 0.
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|∇T |2r γs dµ
≤ (2r − 2) cmγ
∫
Σ
∣∣∇(2)T ∣∣ |∇T |2r−2 |T | γs dµ+ s · cmγ ∫
Σ
|∇T |2r−1 |T | |∇γ| γs−1 dµ
≤ (2r − 2) cmγ
∫
Σ
∣∣∇(2)T ∣∣ |∇T |2r−2 |T | γs dµ+ s · cm+1γ ∫
Σ

















∣∣∇(2)T ∣∣ γs(1+tp) dµ) 1p
+ s · cγ
(∫
Σ










Now, assuming that ∇T 6≡ 0 (In fact, if ∇T ≡ 0 then the lemma is trivially true),




|∇T |2r γs dµ
)1− r−1
r
≤ (2r − 2) cmγ
(∫
Σ





∣∣∇(2)T ∣∣ γs(1+tp) dµ) 1p
+ s · cm+1γ
(∫
Σ













, we obtain the desired result.




|∇T |p γs dµ
) 1
p
≤ δ · cm−1γ
(∫
Σ
∣∣∇(2)T ∣∣p γs+p dµ) 1p + cδ · cm+1γ (∫
Σ




where δ, cδ = cδ (δ, p, s) > 0 and δ > 0 can be made as small as desired.
Proof. We let p = q = 2r, α = 1, β = 0, t = 1
s
and making the substitutions m 7→ 2m
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|∇T |p γs dµ
) 2
p
≤ c1 · c2mγ
(∫
Σ





∣∣∇(2)T ∣∣p γs+p dµ) 1p
+ c2 · c2m+1γ
(∫
Σ






















∣∣∇(2)T ∣∣p γs+p dµ) 2p
+ c3 · c2m+2γ
(∫
Σ




where c3 = c3 (δ, p, s) > 0 and δ > 0 can be made as small as desired. Absorbing and




|∇T |p γs dµ
) 2
p
≤ δ2 · c2(m−1)γ
(∫
Σ
∣∣∇(2)T ∣∣p γs+p dµ) 2p + c3 · c2(m+1)γ (∫
Σ








|∇T |p γs dµ
) 1
p
≤ δ · cm−1γ
(∫
Σ
∣∣∇(2)T ∣∣p γs+p dµ) 1p +√c3 · cm+1γ (∫
Σ




which is the statement of the Lemma. Note that the last line follows from the inequality
(A2 +B2)
1
2 ≤ A+B for A,B ≥ 0.




∣∣∇(k)T ∣∣p γs dµ) 1p
≤ δ · cm−1γ
(∫
Σ
∣∣∇(k+1)T ∣∣p γs+p dµ) 1p + cδ · cm+kγ (∫
Σ





where δ, cδ = cδ (δ, p, s) > 0 and δ can be made as small as desired.
Proof. The case k = 1 was covered in the previous Lemma. Assume the case is true




∣∣∇(k)T ∣∣p γs dµ) 1p
≤ λ · cn−1γ
(∫
Σ
∣∣∇(k+1)T ∣∣p γs+p dµ) 1p + c · cn+kγ (∫
Σ




for all n ≥ 1 and all s ∈ R with s ≥ kp.




∣∣∇(k+1)T ∣∣p γs dµ) 1p
≤ δ · cm−1γ
(∫
Σ
∣∣∇(k+2)T ∣∣p γs+p dµ) 1p + c · cn+kγ (∫
Σ









∣∣∇(k+1)T ∣∣p γs dµ) 1p
≤ δ · cm−1γ
(∫
Σ
∣∣∇(k+2)T ∣∣p γs+p dµ) 1p + c∗ · cm+1γ (∫
Σ
∣∣∇(k)T ∣∣p γs−p dµ) 1p .
Substituting assumption (A.8) with n = m+ 1, λ = 1
2c∗
(where c∗ is the same constant




∣∣∇(k+1)T ∣∣p γs dµ) 1p
≤ δ · cm−1γ
(∫
Σ





∣∣∇(k+1)T ∣∣p γs dµ) 1p
+ c · c(m+1)+kγ
(∫
Σ










∣∣∇(k+1)T ∣∣p γs dµ) 1p + δ · cm−1γ (∫
Σ
∣∣∇(k+2)T ∣∣p γs+p dµ) 1p
+ c · c(m+1)+kγ
(∫
Σ




Absorbing and multiplying out by 2 then yields (A.9). Hence our inductive step is
complete for the case k+ 1. Remembering that the previous lemma provided the base
case for the induction process, we have now proven the Lemma.
Lemma A.10. Suppose T is a tensor field, and let k ∈ N and s ≥ 2k. Then there
exists a constant c = c (k, s) such that
∫
Σ









∣∣∇(k+1)T ∣∣2 γs+2 dµ) kk+1 + c c2kγ ∫
Σ
|T |2 γs−2k dµ.
(A.10)
Moreover, for any k,m ∈ N the following estimate holds:
∫
Σ









∣∣∇(k+m)T ∣∣2 γs+2m dµ) kk+m + c c2kγ ∫
Σ
|T |2 γs−2k dµ.
(A.11)
Proof. Firstly we prove the intermediate inequality
∫
Σ




∣∣∇(k−1)T ∣∣2 γs−2 dµ) 12 · (∫
Σ
∣∣∇(k+1)T ∣∣2 γs+2 dµ) 12 + c c2kγ ∫
Σ
|T |2 γs−2k dµ.
(A.12)
which holds for any tensor T and k, s ∈ N with s ≥ 2k. To prove (A.12) we use
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integration by parts and the results of Lemma A.9:
∫
Σ




∇(k−1)T ∗ ∇(k+1)T ∗ γs dµ+
∫
Σ




∣∣∇(k−1)T ∣∣2 γs−2 dµ) 12 · (∫
Σ




∣∣∇(k−1)T ∣∣2 γs−2 dµ) 12 · (∫
Σ




∣∣∇(k−1)T ∣∣2 γs−2 dµ) 12 · (∫
Σ






∣∣∇(k)T ∣∣2 γs dµ+ c c2γ ∫
Σ




∣∣∇(k−1)T ∣∣2 γs−2 dµ) 12 · (∫
Σ






∣∣∇(k)T ∣∣2 γs dµ+ η ∫
Σ








|T |2 γs−2k dµ.
Here we have used the Cauchy-Schwarz inequality in the penultimate line and the
results from Lemma A.9 in the last line. Choosing η > 0 sufficiently small and absorbing
into the left hand side proves (A.12). We use this inequality to prove (A.10). First
note that by (A.12) we already know that (A.10) holds for k = 1. Assume that it holds
for a general m ∈ N:
∫
Σ









∣∣∇(m+1)T ∣∣2 γs+2 dµ) mm+1 + c c2mγ ∫
Σ
|T |2 γs−2m dµ.




∣∣∇(m+1)T ∣∣2 γs dµ




∣∣∇(m)T ∣∣2 γs−2 dµ) 12 · (∫
Σ


























|T |2 γs−2(m+1) dµ. (A.13)
Next, Young’s inequality with conjugate exponents p = 2(m+1)
m











∣∣∇(m+1)T ∣∣2 γs dµ) m2(m+1) (∫
Σ















∣∣∇(m+2)T ∣∣2 γs+2 dµ)m+1m+2
for any η > 0. Similarly, Young’s inequality again with conjugate exponents p = 2(m+1)
m










































|T |2 γs−2(m+1) dµ.
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|T |2 γs−2(m+1) dµ.
for any η > 0. Choosing η sufficiently small then completes the inductive step and
therefore proves (A.10).
To prove (A.11) we again use induction. First note that (A.11) holds for m = 1 by
(A.10). Assume that (A.11) holds for some m ∈ N:
∫
Σ









∣∣∇(k+m)T ∣∣2 γs+2m dµ) kk+m + c c2kγ ∫
Σ
|T |2 γs−2k dµ.
(A.14)
Next applying (A.10) with the tensor ∇(k+m)T gives:
∫
Σ













|T |2 γs−2k dµ.
Substituting this into (A.14) then yields
∫
Σ















∣∣∇(k+m+1)T ∣∣2 γs+2(m+1) dµ) k+mk+m+1























|T |2 γs−2k dµ.
This completes the inductive step and proves (A.11).
Lemma A.11. For j ∈ {1, 2, . . . , k} we have
(∫
Σ
∣∣∇(j)T ∣∣ 2kj γs dµ) j2k ≤ c ‖T‖1− jk∞,[γ>0]
((∫
Σ




where c > 0 is some universal constant.















It then follows that
a0 = c
m


















It then follows from Lemma A.7 that





∣∣∇(j+1)T ∣∣ 2kj+1 γs dµ) j+12k (∫
Σ
∣∣∇(j−1)T ∣∣ 2kj−1 γs dµ) j−12k






∣∣∇(j−1)T ∣∣ 2kj−1 γs dµ) j−12k (∫
Σ
∣∣∇(j)T ∣∣ 2kj+1 γs− 2kj+1 dµ) j+12k








∣∣∇(j)T ∣∣ 2kj+1 γs− 2kj+1 dµ) j+12k ) . (A.15)
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∣∣∇(j)T ∣∣ 2kj+1 γs− 2kj+1 dµ) j+12k






∣∣∇(j+1)T ∣∣ 2kj+1 γs dµ) j+12k















≤ c (aj+1 + bj+1) . (A.16)
Substituting (A.16) into (A.15) then yields
a2j ≤ c · aj−1 (aj+1 + bj+1) . (A.17)
Hölder’s Inequality implies
b2j ≤ bj−1 · bj+1, (A.18)
and so we can combine (A.17) and (A.18), giving
(aj + bj)
2 ≤ c (aj−1 + bj−1) (aj+1 + bj+1)
for some universal constant c > 0. This means that f (j) = fj = aj + bj satisfies the
convexity condition of Lemma A.5. Applying the lemma then gives
aj ≤ fj ≤ c
j(k−j)







for some universal constant c > 0. Noting that
f0 = 2c
m


















∣∣∇(j)T ∣∣ 2kj γs dµ) j2k
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Here we have replaced c
j(k−j)




the desired result. Note that this last step is valid because cγ > 0 and m−j+ jk ≥ 0.
Lemma A.12. For i1, i2, . . . , ir ≤ k satisfying
∑r
j=1 ij = 2k we have
∫
Σ





∣∣∇(k)T ∣∣2 γs dµ+ c2kγ ‖T‖22,[γ>0]) ,
where c > 0 is some universal constant.
Proof. For simplicity, we can reindex and assume that ij > 0 for j = 1, 2, . . . , l and
ij = 0 for j > l. Then, by direct calculation, we have
∫
Σ



































∣∣∇(k)T ∣∣2 γs dµ+ c2kγ ‖T‖22,[γ>0]) ,
which is the statement of the lemma. Here the third line follows immediately from
Lemma A.10.
Proposition A.13. Let m ∈ N, n ∈ N0 and let f : Σ → R3 be a manifold and γ a
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2H|2γ2l dµ, l ∈ N,
where (with abuse of notation) we take ∆
1





2 ◦∆ l2 = ∇∆ l2 .
Let l ≥ 1. Then if ‖Ao‖22,[γ>0] ≤ ε0 for ε0 > 0 sufficiently small there exists an
































Proof. The proof is done by combining induction and multiple applications of integra-
tion by parts.
First we prove (A.19). Inequality (5.12) proves the identity for l = 1. Next assume
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Next using Young’s inequality with conjugate exponents p = 2(m+1)
m













































































and so choosing η > 0 small enough proves the inductive step. This proves (A.19).
To prove (A.20) we again use induction. The statement is true for m = 1 by (A.20).
















Then taking into account (A.20) this becomes




































This proves the inductive step and hence (A.20).
Theorem A.14. Let f : Σ → R3 be a closed immersion satisfying ‖Ao‖22 ≤ ε0 for
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some ε0 > 0 sufficiently small. Then there exists a universal constant such that




















Using Theorem A.2 with u =




∣∣∇(2)H∣∣4 dµ ≤ c(∫
Σ










∣∣∇(2)H∣∣2H2 dµ) . (A.23)
We leave this inequality for the time being, and go on to estimate the rest of the terms






























Here we have used 1.18 in the last line. The last term on the right can be estimated
using Lemma A.12 and the L∞ estimate for the trace-free curvature from Chapter 5, the







∣∣P 4,14 (Ao)∣∣ dµ
































The proof of (A.26) is similar to that of many of the lemmata in Chapter 5. Firstly,






























|∇H|2 |Ao|2H2 dµ+ c
(∫
Σ





Here we have used Hölder’s inequality as well as the identity 1.18 in the last line.










































|∇H|2 |Ao|2H2 dµ (A.27)
for any η > 0. Here we have also used (5.29) to estimate the term
∫
Σ
|∇Ao|4 dµ in the
last step. Next using Theorem A.2 with u = |∇H| |Ao| |H| we can estimate the last on
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∣∣∇(2)H∣∣ |Ao| |H| dµ+ ∫
Σ




























The last term in (A.28) can be estimated using Corollary 5.10 and Corollary 5.13, as





















Substituting this estimate in (A.28) and then back into (A.27) gives
(

































which gives us most of the inequality (A.26). To prove the rest, we need an interpolation
inequality similar to that of (5.4) but for third derivatives of H. We claim that
∆∇ijH = ∇ij∆H + 2R∇ijH −Rgij∆H +∇R ∗ ∇H. (A.30)
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+Rλtij∇t∇λH +∇R ∗ ∇H

























+Rλtij∇t∇λH +∇R ∗ ∇H.








































































∇(2)H ∗ ∇R ∗ ∇H dµ.
Here (A.30) was used in the first line, and (5.4) was used in the last line. Incorpo-
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rating the identity R = 1
2




∣∣∇(2)H∣∣ which follows from the Cauchy-Schwarz inequality, the previous identity

























































∣∣∇(2)H∣∣2 |Ao|2 dµ+ ∫
Σ
∇(2)H ∗ ∇R ∗ ∇H dµ. (A.31)
Using Theorem A.2 with u =
∣∣∇(2)H∣∣ |Ao| to estimate the penultimate term on the







∣∣∇(3)H∣∣ |Ao| dµ+ ∫
Σ
∣∣∇(2)H∣∣ |∇Ao| dµ+ ∫
Σ



























∣∣∇(2)H∣∣2H2 dµ)+ c ‖Ao‖22 ∫
Σ
|∇∆H|2 dµ. (A.32)
Here we have used Corollary 5.10 and 5.13, to get to the fourth line, as well as the
interpolation inequality from Proposition (A.13) to get to the last line. The last term
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∇(2)H ∗ ∇R ∗ ∇H dµ =
∫
Σ





















∣∣∇(2)H∣∣2H2 dµ) . (A.33)







∣∣∇(2)H∣∣2 |Ao|2 dµ, to get to the last step. Finally, substituting










































and combining with (A.29) gives (A.26). We are able to then use (A.26) and (A.25) as
















































Substituting this estimate into (A.22) and using Proposition A.13 to obtain
∫
Σ








































This finishes the proof.
Theorem A.15. Suppose f : Σ→ R3 is a closed immersion satisfying ‖Ao‖22 ≤ ε0 for












l+1 + c ‖A
o‖22 (Q0 +Ql+1 + Sm)
holds. Here we have used the notation from Proposition A.13.



















































Next we apply Hölder’s inequality with conjugate exponents α = (l + 1) / (l − 1), α∗ =
(l + 1) /2 to the last term on the right hand side:
∫
Σ
∣∣∇(m−(l+1))Ao∣∣2H2(l−1) dµ ≤ Q l−1l+1l+1 · (∫
Σ
∣∣∇(m−(l+1))Ao∣∣2 dµ) 2l+1 . (A.35)
The interpolation inequality of Lemma A.10 implies
∫
Σ










meaning that (A.35) becomes
∫
Σ
∣∣∇(m−(l+1))Ao∣∣2H2(l−1) dµ ≤ c ‖Ao‖ 4m2 Q 2(m−(l+1))m(l+1)0 Q l−1l+1l+1 . (A.36)
Next, incorporating our estimate for ‖∇H‖2∞ along with the interpolation inequalities
from Proposition A.13, we have


































Here we have used the notation from Proposition A.13 in the last line. Substituting
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Using the generalised Young’s inequality with conjugate exponents α = m(l+1)
2(m−(l+1)) ,
β = l+1
l−1 and δ =
m
2
on the last the three terms then finishes the proof.
Corollary A.16. Assume the notation and hypothesis of Proposition A.13 and The-
orem A.15. Then for every 0 ≤ l ≤ m − 1 there is a universal constant c > 0 such
that
Q0 + · · ·+Ql ≤ cQl+1 + c Sm.
Proof. The proof is relatively simple, and uses induction. The statement is true for
l = 0 by (6.12). Assume that the statement is true for l = n:
Q0 + · · ·+Qn ≤ cQn+1 + c Sm for some n. (A.38)








n+2 + c ‖Ao‖
2
2 (Q0 +Qn+1 + Sm)








Qn+2 + c ‖Ao‖22 (Q0 + Sm)
≤
(










Qn+2 + c ‖Ao‖22 Sm
for any η > 0. Here we have use the inductive assumption (A.38) to get to the last
line. Therefore by choosing η > 0 small enough, and if ε0 > 0 is sufficiently small, we
may absorb the first term on the right to gives
Qn+1 ≤ cQn+2 + c Sm.
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Thus by using the assumption (A.38) we have
Q0 + · · ·+Qn+1 = {Q0 + · · ·+Qn}+Qn+1 ≤ cQn+1 + c Sm ≤ cQn+2 + c Sm,
which finishes the inductive step and the proof of the corollary.
Lemma A.17. Fix m ∈ N. Assume the notation and hypothesis of Proposition A.13
and Theorem A.15. Then there exists a universal constant c > 0 such that
Qm−1 +Qm ≤ c
∫
Σ
|∆H|2H2(m−2) dµ+ c Sm.

























































for any η > 0. Here we have used Young’s inequality twice in the last step to get to
the last line. Letting η = 1
4




















|∇Ao| |Ao| |H|m−1 dµ+
∫
Σ





















∣∣∇(2)H∣∣2H2(m−2) dµ+ c · (1 + ‖Ao‖22) ‖∇H‖2∞ ∫
Σ
|Ao|2H2(m−2) dµ.
We now employ Hölder’s inequality with conjugate exponents α = m/ (m− 2) , α∗ =
m/2 to give ∫
Σ







Combining this with the estimate for ‖∇H‖2∞ from (A.37) and Young’s inequality with
















∣∣∇(2)H∣∣2H2(m−2) dµ+ c ‖Ao‖22 (Qm + Sm) .
Therefore if ε0 > 0 is sufficiently small it follows that
Qm−1 +Qm ≤ c
∫
Σ
∣∣∇(2)H∣∣2H2(m−2) dµ+ c ‖Ao‖22 Sm. (A.40)
We leave this inequality for the time being.
Next, we pay attention to the first term on the right hand side of (A.40). Employing
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∇(2)H ∗ ∇H ∗ ∇H H2m−5 dµ. (A.41)
The last term on the right can be estimated using our earlier estimate for ‖∇H‖∞ from
(A.37), Hölder’s inequality, Young’s inequality with conjugate exponents α = 2, β =
2 (m− 1) / (m− 3) , δ = m− 1, and the interpolation inequality of Proposition A.13:
∫
Σ
∇(2)H ∗ ∇H ∗ ∇H H2m−5 dµ ≤ c ‖∇H‖∞
∫
Σ








































































which holds for any η > 0. We estimate the penultimate term in (A.41) by using
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∣∣∇(2)H∣∣ |Ao| |H|m−2 dµ+ ∫
Σ




|∇H|2 |Ao| |H|m−3 dµ+
∫
Σ





















Next, using the inequality of Corollary 5.13 followed by the interpolation inequality of






|∇Ao|2H2 dµ ≤ c
∫
Σ







Similarly, using Hölder’s inequality with conjugate exponents α = (m− 1) /2, α∗ =

























































where we have used Young’s inequality with conjugate exponents α = (m−1)
2
, α∗ = (m−1)
(m−3)
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in the last step. Substituting (A.43) and (A.44) into (A.42) and absorbing into the left
hand side gives for any η > 0:
(

























|∇H|2H2(m−1) dµ ≤ c
∫
Σ
|∆H|2H2(m−2) dµ+ c ‖Ao‖22 Sm.
Finally, combining this with (A.40) finishes the proof.






2H|2H2(m−l) dµ, 1 ≤ l ≤ m.
If we assume the notation and hypothesis of Proposition A.13 and Theorem A.15, then







l+1 + c ‖A
o‖22 (Rl−1 + Sm) . (A.45)
Furthermore for any 1 ≤ l ≤ m− 1 we have
R1 + · · ·+Rl ≤ cRl+1 + c ‖Ao‖22 Sm. (A.46)
Proof. For the first interpolation inequality we proceed in a similar manner to the proof
of Theorem A.15. Using integration by parts, our estimate for ‖∇H‖∞ from (A.37)



















































































































The proof of (A.46) then follows in the same manner as the proof of Corollary A.16,
with the base case l = 1 already being proven in Lemma A.17.
Corollary A.19. Suppose f : Σ → R3 is a closed immersion satisfying ‖Ao‖22 ≤ ε0
for ε0 > 0 sufficiently small. Then for any j ∈ N the following estimate holds for some
universal constant c > 0:
∥∥∇(j)Ao∥∥2∞ ≤ c ‖Ao‖ 2j+22 ∥∥∇(j+2)Ao∥∥ j+1j+22 .
Proof. Firstly, the multiplicative Sobolev inequality Theorem A.6 implies that
∥∥∇(j)Ao∥∥6∞ ≤ c∫
Σ




∣∣∇(j)Ao∣∣4H4 dµ) . (A.47)
Next the interpolation inequality of Lemma A.10 gives
∫
Σ
∣∣∇(j)Ao∣∣2 dµ ≤ c ‖Ao‖ 4j+22 (∫
Σ
∣∣∇(j+2)Ao∣∣2 dµ) jj+2 .
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Similarly, we combine Theorem A.2 twice with u1 = |∇(j+1)Ao|2 and u2 = |∇(j)Ao|2H2,
inequality (A.49), the multiplicative Sobolev inequality from Lemma A.12, as well as
















































∣∣∇(j+1)Ao∣∣2 dµ · (∫
Σ
























∣∣∇(j+2)Ao∣∣2 dµ)1+ j+1j+2 .
We have also used the interpolative inequality from Lemma A.10 in the last step.
Therefore (A.47) implies
∥∥∇(j)Ao∥∥6∞ ≤ c ‖Ao‖ 6j+22 (∫
Σ
∣∣∇(j+2)Ao∣∣2 dµ) 3(j+1)j+2 .
Taking the cube root of both sides then finishes the proof.
Theorem A.20. Suppose f : Σ→ R3 is a closed immersion satisfying ‖Ao‖22 ≤ ε0 for































































∣∣∇(m−(l+1))Ao∣∣2 dµ) 1l+1 .












∣∣∇(m−(l+1))Ao∣∣2 dµ) 2l+1 Q l−1l+1l+1 .
Incorporating our estimate from for ‖∇H‖∞ from (A.37), the interpolation inequalities




















∣∣∇(3)Ao∣∣2 dµ) 13 (∫
Σ





































∣∣∇(m)Ao∣∣2 dµ) 2l+1 Q l−1l+1l+1

















which finishes the proof.
Theorem A.21. Suppose f : Σ2 → R3 is a closed immersion satisfying ‖Ao‖22 ≤ ε0
for ε0 sufficiently small. Then










Proof. Integration by parts, Hölder’s inequality and identity (5.5), followed by an ap-






















































|∇Ao| |Ao| |H|m−1 dµ+
∫
Σ



















































































































Choosing η > 0 small enough, and if ε0 is small enough, finishes the proof.
Corollary A.22. Suppose f : Σ2 → R3 is a closed immersion satisfying ‖Ao‖22 ≤ ε0
for ε0 sufficiently small. Then for 1 ≤ l ≤






|∇Ao|2 |Ao|2(m−1) dµ. (A.48)





∣∣∇(i)Ao∣∣2H2(m−i) dµ ≤ c∫
Σ
∣∣∇(m)Ao∣∣2 dµ. (A.49)
Proof. By Theorem A.21 and Young’s inequality,








and so by choosing η > 0 small enough we find that the statement is true for l = 1.
Next assume the statement is true for a general l:






|∇Ao|2 |Ao|2(m−1) dµ. (A.50)











2 (Qm−l +Q0) .
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Substituting this into (A.50) and using Young’s inequality then gives
Qm + · · ·+
(







Qm−(l+2) + c ‖Ao‖
4
3




for any η > 0. Therefore if ε0, η > 0 are small, we find that the statement is true for
l + 1. Thus the proof of (A.48) follows by mathematical induction.
To prove (A.49) we just have to estimate the term
∫
Σ
|∇Ao|2 |Ao|2(m−1) dµ. Using

































































































∣∣∇(m)Ao∣∣2 dµ+ c ‖Ao‖22Qm−1. (A.51)
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Meanwhile using Theorem A.2 with u = |Ao|m−1 gives the inductive inequality
∫
Σ







































































Substituting this into (A.51) gives
(







∣∣∇(m)Ao∣∣2 dµ+ c (η−1) ‖Ao‖22Qm−1
for any η > 0. Therefore if η, ε0 > 0 are small enough the estimate
∫
Σ
|∇Ao|2 |Ao|2(m−1) dµ ≤ c ‖Ao‖2(m−1)2
∫
Σ
∣∣∇(m)Ao∣∣2 dµ+ c ‖Ao‖22Qm−1















∣∣∇(m)Ao∣∣2 dµ+ c ‖Ao‖22 ∫
Σ
|∇Ao|2H2(m−1) dµ.
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pertaining to Part II
In this chapter we frequently refer to a quantity Kosc. This is the anisotropic normalised
oscillation of curvature introduced in Chapter 12:




Lemma B.1. Let γ : S1 → M2 be a smooth closed curve. Then for any m ∈ N we
have ∫
γ







where ε > 0 can be made as small as desired.
Proof. We will prove the lemma inductively. The case m = 1 can be checked quite






(κ− κ̄)2σ dσ = −
∫
γ
































Next assume that the statement is true for j = m:
∫
γ







where ε > 0 can be made as small as desired.
Again performing integration by parts and the Cauchy-Schwarz inequality, we have
for any ε > 0:
∫
γ
κ2σj+1 dσ = −
∫
γ
































































Multiplying out by 2 then gives us the inductive step, completing the lemma.
Lemma B.2. Let f : R → R be an absolutely continuous and periodic function of
period P . Then, if
∫ P
0
f dx = 0 we have
∫ P
0








with equality if and only if












for some constants A,B.
Proof. We will use the Fourier series expansion. Since f is periodic with period P we





















































































Integrating f 2 then gives
∫ P
0




























































































Equation (B.3) is known as Parseval’s identity. By a similar process, we can derive
the equation ∫ P
0
















Comparing at (B.3) and (B.4), it is obvious that
∫ P
0







with equality if and only if ak = bk = 0 for k ≥ 2. This proves the result.
Lemma B.3. Let f : R → R be an absolutely continuous and periodic function of
period P . Then, if
∫ P
0










f dx = 0 and f is P−periodic we conclude that there exists distinct
0 ≤ p < q < P such that
f (p) = f (q) = 0.









































where the last step follows from Lemma B.2. We have also utilised Hölder’s inequality
with p = q = 2.
Lemma B.4 (Wirtinger’s inequality [25]). Let f : R→ R be an absolutely continuous
and periodic function of period P . If there exists a point p ∈ [0, P ] such that f (p) = 0,
then ∫ P
0







Proof. Because of periodicity, we may assume that f(0) = f(P ) = 0. Then by consid-






















Similarly to the proof of Lemma (B.2), we find that
∫ P
0

















It follows immediately that
∫ P
0






with equality if and only if bk = 0 for k ≥ 2. This proves the result.
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Lemma B.5 ([26], Lemma 2.4). Let γ : S1 → M2 be a smooth closed curve. Let
φ : S1 → R be a sufficiently smooth function. Then for any l ≥ 2, K ∈ N and














































≤ c (K) (Kosc)
1−α
2 ‖κ− κ̄‖αK,2 .
Proof. Although the ambient manifold is the Minkowski plane, the proof is identical
to that of Lemma 2.4 from [26] and is of a standard interpolative nature. Note that we
use k − k̄ in the identity (as opposed to Dziuk, Kuwert and Schätzle who use k).
Lemma B.6 (Proposition 2.5, [26]). Let γ : S1 → M2 be a smooth closed curve.
Let φ : S1 → R be a sufficiently smooth function. Then for any term P µν (φ) (where
P µν (·) denotes the same P -style notation from (1.12)) with ν ≥ 2 which contains only
derivatives of κ of order at most K − 1, we have
∫
γ









In particular, for φ = κ− κ̄ we have the estimate
∫
γ
|P µν (κ− κ̄)| dσ ≤ c (K,µ, ν) L 1−µ−ν (Kosc)
ν−η








Proof. Using Hölder’s inequality and Lemma B.5 with K = ν, if
∑ν
j=1 ij = µ we have
∫
γ






























































and so substituting this into (B.6) gives the first inequality of the lemma. It is then a
simple matter of substituting φ = κ− κ̄ into this result to prove statement (B.5).
Lemma B.7 ([26]). Let γ : S1 → M2 be a smooth closed curve and φ : S1 → R a
sufficiently smooth function. Then for any term P µν (φ) with ν ≥ 2 which contains only
derivatives of κ of order at most K − 1, we have for any ε > 0
∫
γ
∣∣P µ,K−1ν (φ)∣∣ dσ



















Moreover if µ+ 1
2
ν < 2K + 1 then η < 2 and we have for any ε > 0
∫
γ
















In particular, for φ = κ− κ̄, we have the estimate
∫
γ
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Proof. Combining the previous lemma with the following standard interpolation in-
equality from that follows from repeated applications of Lemma B.1 (and is also found
in [11])










yields the identity (B.7) immediately. To prove (B.8) we simply combine (B.7) with the
Cauchy-Schwarz identity. The final identity of the Lemma follow by letting φ = κ− κ̄












which is a direct consequence of applying Lemma B.2 (p+ 1) times repeatedly.
Theorem B.8 (Breuning [19], Theorem 1.1). Let q ∈ Rn, m, p ∈ N with p > m.
Additionally, let A,V > 0 be some fixed constants. Let T denote the set of all mappings
f : Σ :→ Rn with the following properties:
• Σ is an m-dimensional, compact manifold (without boundary)
• f is an immersion in W 2,p (Σ,Rn) satisfying
‖A (f)‖p ≤ A, Vol (Σ) ≤ V , and q ∈ f (Σ) .
Then for every sequence f i : Σi → Rn in T there is a subsequence f j, a mapping
f : Σ → Rn in T and a sequence of diffeomorphisms φj : Σ → Σj such that f j ◦ φj
converges in the C1-topology to f .
The preceding theorem is an important tool in proving exponential convergence of
solutions to the polyharmonic curve flow in Theorem 13.8.
Appendix C
Some important formulae from
Riemannian hypersurface theory
In this Appendix we present (and prove) some of the major formulae and ideas for
hypersurfaces of Euclidean space.The list is by no means complete, but contains all
the tools required for this thesis. For a more detailed overview of Riemannian subman-
ifold theory, the author suggests the (extremely thorough) article by Chen [21]. Also,
for an introduction to working with submanifolds in higher codimensions, the author
recommends the classic textbook of do Carmo [24].
We assume that f : Σn → Rn+1 is an immersion.
In Rn+1 we adopt a local orthonormal frame {τ0, τ1, . . . , τn} such that restricted to




i = 1, 2, . . . n. The components of the induced metric g on M are then given by
gij = (∂if, ∂jf) .
The induced metric extends naturally to general tensor fields; if S, T are (l,m) tensors
317
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defined on M :
S = Sq1...qlp1...pm∂q1 ⊗ · · · ⊗ ∂ql ⊗ dx
p1 ⊗ · · · ⊗ dxpm , T = T j1...jli1...im∂j1 ⊗ · · · ∂jl ⊗ dx
i1 ⊗ dxim ,
(with respect to a local coordinate frame {∂i} and corresponding dual frame {dxi}),
then the inner product of S and T is given by




We denotes |S| =
√
〈S, S〉 to be the norm of a tensor S with respect to the induced
metric g. For most of the proofs in this chapter we adopt a local orthonormal frame
{τ0, τ1, . . . , τn} such that at a point we have
〈τi, τj〉 = δji .
The covariant derivative ∇ on Σ, is related to the usual (partial) derivative D on Rn+1
by the formula
∇XY = DXY − (DXY, ν)ν for X, Y ∈ TM.
Alternatively (in our local orthonormal frame) one writes
∇XY = (DXY, τi) τi,
where the summation is taken from 1 to n (and so does not include τ0 = ν). As noted
in Chapter 1, ∇ is the unique torsion-free connection on M compatible with the metric
g = f ∗(·, ·). If T is a p−tangent tensor field such that (in our local orthonormal frame)
T = Ti1...ip τi1 ⊗ · · · ⊗ τip , then the covariant derivative of T , ∇T , is the p + 1−tensor
field ∇T = ∇τip+1T ⊗ τip+1 . The shape operator of Σ at the point x is the tensor field
defined by
S (X) = (DXν)
T for X ∈ TΣ,
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where T denotes the tangential component. The (0, 2)−tensor A defined by
A (X, Y ) := (S (X, ν) , Y ) = ((DXν)
T , Y ) = (DXν, Y )
is then called the second fundamental form. Here the last step follows from the fact
that any component of DXν that is not tangential to Σ is zero when taken as an inner
product with Y . We use ∇i, Di as shorthand for ∇∂i , D∂i respectively. It is quite easy
to see that A is symmetric (that is, Aij = Aji) using that D is torsion-free. Note that
in our familiar orthonormal frame A is written as Aij τi ⊗ τj, with
Aij = (Dτiν, τj) = − (Dτiτj, ν) .
It is sometimes convenient to write Aij = Djνi. We call the trace of A with respect to
the induced metric g the mean curvature of M :
H = gijAij = g
ij (Diν, ∂jf) = −gij (∂ijf, ν) .
The Christoffel symbols (sometimes called “connection coefficients”) Γkij of M are ex-




gkl (∂igjl + ∂jgil − ∂lgij) , (C.1)
and satisfy the equation
∇i∂j = Γkij∂k. (C.2)
Note that for our local orthonormal frame (at a single point), the covariant derivative
(connection)∇∂i is simply a partial derivative, and so (C.1) implies that locally we have
Γ ≡ 0. We define the Riemannian (0, 4)−tensor by R = Rijkl dxi ⊗ dxj ⊗ dxk ⊗ dxl,
where
Rijkl = (∇ij∂kf −∇ji∂kf, ∂lf). (C.3)
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Here ∇ij is shorthand for the Hessian:
∇ij = ∇∂i,∂j := ∇∂i∇∂j −∇∇∂i∂j . (C.4)
Here we have used the identity (C.2). Sometimes it is more convenient to write Riem
in its (1, 3)−form:
Rlijk := g
lsRijks.
Riem possesses various symmetries and antisymmetries. For example,
Rijkl = Rklij = −Rjikl = −Rijlk
From (C.3) we can take the trace over the second and fourth components with respect




jl 〈∇ij∂k −∇ji∂k, ∂l〉 .
Similarly, tracing once more gives the scalar curvature R:
R := gikRik = g
ikgjl 〈∇ij∂k −∇ji∂k, ∂l〉 .
Claim C.1 (Formula for Interchange of Covariant Derivatives). For a general vector
X and covector Y , the following equations hold:
∇ijXk = ∇jiXk +RkijλXλ,
and
∇ijYk = ∇jiYk +RλijkYλ.
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Proof. This is relatively straightforward. We prove both equations in one by working
in our orthonormal frame {τi} in which the musical (canonical) isomorphism between
the tangent and cotangent space is (locally) given by the identity map. Now because
Rm is a tensor field, it is in particular multilinear. Hence
RijλkXλ = Rm (τi, τj, τλ, τk)Xλ







= ∇ijXk −∇jiXk, by definition.
This completes the proof.
Claim C.2 (Codazzi Equations). For an immersion f : Σn → Rn+1 the gradient of
the second fundamental form is completely symmetric:
∇iAjk = ∇jAki = ∇kAij. (C.5)
Proof. Using the identity Aij = Djνi as well as Claim C.1 gives
∇kAij = (∇kA, ∂i ⊗ ∂j)
= (DkA, ∂i ⊗ ∂j)




where the penultimate step follows from the fact the partial derivatives in Rn+1 com-
mute.
Claim C.3 (Gauss Equations). Let f : Σ → Rn+1 be an immersion. Then the Rie-
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mannian curvature tensor of Σ satisfies
Rijkl = AikAjk − AilAjk. (C.6)
Furthermore the Ricci tensor and Scalar curvature satisfy
Rik = H Aik − AliAlk
and
R = H2 − |A|2
respectively.
Proof. First we note that for Y, Z ∈ TΣ we have
DYZ = ∇YZ + (DYZ, ν) ν.
Hence for X ∈ TM
DXDYZ = DX∇YZ +X (DYZ, ν) ν + (DYZ, ν)DXν.
By considering the tangential components and remembering that ∇YZ ∈ TM gives
(DXDYZ)
T = ∇X∇YZ + (DYZ, ν) (DXν)T = ∇X∇YZ − A (Y, Z)S (X) .




























Dτj (Dτsτk, ν) ν + (Dτsτk, ν)Dτjν
)








Dτj (Dτk) , τl ⊗ τi
)
































+ AikAjl − AilAjk
= AikAjl − AilAjk,
where we have used the fact that partial derivatives in Rn+1 commute in the last step.
This proves (C.6). To prove the other Ricci tensor identity, we simply trace the identity
(C.6) with the metric tensor:
Rik := g
jlRijkl = g
jl(AikAjl − AilAjk) = HAik − AliAlk,
and the scalar curvature identity is then proved similarly:
R := gikRik = g
ik(HAik − AliAlk) = H2 − |A|2.
Definition C.4 (Sectional Curvature). If (M, g) is a Riemannian manifold and Xp, Yp
are two linearly independent tangent vectors at the point p ∈M , then
K (X ∧ Y ) = g (R (X, Y )Y,X)
g (X,X) g (Y, Y )− g (X, Y )2
(C.7)
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(taken to be evaluated at p) is defined to be the sectional curvature of the two-dimensional
plane Xp ∧ Yp, which is a subspace of the tangent space TpM .
Remark C.5 (Sectional Curvature in dimension 2). If dimM = 2, then there are only
two linearly independent directions in the tangent space, and in this case K (Xp ∧ Yp) =
Kp (the Gaussian curvature of M at the point p). Hence (C.7) can be rearranged to
form
Rm (X, Y,X, Y ) = K(g (X,X) g (Y, Y )− g (X, Y )2).
In index notation, this is read as
Rijkl = K (gikgjl − gilgjk) . (C.8)
Claim C.6 (Gauss-Weingarten Relations). If f : Σn → Rn+1 is an immersion, then





Proof. Let ϕ = fα. A calculation then gives
∇ijϕ = (Dτi∇ϕ, τj)
= (Dτi (Dϕ− (Dϕ, ν) ν) , τj)
= Dijϕ−Dτi (Dϕ, ν) (ν, τj)− (Dϕ, ν) (Dτiν, τj)
= Dijϕ− Aij (Dϕ, ν) .
Therefore







(Dfα, ν) = dfα(ν) = να.
This implies
∇ijfα = Dijfα − Aij να.









then proves (C.9). To prove (C.10), we first note that by metric compatibility and by
the fact that (ν, ν) ≡ 1, one has Dν ∈ TM . In particular,
∂iν




which finishes the proof.
Corollary C.7 (Laplace’s Identity). Let f : Σn → Rn+1 be an immersion. Then
∆fα = ~Hα := −H να. (C.11)
Proof. The proof follows immediately from the previous claim by tracing the identity
(C.9) with the metric tensor:
∆fα := gij∇ijfα = −gijAijνα = −Hνα =: ~Hα.
