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Abstract
Spatial co-location pattern mining is a sub ﬁeld of data mining which is used to discover interesting patterns which are expressed
as co-location rules. The objects that are frequently located in certain region are expressed as spatial co-locations. It presents a
challenge for ﬁnding co-location patterns as the traditional data is considered discrete whereas the spatial objects are embedded
in a continuous space. For this a join-less approach is proposed, but as the data size increases, a large amount of computation
time is devoted to ﬁnd co-location rules as the approach is purely sequential. We propose a parallelized join-less approach which
ﬁnds the spatial neighbor relationship in order to identify co-location instances and co-location rules. The proposed work decreases
the computation time drastically as it uses a Map-Reduce framework. This paper presents precise and completeness of the new
approach. Finally, an experimental evaluations using synthetic data sets show the algorithm is computationally more efﬁcient.
© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Twelfth International Multi-Conference on Information
Processing-2016 (IMCIP-2016).
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1. Introduction
Extracting co-location patterns from a spatial data set is a ﬁeld of study of spatial data mining. This patterns includes
relationships, data types and etc., Co-located pattern instances are located in a spatial neighborhood, these patterns are
formed from a set of feature which are associated with a set of instances. For example, a college and library are often
co-located. The co-location rule, (i.e.,) college→library estimates the presence of library in regions where college is
located. In many applications identifying required co-located patterns plays a major role.
Discovering co-locations from a spatial data set presents different challenges for the following reason:
1. As spatial objects are located in a continuous space it is hard to ﬁnd the co-located instances. As there are
co-located continuously a large amount of time is committed in ﬁnding co-located feature instances.
2. We cannot use association rule mining for ﬁnding spatial co-location patterns just like market basket data as these
objects doesn’t have already deﬁned transactions.
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The on-going approach materializes the spatial neighbour relationships which ﬁnd all co-location instances without
losing any instances of co-locations and reduces the computational cost in identifying the look-up schema instances,
but as the data set size increases the number of associated features and their associated instances increases as the
approach follows the sequential manner.
In this paper, we propose a parallel based approach for ﬁnding the co-location patterns which 1) Finds the spatial
neighbour relationships using a grid-based approach. 2) Decreases the computation cost of ﬁnding the co-location
rules by using map-reduce framework.
2. Related Work
The work discovers the subset of spatial features frequently associated with a speciﬁc feature, e.g.: car accident.
Mining of co-location rules is discussed in7 depended on the relationships of spatial objects (e.g., distance and
neighbour based).
Join Based approach ﬁnds the correct and complete co-location instances, but with the increase of co-location
patterns the approach becomes computationally expensive.
The author Yoo et al.3 has discussed the 2 algorithms, one among these is partial-join algorithm and the other is
join-less algorithm, but in this approach there are some repeated scanning of materialized neighbourhoods. Join less
algorithm materializes the required neighbour associations of spatial information for structured co-location rules in
spatial mining using both approaches star neighbourhood and clique neighbourhood partitioning. This algorithm is
effective since it uses an feature-instance look-up schema but as the data size of the features its associated instances
increases the computational complexity of generating co-location rules will increase.
Wang et al.11: A CPI-tree-based approach was developed by retaining star-neighbourhoods in a more closed format
and a preﬁx tree instead of a table, which reduces the repeated scans of materialized neighbourhoods as in9. In this
paper12 author discovers co-location patterns in an associated interval data. As different applications are growing the
researchers are more dedicated to improve the existing methods for ﬁnding frequent pattern mining in uncertain data
sets.1–3.
The author Chui et al.4 has proposed a approach in which frequent patterns are accurately mined maintaining the
required efﬁciency, later in paper5, many approaches are proposed in ﬁnding the frequent items in a large uncertain
data sets. Besides the above representative co-location mining problem, in this paper we are closely related to ﬁnding
the prevalent co-locations using the Probabilistic approximation approach8.
Huang et al.6: In this paper a general framework was proposed for a prior-gen based co-location mining, in
which minimum-participation ratio measure was taken instead of support, in which anti-monotone property which
increases the computational efﬁciency. Later a paper12 was published which proposed a join-based algorithm to ﬁnd
prevalent co-location patterns, but as the size of the data set grows the number of joins increases. Later Huang et al.6
improved the solution to mining in ﬁnding the certainty of co-location patterns in which maximum participation ratio
was taken instead of minimum participation ratio which is used to calculate the prevalence of assured co-location
patterns.
3. Our Proposal
The ﬁrst idea is improving the computation cost by introducing a parallel join-less algorithm for ﬁnding the patterns
in a co-location. The work is continued and made the following contributions:
First, a parallel approach is proposed to materialize the neighbour relationships of spatial data in identifying
the co-location pattern in a efﬁcient manner. We present a Grid-based partitioning approach for ﬁnding this spatial
neighbourhood objects.
This algorithm is efﬁcient since it is based upon Grid based partition model and it uses a parallel instance look-up
schema for removing co-location based instances. It also uses coarse ﬁltering step which can remove candidate
co-locations parallel without identifying the co-location instances exactly.
Third, we apply the map-reduce approach in ﬁnding the spatial patterns especially in the clustered neighbourhood
areas with a new coarse ﬁltering schema. The entire processing is done parallel which drastically reduces the
computation time.
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We evaluate the required cost models to analyse the performance of this parallel approach using Map-Reduce
Framework. Finally evaluate algorithm using synthetic data sets and real datasets.
4. Basic Concepts
In this we discuss the basic concepts and deﬁnitions of co-location pattern mining:
4.1 Relationship in an corresponding region
A set of features F in a spatial data set and its associated instances S and a neighbor relationship R over S in a
co-location is represented by C ⊆ F . The neighbor relation R is a Euclidean distance which is calculated from a
region using grid-based partitioning with its minimum threshold d , and two spatial objects are said to be neighbors if
they meet the requirement such that (W.1, X.1) ↔ distance (W.1, X.1) ≥ d) where W.1 and X.1 are the instances of
W and X respectively.
4.2 Feature instance
If there is a feature ‘F’ then it can have ‘n’ number of instances I such that n ≥ 1 associated with the feature.
For example, in Fig. 1 feature W has 3 instances W.1, W.2, W.3.
4.3 Instance based co-location
Co-location is a collection of objects associated in a region with set of features and instances (i.e.,) I ⊆ S.
For example, in Fig. 1., the co-location instances for the group of features (W, X,Y ) are (W.3, X.3,Y.3) since W.3 in
an instance of feature type W , X.3 is an instance of feature type X,Y.3 is an instance of feature type Y .
4.4 Participation ratio
The PR of a feature in a co-location C = { f1, . . . , f1} is deﬁned as the number of distinct objects to the total
number of objects. For example, in Fig. 1 ((W, X), W ) is (W.3.X.3)(W.1, X.1)(W.2, X.3).
4.5 Participation index
Participation index is given as minimum of participation ratio over all co-location features. For example, if
P I = min
f ∈c{pr(C, f )} (1)
For example in equation (1),
Pi (c, w) = 3/3, Pi (c, X) = 2/3, Pi (c, y) = 3/3 (2)
then P I (c) = min{P(c, W ), P(c, X), P(c,Y )} = 2/3.
Fig. 1. (a) Spatial Data Set; (b) Grid Partitioning for Neighbourhood.
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5. Map-Reduce
Map Reduce10 is a framework which allows processing in a distributed area among large datasets across several
data cluster nodes using a simple programming model.
In large spatial data sets, the data which is given as input is divided into independent chunks is the important task
of Map-Reduce job which processes in a parallel way. Next task is done by the reducer which takes the input from
the mapper and produce the output. This corresponding input and output is stored into a distributed ﬁle system which
is handled by the framework. Next the remaining process of controlling the task scheduling and monitoring of these
tasks is taken care by the framework.
Input and output types of a map-reduce job
Mapper side 〈k1, v1〉 as input 〈k2, v2〉 is collected together and shufﬂed, sorted and then given as input to the
reducer as 〈k2, v2〉 as input and generates the 〈k3, v3〉 output
(input) 〈k1, v1〉 → map → 〈k2, v2〉 → combine → 〈k2, 〈k2, v2〉 → reduce → 〈k3, v3〉 (output)
Map-Reduce Framework in this paper is used to
1. Find the neighbouring paths.
2. To ﬁnd the co-location patterns.
5.1 Finding the neighboring paths
In this parallel approach mapper13 assigns the task of generating neighbouring paths to different data nodes,
as such one data node ﬁnds the neighbouring path in the region assigned to it, another data node ﬁnds the paths
in the neighbouring paths assigned to it, likewise based on the number of data nodes assigned the paths are
generated.
The following Pseudocode-1 gives the information to ﬁnd neighbouring paths.
Pseudo code -1: Generating neighbouring relationships using Mapper and Reducer:
In the above Map-Reduce procedure the neighbouring pairs are generated using a method called Grid Partitioning.
The work to be done by the mapper is to allocate the spatial objects in different partitions to different data nodes and
ﬁnd the distance between those objects using Euclidean distance. All the data nodes then compare the distance with
a user threshold value and a path is established by the reducer if the speciﬁed distance is greater than or equal to the
threshold value.
5.2 Finding co-location patterns
In this section we discuss how to generate the co-location patterns at Mapper-Reducer side.
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Step 1: Mapper generates the candidate co-locations by giving one feature to one data node, for example, from Fig. 1.
One data node generates (W, X), (W,Y ), (W, Z) for the feature W , and another data node generates (X,Y ), (X, Z)
for the feature X , here we eliminate (X, W ) since it is already generated by the feature W removing the redundancy.
Like-wise all candidate co-location are generated by different data nodes at the same time, and all this candidate
co-locations are returned by the Reducer.
Step 2: Mapper generates the Star Instances (SIk) by using different data nodes. For example, from Fig .1. one data
node generates (w3, x3), (w1, x1), (w2, x3) for the feature W in association with feature X , like-wise the other data
nodes ﬁnd the corresponding neighboring paths of all the features with their corresponding features. Later all these are
grouped and collected by the reducer.
Step n: The same process is repeated to ﬁnd the prevalent co-locations and to generate co-location rules.
The following Pseudocode-2 explains how to generate co-location rules at Mapper and Reducer Side.
Mapper side
Reducer side
Block Diagram to ﬁnd the co-location Rules:
The Fig. 2 shows the parallel approach13 taken place in Map-Reduce Framework to ﬁnd the co-location rules.
6. Experimental Results
In this experimental study, we have used synthetic spatial data sets with different number of feature count
such as 30, 50 which is having around 300 instances on average. The user deﬁned neighbor distance is 20 km.
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Fig. 2. Map-Reduce Framework for Parallel Join-Less Approach.
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Table 1. Co-location Patterns in Different Models.
#Instances Size Prevalence Threshold Threshold Based Patterns Co-location Miner Hadoop Based Miner
#100000 0.3 467 398 299
#200000 0.4 646 654 367
#500000 0.5 724 701 543
#700000 0.6 892 811 671
Fig. 3. Co-location Patterns in Traditional Models with Different Prevalence Threshold.
In Fig. 3, we used 3 cluster nodes, one is master and two are slaves. We have implemented these models on Amazon
cloud services with Linux as operating system. Also, the apache Hadoop framework was used for co-location pattern
miner. We have analyzed the co-location patterns with different minimum prevalence threshold.
7. Conclusions
In this paper we proposed a new parallelized approach for ﬁnding the co-location rules. The parallel join-less
algorithm works on a grid-based approach and the co-location rules are generated by the map-reduce framework. The
grid-based approach is used to partition the spatial data set into different regions, so that each independent grid cell
can be given as input to the mapper as the key, value pair. Based on the number of the cluster nodes the input is divided
and the mappers are assigned with those inputs to ﬁnd the co-location rules, all the rules are shufﬂed and sorted and
then given to the reducer to gather all the inputs as outputs. The time taken to compute the neighboring paths is 1/n
times less when compared to the earlier proposed approach where ‘n’ is the number of cluster node. In the future work,
we will minimize the co-location patterns along with Mapper and reducer execution time using a new data structure.
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