Abstract-Reversible computing is a paradigm of computation that reflects physical reversibility, and will become important when we develop future computing systems that directly utilize microscopic physical phenomena for logical operations. In this survey we discuss, from a theoretical point of view, how a reversible computer is implemented as a reversible logic circuit, how a reversible logic circuit is composed of reversible logic elements, and how a reversible logic element can be realized in a physically reversible system. We shall see that, in spite of the constraint of reversibility, universal reversible computers can be constructed by very simple reversible primitives, and that in these systems computation is often carried out in a very unique and different manner from conventional computing systems.
I. INTRODUCTION
The notion of reversibility originates in physics. Physical systems, such as Newtonian mechanics and quantum mechanics, which describe microscopic physical phenomena are all reversible in the sense that essentially the same physical law holds for the negative direction of time as well as the positive direction of time. On the other hand, in computer science, very little attention had been paid on reversibility before Landauer [10] . He pointed out that reversibility in computation is closely related to physical reversibility, and it becomes important if we consider energy consumption in computing processes. More precisely, he argued that erasure of one bit of information, which is an irreversible operation, necessarily dissipates kT ln 2 J of energy. It is called Landauer's principle. After his work, various models of reversible computing have been proposed and investigated extensively. Since reversibility is one of the fundamental microscopic physical laws of Nature, it is important to investigate how universal computer can be implemented efficiently in a system having this property. This is because the size of future computing devices will become nano-scale ones.
Roughly speaking, a reversible computing system is a backward deterministic one, i.e., every computational configuration has at most one predecessor ( definition (though a precise definition depends on each computing model), it has a close relation to physical reversibility as we shall see in Section III. We should note that there are several levels of reversible computing models ranging from a microscopic one to a macroscopic one. In the bottom (i.e., the most microscopic) level, there is a physically reversible model, e.g., the billiard ball model (BBM) of computing [4] . In the next level, there exist various kinds of reversible logic elements such as Fredkin gate [4] , Toffoli gate [40] , [41] , and reversible logic elements with memory [31] . In the still higher level, there are reversible logic circuits that are composed of reversible logic elements, which are used as building modules for reversible computers. In the top level, there are models of reversible computers such as reversible Turing machines [1] , reversible counter machines [16] , reversible cellular automata [39] , and others.
In this survey, we discuss reversible computing based mainly on the author's study in the past 24 years. Here, we give various models of reversible computing chosen from each level, and show how they are related each other as well as their characteristic properties. By this, we shall see the hierarchical structure of the theory of reversible computing, i.e., how a reversible computer can be implemented as a reversible logic circuit, how a reversible logic circuit is designed by using reversible logic elements, and how a reversible logic element can be realized in a physically reversible system. We shall also see that in these systems, computation is often carried out in a very different manner from conventional (i.e., irreversible) computing systems, and thus they will give novel ideas and new ways for future computing.
II. REVERSIBLE LOGIC ELEMENTS AND CIRCUITS
A reversible logic element is a primitive for composing reversible logic circuits such that its function is described by an injection (i.e., a one-to-one mapping). There are two types of such elements: one without memory, which is usually called a reversible logic gate, and one with memory. Since the conventional design theory of logic circuits uses logic gates as primitives, the design theory of reversible logic circuits also started from the investigation of reversible logic gates.
However, in the case of reversible computing, logic elements with memory are also useful. The main reason is that if we use an appropriate reversible logic element with memory, we can construct various reversible computing models, e.g., reversible
Turing machines, very simply [17] . The second reason is that there is an elegant realization of such an element in the BBM as shown in Section III. Though the BBM is an ideal model, this fact suggests a possibility of its realization in a real reversible physical system.
Here, we define a reversible logic elements with memory (RLEM) as a reversible sequential machine. A sequential machine (SM) is a kind of a finite automaton with an output port as well as an input port (Fig. 2) . It is a system defined by M = (Q, Σ , Γ , δ), where Q is a finite set of internal states, Σ and Γ are finite sets of input and output symbols, and Hereafter, we mainly discuss RLEMs with 1-bit memory (hence it has two states). A rotary element (RE) [17] is a typical RLEM that has two states called state H and state V (Fig. 3) , and four input lines and four output lines corresponding to the sets of input symbols {n, e, s, w} and output symbols {n , e , s , w }. Intuitively, it has a rotatable bar to control the moving direction of an input signal (or a particle). When no particle exists, nothing happens on the RE. If a particle comes from the direction parallel to the rotatable bar, then it goes out from the output line of the opposite side without affecting the direction of the bar (Fig. 4 (a) ). If a particle comes from the direction orthogonal to the bar, then it makes a right turn, and rotates the bar by 90 degrees counterclockwise (Fig. 4 (b) ). It is reversible in the following sense: from the next state and the output, the previous state and the input are uniquely determined. An RE is defined as the following RSM: An RLEM is called universal if any RSM is simulated by a circuit composed only of copies of the RLEM. It is known that an RE is universal [18] . We explain it by an example. Consider Table II . Then, we can construct a circuit composed only of REs that simulate M 0 as shown in Fig. 5 . The circuit has three columns of REs, each of which corresponds to a state of M 0 . If M 0 's state is q j , then the bottom RE of the jth column is set to the state H. All other REs are set to V. The REs of the i-th row corresponds to the input symbol a i as well as the output symbol b i . In Fig. 5 , the circuit is in the state q 1 . If a particle is given to the line e.g. a 2 , then after setting the bottom RE of the 1st column to V, the particle appears on the line q 1 a 2 , i.e., the crossing point of the 2nd row and the 1st column is found. Since δ(q 1 , q 2 ) = (q 3 , b 2 ), this line is connected to the RE of the 2nd row of the 3rd column. By this, the bottom RE is set to H, and finally the particle appears on the output line b 2 . Other cases are also simulated similarly. In such a method, any RSM is realized by REs.
Theorem 1: (Morita [18] ) A rotary element (RE) is universal. Thus, any RSM can be simulated by a circuit composed only of REs.
If we do not restrict the number of input/output symbols, there are infinitely many 2-state RLEMs. Therefore, it is an important thing to know which RLEM is universal, and which 
Fig . 5 . The RSM M 0 implemented by rotary elements [18] . Here, M 0 is in the state q 1 since the bottom RE of the leftmost column is in the state H.
is not. We also want to know which is the simplest among universal ones. Surprisingly, it has been shown that 2-state RLEMs except only a few are "all" universal. In the following, we describe its outline. We now consider only RLEMs such that the number of input symbols is the same as that of output symbols. We can see the total number of 2-state k-symbol RLEMs is (2k)!. They are numbered from 0 to (2k)! − 1 in some lexicographic order [31] . To indicate it is a k-symbol RLEM, the prefix "k-" is attached to its serial number like RLEM 4-289. Here, we introduce a pictorial representation of a 2-state RLEM. Consider a 2-state 4-symbol RLEM 4-289 with the input alphabet {a, b, c, d} and the output alphabet {w, x, y, z} as an example. It is represented by Fig. 6 , where solid and dotted lines in a box describe the input-output relation for each state. A solid line shows the state goes to another, and a dotted line shows the state remains unchanged. For example, if the RLEM 4-289 receives an input symbol c in the state q 0 , then it gives the output w and enters the state q 1 . We can regard two RLEMs are equivalent if one can be obtained by renaming the states and/or the input/output symbols of the other. It has been shown that the numbers of equivalence classes of 2-state 2-, 3-, and 4-symbol RLEMs are 8, 24, and 82, respectively [31] . Fig. 7 shows all representative RLEMs in the equivalence class of 2-and 3-symbol RLEMs. The representatives are so chosen that it has the smallest number in the class. Note that RLEM 4-289 in Fig. 6 is equivalent to RE.
Among k-symbol RLEMs, there are degenerate ones, each of which is either equivalent to simple connecting wires, or equivalent to a k -symbol RLEM such that k < k (a precise definition is found in [30] ). In Fig. 7 , they are indicated by "eq. to wires" or "eq. to 2-n". Thus, non-degenerate k-symbol RLEMs are the main concern of the study. It is known that the numbers of nondegenerate 2-3-and 4-symbol RLEMs are 4, 14, and 55, respectively. Now, we consider universality problem of 2-state RLEMs. In [30] , the following lemmas are shown.
Lemma 2: An RE can be constructed by any one of 14 non-degenerate 3-symbol RLEMs.
Lemma 3:
By Theorem 1 and the above lemmas we have the next The indications "eq. to wires" and "eq. to 2-n" mean the RLEM is equivalent to connecting wires, and it is equivalent to RLEM 2-n, respectively. Thus they are degenerate ones.
Mukai and Morita [35] gave a hierarchy among RLEMs as shown in Fig. 8 . Thus, the following theorem holds. However, it is not known whether RLEM 2-17 is universal or not. On the other hand, it is shown that any two combination among RLEMs 2-3, 2-4, and 2-17 is universal [13] , [34] .
It should be noted that by using, e.g., RLEM 2-2 we can make a circuit that simulates a non-degenerate many-state many-symbol RLEM. Since RLEM 2-2 is non-universal, the resulting RLEM is also so. Thus, there are non-universal nondegenerate m-state k-symbol RLEMs for infinitely many m > 2 and k > 1, which contrasts the 2-state case (Theorem 4). 
III. REALIZING A REVERSIBLE LOGIC ELEMENT WITH
MEMORY IN THE BILLIARD BALL MODEL Here, we consider the problem how reversible logic elements can be realized in a reversible physical system. In our present technology, it is difficult to implement a reversible logic element in a practical system having physical reversibility in nano-scale level. However, some thought experiments in an idealized circumstance suggest a possibility of realizing it.
The billiard ball model (BBM) is a reversible physical model of computing proposed by Fredkin and Toffoli [4] . It is an idealized mechanical model consisting of balls and reflectors. Balls can collide with other balls or reflectors. It is assumed that collisions are elastic, and there is no friction. Fig. 9 shows a realization of an interaction gate, which is a 2-input 4-output reversible logic gate, in BBM [4] . Since we can construct an RE by reversible logic gates and delay elements (see [26] ), it is in principle possible to realize an RE in BBM. But, it is not a good method. This is because we need many reversible logic gates for constructing one RE. Moreover, synchronization of two moving balls is necessary when we want to implement a logic gate in BBM.
Fortunately, there is a simple way of directly realizing an RE in BBM as shown in Fig. 10 [20], [26] . The RE in BBM consists of one stationary ball called a state ball, and many reflectors indicated by small rectangles. A state ball is placed at the position of H or V in Fig. 10(a) depending on the state of the simulated RE. A moving ball called a signal ball can be given to any one of the input lines n, e, s, and w. Assume a state ball (a light one) is at the position V, and a signal ball (a dark one) is given to the input line s as in Fig. 10(b) . Then, the signal ball moves straight ahead without interacting the state ball or reflectors, and finally goes out from the output line n . This simulates the case of Fig. 4(a) . Next, consider the case that a state ball is at the position H, and a signal ball comes from the input line s (Fig. 10(c) ). At first, the two balls collide at the position 1. After that, they goes along the paths indicated by arrows. This is performed by appropriately placing reflectors. Then, the two balls collide again at the position 6, and the state ball stops there. The signal ball finally goes out from the output line e (Fig. 10(c) ). This simulates the case of Fig. 4(b) . Other cases are also simulated correctly by the configuration of reflectors given in Fig. 10 .
In this realization, the signal ball can be given to an input line at any moment and at any speed, since the state ball is usually stationary. Hence, there is no need to synchronize the input timing at all. Only the time interval between the first and the second collisions in Fig. 10(c) should be adjusted exactly. The case that the state is V, and the input is s (corresponding to Fig. 4(a) ). (c) The case that the state is H, and the input is s (corresponding to Fig. 4(b) ).
In addition, when we consider a physical realization, the state ball need not be a movable object, but a suitable physical state that acts reversibly (such as a quantum state). Thus, the above idea broaden the possibility of practical realization of an RE in a real system having physical reversibility. In [36] it is shown that any m-state k-symbol RLEM can be realized in BBM by a systematic method if k ≤ 4.
IV. REVERSIBLE MODELS OF COMPUTERS
In this section, we discuss reversible computing models of the macroscopic level, i.e., abstract models of reversible computers. So far, many kinds of such models have been proposed and investigated. Here, we deal with reversible Turing machines, and reversible counter machines.
A. Reversible Turing machines
A reversible Turing machine (RTM) is a standard model of computation in the theory of reversible computing. Lecerf [12] first investigated RTMs, and showed unsolvability of their halting problem. Bennett [1] , [2] studied them from the standpoint of thermodynamics of computing.
A Turing machine (TM) in the quintuple form is defined by T = (Q, S, q 0 , F, s 0 , δ), where Q is a set of states of the finite control, S is a set of tape symbols, q 0 ∈ Q is an initial state, F ⊂ Q is a set of final states, and s 0 ∈ S is a blank symbol. δ is a move relation, which is a subset of T is called deterministic iff the following condition holds for any pair of distinct quintuples
T is called a reversible iff the following condition holds for any pair of distinct quintuples
By RTM we mean a both deterministic and reversible TM.
Example 6: Let T parity be an RTM defined as follows.
T parity checks if a given unary number n is even or odd. If it is even, T parity halts in the accepting state q acc , otherwise halts in the rejecting state q rej . All the symbols read by T parity are complemented (see Fig. 11 ). It is easy to see that T parity satisfies the condition for reversibility. Bennett [1] proved universality of RTMs as follows. Theorem 7: (Bennett [1] ) For any irreversible deterministic 1-tape TM T , we can construct a garbage-less 3-tape RTM T that simulates the former and gives only an input string and an output string on the tapes when it halts.
The RTM obtained by Bennett's method is a time-efficient one, but uses a large amount of storage tape squares, though all the garbage information is reversibly erased when it halts. More precisely, if t(n) and s(n) are the time and space complexity functions of T , where n is the input length, then those of T are both O(t(n)).
There is also a space-efficient reversible simulation method. Lange, McKenzie, and Tapp [11] showed that for any deterministic TM with space complexity s(n), we can construct an RTM having the same space complexity (but its time complexity is c s(n) for some constant c). However, their construction method is complex and the number of tape symbols increases considerably. Morita [24] improved their method, and gave a very simple construction method of a space-efficient RTM.
Theorem 8: (Morita [24] ) For any irreversible deterministic TM T , we can construct a garbage-less RTM T that simulates the former, and uses exactly the same numbers of tape squares and tape symbols as those of T .
A universal Turing machine (UTM) is a one that can simulate any TM, or equivalently it can compute any recursive function. Finding small (irreversible) UTMs has a long history (see e.g. [43] ), and the following UTMs are known to be minimal so far, where UTM(m, n) denotes an m-state n-symbol UTM. Rogozhin [38] proposed UTM(2,18), UTM(4,6), and UTM(5,5), Kudlek and Rogozhin [9] gave UTM (3, 9) , and Neary and Woods [37] developed UTM(6,4), UTM(9,3) and UTM (18, 2) . By Theorem 7 or 8, we can obtain a URTM from a UTM. But, if we convert any one of the UTMs to a reversible UTM (URTM) by this method, its size becomes large.
As for RTMs, small URTMs have been constructed by simulating a cyclic tag system defined by Cook [3] , which is a very simple string rewriting system having universality.
Theorem 9: There are URTM(17,5) (i.e., 17-state 5-symbol URTM) with 67 quintuples (Morita, Yamaguchi [33] ), and URTM(15,6) with 62 quintuples (Morita [20] ). Fig. 12 summarizes the known results on UTMs and URTMs so far. • UTM (2, 18) [Rogozhin, 1996] • UTM(3,9) [Kudlek, Rogozhin, 2002] • UTM(4,6) [Rogozhin, 1996] • UTM(5,5) [Rogozhin, 1996] • UTM(6,4) [Neary, Woods, 2007] • UTM (9, 3) [Neary, Woods, 2007] • UTM (18, 2) [Neary, Woods, 2007] • URTM (15, 6) [Morita, 2008] • URTM (17, 5) [ Morita, Yamaguchi, 2007] Fig. 12 . Small universal TMs (UTMs) and universal reversible TMs (URTMs).
B. Reversible counter machines
A counter machine (CM) is another model of a computing machine that has a finite number of counters as an auxiliary memory. A CM with k counters is denoted by CM(k). Here, we define it as a kind of multi-tape Turing machine whose heads are read-only ones and whose tapes are all blank except the leftmost squares as shown in Fig. 13 . A reversible CM (RCM) is also defined similarly as in the case of a TM (a precise definition is given in [16] ).
· · ·
Finite control c 5 Counter 1 Z P P P P P P P · · · c 0 Counter 2 Z P P P P P P P · · · c 4 C o u n t e rk Z P P P P P P P · · · Fig. 13 . A k-counter machine (CM(k)).
Minsky [15] showed that a CM(2) is universal, i.e., for any Turing machine there is a CM(2) that simulates the former. Morita [16] proved that a CM(2) is still computationally universal even if the reversibility constraint is added.
Theorem 10: (Morita [16] ) For any TM T we can construct an RCM(2) M that simulates T .
Since RCM(2) is a very simple model of computing, the above result is useful to show other systems' universality. For example, as shown in Theorem 13 below, there is a reversible cellular automaton with a small number of states in which any RCM(2) is embeddable.
V. REALIZING REVERSIBLE TURING MACHINES BY
REVERSIBLE LOGIC CIRCUITS It is possible to formalize a finite control and a tape square of an RTM as RSMs. Therefore, we can implement them as circuits composed of REs, in essentially the same way explained in Section II. Therefore, by connecting them appropriately, the whole system of an RTM can be realized as a circuit consisting of REs (the circuit becomes infinite since an RTM has an infinite number of tape squares). But, by using some additional and ad hoc techniques we obtain a simpler circuit for an RTM. Such a method is first given in [17] , and then simplified in [21] .
Fig. 14 is a circuit that simulates the RTM T parity in Example 6. If we give a signal (or a particle) to the input port "Begin," then it starts to compute. Finally, the particle comes out from the output port "Accept" or "Reject" depending on the parity of the given input on the tape. Detailed descriptions of this circuit as well as how it works are given in [21] , [26] .
It should be noted, if we further implement each RE by a mechanism in BBM shown in Fig. 10 , then the whole system of the RTM can be realized in the space of BBM. 
VI. REVERSIBLE CELLULAR AUTOMATA
A reversible cellular automaton (RCA) is a mathematical model of a reversible space, which is defined as a CA whose global function (a mapping from configurations to configurations) is one-to-one. But, comparing with other reversible systems, it is in general difficult to design an RCA, if we use the traditional formulation of CAs [8] . So far, a few frameworks are proposed for designing RCAs. They are CAs with block rules [14] , [42] , partitioned CAs (PCAs) [28] , and CAs with second order rules [14] , [42] .
Here we consider the framework of PCAs. In a onedimensional three-neighbor PCA, each cell is divided into three parts, i.e., left, center, and right parts, and their state sets are L, C, and R. The next state of a cell is determined by the present states of the left part of the right-neighbor cell, the center part of this cell, and the right part of the leftneighbor cell. Fig. 15 shows its cellular space, and how the local function f is applied. Higher dimensional PCAs can be also defined similarly (see e.g., [20] , [26] It has been shown that a local function of a PCA is oneto-one iff its global function is one-to-one [28] . Furthermore, PCAs are a subclass of traditional CAs. Hence, if we want to have an RCA, it is sufficient to construct a PCA whose local function is one-to-one.
A. One-dimensional universal RCAs
In the case of one-dimensional irreversible CA, Cook [3] showed that the elementary cellular automaton (ECA) of rule 110, which has only 2 states and 3 neighbors, is universal. He proved it by showing that the ECA of rule 110 with infinite (but ultimately periodic) configurations can simulate any cyclic tag system.
How is it in the reversible case? The following result has been shown by constructing reversible PCAs that can simulate cyclic tag systems.
Theorem 11: (1) There is a 24-state universal reversible PCA with infinite (but ultimately periodic) configurations (Morita [22] , [27] ). (2) There is a 98-state universal reversible PCA with finite configurations (Morita [19] ).
B. Two-dimensional universal RCAs
In the two-dimensional case, there are several simple universal RCAs. Margolus [14] first showed a universal model using a 2-state CA with block rules. Imai and Morita [7] gave a universal 8-state triangular RCA using the framework of PCAs as stated in the following theorem. In their model, each triangular cell has three parts with two states, and has an extremely simple local function. It is also possible to construct a universal reversible PCA that works on finite configurations. Morita et al. [32] gave a 81-state model in which any reversible counter machine [16] can be embedded. In their model, a rotary element can be simulated as in Fig. 17 , and reversible counter machines are built from rotary elements and some other elements as shown in Fig. 18 .
Theorem 13: (Morita et al. [32] ) There is a reversible 81-state PCA P 3 with finite configurations that can simulate any RCM(2).
VII. CONCLUDING REMARKS
In this survey, we dealt with various models of reversible computing that range from a microscopic level to a macroscopic level, and discussed how they relate each other, and how they form a hierarchical structure. We saw that in spite of the strong constraint of reversibility such systems have full computing power as in conventional models. We also argued that universal computing systems can be composed of very Fig. 17 . Realization of a rotary element (RE) in the 2-dimensional 81-state reversible PCA P 3 [32] . This figure shows the orthogonal case (corresponding to Fig 4(b) ). Fig. 18 . An example of a reversible 2-counter machine (RCM(2)) embedded in the 81-state computation-universal reversible PCA P 3 [32] .
simple primitives or functions such as 2-state reversible logic elements, interactions between balls and reflectors in BBM, and simple reversible local functions of PCAs.
Here we mainly discussed computational capability of reversible systems, in particular RLEMs and circuits, BBM, RTMs, and RCAs, from a theoretical view point. However, we omitted several interesting topics such as reversible multi-head finite automata [23] , [24] , self-reproduction in RCAs [5] , [29] , firing squad synchronization in RCAs [6] , and others. A more detailed survey article and a book on the theory of reversible computing is found in [20] , [25] , [26] .
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