In this paper we obtain scaling limits of Λ-coalescents near time zero under a regularly varying assumption. In particular this covers the case of Kingman's coalescent and beta coalescents. The limiting processes are coalescents with infinite mass, obtained geometrically as tangent cones of Evans metric space associated with the coalescent. In the case of Kingman's coalescent we are able to obtain a simple construction of the limiting space using a two-sided Brownian motion.
Introduction

Statement of the main results
A coalescent process is a particle system in which particles merge into blocks. Coalescent processes have found a variety of applications in physics, chemistry and most notably in genetics where the coalescent process models ancestral relationships as time runs backwards. The work on coalescent theory dates back to the seminal paper [Kin82] where Kingman considered coalescent processes with pairwise mergers. In [Pit99] , [Sag99] and [DK99] this was extended to the case where multiple mergers are allowed to happen. We refer to [Ber09] and [Ber06] for an overview of the field.
In this paper we shall consider Λ-coalescents where Λ is a finite strongly regularly varying measure with index 1 < α ≤ 2, see (2). These coalescents encompass a large variety of well known examples such as beta coalescents and Kingman's coalescent. Further, these coalescents have the property that they come down from infinity, that is, when starting with infinitely many particles, the process has finitely many blocks for any time t > 0. Our goal is to gain precise information about the behaviour near time zero.
One central insight of this work is that the correct framework for taking such scaling limits is to view coalescent processes as geometric objects. What follows is an outline of our approach. To any coalescent process Π = (Π(t) : t ≥ 0), one can associate a certain ultra-metric space (E, δ) which completely characterises the process Π. This was first suggested in the work of Evans in [Eva00] , who introduced this object in the case of Kingman's coalescent and studied some of its properties.
The construction is simple and we describe it now. Let Π = (Π(t) : t ≥ 0) be a coalescent process and define an ultra-metric on N by δ(i, j) := inf{t > 0 : i
where i
Π(t)
∼ j if and only if i, j are in the same block of Π(t). The metric space (E, δ) is then the completion of (N, δ).
Notice that δ(i, j) gives the time for the most recent common ancestor of i and j. Moreover it is not hard to check that (E, δ) is compact if and only if the coalescent process Π comes down from infinity. We call the space (E, δ) the Evans space associated to the coalescent Π.
Let Λ be a finite measure on [0, 1]. We say that Λ is SRV(α) if Λ is strongly regularly varying with index α ∈ (1, 2). That is when Λ(dp) = f (p) dp and there exists a constant A Λ > 0 such that
where the above notation means the quotient of both sides approaches 1. We will abuse notation slightly and say that Λ is SRV(2) when Λ = δ {0} . It is possible to associate with each finite Λ on [0, 1] a coalescent process called the Λ-coalescent and the case when Λ is SRV(2), the Λ-coalescent is Kingman's coalescent. Note that if Λ is a finite SRV(α), then the Λ-coalescent comes down from infinity if and only if α ∈ (1, 2]. Finite SRV(α) measures encompass a large variety of measures. A prominent example is the Beta(2 − α, α) distribution which has density B(2 − α, α) −1 p 1−α (1 − p) α−1 dp, where B(x, y) is the beta function. This is a one parameter family which interpolates between the uniform measure (α = 1) and δ 0 (α → 2) for which the corresponding coalescents are the Bolthausen-Sznitman coalescent and Kingman's coalescent respectively. The importance of the SRV(α) condition stems primarily from population genetics where the models correspond to populations in which there is large variability in the offspring distribution, see [Ber09] [Section 3.2].
The first theorem of the paper presented below shows convergence of the metric spaces that correspond to the coalescent processes as in (1). Roughly speaking, the notion of convergence we use measures how close to being isometric two metric spaces are when seen from a distinguished point. We refer to Section 2 for a precise definition. Theorem 1.1. Let Λ be a finite measure satisfying (2) for some α ∈ (1, 2] and (E, δ) be the Evans space associated to the corresponding Λ coalescent via (1). Then there exists a random pointed ultra-metric space (S, d S , o) such that for all i ∈ N,
weakly under the pointed Gromov-Hausdorff metric as → 0.
The limiting spaces in the theorem depend on the value of α ∈ (1, 2] and we will denote them by (S (α) , d
Geometrically, the space (S, d S , o) in Theorem 1.1 is referred to as tangent cone of (E, δ) at the point i. More precisely a tangent cone of a metric space (X, d) at a point x ∈ X is given by the pointed Gromov-Hausdorff limit of (X, r
is some sequence such that r i ↓ 0. Tangent cones are generalisations of tangent spaces on manifolds. Indeed, on a Riemannian manifold the tangent cone at any point exists and is isometric to the tangent space. Tangent cones have appeared in a variety of contexts ranging from geometric measure theory [Sim83] to a recent paper [CLG13] in which the tangent cones of the Brownian map are identified as the Brownian plane. In our case, tangent cones are the correct objects for describing the scaling limits as they allow us to forget about the mass and ordering imposed on the coalescent.
In [Hug04] the author identifies a homeomorphism between the space of ultra-metric spaces and the space of real trees both equipped with the Gromov-Hausdorff metric. Consequently Theorem 1.1 can be stated in terms of the real trees that correspond to the coalescents. The tangent cones are only of interest at the leaves of a real tree as they can be easily identified at any other point as follows. If (T, d) is a coalescent tree and x ∈ T such that T \{x} has exactly two connected components then the tangent cone lim r↓0 (T, r −1 d, x) exists and is isometric to R with the Euclidian distance. If T \{x} has k ≥ 3 components then the tangent cone around x exists and is isometric to k disjoint copies of [0, ∞) glued together at the point 0, equipped with the intrinsic metric.
The next result (which is both a crucial step in the proof of Theorem 1.1, and of independent interest) provides a description of the mergers of the block containing 1 at small times. This description will allow us to depict the space (S, d S ). Loosely speaking, this result should be interpreted as a local limit of the coalescent tree, whereas Theorem 1.1 deals with global scaling limits. More precisely for > 0 and r ∈ [0, 1) let Z (r) be the number of blocks of Π((1 − r) ) that make up Π 1 ( ), the block containing 1 at time . Thus there exists 1 = i 1 < · · · < i Z (r) such that
Henceforth we shall be considering the càdlàg modification of the process Z . Theorem 1.2. For α ∈ (1, 2] and Λ a finite SRV(α) measure let Z be the process constructed above using a Λ-coalescent. Then as → 0, Z → Z in the Skorokhod sense on [0, s] for every s ∈ [0, 1). The process Z is an inhomogeneous Markov process with generator
when α ∈ (1, 2) and
when α = 2.
We will now depict how the closed unit ball B(o, 1) ⊂ (S, d S ) is constructed from the process Z. First construct a tree T from the process Z. Start the tree with one particle called the root. Whenever the process Z makes a jump of size k select a particle uniformly at random; this particle gives birth to k offspring. Thus for each r ∈ [0, 1), there are precisely Z(r) particles which are at distance r from the root. The process Z(r) explodes as r → 1 so we have infinitely many particles at distance one from the root. The space B(o, 1) is the set of particles at distance one from the root. For each v, w ∈ B(o, 1) there exists two unique paths from the root ending at the points v, w and these paths deviate at distance h v,w ≥ 0 from the root. The distance between two points is given by
The limiting process Z in Theorem 1.2 is better understood under a time-change. For t ≥ 0 let Y t = Z(1 − e −t ) then Y is Yule process with unit immigration occurring at rate 1 in the case when α = 2. In the case when α ∈ (1, 2) the process Y is a Galton-Watson process with immigration where the offspring distribution is given by p k+1 ∝ Γ(k−α+1)/Γ(k+2) for k ≥ 1 and the immigrant distribution q k is the size biased pick of p k , that is q k ∝ kp k for k ≥ 1.
In the case α = 2 we are able to strengthen the convergence in Theorem 1.1 to that of metric measure spaces and explicitly construct the limiting space (see Figure 1 ). To that end construct a measure ν on the space (E, δ) as follows. Let ν be such that the mass it assigns to each closed ball B(i, t) of radius t > 0 around i is equal to the asymptotic frequency of the block of Π(t) containing 
S , o (2) ) from a two-sided Brownian motion.
i. This extends uniquely to a measure on the whole space by Carathéodory's extension theorem. Our next result shows the tangent cones of the metric space (E, δ) equipped with the measure ν.
Theorem 1.3. In the case when α = 2 in Theorem 1.1, there exists a measure µ on the space (S, d S ) such that for all i ∈ N,
weakly as → 0 under the Gromov-Hausdorff-Prokhorov topology. The limiting metric measure space (S, d S , µ, o) can be constructed as follows. Let W = (W (t) : t ∈ R) be a two-sided Brownian motion on R and let N := {t ∈ R : W (t) = 0}. For each x, y ∈ N with x ≤ y, define the pseudo-metric
and S = N / ∼ where x ∼ y if and only if d S (x, y) = 0 and o = 0. The measure µ is the projection of the local time measure on N .
We delay the exact definition of the Gromov-Hausdorff-Prokhorov metric to Section 2. Note that Theorem 1.2 in the case α = 2 can be obtained from Theorem 1.3 through some routine computations. To illustrate the usefulness of the results in the case α = 2 we present the following corollary. This is an immediate consequence of Theorem 1.3. Corollary 1.4. Let F (t) be the asymptotic frequency of the block containing 1 in Kingman's coalescent at time t ≥ 0. Then we have in the sense of weak convergence on the Skorokhod space
The process X = (X(t) : t ≥ 0) is characterised by the following.
(i) X(0) = 0 and for t > 0, X(t) is the sum of two i.i.d. exponential distributions with parameter 1/(2t)
(ii) X is an inhomogeneous compound Poisson process where at time t > 0 the rate of jumps is given by 2/t and the jump distribution is exponential with parameter 1/(2t).
Note that Corollary 1.4 extends [BB09] [Corollary 1.3] which shows the above convergence for fixed t ≥ 0.
Our proof of Theorem 1.3 relies on a specific ordering of the asymptotic frequencies of Kingman's coalescent. This ordering allows us to show a scaling limit for the asymptotic frequencies of Kingman's coalescent, which we explore in Section 4. Stating the results in terms of the asymptotic frequencies seems more natural than stating them in terms of metric spaces. However there is no such ordering of asymptotic frequencies for the case when α ∈ (1, 2) and therefore we cannot state an analogue of Theorem 1.1 in terms of the asymptotic frequencies. For this reason it seems more feasible to consider the convergence of the metric spaces.
Outline of the Paper
In Section 2 we introduce some background on metric geometry. We assume the reader is familiar with the basic concepts in coalescent theory and excursion theory. We refer to [Ber09] , [Ber06] and [RY99] . In Section 3.1 we prove Theorem 1.2 for α ∈ (1, 2) and explain the changes needed for the case α = 2. Then in Section 3.2 we prove Theorem 1.1. In Section 4 we shall prove Theorem 1.3.
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Convergence of Metric Spaces
In this section we briefly review some basic notions of convergence of metric spaces. For a detailed treatment of the material refer to [BBI01] .
Here we introduce the Gromov-Hausdorff metric used in Theorem 1.1 and the Gromov-HausdorffProkhorov metric in Theorem 1.3. We start by defining a metric on certain metric spaces without measures, called the Gromov-Hausdorff metric. We introduce this by first defining the GromovHausdorff metric on compact metric spaces. Consider two compact metric spaces (X, d X ) and
where the infimum is over all metric spaces (Z, d Z ) with the above property and
Now we define the Gromov-Hausdorff-Prokhorov metric on compact spaces. Suppose in addition we have two finite measures µ and ν defined on the spaces (X,
Then the compact Gromov-Hausdorff-Prokhorov distance is given by
where the infimum is over all metric spaces (Z, d Z ) with the above property.
In this paper we work with non-compact spaces and there are several ways to extend the definition above to a certain class of non-compact metric spaces. We now introduce our notion of the Gromov-Hausdorff and Gromov-Hausdorff-Prokhorov distance on non-compact metric spaces satisfying certain properties. Suppose that (X, d X , µ, p X ) and (Y, d Y , ν, p Y ) are proper Polish pointed metric spaces, that is they are complete, separable and every closed ball is compact. Then the (pointed) Gromov-Hausdorff distance is given by
where here and throughout B(p, r) denotes the closed ball of radius r around p.
Denote by (X , d GH ) the space of proper Polish spaces with a distinguished point, up to isometry, equipped with the Gromov-Hausdorff metric. The space (X , d GH ) is a Polish space (see [Eva08] ). Some of the properties of metric spaces are preserved under d GH convergence. One such example is when the metric is an ultra-metric. A metric d is called an ultra-metric if
It is not hard to check all the metric spaces in this paper are in fact ultra-metric spaces and that this property is preserved under
are proper Polish pointed metric spaces which come equipped with two measures µ and ν respectively. Suppose further that both measures are finite on compact sets. Then the (pointed) Gromov-Hausdorff-Prokhorov distance is given by
Denote by (X µ , d GHP ) the space of proper Polish spaces with a distinguished point, up to measure preserving isometries, equipped with the Gromov-Hausdorff-Prokhorov metric. Then space (X µ , d GHP ) is a Polish space (see for example [ADH13] ).
It is not hard to check that the space (E, δ) is compact and the measure ν is finite. Further it can be seen that the limiting space (S, d S ) for α = 2 in Theorem 1.3 is a proper Polish space and the measure µ is finite on compact sets.
SRV(α) Case
Proof of Theorem 1.2
Throughout this proof we omit the superscript α from the notation and assume that α ∈ (1, 2). The proof for the case α = 2 follows analogously and we remark the only alteration to the proof that is required for α = 2.
Let Π = (Π(t) : t ≥ 0) denote a Λ-coalescent such that Λ(dp) = f (p) dp with f (p) ∼ A Λ p 1−α as p → 0. Let N = (N (t) : t > 0) denote the number of blocks of process Π. Recall that Z (r) is the number of blocks at time (1 − r) that make up the block containing 1 at time . We will show the convergence result by showing that Z (r) almost satisfies a certain martingale problem for small > 0.
We will simplify the notation further by writing Π (r) := Π((1 − r) ) and N (r) := N ((1 − r) ) for r ∈ [0, 1).
Firstly we introduce some notation. For ≤ n, define
For z ∈ S 1 ,n and r ∈ [0, 1) consider the event
and note that κ(r, z) ∈ σ(Π(s) : s ∈ [(1−r) , ]). In words, this is the event that the block containing 1 at time is made up of blocks with labels given by z at time (1 − r) . In particular
Denote by F r the natural filtration of Z (r). For the next lemma let R n be the map which maps a partition on N to a partition on [n] by projection.
The next lemma will allow us later to control the effects of a single jump.
Lemma 3.1. For any > 0, r ∈ [0, 1), A ∈ F r and j < n, it holds that
Proof. Fix r ∈ [0, 1), n ∈ N and j < n throughout. Condition on N (r) = n, so that Π (r) = (Π 1 (r), . . . , Π n (r)). Let A denote the set of events of the form
Let A denote the π-system generated by A. Now A generates F r hence we need to check that (7) holds for all A ∈ A . Henceforth let A ∈ A be fixed and denote by A 1 , . . . , A m ∈ A the elements such that
For any u ≤ r, ≤ n, applying the Markov property we have
where R n Π i (t) is the i-th block of R n Π at time t > 0. For each A i , i = 1, . . . , m, we denote byÃ n i the event on the right-handside of (8) so thatÃ n i ∈ σ(R n Π(s) : s ≤ r ) and
We will show that P(∩ i≤mÃ
, which will conclude the lemma. For any u ≤ r, ≤ n and z ∈ S 1 ,n ,
Indeed, consider the blocks at time (r − u) that coalesce by time r form the block containing 1. The only way these can differ between the restrictions to {1, . . . , n − j} and to {1, . . . , n} is if at least one of {n − j + 1, . . . , n} coalesced with 1 by time r . Recall that for each i ∈ m,Ã n i andÃ n−j i are given by (9). Similar to (10),
The event n k=n−j+1 {k / ∈ R n Π 1 (r )} does not depend on u, it suffices to show that this event has probability at least 1 − j(1 − e − ) as
Now notice thatP({k ∈ R n Π 1 (r )}) = 1 − e −r ≤ 1 − e − and hence
The lemma now follows.
The next lemma is the central lemma to the proof of Theorem 1.2. It is worth explaining briefly the approach that we are taking and the strange form of the statement of the lemma. Suppose that the limit µ r (j) := lim δ→0 δ −1 P(Z (r + δ) − Z (r) = j|F r ) exists for each r ∈ [0, 1) and j ∈ N, then our aim is to show that µ r (j) converge, to say µ r (j), as → 0 in some suitable sense. It will turn out that {µ r (j) : r ∈ [0, 1), j ∈ N} are deterministic and determine a Markov process by specifying its rates. Further we will show that Z converges to this Markov process. The problems with this heuristic are two-fold. First, we are unable to show that the random variables µ r (j) exist. To this end, we instead show that in the limit as → 0 they do exist, precisely we will see that
in some suitable sense as → 0. Furthermore we will be able to identify what this common limit is. The second problem that occurs is that we are unable to show that the convergence in (11) is almost sure. Thus we will have to resort to a weaker notion of convergence. Let λ n,k be the rate at which a collision involving exactly k fixed blocks occurs when there are currently n blocks present. Define
which is the total rate of mergers of k blocks when n blocks are present. Let us fix M > 1 and define the process
Proof. Notice first that for any u ∈ [0, 1), k ≤ n, z ∈ S 1 k,n and π ∈ P ∞ with n blocks, we have
for some constant C = C(A, u, n, k). Indeed this follows from (8). In particular if #π denotes the number of blocks of π we have
Thus we have that for any u ∈ [0, 1), k ≤ n ∈ N, z ∈ S 1 k,n and π ∈ P ∞ with n blocks,
Fix n ∈ N, < n ∧ M , j ≤ (n − ) ∧ M , r ∈ [0, 1) and A ∈ F r . Suppose further that π ∈ P ∞ with n blocks and that δ > 0 is small. For q ∈ S j+1,n let M δ (q) denote the event that there is one coalescent event in the interval ((1 − r − δ) , (1 − r) ) which merges the blocks of Π (r + δ) with labels q.
Then we have that for any z ∈ S 1 +j,n P(A; κ(r + δ, z); Z (r) = ; Π (r + δ) = π)
where z q ∈ S 1 ,n−j represents the position of the indices z after the merger involving indices q has occurred. Indeed, suppose there is only one coalescent event during the interval ((1−r−δ) , (1−r) ), as more coalescent events are of o(δ)
,n−j . Then we require that the blocks of Π (r) with labels z q eventually merge to give Π 1 (1), i.e. κ(r, z q ) holds.
For q ∈ S j+1,n let π (q) ∈ P ∞ be the partition obtained from π by merging the blocks with labels q.
Markov property of the coalescent implies that
and using (13) we have
To compute each term inside the sum on the last line of (14), notice that
For the second term we can use (12) to deduce
Plugging (15) and (16) into (14) gives P(A; κ(r + δ, z); Z (r) = ; Π (r + δ) = π) = q∈S j+1,n q⊂z δ λ n,j+1 P(A; Z (r) = |N (r) = n − j) 1
Summing the above and using (6) we have P(A; Z (r + δ) = + j; Z (r) = ; N (r + δ) = n) = #π=n z∈S 1 +j,n P(A; κ(r + δ, z); Z (r) = ; Π (r + δ) = π) = δ λ n,j+1 P(A; Z (u) = |N (r) = n − j)P(N (r + δ) = n)
where γ n,j+1 = n j+1 λ n,j+1 and #π denotes the number of blocks of π. Notice that P(N (r) = n) = P(N (r + δ) = n) + o(1) thus P(A; Z (r + δ) = + j; Z (r) = ; N (r + δ) = n)
On the other hand Lemma 3.1 gives that
Now we no longer think of n and as fixed. Notice that n≥j ≤(n−j)∧M P(A; Z (r + δ) = + j; Z (r) = ; N (r + δ) = n)
and hence from (18) and (17),
In other words
Taking limits concludes the proof. Now we can identify the limiting behaviour of δ −1 P(Z (r + δ) − Z (r) = j|F r ) by using the approximation given in Lemma 3.2.
as → 0.
Proof. Fix M > 1, j < M and K ⊂ [0, 1) compact. Firstly from [BBL10] [Theorem 2] we have that there exists a constant C α > 0 such that
One can show (see [Fel71] [XIII.6]) that this constant is given by
.
Using the Cauchy-Schwartz inequality we have
The second term on the last line converges to zero by (20), thus we focus on the first term in the last line.
Recall that for n ∈ N we have that
Moreover Λ(dp) = f (p) dp where f (p) ∼ A Λ p 1−α as p → 0. Fix η 0 > 0, then there exist a p 0 ∈ (0, 1) such that whenever p < p 0 we have
Then combining (22) and (23) we have
n−j−1 dp.
From the definition of the Beta function we have that
Thus using (24) and (25) we have,
The final term on the right hand side converges to 0 as → 0. For the penultimate term an application of Stirling's formula yields that
as → 0. Thus the first term on the left hand side of (26) goes to zero as → 0. Moreover using the triangle inequality we have that
as → 0. A final application of the triangle inequality and using (21) gives
The proof now follows from (27) and (26).
Remark 3.4. In the case when α = 2 all the arguments in this section apply apart from Lemma 3.3. In its place an easier argument shows that for α = 2 as → 0,
The preceding two lemmas directly imply the following.
uniformly over all r ∈ K and A ∈ F r .
For f : N → R recall that
Using the last two lemmas we are able to show that Z M almost solves a martingale problem. This will enable us to show that the limiting process satisfies the martingale problem.
Lemma 3.6. Let u < r ∈ [0, 1) then for any f : N → R with support in {1, . . . , M },
Proof of Theorem 1.1
The proof of Theorem 1.1 follows from Theorem 1.2 in a straight forward manner. We explain the main idea. Here and throughout we let B (i, r) denote the ball of radius r around i in the space (E, −1 δ). Then to show the theorem it suffices to show that (B (1, 1), −1 δ) converges weakly. Indeed we may assume that i = 1 by exchangeability of the coalescent and the proof for general r > 0 follows with more cumbersome notation. Recall the definition of the process Z from Theorem 1.2. As any two balls in an ultra-metric space are either disjoint or one contains the other, for each r ∈ (0, 1), the space (B (1, 1) , −1 δ) can be covered uniquely by disjoint closed balls B 1 , . . . , B n ⊂ (B (1, 1) , −1 δ) of radius 1 − r. The number of such balls is precisely the number of blocks of Π at time (1 − r) that make up the block containing 1 at time . Thus Z (r) = #{disjoint closed balls of radius 1 − r needed to cover B (1, 1)}.
(36)
Furthermore we shall see we can discover the exact structure of (B (1, 1), −1 δ) using the process Z . Fix η ∈ (0, 1) and let B 1 , . . . , B Z (1−η) denote the disjoint closed balls of radius η that cover the space (B (1, 1), −1 δ). Now define a metric r on S := {1, . . . , Z (1 − η)} by
Notice that the ordering of the balls B 1 , . . . , B Z (1−η) do not matter in the sense that the spaces constructed from two different orderings are isometric. To prove the theorem it suffices to show the convergence of the metric space (S , r ) as → 0.
Given the process Z we can construct the space (S , r ) as follows. First construct a tree starting from one individual. Whenever Z makes a jump before time 1 − η of size k, a uniformly chosen individual gives birth to k offspring. Thus the tree has exactly Z (1 − η) leaves and height 1 − η. These leaves form the space S and the distance r between two leaves is the genealogical distance i.e. half of the length of the unique path between the two leaves. Use the same procedure but with the process Z to obtain a space (S, r). It is clear that (S, r) is a compact metric space.
Let J 1 , . . . , J n be the jumps of the process Z before time 1 − η and similarly let J 1 , . . . , J m be the jumps of the process Z before time 1 − η. Then from the Skorohod convergence of the process Z to Z we can conclude the following for > 0 small enough. Firstly m = n and
Thus for > 0 small enough this gives a coupling between the spaces (S , r ) and (S, r) such that S = S and further
which is small. Hence (S , r ) → (S, r) almost surely under the compact Gromov-Hausdorff topology as → 0 and this finishes the proof.
Kingman Case
In this section we will prove Theorem 1.3. As before we write B (i, r) to mean the closed ball of radius r around i in the space (E, −1 δ) and again we will only show that (B (1, 1) , We first show how to metric measure spaces using excursions. We term this the Evans metric space associated to an excursion due to the similarities of the Evans metric space associated to coalescent processes. We describe this process in generality and then use it to construct the spaces (B (1, 1), −1 δ, 4 −1 ν), (B(0, 1), d S , µ) as well as an auxiliary space.
Constructing Evans metric measure space from an excursion
Let f = (f (t) : 0 ≤ t ≤ ζ(f )) be an excursion that has height greater than 1 meaning f : [0, ζ(f )] → [0, ∞) is a continuous path such that f hits 1 and further f (t) = 0 if and only if t ∈ {0, ζ(f )}. For t ∈ [0, ζ(f )] and x ∈ R define the local time L(t, x) at level x at time t by
We will suppose that such limit exists and moreover that (L(t, x) : t ∈ [0, ζ(f )], x ∈ R) is jointly continuous. In fact in all the application we shall consider, the excursion f will be Brownian and we refer to [RY99] [Chapter VI] for definition and basic properties of local times in this case. We now show how to obtain a metric measure space (S, d, π) from the excursion f . Let { i } ∞ i=1 be the positive excursions of the excursion f above level 1 and we order them as follows. Let U 1 , U 2 . . . be i.i.d. random variables with the law given by the normalised local time at level 1, dL(·, 1)/Z 1 where Z 1 = L(ζ(f ), 1) is the total local time spent at level 1. For each k ∈ N, U k is the local time corresponding to a unique excursion at level 1 which may be positive or negative. Let U k 1 , U k 2 , . . . denote the local times corresponding to positive excursions, then
is ordered such that for each i ∈ N, i is the excursion thrown at local time U k i .
For i, j ∈ N with i = j we define 1 − d(i, j) to be the first height at which i and j are a part of the same excursion (see Figure 2) . In other words let t( i ) and t( j ) denote the start time of the excursions i and j and suppose without a loss of generality that t( i ) < t( j ). Then
By definition, the space (S, d) is the completion of (N, d). We also define a measure π on (S, d) as follows. For each i ∈ N and r ∈ (0, 1], every closed ball B(i, r) ⊂ (S, d) corresponds to an excursion e of f above level 1 − r that hits level 1. We define π(B(i, r)) to be the total local time 1 (e) the excursion e attains at level 1. Note that this defines the measure uniquely by Carathédeory's extension theorem and thus we obtain a metric measure space (S, d, π). We remark that the total mass π(S) = Z 1 is the total local time spent at level 1 by the excursion f and thus is finite. Lastly in all of our applications the excursion f will have unique local minima which is enough to conclude that (S, d) is compact.
Definition 4.1. The metric measure space (S, d, π) is called the Evans metric measure space associated to the excursion f .
We now use this construction to give an alternative construction to the limiting space (B(0, 1), d S , µ) appearing in the statement of Theorem 1.3. Let W = (W t : t ∈ R) be a two-sided Brownian motion and let Y = (Y t : t ∈ [0, ζ(Y )]) be the excursion of W above level −1 straddling the origin. That is, let τ + = inf{t > 0 : W t = −1} and τ − = sup{t < 0 :
It is not hard to check that there is a measure preserving isometry between the space (B(0, 1), d S , µ) and the Evans metric measure space associated to the excursion Y .
Next we recall an alternative construction of the Evans space (E, δ, ν) associated to Kingman's coalescent. Let X = (X t : 0 ≤ t ≤ ζ(X)) be a Brownian excursion conditioned to hit level 1. Let (Ẽ,δ,ν) be the Evans metric measure space associated to the excursion X. For x ≥ 0 let Z x be the total local time attained at level x ≥ 0 by the process X. For t ∈ [0, 1] define
Then from [BB09] [Theorem 1.1] we can construct the space (E, δ, ν) as follows. Firstly E =Ẽ.
Next for x, y ∈ E we set δ(x, y) = V (δ(x, y)). Lastly we let ν be the the renormalisation ofν, that is ν(·) =ν(·)/Z 1 where Z 1 is the total local time that the excursion X attains at level 1.
and letB (1, 1) ⊂ (Ẽ, T δ ) be the closed ball of radius 1 around 1. Our proof will go by showing that the spaces (B(0, 1), d S , µ) and (B (1, 1), T δ , T ν) are close (see Lemma 4.4). Then we will see in (48) that the spaces (B (1, 1), T δ , T ν) and (B (1, 1), −1 δ, 4 −1 ν) are close. We start by presenting an alternative construction of the space (B (1, 1), T δ , T ν). Define
Let e ( ) 1 , . . . , e ( ) M ( ) be the excursions of X above level 0 that reach level 1 where M ( ) is the total number of such excursions. Though we have obtained the process X by performing diffusive scaling on X, the scaling factor T is random so it is not obvious that e Define the excursion Y by
where 1 (e ( ) i ) is the total local time at 1 that the excursion e ( ) i accumulates. Then it follows easily that there is a measure preserving isometry between the space (B (1, 1) , T δ , T ν) and the Evans metric measure space associated to the excursion Y , as defined in (38).
We will use this to show that the limiting space (B(0, 1), d S , µ) and the space (B (1, 1), T δ , T ν) are close. We begin with the following lemma. In words H contains all the information about the excursions of X below level u 0 = 1 − √ . The total local time Z u 0 of the process X at level u 0 satisfies (see [RY99] [Chapter VI, Corollary (1.9)])
Thus Z u 0 is measurable with respect to H and consequently so is T and u = 1 − 1/T .
It is well known that after hitting level u 0 , the law of X is that of a Brownian motion started at level u 0 , killed the first time it hits 0 and conditioned to reach level 1 before hitting level 0. 
Taking expectations conditionally on M ( ) = m on both sides above finishes the proof.
The next lemma shows the convergence of the local time at 1 of Y . Recall that Y is the excursion of two-sided Brownian motion straddling the origin which is used in the construction of the space (B(0, 1), d S , µ). 
On the other hand 1 (Y ) has the same law as E 1 + E 2 , the sum of two independent exponential random variables. This is a sized biased exponential random variable and by bounded convergence and the law of large numbers we have
The lemma now follows from the fact that M ( ) → ∞ in probability as → 0. 1, 1) , T δ ), (B(0, 1), d S )) < η if and only if every excursion of Y above level 1 − η that hits level 1 contains a matched excursion. This is the same as the event that every excursion of Y below 1 with local time in the interval [ , ) has infimum greater than −η. Thus from standard excursion theory (see [RY99] [Chapter XII, Exercise (2.10)]) we have that P (d H ((B T (1, 1), T δ ), (B(0, 1) 
The equations (43) and (44) hold by the same argument when < . Hence in conclusion we have constructed a coupling where H ((B (1, 1) , T δ ), (B(0, 1), d S )) + d P r (T ν, µ) > 2η) ≤ P (d H ((B (1, 1) , T δ ), (B(0, 1), d S )) > η) + P(d P r (T ν, µ) > η)
Taking the limit as → 0 above and using bounded convergence finishes the proof.
Using the previous lemma we can now prove Theorem 1.3.
Proof of Theorem 1.3. For t ∈ [0, 1] let U (t) denote the inverse of V (t) in (39), that is U (t) = V −1 (t) = inf s > 0 :
Fix η ∈ (0, 1) and define 
We claim that P(E η ) → 1 as → 0. Indeed, x → Z x is uniformly continuous (this follows from the Ray-Knight theorems, see [RY99] [Chapter XI, Theorem (2.2)]). Further it is elementary to check that lim →0 U ( ) = 0. This shows that P(A η ) → 1 as → 0. The convergence of P(B ) follows from the fact that Z 1− √ is distributed exponentially with parameter 1/(2 − 2 √ ) (see [RY99] [Chapter VI, Proposition (4.6)]). Thus P(E η ) → 1 as → 0.
On the event E η we have that for each t ≤ ,
Recall that E =Ẽ and that for each x, y ∈ E,δ(x, y) = U (δ(x, y)). Hence from (45) it follows that on the event E η for any x, y ∈ E such that δ(x, y) ≤ we have 1 1 + η T δ (x, y) ≤ −1 δ(x, y) ≤ 1 1 − η T δ (x, y).
