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Abstract
In a real Hilbert space, we investigate the existence, uniqueness and asymptotic behaviour of the strong
and weak solutions to a nonlinear infinite hyperbolic system subject to a boundary condition and initial
data.
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1. Introduction
Let H be a real Hilbert space with the scalar product 〈·,·〉 and the associated norm ‖ · ‖. We
shall investigate the nonlinear discrete hyperbolic system⎧⎪⎪⎨⎪⎪⎩
dun
dt
(t) + vn(t)− vn−1(t)
h
+ cnA
(
un(t)
)  fn(t),
dvn
dt
(t)+ un+1(t)− un(t)
h
+ dnB
(
vn(t)
)  gn(t),
n = 1,2, . . . , 0 < t < T, in H, (S)
with the boundary condition
v0(t) ∈ −α
(
u1(t)
)
, 0 < t < T, (BC)
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un(0) = un0, vn(0) = vn0, n = 1,2, . . . , (IC)
where cn > 0, dn > 0, ∀n = 1,2, . . . , h > 0, and A, B , α are multivalued operators in H which
satisfy some assumptions.
This problem is a discrete version with respect to x (with H =R) of the problem⎧⎪⎪⎨⎪⎪⎩
∂u
∂t
(t, x) + ∂v
∂x
(t, x)+ A(u(t, x))  f (t, x),
∂v
∂t
(t, x)+ ∂u
∂x
(t, x) +B(v(t, x))  g(t, x),
x > 0, t > 0, in R, (S)0
with the boundary condition
v(t,0) ∈ −α(u(t,0)), t > 0, (BC)0
and the initial data
u(0, x) = u0(x), v(0, x) = v0(x), x > 0. (IC)0
The above problem (S)0 + (BC)0 + (IC)0 has applications in electrotechnics (the propagation
phenomena in electrical networks) and mechanics (the variable flow of a fluid), see [5,6,12]. The
system (S)0 for x ∈ (0,1) or x ∈ (0,∞), subject to various boundary conditions has been studied
by many authors: V. Barbu, V. Iftimie, G. Moros¸anu, R. Luca, etc. (see the papers [2,3,7,8,11]).
The discrete problem (S) + (BC) + (IC) is a generalization of the problem studied in [9], where
the operator α :H → H is everywhere defined and single-valued. The methods used in this paper
to prove the maximal monotonicity of the operators A and A + B (see below) are different
than those used in [9]. We also mention the papers [9,10] where we investigated system (S)
with n = 1,2, . . . ,N (N  1), with some boundary conditions and initial data. Although the
proposed problem appeared by discretization of (S)0 + (BC)0 + (IC)0, our problem also covers
some nonlinear differential systems in Hilbert spaces. For the basic concepts and results in the
theory of monotone operators and nonlinear evolution equations of monotone type in Hilbert
spaces we refer the reader to [1,4,12].
We present the assumptions that we shall use in the sequel:
(H1) The operators A :D(A) ⊂ H → H , B :D(B) ⊂ H → H are maximal monotone, possibly
multivalued, 0 ∈ A(0), 0 ∈ B(0).
(H2) The operator α :D(α) ⊂ H → H is maximal monotone, possibly multivalued, with
D(α) = ∅.
(H3) D(A) ∩D(α) = ∅.
(H4) (i) The operator α is bounded on bounded sets.
(ii) (intD(α)) ∩D(A) = ∅.
(H5) The constant h > 0.
(H6) The constants cn > 0, dn > 0, ∀n 1.
2. The existence, uniqueness and asymptotic behaviour of the solutions
We shall write our problem (S) + (BC) + (IC) as a Cauchy problem in a certain Hilbert space
and we shall apply the theory of nonlinear evolution equations of monotone type.
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n=1 ‖un‖2 < ∞} (= l2(H)), with the scalar product〈(
(un)n, (vn)n
)
,
(
(un)n, (vn)n
)〉
X
= 〈(un)n, (un)n〉l2h(H) + 〈(vn)n, (vn)n〉l2h(H)
=
∞∑
n=1
h〈un,un〉 +
∞∑
n=1
h〈vn, vn〉.
We define the operator A :D(A) ⊂ X → X, with
D(A) = {((un)n, (vn)n) ∈ X, u1 ∈ D(α)},
A((un)n, (vn)n)= {((vn − vn−1
h
)
n
,
(
un+1 − un
h
)
n
)
, with v0 ∈ −α(u1)
}
,
and the operator B :D(B) ⊂ X → X, with
D(B) = {((un)n, (vn)n) ∈ X, un ∈ D(A), vn ∈ D(B), ∀n 1, {(cnA(un))n}⊂ l2(H),{(
dnB(vn)
)
n
}⊂ l2(H)},
B((un)n, (vn)n)= {((cnγn)n, (dnδn)n), γn ∈ A(un), δn ∈ B(vn), ∀n 1}.
Theorem 1. If the assumptions (H2) and (H5) hold, then the operator A is maximal monotone
in X.
Proof. The operator A has D(A) = ∅ and it is well defined in X; if ((un)n, (vn)n) ∈ D(A) then
A((un)n, (vn)n) ∈ X. The operator A is monotone; indeed
〈Z − Z,U − U〉X =
〈(
vn − vn−1
h
)
n
−
(
vn − vn−1
h
)
n
, (un − un)n
〉
l2h(H)
+
〈(
un+1 − un
h
)
n
−
(
un+1 − un
h
)
n
, (vn − vn)n
〉
l2h(H)
=
∞∑
n=1
h
〈
vn − vn−1 − vn + vn−1
h
,un − un
〉
+
∞∑
n=1
h
〈
un+1 − un − un+1 + un
h
, vn − vn
〉
= −〈v0 − v0, u1 − u1〉 0,
∀U = ((un)n, (vn)n), U = ((un)n, (vn)n) ∈ D(A), Z ∈A(U), Z ∈A(U),
u1 ∈ D(α), u1 ∈ D(α), v0 ∈ −α(u1), v0 ∈ −α(u1).
To prove that A is maximal monotone, it is sufficient (and necessary) to show that for any λ
(equivalently there exists a λ > 0 such that) R(I + λA) = X (see [4, Proposition 2.2]). We
consider λ = h and we shall prove that for any Y = ((xn)n, (yn)n) ∈ X, the equation
(I + hA)(U)  Y (1)
has a solution U = ((un)n, (vn)n) ∈ D(A).
194 R. Luca / J. Math. Anal. Appl. 329 (2007) 191–205Equation (1) is equivalent to{un + vn − vn−1 = xn,
vn + un+1 − un = yn, n = 1,2, . . . ,
with v0 ∈ −α(u1). (2)
We look for a solution for (2) in the form{
un = u1n + u2n,
vn = v1n + v2n, n = 1,2, . . . ,
where ((u1n)n, (v1n)n) is a solution to{
u1n + v1n − v1n−1 = xn,
v1n + u1n+1 − u1n = yn, n = 1,2, . . . , in H,
with v10 = 0, (3)
and ((u2n)n, (v2n)n) = a((pn)n, (qn)n), where a ∈ H will be determined below and ((pn)n,
(qn)n) ∈ (l2(R))2 is solution of the system{p1 + q1 = p,
pn + qn − qn−1 = 0, n = 2,3, . . . ,
qn + pn+1 − pn = 0, n = 1,2, . . . , with p > 0, in R.
(4)
Problem (3) has a solution. To prove this, we consider the operator A0 :D(A0) = X → X,
A0((un)n, (vn)n) = ((vn − vn−1)n, (un+1 − un)n), v0 = 0. Then problem (3) is equivalent to
U +A0(U) = Y. (5)
The above equation (5) has solution, because the operatorA0 is maximal monotone in X. Indeed,
A0 is monotone:〈A0(U) −A0(U),U − U 〉X = ∞∑
n=1
h〈vn − vn−1 − vn + vn−1, un − un〉
+
∞∑
n=1
h〈un+1 − un − un+1 + un, vn − vn〉 = 0,
where v0 = v0 = 0.
In addition, A0 is single-valued, everywhere defined and continuous. If Uk → U0, as
k → ∞, then A0(Uk) →A0(U0), as k → ∞; let Uk = ((ukn)n, (vkn)n) → U0 = ((u0n)n, (v0n)n),
as k → ∞, that is ∑∞n=1 h(‖ukn − u0n‖2 + ‖vkn − v0n‖2) → 0, as k → ∞. Then∥∥A0(Uk)−A0(U0)∥∥2X
=
∞∑
n=1
h
(∥∥vkn − vkn−1 − v0n + v0n−1∥∥2 + ∥∥ukn+1 − ukn − u0n+1 + u0n∥∥2)

∞∑
n=1
2h
(∥∥vkn − v0n∥∥2 + ∥∥vkn−1 − v0n−1∥∥2 + ∥∥ukn+1 − u0n+1∥∥2 + ∥∥ukn − u0n∥∥2)→ 0,
as k → ∞ (vk = v0 = 0, ∀k = 1,2, . . .).0 0
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(⇔ problem (3)) has a solution. This solution is unique; indeed if we suppose that there exist two
solutions U,V ∈ X of Eq. (5) then U − V +A0(U) −A0(V ) = 0. We multiply this relation by
U − V in X and we obtain ‖U − V ‖2X = 0, so U = V .
Using the same argument used before, we deduce that problem (4) (here H =R) has a unique
solution ((pn)n, (qn)n) ∈ l2(R) × l2(R). We shall deduce in what follows the sequences (pn)n,
(qn)n by a direct computation (we shall need p1, q1).
We set p1 = r . Then by (4) we have
p1 = r, q1 = p − r,
pn = Δn−1r − zn−2p, n 2,
qn = Δn−1p − zn−1r, n 2, (6)
where
Δ0 = 1, Δ1 = 2, Δ2 = 5, Δ3 = 13, Δ4 = 34, Δ5 = 89, . . . ,
z0 = 1, z1 = 3, z2 = 8, z3 = 21, z4 = 55, . . . .
The sequences (Δn)n, (zn)n satisfy the recursive relations
Δn = 3Δn−1 −Δn−2, Δ0 = 1, Δ1 = 2,
zn = 3zn−1 − zn−2, z0 = 1, z1 = 3.
Using the characteristic equation λ2 − 3λ + 1 = 0 with the solutions λ1,2 = 3±
√
5
2 , we obtain
for (Δn)n and (zn)n the formulas
Δn = 1√5
[(
3 + √5
2
)n√5 + 1
2
+
(
3 − √5
2
)n√5 − 1
2
]
, n = 0,1,2, . . . ,
zn = 1√5
[(
3 + √5
2
)n+1
−
(
3 − √5
2
)n+1]
, n = 0,1,2, . . . . (7)
Then by (6) we obtain
pn = 1√5
[(
3 + √5
2
)n−1(√5 + 1
2
r − p
)
+
(
3 − √5
2
)n−1(√5 − 1
2
r + p
)]
,
qn = 1√5
[(
3 + √5
2
)n−1(√5 + 1
2
p − 3 +
√
5
2
r
)
+
(
3 − √5
2
)n−1(√5 − 1
2
p + 3 −
√
5
2
r
)]
. (8)
The only bounded sequences (pn)n, (qn)n which satisfy relations (6) (of the form (8)) are
that in which the coefficient of ( 3+
√
5
2 )
n−1 in (8) is 0. Therefore we obtain the condition√
5+1
2 r −p = 0 ⇒ r =
√
5−1
2 p. Then the condition
√
5+1
2 p− 3+
√
5
2 r = 0 is also satisfied. In this
way we found the sequences (pn)n, (qn)n ∈ l2(R), solutions for (4)
pn =
(
3 − √5)n−1 √5 − 1
p, qn =
(
3 − √5)n
p, ∀n 1.
2 2 2
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relations (2)1 for n = 2,3, . . . and (2)2 for n = 1,2, . . . . We shall determine a ∈ H such that
u1 + v1 − v0 = x1, v0 ∈ −α(u1),
⇔ u11 + u21 + v11 + v21 − v0 = x1, v0 ∈ −α(u1),
⇔ u11 + ap1 + v11 + aq1 − v0 = x1, v0 ∈ −α
(
u11 + ap1
)
,
⇔ ap1 + aq1 ∈ −α
(
u11 + ap
)
⇔
√
5 − 1
2
ap + 3 −
√
5
2
ap ∈ −α
(
u11 +
√
5 − 1
2
ap
)
⇔ ap + α
(
u11 +
√
5 − 1
2
ap
)
 0, (9)
where u11 is the solution for (3).
We denote z =
√
5−1
2 ap; then Eq. (9) is equivalent to√
5 + 1
2
z + α(u11 + z)  0.
We obtain the equation
Λ1(z) + Λ2(z)  0, (10)
where Λ1 :H → H , Λ1(z) =
√
5+1
2 z, and Λ2 :D(Λ2) ⊂ H → H , D(Λ2) = {z ∈ H, u11 + z ∈
D(α)}, Λ2(z) = α(u11 + z). The operator Λ1 is single-valued, everywhere defined, strongly
monotone and continuous (so maximal monotone) and the operator Λ2 is maximal monotone.
Then by [1, Corollary 1.3, Chapter II] we deduce that the operator Λ1 + Λ2 is strongly maxi-
mal monotone in H , so Eq. (10) has a (unique) solution z ∈ D(Λ2). Then a =
√
5+1
2p z verifies
relation (9). So we proved the existence of solution U = ((un)n, (vn)n) ∈ D(A) of system (2) or
Eq. (1). Therefore the operator A is maximal monotone in X. 
Remark 1. The solution ((pn)n, (qn)n) ∈ (l2(R))2 of system (4) is the limit for N → ∞ of the
solution to the following problem met in [10]:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
pN1 + qN1 = p,
pNn + qNn − qNn−1 = 0, n = 2,N,
qNn + pNn+1 − pNn = 0, n = 1,N − 1,
qNN − pNN = 0.
(11)
By [10, Theorem 1] the solution of (11) is
pN1 =
zN−1
ΔN
p, pN2 =
zN−2
ΔN
p, . . . , pNN−1 =
z1
ΔN
p, pNN =
z0
ΔN
p,
qN1 =
ΔN−1
ΔN
p, qN2 =
ΔN−2
ΔN
p, . . . , qNN−1 =
Δ1
ΔN
p, qNN =
Δ0
ΔN
p,
where (Δn)n, (zn)n are given by (7).
Indeed (pNi )N , (q
N
i )N are Cauchy sequences, for any i  1. Let N0 < N < N ′ and we have,
after some computations
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∣∣∣∣

[( 3+√5
2
)i−1 √5+1
2 +
( 3−√5
2
)i−1 √5−1
2
]( 3+√5
2
)2N p, ∀i = 1,N0,
∣∣qNi − qN ′i ∣∣= ∣∣∣∣ΔN−iΔN p − ΔN ′−iΔN ′ p
∣∣∣∣
[( 3+√5
2
)i − ( 3−√52 )i]( 3+√5
2
)2N p, ∀i = 1,N0.
We deduce that ∃ limN→∞ pNi not= pi and ∃ limN→∞ qNi not= qi , uniformly with respect to i
belonging to every finite set of natural numbers. Letting N → ∞ in (11) we deduce that
pn, qn, n = 1,2, . . . , verify system (4). We know by [10] that solution of (11) pNi , i = 1,N ,
and qNi , i = 1,N , satisfy the conditions
pN1 > p
N
2 > · · · > pNN > 0, qN1 > qN2 > · · · > qNN > 0
and so pNi , i = 1,N , and qNi , i = 1,N , are bounded; we have
pNi  pN1 =
zN−1
ΔN
p 
√
5 − 1
2
p, ∀i = 1,N, ∀N,
qNi  qN1 =
ΔN−1
ΔN
p  3p, ∀i = 1,N, ∀N.
Therefore solution of (4) pi, qi, i  1 (obtained as limits of pNi , qNi , as N → ∞), is bounded
in R. Because the bounded solution for (4) is unique (given by (8)), we deduce that the solution
pNi , q
N
i , i = 1,N , of (11) approximates for N large solution of (4).
Theorem 2. If the assumptions (H1), (H5) and (H6) hold, then the operator B is maximal
monotone in X.
Proof. We suppose without loss of generality (for an easy writing) that A and B are single-
valued. By (H1), D(B) = ∅. Because B is defined by a standard product construction, this
operator is evidently monotone. Moreover B is maximal monotone, that is
∀λ > 0, R(I + λB) = X ⇔ ∀Y = ((xn)n, (yn)n) ∈ X ∃U = ((un)n, (vn)n) ∈ D(B)
such that U + λB(U) = Y . The last relation is equivalent to(
(un)n, (vn)n
)+ λ((cnA(un))n, (dnB(vn))n)= ((xn)n, (yn)n)
⇔
{
(un)n + λ
(
cnA(un)
)
n
= (xn)n,
(vn)n + λ
(
dnB(vn)
)
n
= (yn)n
⇒
{
un + λcnA(un) = xn,
vn + λdnB(vn) = yn, n 1,
⇒ un = (I + λcnA)−1(xn) = JAλcn(xn),
vn = (I + λdnB)−1(yn) = JBλdn(yn), ∀n 1.
Because A(0) = 0 we have JAμ (0) = 0, ∀μ > 0, and∥∥JAμ (x)− JAμ (0)∥∥ ‖x‖ ⇒ ∥∥JAμ (x)∥∥ ‖x‖, ∀x ∈ H, ∀μ > 0.
198 R. Luca / J. Math. Anal. Appl. 329 (2007) 191–205Similarly by B(0) = 0 we deduce JBμ (0) = 0, ∀μ > 0, and ‖JBμ (x)‖ ‖x‖, ∀x ∈ H, ∀μ > 0.
With this remark we have
∞∑
n=1
∥∥JAλcn(xn)∥∥2  ∞∑
n=1
‖xn‖2 < ∞,
∞∑
n=1
∥∥JBλdn(yn)∥∥2  ∞∑
n=1
‖yn‖2 < ∞,
so U = ((un)n, (vn)n) ∈ D(B). 
Theorem 3. If the assumptions (H1)–(H3), (H4)(i) or (H4)(ii), (H5) and (H6) hold, then the
operator A+B is maximal monotone.
Proof. The operatorA+B :D(A)∩D(B) ⊂ X → X has D(A)∩D(B) = {((un)n, (vn)n), u1 ∈
D(A) ∩ D(α), un ∈ D(A), ∀n  2, vn ∈ D(B), ∀n  1, with {(cnA(un))n}, {(dnB(vn))n} ⊂
l2(H)} = ∅, by (H1), (H3).
First, we suppose (H4)(i) holds. The operator A+ B is monotone (A,B are monotone). To
prove that A+B is maximal monotone, we shall show that for any F0 = ((f 0n )n, (g0n)n) ∈ X the
equation
U +A(U)+B(U)  F0 (12)
has at least a solution U ∈ D(A) ∩D(B).
For, let F0 ∈ X be given. Equation (12) is equivalent to⎧⎪⎨⎪⎩
un + vn − vn−1
h
+ cnA(un)  f 0n ,
vn + un+1 − un
h
+ dnB(vn)  g0n, n = 1,2, . . . ,
(13)
with v0 ∈ −α(u1). (14)
We consider the following approximate problem:{
Uλ +A(Uλ)+Bλ(Uλ)  F0,
Uλ ∈ D(A), λ > 0, (15)
where Bλ((un)n, (vn)n) = ((cnAλ(un))n, (dnBλ(vn))n) with Aλ,Bλ the Yosida approximations
of A, respectively B (Aλ = 1λ (I − JAλ ), Bλ = 1λ (I − JBλ )).
Because Aλ, Bλ are everywhere defined (D(Aλ) = D(Bλ) = H ), single-valued, monotone,
continuous, we deduce that Bλ is also everywhere defined in X, single-valued, monotone and
continuous, ∀λ > 0. As A is maximal monotone operator (Theorem 1), then it follows that
A + Bλ is maximal monotone, ∀λ > 0. Therefore, for any λ > 0 problem (15) has a solution
Uλ = ((uλn)n, (vλn)n) ∈ D(A). Problem (15) is equivalent to⎧⎪⎪⎨⎪⎪⎩
uλn +
vλn − vλn−1
h
+ cnAλ
(
uλn
)  f 0n ,
vλn +
uλn+1 − uλn
h
+ dnBλ
(
vλn
)  g0n, n = 1,2, . . . ,
(16)
vλ0 ∈ −α
(
uλ1
) (
uλ1 ∈ D(α)
)
. (17)
Let U0 = ((u0n)n, (v0n)n) ∈ D(A), u01 ∈ D(α). We denote
Fλ =
((
f λn
)
,
(
gλn
) ) := U0 +A(U0)+Bλ(U0), λ > 0. (18)n n
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n=1
h
(
c2n
∥∥Aλ(u0n)∥∥2 + d2n∥∥Bλ(v0n)∥∥2)

∞∑
n=1
h
(
c2n
∥∥A0(u0n)∥∥2 + d2n∥∥B0(v0n)∥∥2)= ∥∥B0(U0)∥∥2X, ∀λ > 0
(where A0 is the minimal section of A, that is A0(x) ∈ A(x), ‖A0(x)‖ = inf{‖y‖, y ∈ A(x)},
∀x ∈ D(A)).
We deduce by the above inequality and (18) that
‖Fλ‖X  const, ∀λ > 0
(const is a positive constant independent of λ).
Using (15) and (18) (we substract them and we multiply the obtained relation by Uλ − U0
in X), we get
Uλ − U0 +Zλ −Z0 +Bλ
(
Uλ
)−Bλ(U0)= F0 − Fλ,
with Zλ ∈A(Uλ), Z0 ∈A(U0),
⇒ ∥∥Uλ −U0∥∥2
X
+ 〈Zλ −Z0,Uλ − U0〉
X
+ 〈Bλ(Uλ)−Bλ(U0),Uλ −U0〉X
= 〈F0 − Fλ,Uλ −U0〉X
⇒ ∥∥Uλ −U0∥∥
X
 ‖F0 − Fλ‖X
⇒ ∥∥Uλ∥∥
X

∥∥U0∥∥
X
+ ‖F0‖X + ‖Fλ‖X  const, ∀λ > 0.
We deduce that
∑∞
n=1 h(‖uλn‖2 + ‖vλn‖2)  const. Because {uλ1; λ > 0} is bounded in H ,
by (H4)(i) we deduce that {vλ0 ; λ > 0} is also bounded in H . So we obtain that {A(Uλ); λ > 0} is
bounded in X. By (15) we get {Bλ(Uλ); λ > 0} is bounded in X, ‖Bλ(Uλ)‖X  const, ∀λ > 0,
so
∞∑
n=1
h
(∥∥cnAλ(uλn)∥∥2 + ∥∥dnBλ(vλn)∥∥2) const, ∀λ > 0. (19)
We shall prove in what follows that the sets {(uλn)n; λ > 0}, {(vλn)n; λ > 0} are Cauchy
sequences (in l2(H)). For this, let Uλ = ((uλn)n, (vλn)n), Uμ = ((uμn )n, (vμn )n), λ,μ > 0, be
solutions for (15), uλ1 ∈ D(α), vλ0 ∈ −α(uλ1), uμ1 ∈ D(α), vμ0 ∈ −α(uμ1 ). Then by (15) we
have
Uλ + Zλ +Bλ
(
Uλ
)= F0, Uμ +Zμ +Bμ(Uμ)= F0, Zλ ∈A(Uλ), Zμ ∈A(Uμ),
and
Uλ − Uμ + Zλ − Zμ +Bλ
(
Uλ
)−Bμ(Uμ)= 0.
We multiply the above relation by Uλ −Uμ in X and we get∥∥Uλ − Uμ∥∥2
X
+ 〈Zλ − Zμ,Uλ − Uμ〉
X
+ 〈Bλ(Uλ)−Bμ(Uμ),Uλ −Uμ〉X = 0
⇒ ∥∥Uλ −Uμ∥∥2 −〈Bλ(Uλ)−Bμ(Uμ),Uλ − Uμ〉X X
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∞∑
n=1
h
(∥∥uλn − uμn∥∥2 + ∥∥vλn − vμn ∥∥2)
−
∞∑
n=1
[
cnh
〈
Aλ
(
uλn
)− Aμ(uμn ), uλn − uμn 〉
+ dnh
〈
Bλ
(
vλn
)−Bμ(vμn ), uλn − uμn 〉], λ,μ > 0,
⇒
∞∑
n=1
(∥∥uλn − uμn∥∥2 + ∥∥vλn − vμn ∥∥2)
−
∞∑
n=1
[
cn
〈
Aλ
(
uλn
)−Aμ(uμn ), λAλ(uλn)+ JAλ (uλn)−μAμ(uμn )− JAμ (uμn )〉
+ dn
〈
Bλ
(
vλn
)− Bμ(vμn ), λBλ(vλn)+ JBλ (vλn)− μBμ(vμn )− JBμ (vμn )〉]
⇒
∞∑
n=1
(∥∥uλn − uμn∥∥2 + ∥∥vλn − vμn ∥∥2)
−
∞∑
n=1
{
cn
[〈
Aλ
(
uλn
)− Aμ(uμn ), JAλ (uλn)− JAμ (uμn )〉
+ 〈Aλ(uλn)−Aμ(uμn ), λAλ(uλn)−μAμ(uμn )〉]
+ dn
[〈
Bλ
(
vλn
)− Bμ(vμn ), JBλ (vλn)− JBμ (vμn )〉
+ 〈Bλ(vλn)−Bμ(vμn ), λBλ(vλn)−μBμ(vμn )〉]}.
Because Aλ(uλn) ∈ A(JAλ (uλn)), Bλ(vλn) ∈ B(JBλ (vλn)), ∀λ > 0, ∀n  1, by the above inequality
we deduce
∞∑
n=1
(∥∥uλn − uμn∥∥2 + ∥∥vλn − vμn ∥∥2)
−
∞∑
n=1
[
cn
〈
Aλ
(
uλn
)− Aμ(uμn ), λAλ(uλn)−μAμ(uμn )〉
+ dn
〈
Bλ
(
vλn
)− Bμ(vμn ), λBλ(vλn)− μBμ(vμn )〉]

∞∑
n=1
[
cn
(∥∥Aλ(uλn)∥∥+ ∥∥Aμ(uμn )∥∥)(λ∥∥Aλ(uλn)∥∥+ μ∥∥Aμ(uμn )∥∥)
+ dn
(∥∥Bλ(vλn)∥∥+ ∥∥Bμ(vμn )∥∥)(λ∥∥Bλ(vλn)∥∥+ μ∥∥Bμ(vμn )∥∥)]

∞∑
n=1
[
cn
(
λ
∥∥Aλ(uλn)∥∥2 + λ∥∥Aμ(uμn )∥∥∥∥Aλ(uλn)∥∥
+μ∥∥Aλ(uλn)∥∥∥∥Aμ(uμn )∥∥+μ∥∥Aμ(uμn )∥∥2)
+ dn
(
λ
∥∥Bλ(vλn)∥∥2 + λ∥∥Bμ(vμn )∥∥∥∥Bλ(vλn)∥∥
+μ∥∥Bλ(vλn)∥∥∥∥Bμ(vμn )∥∥+μ∥∥Bμ(vμn )∥∥2)]
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∞∑
n=1
[
cn
(
λ
∥∥Aλ(uλn)∥∥2 + λ2∥∥Aμ(uμn )∥∥2 + λ2∥∥Aλ(uλn)∥∥2 + μ2 ∥∥Aλ(uλn)∥∥2
+ μ
2
∥∥Aμ(uμn )∥∥2 +μ∥∥Aμ(uμn )∥∥2)
+ dn
(
λ
∥∥Bλ(vλn)∥∥2 + λ2∥∥Bμ(vμn )∥∥2 + λ2∥∥Bλ(vλn)∥∥2 + μ2 ∥∥Bλ(vλn)∥∥2 + μ2 ∥∥Bμ(vμn )∥∥2
+μ∥∥Bμ(vμn )∥∥2)] const(λ +μ), ∀λ,μ > 0 (by (19)).
Therefore
∞∑
n=1
(∥∥uλn − uμn∥∥2 + ∥∥vλn − vμn ∥∥2) const(λ +μ), ∀λ,μ > 0.
We deduce that {(uλn)n; λ > 0} and {(vλn)n; λ > 0} are Cauchy sequences in l2(H). Then, there
exist limλ→0(uλn)n = (un)n, limλ→0(vλn)n = (vn)n, in l2(H) (evidently uλn → un, vλn → vn, as
λ → 0, in H , ∀n 1).
Because uλ1 → u1, as λ → 0, in H , {vλ0 ; λ > 0} is bounded in H , so on a subsequence
vλ0 ⇀ v0, as λ → 0 (v0 ∈ H ), vλ0 ∈ −α(uλ1) and α is demiclosed, we deduce that u1 ∈ D(α)
and v0 ∈ −α(u1), that is (14).
Then, by uλn → un and vλn → vn, as λ → 0, we deduce that JAλ uλn → un, JBλ vλn → vn, as
λ → 0, ∀n  1. Because {Aλ(uλn); λ > 0}, {Bλ(vλn); λ > 0}, n  1, are bounded (by (19), for
any n fixed we have ‖cnAλ(uλn)‖  const, ∀λ > 0, so ‖Aλ(uλn)‖  1cn const, ∀λ > 0) and A, B
are demiclosed, we deduce that un ∈ D(A) and Aλ(uλn) ⇀ pn, as λ → 0 (pn ∈ H ), pn ∈ A(un),
vn ∈ D(B) and Bλ(vλn) ⇀ qn, as λ → 0 (qn ∈ H ), qn ∈ B(vn), ∀n  1 (eventually on some
sequences). By passing to λ → 0 in (16), (17) we deduce that U = ((un)n, (vn)n) is a solution
for (13) and (14). By (13) we obtain (cnA(un))n, (dnB(vn))n ∈ l2(H), so U ∈ D(A)∩D(B) and
A+B is maximal monotone in X.
If (H4)(ii) holds, by Theorems 1 and 2 we have that A and B are maximal monotone with
intD(A) = {((un)n, (vn)n) ∈ X, u1 ∈ intD(α)} and so intD(A) ∩ D(B) = ∅. Therefore, by
[4, Corollaire 2.7] we deduce that A+B is maximal monotone. 
Using the operators A and B our problem (S) + (BC) + (IC) can be equivalently expressed as
the following Cauchy problem in the space X⎧⎨⎩
dU
dt
(t)+A(U(t))+B(U(t))  F(t),
U(0) = U0,
(P)
where U = ((un)n, (vn)n), U0 = ((un0)n, (vn0)n), F = ((fn)n, (gn)n).
Now we present the main result for our problem (S) + (BC) + (IC) ⇔ (P).
Theorem 4. Assume that the assumptions (H1)–(H3), (H4)(i) or (H4)(ii), (H5) and (H6)
hold. If u10 ∈ D(A) ∩ D(α), un0 ∈ D(A), ∀n  2, vn0 ∈ D(B), ∀n  1, with (un0)n,
(vn0)n ∈ l2(H), {(cnA(un0))n}, {(dnB(vn0))n} ⊂ l2(H) (that is U0 ∈ D(A) ∩D(B)), and (fn)n,
(gn)n ∈ W 1,1(0, T ; l2(H)), then there exist unique functions un, vn, n  1, (un)n, (vn)n ∈
W 1,∞(0, T ; l2(H)), u1(t) ∈ D(A) ∩ D(α), un(t) ∈ D(A), ∀n  2, vn(t) ∈ D(B), ∀n  1,
202 R. Luca / J. Math. Anal. Appl. 329 (2007) 191–205∀t ∈ [0, T ], that verify system (S) for all t ∈ [0, T ), the boundary condition (BC) for all t ∈ [0, T )
and the initial data (IC). Moreover un, vn, n 1, are everywhere differentiable from right in the
topology of H and
d+un
dt
=
(
fn − cnA(un)− vn − vn−1
h
)0
, n 1,
d+vn
dt
=
(
gn − dnB(vn)− un+1 − un
h
)0
, n 1, t ∈ [0, T ),
with v0(t) ∈ −α
(
u1(t)
)
, ∀t ∈ [0, T ). (20)
Proof. By Theorem 3, the operatorA+B :D(A)∩D(B) ⊂ X → X is maximal monotone in X.
Using [1, Theorem 2.2, Corollary 2.1, Chapter III] we deduce that for U0 = ((un0)n, (vn0)n) ∈
D(A) ∩ D(B) and F = ((fn)n, (gn)n) ∈ W 1,1(0, T ;X), the problem (P) ⇔ (S) + (BC) + (IC)
has a unique strong solution U = ((un)n, (vn)n) ∈ W 1,∞(0, T ;X), U(t) ∈ D(A) ∩ D(B),
∀t ∈ [0, T ). By considering Eq. (P)1 in the interval [0, T + ε], with ε > 0 (by extending cor-
respondingly the functions fn, gn, n  1) we obtain U(T ) ∈ D(A) ∩ D(B). The solution U is
everywhere differentiable from right and d+U
dt
(t) = (F (t) −A(U(t)) − B(U(t)))0, ∀t ∈ [0, T ),
that is relations (20) are verified. In addition we have∥∥∥∥d+Udt (t)
∥∥∥∥
X

∥∥(F(0)−A(U0)−B(U0))0∥∥X +
t∫
0
∥∥∥∥dFds (s)
∥∥∥∥
X
ds, ∀t ∈ [0, T ).
If U and V are the solutions of (P) corresponding to (U0,F ), (V0,G) ∈ (D(A) ∩ D(B)) ×
W 1,1(0, T ;X), then
∥∥U(t)− V (t)∥∥
X
 ‖U0 − V0‖X +
t∫
0
∥∥F(s) − G(s)∥∥
X
ds, ∀t ∈ [0, T ]. 
Remark 2. If U0 ∈ D(A)∩ D(B) and F ∈ L1(0, T ;X) then by [1, Corollary 2.2, Chapter III]
the problem (P) ⇔ (S) + (BC) + (IC) has a unique weak solution U ∈ C([0, T ];X), that is there
exist (Fk)k ⊂ W 1,1(0, T ; X), Fk → F , as k → ∞, in L1(0, T ;X), and (Uk)k ⊂ W 1,∞(0, T ;X),
Uk(0) = U0, Uk → U , as k → ∞, in C([0, T ];X), strong solutions for the problems
dUk
dt
(t)+ (A+B)(Uk(t))  Fk(t) for a.a. t ∈ (0, T ), k = 1,2, . . . .
If the operators A and B are strongly monotone, that is
(H7) There exist a0 > 0, b0 > 0 such that
(a) for all u1, u2 ∈ D(A), γ1 ∈ A(u1), γ2 ∈ A(u2) we have
〈γ1 − γ2, u1 − u2〉 a0‖u1 − u2‖2;
(b) for all v1, v2 ∈ D(B), δ1 ∈ B(v1), δ2 ∈ B(v2) we have
〈δ1 − δ2, v1 − v2〉 b0‖v1 − v2‖2;
and we suppose that
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cn  c0, dn  d0, ∀n = 1,2, . . . ,
then the operator A + B is strongly monotone in X. Indeed for all U = ((un)n, (vn)n), U =
((un), (vn)n) ∈ D(A)∩D(B), Z ∈ (A+B)(U), Z ∈ (A+B)(U) we have
〈Z − Z,U − U〉X 
∞∑
n=1
h
(
a0cn‖un − un‖2 + b0dn‖vn − vn‖2
)
 a0c0
∞∑
n=1
h‖un − un‖2 + b0d0
∞∑
n=1
h‖vn − vn‖2 C0‖U − U‖2X,
where C0 = min{a0c0, b0d0} > 0.
Therefore the operator A+B is coercive and, under the assumptions of Theorem 3 and (H7),
(H8) we deduce that R(A+B) = X, that is the equation
(A+B)(U)  0
⇔
⎧⎪⎨⎪⎩
qn − qn−1
h
+ cnA(pn)  0,
pn+1 − pn
h
+ dnB(qn)  0, n = 1,2, . . . ,
with q0 ∈ −α(p1), (21)
has a unique solution U˜ = ((pn)n, (qn)n) ∈ D(A) ∩ D(B), (pn)n, (qn)n ∈ l2(H), p1 ∈ D(A) ∩
D(α), pn ∈ D(A), ∀n 2, qn ∈ D(B), ∀n 1.
Using the above considerations and [4, Théorème 3.9] we obtain
Theorem 5. Assume that the assumptions (H1)–(H3), (H4)(i) or (H4)(ii), (H5)–(H8) hold,
F ∈ L1loc(R+;X) verifies the condition F(t) → F˜ , as t → ∞, in X, F˜ = ((f˜n)n, (g˜n)n) and
U˜ = ((pn)n, (qn)n) is the unique solution of Eq. (21). Then U(t) → U˜ , as t → ∞, strongly in X,
where U(t), t  0, is an arbitrary weak solution of Eq. (P)1, that is
∞∑
n=1
(∥∥un(t)− pn∥∥2 + ∥∥vn(t)− qn∥∥2)→ 0, as t → ∞
(un(t) → pn, vn(t) → qn, as t → ∞, in H , ∀n 1).
More precisely
∥∥U(t)− U˜∥∥
X
 e−C0t
∥∥U(0)− U˜∥∥
X
+
t∫
0
eC0(s−t)
∥∥F(s) − F˜∥∥
X
ds, t  0,
⇔
( ∞∑
n=1
(∥∥un(t)− pn∥∥2 + ∥∥vn(t)− qn∥∥2)
)1/2
 e−C0t
[ ∞∑(∥∥un(0)− pn∥∥2 + ∥∥vn(0)− qn∥∥2)
]1/2
n=1
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t∫
0
eC0(s−t)
[ ∞∑
n=1
(∥∥fn(s) − f˜n∥∥2 + ∥∥gn(s) − g˜n∥∥2)
]1/2
ds, ∀t  0.
If dF
dt
∈ L1(R+;X) and U(0) ∈ D(A+B) then limt→∞ ‖ d+Udt (t)‖X = 0 and
∞∫
0
∥∥∥∥d+Udt (t)
∥∥∥∥
X
dt  1
C0
∥∥((A+B)(U(0))− F(0))0∥∥
X
+ 1
C0
∞∫
0
∥∥∥∥dFdt (t)
∥∥∥∥
X
dt.
3. An application
Let us consider problem (S)0 + (BC)0 + (IC)0, from Section 1. Using an idea from [13], we
shall discretize this problem with respect to x. Let h > 0 and in a first stage we approximate
system (S)0, the boundary condition (BC)0 and the initial data (IC)0 by⎧⎪⎪⎨⎪⎪⎩
∂u
∂t
(t, x) + v(t, x)− v(t, x − h)
h
+ A(u(t, x))  f (t, x),
∂v
∂t
(t, x)+ u(t, x + h)− u(t, x)
h
+B(v(t, x))  g(t, x),
x > h, t > 0,
v(t,0) ∈ −α(u(t, h)), t > 0,
u(0, x) = u0(x), v(0, x) = v0(x), x > h.
We look for u and v of the form
u(t, x) =
∞∑
n=0
un(t)ϕn(x), v(t, x) =
∞∑
n=0
vn(t)ϕn(x),
where
ϕn(x) = χ[nh,(n+1)h)(x) =
{
1, x ∈ [nh, (n + 1)h),
0, x /∈ [nh, (n + 1)h).
We write f , g, u0 and v0:
f (t, x) =
∞∑
n=0
fn(t)ϕn(x), g(t, x) =
∞∑
n=0
gn(t)ϕn(x),
u0(x) =
∞∑
n=0
un0ϕn(x), v0(x) =
∞∑
n=0
vn0ϕn(x),
where fn(t) = f (t, nh), gn(t) = g(t, nh), un0 = u0(nh), vn0 = v0(nh).
Then for un and vn we obtain the system⎧⎪⎨⎪⎩
u′n +
vn − vn−1
h
+ A(un)  fn,
v′n +
un+1 − un
h
+B(vn)  gn, n = 1,2, . . . , in R,
(S)1
with the condition
v0 ∈ −α(u1) (BC)1
R. Luca / J. Math. Anal. Appl. 329 (2007) 191–205 205and the initial data
un(0) = un0, vn(0) = vn0, n = 1,2, . . . . (IC)1
The obtained problem is a particular case of (S) + (BC) + (IC) with H = R, cn = dn = 1,
∀n 1. By Theorem 4 we have
Proposition. We assume that the assumptions (H1)–(H3) and (H4)(i) or (H4)(ii) (with H = R
and α instead of α) hold and h > 0. If u10 ∈ D(A) ∩ D(α), un0 ∈ D(A), ∀n  2, vn0 ∈ D(B),
∀n 1, with (un0)n, (vn0)n ∈ l2(R), {(cnA(un0))n}, {(dnB(vn0))n} ⊂ l2(R), and (fn)n, (gn)n ∈
W 1,1(0, T ; l2(R)) (T > 0), then there exist unique functions un, vn, n  1, (un)n, (vn)n ∈
W 1,∞(0, T ; l2(R)), u1(t) ∈ D(A) ∩ D(α), un(t) ∈ D(A), ∀n  2, vn(t) ∈ D(B), ∀n  1,
∀t ∈ [0, T ], that verify the system (S)1 for all t ∈ [0, T ), the boundary condition (BC)1 for all
t ∈ [0, T ) and the initial data (IC)1. Moreover there are verified relations (20).
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