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The posterior parietal cortex is functionally situated between sensory
cortex and motor cortex. The responses of cells in this area are dif-
ficult to classify as strictly sensory or motor, since many have both
sensory- and movement-related activities, as well as activities related
to higher cognitive functions such as attention and intention. In this
review we will provide evidence that the posterior parietal cortex is
an interface between sensory and motor structures and performs var-
ious functions important for sensory-motor integration. The review will
focus on two specific sensory-motor tasks—the formation of motor
plans and the abstract representation of space. Cells in the lateral
intraparietal area, a subdivision of the parietal cortex, have activity
related to eye movements the animal intends to make. This finding
represents the lowest stage in the sensory-motor cortical pathway in
which activity related to intention has been found and may represent
the cortical stage in which sensory signals go "over the hump" to
become intentions and plans to make movements. The second part of
the review will discuss the representation of space in the posterior
parietal cortex. Encoding spatial locations is an essential step in sen-
sory-motor transformations. Since movements are made to locations
in space, these locations should be coded invariant of eye and head
position or the sensory modality signaling the target for a movement
Data will be reviewed demonstrating that there exists in the posterior
parietal cortex an abstract representation of space that is constructed
from the integration of visual, auditory, vestibular, eye position, and
proprioceptive head position signals. This representation is in the form
of a population code and the above signals are not combined in a
haphazard fashion. Rather, they are brought together using a specific
operation to form "planar gain fields" that are the common foundation
of the population code for the neural construct of space.
The first half of this review will show that the posterior pa-
rietal cortex is intimately involved in the process of intention.
At some point in the sensory-motor pathway sensory signals
give way to signals related to what the animal intends to do.
This step from sensory representation to making a decision
to perform a movement utilizes the neural circuitry within
the posterior parietal cortex. The study of this transition from
sensation to intention has been derived from the recent dis-
covery of a small area within the posterior parietal cortex,
the lateral intraparietal area (LIP), which is specialized for
saccadic eye movements. This area analyzes sensory infor-
mation related to the targets for saccades as well as conveying
signals related to the plans to make eye movements.
The second half of this review will discuss recent neuro-
physiological experiments indicating that there exists in the
posterior parietal cortex intermediate and abstract represen-
tations of space interposed between sensory input and motor
output. Visual signals are combined with eye and head posi-
tion signals to represent locations of visual targets in head,
body and potentially even world-centered coordinates. Evi-
dence is now emerging that indicates that auditory signals
also contribute to this spatial representation and that the vi-
sual and auditory modalities are brought into the same co-
ordinate frame in this area.
Posterior Eye Holds
It has been appreciated for some time that the posterior pa-
rietal cortex plays a direct role in eye movements. Human
patients with bilateral lesions to the posterior parietal cortex
are unable to make willed saccades, although spontaneous
saccades are unaffected (Balint, 1909). Electrical stimulation
of monkey posterior parietal cortex results in saccadic eye
movements (Fleming and Crosby, 1955; Wagman, 1964) and
lesions in the monkey also produce deficits in saccades (Keat-
ing and Gooley, 1988; Lynch and McLaren, 1989).
In anatomical experiments investigating the connections of
the posterior parietal cortex we injected retrograde tracers
into the frontal eye fields and adjoining dorsolateral prefrontal
cortex. Label was found predominantly within the lateral
bank of the intraparietal cortex (Andersen et al., 1985a). We
named this area the lateral intraparietal area (LIP) because of
its location on the lateral bank of the intraparietal sulcus, lat-
eral to the ventral intraparietal area (VIP; Maunsell and Van
Essen, 1983; Fig. 1). Later experiments by our laboratory
showed that most area LIP cells (63%) had activity related to
saccades, with the majority of them responding prior to sac-
cades (Gnadt and Andersen, 1988; Andersen et al., 1990a; Bar-
ash et al., 1991a,b).
Area LIP is not the only region in the posterior parietal
cortex showing a high degree of anatomical and functional
specialization. Studies from other laboratories have shown
that smooth pursuit activity is found mostly in area MST
(Newsome et al., 1988), while reach activity is restricted large-
ly to area 7b (Hyvarinen and Shelepin, 1979; Robinson and
Burton, 1980a,b; Hyvarinen, 1981), and eye position activity
is found primarily in areas 7a and LIP (Lynch et al., 1977;
Sakata et al., 1980; Andersen et al., 1987, 1990b; Andersen,
1989; Fig. 1). Recently a second eye field (medial parietal eye
field, MP) has been discovered by our group (Thier and An-
dersen, 1993) that is located on the medial surface of the
cerebral hemisphere, within cytoarchltectural area PGm of
the posterior parietal cortex.
Thus, the posterior parietal cortex is composed of many
functionally distinct subdivisions. There are two posterior eye
fields in this area that are specialized for saccades, areas UP
and MP.
Visual and Saccade-Related Activity of UP Neurons
In the early period of neurophysiological study of the poste-
rior parietal cortex there was debate about whether parietal
cortex was best considered a sensory or a motor area. When
Mountcastle et al. (1975) first observed saccade responses in
this area, they proposed that these responses were general
commands for saccades. Robinson et al. (1978) then observed
visual responses from neurons in the posterior parietal cortex.
They challenged Mountcastle's command hypothesis, believ-
ing that the cells were giving sensory-related activities rather
than movement related activities to the saccade targets. An-
dersen et al. (1987) later showed that posterior parietal neu-
rons had both visual and saccade-related activity using a mem-
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Figure 1. Parcellation of inferior parietal lobule and adjoining dorsal aspect of the prelunate gyms used in this study. The cortical areas are represented on flattened reconstructions
of the cortex. A Lateral view of the monkey hemisphere. The darker line indicates the area to be flattened. B, The same cortex isolated from the rest of the brain. The stippled
areas are cortex buried in suici, and the blackened area is the floor of the superior temporal sulcus. The arrows indicate movement of local cortical regions resulting from the
mechanical flattening. C, The completely flattened representation of the same area. The stippled areas represent cortical regions buried in suici, and the contourUke lines are
tracings of layer IV taken from frontal sections through this area. D, Locations of several of the cortical areas. The dashed lines indicate borders of cortical fields that are not
precisely determmaWe. From Andersen (1387).
ory saccade task that separated sensory from motor re-
sponses. These results suggested that a better interpretation
would be that the posterior parietal cortex is involved in sen-
sorimotor integration, having both sensory and motor activi-
ties (Andersen, 1987).
We have recently studied the visual and saccade activity in
LIP in greater detail and compared it to those activities in
area 7a (Barash et al., 1991a,b). We found that saccade-related
activity in area LIP typically begins prior to eye movements,
unlike area 7a, where most saccade responses begin after the
initiation of eye movements. The visual receptive fields and
motor fields of LIP neurons are usually found to overlap. The
memory-related activity in memory saccade tasks is typically
a more prominent feature of area UP neurons than area 7a
neurons. Since this memory activity of many cells codes the
plan to make a movement, this result and the saccade latency
result led us to propose that area UP participates in the pro-
cessing of saccades, whereas area 7a likely performs other
functions.
Intended Movement Activity
We have tested memory-related activity in area LIP in a delay
task in which monkeys are required to make saccades to re-
membered locations in the dark (Gnadt and Andersen, 1988;
Andersen et al., 1990a; Barash et al., 1991a,b). The LIP cells
were found to remain active during the interval in which the
animal was required to withhold its response while remem-
bering the location of an extinguished saccade target (Fig. 2).
To distinguish between the possibility that the cells were ei-
ther coding the location of the sensory stimulus or coding
the intention to make a saccade of a particular amplitude and
direction, we used a double saccade task similar to the one
developed by Mays and Sparks (1980). Our result was that
activity could be evoked even when the sensory stimulus did
not fall in the receptive field as long as the eye movement
was made into the cell's motor field, suggesting that intention
to make a motor movement was a critical feature (Fig. 3;
Gnadt and Andersen, 1988). The activity appears to us to be
part of a motor plan that has been locked in, and then remains
active during the waiting period. We later found that the
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A) 200 msec Delay
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C) 1300 msec Delay
figure 2. Memory saccade task with dif-
ferent delays demonstrating the memory
character of the activity during the delay.
Delays are 200 msec (A), 1000 msec (S),
and 1300 msec (0. The rasters show the
actual neural activity that is used to
make the histograms. The period be-
tween the first two dotted vertical lines
represents the time the saccade target
is present and the period between the
second and third lines is the delay pe-
riod. The fixation fight goes off coinci-
dent with the third dotted vertical tine.
Both horizontal (W) and vertical (H eye
position traces are shown. In this exper-
iment the saccade target appeared 15°
to the left There is a vertical component
in the leftward eye movement; this up-
ward component for horizontal eye
movements is common for saccades to
remembered locations made in the dark.
From Andersen et al. (1990).
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Rgnre 1 Back-saccada paradigm. A and B, Scheme of the two S8ccades in the task. The first saccade is to the (single) target; the second saccade is made in the dart back to the location of the original fixation point C-H, Activity
in the back-saccade task of an UP neuron. The preferred direction of this neuron, for the LS, M, and S phases, is upward. Hence, in the fop row, the visual stimulation and the first movement are in the preferred direction,'and the
sacond movement is in the opposite, nonpreferred direction. In the bottom row the visual stimulation and the first saccade are in the nonpreferred direction, but the second saccade is in the preferred direction. C and Fare aligned
on the sensory stimuli. The first dotted vertical line denotes the offset of the fixation spot and the simultanaous onset of the target The second dotted line represents the target offset 0 and G are aligned on the beginning of the
first saccade, and the dotted line denotes the time the first laccade begins. £ and H ara aligned on the beginning of the second saccada, and the doffed line denotes the time the second saccade begins. Shown in each panel are,
at the fop, the spike rasters, where each horizontal trace represents a tnal, and each tick mark within a line marks the time of occurrence of a spike; middle, the resulting histogram; and bottom, the horizontal and vertical eye-position'
traces of the various trials, superimposed. From Barash at al. (1991).
memory activity of HP cells is directionally tuned, and inter-
estingly these memory fields coincide with the visual and sac-
cade fields for individual neurons (Barash et al., 1991a,b). We
have hypothesized that the memory activity of many cells
reflects the intention of the monkey to make his next sac-
cade.
To examine our hypothesis that this activity is related to
intention, we have recently trained monkeys in a "change in
plan" task (Bracewell et al., 1991). Similar to previous mem-
ory-saccade tasks, the animal is required to make an eye move-
ment to a remembered target after a delay. During the delay
period of some trials, however, a second target is flashed at a
new location, requiring a change in the direction of the
planned saccade but still necessitating the animal to withhold
the saccade until the end of the delay period. We found that
the activity of the cells was consistent with the changes in
motor plan required by the task—that is, they turned on and
off with changes in intended targets. This was a most exciting
result, as we found that the animal's plan could be determined
by examining the activity of UP cells without the animal dem-
onstrating any overt behavior. To extend our examination of
this intention idea we decided to train monkeys to make sac-
cades to the remembered location of auditory targets (Brace-
well et al., 1991; Mazzoni, 1994). We found that many of the
cells demonstrated intended movement activity for both vi-
sual and auditory stimuli, supporting our idea that the cells'
activity is related more closely to the plan to make an eye
movement than to the modality of the sensory stimulus. In a
final memory double saccade task, we looked for memory
activity and found that for many cells it was only present for
the next intended movement (Bracewell, 1991; Bracewell et
al., 1991; Mazzoni, 1992, 1994). In this particular task, two
targets were flashed briefly; the animal was required to re-
member the location of both targets. The first target was
flashed slightly before the second, and after the delay period
the animal was required to make the first eye movement to
the remembered earlier target location and then to make a
second saccade toward the remembered location of the later
target. If the second target fell within the visual receptive field
of the cell, but the two saccades differed in amplitude and
direction from the motor field of the test cell, then many of
the cells tended to show no response. Even when the task
was ordered such that the second saccade target fell into the
visual receptive field and the second saccadic eye movement
was made into the motor field, many of the cells persisted in
not becoming active until after the first saccade.
These experiments argue strongly for the fact that activity
during the delay period is related to intention for a large pro-
portion of IIP neurons, because the activity just described
signaled the direction of the impending movement and not
the memory of the location of the visual stimuli. Of course it
can be difficult to determine whether neural activity is related
to attention or intention. Goldberg et al. (1990) suggest that
such memory activity is related to the monkey's visual atten-
tion, rather than its intention to make movements. While ei-
ther interpretation would be consistent with the "change in
plan" results, it would not explain the auditory memory re-
sults. To account for the auditory results the idea of visual
attention would have to be abandoned for a much broader
definition of attention that was independent of modality. In
our estimation, the results of the memory double saccade task
do not appear to be consistent with a simple attention hy-
pothesis. Despite the fact that the animal must attend to and
memorize the location of both visual targets, many cells will
nevertheless have little or no memory activity for the visual
targets in their receptive fields if the task does not require
eye movements into their motor fields (Bracewell et al., 1991;
Mazzoni, 1994). A correlation of the memory activity with
intention, then, and not with attention, seems to be the most
satisfactory interpretation of these data.
In conclusion, area LIP appears to play a major role in the
processing of saccadic eye movements. In particular, there is
activity related to the intention to make eye movements, and
this LIP activity appears to be the result of a transition from
sensory signals to decisions to make eye movements.
Representation of Space
It is possible to form several intermediate representations of
space by combining information from various modalities. The
first such representation could be head-centered, which refers
to a coordinate system framed with respect to the head. It
would be formed by combining information about the loca-
tion of a visual stimulus imaged on the retinas and the posi-
tion of the eyes in the orbits (Fig. 4). A body-centered coor-
dinate frame or representation would be more elaborate and
achieved by combining information about head position with
respect to the body with the previously mentioned eye and
retinal position information (Fig. 4). An even more complex
and general representation could be thought of as existing in
world-centered coordinates (Fig. 4), which could be achieved
by combining vestibular signals with retinal and eye position
signals. There is now experimental evidence to suggest that
the posterior parietal cortex contains and uses all these rep-
resentations.
Head-Centered Coordinates in Area 7a
Lesions to the posterior parietal cortex in human and non-
human primates produce profound spatial deficits. We have
examined how space is represented in the posterior parietal
cortex by recording from individual neurons and testing their
spatial receptive field properties in behaving monkeys. For
neurons to code in head-centered coordinates, one might ex-
pect that receptive fields would need to be found that would
be anchored in head-centered, rather than retinal, coordinates.
If this were the case, then each time the eyes would move,
the cell's receptor field would have to shift locations a cor-
responding distance in the opposite direction on the retina
in order to code the same location in head-centered coordi-
nates.
After we undertook our early investigations of area 7a of
the posterior parietal cortex, however, we discovered that lo-
cations in head-centered coordinates were encoded in an en-
tirely different format than we had anticipated (Andersen and
Mountcastle, 1983; Andersen et al., 1985b). The receptive
fields of the neurons did not shift their retinal locations when
eye position changed. Rather, the visual and eye position sig-
nals interacted with one another to form "gain fields" in
which the amplitude of the visual response was modulated
by eye position (Andersen et al., 1985b; Fig. 5). We termed a
majority of the gain fields as "planar" because the amplitude
of the response to stimulation of the same area of the retina
varied linearly with horizontal and vertical eye position (An-
dersen et al., 1985b). Approximately two-thirds of the cells
sampled in posterior parietal cortex demonstrated significant
gain fields and approximately 80% of them were planar or
had a significant planar component (Andersen et al., 1990a).
Distributed Representation
These early results demonstrated that spatial locations are not
represented explicitly at a single-cell level using receptive
fields in space. This is not to say, however, the location of a
target in head-centered coordinates cannot be determined, hi
fact, it can still be easily determined if the activity of several
area 7a neurons are taken together. The representation of
space can be considered to be distributed in this area over
many neurons. Figure 6 demonstrates why this representation
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figure 4. A Demonstration of why representations of space in extraretinal coordinates are required for accurate motor behaviors. The term "extraretinal" refers to the encoding of
visual stimuli in higher-level coordinate frames than simple retinal coordinates. In the sketch on the left a person is fixating the cup and it is imaged on the foveas, whereas on the
rij/rt s/he is fixating the newspaper and the cup is imaged on a peripheral part of the retinas. In both cases the subject is able to localize the cup with a reaching movement Since
different parts of the retinas are stimulated in the two conditions, information about eye position must also be available to accurately determine that tha cup was at the same
location in space. B, Schematic showing how extraretinal coordinate frames can be computed from retinal coordinates. Eye position signals can be added to form representations
in head-centered coordinates, and body-centered coordinates can be formed by also adding head position information. One way of forming world coordinates is to add vestibular
signals, which code the location of the head in the world, to a head-centered coordinate frame. The figure shows these signals being added sequentially for illustrative purposes.
It is presently not known if there is a hierarchical organization of extraretinal coordinate frames in the brain, or if several of these signals come together at once to immediately
form body- and world-coordinate frames, combined with information about limb position derived from proprioceptive inputs, to encode accurate reaching movements. From Andersen
et al. (1993).
is distributed, using the contour plot of activity for the vari-
ables of location in head-centered space and eye position.
This plot illustrates that area 7a neurons are tuned to a par-
ticular location in head-centered space, but only over a lim-
ited range of eye positions. The location that yields maximum
response in headcentered coordinates can be thought of as
the conjunction of the preferred eye position of the cell and
the most responsive part of its retinal receptive field. Gener-
ating a signal, then, for location in head-centered space inde-
pendent of eye position requires the activity of not one but
a subset of parietal neurons. The code is thus a distributed
one.
Distributed coding has been described in areas other than
the parietal cortex. Area MT neurons, for example, are tuned
to a limited range of temporal and spatial frequencies. A pop-
ulation of cells tuned to different temporal and spatial fre-
quencies is required for stimuli of different shapes to be per-
ceived as moving at the same speed. The perception of speed
appears to use a distributed code not unlike the one for spa-
tial location. The activity of single cells has come to be re-
garded as a component of a much larger, distributed network,
an idea that is critical in advancing our understanding of how
the brain computes locations in space.
Microstimultion Experiments
Goodman and Andersen (1989) have examined eye move-
ments produced by "microstimulating" the Zipser and Ander-
sen (1988) model. The output of the neural network was con-
4S2 Encoding of Intention and Spaital Location • Andersen
20.20
FIX CENTRE FIX LEFT
20,0 0.0 20,0
tO.-K> 20,-20
Hgura 5. a, Expenmental protocol for determining spatial gain fields, with the projection screen viewed from behind the monkey's head. To determine the effect of eye position, the
monkey with head fixed, fixates on a point, I, at one of nine symmetrically placed locations on the projection screen. The stimulus, S, is always presented at the same retinal
location, chosen as the maximum-response zone of the retinal-receptive field. The stimulus consists of spots of 1° to 6° diameter flashed for 500 msec. Each measurement is repeated
eight times, b, Peristimulus histograms of a typical gain field determination. The nine histograms are located in the same relative positions as the fixations that produced them. The
vertical line indicates the time of visual stimulus onset c, A graphic method for illustrating these data in which the diameter of the darkened inner circle, representing the visually
evoked gain fields, is calculated by subtracting the background activity recorded 500 msec before the stimulus onset from the total activity dunng the stimulus. The annulus diameter
corresponds to the background activity that is due to an eye-position signal alone, recorded during the 500 msec before the stimulus presentation. From Zipser and Andersen (1388).
nected to a reduced set of oculomotor muscles (four instead
of six). Microstimulation was produced by maximally activat-
ing individual hidden units. Stimulating the hidden units pro-
duced a change-in-amplitude pattern of eye movements sim-
ilar to the pattern seen with electrical stimulation of area LIP
in monkeys (Fig. 7b). In the change-in-amplitude pattern, the
size of the saccade varies with eye position, but the direction
of the saccade does not change. In Figure 7 the large dots
represent the initial eye position prior to microstimulation,
and the line represents the movement produced by stimula-
tion.
The suggestion from this simulation is that the change-in-
amplitude pattern is indicative of a distributed representation
of space in UP. A single cell does not drive the eyes to a goal
in space because the representation of head-centered space
is distributed; rather, such behavior requires the activity of
many IIP neurons. This idea was tested by simultaneously
stimulating two or more hidden units in the model. Figure la
shows the results of stimulating two hidden units, which pro-
duces an eye movement toward a single goal, consistent with
the distributed representation idea.
Neural Networks
Neural networks are computer models that we have trained
to convert inputs of eye position and retinal position into
locations in head coordinates at the output. Interestingly, we
find they develop a distributed representation in their "hid-
den layer* which is interposed between the input and output
layers (Zipser and Andersen, 1988). This distributed represen-
tation in the computer model appears to be very similar to
that found in area 7a; particularly notable is the fact that the
"hidden" units exhibit planar gain fields. Mathematical analysis
of the algorithm developed by the network suggests that the
planar gain fields are the basis for adding eye and retinal po-
sition vectors in a distributed network (Goodman and Ander-
sen, 1990; Brotchie et al., 1995). Such analyses support our
earlier speculation that the method of integrating these two
signals in the brain is not random, out rather requires the gain
fields are planar.
We trained our neural network models for area 7a to pro-
duce output units with receptive fields in head-centered co-
ordinates (Zipser and Andersen, 1988). Once the network was
trained the middle layer units were found to have gain fields
similar to those found in area 7a. These results suggested that
gain fields are an intermediate step in the transformation from
retinal to spatial receptive fields. A potential criticism of this
network model is the fact that cells with receptive fields in
space, the output of the model, are not routinely found. To
make such an argument is to take the model too literally. The
output representation using head-centered receptor fields
simply shows that the information embedded in distributed
form in the hidden layer can code location in head-centered
space. The exact output format for reading out this informa-
tion is not crucial and can be extracted in other brain struc-
tures, or in spatial behaviors, in a number of ways. For in-
stance, we also trained networks with a monotonic output
representation similar to the activity of neurons found in oc-
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Figure 6. A, Computer simulation of the response (in spikes/sec) of an area 7a neuron
predicted by multiplying the vertical axis of a planar gain field by the vertical axis of a
Gaussian receptive field. The results are represented on the contour plot with the
stimulus head-centered coordinates (h) plotted along the abscissa and eye position (e j
along the ordinate. B, Contour plot of actual recording data for a cell with the same
gain field and receptive field characteristics as the model neuron plotted in A Each
data point represents the mean evoked response to eight repetitions of the stimulus;
the average standard error for these data points was 2 spikes/sec. From Andersen et
al. (1985b).
ulomotor structures and motor centers in general. The activity
of these output units varied linearly with location of the vi-
sual target referenced to the head. In a later simulation (Good-
man and Andersen, 1989), we showed that such a network
could be trained to make eye movements by using the output
units to provide innervations to a set of extraocular muscles
used to change the direction of gaze. This eye movement net-
work also develops hidden units with planar gain fields. In
light of these computer simulations, and the recording results,
we have argued that receptive fields in space are an unnec-
essary encoding of spatial location (Goodman and Andersen,
1989; Andersen et al., 1990a). The brain can maintain repre-
sentations of space in a distributed form and spatial receptive
fields may be unnecessary for many spatial tasks.
Another potential criticism of the distributed representa-
tion idea involves the fact that area LIP projects to the su-
perior colliculus (Asanuma et al., 1985; Lynch et al., 1985).
Why convert retinal (oculocentric) signals to a representation
of space in the posterior parietal cortex, only to reconvert it
back to an oculocentric coordinate frame in the colliculus?
One answer is that the posterior parietal cortex does not only
project to the superior colliculus. One feature of the parietal
coding format is that oculocentric information is not lost in
the conversion to a distributed spatial representation, and can
be recovered. For instance, if cells in the parietal cortex with
the same retinal fields and all different directions of eye po-
sition tuning are converged onto cells in another structure,
then the eye position signal is automatically subtracted out,
leading to a recovery of the retinal vector. However, parietal
cortex can also project to other areas, such as the frontal lobe
and cerebellum where head- or body-centered information is
important. A second interesting consideration comes from
training the network using the colliculus as an output, but
requiring the network to solve spatial problems. Krommen-
hoek et al. (1993) performed such a study, in which they
trained a neural network to make double saccades in the Mays
and Sparks (1980) paradigm. The output was to code in a
collicular motor map the correct vector of each saccade. The
network learned to make the correct second saccade, which
required a spatial transformation by integrating the new eye
position with the original retinal vector to generate a new,
motor vector that would bring the eye to the correct position
in space. Although there were no output cells with head-cen-
tered receptive fields, only collicular cells with oculocentric
fields, the network developed gain fields similar to those
found in the Zipser and Andersen (1988) model and the pos-
terior parietal cortex. Thus, the network, when solving a spa-
tial problem, develops an intrinsic representation of space in
the hidden layer, even though the inputs and outputs are in
eye-centered coordinates. Along a similar vein, Xing et al.
(1994) have trained a network to convert auditory and visual
signals to a colliculus map at the output for making eye move-
ments to both types of targets. The visual inputs are in retinal
coordinates, the auditory inputs are in head-centered coordi-
nates, and there is also an inputted eye position signal. Once
this network has learned the task it also displays gain fields
for the retinal visual targets. Interestingly, many of the hidden
units also have auditory fields in retinal coordinates, and ex-
hibit gain fields for the auditory signals. This result is very
similar to the recording results of Stricanne et al. (1994) ex-
amining the coordinates of auditory activity in the posterior
parietal cortex. Thus, these two models show that explicit
receptive fields in space are not required for performing spa-
tial tasks, and that the distributed form of spatial representa-
tion seems to be the optimal manner in which to represent
space for many of these tasks.
It could also be argued that other factors such as attention
modulate the activity of parietal cells, and thus would alter
the spatial signal. In the distributed form of representation, it
is likely that activating a subset of cells with receptive fields
at a single location in the visual field would not change the
output of the network and it would still code the correct
spatial location. This is due to the distributed nature of the
representation; increased activation of a particular retinal lo-
cation would be balanced by the multitude of different direc-
tions of the gain field gradients at that location, and would
not change the output.
Goldberg et al. (1990) have proposed a scheme by which
the brain can always code in retinal coordinates, and could
adjust for changes in eye position. This scheme uses a change
in eye position vector (in retinal coordinates) that is subtract-
ed from the current retinal position of a stimulus, to code a
new retinal vector. This scheme has been applied to explain
how the Mays and Sparks (1980) double eye movement task
could be performed without resorting to a spatial represen-
tation. There would be two problems with applying this
scheme to parietal cells. The first is that it is extremely limited,
and is used to explain a single laboratory task, the double eye
movement. It does not generalize well to the rich variety of
spatial perceptions and behaviors of primates, such as reach-
ing to targets, making head and eye movements to remem-
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figure 7. a, Eye movements recorded when two hidden units of a monotonic-output network are stimulated simultaneously, b, Eya movements recorded when each of the two
hidden units is stimulated alone. Note that the result of simultaneous stimulation, illustrated in a, is more or less the vector addition of the two saccade fields that result from
stimulation of the individual units. From Goodman and Andersen 1389).
bered locations in space, making eye movements to auditory
targets, or navigating through space using vestibular cues. All
of these behaviors can be easily performed using the distrib-
uted coding scheme (Goodman and Andersen, 1990; Xing et
al., 1994). The second, and more problematic, consideration
is that such a vector subtraction hypothesis requires that
tiiere be no eye position signals converging on the cells car-
rying the retinal vector signals. If there is such an input, the
cells' activities will change for different initial eye positions
and the activity to the same retinal vector stimulus would be
different depending on the eye position. Thus, the cells would
signal different retinal vectors for different eye positions, even
though the retinal vector had not changed. Goldberg and
Bruce (1990) realized this problem and showed one figure of
a frontal eye field whose activity does not have a gain field
for eye position. However, a majority of cells in the parietal
lobe do have gain fields. It could still be argued that eye po-
sition signals are subtracted out prior to the vertical subtrac-
tion. However, if parietal cortex were only coding information
in retinal coordinates, it is difficult to understand why eye
position signals are present, and require special mechanisms
to then eliminate them.
Gain Fields in Other Areas
There have been several recent reports of gain fields in areas
other than 7a of the posterior parietal cortex. These areas
include cortical area LIP (Andersen et al., 1990a), cortical area
V3a (Galletti and Battaglini, 1989), the inferior and lateral pul-
vinar (Robinson et al., 1990), and premotor and prefrontal
cortex (Boussaoud et al., 1993) of monkeys. Cat area 17 (Wey-
nand and Malpeli, 1993) has been found to have gain fields.
These gain fields were usually found to be linear for horizon-
tal and vertical eye positions when enough data were avail-
able to make such a determination.
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The finding that large numbers of areas have planar gain
fields suggests this is the most predominant method of rep-
resenting space and performing coordinate transformations.
Interestingly, we found that networks with multiple hidden
layers trained to make coordinate transformations have gain
fields in all of the hidden layers (Mazzoni et al, 1991a). This
result has parallels with the predominance of this form of
representation in many parts of the brain, suggesting that
once spatial information is compressed into the economical
planar gain field format, it can be propagated throughout sub-
sequent levels in the visual system.
There are also reports of receptive fields in space in some
cortical areas (Fogassi et al., 1992; MacKay and Riehle, 1992;
Battaglini et al., 1990; Graziano et al., 1995). It will be inter-
esting to see if continued investigation will turn up more
examples of spatial receptive fields, or if the distributed form
will be the more common method for representing space.
Distance
So far we have only discussed representations with respect
to the head in two dimensions—elevation and azimuth. Do
parietal neurons also code in die third dimension of distance
with respect to the head? Recent recording experiments by
Gnadt and Mays suggest they do. They found LIP neurons that
receive vergence angle signals that modulate the magnitude
of the visually evoked responses. These cells are also tuned
to disparity, and the disparity tuning does not change with
vergence angle (Gnadt and Mays, 1991; Gnadt, 1992; Gnadt
and Mays, 1995). Thus, there appear to be gain fields in the
depth dimension as well. Interestingly, similar distance gain
fields are predicted by neural network models similar to the
Zipser and Andersen (1988) model, but trained to localize in
depth (Lehky et al., 1990).
Head Position Gain Fields
Since our earlier experiments tested interactions of eye po-
sition and retinal position signals in monkeys with their heads
mechanically immobilized, we could not distinguish between
head- or body-referenced representations. Recently we have
examined the effect of head position on visual responses with
monkeys free to move their heads horizontally (Brotchie et
al., 1995). We ran neural network simulations prior to these
experiments, which predicted that cells representing space in
body-centered coordinates should have gain fields for head
and eye position, and these gain fields should be the same for
individual cells. In other words, the gain fields should be a
function of gaze position, independent of whether the eyes
or head are used to direct gaze. Recording experiments from
areas 7a and LIP showed these predictions to be correct. Half
of the cells with eye position gain fields also had similar head
gain fields (approximately one-third of all cells sampled).
These experiments raise the possibility that there may be two
representations of space in the posterior parietal cortex, one
in head-centered coordinates (using units with eye gain
fields) and the other in body-centered coordinates (using
units with both eye and head gain fields).
Recent recordings from our lab have examined the source
of the head position signal. It could potentially be derived
from efference copy of the animal's command to move the
head. Efference copy, at least alone, does not appear to be a
necessary source for the gain. We recorded the same gain
fields in individual cells whether die animal points his head
in different directions on his own or die head is mechanically
fixed in these different directions. Proprioceptive signals are
another possibility, and we have recendy investigated two po-
tential proprioceptive sources, neck proprioceptors and ves-
tibular signals. Gain fields have been found in some cells
when the animal's body is oriented in different directions and
the head is maintained in a single direction; this result indi-
cates that neck proprioception plays a role in some cells (Sny-
der and Andersen, 1994). When monkeys are rotated in a
chair in the dark, many cells also demonstrate gain fields. In
this condition gaze direction is changed by shifting the entire
animal, and the head is always facing forward and die trunk
and the eyes are always in the same orbital position (pointing
straight ahead). This result suggests that vestibular signals can
also produce gain fields. This modulation of die visual re-
sponse by vestibular signals indicates that this population of
cells may encode locations of visual stimuli in world coordi-
nates.
Some cells also show gain fields derived from neck propri-
oception. In this case, the animal maintains its head in a single
direction and die body is rotated under the neck. Many neu-
rons demonstrate gain fields under these conditions.
Auditory Signals
An important question is how auditory signals might be
brought into spatial register with visual signals in the poste-
rior parietal cortex. We have recently examined tills issue in
monkeys trained to make memory saccades for briefly pre-
sented auditory targets in the dark (Mazzoni, 1994; Stricanne
et al., 1994).Many area LIP cells are active during the memory
period in diis task. A majority of die cells have auditory fields
that are in eye-centered coordinates and move widi die eyes.
Many of the responses also demonstrate planar gain fields.
Since the visual, retinal receptive fields are also eye centered
(the retina moves widi die eyes), diese results indicate diat
die auditory and visual signals use the same method, and co-
ordinate system, for representation space in the posterior pa-
rietal cortex.
Biologically Plausible Learning Rule
The major criticism of neural network models has been that
the learning rule used for training the networks is unlikely to
be used by die nervous system. To demonstrate that die gain
field algoritiim does not depend on die learning rule used to
develop it (Mazzoni et al., 1991a,b) we trained a neural net-
work to perform die transformation from retinal to head-cen-
tered coordinates using a more biologically plausible learning
rule tiian backpropagation. This more plausible learning
metiiod is a variation of a reinforcement learning rule devel-
oped by Barto and Jordan (1987) diat is more biologically
plausible than die backpropagation rule we used in our orig-
inal model (Fig. 8). The reinforcement trained networks pro-
duced planar gain fields similar to the backpropagation mod-
els and the recording data. The results from the reinforcement
network strongly argue that the same algorithm for comput-
ing die coordinate transformation develops independent of
the exact learning rule used to generate it. Similarly, posterior
parietal neurons could learn or adjust spatial representations
using planar gain fields that result from simple, biological
learning mechanisms.
Conclusions
Area UP plays a high-level role in die processing of eye move-
ments. Its neurons integrate visual, auditory, eye position, and
head position signals to represent targets in head- and body-
centered spatial coordinates or even world-centered coordi-
nates. IIP also has memory-related activity diat plays a role in
the formation of motor plans. These results point to a central
role for LIP for directing gaze.
The representation of space in the posterior parietal cortex
is distributed. One issue for further research is whedier there
arc different representations of space diat are segregated on
an anatomical basis. A proportion of cells show eye position
effects only, whereas odiers show head position as well as
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Rgnri 1 a, Network structure, b and c, Retinal input is encoded by 64 units with Gaussian receptive fields b, while eye position is represented by 32 units with linear activation
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units, above or below) a certain reference point For example, a typical output layer consisted of four sets of three units, giving an output of 1 when the x (or y) craniotopic
coordinate is > (or <) -40°, 0, or +40°. This format is analogous to the eye-position input format in that four groups of units encode an increase in horizontal or vertical position
angle by increasing or decreasing their activation monotonically. Another format we used is the "binary-Gaussian" one (/), in which four units give an output of 1 when the spatial
position is within 100° of their receptive field centers, which are located at (±60, ±60)°. This format is analogous to that of the retinal input in that a position angle is encoded
topographically by units with overlapping receptive fields. From Mazzoni et al. (1991).
eye position effects. It is conceivable that these two popula-
tions represent two anatomically segregated representations
of space, one in head-centered coordinates and the other in
body-centered coordinates. Alternatively, if these two groups
are mixed, then the population as a whole is perhaps coding
in body-centered coordinates.
It is also still not known whether the coordinate transfor-
mations proceed in a hierarchical fashion. The body-centered
cells of the posterior parietal cortex could be constructed by
adding head position signals to the head-centered represen-
tation, or the entire representation could be body centered,
with some cells exhibiting only retinal and eye position sig-
nals within this highly distributed representation (training
networks to code in body-centered coordinates often produc-
es a proportion of hidden units with only eye and retinal
signals). The gain field idea can be extended to reference stim-
uli with respect to the arm by adding shoulder position sig-
nals. Are shoulder gain fields found in areas such as 7b that
have a convergence of joint angle and visual signals? Are there
representations of visual space with respect to the hand?
These and other issues should make the posterior parietal
cortex a fruitful area for the study of higher brain functions
for years to come.
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