This paper presents an approach based on Rival Penalized Competitive Learning (RPCL) rules for discrete-valued source separation. In this approach, we first build a connection between the source number and the cluster number of observations. Then, we use the RPCL rule to automatically find out the correct number of clusters such that the source number is determined. Moreover, we tune the de-mixing matrix based on the cluster centers instead of the observation themselves, whereby the noise interference is considerably reduced. The experiments have shown that this new approach not only quickly and automatically determines the number of sources, but also is insensitive to the noise in performing blind source separation.
Introduction
Due to the attractive applications on wireless communication, 5 image processing 4 and so on, blind source separation (BSS) problems have recently received wide attention in the literature of signal processing and neural networks. One BSS problem can be formulated as independent component analysis (ICA) problem: Suppose k channels of non-Gaussian source signals are sampled at discrete time t, denoted as s t = [s (1) t , s (2) t , . . . , s
T with 0 ≤ t ≤ N . The sources are instantaneously and linearly mixed by an unknown d × k mixing matrix A and observed as x t = [x (1) t , x (2) t , . . . , x
T :
x t = As t + e t
with Ee t = 0 , E(e t e T t ) = Σ ,
where e t is zero-mean white noise with the covariance Σ. The objective of an ICA approach is to recover s t 's up to any constant scale and any permutation of indices from the observations x t 's by finding out a de-mixing process F such that:
where P is a permutation matrix, Λ is a diagonal matrix, and y t is called the recovered signal of s t . Particularly, when noise is negligible, the determination of a de-mixing process F in Eq. (3) is equivalent to find out a k × d matrix W such that
In the past, many ICA approaches based on different theories and methodologies have been proposed to learn W.
The typical examples include Information-maximization (INFORMAX), Parametric Mixture (LPM) approach.
12,13 These existing approaches need to pre-assign the source number k, which however, is often unknown in advance from the practical viewpoint. Furthermore, many experiments have shown that their performance on BSS will deteriorate when noise is obvious.
To tackle such problems, the Bayesian Kullback Ying-Yang Dependence Reduction Theory (BKYY-DR) has recently been proposed in Refs. [8] [9] [10] . The experiments in Ref. 9 have demonstrated that the BKYY-DR works well on binary sources. It cannot only determines the number of sources via Eq. (21) of Ref. 9, but also recovers the source signals well under noisy situation. However, the implementation of the BKYY-DR needs to optimize a Kullback-divergence function, which requires considerable computing costs.
Alternatively, Ref. 6 has proposed a new way to solve the BSS problem through an unsupervised clustering analysis upon the fact that the observations in Eq. (1) form clusters as shown in Fig. 1 when the sources are discrete-valued.
In this paper, we further develop that idea and propose an approach called Rival Penalized Competitive Learning Based Discrete-valued Source Separator (RPCL-DSS), which bears two new features in contrast to the original idea in Ref. 6: 1. The RPCL-DSS approach can quickly and automatically determine the source number k of sources. 2. The RPCL-DSS filters out the noise by learning the de-mixing matrix based on the cluster centers (also called local means) instead of the observation themselves. Consequently, it is considerably robust in performing BSS under the noisy environment.
We have demonstrated the performance of RPCL-DSS algorithm on Bernoulli source signals. It is found that the RPCL-DSS approach not only quickly finds out the correct source number, but also is insensitive to the noise interference.
A Relationship Between Source
Number and Cluster Number
There is a relationship between the source number and the number of clusters as follows:
Suppose each component of s t takes one of n possible discrete values at any time step t. Given x t = As t +e t , where e t is noise that satisfies Eq. (2), and A(s t1 − s t2 ) = 0 with s t1 = s t2 for ∀s t1 and s t2 , the correct number of sources is k if and only if there are n k clusters.
Proof
• Proof of necessary condition
having n possible values, we thus have n k different source vectors denoted ass i with i = 1, . . . , n k . We denote the set ofs i 's as Q. That is, we have s t ∈ Q for ∀s t . Since A(s t1 − s t2 ) = 0 with s t1 = s t2 for ∀s t1 and s t2 , which implies that As i = As j for ∀i = j, we therefore also have n k different vectors:
By Eq. (1), we then have
with c l = As t . In Eq. (5), the noise e t makes each observation x t is distributed centering around the point c l , and the magnitude of noise level just influences the overlapping degree among clusters. Consequently, we have n k clusters.
• Proof of sufficient condition We assume the exact number of sources to be K. According to the "Necessary Condition" results, we should then have n K clusters. Now we have n k ones, i.e., n K = n k , whereby we have K = k.
In Theorem 1, we do not make any constraint on the rank of mixing matrix A. That is, the results stated in the theorem can be held regardless of whether the rank of A is larger than k or not. Furthermore, Theorem 1 also gives us two hints:
1. The number of sources can be estimated via determining the number of clusters formed by observations x t 's. 2. Since the local means c i 's have revealed all available useful information to recover s t 's, it is therefore enough to learn the de-mixing matrix W based on these
whereby the learning of W is immune from the noise.
Overview of RPCL Algorithm
The RPCL is an unsupervised learning rule for clustering analysis. Without pre-assigning the number of clusters, the RPCL randomly places m (m ≥ k) seed points {q j } m j=1 in the observation space containing the observation set {x t } N t=0 . For each observation x t , the RPCL not only modifies the seed point of winner to adapt to x t , but also penalizes the rival one (i.e., the second winner) by a smaller learning rate. The numerous experiments in Refs. 14, 3 and 11 have shown that the RPCL can quickly complete an appropriate clustering and automatically find out the correct number of clusters by driving extra seed points far away from the observation set
. In literature, there are a variety of RPCLs. Here, we show a classical one 14 only, whose implementation can be summarized as follows:
Step 1
Randomly take an observation x t , and let the indicator
where γ i is the relative winning frequency of the seed point q i on the observations we have previously taken.
Step 2
Update the seed point q j by
with
where 0 < α r α c < 1 are the learning rates for the winner and rival seed points.
Step 3
Repeat Steps 1 and 2 until the extra seed points are driven far away from the observation set D, or simply stop iterations when the indicators are kept unchanged for all x t ∈ D.
Rival Penalized Competitive Learning Based Discrete Source Separation
The RPCL-DSS approach consists of two phases:
1. Find out the observation clusters via the Rival Penalized Competitive Learning (RPCL) rule as demonstrated in Sec. 3, whereby the number of source is determined according to Theorem 1. 2. Calculate the local means of each cluster, through which the de-mixing matrix W is learned.
The detailed implementing procedure is given in below: Phase 1. Determination of the source number
Randomly assign m seed points {q j } m j=1 , with m being chosen arbitrarily, but large enough such that m ≥ n k ;
Randomly take an observation x t from the data set D, learn the seed points by Eqs. (6)- (8) .
After RPCL procedure, we denote the set of observations around q j as C j , and let the estimated source number be
wherem ≤ m is the number of seed points remaining in the range of D.
Phase 2. Learning of the de-mixing matrix W
Calculate the local means of the resulted n kg clusters by with
where N i is the number of observations in C i , and p i (x t ) is the indicator of x t belongs to C i or not.
Randomly take an observation x t , let
We output the recovered signal y t by
and update W by
where η is a small positive learning rate.
Experimental Demonstrations
In the experiments, we fixed the learning rates α c = 0.1, α r = 0.01 and η = 0.1 for simplicity, although a more smoothed convergence of parameters can be obtained by some specific methods for changing the rates. 7 We used Bernoulli source signals with its success probability being 0.5. The sample size of each source is set at 200. Furthermore, we let the noise e t be Gaussian white noise with the covariance Σ = 0.01I, where I is the identity matrix.
• Experiment 1 We justified Theorem 1 through determining the appropriate source number via the RPCL procedure. We here considered three cases by letting the pairs of the observation dimension d and the source number k be (2, 3), (3, 3) , and (3, 2) respectively. Furthermore, we arbitrarily selected the number of seed points to be m = 2 k + 2 in all cases we tested. Figure 2 shows the experimental results. It can be seen that the correct cluster number has been correctly determined by the RPCL procedure. That is, the true source number k in the above three cases can be successfully obtained via Eq. (9) regardless of d = k or not.
• Experiment 2
We showed the performance of RPCL-DSS algorithm on separating three source signals with the mixing matrix 
The de-mixing matrix W was initialized at the identity matrix. An epoch is completed when all data points used to learn W are scanned once.
As shown in Fig. 3(a) , the learning curve of W converges after 50 epochs with a total scanning 2 3 × 50 = 400 (because the number of local means is 8) data points. After convergence, a snapshot of V = W × A is: which implies that an appropriate W has been found. Figure 3(b) shows the performance of RPCL-DSS algorithm measured by the average hamming distance, and Fig. 3(c) gives a slide window of the BSS results, where the original sources have been totally recovered without any error.
In contrast, Fig. 4 shows the performance of RPCL-DSS with W learned on the whole observation signals. It is found that W still tends to converge after 50 epochs, but it needs to scan 200 × 50 = 10, 000 data points, which is 25 times of the former. Furthermore, the error curve exists some fluctuations as shown in Fig. 4(a) . This implies that the performance robustness of the algorithm can be enhanced indeed when W is learned on the local means instead of the observation themselves.
Concluding Remarks
We have presented an approach for discrete-valued source separation under noisy environment. This approach not only automatically finds out the correct number of sources, but also learns the de-mixing matrix W based on the local means instead of the observation data set. Consequently, our proposed method considerably reduces the computing costs in W learning, and has robust performance on performing BSS as demonstrated in the accompanying experiments.
This paper just gives a specific implementation of the RPCL-DSS approach by using the classical RPCL procedure, 14 which assigns an observation x t to a cluster based on the least-square-error criterion. Hence, in principle, this RPCL is only suitable for analysis of those ball-shaped clusters, i.e., the noise variance Σ = aI with a being a positive constant. For a more general Σ of the noise e t , some enhanced variants of the RPCL, such as RPCL Type B procedure in Ref. 11, should be therefore used instead.
