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The Standard Model predicts the existence of events containing four top quarks,
but as yet they have not been experimentally observed. Here, the work focuses on
events containing two same-sign leptons, or three leptons. This thesis explores the
methods used to look for evidence for the Four Top Standard Model process at the
ATLAS detector, at CERN. The optimisation of Boosted Decision Tree algorithms
is performed using a multivariate analysis, with the aim of extracting a statistically
significant signal strength. To date, the analysis data is still blinded, and as such
the final results are not yet available. The four top process is especially interesting
because of its relevance to Beyond Standard Model physics relating to the Higgs
boson.
In addition, planned upgrades to the ATLAS Inner Tracker subsystem – the Pixel
Detector in particular – are discussed with reference to the work being undertaken
at the University of Adelaide. These upgrades will allow the University to contribute
to the ongoing upgrade work being done on ATLAS by providing an environment
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Particle physics is an ever-evolving area of study. The development of high energy
accelerator experiments and improvement of computing resources have enabled data
collection and processing at a never-before-seen scale. With imminent upgrades to
the ATLAS Detector at CERN, additional demands will be required of the hardware
and software that will be installed, especially in regards to performance under high
radiation within the detector, and the high-speed data processing that is vital to
physics analyses.
Chapter 2 introduces the Standard Model of particle physics and the gauge field
theories that describe fundamental particles and their interactions through Quan-
tum Electrodynamics, Quantum Chromodynamics, Electroweak Symmetry, and the
Higgs Mechanism. This then allows for these particles to be defined in the context of
the ATLAS detector at the LHC, at CERN, in Chapter 3. Here, an overview of the
sub-detector systems are given with reference to their interactions with Standard
Model particles.
The main body of this thesis presents work performed on two separate areas of
the ATLAS detector.
Chapter 4 discusses the upgrades being performed on the Inner Tracker of the de-
tector, and the role that the University of Adelaide has in developing a test stand for
upgrade work to be carried out. The detector upgrades focus on the Pixel Modules
and the hardware that is used to test and refine components and data acquisition
software on a small scale. Here the work done by the author is presented in the
context of the Inner Tracker group’s efforts for the upgrades required for the High-
Luminosity LHC. This includes technical set-up, and producing documentation.
Chapter 5 presents some of the studies performed as part of the Standard Model
Four Top physics analysis. These studies use Boosted Decision Tree algorithms, a
type of machine learning, to understand and model the complex background and
signal regions in this analysis. Some preliminary fits with Monte Carlo and Asimov
data are discussed, however the analysis is not yet complete, and the data fit in
the signal region has not been performed. The author’s main contribution to this
analysis is that of refining the parameters and variables used to train and test the
Boosted Decision trees to enhance the model’s performance for use in extracting the
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signal strength. The four top analysis is motivated by the top quark’s strong coupling
to the Higgs boson, which makes it an exciting place to explore potential beyond
Standard Model physics, such as two-Higgs-doublet models, of which measurement
of the four top cross section is of particular importance.
Chapter 2
The Standard Model
The Standard Model of particle physics (SM) is, at present, the best mathematical
formulation that exists to describe elementary particles and their interactions, de-
tailing every observable phenomenon in the Universe, aside from gravity and dark
matter. It is a quantum field theory which sees theoretical and experimental obser-
vations agree to incredibly high precision. The Model treats both the particles and
the forces that govern them as point-like, and they are classified predominantly by
their angular momentum quantum number, spin. Fermions, the matter particles,
have a half-integer spin, and obey Fermi-Dirac statistics, while the force-mediating
bosons have integer spin, and obey Bose-Einstein statistics. Figure 2.1a lists the
particles, while Figure 2.1b shows the interactions between them.
(a) Standard Model Particles [1] (b) Particle Interactions [2]
Figure 2.1: Constituents of the Standard Model and their interactions. The inter-
actions are shown by the lines between particles.
3
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2.1 Particle Content
2.1.1 Fermions
Fermions are matter particles, and are comprised of six quarks, and six leptons.
Mathematically, they are represented by wavefunctions Ψ and Ψ̄ for particles and
their oppositely-charged antiparticles, respectively. Fermions can also be categorised
in three generations, according to mass.
Quarks
Quarks are fermions that experience the strong interaction, as well as electromag-
netic and weak interactions. The six quarks each have a unique flavour; up (u),
down (d), charm (c), strange (s), top (t), and bottom (b), a property which enables
them to experience the weak interaction through the electroweak gauge bosons. The
up, charm, and top quarks have an electric charge of +2
3
while the down, strange,
and bottom have a charge of −1
3
, and this gives them the ability to interact elec-
tromagnetically. Quarks transform as Lie Group SU(3) triplets with the quantum
number “colour”, experiencing the strong force through the gluons. Due to con-
finement, quarks can only be observed in bound, colourless states; most commonly
either as baryons (qqq) or mesons (qq̄), known as hadrons. Only u and d quarks
are light enough to form stable hadronic matter that can be directly detected, and
while the s, c, and b quarks can form hadrons, they only live briefly before decaying
into lighter fermions. The heaviest quark is the top, and it is so short-lived that it
decays before it can hadronise, as will be further discussed in Chapter 5.
Leptons
Leptons, too, have six flavours; electron (e) and electron neutrino (νe), muon (µ)
and muon neutrino (νµ), and tau (τ) and tau neutrino (ντ ). Leptons do not carry
colour charge, but do interact via the weak force with other fermions. In addition,
e, µ, and τ carry electric charge and can interact electromagnetically. Muons and
taus are unstable and decay into lighter leptons, whereas electrons, the lightest
charged lepton, are stable and directly observable. Neutrinos interact so weakly
with other Standard Model particles that they are difficult to directly detect in
most experiments, and in collider experiments their presence is inferred from missing
energy and lepton number conservation. Missing energy will be explicitly defined in
Section 3.2.
2.1.2 Gauge Bosons
Gauge bosons are the force mediators of the Standard Model. The eight gluons (g)
mediate the strong force 2.2.2, the photon (γ) mediates the electromagnetic force
2.2.1, and three weak gauge bosons (W+, W−, and Z) mediate the weak interaction.
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The Higgs boson is discussed separately in 2.2.4. Photons and gluons are massless,
whereas the electroweak bosons are massive.
W Bosons
The charged W± bosons have a mass of 80.4 Gev [3] [4] . This charge allows them
to give rise to flavour-changing current. The Cabibbo-Kobayashi-Maskawa (CKM)
Matrix describes the flavour-changing weak interaction strength of (u, c, t) coupling
to (d, s, b) quarks. The best current approximation of these values [4] are|Vud| |Vus| |Vub||Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|
 ≈
0.974 0.225 0.0040.224 0.974 0.042
0.009 0.041 0.999
 (2.1)
Here, it is most important to note that the diagonal terms are close to unity, which
shows that when undergoing weak transitions, quarks will prefer, where possible, to
remain in the same generation. This is especially important when considering the
decay of top quarks in Chapter 5.
Z Bosons
Z bosons have a mass of 91.19 GeV [4], and are uncharged. This means that they
can mediate weak decay, but cannot change the flavours of leptons involved, as the
Standard Model does not contain flavour-changing neutral currents.
2.2 Gauge Field Formulation of the Standard Model
The Standard Model is a Gauge Field Theory with external and internal sym-
metries. The external symmetries are space-time symmetries and fall under the
Poincaré group and the internal symmetries are Gauge Symmetries. The SM uses
symmetries described by the continuous Lie Groups; SU(3)C ⊗ SU(2)L ⊗ U(1)Y ,
where SU(3)C describes the strong force (colour), and SU(2)L ⊗ U(1)Y the elec-
troweak force. This section gives an overview of the mathematical formulation of the
Standard Model through gauge invariant symmetries by considering Quantum Elec-
trodynamics, Quantum Chromodynamics, Electroweak Symmetry, and the Higgs
Mechanism of Electroweak Symmetry Breaking.










µν describes the self-interactions between the W± and Z0 bosons, and
gluon self-interaction,
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• iΨ̄ /DΨ describes how fermions interact with gauge bosons,
• ψiyijψjϕ gives rise to fermion masses through the interaction between fermions
and the Higgs boson,
• |Dµϕ|2 gives rise the gauge bosons’ mass through interaction with the Higgs
field,
• V (ϕ) describes the spontaneous symmetry breaking of the electroweak sector
into its electromagnetic and weak sections, generates the Higgs mass, and
governs Higgs self-interaction.
2.2.1 Quantum Electrodynamics
Quantum Electrodynamics, QED, is a gauge field theory that describes the proper-
ties of electrically charged particles and the photon. It is globally gauge invariant,
and the free fermionic field is described by the Dirac Lagrangian;
L = iΨ̄γµ∂µΨ−mΨ̄Ψ (2.3)
For local gauges,
Ψ → eiθ(x)Ψ (2.4)
This produces an extra term in the Lagrangian, but invariance can be restored
through the introduction of a field, Aµ, so that
L → L− geΨ̄γµAµΨ (2.5)
and Aµ(x) → Aµ(x)− ∂µα(x) (2.6)
where α(x) = −θ(x)
ge
A free term is then required to make Aµ both gauge invariant and propagating,





Any mass terms for the gauge boson are forbidden, since they would violate
gauge invariance. This condition imposes the massless property of the photon field,
which has been experimentally verified to be mγ < 1× 10−18 eV [4].
The whole QED Lagrangian can then be written





where Dµ is the covariant derivative, Dµ = ∂µ + igeAµ.
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In practice, this shows that the photon, γ, the force carrier for Quantum Elec-
trodynamics, is uncharged, and that its coupling energy is proportional to the scale
of its interaction.
2.2.2 Quantum Chromodynamics
The existence of baryons, qqq, and mesons, qq̄, require a different gauge field theory
to satisfy Fermi-Dirac statistics, which in turn requires a new quantum number.
Quantum Chromodynamics (QCD) uses colour to describe the interactions between
the six quarks and eight gluons, which arise from imposing a gauge invariance related
to the SU(3) group. In addition, quarks take on one of three colours, (red, green,
blue), and quarks must conform to colour confinement, as either mesons or baryons,
which are colourless bound states. Much like in QED, the QCD Lagrangian can be
seen in the form











where a = 1, ..., 8 for the eight gluon fields Aaµ, gs is the coupling constant for the
strong force, and λa are the Gell-Mann matrices.
2.2.3 Electroweak Symmetry
The electromagnetic and weak forces are unified under SU(2)L × U(1)Y to arrive
at an electroweak force. The SU(2)L acts on isospin (quantum number for weak




















U(1)Y transformations act on hypercharge Y ,
Y = Q− I3
2
(2.12)
where Q is the electric charge and I3 is the 3rd component of weak isospin. For
three gauge bosons Wµ associated with SU(2)L, and one gauge boson Bµ associated
with U(1)Y , the Lagrangian takes the form








and has a covariant derivative




8 The Standard Model
for weak and electromagnetic coupling constants gw and gY , and τ the Pauli gener-
ators. Wµ is zero for right-handed fields. Despite the gauge bosons having mass, a
mass term in the Lagrangian would thus far violate gauge invariance, and so a new
mechanism that breaks this electroweak symmetry in the form of a potential field
was incorporated. This field is called the Higgs.
2.2.4 Higgs Mechanism
Theorised in 1964 [5] [6] [7], the Higgs boson was experimentally verified in 2012
[8] [9], gaining Peter Higgs and François Englert a Nobel Prize the following year.
The requirement of a scalar boson with the properties of the Higgs came about
to explain why all other particles (except the photon and gluon) are massive, and
to account for the spontaneous symmetry breaking of the electroweak sector. To
break this symmetry, a scalar field with a non-zero vacuum expectation value (VEV)
is required. Adding four scalar fields ϕi as a doublet under weak isospin to the




2 + (Dµϕ)†(Dµϕ)− V (ϕ†ϕ) (2.15)









For µ2 < 0, and λ > 0, this takes the shape of a ”Mexican hat” potential in Figure
2.2.
Figure 2.2: The "Mexican hat" potential of the Higgs field [10].
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and choosing one ground state spontaneously breaks the symmetry, for which the


















where H(x) is the Higgs boson, allowed by the gauge invariance of SU(2)L. The
Electroweak covariant derivative in Equation 2.14 couples the Higgs field to the W±
and Z0 gauge bosons, giving them mass, as well as to the Higgs boson itself.
The Standard Model is an excellent theoretical description of the fundamental par-
ticles and their interactions, however its precision is only known due to experimental
verification. Particle physics experiments allow the study of these particles and their




Particle accelerators enable scientists to experimentally measure Standard Model
particles and their properties. The largest such collider is the Large Hadron Col-
lider (LHC), at the European Organisation for Nuclear Research (CERN), which is
located underground France and Switzerland. The ATLAS (A Toroidal LHC Appa-
ratuS) detector is the largest detector on the LHC ring. This chapter gives a brief
overview of the LHC, ATLAS detector subsystems, the objects defined by ATLAS,
and the way that ATLAS physics can be simulated with Monte Carlo events.
3.1 The Large Hadron Collider




























LHC Large Hadron Collider







Neutron Time Of Flight
Antiproton Decelerator
CLIC Test Facility 3
Figure 3.1: The Large Hadron Collider complex at CERN. [11]
11
12 The ATLAS Detector
Hydrogen atoms are delivered from one end of a linear accelerator, Linac 2, and
pass through an electric field where they are ionised and accelerated to 50 MeV
[12]. The protons are then accelerated in stages using a system of superconducting
magnets in the Proton Synchotron Booster (PSB), Proton Synchotron (PS), and
then the Super Proton Synchotron (SPS), which takes the proton energy from 50
Mev to 1.4 Gev to 25 GeV to 450 GeV respectively [13] [14]. The SPS then splits the
proton beam into two opposing directions, and injects these beams into the main
27km ring of superconducting magnets, the Large Hadron Collider, where they reach
7 TeV, and 99.99% the speed of light. The beams meet, colliding the protons, at
the four main experiments around the ring; ATLAS, CMS, ALICE, and LHCb.
Presently, the proton collisions have a centre of mass energy of
√
s = 13 TeV. The
data collected is measured as an integrated luminosity, which to date is 139 fb−1
for Run II, where data was collected between 2015 and 2018. The remainder of this
chapter focuses on the physics of the LHC in the context of the ATLAS detector.
3.1.1 Luminosity
Luminosity is the measurement of the number of particle collisions per unit area
for a detector, in this case, the ATLAS detector. One of the main considerations is
the cross-sectional area of the particles in the collision, and for the ATLAS detector
it is protons. The protons are not isolated, and are transferred around the ring in
groups, called bunches.






where nbb is the number of bunches, fb is the bunch crossing frequency, N2 is the
number of protons per bunch, σx, σy is the transverse size of the beam, γ is to account
for the relativistic behaviour of the protons, and F is a geometric factor that reflects
the size of the bunch crossing angle. For Run-II of the LHC, N2 = (1.15 × 1011)2,
σxσy = (16 × 10−4)2 cm2, and fb = 40 × 106 s−1. The instantaneous luminosity
increased from L = 5 × 1033 cm−2 s−1 in 2015 to L = 19 × 1033 cm−2 s−1 in
2018 [15]. Figure 3.2 shows the integrated luminosity over time for Run II of the
ATLAS detector.
Luminosity is integrated to give a measure of the number of collisions — and




It is measured in units of inverse cross section, the inverse femtobarn, (1039 cm−2).
From this equation, the number of expected events of a particular process can be
found from N = σL where σ is the cross section of the events of interest. Figure 3.4
shows the summary of some Standard Model processes compared to their theoretical

















































Figure 3.2: Integrated luminosity for Run-II of the ATLAS detector. [16]
expectations from the ATLAS detector. The integrated luminosity for Run-II was
L = 139 fb−1 [15] and from Figure 3.2 it can be seen that nearly 95% of the
luminosity delivered to the ATLAS detector by the LHC was able to be recorded,
with the 5% deficit due mostly to pile-up effects.
3.1.2 Pile-Up
While an event is the data that is obtained from a particular bunch-crossing, pile-up
refers to the proton-proton collisions that are present in addition to events. With
30 bunch crossings every 25 ns, pile-up is a important factor to address in both
detector design and physics analysis, and will be discussed in later sections.
Vertices are clusters of charged particles, which are grouped by their closest distance
to the collision point. These groups can then be used to remove any charged particles
that may belong to pile-up, typically those with low momenta. A primary vertex
is the location of an inelastic p-p collision, of which there may be multiple for each
event. A track is the path a particle takes from the vertex through the detector [17].
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3.2 The ATLAS Detector
Figure 3.3: The ATLAS detector and its main components. [18]
The ATLAS (A Toroidal LHC ApparatuS) detector [18], Figure 3.3, is the largest
of the four detectors on the LHC, and is situated on one of the LHC beam interac-
tion points. It is a general purpose detector with forward-backward symmetry, and
is comprised of concentric cylindrical layers, detailed in Figure 3.5. These layers are
each responsible for detecting a different particle or property, and the overall four-
momentum of decay products is then used to reconstruct physics events. Some of
the processes measured by ATLAS are shown in Figure 3.4 with their experimental
cross sections (points) overlaid on their theory predictions (bars) where the different
colours represent different LHC operation energies.
The detector’s coordinates are defined in x, y, z, with a right-hand convention,
and the origin being the collision interaction point. The z axis points along the
beamline in an anti-clockwise direction. The x − y plane is called the transverse
plane, and momentum measured in the plane is referred to as transverse momentum,
pT . Due to the hadronic nature of protons, the centre of mass frame must undergo a
Lorentz boost to better confine the collision in x−y space. The cylindrical symmetry
of the detector is utilised to measure an azimuthal angle, ϕ, measured around the
beam axis, and θ is defined as the polar angle from the beam axis. Conventionally,
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pseudorapidity, η, is measured, instead of θ, where
η = − ln tan(θ
2
)
and distance from the beam interaction point is taken to be ∆R =
√
∆η2 +∆ϕ2.
Only the four-momentum of muons, electrons, and photons are measurable by the
ATLAS detector.
Figure 3.4: Summary of cross section (σ) measurements taken by ATLAS for some
Standard Model processes, with their theoretical expectations. [19]
Missing Transverse Momentum
Before collisions take place, there is no momentum in the transverse plane, as protons
travel only along the beamline, so the sum over all objects
∑
p⃗T = 0 for each event.
When the four-momentum of physics objects (defined in 3.3) in each event are
summed, the result is usually non-zero, and this remaining quantity is denoted p⃗missT
with a modulus that is referred to as the missing transverse energy, Emisst [21]. In
the LHC, and thus in ATLAS, Emisst comes from sources including neutrinos (whose
interaction with matter is too small to be picked up by the detector), objects whose
momentum is lost because they fall outside the detector acceptance, and objects
that are poorly reconstructed, leading to an anomalous contribution to the Emisst .
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Figure 3.5: A cross section in the transverse plane of the ATLAS detector, showing
the concentric sub-systems, and the interactions of different particles with these
systems. Dashed lines are invisible to the detector. [20]
3.2.1 Magnet System
ATLAS uses its three magnet subsystems to bend charged particles in order to
accurately measure their four-momentum by taking advantage of the Lorentz Force
Law.
F = qE+ qV ×B (3.3)
By rearranging the Lorentz force, the momentum, p, for a given particle is ob-
tained, relating to the magnetic field, B, and radius of curvature, r, by p = qBr.
The sub-systems are comprised of the central solenoid, the barrel toroid, and the
end-cap toroid. The central solenoid completely encases the inner detector, and has
a 2T field. The barrel and end-cap toroids both have 4T magnetic fields and sit
around the calorimeter and in the end-caps respectively, as seen in Figure 3.6.
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Figure 3.6: ATLAS magnet system schematic. [18]
3.2.2 Inner Detector
The Inner Detector is the most complex and sensitive of the detector sub-systems.
Labelled in Figure 3.5 as “Tracking”, it is the first part of ATLAS to see the decay
products of the collisions. With a total diameter of 2.5 m, it is comprised of three
different subsystems, all contained within the solenoid magnet, and is responsible for
tracking the paths of charged particles. From closest to furthest from the beam line,
the Inner Detector is comprised of the Pixel Detector, the Semi-Conductor Tracker
(SCT), and the Transition Radiation Tracker (TRT).
The Pixel Detector is the innermost of the sub-detectors, and is responsible for
providing the most precise position measurements. It covers a range of |η| < 2.5 in
R− ϕ and z, and is made of high purity silicon. Typically, tracks cross three of the
50 × 400 µm2 pixels, which across the detector make up some 80.4 million readout
channels.
The Semi-Conductor Tracker (SCT) is made up of two sets of silicon strips; one
in the z direction to measure in R − ϕ, and petal-like radial strips in the end cap
region. A track will generally cross the SCT eight times.
The Transition Radiation Tracker, comprised of straw drift tubes, supply both
position measurements and particle identification. It operates only in R− ϕ but its
351,000 channels allow for up to 36 crossings of a track per event, so it is able to
see tracks as they progress from η = 0 to η = 2, thus providing a high degree of
precision in the transverse plane.
As the LHC increases the energy of proton collisions, more sensitive detectors
with faster electronics need to be built to resolve different particle interactions. The
upgrade of the Inner Tracker, ITk, and The University of Adelaide’s role in these
upgrades, will be presented in Chapter 4.
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3.2.3 Calorimeters
ATLAS has two calorimeters; the electromagnetic calorimeter, and the hadronic
calorimeter. The EM calorimeter measures the energy of electrons and photons
as they interact with matter, in this case liquid Argon and lead. The hadronic
calorimeter samples the energy of hadrons as they interact with the atomic nuclei
of plastic scintillator tiles, in the case of the barrel, and liquid Argon in the end
cap, and is used for jet reconstruction and Emisst measurements. The calorimeters
are designed to absorb most of the particles, and so they themselves act in part as
radiation shielding for the muon system.
3.2.4 Muon Spectrometer
The outermost system of the ATLAS detector measures the momenta of muons.
The muon spectrometer is made up of four different components; monitored drift
tubes and cathode strip chambers measure the deviation of muons through the
spectrometer under the influence of the magnetic field while resistive plate chambers
and thin gap chambers are used for the trigger system. The barrel and end-cap
magnet systems provide a field that is orthogonal to the muon trajectory, which
reduces scattering and therefore improves precision.
3.2.5 Trigger System
With the order of 109 proton-proton collisions per second in the LHC, only small
sample of these will produce events relevant to any specific analysis. To reduce the
data to manageable levels, ATLAS uses a multi-level trigger system which selects
events with specific energies or particle types. The L1 trigger searches for physics
objects, such as photons, electrons, jets, high-pT muons, and quantities such Emisst ,
and total transverse energy. It is a hardware trigger, and results from the muon
spectrometer and calorimeters shape the Regions of Interest that are then passed
to other electronic systems and higher level triggers. The higher level trigger is a
software trigger, and uses the 2% of event data that has passed the L1 trigger to
form events from all available detector data, before it is sent to offline processing
and storage.
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3.3 Object Definitions
Consistent metrics are needed so that physics objects can be defined in the detec-
tor. In general, they are split into leptons, jets, and the previously defined missing
transverse energy, Emisst . Their energies are measured in electronVolts, eV.
3.3.1 Leptons
Real leptons must originate from a primary vertex that has at least two tracks, and
each of these tracks must each have pT > 400 MeV. For events with more than one
primary vertex, the one with the largest pT is used, and this is called the leading
lepton.
Electrons
Electron candidates are identified in the calorimeter as an energy cluster, and must
be reconstructed from a track observed in the Inner Detector. Using a predefined
likelihood (LH) function, they are categorised as LooseLH, MediumLH, or TightLH
which have identification efficiencies of 96%, 94%, and 88% respectively for an elec-
tron with ET > 15 GeV [22] [23].
Muons
Muon candidates can be constructed by matching tracks from the Inner Detector
to those in the Muon Spectrometer, and are reconstructed using one of four algo-
rithms. Muon candidates 20 < pT < 100 GeV, are categorised into working points
for identification; Loose, Medium, Tight, and HighPt, and have efficiencies of 98.1%,
96.1%, 91.8%, and 80.4% respectively [24].
Taus
Taus are not stable leptons, and so must be detected from their decay products. In
the ATLAS detector, taus are reconstructed from hadronic decays [25], (rather than
from QCD jets to reduce mis-identification), which present mostly as pions. Using
the anti-kT jet algorithm [26], events in the hadronic calorimeters with pT > 10
GeV are used, again with Tight, Medium, and Loose working points with efficiencies
of 60%, 45%, and 30% respectively for tau candidates with 40 GeV < pT < 100
GeV [27].
3.3.2 Jets
With the exception of the top quark, strongly interacting particles in the initial
proton collision will decay. A jet is a cluster of a set of particles, which ATLAS
identifies from particle tracks, and matches the tracks to strong activity in the
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hadronic calorimeter [28]. There are a variety of clustering algorithms, but ATLAS
uses the anti-kT algorithm [26] with radius ∆R = 0.4 for most analyses.
b-tagged jets
A b-jet is any jet that contains a b (or b̄) quark. These are the result of the short-
lived b quarks hadronising into a B-meson (b̄q), and are described by a likelihood
function which discriminates between jets with and without b objects [29].
3.4 Event Simulation
While it is important to correctly define and detect real events within particle
physics, it is equally important to have robust theoretical models with which to
compare event data. For this modelling, Monte Carlo (MC) generators are used.
There are numerous generators, each of which use a different algorithm to generate
a random set of events based on specific theoretical models.
3.4.1 Generators
Particles interact with themselves and each other in a variety of ways, at energies
ranging from MeV to TeV. Generators are designed to model QCD scattering and
perturbations. The Leading Order (LO) term in a perturbative expansion is the most
important contribution to the model, with Next-to-Leading Order (NLO) being the
next most important, and so on, with each subsequent order being more suppressed.
The Matrix elements of these perturbations are calculated at least to LO, and often
to NLO, using Parton Distribution Functions (PDFs). PDFs model the “probability
to find partons (quarks and gluons) in a hadron as a function of the fraction x
of the proton’s momentum carried by the parton” [30]. The most commonly used
generators for Standard Model interactions are Pythia [31], Herwig [32, 33], and
MadGraph5 [34], and are specified for each individual analysis.
3.4.2 Weighting
Generators are designed to replicate specific observables observed in detectors, such
as particle momentum and relative abundance. Event statistics can be increased,
and uncertainties reduced, by weighting events. Usually, the whole sample is nor-
malised to 1 fb−1 so that it can be scaled for each analysis, and conventionally the
sum of weights is used, instead of the number of events. This in turn can lead to
some events being assigned negative weights, which can cause problems in later mod-
elling, as some algorithms are not designed to handle negatively weighted events,




The large volume of data produced by the LHC provides new and exciting challenges
in the area of high-speed data acquisition in the ATLAS detector, and will yield a
new set of challenges when the High-Luminosity LHC comes online in 2026. These
challenges are being addressed by teams across the world, using a combination of
software, hardware, and firmware, that is to be installed into the ATLAS detector
during the Long Shutdown 3 in 2024–2026, shown in Figure 4.1. Presently, the Uni-
versity of Adelaide is involved with a test stand for the data acquisition (DAQ) for
the Inner Tracker Pixel Detector, with the RD53A chipset. This work will enable
future testing and studies of the Inner Tracker Pixel and Strip Modules as they are
built, as well as providing a space to develop the supporting software and firmware
for the data acquisition from these modules.
Statement of Contribution: The work done to set up and prepare the laboratory
for the ITk modules has been largely performed by the author. While this work is
done in collaboration with the ATLAS ITk team, it has been necessary to prepare
an environment in which the work can be performed locally, including interfacing
the proposed set up with pre-existing hardware capabilities. This has also resulted
in a set of documentation for use by other local ATLAS members using our facilities.
4.1 HL-LHC
From 2026, the Large Hardon Collider will operate at an instantaneous luminosity
of 7.5× 1034 cm−2 s−1, delivering over 200 proton collisions per bunch crossing [35].
In the decade after these upgrades, ATLAS aims to collect 4000 fb−1 data. This
era is known as the High-Luminosity Large Hadron Collider, or HL-LHC. With this
increase in data production and collection, new challenges are presented to both
detector hardware and data acquisition methods. Physicists around the world are
working to prototype, test, and produce new hardware and software solutions for
the ATLAS collaboration.
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Figure 4.1: Upgrade and data collection timeline for the Large Hadron Collider. [36]
4.1.1 Overview of the Inner Tracker
As was discussed in Section 3.2.2, the Inner Tracker is the closest sub-detector
system to the beam line, and therefore the most complex and has the highest sensor
density. A diagram of the original Inner Detector is shown in Figure 4.2. The Pixel
Detector, which is discussed in detail here, has over 80 million pixel units alone.
This new system will be comprised of a Pixel Detector and a Strip Detector, and
will take up the same volume as the current setup, so that the Transition Radiation
Tracker will be replaced by these systems. Four barrel layers and six end cap petals
at each end of the detector made of the Strip Modules will surround a five layer
Pixel Detector. The ITk is designed to be a permanent fixture, and so will need
to operate for 10 or more years at high efficiency, as only the two innermost Pixel
layers will be able to be replaced at 2000 fb−1. This calls for the materials to be
radiation hard, as the 4000 fb−1 data will receive around 10 MGy of radiation [37].
Figure 4.3 shows a candidate layout of the Inner Tracker in z − R space, where z
is the distance along the beam line from the interaction point, and R is the radial
distance from the interaction region. The Strip Modules are indicated in blue, and
the Pixel Modules are in red.
4.1.2 Pixel detector
The Pixel Detector works by converting the charge deposited from particles passing
through a silicon pixel into a digital value, and the time spent over a specific thresh-
old value, Time over Threshold (ToT). This tracker will be made of high-purity
silicon, and have precision tracking capabilities up to |η| = 4. The pixels themselves
are either 50 × 50µm2 or 25 × 100µm2 and make up 104 hybrid modules of one to
four pixels bonded to a silicon sensor. These modules are placed in three different
configurations; parallel to the beamline in low η, tilted at an angle towards the
beamline for medium η, and perpendicular to the beamline for high η.
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Figure 4.2: Detailed view of ATLAS’ Inner Detector. [18]
Figure 4.3: Schematic of the ITk layout with Strip Modules in blue, and the Pixel
modules in red. [35]
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4.2 Test Stand
The University of Adelaide is providing a test stand in which to try out some of
the hardware that will be used for the ITk upgrades. Much of this set up involves
providing a robust environment and documentation for the systems used and work
performed, so that it is comparable to work done across the collaboration. Here,
the work has revolved around the high-speed in-out (HSIO2) boards [38] with a
mounted Reconfigurable Cluster Element (RCE) developed at the Stanford Linear
Accelerator Complex (SLAC) in California, as well as working with the RD53A
chipset [39] produced by the Lawrence Berkeley National Lab (LBNL). A schematic
of the current setup and how it is interfaced with the Front End Boards (FEBs) is
shown in Figure 4.4.
Figure 4.4: A simple schematic of the test stand setup at Adelaide University.
4.2.1 HSIO2 and RCE
The development board currently in use is the HSIO2, developed at SLAC, and
shown in Figure 4.5. It is a simple interface platform comprised of a Rear Tran-
sition Module, a Reconfigurable Cluster Element, RCE, connectivity to Front-End
(FE) electronics, and has the capacity to be parallelised with other HSIOs in an
Advanced Telecommunications Computing Architecture (ATCA) crate. This board
was designed to be a standardised system to provide buffering for the FEBs tested
in the ITk upgrades. The small size of these modules allow for them to be placed
in test beams and tested with realistic data before they are used in the ATLAS
detector.
The HSIO2 hosts a Data Transition Module (DTM) which houses the RCE. The
RCE is incredibly powerful as it allows for multiple pixel readouts, and up to four
individually configurable modules are able to be hosted per board. These RCEs are
able to be individually accessed and reconfigured, so that if there is a new firmware
update, or an issue with one RCE, it can be rectified with software and firmware on
the fly, without interrupting the operation of the other Pixel Modules or ITk as a
whole. With such a complex setup, this configurability is a powerful tool that would
allow the ATLAS detector to continue operation should a problem occur mid-run.
Clock synchronisation is one of the most important aspects of data acquisition. It
is imperative that all components of the ATLAS detector are perfectly synchronised
with not just each other, but the LHC as a whole, to enable precision tracking. The
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RCE allows the combination of several parallel data streams to be combined and




























Figure 4.5: Diagram of the High-Speed In-Out board showing connectivity ports. [38]
4.2.2 The RD53A Chip
The RD53 Collaboration is a team from both both the ATLAS and CMS (Compact
Muon Solenoid) experiments who are designing and producing pixel readout chips
for the upgrades at the HL-LHC. Their current focus is developing a test chip, the
RD53A, which will enable many institutions to test the primary features of the pixel
front end, such as irradiation, geometry, bonding to other modules, and high-speed
data I/O. The FE hardware is shown in Figure 4.6 and the RD53A chip in Figure
4.7. The RD53A connects to one of the eight Pixel Module connections on the FEB,
and the FEB to the HSIO2.
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Figure 4.6: A Front End Board showing connectivity for up to eight Pixel Modules.
Figure 4.7: The RD53A chip.
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4.2.3 YARR
The software currently in use for testing and debugging the hardware is Yet Another
Rapid Readout, or YARR [40]. This software is a flexible platform that integrates
both Strip and Pixel modules, and allows for many different FE hardware configura-
tions. It also hosts the RD53A emulator and has been especially useful for running
ToT scans and for debugging connectivity issues before FE hardware is acquired.
4.2.4 Current Status
Presently, the Adelaide test stand is able to connect the host computer to the RCE
and HSIO2 to load and update firmware. The HSIO2 is able to be interfaced with the
ATCA crate to allow for parallelisation of multiple boards and RCEs, which are able
to be accessed and reset individually. The RD53A emulator runs dummy scans and
interfaces well with the host computer. The hardware setup was trialled in May 2019
at SLAC and LBNL through a remote connection and with a number of different
configurations in preparation for FE hardware when it is available. Documentation
is being produced for this specific setup and for the tests being performed. Once
Pixel Modules are produced in the coming years, they will be able to be tested here.
The test bench at the University of Adelaide is designed to provide a robust and
repeatable experimental environment for the testing of ITk modules.

Chapter 5
The Standard Model Four Top
Analysis
The Standard Model predicts the production of events containing four top quarks,
tt̄tt̄. Until the advent of the LHC, it has been impossible to create this process. As
such, to date it has not been observed due to its complex decay structure and low
cross section, currently predicted to be σtt̄tt̄ = 11.97+18%−21% fb [41]. The aim of this
analysis is to be able to extract a statistically prevalent signal strength of the four
top process from the background processes. The signal strength acts as a measure
of signal presence in data, with µ = 0 representing a background-only hypothesis,
and µ = 1 being the background with a Standard Model tt̄tt̄ process, currently
measured to be µtt̄tt̄ = 1.08 [41]. Deviations from a value of unity would indicate
that a different cross section would better model the process. This result will be
considered significant if the measurement fluctuates more than 3σ from the results
in [41].
The four top channel is a promising place to look for new, or Beyond Standard
Model (BSM) physics, as the top quark has near-unity coupling to the Higgs boson,
and it is theorised that the Higgs couples to BSM candidate particles.
The tt̄tt̄ analysis is being performed with Boosted Decision Trees and Multivari-
ate Analysis Packages to extract a signal strength, and this chapter details some
of the processes used to extract the tt̄tt̄ signal in the same-sign and multi-lepton
regions (SSML), using 139 fb−1 data collected from Run II of the ATLAS detector




















Figure 5.1: Feynmann diagrams showing the production of tt̄tt̄ at leading order in
the Standard Model [42].
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5.1 Top Quark Properties
The top quark was first detected at Fermilab in 1995 [43] and has a mass of 173
GeV [4]. It the heaviest elementary particle, and has the shortest lifespan at 5×10−26
s. The unique properties of the top quark allow for an exploration of new and exciting
physics phenomena, such as particles beyond the Standard Model, and rare Standard
Model processes. These searches are able to be performed due to the existence of
hadron colliders.
In proton-proton colliders such as at the LHC, top quarks can be produced
in pairs, from mainly qq̄ → tt̄ and gg → tt̄ at leading order. At the LHC, the
dominant production mechanism for tt̄ is gg. The current cross section for tt̄ at the
LHC is σtt̄ = 830.4 pb [44]. From the CKM Matrix, (Equation 2.1), it is seen that
|Vtb| = 0.999. Therefore, the top quark decays to a bottom quark almost exclusively,
and it is the only decay mode considered here. This decay produces a W+ boson, as
seen in Figure 5.2, and is the same for a t̄ quark, with charges of the other particles
reversed.
Figure 5.2: The top quark is considered to decay to a bottom quark and W+ boson.
5.1.1 W Boson Properties
As it is the W boson that mediates the top decay, it is the W whose decay products
are of particular interest, especially when forming the signal region for the tt̄tt̄
analysis. The W boson decays either hadronically to a quark anti-quark (qq̄′) pair,
or leptonically to a lepton neutrino (lν) pair, as shown in Figure 5.3. These decays
are experimentally measured to occur at different rates, both for single W± decays,
and for states with W+W− pairs, such as those coming from a tt̄ pair like those
produced in the tt̄tt̄ analysis. The decays and associated branching fractions of
single and paired W bosons are summarised in Table 5.1 and the final states of
top-anti-top pairs via the W are summarised in Table 5.2.
5.1 Top Quark Properties 31
(a) W → qq̄′ (b) W → lν
Figure 5.3: W boson decay modes.
Table 5.1: Decays and associated branching fractions of the W boson. [4]
Decay Mode Branching Ratio
W+ → qq̄′ 67.41± 0.27%
W+ → l+ν 32.59± 0.40%
Table 5.2: tt̄ decay modes. [4]
tt̄ Decay Modes Branching Ratio Decay Type
tt̄ → W+bW−b̄ → qq̄′bq′′q̄′′′b̄ 45.7± 0.4% fully hadronic
tt̄ → W+bW−b̄ → qq̄′bl−ν̄lb̄+ q′′q̄′′′bl+νlb̄ 43.8± 0.7% semi-leptonic
tt̄ → W+bW−b̄ → l′+νl′bl−ν̄lb̄ 10.5± 0.3% fully leptonic
Currently, tt̄tt̄ production is being explored by the ATLAS Collaboration in two
main channels, 1LOS, and SSML, which are one lepton, and a pair of opposite sign
leptons, and a pair of same-sign leptons or three leptons, respectively. Here, leptons
refer only to electrons and muons, but may include those that are produced from a
tau decay. Figure 5.4 shows the branching ratios of the possible final states for four
top quarks. Only the SSML channel is considered in this thesis.
As discussed in Section 5.1, top quarks decay into bottom quarks and W -bosons,
both of which hadronise into an array of jets, visible objects such as leptons, and
invisible objects such as neutrinos. The SSML analysis channel monopolises on
regions of phase space with low background event contamination, even though the
branching ratio is only 12.1% of the total W decay.
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hhhh (31.1 %)
lhhh (42.2 %)
llhh OS (14.3 %)
llhh SS (7.2 %)
lllh (4.9 %)
llll (0.4 %)
Figure 5.4: Branching ratio for four W bosons, where l is an electron or muon, h is
a hadronic decay, SS is same-sign leptons, and OS is opposite-sign leptons. [45]
5.2 Object and region definitions
Before events are categorised into sub-channels, they must first pass a pre-selection.
For the SSML region, this selection includes the requirement that there must be at
least two same-sign leptons, each with pT> 28 GeV, and one or more b-tagged jets.
In the multi-lepton events and di-electron same-sign events, the combined mass mℓℓ
of these leptons must fall outside of a Z-mass window, 81 < mℓℓ < 101 GeV.
The physics objects considered in this tt̄tt̄ measurement are electrons, muons,
jets, b-jets and missing transverse momentum. These objects are discussed in detail
in the following section, and are summarised in Table 5.3. The channels are shown
in Figures 5.5 and 5.6.
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Figure 5.5: Events are split by lepton multiplicity, then further categorised into
channels by lepton charge, and then sub-categorised by flavour. [45]
Figure 5.6: Channel definition for the Standard Model Four Top analysis. The 1LOS
analysis is not considered in this work. [45]
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Table 5.3: Summary of object identification and definitions.
Electrons Muons Jets b-jets
loose tight loose tight
pT [GeV] > 10 or > 28 > 10 or > 28 > 25 > 25
|η| < 1.37 or 1.52 – 2.47 < 2.5 < 2.5 < 2.5
ID quality mediumLH tightLH medium cleaning MV2c10 70% o r 77%
ECIDS (ee, eµ) ECIDS (ee, eµ) + JVT
Isolation none FCTight none FixedCutTightTrackOnly
Track vertex :
− |d0/σd0 | < 5 < 3
− |z0 sin θ| [mm] < 0.5 < 0.5
5.2.1 Electrons
The Egamma Combined Performance (CP) group recommends a likelihood-based
electron identification which implements cut-based methods to improve background
rejection [46]. There are five working points which are supported for likelihood-
based (LH) electrons [47], of which the TightLH identification (88% efficiency) is
used here, with an additional requirement on the electron isolation corresponding to
the FCTight isolation working point (WP) [48]. In the region (1.37 < |η| < 1.52),
electrons are rejected to reduce the contribution from non-prompt and fake electrons
due to detector design in the liquid Argon calorimeter, known as the LAr crack
region. Electron candidates satisfying pT > 28 GeV and |η| < 2.47 (except the LAr
crack region veto) are selected. Scale factors are then applied to the Monte Carlo
simulation to correct for efficiency differences between data and Monte Carlo events.
The e±e± and e±µ± channels are sensitive to charge mis-identification, as events
often contain a high-pT electron, which presents as near-straight track, making
charge identification more difficult. A Boosted Decision Tree discriminant, ECIDS
[49], is used to average the charge from multiple calorimeter hits, and obtain the
correct polarity. For the TightLH working point, the ECIDS operates at 98.05%.
5.2.2 Muons
The Muon Combined Performance Working group (MCP) [50] supports five work-
ing point effeciencies for muons, and in this analysis they are required to pass the
Medium quality (96.1% efficiency), with pT > 28 GeV, and |η| < 2.5. Additionally,
muons must pass the FixedCutTightTrackOnly isolation working point [48]. The
MCP-recommended standard selection for the longitudinal and transverse impact
parameters are applied. Similarly to electron candidates, for muons the associated
scale factors for identification and isolation are applied as multiplicative factors to
the Monte Carlo simulation event weights.
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5.2.3 Jets
Jets are reconstructed using the anti-kt algorithm [26] with a radius of R = 0.4 using
topological calorimeter clusters [51]. To suppress jets which originate from pile-up
collisions, the JetVertexTagger (JVT) [52] is applied to the selected jets [53]. Only
jet candidates satisfying pT > 25 GeV and |η| < 2.5 are selected.
b-jet tagging
As previously discussed, top quarks always decay to produce bottom quarks, and so
b-jets are especially pertinent to this analysis. The multivariate MV2c10 algorithm
[54] is used to identify jets which originate from a b-hadron. The b-jet selection is
made on an efficiency of 77% for the SSML channel, however to use the full b-tagging
information of an event, each jet is given a pseudo-continuous b-tagging score that
defines if the jet passes the b-tagging operating points of 85%, 77%, 70% and 60%,
giving respectively a score of five, four, three and two, or if the jet does not pass
any of the previous working points, one. It is this tagging score that is used as a
variable in the analysis.
5.2.4 Missing Transverse Momentum
The missing transverse momentum vector pmissT , with magnitude Emisst is used to de-













where pSoftTermT arises from tracks not associated to any reconstructed object.
5.2.5 Overlap removal
A procedure called Overlap Removal is used to avoid double counting in final state
objects. The Loose definitions for electrons and muons are applied, which have
efficiencies of 96% and 98.1% respectively. An algorithm is used to solve ambiguities
where the same detector information is used for multiple particle candidates. This
algorithm uses the BoostedSlidingDRMu option [55]:
• An electron candidate track overlapping with another electron is removed.
• In the calorimeter, a muon sharing a track with an electron is removed.
• Electron candidates which share a track with muon candidates are removed.
• If ∆R between a jet and an electron is smaller than 0.2, the jet is dropped. In
cases of multiple jets fulfilling this criteria, only the closest jet (with respect
to ∆R) is removed.
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• A jet with fewer than three tracks associated to it which is located within
∆R < 0.2 of a muon is removed.
• A jet with fewer than three tracks associated to it is removed if it has a muon
inner-detector track matched to it.
• The muon is removed if the distance between a jet and the muon is ∆R < 0.4.
• The muon is removed if the distiance between a remaining jet and the muon
is ∆R < 0.4 + 10GeV/ptµ, with ptµ being the transverse momentum of the
muon.
The AnalysisTop software (tag 21.2.75) is used for the final results in the tt̄tt̄
analysis. The AnalysisTop software will not be discussed further, only referenced
here for completeness. It is only important to note that this software is a dedicated
package, written for the purposes of Top physics at ATLAS, and was kept consistent
throughout the analysis.
5.3 Defining the Four Top Signal
The analysis uses three types of region to look for events containing four top quarks;
the Signal Region (SR), Control Region (CR), and Validation Region (VR). These
regions allow data and Monte Carlo events to be compared, to ensure correct mod-
elling for the backgrounds present. The Signal region is presented separately to the
Control and Validation Regions, which will be discussed as part of Section 5.5. The
multiplicity and kinematic restraints on these objects are known as cuts. These re-
gions are summarised in Table 5.4, where HT is measured in GeV, and Mee@ConvV
and Mee@PV is the dielectron mass from the conversion vertex, or primary vertex,
respectively. Further definitions are provided in the following sections.
Table 5.4: Summary of Signal, Control, and Validation Regions for the SSML chan-
nel. HT takes units of GeV. These regions and objects are defined in the following
sections.
Region Channel Nj Nb Other Requirements Fitted Variable
SR SS+3L ≥ 6 ≥ 2 HT > 500 BDT
CRttbarCO SSee || SSmm 4 ≤ Nj < 6 ≥ 1 0 < Mee@ConvV < 0.1 Mee@PV
200 < HT < 500
CR1b3Le eee || eem = 1 100 < HT < 250 Leading pT (l)
CR1b3Lm emm || mmm = 1 100 < HT < 250 Leading pT (l)
CRttW2L SSee || SSmm 4 ≤ Nj ≥ 2 Mee < 0 or Mee > 0.1, |η(e)| < 1.5 ΣpT (l)
for Nb = 2, HT > 500 or Nj < 6
for Nb ≥ 3, HT < 500
CRlowBDT SS+3L ≥ 6 ≥ 2 HT > 500, BDT < −0.2 BDT
VR ttZ 3L, failed Z veto ≥ 6 ≥ 2 HT > 500 counting
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5.3.1 Signal Region
The Signal Region (SR) is a subset of phase space in which the events of interest, in
this case, four top quarks, are most likely to be found. In order to prevent a biased
optimisation of the analysis, this region is blinded until all backgrounds and signal
Monte Carlo are adequately modelled. For the SSML region, events are required to
have two same-sign leptons, or three leptons, at least six jets, of which at least two
are b-tagged, and that the scalar sum of these objects’ transverse momenta, HT , is
at least 500 GeV, as shown in Figure 5.7. The method for extracting the four top
signal using Boosted Decision Trees (BDTs) and the results obtained are discussed
at length in Section 5.4.
Figure 5.7: The Signal Region is blinded above 500 GeV. [45]
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5.4 Multivariate analysis
There is often no one ‘right way’ to perform a physics analysis, especially if it
involves complex final states, or events with a small cross section. One way to ex-
tract a signal strength is with a Multivariate Analysis, in this case performed with
ROOT ’s Toolkit for Multivariate Analysis (TMVA), using Boosted Decision Trees
(BDTs). Performing a multivariate analysis allows the analysis to be performed on
a number of different physics variables simultaneously, particularly for those which
might be correlated. This method has proved especially successful in the tt̄tt̄ SSML
analysis, as the Signal Region suffers from low statistics, which can be overcome
through training the model on Monte Carlo, which can be scaled up to have many
more events.
Statement of Contribution: The author’s main contribution to the SM Four
Top analysis has been in the optimising and testing of the Boosted Decision Trees.
These tests were done by changing the input parameters, and manually checking
the ROC integral and overtraining plots for each combination. These tests were also
performed with an iterative removal process of the variables to produce a final list
of variables and parameters over which to run the full analysis to optimise the signal
strength obtained.
5.4.1 Boosted Decision Trees
A decision tree is a way of dividing phase space using multiple classifications, or bi-
nary operations. Decision trees can also undergo boosting, when different algorithms
are applied to the same classifications to improve the performance and stability of
the final tree. The tt̄tt̄ analysis uses a binary classifier to divide events into Signal
and Background regions, and additionally employs a bagging technique, where trees
are repeatedly sampled to minimise statistical fluctuations. This is important for
regions with low statistics, such as the tt̄tt̄ signal, and multi-lepton backgrounds.
These trees are weighted and recombined to give a single tree as a final result. The
trained events need to be tested against the expected outcome, and thus the Monte
Carlo events are divided into two groups, training and testing, based on their event
number, odd or even, which enables the studies to be replicated and compared using
full event statistics. Event counts show that this method of splitting yields a less
than 1% difference between odd and even groups. The events trained through the
BDT are then plotted against their untrained partners to determine if the BDT is
performing correctly.
First, 20% of the events are set aside and are not used in any optimisation,
which ensures that there is no bias when checking training and testing events. The
remaining 80% are split by odd or even eventNumber, which gives two equal and
orthogonal sections of the sample that are easily reproducible for every training and
testing, as shown in Figure 5.8.
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Arrow:  Train Test
Figure 5.8: Overview of BDT sample training. [45]
The BDT then undergoes training and testing on each of the 40% sections of
events. During training, the truth information is provided to the BDT so that it
can learn which events are signal and which are background. This is done to the
odd and even samples separately, which generates a weighted discriminant variable
between -1 and +1, with -1 being most background-like, and +1 being most signal-
like. This variable is then applied to the other sample in the testing step. If the
training was performed on the odd sample, it will be tested on the even sample, and
vice versa. The outputs of this step are plotted and must be checked manually for
poor modelling. It is, however, possible that any errors introduced in these steps
will go unnoticed across the 80%, so the training is then validated on the remaining
20% that was not used previously, to check the performance on a sample never used
in the BDT.
Table 5.5 shows the signal selection criteria that are used to select events on
which to train the BDT. Here, the SSML signal region is used with only MC events
in the tt̄tt̄ sample. Any Data/MC comparisons used to validate the BDT are done in
the BDT ≤ −0.2 region, which should contain mostly background events, in order
to keep the Signal Region blinded.
Table 5.5: BDT event selection.
Region/Variable HallT [GeV] Nj Nb (MV2c10@77%) Leptons
BDT > 500 ≥ 6 ≥ 2 SS2L || 3L
While the BDT could be trained on all variables in the nTuple, the analysis would
then involve the systematic errors on all variables, reducing precision of the training
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for no additional gain. Additionally, only a few variables are useful for studying the
separation between background and signal, and some variables are highly correlated.
There are two kinds of discriminating factor taken into account when selecting
variables for use in a multivariate analysis; a variable’s separation, and its rank-
ing. Separation describes the power a variable has to distinguish between signal
and background particle distribution functions. The separation is zero for identical
PDFs, and one for shapes with no overlap. Figure 5.9 shows a comparison of the
b-tagging score, which has good background (red) and signal (blue) separation, with










for some variable y, for signal S and background B [56]. For this analysis, the
separation of variables is used in addition to the knowledge of a particle’s kinematic
behaviour. For example, it is known that a tt̄tt̄ event will have at least four b-tagged
jets, whereas a single top process would only have one, but this is not so obvious for
other kinematics, such as lepton and jet distance, so the separation plots are used
to make an initial selection.
Figure 5.9: Comparison of variables that have good signal and background separa-
tion (b-tagging score, left) with one that does not (leading lepton pT , right).
The ranking of a variable indicates how often it is used to split the binary tree
nodes, weighted by the square of the separation gain this yields. It is more math-
ematically robust than separation, as it gives a numerical outcome that can be
directly compared between all variables.
Gradient Boosting
Gradient boosting is an algorithm that is robust in the presence of outlier or misla-
belled data points, which is useful for low statistics regions, and so it is used in the
tt̄tt̄ analysis. The TMVA GradientBoost minimises a binomial log-likelihood loss of
L(F, y) = ln(1 + e−2F (x)y) (5.3)
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to classify signal and background events for variable y [56]. This works best on small
trees and are therefore much less likely to be overtrained. This robustness can be
further increased with the use of a Shrinkage parameter, which controls the weight
assigned to each individual tree, and is the rate at which the model learns. A small
shrinkage, in the range of 0.1-0.3, increases the number of trees grown, therefore
improving the accuracy of the prediction as the residuals in the model are smaller.
ROC Curves
A ROC curve, short for Receiver Operating Characteristic, is a measure of how well
a signal can be measured against a single background, or set of backgrounds. It
is impossible to separate signal events completely from background processes, but
careful event selection criteria, as was discussed in 5.2, is key in identifying events
that come from the production from four top quarks, as opposed to those that do
not, but may have similar physics signatures. The integral of the ROC curve – a
value between 0 and 1 – measures how much signal is correctly obtained, calculated
by Equations 5.4 and 5.5. This is represented graphically by a curve showing Signal
vs Background Rejection, and the variable of interest obtained is the Area Under
Curve (AUC) or integral, shown in Figure 5.10. An integral close to 1 indicates
a well-modelled BDT outcome. It is important to note, however, that this curve
and integral alone cannot determine whether the model has been trained correctly,
just that it seems to perform well, which can lead to Type I and Type II statistical
errors, as shown in Table 5.6. Once the signal and background overlays have been
checked for overtraining outcomes, it is the ROC integral that determines how well
the BDT performs.
εsig =
N.Events classified as signal
N.Events truly signal
{
1 All signal correctly obtained (best)
0 No signal correctly obtained (worst)
(5.4)
εbkg =
N.Events classified as signal
N.Events truly background
{
1 All background wrongly classified as signal (worst)
0 No background wrongly classified as signal (best)
(5.5)
Table 5.6: Types of statistical errors possible.
True
Classified Signal Background
Signal True Positive Type-II Error (False Negative)
Background Type-I Error (False Positive) True Negative
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Figure 5.10: Sample ROC Curve showing an Area Under Curve (AUC) of 0.50
(green), 0.79 (blue), and 1 (red).
5.4.2 Optimising the BDT
The TMVA package has a set of default parameters, which are fine-tuned for each
analysis to improve the signal to background ratio. The tuning of these parameters
is determined by the value of the AUC, and the appearance of over- or under-training
in the output, as shown in Figure 5.11. These parameters are then iteratively
changed, while checking training plots and AUCs, until an optimal value is reached.
Along with these parameters, the variables included in the BDT are also removed
iteratively, to check their impact on the overall fit. The parameters used in this
optimisation are
• Maximum Depth (Max.D.): Number of maximum split BDT nodes allowed
• Number of Cuts (nCuts): Number of grid points in variable range used in
finding optimal cut in node splitting
• Minimum event fraction (nMin%): Minimum percentage of events in leaf re-
quired to split
• Shrinkage: Weight of individual trees (learning rate)
• Bagging: Random sampling fraction size, which includes resampling
• Number of trees (nTrees): Number of trees grown during the iteration
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The default parameters used in TMVA are summarised in Table 5.8, which gives
a ROC integral of 0.851, as shown in Figure 5.12.
Using the output list of variables from the BDT testing, and removing the lowest
ranked variable out of any two that had a more than 70% correlation, a list of the
most important variables is summarised in Table 5.7. The variables are listed by
their ranking, according to the output of the TMVA ranking variable.
Table 5.7: Variables used in the initial optimisations of the BDT. The Rank is
output of the TMVA ranking variable.
Rank Variable Description
1 ΣwMV2c10 Sum of MV2c10 pseudo-continuous b-tagging score over all jets
2 pℓ0T Transverse momentum of leading lepton
3 EmissT Missing transverse energy
4 ∆R(ℓ, ℓ)min The minimum distance between any lepton pair
5 pjet5T Transverse momentum of 6th leading jet
6 ∆R(ℓ, b)max The maximum distance between leptons and b-tagged jets
7 Hno lead jetT Scalar sum of all lepton and jet pT except leading jet
8 Σ∆R(ℓ, ℓ)min Sum of the distance between leading and sub-leading leptons
in SS or leading, sub-leading and third-leading leptons in 3ℓ
9 ∆ϕ(ℓ0, j0) The transverse angle between leading lepton and jet
10 pjet0T Transverse momentum of leading jet
11 ∆R(j, b)min The minimum distance between b-tagged jets and jets
12 ∆R(ℓ, j)min The minimum distance between leptons and jets
13 pb−jet0T Transverse momentum of leading b-tagged jet
14 ∆R(ℓ, b)min The minimum distance between leptons and b-tagged jets
15 pℓ1T Transverse momentum of sub-leading lepton
16 pjet2T Transverse momentum of third-leading jet
17 pjet1T Transverse momentum of sub-leading jet
18 nJets Number of jets
19 nleps Number of leptons
20 pℓ2T Transverse momentum of third-leading lepton
Table 5.8: Default parameters for multivariate analyses in TMVA.
Tree Depth nmin Shrink Bagging ROC
800 6 3 0.1 0.7 0.851
Figure 5.11 shows that while the high (signal) end of the BDT is well trained,
the low end, especially between −1.0 and −0.6 is over-trained. This is represented
by the trained points having a much larger value than the untrained (test) curve.
The model would benefit from optimisation as these parameters assume too many
background events are present in the sample.
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Figure 5.11: Training response for BDT trained on odd events (left) and even events
(right) with the default parameters given in Table 5.8.
Figure 5.12: ROC Curve for default BDT hyperparameters given in Table 5.8 with
an integral value of 0.851.
To begin the optimisation process, each parameter was incremented up and down
to determine the effect on the ROC curve and possible over-training. Each of these
hyperparameters is detailed in Table 5.9. It can be seen that, while the fluctuations
are small, the Shrink parameter has the largest effect on the ROC curve, and lowering
it produces a better result. This was confirmed by the over-training plots in Figure
5.13, which showed a much better performance of the training points, where they are
overlaid closely to the shape of the curve. As a further check, the Shrink parameter
was left at 0.1 and the other variables incremented as before, none of which showed
any improvement to either the over-training plot or the ROC integral.
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Figure 5.13: Lowering the Shrink parameter to its minimum (0.01) gives good com-
parison between testing and training for both odd (left) and even (right) events.
Table 5.9: Parameters used for optimising the Boosted Decision Trees. The first
row is the default configuration, and then each parameter is iterated up and down
for the subsequent pairs of rows, in order of parameter from left to right.
Tree Depth nmin Shrink Bagging ROC
800 6 3 0.1 0.7 0.851
1000 6 3 0.1 0.7 0.849
600 6 3 0.1 0.7 0.850
800 5 3 0.1 0.7 0.850
800 7 3 0.1 0.7 0.849
800 6 2 0.1 0.7 0.849
800 6 4 0.1 0.7 0.849
800 6 3 0.05 0.7 0.853
800 6 3 0.2 0.7 0.844
800 6 3 0.1 0.6 0.849
800 6 3 0.1 0.8 0.849
Iterative Removal
Once the hyperparameters for the BDT have been set, and the variables ranked, it
is possible to remove variables that do not contribute to the signal using the process
of iterative removal. In this process, the last variable in the ranked list is removed,
and the BDT repeated. If the ROC integral decreases, the variable is kept. No
change, or an increase in the performance of the BDT will see the variable removed.
This process was repeated until the lowest-ranking variable was still able to provide
performance improvements. Sometimes it is also necessary to remove variables for
which there are not enough statistics, such as the njets. This variable has a high
systematic error and it was decided that the increase in error on the final fit was
not worth the small gain in signal strength achieved with the BDT. The final list of
variables is summarised in Table 5.10.
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Table 5.10: Final list of variables used in the BDT. The Rank is output of the TMVA
ranking variable.
Rank Variable Description
1 ΣwMV2c10 Sum of MV2c10 pseudo-continuous b-tagging score over all jets
2 pℓ0T Transverse momentum of leading lepton
3 EmissT Missing transverse energy
4 ∆R(ℓ, ℓ)min The minimum distance between any lepton pair
5 pjet5T Transverse momentum of 6th leading jet
6 ∆R(ℓ, b)max The maximum distance between leptons and b-tagged jets
7 Hno lead jetT Scalar sum of all lepton and jet pT except leading jet
8 Σ∆R(ℓ, ℓ)min Sum of the distance between leading and sub-leading leptons
in SS or leading, sub-leading and third-leading leptons in 3ℓ
10 pjet0T Transverse momentum of leading jet
11 ∆R(j, b)min The minimum distance between b-tagged jets and jets
13 pb−jet0T Transverse momentum of leading b-tagged jet
17 pjet1T Transverse momentum of sub-leading jet
5.4.3 Negative Weight Treatment
Monte Carlo events are generated, and then weighted according to the theoretical
expectations of the Standard Model to coincide with previous experimental mea-
surements, as was discussed in Section 3.4. In some generators, this can be done by
giving events a negative weight. It was uncertain how the TMVA package would be-
have with these negative weights, and so a study was performed to check the shape
and relative event yield of the tt̄tt̄ signal both with and without negative weights.
TMVA has an option to include or ignore negatively weighted events, and ignores
them by default.
Only the NLO sample of the tt̄tt̄ signal MC contained negatively weighted events,
and so the two studies performed were comparing LO and NLO, and NLO with
and without negative weights. This is especially important because of the possible
kinematic shape differences in the NLO signal sample as compared to the LO sample.
The kinematic distributions for the most affected variables were compared for the
LO sample, the NLO sample, and the NLO sample for only positively weighted MC
events, labelled NLO ≥ 0. These comparison plots of variables in Table 5.10 can be
seen in Figures 5.14 to 5.16, showing both event yields, and an NLO/LO ratio with
sum-square weighted errors. The plots for all variables show that there is a negligible
difference in the number of normalised events between the three samples. The ratio
plots further demonstrate that the kinematic shapes agree between samples within
uncertainties.
It was ultimately concluded that using only the leading order sample for the tt̄tt̄
signal in the testing and training of the BDT was sufficient, and that these shape
differences could be accounted for within systematic uncertainties.
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Figure 5.14: Negative weight studies for variables in Table 5.10.
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Figure 5.15: Negative weight studies for variables in Table 5.10.
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Figure 5.16: Negative weight studies for variables in Table 5.10.
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5.5 Major Backgrounds
There are two kinds of backgrounds that need to be addressed in this analysis;
physics backgrounds, and detector effects. Physics backgrounds arise from processes
with similar final states and kinematics to the tt̄tt̄ signal, and need to be accurately
modelled to ensure they are not confounded with signal events. In this analysis, the
physics backgrounds are mainly comprised of tt̄W and tt̄Z events. Detector effects
arise due to the interaction of particles with the detector, and how they are measured.
These backgrounds involve mainly charge mis-identification of electrons in the same-
sign channel. Background studies are performed with Monte Carlo modelling, and
checked using Control and Validation regions. Good agreement between data and
MC in the post-fit plots indicate that backgrounds have been well modelled. Once
the preselection of events has been performed, the backgrounds are divided into
three main categories; tt̄X, QmisID, and Fakes/γ∗.
• tt̄X: Events where leptons originate from W or Z decays, such as tt̄W , tt̄Z,
tt̄H, or diboson or triboson events with associated jets. These backgrounds
are modelled with Monte Carlo simulations.
• QmisID: Events (in the same-sign channel only) with an opposite-sign dilep-
ton pair where one of the lepton charges has been mis-reconstructed. This
is especially prevalent in higher pt electrons, which have a straighter track
through the inner detector, and is deemed negligible for muons.
• Fakes/γ∗: Events which contain a lepton which is non-prompt, i.e. those that
come from heavy flavour decays, such as c or b quarks, or a fake electron
coming from quark or gluon jets.
5.5.1 Control Region
Control Regions (CR) are areas of phase space enriched in background events. There
are five orthogonal CRs in the SSML channel, each focussing on a particular set of
background events. Data in these regions is overlaid on Monte Carlo, and events
are then scaled to obtain a Normalisation Factor (NF) for each background;
• NF tt̄W : normalisation factor applied to events where leptons originate from
tt̄W decays
• NF HF e: normalisation factor applied to events with one non-prompt electron
from heavy flavour decay
• NF HF µ: normalisation factor applied to events with one non-prompt muon
from heavy flavour decay
• NF CO: normalisation factor applied to events with one non-prompt electron
coming from photon material conversion
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• NF γ∗: normalisation factor applied to events with one non-prompt electron
coming from (photon) γ∗ conversion, as defined in 5.5 Fakes/γ∗.
The Control Regions used to obtain these normalisation factors are;
• CRttbarCO: two same sign electron or electron-muon with a low value of
the invariant mass between the electron and a close-by track pointing to the
conversion vertex (which needs to have been found), at least four jets but less
than six, at least one b-jet and 200 < HT < 500 GeV. The fitted variable is the
invariant mass of the two leptons, and constrains both NF CO and NF γ∗
• CR1b3Le: three leptons with at least two electrons, exactly one b-jet and
100 < HT < 250 GeV. The leading lepton pt is fit to constrain NF HF e
• CR1b3Lm: three leptons with at least two muons, exactly one b-jet and
100 < HT < 250 GeV. Again, the leading lepton pt is used to constrain NF HF µ
• CRttW2L: two same sign electron-muon or muons, at least four jets, at least
two b-jets, with the absolute value of the electron pseudo-rapidity less than
1.5, with SR blinding cuts applied. Fitting the sum of the lepton pt constrains
NF tt̄W .
• CRlowBDT: the low part of the multivariate discriminant (BDT ≤ -0.2) used
to extract the signal, with at least six jets and at least two b-jets. This re-
gion is included to check Data/MC agreement in the background tail of the
multivariate fit. The BDT is described in detail in Section 5.4.1.
The background studies yielded the Normalisation Factors in Table 5.11, and these
results are used in the backgrounds for the Multivariate Analysis. Results of these
fits are presented in Figures 5.17 and 5.18, which show good modelling and agree-
ment between data and MC for fitted variables after fitting. Fits in this analysis
are performed using the Top Related Experiment Fitter (TRExFitter) [57]. This
package provides a profile likelihood fit on multiple regions in multiple bins, and
generates pre- and post-fit plots and tables, as well as expected significance of the
signal.
Table 5.11: Fitted values of the 5 Normalisation Factors from the Control Region
studies.
Parameter NF tt̄W NF CO NF γ∗ NF HF e NF HF µ
Value (± Stat.+Syst.) 1.66 ± 0.27 1.75 ± 0.53 0.88 ± 0.37 1.14 ± 0.40 0.94 ± 0.31
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Figure 5.17: Control region plots comparing pre-fit (left) and post-fit (right) dis-
tributions for lepton pT in 1b3le (top), lepton pT in 1b3lm (middle), and invariant
electron mass in CRttCO2l. Post-fit Data/MC shows good agreement.
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Figure 5.18: Control region plots comparing pre-fit (left) and post-fit (right) distri-
butions for
∑
lepton pT in CRttW2l (top) and the low end of the BDT distribution
for CRBDTlow (bottom). Post-fit Data/MC shows good agreement.
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5.5.2 Validation Region
A Validation Region (VR) is an area of phase space used to compare the data and
Monte Carlo models in regions kinematically close to, but orthogonal to, the Signal
Region. Once the Normalisation Factors have been obtained from the CRs, the fit
is checked in the VR, to ascertain whether the normalisation is true for areas of
phase space kinematically closer to the Signal Region. The VR in SSML counts the
number of events in an area with the same jet and HT constraints as the Signal
Region, but instead uses the inverse of the Z-veto cut, where the two same-flavour
leptons for three lepton events must have mass 81 < mℓℓ < 101 GeV. Results of this
fit are presented in Figure 5.19. It can be seen that the data and MC have good
agreement, and therefore that the backgrounds have been well modelled for these
regions, especially in the two leftmost bins of the tt̄W VR.
5.5.3 Monte Carlo Models
It is important that all signal and background events are modelled correctly. The
production of tt̄tt̄ events is modelled using MadGraph5_aMC@NLO v2.6.2 [34],
which provides matrix elements at next-to-leading order (NLO) in the strong cou-
pling constant with the NNPDF3.1NLO [58] parton distribution function. Top
quarks are decayed at leading order (LO) using MadSpin [59, 60]. The events
are interfaced with Pythia8.230 [31] for the parton shower and hadronization, us-
ing the A14 set of tuned parameters [61] and the NNPDF23LO [58] PDF set. The
decays of bottom and charm hadrons are simulated using EvtGen v1.6.0 [62].
To avoid using negative weights in the Boosted Decision Trees training, an addi-
tional tt̄tt̄ sample is produced at LO with the same MC settings used for the NLO
sample. An additional tt̄tt̄ sample is also produced at NLO replacing the parton
shower of the nominal samples to Herwig7.04 [32,33] to evaluate the impact of the
parton shower and hadronization model.
The production of tt̄ events is modelled using the PowhegBox [63–66] v2 gen-
erator at NLO with the NNPDF3.0NLO [58] PDF set and the hdamp parameter set
to 1.5 mtop [67]. The events are interfaced with Pythia8.230 [31] using the A14
tune [61] and the NNPDF23LO PDF set.
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Figure 5.19: Validation region plots for pre-fit (left) and post-fit (right) distributions
for tt̄Z (top) and tt̄W (bottom). Post-fit Data/MC shows good agreement.
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5.6 Fit Results
Once the backgrounds were properly modelled, the data in the CR and VRs were
fitted, again using TRExFitter. As the Signal Region is blinded, a number of differ-
ent fits are performed in the Control Regions and propagated to the Signal Regions.
Here, the signal strength, µ, is extracted, as well as the expected significance of this
fit, σ. The fits are defined as;
• Plain Asimov fit: all signal and background regions are included and the
pseudo-data used in the likelihood correspond exactly to the MC prediction.
This allows fitted parameters (NFs) to be constrained, and an expected sensi-
tivity based on pre-fit backgrounds to be extracted.
• Real CRs-only fit: only unblinded regions are included in this fit, and so real
data is fitted. The goal of this fit is to derive a realistic post-fit background
estimate without looking at data in the SR. By definition of the CRs, the
signal should not contaminate this region and the normalisation is fixed to the
SM prediction.
• Realistic Asimov fit: all signal and background regions are included in
this fit and the pseudo-data correspond to the post-fit background prediction
derived in the “real CRs-only fit” described above. No real data is directly
used in this fit. The goal of this fit is to obtain the most probable values of the
parameters pulls and constraints, as well as the expected sensitivity without
looking at data.
• Real SRs-blinded fit: all regions are included in this fit. The only differ-
ence with respect to the “Realistic Asimov fit” is that observed data are used
in the unblinded regions. In the blinded regions, pseudo-data corresponds to
the post-fit background prediction derived in the “real CRs-only fit”. This fit
probes the effect of data fluctuations around the post-fit model on the param-
eters pulls and constraints, as well as on the expected sensitivity (for instance,
µpost-fit ̸= 1 as opposed to the “Realistic Asimov fit” for which µpost-fit = 1 by
construction).
At the time of unblinding, the final region will be fitted with real data in all
regions to obtain the final analysis signal strength and significance. The significance
results with µtt̄tt̄ = 1 of the blinded analysis are presented here. µtt̄tt̄ = 1 assumes
that the SM tt̄tt̄ signal has cross section σtt̄tt̄ = 11.97+18%−21% fb [41].
The results from the realistic Asimov fits are summarised in Table 5.12. These
results show the expected data events in the Signal Region using a fit based on
background data in the Control Regions. This gives an expected significance of
2.97σ. These parameters have all been independently floated in this fit.
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Table 5.12: Expected signal (tt̄tt̄) and background (all other) yields in the SSML
signal region, with all parameters floated individually.
Process Yield in SR
tt̄tt̄ 21.7 ± 8.7
tt̄W 21.7 ± 6.3
tt̄WW 2.2 ± 1.1
tt̄Z 8.5 ± 1.9
tt̄H 8.1 ± 2.1
QmisID 2.7 ± 0.2
Mat CO 3.5 ± 1.3
γ∗ 0.9 ± 0.5
HFe 1.0 ± 0.8
HFm 2.0 ± 1.2
LF 0.6 ± 0.7
other fake 1.5 ± 0.7
t(t̄)X 1.0 ± 0.4
VV 0.2 ± 0.2
V+jets 0.03 ± 0.01
others 1.9 ± 1.7
Total 77.5 ± 7.7
5.6.1 Systematic Uncertainties
There are a large number of experimental and theoretical uncertainties that must
be considered in the tt̄tt̄ analysis. A brief overview of those that have the largest
contribution will be discussed here.
Experimental uncertainties arise from the LHC luminosity, and physics object
reconstruction and identification. For the 2015-2018 run, the uncertainty on the in-
tegrated luminosity is 1.7% [68]. The reconstruction and identification uncertainties
for electrons and muons differ for Monte Carlo and data, and these are accounted
for using scale factors that are built into the generators, which are propagated
throughout the analysis. Jet and EmissT uncertainties are modelled using nuisance
parameters.
Modelling uncertainties are considered separately for the signal and backgrounds.
For the tt̄tt̄ signal, uncertainties stem from missing higher-order QCD corrections,
and parton showering in the Monte Carlo generator. The tt̄X backgrounds are
considered similarly, however an uncertainty of 15% or 20% is applied to tt̄Z and tt̄H
corss sections, respectively. For events with more than four b-jets, an uncertainty
of 50% is applied to tt̄X+jets backgrounds. Uncertainties for single top quark
production is set to 30% for each process, while that of tt̄XX is set to 50%.
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5.6.2 Signal Region
The overtraining check for the final BDT used in the fitting is shown in Figure 5.20
and it can be seen that in both odd and even testing, the BDT (points) is a good
model for the sample (curve), especially at the high end where the signal is located.
This BDT uses the 12 variables from Table 5.10 and parameters of nTrees = 800,
Depth = 6, nmin = 3, Shrink = 0.01, Bagging = 0.7, to give a ROC integral of
0.854.
Figure 5.20: The final BDT validation plot to check for overtraining.
Pre- and post-fit plots for the 12 SR BDT variables are shown in Figures 5.21
through 5.24, which show good data/MC agreement in the Control and Validation
Regions, and are a promising foundation for the Standard Model Four Top analysis,
for which the unblinded results are highly anticipated. A summary of the current
results for these fit regions can be found in Table 5.13, where “Split BDT” refers to
separate fits for CRBDTLow and SR, which is due to the blinded data in the SR.
The fits are performed with systematic and statistical errors.
Table 5.13: Expected tt̄tt̄ significances for the SSML channels.
Plain Asimov Realistic Asimov Real SRs-blinded
stat+syst stat+syst stat+syst (split BDT) stat+syst (split BDT)
SSML 3.24 2.97 2.88 2.96
The results of the SSML channel will be combined with the 1LOS results – which
are still currently blinded – to form a combined fit for the final unblinded analysis.
The expected significance of 2.96σ suggests that this process may be present in the
data. Once this is established, the value of µtt̄tt̄ will influence how the cross section
may be affected. Values above 1 would indicate that the cross section is higher than
previously measured. This data could then be fitted again with the updated cross
section to check the signal strength.
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Figure 5.21: Signal region plots comparing pre-fit (left) and post-fit (right) distribu-
tions for BDT < −0.2 in Min∆R(b,j) (top), Max∆R(l,b) (middle), and Min∆R(l,l)
(bottom).
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Figure 5.22: Signal region plots comparing pre-fit (left) and post-fit (right) distribu-
tions for BDT < −0.2 in
∑
∆R(l,l) (top), leading lepton pT (middle), and missing
transverse energy (bottom).
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Figure 5.23: Signal region plots comparing pre-fit (left) and post-fit (right) distri-
butions for BDT < −0.2 in HT jets (no lead jet) (top), continuous b-tagging score
(middle), and leading jet pT (bottom).
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Figure 5.24: Signal region plots comparing pre-fit (left) and post-fit (right) distri-




High energy particle physics at the Large Hadron Collider is entering a new era.
Upgrades, especially to the Inner Tracker of the ATLAS detector will enable more
data collection than ever before. This in turn will allow for more precise measure-
ments of known Standard Model physics and the possibility of new analyses probing
rare, or possibly beyond-standard-model, processes.
Establishing a test bench at the University of Adelaide opens many opportunities
to be on the front line of these upgrades, especially in regards to testing and refining
the data acquisition software and firmware for the Inner Tracker Pixel Modules.
Documentation for this set-up is well under way and the Reconfigurable Cluster
Element has been configured with the front-end RD53A emulator, and is interfaced
with readout software. Once modules have been built, they will be able to be
tested using this set-up. This space and its associated documentation will provide a
repeatable experimental environment for the Pixel Modules to be tested before they
are sent to the ATLAS detector.
In the Standard Model Four Top analysis, Boosted Decision Tree algorithms
enabled a better understanding of the kinematic and variable distributions present
in the same-sign multi lepton channel. Optimising this algorithm allowed for a
better modelling of the background and signal Monte Carlo, which was seen in the
overtraining plots, showing a comparable shape between tested and trained points
in both signal and background regions. The algorithm was then applied to data,
which has been fitted for the Control and Validation regions against Monte Carlo.
Data in the Signal Region has not yet been fitted, but has been modelled using
pseudo-data. The unblinded results of this analysis are highly anticipated, with an
expected significance of 2.96σ. If this significance is realised, it will suggest evidence
for the tt̄tt̄ process, which will allow further measurements of the four top process.
The top quark’s strong coupling to the Higgs boson gives potential for this process
to be an excellent place to study beyond-standard-model physics, as it is the Higgs
which is predicted to have the strongest coupling to new particles. The same-sign
multi lepton channel is just one section of the current analysis, and it is expected
that these results, combined with the one lepton opposite-sign channel, will further
enhance the significance of the cross section measurement. Additional data collected
in future LHC operations will greatly increase statistics available for further analysis
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