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This paper presents a convergence theorem for an iterative method of spectral 
factorization in the context of multivariate prediction theory. It may be viewed 
as a constructive proof that the factorization exists, using only the analytic 
results of Hardy space theory. 
1. INTRODUCTION-THE PREDICTION PROBLEM 
A multivariate time series is a sequence of vector random variables 
xt = (X,.1 9-&A? ,***> Xt,n)=, t = . ..) -2, -l,O, 1, 2 ,... (1.1) 
(where T denotes matrix or vector transpose). We assume that XtVi is real, 
has mean 0 and finite variance, and that X, is weakly stationary, i.e., 
E(X,X,T_,) = I’, does not depend on t. Note that Ck = rkT. The purpose 
of spectral factorization is to supply a solution to the linear prediction problem, 
I.e., to determine from the sequence {rk}za a linear function zt of X,_, , 
x,-, )... which best predicts X, . By best we mean that the variance of any 
linear combination of the components of the prediction error Et = X, - & 
is minimised. The reader is referred to the comprehensive paper by Masani 
[4] for details and justification of many of the results which we quote. First, 
the optimal linear predictor is uniquely defined, and the prediction error 
satisfies E(E,Xr-,) = 0, k = I,2 ,... . Let the dispersion matrix of E, be 
G = E(EtEtT). 
The general theory also supplies the representation 
k=l 
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(1.2) 
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where (Y,} is the purely deterministic component of X, . We are concerned 
with the case when the component Yt is not present (or has been removed). 
Then we have the relationships 
r, = f &,,cG4nT, k = 0, 1, 2,... (1.3) 
WI=0 
where A, = I (the identity matrix). From now on we assume G > 0. We 
are interested in solving Eq. (1.3) for G, (A&‘, given (r&‘. There may be 
many solutions, but the one we require is uniquely determined by the require- 
ment that if G, {&}T . IS any other solution, then G > G. This is called the 
maximal solution-we use the usual partial ordering of positive definite matrices. 
Once we have the coefficients (A,),” it is usually simple to construct the 
predictor Xt . 
An alternative form of (1.3) is useful. Let us factor G = UUT, where for 
uniqueness we require that U belongs to the set y of real upper triangular 
matrices with positive diagonal elements. Define $. = U, & = A,U for 
k > 0, then 
The maximality condition then becomes #o$oT > $o~or for all other possible 
solutions, {&}. 
The spectral theory of time series provides an alternative representation 
of (1.4) and also a useful context in which to consider their solution. We follow 
the form given by Masani. 
A time series X, has an absolutely continuous spectrum if 
(l-5) 
The n x n matrix valued spectral density function f has the properties 
f 2 0, f E w-n, 4 f(d) = f (q* = f (-v, (1.6) 
where * denotes conjugate transpose. The representation (1.5) is always possible 
when {X,} has no deterministic component. We now define the (matrix) 
generating function 
(1.7) 
Each component of C(z) is well defined for 1 z ) < 1, and belongs to the Hardy 
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space Hz of analytic functions. Thus the radial limit of #(r&‘) exists a.e. on 
1 x 1 = 1, and the convolution (1.4) is equivalent to 
f(e) = l&i”) t&is)* a.e. on [-7r, 571, (1.8) 
from which may be deduced the fundamental equality: 
-&J: log detf(6) d0 = 2 log det #,, = log det G. 
37 
(1.9) 
Our requirement that G > 0 is therefore equivalent to the further condition: 
log detfELr[---rr, ~1, (1.10) 
and if this fails the factorization (1.8) is not possible. 
A theorem which follows from the above is that any f satisfying (1.6) and 
(1.10) may b e ac orized f t as in (1.8) the factor 4 being unique under the 
maximality condition. 
The aim of this paper is to prove precisely the same theorem using only 
the classical results of Hardy space theory such as may be found in the book 
by Duren [3]. Our motivation is that the factorization procedure employed 
is the basis of an efficient numerical algorithm which may be exploited in the 
statistical analysis of multivariate time series. Preliminary details of the 
algorithm appeared in [8] and substantial improvements in numerical efficiency 
have since been made. 
2. THE FACTORIZATION PROCEDURE 
We shall use the following notation for the Poisson kernel: 
P(t, reie) = (1 - Y”)/( 1 - 2~ cos(0 - t) + r2), O<Y<l, (2.1) 
and for its analytic completion, 
K(t, x) = (eit + z)/(eit - z), JZI < 1. (2.2) 
The operator [.I+ acting on functions in L1[--rr, VT], is defined by [w]+ = h, 
where h(eit) is the radial limit of h(z) = 1/2rr j’Tlr gK((t, z) w(eit) dt. Whenever 
we use this operator we understand that the values R(z) for ( z ( < 1 are also 
defined. We shall make extensive use of the properties of the class of functions 
iV+ Duren [3, p. 2.51 and its subclass of outer functions. 
The factorization procedure is the construction of a sequence of functions 
$b&P), 7 = 1,2,... starting from some given &(eie), by the step: 
(2.3) 
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The constant matrix S, satisfies S, + S,* = 0, and is determined so that 
zJ~+~(O) E 9. We use #;* for (#;l)*. 
For the step (2.3) to be well defined, the argument of the operator [*I+ must 
belong to U. This is proved inductively. To begin with we need only require 
that &‘j&* E L1 and may take 
$&I,&““) = (~o,ii)““, rr<e<lr, (2.4) 
we call this starting value 1, or SVl. 
Alternatively we may take as SV2: 
&,ii(ei8) = exPWgfii(W~ (24 
which corresponds to the univariate factorization of the diagonal components 
off. In both cases we set the off-diagonal elements of $,, to zero. 
Assuming now that #TfiF;* EU, let Q7 = $J’#,+~ . Then from (2.3) 
which may be rearranged to give 
4%+1+7*+1 = f + (A+1 - +mih+1 - 1cl4*- (2.7) 
so JIdf% H 9 > f and $&f$I;,*, < 1, which is certainly integrable. 
We make special note that 
(2.8) 
so that Q&z) E HP Vp -=c co, whenever T > 1. It follows that for 7 > 1, 
I&(Z) E HP Vp < 1 if we use SVl, and 1/1$x) E HP Vp < 2 using SV2. 
3. CONVERGENCE PROPERTIES 
In this section we prove the following: 
THEOREM. Given an n x n matrix valued function f defined on [-r, n] 
with the properties: 
f >, 0, f(O) = f(O)” =f(-w, f  EL13 log det f  E Ll-, 
consider the sequence of function I,& defined by (2.3) with SVl or SV2. Then 
lim Z&(Z) = Q/J(Z) exists for 1 z 1 < 1, and 4(z) is the unique maximal solution 
in H2 to the equation f(e) = yh(e”“) $(eie)*. 
Proof. We present this in eight stages. 
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(i) Properties of&(x), 1 z 1 < 1. From here on take x to be an arbitrary 
complex row vector with Jj x 11 = 1. From (2.6) 
2 Re{xQ,x*} = ~($;“filr;* + I))x*, 7 > 0. (3.1) 
Using (2.8), the following inequalities hold on z = e@; 
4 < Re{xQ,x*} < 1 (3.2) 
whenever T > 0, and the left-hand inequality holds also when r = 0. Now 
xQr(z)~* is analytic for j z 1 < 1, and by its very construction its real part 
is the Poisson integral of its boundary value. Thus (3.2) holds for 1 z ( < 1. 
We deduce that for any such x, Qr( z is a nonsingular matrix, and all its eigen- ) 
values hi satisfy Re ha > & and hence 1 arg hi / < 7r/2. This holds for T > 0. 
Now we know that Q,(z) E HP for some p > 0, so det QJz) E HPln C IV+. 
The results just proved concerning ht show that det Q5(z) # 0, / z 1 < 1, 
and arg det Q,(z) is bounded by nrr/2. 
We now need the result that a function g(z) E HP (p > 0) is outer if (i) 
g(z) # 0 for 1 z 1 < 1, and (ii) arg{g( z IS )> . b ounded. The condition (i) excludes 
a Blaschke product so that logg(x) is analytic. Together with the fact that 
log 1 g(z)/ E h1 whenever g(z) E HP, condition (ii) ensures that logg(z) E HI, 
and hence g is outer. 
Applying this result we obtain: 
det QJa) is outer for r 3 0. 
By construction, det I,&(Z) is outer, so 
(3.3) 
7-l 
det &7(z) = det #a(z) n det Q&z) is outer, 
3-O 
7 3 0. (3.4) 
Now from #&* > f on z = eit for r 2 1, we get log 1 det I,$ j > & log det f, 
so that 
log det #Jo 3 & J: & log det f (t) dt 2 -co, 7 3 1. (3.5) n 
This lower bound is essential to our convergence proof. 
(ii) Conerergence at the or&in. Recall that (3.2) holds for ( z I < 1. 
In particular, at z = 0 we obtain 
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i.e., the diagonal elements (+r,O)Pi form a decreasing sequence. From (3.5) above 
their product is bounded below by a positive constant, so lim,,,(#,,Jii exists 
for each i. From the convergence of 17T{Q7(0)}fi we can bound 1 - a,,+ < 
{Qr(0)}ii < 1, where 0 < S,,i < + and x7 6,,{ < co. 
(iii) Convergence on the boundary. Consider, for r > 1 
A, = I - I&Y+;* = 2I- Q7 - QT* > 0 
From this 
on z = eie. (3.8) 
Let 4 tr A@) = d,(e) >, 0 and Ci S,., = E, b 0. Then 0 S A@) < 2&(e)& 
and 
where c~r < co. 
7 
Thus, not only does JT1l d,(e) d8 + 0, but x7 d,(B) is integrable, so that dT(e) --f 0 
a.e. on [-rr, ~1. From this, 
A, = I - t,b,‘fi+h;* -+ 0 a.e. on [-.rr, ?T], 
whence 
lim I+$&* = f a.e. on C-n, m]. 
(iv) A dominuted integmnd. Because det E,&(Z) is outer, 
(3.11) 
(3.12) 
1% det &(z) = $ s_” K(t, x) log I det &(eit)l dt, 1 z 1 < 1. (3.13) 
n 
We show that this last integrand is dominated as r varies. 
Recall that on x = eie, the eigenvalues of Q7 satisfy t < Re Ai < 1. From 
logxa-2(1-x) on t<x<l, we deduce logIhi]>logRehi>, 
-2(1 - Re Ai). Thus 
log 1 det Qr 1 2 -2 tr(l- Re Qr) = -2d, (3.14) 
We already have 
-$&J: log 1 det Q,(eit)] dt = log det Q7(0) < 0. (3.15) 
n 
For convenience let q7(t) = log ( det Q7(eit)l. Then from (3.14), (3.10), and 
(3.15) 
I !LWl G 4G > (3.16) 
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and the integrand in (3.13) . d is ominated for any given x = reio by the integrable 
function 
(3.17) 
(v) Convergence of log det #7(x). We may now let T --, CC in (3.13) 
and exploit the corollary of (3.12), that lim log 1 det #Jei”)I = 4 log detf(t) 
a.e. to obtain 
lim log 1 det &(z)j = -& s_” K(t, z) Q log detf(t) dt. 
97 
In particular, 
(3.18) 
lim log det &(O) = $ s_” 4 log detf(t) dt. 
57 
(3.19) 
(vi) The existence of lim #7(~). To prove this we use the matrix result 
that if 11 N 11 < exp(a) - 1, 11 M II < exp(b) - 1, then (I - N)(I - M) = 
I - P where 11 P II < exp(a + b) - 1. Any matrix norm is valid here-we 
shall use the norm subordinate to the Euclidean vector norm. Define N,(z) by 
Q@) = I - & J; &K(t, z) d,(t) dt + S, = I - N,(z) (3.20) 
R 
so that 
II ~44ll d HU + Ml - 9 2% + c7 = 241 - r) < exp{2( 1 - r)+} - I. 
Then for v > s, 
II s&)-’ 9&) - I II = (1 $ Q,(z) - I(( -=c exp ]2(1 - r)--1 i l 1 - 1 
.9+1 
which -+O as s, v + co. Taking s = 0, v = 7 gives 11 ~7(z)~~ bounded by K 
say, from which 11 &,(a) - #9(z)lj < K 11 #~~(z)-l #.(z) - 111. Thus &(z) con- 
verges to #(z) say, in 1 z 1 < 1. 
(vii) Boundary values of #(z). From (3.20) we have, dropping 
wx) w4 *9 
We also have from (3.2) Q&z) Q&z)* 3 t1 (because, taking M = QJx), 
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& < Re@Mx*) < I xMx* I < 11 x /I .]I MX I\, and II x )I = 1). Putting together 
these inequalities using max(1 - a, &) > exp(-3a) for a > 0, we get 
From the maximality of det Q&z) is easily obtained: 
1% WQA4 Q&)*) = &- l: p(t, z> s(t) dt. 
n 
(3.22) 
Now if an Hermitian matrix M satisfies M 2 ml > 0, then all its eigenvalues 
satisfy hi > m, and if also det M = CL, its largest eigenvalue cannot exceed 
&rzn-r, i.e., M < {~/wz+-~}I. Using this result, and (3.21), (3.22), 
Q,(z) Q&4* G I exp ] 6(n2i ') fn W, 4 4(t) dt + &j; W, z) q#) dtj. n 
(3.23) 
To simplify, set 6(n - 1) dT(t) + 2 1 q7(t)l = h7(t) 2 0, so Q7(z) Qr(z)* lies 
between I exp j-{1/27r Jr,, I’(t, z) h,(t) dt} where, using (3.10) and (3.16), 
l/277 J”,, h,(t) Q (6n + 3~7 . An immediate consequence is that for v > s, 
$J”(z) t/“(z)* lies between 
U4 VW)* exp f -& 1: W, z) i h,(t) dtl, / z 1 < 1. (3.24) 
n s+1 
Letting v + co, we have 
which, because $8(z) E HP for some p > 0, confirms at least that I/(Z) E N+. 
Now letting v -+ co in (3.24) then taking the radial limit, we find that 
#(e(o) #(eie)* lies between $s(e@) $s(eie)* exp &{CT+, h,(B)} a.e. Letting s -+ co 
and using (3.12) we obtain the desired result, #(ei8) #(eie)* = f(0) a.e. (from 
which it follows that z/r(z) E H2). 
(viii) Uniqueness and muximality of 4(z). Let d(z) be any function 
in H2 satisfying $(e”“) +(eie)* = f(0) a.e., with +a E Y (it can easily be brought 
into this form by postmultiplying 4(z) with an appropriate unitary matrix). 
Now construct I,&(Z) using SVl in which case 11 &(z)-l I[ is bounded by A27. 
The constant A = max(I’,$i2) is a bound on 1) &,(z)-r 11 as defined in (2.4). 
The factor 2 arises because c,&+~(z)-~ = Q7(z)-l $(z)-l, and 1) Q7(z)-l 1) Q 2 
because (3.2) is valid for I z 1 < 1. 
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Consider the ratio R,(z) = #7(z)-1 4(z) which, from the above, belongs to H2. 
On the boundary x = eit, we have R,R?* = yQ;;‘ft+b;* < I, so 
f J: R7(eit) R7(eit)* dt = f RTojRzj < 1. 
= 77 0 
(3.26) 
In particular R,,,RT,, < 1, and letting T -+ CO we get do~oT < #,&r with 
equality iff 4s = #o and Rj = 0, j > 0, i.e., 4(z) = 4(s). Thus $(a) is the 
unique maximal solution. 
4. APPROXIMATING THE PREDICTOR 
The coefficients A, in the representation (1.2) are given by Ak = &,b;’ 
and their generating function A(z) = $(x)&r has an inverse A(x)-’ = B(z) = 
I - Cz=‘=, Bgzk which converges for 1 z 1 < 1. If we formally invert the repre- 
sentation (1.2), taking Yt = 0, we obtain Et = X, - CyD1 BlrY,-, , and the 
predictor is given by 
zt = X, - Et = f B,&wk. 
k=l 
(4.1) 
In most practically occurring situations this would be acceptable, but 
unfortunately in theory the sum in (4.1) may not even converge. We give 
one solution which takes into account the fact that we shall be using an 
approximation &(a), based on SVI, in place of #(z), and corresponding coef- 
ficients B,,k . For fixed T these coefficients are bounded, because &(x)-l is 
bounded as was proved in the last section. The approximation to Xt given by 
(4.2) 
therefore converges for 0 < r < 1. 
If we desire to predict a linear combination ax, then the difference 
& - aX7,,(r) may be written as a(X, - X7,,(r) - EJ which has mean 
square error 
-W-5 - &<NXt - %,t(Wl - aGuT. 
This may be written as 
(4.3) 
(4.4) 
Using again the result that #,(a)-1 is bounded for ( z ( < 1, the integral in 
(4.4) is continuous as r -+ 1. Thus by choosing r sufficiently close to 1 in the 
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predictor ifT,,(y), the mean square error in (4.3) is arbitrarily close to the value 
obtained by setting Y = 1 in (4.4). Moreover, using (2.8), this value is itself 
bounded by 
u(#~ ,I);,‘, - G}ar = a(GT - G)a’. 3 . (4.5) 
Now if symmetric matrices G, , G satisfy G, > G > 0, then G, - G < 
(log det G, - log det G) G, = eG, < E’G, where E’ = c/(1 - 6). Our con- 
clusion is that using the predictor (4.2) in place of 8,) the prediction error 
variance will be increased at most by a fraction E’. A very practical point is 
that E’ or equivalently B can be calculated at any stage of the iterations, as 
log det f(0) de, 
the integral being evaluated once only at the start of the iterations. Thus E 
is an excellent convergence criterion. 
In any practical situation we can only attempt the factorization of a spectrumf 
if it is approximated so that it may be represented in a finite manner for the 
purposes of compution. To describe how this is done, and how to implement 
the algorithm presented, is best not discussed in this paper. The largest problem 
so far successfully solved using a computer program written by the author, 
was the factorization of the sample spectrum of 11 time series each of length 
300, smoothed using Parzen’s window with cut off at lag 48. Six iterations 
were required, taking less than 1Zsec central processing time on a CDC 7600 
computer. The author has proved that the algorithm has quadratic convergence 
properties under a fairly wide condition, namely: 
is analytic in p < 2 < p-l for some p < 1. 
In this case /) &(z) + #(x)\l + 0 uniformly in 1 z / < 1, at a quadratic rate, 
using any matrix norm. 
Experience shows that the computing space and time required compare 
well with other methods, but systematic comparison has not yet been made. 
References to some of the viable alternative methods have been included. 
Whittle [9] and Robinson [5, pp. 241-246’~ present methods based on the 
autoregressive predictor. For the case when f(0) is a trigonometric polynomial, 
Claerbout [2] and Robinson [S] present methods based on polynomial root 
location, and Whittle [lo, p. 1021 h as a modification of the autoregressive 
method which involves factorizing f- l. Rosanov [6, p. 441 and Youla [12] 
present methods for the case when the elements off are rational trigonometric 
polynomials. The analytic method of Wiener and Masani [II] is also presented 
in Rosanov [6, p. 791. More recently, methods exploiting Kalman filtering 
techniques have been presented by Tuel [7] and Anderson [l]. 
683/8/z-6 
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