In this paper we generalize the shift radix systems to finite dimensional Hermitian vector spaces. Here the integer lattice is replaced by the direct sum of imaginary quadratic Euclidean domains. We prove in two cases that the set of one dimensional Euclidean shift radix systems with finiteness property is contained in a circle of radius 0.99 around the origin. Thus their structure is much simpler than the structure of analogous sets.
Introduction
For r ∈ R n the mapping τ r : Z n → Z n , defined as τ r ((a 1 , . . . , a n )) = (a 2 , . . . , a n−1 , ra ), where ra denotes the inner product, is called shift radix system, shortly SRS. This concept was introduced by S. Akiyama et al. [1] and they proved that it is a common generalization of canonical number systems (CNS), first studied by I. Kátai and J. Szabó [8] , and the β-expansions, defined by A. Rényi [11] . For computational aspects of CNS we refer to the paper of P. Burcsi and A. Kovács [5] . Among the several generalizations of CNS we cite here only one to polynomials over Gaussian integers by M.A. Jacob and J.P. Reveilles [7] . Generalizing the shift radix systems, H. Brunotte, P. Kirschenhofer and J. Thuswaldner [3] defined GSRS for Hermitian vector spaces. A wider generalization of CNS, namely for polynomials over imaginary quadratic Euclidean domains was studied by the first two authors in [10] . It is well known that there are exactly five such domains, which are the ring of integers of the imaginary quadratic fields Q( √ d), d = 1, 2, 3, 7, 11. The Euclidean norm function allows not only the division by remainder, but also to define a floor function for complex numbers. This observation leads us to generalize SRS for Hermitian vector spaces endowed by floor functions depending on imaginary quadratic Euclidean domains. Our generalization, which we call ESRS, is uniform for the five imaginary quadratic Euclidean domains. This has the consequence that in case of the Gaussian integers our floor function differs from that used in [3] .
The SRS τ r is said to have the finiteness property iff for all a ∈ Z n there exists
n the set of r ∈ R n such that τ r has the finiteness property. From numeration point of view these real vectors are most important. It turned out that the structure of D (0) n is very complicated already for n = 2, see [2] , [12] and [13] .
The analogue of the two dimensional SRS is the one dimensional GSRS and ESRS. Brunotte et al. [3] studied first the set of one dimensional GSRS with finiteness property, which we denote by GSRS (0) . It turned out that its structure is quite complicated as well. Recently a more precise investigation of M. Weitzer [14] showed that the structure of GSRS (0) is much simpler as that of D
2 . Based on extensive computer investigations he conjectures a finite description of GSRS n,d . Performing the computation it turned out that the shape of these objects are quite different. The subjective impression can be misleading, but we were able to prove that D 
Basic concepts
In order to establish a shift radix system over the complex numbers, an imaginary quadratic Euclidean domain will be used as the set of integers, and a floor function is needed which can be determined by making its Euclidean function unique, so choosing the set of fractional numbers from the possible values.
be an imaginary quadratic Euclidean domain (d ∈ {1, 2, 3, 7, 11}, see in [6] ). Its canonical integral basis is: {1, ω}, where
(In the case of d = 1 instead of ω the imaginary unit i is used.)
For fixed d, the complex numbers 1, ω form a basis of C, as a two dimensional vector space over R. Thus all z ∈ C can be uniquely written in the form z = e 1 +e 2 ω with e 1 , e 2 ∈ R. Plainly z ∈ E d iff e 1 , e 2 ∈ Z. Let the functions Re d : C → R and Im d : C → R be defined as:
Re d (z) and Im d (z) are called the real and imaginary parts of z. The elements of E d will be denoted by (e 1 , e 2 ) d .
Plainly, for all z ∈ C we have
In order to define a floor function, a set of fractional numbers has to be defined. Regarding generalization purposes the absolute value of a fractional number should be less than 1, a fractional number should not be negative in a sense, it is a superset of the fractional numbers for the reals, and the floor function should be unambiguous. From these considerations the following definition will be used to specify the floor function with the set of fractional numbers which will be called fundamental sail tile.
be defined as the fundamental sail tile (the set of fractional numbers).
is called p-sail tile and p is called its representative integer. The next lemma shows that the above defined floor function can be described with the well-known floor function over the real numbers. We leave its simple proof to the reader. Lemma 1.
Equipped with the appropriate floor functions we are in the position to define shift radix systems for Hermitian vectors. The notion depends on the imaginary Euclidean domain.
Definition 4. Let C := (c 1 , . . . , c n ) ∈ C n be a complex vector. Let d ∈ {1, 2, 3, 7, 11} and the floor function x d defined as above. For all vectors A := (a 1 , a 2 
is ultimately periodic . This section and the following ones will consider C as a one dimensional vector, i.e. a complex number, which will be denoted by c. In this section we will investigate some properties of the one dimensional case. Theorem 1 can be considered as the generalization of cutout polyhedra defined in [1] . These are areas defined by a closed curve (arcs and lines). Let this area be denoted by P . Let's consider this as cutout area.
a 0 , if and only if
The number l will be called the length of the period.
Proof. The proof is essentially the same as the proof of Theorem 3 in [10] .
The next theorem shows that if the ESRS associated to c has the finiteness property then it must lie in the closed unit circle. Proof. The basic idea is that we ignore those values of a where the length decreases after applying τ d,c , since after finitely many steps it will end in 0 or another value a the absolute value of which increases by applying the mapping. Investigating the length of a vector after applying the shift radix mapping:
For the length |a| > |ac − r| ≥ |a||c| − |r| > |a||c| − 1,
If this inequality holds the length decreases. This is a finite open disk around the origin. For any other a the length will increase, so starting from a applying the shift radix mapping leads to a divergent sequence.
Plainly τ d,1 doesn't have the finiteness property for any d. For finding ESRS with finiteness property, one has to use a well chosen complex number c. Based on Theorem 2, let's start from the closed unit disc around the origin, and let's ignore these cutout areas in order to reach those points which are good to define ESRS with finiteness property:
Remark 2. The set D 0 n,d can be defined in the following way. Let S := {c ∈ C| |c| ≤ 1} and let's consider the areas defined by Theorem 1 as P i . Then
Since cutout areas can be infinitely many, can be disjoint, overlapped by each other or superset and subset of each other, finding the union area of all is a hard problem. The following definition helps to estimate how many cutout areas are around some point in D n,d .
• If there exists an open neighborhood of c which contains only finitely many cutout areas then we call c a regular point.
• If each open neighborhood of c has nonempty intersection with infinitely many cutout areas then we call c a weak critical point for D n,d .
• 
The one-step and the two-step cases are really important, since the one-step periods define large sets around −1, and the two-step case appear most likely around 1. The following two lemmata speak about these special cases.
Lemma 2. Let |c| < 1. τ d,c admits a one-step period, if and only if c ∈
Proof. The shift radix mapping leads to the following:
. This can be a one-step period, iff c = r a − 1. r is a general element of the fundamental sail tile, so c ∈ 
, where a, a ∈ E d \ {0}.
−a c + r. This can be a two-step period, iff a = −a c + r. This means that c has to be in the set
Theorem 3 shows that only finitely many a ∈ E d have to be investigated to decide the finiteness property of a specific value of c. {1, 2, 3, 7, 11} ) look like. Algorithm 1 defines a searching method, which will approximate the mentioned set using the results of Remark 2 and Theorem 3. The input parameters are d ∈ {1, 2, 3, 7, 11} and rs, which sets how many points in the unit circle will be tested, the result is a superset of D for ang ∈ {0, res, 2res . . . , 2π} do 8:
if c curr ∈ S curr then 10:
for a curr ∈ A curr do 12: if τ d,ccurr admits a period P starting from a curr then
13:
S curr = S curr \ P (k) the ultimate period of the orbit of (a 11,k , b 11,k ) 11 under τ 11,(x 11,k ,y 11,k ) for all k ∈ {1, . . . 47}. Furthermore let for all k ∈ Z: The green area represents the first cutout area, the blue ones are the two infinite sequences.
