Non-invasive risk assessment after myocardial infarction is a major but still unresolved goal in clinical cardiology. Various parameters such as ventricular late potentials, Twave alternans, and repetitive ventricular extrasystoles have been shown to indicate an increased risk of sudden cardiac death. However, the practical use of these arrhythmic markers into clinical decision making remains difficult. In this chapter we will describe two approaches of risk stratification with RBF networks using high-fidelity ECG recordings. Based on these high-fidelity recordings different aspects of conduction defects are exemplarily investigated. The first utilizes established features derived from signal averaged QRS complexes (heartbeats) and the second investigation centers on capturing morphology changes within the QRS complex.
Introduction
The non-invasive risk stratification of patients prone to sudden cardiac death is an important problem in modern cardiology. The incidence of sudden cardiac death (SCD) in the area of Germany is about 80,000 to 160,000 cases per year. Apart from cases of ventricular fibrillation (VF) related to myocardial ischaemia, the main reason for SCD is the occurrence of ventricular tachyarrhythmias as a cause of a chronic arrhythmogenic substrate. Sudden cardiac death most often occurs in the presence of coronary artery disease (CAD) (90% of SCD patients). In a significant number of patients (13% -20%) it is the initial symptom of CAD. Ventricular fibrillation emerges in most cases (70%) secondarily from a ventricular tachycardia. Various parameters such as ventricular late potentials, T-wave alternans, and repetitive ventricular extrasystoles have been shown to indicate an increased risk of sudden cardiac death. However, the practical use of these arrhythmic markers into clinical decision making remains difficult. The positive predictive value of all non-invasive parameters is limited especially when not combined with a reduced left ventricular function. On the other hand the available therapeutic options, the implantable cardioverter defibrillator or long term amiodarone drug therapy, have side effects, strain the patient and are cost intensive, thus requiring a highly selective usage. Recently the MUSTT [1] and the MADIT [2, 3] study proved the effect of defibrillator therapy in post infarction patients pre-selected by a reduced left ventricular function and spontaneous non-sustained ventricular tachycardia, with inducible sustained ventricular tachycardia during electrophysiologic study. In this chapter we summarize the clinical results of the currently available methods for non-invasive risk assessment and describe two approaches of risk stratification with RBF networks based on high-fidelity ECG recordings. In post-infarction studies with animals it has been shown that the substrate for singular or repeated ventricular arrhythmias is a localized damaged myocardium with abnormal conduction characteristics [4] [5] [6] . This causes slow or irregular propagation of activation. It is possible to detect these delayed signals with the high-resolution electrocardiogram. Based on these high-fidelity recordings different aspects of conduction defects are exemplarily investigated. The first is based on established features derived from signal averaged QRS complexes (heartbeats) and mainly describes a prolongation of cardiac exitation that extends beyond the normal heartbeat (late potentials). The second investigation centers on capturing morphology changes of the QRS complex (segment of the ECG signal associated with depolarization) in beat-to-beat recordings. Within this problem context of non-invasive risk stratification the topics of data acquisition, group description and evaluation are treated together with the initialization and training algorithms of the used RBF networks.
Medical Background: Review of NonInvasive Risk Stratification in Patients after Myocardial Infarction
Even in the thrombolytic era with its generally accepted reduction of hospital mortality, patients with acute myocardial infarction remain at an increased risk of sudden death at least in the first year after the acute event [7] . Based on large multi center studies post myocardial infarction there is still a remarkable rate of total death (7% to 23%) and sudden cardiac death (4% to 8%) within the first one or two years after infarction, particularly in patients with reduced left ventricular function, as seen from the placebo arms of several studies [8] [9] [10] [11] [12] (Table 1) .
Various non-invasive tests have been developed and clinically evaluated for risk assessment after myocardial infarction to detect subgroups of high risk patients for preventive treatment. From the current concept arrhythmogenesis is an integrative process dependent on the existence of an arrhythmogenic substrate (the infarction zone with abnormal automatism and slowed conduction), the autonomic tone, spontaneous trigger events (ventricular extrasystoles) [13] , and other modulating environmental factors (electrolytes, drugs). The available non-invasive tests cover different aspects of this scenario (Table 2) . Late potential analysis concentrates on the detection of myocardium with slow conduction. Holter monitoring allows to measure the incidence and complexity of spontaneous trigger events. Baroreflex sensitivity and heart rate variability reflect the autonomic tone. Most recently T-wave alternans has been introduced into clinical application as a marker of repolarization abnormalities.
Ambulatory Electrocardiography. With the ambulatory ECG the different types of ectopic beats can be documented that may trigger the initiation of ventricular tachycardias and/or fibrillation. Among those are frequent and repetitive ventricular premature beats (VPBs) up to nonsustained or sustained ventricular tachycardias. In addition to the quantification of spontaneous arrhythmias, modern Holter ECG equipment allows ST-segment analysis for ischaemia detection, heart rate variabil- ity analysis, the detection of ventricular late potentials by signal averaging, and QT variability analysis. Late potentials may be considered as a marker of delayed depolarization from areas of damaged ventricular myocardium, thus forming one pre-requisite of a reentrant circuit. However, it has been claimed from both experimental and clinical studies that in a significant proportion late potentials may represent only bystander areas, which are not an essential anatomical part of the reentrant circuit. Because dynamic events of ventricular depolarization are lost by the averaging process, beat-to-beat real time high resolution ECG equipment have been developed and clinically tested [14, 15] , and indeed increased beatto-beat variations of the QRS-complex (QRV) and the T-wave have been demonstrated in patients at high risk for malignant arrhythmias [15] [16] [17] . Two new ECG methods have been extensively investigated in recent years, aimed at detecting repolarization inhomogeneities, namely QTdispersion from the conventional 12-lead surface ECG [18] and QTvariability mainly from 24-hour ambulatory ECG recordings [19] . Most recently a special technique and algorithm has been described to detect beat by beat T-wave alternans at the microvolt level [20] . T-wave macroalternans is a well known phenomenon in severe myocardial ischaemia, experimental myocardial infarction, vasospastic angina and other pathophysiological conditions (neuro-hormonal imbalance). Increased beatby-beat micro-fluctuations of the amplitude and shape of the T-wave (repolarization process) are thought to reveal an increased local inhomogeneity of repolarization within the entire ventricular myocardium [21] .
Assessment of imbalances of the autonomic nervous system. To detect influences of the autonomic nervous system, heart rate variability (HRV) has been tested in short term (5 minutes to hours) and long term (24 hours) approaches, using either surface ECG monitoring or 24 hour Holter recorders, both in the time and frequency domain [22] [23] [24] . A large number of time domain indices have been developed and clinically tested such as SDNN, SDANN, RMSSD, NN50 and pNN50 (all statistical methods), and HRV-triangular index, TINN, Differential index and Logarithmic index (all geometrical methods). According to the Task Force Committee on Heart Rate Variability both SDNN and HRV triangular index should be used for the assessment of overall HRV, whereas short term components of HRV may be estimated by SDANN and RMSSD [25] . Power spectral analysis using fast Fourier transform allows the separation of the total power spectrum into high frequency (HF), low frequency (LF), very low frequency (VLF) and the ultra-low frequency range (ULF). The physiological correlate to HF components is attributed to ventilation, of LF to baroreflexes, of VLF to sympathetic activity (?), and of ULF possibly to the activity of the Renin-Angiotensin system. The LF/HR ratio may reflect sympatho-vagal balance, sympathetic modulations or baroreflex activity [24] . It should be stressed that for physiological and mathematical reasons there are strong correlations between certain time and frequency parameters of heart rate variability: SDNN, HRV triangular index, and TINN correlate to the total frequency power spectrum; SDNN index correlates to mean 5-min total power; RMSSD, SDSD, NN50 count, pNN50, differential index and logarithmic index correlate to the HF spectrum [25] . Changes in HRV have been found in patients after myocardial infarction, in diabetic neuropathy, in transplanted hearts, in cardiac failure and in patients with tetraplegia [25] . A number of drugs like beta-adrenergic blockers, antiarrhythmic drugs and muscarinic receptor blockers have been found to influence HRV. Beta blockers enhance HRV, antiarrhythmics like flecainide and propafenonene decrease HRV, and scopolamine paradoxically also decreases HRV. For risk stratification in post-MI patients both SDNN and HRV triangular index proved to be a powerful tool for predicting sudden cardiac death. In the study of Kleiger et al. [22] a SDNN cut-off value of 50-100 ms differentiated well between patients at low risk (50-100 ms) and those at high risk ( 50 ms), as did a cut-off value of the HRV triangular index of 20 in the study of Malik et al [23] .
Electrophysiological testing (EPS).
Between 1982 and 1992 a considerable number of studies have been published on the value of electrophysiological testing (EPS) for predicting the risk of sustained VT or SCD in post-MI patients [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] . The parameter used initially, repetitive ventricular response, namely ( 3 VPBs following one or two extrastimuli) proved to be too unspecific and over sensitive as a marker of ventricular electrical instability, and today only the induction of sustained VT is considered a meaningful and more specific risk marker for ventricular vulnerability [40] . Among 14 selected prognostic studies of EPS following acute myocardial infarction only 8 proved to be prognostic for SCD (Table 3 ). The positive predictive value of EPS following MI, ranges between 13% to 42%, whereas the negative predictive value is as high as 95% to 100%. In the clinical setting the value of all non-invasive methods and risk markers on its own, including of programmed ventricular stimulation, is limited since the positive predictive values of all of theses methods range from 4% to 42% (Table 4) , i.e. there is a significant number of false positive candidates with a pathological finding in either of these tests, who never will experience a sudden cardiac death in the first one or two years after myocardial infarction. A combination of two or more noninvasive risk markers, e.g. left ventricular ejection fraction below 40%, ventricular late potentials, frequent and/or repetitive extrasystoles, may enhance the positive predictive value to 50% or more, but at the expense of sensitivity, which may drop below 50% [42] [43] [44] [45] .
Risk stratification in patients with cardiomyopathies and chronic congestive heart failure. Risk stratification in patients with hypertrophic obstructive cardiomyopathy (HOCM) or dilative cardiomyopathy (DCM) seems to be less substantiated, since at least PVS proved to be too insensitive and unspecific for differentiating patients at high risk of SCD. Therefore other risk markers for HOCM such as sudden unexpected death in family relatives, sudden unexplained syncope in the individual patient or syncope on exertion, the presence of sustained VT and a high pressure gradient with exaggerated septal hypertrophy seem to be more predictive [47] . For DCM the degree of left ventricular dysfunction, the clinical status of cardiac failure, and the presence of non-sustained VT may be predictive of increased mortality. The degree of left ventricular dysfunction may also be useful for predicting reduced survival rates in patients with other types of chronic severe heart failure (CHF), which may be tested by the degree of exercise tolerance. This has been shown by Mancini et al. [48] , who demonstrated that CHF patients on a waiting list for heart transplantation being able to perform an exercise work load with a peak oxygen uptake of 14 ml/kg/min had an equal survival rate compared to those who already had a heart transplant. In contrast, those patients with a peak exercise capacity of 14 ml/kg/min had a one year survival rate of only 47%, and a two year survival rate of 32%. The role of left ventricular dysfunction and particularly of repetitive ventricular arrhythmias including non-sustained VT in predicting the risk of sudden arrhythmic death remains unclear in patients with severe CHF. At least in those with sustained VT or arrhythmic syncope an implantable Table 3 . Prognostic significance of programmed ventricular stimulation (PVS) for the incidence of ventricular tachycardia (VT) or fibrillation (VF) and for sudden cardiac death (SCD) in the first to second year after acute myocardial infarction. Abbreviations: n: patient number studied, FU: follow-up, Ind ·: inducible by PVS, Ind : noninducible by PVS, Rec: recurrences. cardioverter defibrillator (ICD) should be implanted prophylactically in order to bridge the patient alive to the time of heart transplantation.
Sequential non-invasive and invasive risk stratification protocols.
Instead of an alternative application of non-invasive or invasive strategies, a two-step risk stratification procedure using non-invasive screening followed by an invasive electrophysiological study seems to be more appropriate, as has been proposed and investigated by Pedretti et al. [49] . In a total of 303 post-myocardial infarction patients a number of clinical risk markers such as age, previous myocardial infarction, non-Q-wave infarction, left ventricular dyskinesia, ejection fraction 40%, filtered QRS duration of 115 ms (VLP), VPBs 6/hour, presence of nonsustained VT, HRV index of 29 and mean RR interval 750 ms were tested by stepwise logistic regression analysis. The following markers proved to be most significant: EF 40%, VLP present, and detection of repetitive VPBs. Patients with none or one non-invasive risk marker were classified as low risk patients and followed for a mean of 15 months post infarction. Those with two or three non-invasive risk markers were classified as intermediate to high risk and subjected to invasive electrophysiologic testing. Patients with inducible sustained VT were classified as high risk patients, and those without inducibility of sustained VT to the low risk group. The mortality rate for SCD was 13/20 (65%) in the group with inducible sustained VT, whereas mortality in the low risk group was 3/263 patients (1.1%). The sensitivity for predicting SCD by the two-step program was 81%, the specificity 89%, the positive predictive value was 65% and the negative predictive value was 99%, i.e. 65% of patients were correctly classified as SCD candidates. The study of Pedretti et al. [49] has been confirmed in essence by the publication of Zoni-Berisso et al. [50] .
Current status.
In daily practice the diagnosis of an increased arrhythmic risk has to be followed by the clinical decision whether the risk of the individual patient is high enough to require aggressive and cost intensive treatment strategies such as long term amiodarone or cardioverter defibrillator implantation. Despite the large number of studies dealing with risk assessment from different parameters, data concerning proven therapeutic consequences of risk assessment are still limited to very high risk patient groups. The MUSTT [1] and MADIT [2, 3] trials ascertain the use of a stepwise approach based on non-sustained ventricular tachycardia (nsVT) and a reduced left ventricular ejection fraction (EF) for the selection of patients for electrophysiologic testing (EPS). In patients with inducible sustained VT implantation of an cardioverter defibrillator was proven to be an effective therapy. Despite the fact that these studies could demonstrate the successful transposition of risk assessment into therapy, there are still many open questions. The level of risk as well as the optimum of equivalent combinations of risk factors have to be defined. Currently all risk assessment strategies are based on a significantly depressed left ventricular function. However it remains to be defined whether LV dysfunction needs to be always heavily reduced or whether certain combinations of risk parameters require treatment even with moderate or low LV-impairment. Only recently Ikeda et al. [51] showed that the combined assessment of T-wave alternans and late potentials is associated with a high positive predictive value for an arrhythmic event after acute MI. Furthermore current risk assessment strategies mostly serve as pre-screening of patients for subsequent programmed ventricular stimulation still regarded as the gold standard of risk evaluation. Although this might be acceptable in post MI patients, EPS does not capture all relevant mechanisms of malignant ventricular tachyarrhythmias [52] . Especially in patients with cardiomyopathy the inducibility of sustained VT during electrophysiological stimulation is less specific. In clinical practice a two step stratification program in post infarction patients seems to be an adequate and cost effective approach. The positive predictive value of all individual non-invasive parameters is limited. However the negative predictive value is relatively high ( 90%) and can be further increased by combining them using the OR relation. Thus pre-selection of high risk patients with a set of non-invasive markers will markedly enhance the specificity and predictive accuracy of the subsequent invasive electrophysiological test. A different test characteristic can be reached by combining several screening parameters in an AND relation resulting in an improved positive predictive value of the subsequent EPS. Furthermore the use of multiple pre-screening non-invasive tests allows to cover different pathophysiological aspects of arrhythmogenesis (see Table 2 ). A potential risk stratification strategy including both established parameters (EF 40%, non-sustained VT, see MUSTT, MADIT) and new noninvasive tests is shown in Figure 1 . After myocardial infarction patients will first be studied for post-MI ischaemia (angina, ST-segment depression) and will be revascularized if needed (PTCA or bypass grafting). Two to three weeks post MI, left ventricular function will be measured (echo, angiogram, scintigraphy), and a Holter ECG will be recorded. In addition a set of new risk markers including ventricular late potentials, heart rate variability, T-wave alternans, and the recently described heart rate turbulence [53] can be recorded. In patients with EF 40% and non-sustained VT (which corresponds to MUSTT and MADIT) or a reduced LV function in combination with at least three other risk markers an electrophysiologic study will be performed. Patients not undergoing EP study as well as patients with a negative EP test result will receive beta blocker therapy. Patients with inducible VT (due to the protocol always on top of the above mentioned pre-screening risk factors) represent a true high risk population requiring ICD therapy. Further studies are necessary to clarify the role of long term amiodarone drug therapy plus beta blocker as an alternative to the ICD strategy in certain patient subgroups. New technologies of signal analysis have broadened our apparatus for risk assessment allowing to measure very diverse aspects of arrhythmogenesis. The above proposed strategy is a careful approach to include these new technologies into clinical practice although other combinations of risk markers might replace the reduced left ventricular ejection fraction [51] . Several studies with long term follow-up are necessary to clarify their final role in different patient subgroups and pathophysiological entities. . Abbreviations: EF: ejection fraction, VEA: ventricular ectopic activity, HRT: heart rate turbulence, HRV: heart rate variability, TWA: T-wave alternans, VLP: ventricular late potentials, QRV: QRS microvariability, nsVT: non-sustained ventricular tachycardia, EPS: electrophysiological testing (by programmed ventricular stimulation), sVT: sustained VT, ICD: implantable cardioverter defibrillator, BB: beta blocking drug, AMIO: amiodarone.
Selected methods for training RBF classifiers
In this section we present the different RBF initialization and training strategies used in this investigation.
In the classification scenario a neural network performs a mapping from a continuous input space In the following methods for these two phases, which were applied in this investigation are described together with a procedure for the selection of initial prototypes.
Selection of seed prototypes
Different methods for the selection or generation of seed prototypes are possible. One of them, a random selection of prototypes from the avail-able training data does not fulfill the requirements of good seed prototypes in terms of their equal distribution among the classes and good classification properties within a reasonable neighbourhood of their location. We therefore used an algorithm for finding seed prototypes from the training data which selects if possible an equal number of prototypes from each class with the additional requirement of having within the Ã nearest neighbours a majority of the same class. If that is not possible the neighbourhood requirement is dropped. If that is still not possible a data point of any class is used as a seed prototype. More formally we define: The procedure for the selection of seed prototypes is described in Algorithm 1.
Adapting the prototype location
Supervised: OLVQ1. Kohonen [55] proposed a supervised version of a vector quantization algorithm called Learning Vector Quantization (LVQ). From the basic LVQ1 version, the OLVQ1, LVQ2, and LVQ3 competitive training procedures have been derived. In the following the OLVQ1 algorithm, which is used in the experiments, will be briefly illustrated. After the initialization of the prototypes and upon the presentation of a feature vector from the training set Ü , the location of the winning prototype £ with is adapted according to the learning rule:
In contrast to the LVQ1 algorithm, OLVQ1 exhibits an individual learning rate ´Øµ for each prototype . Usually ´Øµ is positively decreasing. The class labels of the prototypes are not changed during adaptation, they remain constant after initialization.
Unsupervised: Batch k-means. It is possible to adapt the prototype location in a non-trivial way without using any class information of the training patterns. This is done by utilizing the neighbourhood relationships within the data points imposed by a distance measure. The kmeans clustering procedure [56] [57] [58] is among the most popular methods in cluster analysis [59] . After initialization of the prototypes their location is adapted after every epoch according to (batch k-means algorithm): 
Dynamic LVQ. The previous two approaches for adapting the hidden layer require the a priori setting of the number of prototypes. Here, we present a simple data driven codebook generation scheme, which is similar to [60, 61] . Adaptation of the prototype location is done by OLVQ1 (although k-means could be used as well). During training a statistic for each prototype is maintained, which contains the number of class specific hits with class´ µ. Based upon this statistic new prototypes are inserted, and if after the temporarily insertion of the new prototype the classification error does not decrease, the prototype inserted last is pruned from the network, see Algorithm 2 and Figure 3 . Figure 3 . Illustration of prototype insertion with dynamic LVQ in a three class scenario ( , AE,¯). The prototype makes five misclassifications with class and three with class AE. At first a new prototype is added at the center of gravity ½ . If the overall classification rate does not rise, location ¾ is tried.
Construction of the RBF network
So far we have only dealt with different vector quantization schemes for the adaptation of prototype locations. For the transition to a RBF network these prototype locations are used as centers of the radial basis functions. Additionally the initial setting and possible adaptation of the kernel widths of the radial basis functions and of the hidden to output layer connections Û is required. Here, we restrict ourselves to initializing the output weights to 1 for 'prototype-of-that-class' to 'output-ofthat-class' connections and the others to small values (see Section 5).
Setting of the kernel widths.
The setting of the kernel widths is a critical issue in the transition to the RBF network. When the kernel width is too large the estimated probability density is over-smoothed and the nature of the underlying true density may be lost. Conversely, when is too small there may be an over-adaptation to the particular data set. In addition very small tend to cause numerical problems with gradient descent methods as their gradients vanish. We investigated three different schemes for the initial setting of the kernel widths in transition to the RBF network ( is set heuristically):
1. The kernel width is set to the mean of the distance to the Ä nearest prototypes È ´Äµ of prototype : ½ Ä ¾È ´Äµ 2. Use the distance to the nearest prototype with a different class label for initialization:
3. All are set to the same value, which is proportional to the average minimal distance between all prototypes:
Gradient descent
The adaptation of the output weights and of the kernel widths was done with two gradient descent methods, i.e. plain back-propagation and backpropagation enhanced by Armijo line search.
Back-propagation.
We give a brief summary of the use of error-backpropagation in the context of radial basis function network training, for a more detailed treatment see [54, 62, 63] . Signal-Averaged ECG recordings. Ventricular late potential analysis (VLP) is a non-invasive method to identify patients with an increased risk for reentrant ventricular tachycardias and for risk stratification after myocardial infarction [66] [67] [68] . Techniques commonly applied in this purely time-domain based analysis are signal-averaging, high-pass filtering and late potential analysis of the terminal part of the QRS complex. The assessment of VLP's depends on three empirically defined limits of the Table 4 . In this investigation these three features are used as inputs to a classifying RBF network, which is trained to predict the group status, see subject groups. Figure 7 (left) shows a 2-dimensional visualization of the complete dataset. Beat-to-beat ECG recordings. High-resolution beat-to-beat electrocardiograms of 30 min duration were recorded during sinus rhythm from bipolar orthogonal , , leads using the same equipment as with the signal-averaged recordings. Sampling rate was reduced to 1000 Hz. QRS triggering, reviewing of the ECG, and arrhythmia detection was done on a high-resolution ECG analysis platform developed by our group [72] . The three leads were summed into a signal Î · · .
From each recording 250 consecutive sinus beats preceded by another sinus beat were selected for subsequent beat-to-beat variability analysis. In a first step the signals were aligned by maximizing the crosscorrelation function [73] between the first and all following beats. Prior to the quantification of signal variability the beats were pre-processed to suppress the main ECG waveform, bringing the beat-to-beat microvariations into clearer focus. To achieve this, the individual signal was subtracted from its cubic spline smoothed version (spline filtering, spline interpolation through every seventh sample using the not-a-knot end condition) [74, 75] , compare Figure 8 . This method resembles a waveform adaptive, high-pass filtering without inducing phase-shift related artefacts. Next, for each individual beat the amplitude of the difference signal was normalized to zero mean and a standard deviation of 1 V. Beat-to-beat variation of each point was measured as the standard deviation of the amplitude of corresponding points across all 250 beats. For the QRS we used a constant analysis window of 141 ms which covered all QRS complexes of this series [17] . The resulting 141 dimensional variability vector was used as input for classification into subject group A or B. Figure 7 (right) shows a 2-dimensional visualization of the complete dataset.
Results
Different types of classification experiments with the Gaussian basis function networks of Section 3 were performed. The selection of seed prototypes was done with Algorithm 1 (Ã = 5).
The following taxonomy gives an overview of the experiments and the notation:
1. Adaptation of the prototype layer (see Section 3.2). Figures 9 and 10, and Tables 5 and 6 give the nearest neighbour classification results on the prototype layer.
OLVQ1 :
Initial and maximal learning rate was set to 0.3. Number of adaptation steps: ½¾¼Å.
Batch k-means :
Training until the assignment of data points to prototypes does not change with each epoch. Class labels are not used in this adaptation step. After training class labels are assigned to prototypes by majority vote of those class labels of data points having minimal distance to the prototype.
Dynamic LVQ : List size Ô (see Algorithm 2) was set to 12. After every inserted prototype ¾¼Å OLVQ1 iterations were performed. Learning rate was set to ¼ ¿. Following the growth process the prototypes were finally adapted with ½¾¼Å OLVQ1 iterations. The initial number of prototypes was 2 in all cases and was bounded by the preset value. In some cases the preset number of prototypes was not attained.
This occurred for Å on the 3D data set and Å ¾ on the 141D data set. 12 give the classification results for the RBF networks with a retraining of the output layer only (online back-propagation). Kernel widths were set with the three methods given below. Figures 13  and 14 , and Tables 7 and 8 show the classification results on the completely re-trained RBF network ( initialization was done with method × ) with Algorithm 3.
Training of the RBF network (see Section 3.3). Figures 11 and
(a) Initialization of RBF widths (see Section 3.3.1)
was heuristically set to 2 in all cases.
× : were set to the average distance to the nearest three prototypes.
× : were set with the distance to the nearest prototype of a different class.
× : All were set to the same value, proportional to the average minimal distance between all prototypes.
(b) Initialization of the output weights Û : Output weights were always initialized to 1 for connections between prototypes of a class and their corresponding output unit, otherwise they were set to small random values (uniform distribution) in the range of [-1E-6, +1E-6]. The classification performance is given in terms of re-validation and 10-fold cross-validation results. Re-validation means training and test on the whole data set. 10-fold cross-validation means partitioning the whole data set into 10 disjoint subsets and carrying out 10 training and test runs always using 9 subsets as the training set and testing on the remaining one. The results are those on the test sets. Each of these re-validation or 10-fold cross-validation simulations was performed 10 times. The difference between subsequent simulations was the initialization of the random number generator and the random permutation of the data set. Figure 9 . Signal-averaged 3D data: Re-classification (training and test set are the same) and 10-fold cross-validation results (accuracy) for the three prototype adaptation schemes (OLVQ1, k-means, dynamic LVQ) using the nearest neighbour rule on the hidden layer. Results are averages over 10 training and test runs for re-classification and over ten 10-fold cross-validation runs with their standard deviations. Figure 10 . Beat-to-beat variability data: Re-classification (training and test set are the same) and 10-fold cross-validation results (accuracy) for the three prototype adaptation schemes (OLVQ1, k-means, dynamic LVQ) using the nearest neighbour rule on the hidden layer. Results are averages over 10 training and test runs for re-classification and over ten 10-fold cross-validation runs with their standard deviations.
Classification results on the prototype layer of the signal-averaged data (8 prototypes) Table 5 . Detailed classification results of the three prototype adaptation schemes for the signal averaged data (3 dimensional, 8 prototypes): Re-classification and 10-fold cross-validation results are given (ten runs, mean ¦ standard deviation). Classification was performed on the prototype layer with the nearest neighbour rule.
Classification results on the prototype layer of the beat-to-beat variability data (8 prototypes) Table 6 . Detailed classification results of the three prototype adaptation schemes for the beat-to-beat data (141 dimensional, 8 prototypes): Re-classification and 10-fold cross-validation results are given (ten runs, mean ¦ standard deviation). Classification was performed on the prototype layer with the nearest neighbour rule. Table 7 . Detailed RBF classification results of the three prototype adaptation schemes for the signal averaged data Table 8 . Detailed RBF classification results of the three prototype adaptation schemes for the beat-to-beat data (141 dimensional, 8 hidden neurons): Re-classification and 10-fold cross-validation results are given (ten runs, mean ¦ standard deviation). The widths of the RBF functions are initialized via their distance to the next three prototypes (see text). The complete network ( , , Û ) is re-trained with back-propagation with variable stepsize.
OLVQ1

RBF results for the beat-to-beat data (8 hidden neurons) OLVQ1
Concluding remarks
Several topics were touched in this investigation: The role of noninvasive risk assessment in cardiology, new signal processing techniques utilizing not only the three standard VLP parameters but processing sequences of beats, and the possible application of RBF networks in this assessment. By using the more elaborate categorization methods of RBF networks compared to VLP assessment (see Section 4) on the 3 dimensional signalaveraged data an increase in accuracy of about 10% could be gained (VLP results: Acc = 72.6%, Sensi = 63.6%, Speci = 80.4%) in all cases of prototype based or RBF classification (see Tables 5 and 7 and Figures 9,11 and 13 ). The increase from prototype based to RBF network categorization was moderate but still visible and was accompanied by a reduction of variance. All network classification results show only a slight difference between re-validation and cross-validation for a small number of prototypes or radial basis functions. This substantiates the robustness of the methods on this data. Surprisingly does the accuracy stagnate at about 86% for the re-validation case on all simulations, only the dynamic LVQ makes an exception and shows an over-adaptation to the data set, which is reflected in its poor generalization ability at higher prototype numbers. Unfortunately the sensitivity of all methods on the 3D data is still too low to qualify as a single screening test (see Section 2, Current status). Another issue of using signal-averaged features solely as predictors of SCD are their moderate positive predictive value (see Table  4 ) and, as far as the simulations of this paper are concerned, a problematic prognostic significance of the PVS result for SCD (see Table 3 ). The positive and negative predictive values presented here should be treated with care as the study population does not represent the true prevalence of SCD. In the case of the 141 dimensional best-to-beat variability data there is also a substantial (7% -15%) increase in classification accuracy (see Tables 6 and 8 and Figures 10, 12 and 14) compared to categorization via a single cut-off value on the sum of the variability features (re-val: Acc = 73.7%, Sensi = 68.2%, Speci = 78.4% [17] ; 10-fold cross-val (mean ¦ stdev): Acc = 68.9% ¦ 5%, Sensi = 66.1% ¦ 8.7%, Speci = 71.4% ¦ 16.8%). Compared to the 3D data classification results drop when switching to the RBF network and training the output layer only. Inter-estingly, is the performance not influenced by the type of initialization of the kernel width in all cases on both data sets. Only on the high dimensional data a re-tuning of the complete network seems to be mandatory to recover from and even increase, the performance compared to a purely prototype based classification. All networks end, after being re-trained, in a comparable range of performance (within their prototype number), although this is not the case on the prototype layer. The difference between the supervised training methods of OLVQ1 and dynamic LVQ and the unsupervised k-means is most pronounced with the variability data ( Figure 10 ). This is not too surprising as the 2 dimensional projection (Figure 7 ) also points in that direction. The presented results indicate that both types of features are of a supplementary nature (results on sensitivity). This calls for studies in which both are combined. Further investigations into the uncertainty of the target classification (long term follow-up) are needed to assess the diagnostic and prognostic value of the presented methods, their combination and their applicability to different patient groups.
