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CONTRACTING CONVEX HYPERSURFACES BY CURVATURE
BEN ANDREWS, JAMES MCCOY, AND YU ZHENG
ABSTRACT. We consider compact convex hypersurfaces contracting by functions of their curvature.
Under the mean curvature flow, uniformly convex smooth initial hypersurfaces evolve to remain smooth
and uniformly convex, and contract to points after finite time. The same holds if the initial data is only
weakly convex or non-smooth, and the limiting shape at the final time is spherical. We provide a surpris-
ingly large family of flows for which such results fail, by a variety of mechanisms: Uniformly convex
hypersurfaces may become non-convex, and smooth ones may develop curvature singularities; even
where this does not occur, non-uniformly convex regions and singular parts in the initial hypersurface
may persist, including flat sides, ridges of infinite curvature, or ‘cylindrical’ regions where some of the
principal curvatures vanish; such cylindrical regions may persist even if the speed is positive, and in
such cases the hypersurface may even collapse to a line segment or higher-dimensional disc rather than
to a point. We provide sufficient conditions for these various disasters to occur, and by avoiding these
arrive at a class of flows for which arbitrary weakly convex initial hypersurfaces immediately become
smooth and uniformly convex and contract to points.
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1. INTRODUCTION
In this paper we study hypersurfaces evolving accoding to parabolic flows in which the speed
of motion is governed by the curvature. The best known example of such a flow is the mean cur-
vature flow, which was studied in an influential paper of Gerhard Huisken [Hu]. Given a smooth,
uniformly convex initial hypersurface, Huisken proved existence of a unique solution of the mean
curvature flow, which contracts to a point in a finite time. He also proved that the solution becomes
asymptotically spherical, so that rescaling about the final point by a suitable time-dependent factor
gives smooth convergence to the unit sphere. This behaviour remains true even when the initial
hypersurface is non-smooth or only weakly convex, for example when it is given as the boundary
of an arbitrary open bounded convex region. A variety of other related flows have been consid-
ered: Kaiseng Chou [T] considered the flow by Gauss curvature, and proved that smooth, uniformly
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2 BEN ANDREWS, JAMES MCCOY, AND YU ZHENG
convex initial hypersurfaces contract to points in finite time. Ben Chow extended Chou’s method
to prove that convex hypersurfaces contract to points under speeds given by positive powers of the
Gauss curvature, and adapted Huisken’s arguments to prove that the limiting shape is spherical under
motion by the nth root of the Gauss curvature [C1] and later by the square root of the scalar curva-
ture [C2]. In the latter case he required an additional curvature condition on the initial hypersurface.
The first author generalised these results to a natural class of curvature flows [An1], with speeds
homogeneous of degree one in the principal curvatures of the evolving hypersurface and satisfying
some other natural conditions. The class for which such results are known was widened further in
[An8, An9] which, in particular, removed the curvature condition on the initial hypersurface in [C2].
The weaker statement, that smooth and uniformly convex initial hypersurfaces give rise to solutions
which contract to points in finite time, is known for a wider class of flows [Han].
In this paper we consider a wide class of such flows, and investigate the factors which determine
whether the general picture of behaviour observed in the mean curvature flow remains valid.
After the introductory sections 2 and 3 which introduce our notations and definitions and discuss
elementary properties of the flows and the kinds of solution we consider, we begin with two sections
which produce counterexamples to the smooth contraction of uniformly convex hypersurfaces to
points:
In section 4 we find flows for which uniformly convex, smooth initial hypersurfaces can evolve to
develop curvature singularities while the inradius remains positive. For this we use a parametrization
of convex hypersurfaces using the inverse of the Gauss map, in which the hypersurface is determined
by its support function. A hypersurface can be non-smooth but uniformly convex while its support
function remains smooth, and the solutions we construct display exactly this behaviour. The class of
flows where smoothness is lost in this manner is surprisingly large, and contains many flows which
seem both simple and natural. We also see that the flows in which the speed is a homogeneous degree
one function of the principal curvatures are easier to control, so there are relatively few flows of this
kind which lose smoothness.
In section 5, we use a similar construction to provide a family of flows for which there are weakly
convex smooth hypersurfaces which evolve to become non-convex. Under our assumptions this
also guarantees that there are uniformly convex smooth hypersurfaces which evolve to become non-
convex. For flows which are uniformly parabolic at cylindrical points, our condition is both necessary
and sufficient for this behaviour to occur.
Having developed some understanding of how smoothness or convexity may be lost, we find a
large class of flows for which initial smoothness and strict convexity is maintained until the hyper-
surface shrinks to a point (in some cases we can only prove the weaker statement that the inradius
shrinks to zero). We carry this out in section 6. Our main result (Theorem 5) is sharp in the class
of flows for which the function f∗ which defines the speed of motion as a function of the principal
radii of curvature is concave and extends beyond the boundary of the positive cone except where it
is zero. We also give some more restrictive results for concave speeds and for the case n = 2 without
concavity assumptions.
For flows which do not either lose smoothness or lose convexity (that is, those covered by the
results of section 6), we prove an existence and uniqueness statement for barrier solutions (a kind
of generalized solution which is natural for the flows we consider), with initial data given by the
boundary of any open, bounded convex region. In the remaining sections of the paper we consider
the question of which flows have the property that all such generalized solutions immediately become
smooth and uniformly convex.
Some examples where this fails are already known, beginning with the example of Hamilton [H3]
who showed that a flat side of a convex surface (that is, an open subset of the surface which is con-
tained in a plane) persists for some time under the Gauss curvature flow. Together with Daskalopou-
los he investigated this phenomenon in some detail [DH]. The results of [An4] imply that solutions
eventually become smooth and uniformly convex. Caputo and Daskalopoulos [CD] considered flow
by the harmonic mean of principal curvatures for surfaces which are initially uniformly convex with
the exception of one flat side. They showed that under this flow, the boundary of the flat side evolves
by the curve shortening flow, so again flat sides persist for some time. With Natasa Sesum they
extended this to hypersurfaces moving with speed given by a quotient of successive elementary sym-
metric functions [CDS].
Previous examples where there is an affirmative answer to our question have arisen in [An9],
where such a result was proved for flows by powers α ≤ 1n of the Gauss curvature, and in [An7],
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which includes strict convexity estimates for a class of ‘mixed discriminant’ curvature flows. A
related result was proved by Dieter [D], who considered curvature flows with smooth, weakly con-
vex initial data, where the speeds were quotients of successive elementary symmetric functions of
the principal curvatures. She required that for the initial hypersurface, the denominator of the quo-
tient is positive, and proved that the hypersurface becomes immediately uniformly convex under the
evolution.
In section 7 we give necessary and sufficient conditions determining whether flat sides persist (the
result is a dichotomy between flows where flat sides persist and those for which there is a lower bound
on the displacement for positive times, depending only on the initial inradius and circumradius).
In particular we prove lower displacement bounds for flows with speed homogeneous of degree
α < 1 in the principal curvatures, and prove that flat sides always persist for speed homogeneous of
degree α > 1. In the critical case α = 1 the two types of behaviour are distinguished by a single
easily checked condition. In sections 8 and 9 we translate these displacement bounds into upper and
lower bounds on the speed for positive times. In particular the upper bounds on displacement and
speed hold for essentially arbitrary flows. We apply this observation to prove the main existence and
unqueness result for barrier solutions in section 10.
Sections 11 and 12 provide examples where unique barrier solutions exist, but are sometimes not
smooth or not strictly convex.
The examples discussed in section 11 display a new kind of behaviour for such flows: Cylindrical
regions can persist even in flows where flat sides do not (and so where the speed necessarily becomes
strictly positive). We construct flows in which cylindrical regions in the evolving hypersurfaces have
strictly positive speed, but do not become uniformly convex. Instead these persist as cylindrical
regions while shrinking in radius. This has not been observed previously and shows the necessity of
further conditions in order to deduce strict convexity and smoothness of solutions. Remarkably, this
construction also produces examples of weakly convex hypersurfaces which do not even contract
to points — for example under flow with speed equal to |A|, the norm of the second fundamental
form, there are smooth weakly convex n-dimensional initial hypersurfaces which collapse to a k-
dimensional disk of positive radius, for any k ∈ {1, . . . ,n− 1}. The examples in section 12 are
similar in spirit, but in this case involve regions in the Gauss image where the minimum radius of
curvature is zero, which persist while shrinking under the flow. These correspond to ridges of infinite
curvature which persist in the evolving hypersurface as it shrinks.
In the final section, we conclude by producing classes of flows where barrier solutions do indeed
become smooth and strictly convex for positive times. Informed by the conditions in the previous
sections which allow the construction of counterexamples, we produce as wide a class as possible,
though our results in this section are probably not exhaustive. We state a conjecture which would
amount to an essentially sharp result, but which seems to be beyond the reach of our methods.
The second and third authors are grateful to the Centre for Mathematics and its Applications at
the Australian National University for its hospitality during their visits, when some of this work was
completed.
2. NOTATION AND PRELIMINARY RESULTS
In this paper we consider the behaviour of solutions X : Mn× [0,T )→ Rn+1 of curvature flow
equations of the form
(1)
∂X
∂ t
(x, t) =−S(A(x, t),g(x, t))ν (x, t) ,
where X is a smooth family of immersions (that is, X is smooth, and for each t the map Xt = X(., t) is
an immersion), ν(x, t) is the (outer) unit normal to the image hypersurface Mt = Xt(M, t) at X(x, t),
A(x, t) is the second fundamental form of Mt , and g(x, t) is the induced metric. Thus A(x, t) and
g(x, t) are symmetric bilinear forms acting on the tangent space TxM. We require the flow to be
geometrically invariant and smooth, which means that the function S is a smooth function of the
components of A and g which is invariant under change of basis, i.e. for any L ∈ GL(n) we have
S(LT AL,LT gL) = S(A,g). We also insist that S be homogeneous of some positive degree α in the
first argument, so that S(λA,g) = λαS(A,g) for any λ > 0 (this amounts to the requirement that the
flow (1) has an invariance under spatial scalings).
The invariance of S implies that S(A,g) = S(g−1/2Ag−1/2, I) where I is the identity matrix. Thus
S is reduced to an O(n)-invariant function of one argument. Henceforward when we write S(A) we
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will mean S(A, I). For convenience we write S = Fα . It follows from a theorem of Schwarz [S1] that
F(A,g) = f (κ(A,g)), where f is a smooth symmetric function of n variables, and κ = (κ1, . . . ,κn)
is the map which takes A and g to the vector of eigenvalues of A with respect to g (the principal
curvatures, defined only up to order). Conversely, any such smooth symmetric function f gives rise
to a smooth GL(n)-invariant function F (by a theorem of Glaeser [G2]). There are several other
conditions we will always impose on the function f :
Conditions 1.
(i) f is a smooth symmetric function defined on the positive cone
Γ+ = {κ = (κ1, . . . ,κn) ∈ Rn : κi > 0 for all i = 1,2, . . . ,n} .
(ii) f is strictly increasing in each argument: f˙ i = ∂ f∂κi > 0 for each i = 1, . . . ,n at every point
of Γ+.
(iii) f is homogeneous of degree 1: f (λκ) = λ f (κ) for any λ > 0 and κ ∈ Γ+.
(iv) f is strictly positive on Γ+ and normalised: f (1, . . . ,1) = 1.
Note that condition (iv) is merely a normalization, since the positivity follows from (i)–(iii).
Several additional conditions will be used as need dictates:
Conditions 2.
(v) f is concave on Γ+.
(vi) f is inverse concave. That is, the function
f∗ (x1, . . . ,xn) = f
(
x−11 , . . . ,x
−1
n
)−1
is concave on Γ+.
(vii) f∗ vanishes on the boundary of Γ+.
(viii) The restriction of f to the boundary of the positive cone is inverse-concave. That is, if
f (1, . . . ,1,0) > 0 then the function f˜ (x1, . . . ,xn−1) = f (x1, . . . ,xn−1,0) is inverse-concave
on the (n−1)-dimensional positive cone Γ(n−1)+ .
(ix) The restriction of f∗ to the boundary of the positive cone is inverse-concave.
(x) If κ ∈ ∂Γ+ with f (κ)> 0 then f˙ i(κ)> 0 for each i and f is smooth near κ .
(xi) If r ∈ ∂Γ+ with f∗(κ)> 0 then f˙ i∗(r)> 0 for each i and f∗ is smooth near r.
(xii) The flow (1) admits second derivative Ho¨lder estimates in Γ+ (see (2) below).
(xiii) The flow (1) admits second derivative Ho¨lder estimates in Γ¯+∩{ f > 0}.
Remark 1.
(1). The definition of inverse-concavity here is slightly different from that in [An8], but is equiv-
alent. Previous results on hypersurface flows have always assumed one of the concavity
conditions (v) or (vi), with the exception of flows of surfaces [An9] (see also [AM] where
no concavity is required but a small pinching ratio is assumed). There are several reasons
for this: First, such conditions have been used in arguments to control curvature, in particu-
lar in curvature pinching estimates [An1, An8, C1, C2, M1, M2], or in preserving convexity
or bounding curvature [Han, U]. Secondly, some such convexity or concavity condition is
necessary in order to deduce Ho¨lder continuity of the second fundamental form using the
estimates of Krylov [K1] and Evans [E]. For this either condition (v) or (vi) will suffice.
In the case of flows of surfaces, no such concavity assumption is necessary [An10]. In any
case the problem of proving Ho¨lder continuity of second derivatives for non-concave par-
abolic operators is quite distinct from the rest of our considerations here, so it suffices for
our purposes to deal with this issue by assuming conditions (xii) or (xiii), which we now
discuss in more detail.
(2). Conditions (xii) and (xiii) are intended as follows: Let K be any compact subset of Γ (or
Γ¯+ ∩{ f > 0} in case (xiii)), and t0 > 0. Then there exists β ∈ (0,1] and C > 0 depending
only on K and t0 such that for any solution X : Mn× [0, t0]→ Rn+1 of equation (1) with
principal curvatures in K at every point, ‖A‖C0,β (M×[t0/2,t0]) ≤C. The following assumptions
each suffice for (xii):
• f is concave or convex;
• f∗ is concave or convex;
• n = 2 (for details see [An10]);
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• f is nearly isotropic on Γ+, in the sense that ∂ f∂κi ≤ C(n)
∂ f
∂κ j for 1 ≤ i, j ≤ n at each
point of Γ+, where C(n) is an explicit constant (see [AM, Theorem 7.3]);
• f∗ is nearly isotropic, in the same sense.
If condition (x) holds and f is concave or convex, n = 2, or f is nearly isotropic, then
condition (xiii) also holds.
(3). Condition (x) is equivalent to the assumption that f can be extended to satisfy conditions 1
on an open cone Γ containing Γ+, such that κ ∈ ∂Γ∩∂Γ+ implies f (κ) = 0. Condition (xi)
amounts to a similar condition for f∗.
(4). In order to make sense of conditions (vii), (viii) and (ix) we must make the observation that
f and f∗ each have continuous extensions to the closure of Γ+. We give the argument for f ,
but the same applies equally well for f∗:
Lemma 1. A function f satisfying Conditions 1(i)–(iii) extends continuously to the closure
Γ¯+.
Proof. Since f is monotone in each argument by (ii), one can define an extension to the
boundary of the positive cone by setting f (A) = lims→0+ f (A+ sI) (where I = (1, . . . ,1)).
This always exists since f (A+ sI) is nondecreasing in s and is bounded below by zero
(by the Euler identity using (ii) and (iii)). This extension is continuous: Continuity at the
origin is simple, since 0 ≤ f (b1, . . . ,bn) ≤ max1≤i≤n bi f (I) = ‖b‖∞ f (I). It follows that
| f (B)− f (0)| ≤ ‖B‖∞ f (I). Next we show continuity at a non-zero boundary point A =
(0, . . . ,0,ak+1, . . . ,an): We write a = min{ak+1, . . . ,an}> 0. Given ε > 0, choose δ > 0 so
that f (A+δ I)< f (A)+ε , and so that δ < aεf (A) if f (A)> 0. Then if ‖B−A‖∞ < δ , we have
bi < ai+δ for all i, so f (B)≤ f (A+δ I)< f (A)+ε . If f (A) = 0 then we also trivially have
f (B)≥ f (A)> f (A)−ε , while if f (A) 6= 0 then we have bi ≥max{ai−δ ,0}≥ (1−δ/a)ai,
so by homogeneity and monotonicity we have f (B) ≥ f ((1− δ/a)A) = (1− δ/a) f (A) =
f (A)− δa f (A)> f (A)−ε . Thus in either case | f (B)− f (A)|< ε for ‖B−A‖∞ < δ .  
(5). Concavity of f on Γ+ is equivalent to concavity of F as a function of the components
of A on the space of positive definite symmetric matrices (see [CNS, Section 3], or apply
Lemmas 2 and 6). Similarly, inverse-concavity of f is equivalent to concavity of f∗, which
is equivalent to concavity of the function F∗ defined by F∗(A) = F(A−1)−1.
(6). The boundary inverse-concavity condition (viii) also implies inverse-concavity of the re-
striction of f to any face of the positive cone on which it is non-zero: For any k > 0,
we can consider the restriction of f to a k-dimensional face, which is a function f˜k on
the k-dimensional positive cone Γ(k)+ , given by f˜k(x1, . . . ,xk) = f (x1, . . . ,xk,0, . . . ,0). If
f˜k is not identically zero, then it is positive on Γ
(k)
+ (by monotonicity and homogeneity).
To prove that f˜k is inverse-concave, we note that the inverse-concavity condition for f˜
can be written using Jensen’s inequality in the form ( f˜ )∗(λx+ (1− λ )y) ≥ λ ( f˜ )∗(x) +
(1− λ )( f˜ )∗(y) for any x,y ∈ Γ(n−1)+ and any λ ∈ (0,1). But now for any x ∈ Γ(k)+ , let
xε = (x1, . . . ,xk,ε−1, . . . ,ε−1) ∈ Γ(n−1)+ . Then we have
lim
ε→0
( f˜ )∗(xε ) = lim
ε→0
1
f (x−11 , . . . ,x
−1
k ,ε, . . . ,ε,0)
=
1
f (x−11 , . . . ,x
−1
k ,0, . . . ,0)
= ( f˜k)∗(x),
where we used Lemma 1 and the fact that f > 0 in taking the limit. Furthermore since we
have (λx+(1−λ )y)ε = λxε +(1−λ )yε , we have
( f˜k)∗(λx+(1−λ )y)−λ ( f˜k)∗(x)− (1−λ )( f˜k)∗(y)
= lim
ε→0
(
f˜ )∗((λx+(1−λ )y)ε )−λ ( f˜ )∗(xε )− (1−λ )( f˜ )∗(yε )
)
= lim
ε→0
(
( f˜ )∗(λxε +(1−λ )yε )−λ ( f˜ )∗(xε )− (1−λ )( f˜ )∗(yε )
)
≥ 0,
so f˜k is inverse-concave.
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(7). We will show in the course of the paper that the concavity conditions (v) and (vi) are stronger
than needed to keep curvature bounded or to prevent loss of convexity. In particular, in the
case α = 1 we prove that Condition (ix) is essentially necessary (Theorem 2) and sufficient
(Theorem 5(ii)(d)) for curvature to remain bounded, while for α 6= 1 the stronger condition
(vii) is essentially necessary (Theorem 1) and sufficient (Theorem 5(i)). In all cases the
condition (viii) is necessary (Theorem 3) and sufficient (Theorem 6 in the case α = 1) to
avoid loss of convexity of solutions (however see the caveat in remark 6). Condition (vii)
also arises as a necessary and sufficient condition for flat sides to immediately begin to move
(Theorem 11) in the case α = 1.
Conditions 1 and 2 correspond to properties of the speed S, as discussed in [An8].
In this paper we will use notation similar to that in [An8], [M2], [Hu] and [U]. In particular,
g =
{
gi j
}
and A =
{
hi j
}
denote respectively the metric and second fundamental form of Mt . The
mean curvature of M is
H = gi jhi j
where gi j is the (i, j)-entry of the inverse of the matrix
(
gi j
)
. Throughout this paper we sum over
repeated indices from 1 to n unless otherwise indicated. In computations on the hypersurface Mt ,
raised indices indicate contraction with the metric.
We will denote by
(
S˙kl
)
the matrix of first partial derivatives of S with respect to the components
of its first argument:
∂
∂ s
S (A+ sB,g)
∣∣∣∣
s=0
= S˙kl (A,g)Bkl .
Similarly for the second partial derivatives of S we write
∂ 2
∂ s2
S (A+ sB,g)
∣∣∣∣
s=0
= S¨kl,rs (A,g)BklBrs.
We will normally suppress the argument (A,g), so that S˙i j will always be understood to be evaluated
at (A,g) and partial derivatives of f at κ (A,g). We will use similar notation and conventions for
other functions of matrices and eigenvalues when we differentiate them.
It will sometimes be convenient to work with the support function, which is the normal component
of the position vector s(x, t) = 〈X (x, t) ,ν (x, t)〉. We will also use map Ψ which describes the speed
as a function of the principal radii of curvature ri = κ−1i , given by
(2) Ψ
(
A−1
)
=−S (A) =−F(A)α =−F∗(A−1)−α .
Note that Ψ(R) = ψ(r) = − f∗(r1, . . . ,rn)−α , where r = (r1, . . . ,rn) are the eigenvalues of the sym-
metric matrix R. Note that concavity of f is equivalent to inverse-concavity of f∗, and similarly
inverse-concavity of f is equivalent to concavity of f∗ (or of ψ).
We now collect some useful results concerning functions f satisfying Conditions 1 and various
parts of Conditions 2:
Lemma 2 ([EH, Lemma 2], [An1, Lemma 2.20]). If f is concave on Γ+, then for any i 6= j, ( f˙ i−
f˙ j)(κi−κ j)≤ 0.
Lemma 3 ([An8, Theorem 2.1]). A function f satisfying Conditions 1 is inverse concave if and only
if the following matrix inequality holds:
Q [ f ] :=
(
∂ 2 f
∂xi∂x j
+
2
xi
∂ f
∂xi
δi j
)
≥ 0.
Proof. Since f (and hence also f∗) is smooth, inverse-concavity is equivalent to the requirement that
d2
ds2 f∗(z(s))
∣∣
s=0 ≤ 0, where zi(s) = x−1i + sx−2i bi, for all x ∈ Γ+ and b ∈ Rn. A direct computation
gives
d2
ds2
f∗(z(s))
∣∣∣
s=0
=
1
f (x)2
[
− f¨ i j− 2 f˙
iδi j
xi
+
2
f
f˙ i f˙ j
]
bib j =− 1f 2 Z(b,b).
Any such b can be written in the form b = ax+w where a = f˙
ivi
f and f˙
iwi = 0. The homogeneity of
f implies f¨ i jxi = 0, so Z(b,b) = Q[ f ](w,w). Thus if Q[ f ]≥ 0 then Z ≥ 0 and f is inverse-concave.
Conversely, Q[ f ](v,v) = 2a2 f +Q[ f ](w,w) = 2a2 f +Z(b,b), so if f is inverse-concave then Z ≥ 0
and Q[ f ]≥ 0.  
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Lemma 4. If f satisfies Conditions 1 and is concave, then ∑ni=1 f˙
i ≥ 1 on Γ+.
Proof. By concavity we have 0≥ d2ds2 f (A+ sI) = dds
(
∑ni=1 f˙
i(A+ sI)
)
, and hence
n
∑
i=1
f˙ i(A)≥ lim
s→∞
n
∑
i=1
f˙ i(A+ sI) = lim
s→∞
n
∑
i=1
f˙ i(I+A/s) =
n
∑
i=1
f˙ i(I),
where we used the fact that f˙ i is homogeneous of degree zero. The normalization condition (iv) and
the Euler identity imply ∑i=1 f˙ i(I) = f (I) = 1.  
Lemma 5. If f satisfies Conditions 1 and is inverse-concave, then ∑ni=1 f˙
iκ2i ≥ f 2.
Proof. Since f∗ is concave, we have by Lemma 4
1≤ d
ds
(
f˙ ∗(κ−11 + s, . . . ,κ
−1
n + s
)∣∣∣
s=0
=
d
ds
1
f
(
(κ−11 + s)−1, . . . ,(κ
−1
n + s)−1
)∣∣∣
s=0
=
1
f 2
n
∑
i=1
f˙ iκ2i .
 
Lemma 6 ([An1, Equation 2.23], [G1, Lemma 1.1], [An8, Theorem 5.1]). If F(A) = f (κ(A)), where
f is a smooth symmetric function, and A is diagonal with κi(A) 6= κ j(A) for i 6= j, then
F¨(B,B) =
n
∑
i, j=1
f¨ i jBiiB j j +∑
i 6= j
f˙ i− f˙ j
κi−κ j B
2
i j.
Lemma 7. If f is a function satisfying Conditions 1, and F(A) = f (κ(A)), then f is concave on Γ+
if and only if F is concave on the cone of positive definite symmetric matrices.
Lemma 8. For any inverse-concave function f (x1, . . . ,xn) on Γ+, we have for any i 6= j and at each
point~x = (x1, . . . ,xn) of Γ+,
(
f˙ ix2i − f˙ jx2j
)(
xi− x j
)≥ 0.
Proof. By definition, f∗ is concave at (x−11 , . . . ,x
−1
n ). Lemma 2 applies to f∗ to give
(
f˙ i∗− f˙ j∗
)(
x−1i − x−1j
)
≤
0 for i 6= j. The lemma follows since f˙ i∗ = f−2 f˙ ix2i .  
We conclude this section by mentioning some examples of functions which satisfy Conditions 1
and 2:
• f = E1/kk for any k = 1, . . .n, where Ek is the kth elementary symmetric function of the
principal curvatures of Mt ,
Ek =
1(n
k
) ∑
1≤i1<...<ik≤n
κi1κi2 · · ·κik .
These include E1 =H/n (the mean curvature), E2 = R/(n(n−1)) (the scalar curvature) and
En = K (the Gauss curvature).
• The power means f = Hr =
( 1
n ∑
n
i=1 κ
r
i
) 1
r for any real r. The case r = 0, corresponding to
f = K
1
n as explained in [An8], is covered above.
• f = Ek+1Ek , for any k = 1, . . . ,n−1 (k = 0 covered above).
• f =
(
Ek
El
) 1
k−l , n≥ k > l ≥ 0.
• Convex combinations of the above examples.
• Weighted geometric means of the above examples, i.e. f = ∏ki=1 fαii , where αi > 0 and
∑ki=1αi = 1, and f1, . . . , fk come from the examples above.
All of the explicit examples above except the power means with r > 1 are concave, and all except
for the power means with r < −1 are inverse-concave. Taking convex combinations or geometric
means of concave examples produce more concave examples, and convex combinations and geomet-
ric means of inverse-concave examples produce inverse-concave examples [An8, Section 2].
Other examples are constructed throughout the paper (see examples 1, 4, and 9).
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3. PROPERTIES OF SOLUTIONS
Two fundamental properties of solutions of (1) are the following. Firstly, because the speed of
motion is homogeneous in the principal curvatures, solutions have a scaling property. Indeed, if
X : Mn× [0,T )→Rn+1 satisfies (1), then for each λ > 0, another solution Xλ : Mn×
[
0,λ 1+αT
)→
Rn+1 is given by
(3) Xλ (x, t) = λ X
(
x,λ−(1+α) t
)
.
Secondly, solutions of (1) satisfy the comparison principle: If
{
M(1)t
}
and
{
M(2)t
}
are two families
of smooth, uniformly convex hypersurfaces, each moving under (1), and M(1)0 ∩M
(2)
0 = /0, then M
(1)
t ∩
M(2)t = /0 for all t > 0 in the common time interval of existence. A local version also holds: if{
M(1)t
}
and
{
M(2)t
}
are two families of smooth, uniformly convex hypersurfaces with boundary,
each moving under (1), and M(1)0 ∩M
(2)
0 = /0, M
(1)
t ∩∂M(2)t = M(2)t ∩∂M(1)t = /0, for t ∈ [0,T ), then
M(1)t ∩M(2)t = /0 for t ∈ [0,T ).
The following evolution equations on Mt are derived in [Hu], [An1] and [M2].
Lemma 9. Under the flow (1),
(i) ∂∂ t gi j =−2Shi j .
(ii) ∂∂ t S =L S+ S˙
klhkmhmlS,
(iii) ∂∂ t s =L s+ S˙
klhkmhmls− (1+α)S.
(iv) ∂∂ t hi j =L hi j + S¨
kl,mn∇ihkl∇ jhpq +hi jS˙klhkphpl − (1+α)Shiphp j, or equivalently
∂
∂ t
hi j =L hi j +αFα−1F¨kl,mn∇ihkl∇ jhmn +α(α−1)Fα−2F˙kl F˙mn∇ihkl∇ jhmn
+hi jS˙klhkph
p
l − (1+α)Shiphp j.
Here we denote by L the operator given by L = S˙kl∇k∇l = αFα−1F˙kl∇k∇l , where ∇ is the
covariant derivative on Mt . Condition 1(ii) ensures thatL is an elliptic operator.
For convex hypersurfaces we may alternatively adopt the Gauss map parametrisation of the flow.
This parametrisation of convex hypersurfaces was extensively used in [An2]. The support function
s : Sn → R of a smooth, uniformly convex hypersurface M0 ⊂ Rn+1 (given by the boundary of a
convex region Ω) is defined by s(z) = sup{〈x,z〉 : x ∈Ω}. The hypersurface M0 is then given by the
embedding
(4) X (z) = s(z)z+∇s(z) ,
which takes z to the unique point in M0 with normal direction z (here ∇ is the gradient with respect
to the standard metric and connection on Sn). The derivative of this map is given by
∂iX = rikg¯kl∂lz,
where ri j is given as follows in terms of the support function and its derivatives:
(5) ri j = ∇i∇ js+gi js,
where gi j is the standard metric on Sn. In particular the eigenvalues of r with respect to the metric
g¯ are the inverses of the principal curvatures, or the principal radii of curvature. The solution of the
evolution equation (1) is then given, up to a time-dependent diffeomorphism, by solving the scalar
parabolic equation
(6)
∂ s
∂ t
=Ψ
(
∇i∇ js+gi js
)
=−
(
F∗
(
∇i∇ js+gi js
))−α
,
for the support function s, and then defining X (x, t) according to Equation (4) and reparametrizing
to make ∂X∂ t normal to the hypersurface.
Lemma 10. Under equation (6), the following evolution equations hold: The speed Ψ evolves ac-
cording to
∂Ψ
∂ t
=LΨ+ΨΨ˙i jg¯i j,
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while the inverse second fundamental form ri j evolves by
∂
∂ t
ri j =L ri j + Ψ¨kl,pq∇irpq∇ jrkl − Ψ˙kl g¯klri j +(1−α)Ψg¯i j
whereL = Ψ˙kl∇k∇l = αF
−(1+α)
∗ F˙kl∗ ∇k∇l , and equivalently
∂
∂ t
ri j =L ri j +αF
−(α+1)
∗ F¨
kl,pq
∗ ∇irpq∇ jrkl −α (α+1)F−(α+2)∗ ∇iF∗∇ jF∗
−αF−(α+1)∗ F˙kl∗ gklri j− (1−α)F−α∗ gi j.
Proof. The evolution equation for Ψ = ∂ s∂ t follows directly by differentiating equation (6) with re-
spect to time. For the evolution of ri j we differentiate equation (5) with respect to time, yielding
∂
∂ t
ri j = ∇i∇ j
∂ s
∂ t
+gi j
∂ s
∂ t
.
A straightforward calculation involving interchanging covariant derivatives on the first term and us-
ing symmetry yields the result. For details of Codazzi and Simons type identities applying in this
setting we refer the reader to [An5, Equation 12].  
Note that condition 1(ii) ensuresL is an elliptic operator.
Generalized solutions can be defined for equation (1) by a variety of constructions: One can write
the evolving hypersurfaces as level sets of a function evolving by a degenerate parabolic equation,
and find viscosity solutions of this equation by elliptic regularization — this is the so-called level
set method, which has been carried out for equations of the type we consider in [IS] and [G3],
building on earlier work for a more restricted class of flows in [CGG] (and [ES] in the case of
mean curvature flow). Alternatively, one can use the method of minimal barriers formulated by de
Giorgi, as discussed in [BN1]. In the setting of this paper where we consider convex hypersurfaces,
a further possible approach would be to find viscosity solutions for the equation which describes
the evolving hypersurfaces as spherical graphs over some enclosed origin, or for the equation (6)
for the evolution of the support function. The relations between these various notions are not fully
established, though in many important cases they agree. In particular, the relation between level-set
viscosity solutions and the minimal barriers is understood [BN2], although these do not agree in
general with the generalized solutions constructed using Equation (4) from the viscosity solutions
of (6) — see section 4 for examples where this is the case. Many of the results we prove depend
principally on comparison arguments, and so apply to level-set viscosity solutions and to barrier
solutions (defined below), and we note that uniformly convex classical solutions of the flow are
instances of all of the other notions of solution described above.
In most of the results in this paper we will use the following notion of solution (similar in spirit
to the set-theoretic subsolutions of mean curvature flow used by Ilmanen in [I], and including in
particular the concept of minimal barriers): LetF−J be the space of smooth admissible sub-solutions
of Equation (1) on a time interval J, by which we mean subsets Ω ⊂ Rn+1× J such that each time-
slice Ω(t) = Ω∩ (Rn+1×{t}) is a closed set with smooth boundary depending smoothly on t ∈ J,
such that for each z ∈ ∂Ω(t) the principal curvatures κ = (κ1, . . . ,κn) to ∂Ω(t) at z lie in Γ, and the
inward normal velocity of ∂Ω(t) at z is no less than f (κ). An outer barrier on a time interval I is a
subset A⊂Rn+1× I, such that whenever Ω ∈F−J with J = [a,b]⊂ I, and Ω(a)⊆ A(a), then Ω⊆ A.
The space of such outer barriers is denoted by B+(I). Similarly, let F+J be the space of smooth
super-solutions, which are subsets Ω⊂ Rn+1× J such that each time-slice Ω(t) =Ω∩ (Rn+1×{t})
is a closed set with smooth boundary depending smoothly on t ∈ J, such that for each z ∈ ∂Ω(t) the
principal curvatures κ = (κ1, . . . ,κn) to ∂Ω(t) at z lie in Γ, and the inward normal velocity of ∂Ω(t)
at z is no greater than f (κ). An inner barrier on a time interval I is a subset A⊂ Rn+1× I, such that
whenever Ω ∈F+J with J = [a,b]⊂ I, and A(a)⊂Ω(a), then A⊂Ω. The space of inner barriers we
denote by B−(I). A barrier solution is a set which is both an outer barrier and an inner barrier. In
particular, for given t0 ∈ R and E ⊂ Rn+1 we define the minimal barrier M−t0 (E) and the maximal
barrier M+t0 (E) by
M−t0 (E) =
⋂
{A : A ∈B+([t0,∞)), A(t0)⊇ E}
M+t0 (E) =
⋃
{A : A ∈B−([t0,∞)), A(t0)⊆ E} .
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For convenience we also write M±t0,t(E) =M
±
t0 (E)∩ (Rn+1×{t}) for the minimal and maximal
barriers at time t. Note that intersections of outer barriers are outer barriers, and unions of inner
barriers are inner barriers. In particular the minimal barrier is itself an outer barrier, and also by
construction an inner barrier, and so is a barrier solution. Similarly, the maximal barrier is a barrier
solution, and barrier solutions are unique if and only if these two coincide. The comparison prin-
ciple implies that classical supersolutions (subsolutions) are outer (inner) barriers and that classical
solutions are barrier solutions. Also note that the construction produces a unique minimal barrier
and a unique maximal barrier for an arbitrary initial subset E ⊂Rn+1, and these obey the semigroup
propertyM±t1,t(M
±t0, t1(E)) =M±t0,t(E) for t > t1 > t0. Further properties of barrier solutions will
be developed in section 10.
4. EXAMPLES: HYPERSURFACES WHICH LOSE REGULARITY
In this section we discuss a class of examples of singular behaviour in flows of convex hypersur-
faces, in which hypersurfaces which are initially smooth and uniformly convex develop a curvature
singularity before they shrink to points. The class of flows for which this happens is surprisingly
large, and in particular many apparently very natural flows admit such behaviour (see remark 2 be-
low).
We begin by considering the cases α 6= 1:
Theorem 1. Suppose α 6= 1, and condition (xi) holds but condition (vii) fails. Then there exists a
uniformly convex non-smooth hypersurface M0 with C∞ support function s0 such that the solution of
equation (6) has min{r(v,v) : v ∈ T Sn, ‖v‖= 1}< 0 for all small t > 0.
Corollary 1. Under the assumptions of Theorem 1 there exist smooth, uniformly convex initial hy-
persurfaces for which the solution of the flow (1) has maxMt |A|2→ ∞ as t → T , but the inradius of
Mt does not approach zero as t→ T .
The idea of the corollary is that one can find smooth, uniformly convex hypersurfaces with support
function as close as desired to the support function of the non-smooth hypersurface constructed in
Theorem 1. By continuous dependence on initial data for equation (6) the support functions of these
will evolve to have a zero radius of curvature after some time, so that the principal curvatures become
unbounded.
Remark 2. Before embarking on the proof, we remark that many apparently very natural flows
satisfy the conditions of the theorem: For example the flows defined by f =
(
Em
E`
) α
m−` with 0 < ` <
m≤ n and α 6= 1 are all covered by the theorem. In particular flow by positive powers α 6= 1 of the
harmonic mean curvature do not contract smooth uniformly convex hypersurfaces to points without
encountering curvature singularities along the way. This is remarkable since in the case α = 1 all of
these flows contract arbitrary smooth, uniformly convex initial hypersurfaces to points with spherical
asymptotic shape, as proved in [An8].
The theorem does not apply to the flows with f = E
α
m
m , and for these we conjecture that any
weakly convex initial hypersurface does indeed evolve to immediately become smooth and uniformly
convex, and contracts to a point (this applies only for 0 < α < 1 since we prove in Theorem 10 that
flat sides always persist in flows with α > 1). We prove the corresponding result for α = 1 in
Theorem 25.
Although the construction is rather similar in the two cases 0 < α < 1 and α > 1, the reasons for
the failure in the two cases is quite different: In the case 0 < α < 1 the loss of smoothness is driven
by the ‘reaction’ terms in the evolution of curvature, while in case α > 1 the bad terms involve
gradients of curvature, and reflect the fact that the speed S is not concave (or more precisely, that Ψ
is not inverse-concave on the boundary of the positive cone).
Proof. We will consider rotationally symmetric support functions, that is support functions which
depend only on the angle from the equatorial (n−1)-sphere in Sn. We parametrize Sn using the map
ϕ : Sn−1× (−pi/2,pi/2)→ Sn ⊂ Rn×R defined by
ϕ(z,θ) = (cosθz,sinθ).
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We denote by g¯ the standard metric on Sn−1. Then the metric g induced on Sn−1× (−pi/2,pi/2) by
ϕ is given by
gi j = (cosθ)2g¯i j;
giθ = 0;
gθθ = 1.
If s is independent of z we can compute the Hessian with respect to g:
∇¯i∇¯ js =−sinθ cosθ g¯i jsθ ;
∇¯i∇¯θ s = 0;
∇¯θ ∇¯θ s = sθθ ,
where sθ denotes the derivative of s with respect to θ . From this we deduce an expression for the
matrix of radii of curvature from Equation (5):
ri j =
(
s(cosθ)2− sθ sinθ cosθ
)
g¯i j;
riθ = 0;
rθθ = sθθ + s.
The eigenvalues of this matrix with respect to the matrix g are the principal radii of curvature, and
these are given by
r1 = sθθ + s;
r2 = · · ·= rn = s− tanθsθ .
Thus in this symmetric situation the evolution equation (6) becomes the following scalar parabolic
equation in one spatial variable θ :
(7)
∂ s
∂ t
= ψ (sθθ + s,s− sθ tanθ , . . . ,s− sθ tanθ) .
Noting that ∂θ r2 = tanθ(r2− r1), and using the homogeneity of ψ via the Euler relation, we
differentiate equation (7) twice to deduce the following evolution equation for r = r1 = sθθ + s:
∂ r
∂ t
= ψ˙1rθθ +
(
ψ¨11rθ +2(n−1) tanθψ¨12(r2− r)− (n−1) tanθψ˙2
)
rθ
+
(
(n−1)2 tan2 θ(r−2r2)ψ¨22− (n−1)(1+2tan2 θ)ψ˙2− (n−1) tan2 θψ¨12r2
+(1+α) tan2 θψ˙1− (1+2tan2 θ)ψ˙1
)
r
+(1−α)(1−α tan2 θ)ψ.
The result now follows from a simple computation for a particular choice of initial data: In the
case α ∈ (0,1) we choose θ0 < pi/2 such that 1−α tan2 θ0 > 0, and let r0 be a C∞ function which is
even, pi-periodic, zero on [−θ0,θ0], and positive on (θ0,pi/2].
In the case α > 1 we choose 0 < θ1 < θ2 < pi/2 such that 1−α tan2 θ1 < 0, and let r0 be C∞,
even, pi-periodic, zero on [θ1,θ2], and positive on [0,θ1) and (θ2,pi/2).
In both cases we let s0 be the unique even pi-periodic solution of (s0)θθ +s0 = r0, given explicitly
by
s0(θ) = sinθ
∫ θ
0
r0(τ)cosτdτ+ cosθ
∫ pi/2
θ
r0(τ)sinτdτ.
Then s0 is C∞, and equation (6) is strictly parabolic at s0. Therefore there exists a unique smooth
solution s(θ , t) on some time interval [0,δ ). If θ ∈ [0,θ0] (in the case 0 < α < 1) or θ ∈ [θ1,θ2] (in
the case α > 1) then r(θ ,0) = rθ (θ ,0) = rθθ (θ ,0) = 0, but ψ(θ ,0)> 0, and therefore ∂ r∂ t (θ ,0)< 0
and r(θ , t)< 0 for t > 0 sufficiently small.
The corollary now follows: Since the flow (6) is strictly parabolic, the solution depends continu-
ously on the initial data, so nearby smooth, uniformly convex data (such as s0 + ε for ε > 0 small)
will evolve so that the radii of curvature become negative while the inradius does not shrink to zero.
On the corresponding hypersurface, there is a unique smooth solution for a short time, for which the
curvature approaches infinity while the inradius and diameter do not approach zero.  
The case α = 1 admits fewer examples where smoothness is lost:
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FIGURE 1. Examples of surfaces which develop negative radius of curvature in
cases 0 < α < 1 and α > 1.
FIGURE 2. The images of the map X in equation (4) after the support functions
of the surfaces in Figure 1 are evolved for a short time according to equation (6).
Theorem 2. Suppose that α = 1, and that condition (xi) holds but the boundary inverse-concavity
condition (ix) does not hold. Then there exists a uniformly convex non-smooth hypersurface M0 with
smooth support function s0 such that the solution of Equation (6) has min{r(v,v) : v ∈ T Sn, ‖v‖ =
1}< 0 for all small t > 0.
Proof. The idea of the construction is the same as for Theorem 1: We produce a non-smooth uni-
formly convex hypersurface with smooth support function, with a point and direction in which the
radius of curvature is zero and has negative time derivative. The construction is more difficult in
this case since counterexamples cannot in general be constructed in the class of axially symmetric
hypersurfaces.
We choose the point e0 = (0,1) ∈ Sn ⊂ Rn+1 ' Rn ×R, and the direction of zero radius of
curvature will be the vector (e1,0). We construct the support function locally first, and then show
how to patch this smoothly into a suitable sphere. For points~z = (z,z0) in the upper hemisphere we
write the support function s in the form
(8) s(~z) = z0σ
(
z
z0
)
,
and observe that the non-negativity of the matrix ri j is equivalent to convexity of σ . In fact we
have the following identities: Write Ei = ∇¯iz− ∇¯iz0z0 z, and note that since ∇¯i∇¯ j~z = −g¯i j~z we have
∇¯iE j =− ∇¯ jz0z0 Ei. Then differentiating (8) gives
(9) ∇¯is
∣∣
~z = ∇¯iz0σ +Dσ(Ei).
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Differentiating again gives an expression for ri j by Equation (5):
(10) ri j
∣∣
~z = z
−1
0 D
2σ(Ei,E j).
Differentiating further, we obtain expression for covariant derivatives of ri j:
∇¯kri j
∣∣
~z = z
−2
0 D
3σ(Ei,E j,Ek)−
∇¯kz0
z20
D2σ(Ei,E j)(11)
− ∇¯iz0
z20
D2σ(E j,Ek)−
∇¯ jz0
z20
D2σ(Ek,Ei).
A final differentiation gives an expression for second covariant derivatives, which we evaluate at the
point (0,1) where z0 = 1, ∇¯z0 = 0, and Ei = ei:
(12) ∇¯l∇¯kri j
∣∣
~z = DlDkDiD jσ + g¯klDiD jσ + g¯ilD jDkσ + g¯ jlDiDkσ .
At this point the equations (10) and (11) become
ri j = DiD jσ ;
∇¯kri j = DiD jDkσ .
Now we make our choice of σ : By assumption, the restriction of ψ to Γ˜0 is not inverse-concave.
Therefore by Lemma 3 there exists a point (0,a2, . . . ,an) with ai > 0 for i = 2, . . . ,n, and a unit
vector b = (0,b2, . . . ,bn) such that
(13)
n
∑
i, j=2
(
f¨ i j∗ +
2
ri
f˙ j∗δi j
)
bib j =−δ < 0.
From the proof of Lemma 3 (or by adding a suitable multiple of ai to bi) it is possible to choose bi
such that ∑ni=2 f˙
i∗bi = 0. In a suitably small ball Br(0) to be chosen below, we define
(14) σ(z) =
c1
24
z41 +
1
2
n
∑
k=2
(
ak +bkz1 +
1
2
ckz
2
1
)
z2k ,
where ak and bk are as above, and we choose c1 = δ2n f˙ 1∗
and ck =
2b2k
ak +
δ
2n f˙ k∗
for k ≥ 2. With
this choice we have at the point (0,1) that rkl = diag(0,a2, . . . ,an), ∇¯1rkl = diag(0,b2, . . . ,bn), and
∇¯k∇¯lr11 = diag(c1,c2, . . . ,cn). Since f∗ is smooth on Γ˜0 we can assume that ak 6= al for each k 6= l.
With these choices we check that ∂∂ t r11 < 0 under the flow (6) at the point (0,1): By Lemma 10,
since α = 1 and r11 = 0,
∂
∂ t
r11 = F−2∗ F˙kl∗ ∇¯k∇¯lr11 +F−2∗ F¨
kl,pq
∗ ∇¯1rkl∇¯1rpq−2F−3∗ (∇1F∗)2
= f−2∗
n
∑
k=1
f˙ k∗ ck + f−2∗
n
∑
k,l=2
f¨ kl∗ bkbl
+2 f−2∗ ∑
1≤k<l≤n
f˙ k∗ − f˙ l∗
ak−al
∇¯1r2kl −2 f−3∗
(
n
∑
i=2
f˙ i∗bi
)2
,
where we used the expression from Lemma 6 in the last line. The last two terms vanish by our choice
of bi and since ∇¯1rkl = 0 for k 6= l, and the choice of ck gives
∂
∂ t
r11 = f−2∗
n
∑
k=1
f˙ k∗
δ
2n f˙ k∗
+ f−2∗
n
∑
k,l=2
(
f¨ kl∗ +2
f˙ k∗
ak
δkl
)
bkbl =−
δ
2 f 2∗
< 0,
where we used equation (13) in the second and third terms.
Now we show that we can choose r > 0 sufficiently small so that σ is convex on Br(0) (and in
fact has positive definite Hessian away from the origin). To prove this, we first compute the Hessian
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of σ :
D2σ(v,v) =
n
∑
k=1
ck
2
z2kv
2
1 +2
n
∑
k=2
(bkzk + ckz1zk)v1vk +
n
∑
k=2
(
ak +bkz1 +
ck
2
z21
)
v2k
=
c1
2
z21v
2
1 +
n
∑
k=2
ck
2
z21v
2
k +
n
∑
k=2
1
2ck
(ckzkv1 +2bkvk)
2
+
n
∑
k=2
(
ak−
2b2k
ck
)
v2k +
n
∑
k=2
bkz1v
2
k +2
n
∑
k=2
ckz1zkv1vk
≥ c1
2
z21v
2
1 +
n
∑
k=2
ck
2
z21v
2
k +
n
∑
k=2
δak
2nckψ˙k
v2k
+
n
∑
k=2
bkz1v
2
k +2
n
∑
k=2
ckz1zkv1vk,(15)
where we substituted our particular choice of ck to obtain the last term on the first line. Now the
first term on the last line is controlled by the third term on the first line for |z| sufficiently small, and
the last term is controlled by the first and third terms on the first line for |z| small by the Cauchy-
Schwartz inequality. This shows that for r > 0 small enough, the function σ is convex on Br(0), and
has strictly positive definite Hessian on Br(0)\{0}.
This completes the construction locally. The remaining steps of the proof are to show that this
local convex function can be ‘pasted in’ to the support function of a sphere in a C∞ way to produce
a non-smooth convex hypersurface with smooth support function. We do this in two stages: First we
produce a non-smooth convex function which equals the given function σ in a small ball and equals
the support function of a sphere outside a large ball. Then we perform a smoothing to produce a C∞
convex function, taking care not to change the function near the origin and at large distances.
The first stage is straightforward: The support function of a sphere with centre on the line
{0}×R ⊂ Rn+1 is equal to σ ′(z) = C1
√
1+ |z|2 +C2 (when restricted to the line Rn×{1}), for
C1 > 0 and C2 arbitrary. We will choose C1 and C2 in such a way that the function σ˜ = max{σ ,σ ′}
is equal to σ on Br/3(0) and equal to σ ′ on Br(0) \ B2r/3(0) (and so extends to Rn by taking
σ˜ = σ ′ outside Br(0), and is a globally defined convex function). To do this we first choose C2
to make σ ′ = 0 on ∂Br/3(0): That is, we choose C2 = −C1
√
1+(r/3)2. Since σ ≥ 0 on Br/3(0)
we then have σ > σ ′ and hence σ˜ = σ on Br/3(0), for any C1 > 0. Then we choose C1 suffi-
ciently large to ensure that C1
(√
1+(2r/3)2−
√
1+(r/3)2
)
> supBr(0)σ . This guarantees that
σ ′ ≥C1
(√
1+(2r/3)2−
√
1+(r/3)2
)
> σ on Br(0)\B2r/3(0).
Now we proceed to the second stage: We want to smooth σ˜ in the region B3r/4(0)\Br/4(0) while
leaving it unchanged elsewhere and keeping it convex. We choose a function η : [0,∞)→Rwhich is
C∞, zero on [0,r/4]∪ [3r/4,∞), and strictly positive on [r/4,3r/4] with η ≤ 1, |η ′| ≤ 1 and |η ′′| ≤ 1.
We also choose a C∞ function ρ : Rn → R which is zero outside B1(0), positive inside B1(0), and
has
∫
Rn ρ = 1. Then for small positive ε we define
σˆε (z) =
∫
B1(0)
σ˜(z+ εη(|z|)w)ρ(w)dwn = ε−nη(|z|)−n
∫
Rn
σ˜(y)ρ
(
z− y
εη(|z|)
)
dyn.
Then σˆε is equal to σ˜ in Br/4(0) and onRn\B3r/4(0), and is C∞ (by the first expression on Br/3−ε (0),
and onRn \B2r/3+ε (0), and by the second expression on B3r/4−ε (0)\Br/4+ε (0), thus covering every
point provided ε < r/24).
We claim that σˆε is convex for sufficiently small ε > 0. To show this we first note that there exists
β > 0 such that both σ − β2 |z|2 and σ ′ − β2 |z|2 are locally convex on Br(0) \Br/6(0), and hence
DiD jσ˜ ≥ βδi j (weakly) also. Also, there exists K such that |Dσ | ≤ K and |Dσ ′| ≤ K, and hence
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|Dσ˜ | ≤ K, on the same set. Now we compute the Hessian of σˆε :
DiD jσˆε (z) =
∫
B1(0)
DlDkσ˜
∣∣
z+εηw
(
δki + εη ′
ziwk
|z|
)(
δl j + εη ′
z jwl
|z|
)
ρ(w)dwn
+ ε
∫
B1(0)
(
η ′′
ziz j
|z|2 +
η ′
|z|
(
δi j−
ziz j
|z|2
))
Dσ˜(w)ρ(w)dwn
≥
∫
B1(0)
(
β (1− ε)2− εK(1+6/r)
)
δi j ρ(w)dwn
≥ β
2
δi j
for ε > 0 sufficiently small, provided r/4≤ |z| ≤ 3r/4.
This completes our construction: We now have a C∞ convex function σˆε on Rn which agrees with
σ on Br/4(0), has strictly positive Hessian away from the origin, and agrees with C1
√
1+ |z|2 +C2
outside Br(0). The function s on Sn defined by Equation (8) on the upper hemisphere, and equal to
C1+C2z0 on the lower hemisphere, is C∞ and is the support function of a non-smooth weakly convex
hypersurface for which the solution of equation (6) has r11 < 0 at the point (0,1) for any small t > 0.
This completes the proof of Theorem 2.  
Remark 3. (1). The analogue of Corollary 1 also holds.
(2). Note that the assumption of Theorem 2 is related to a lack of concavity of the function f : If
we define f˜ (κ2, . . . ,κn) = limx→∞ f (x,κ2, . . . ,κn), then under the conditions of the theorem
f˜ exists, and the requirement is that f˜ be concave. The condition then amounts to a kind of
‘concavity at infinity’ for f . In particular if f is concave then this is always satisfied.
Examples of flows covered by Theorem 2 include f = Hr for r < −1. Note that in
Theorem 11 we show that a necessary and sufficient condition for flat sides in the initial hy-
persurface to persist is limx→∞ f (x,1, . . . ,1) =∞, or equivalently f∗
∣∣
∂Γ+ = 0. This condition
rules out the situation described in the theorem.
(3). Let us be clear on what this result means: It implies that the classical solution starting from
smooth, uniformly convex initial data may cease to exist before the hypersurface shrinks to
a point. This does not rule out the possibility that a convex barrier solution might continue
to exist until the hypersurface shrinks to a point, or even become smooth and uniformly
convex again before the final time. As indicated in figure 2 the map X defined by equation
(4) from the solution of equation (6) ceases to be an immersion in these examples, and does
not describe a barrier solution of equation (1).
(4). The argument presented above modifies easily to give a natural condition for solutions of
fully nonlinear parabolic equations of the form
∂
∂ t
u = F(D2u,Du,u,x, t)
to preserve local convexity : For any unit vector v, let Mv = {A∈ Sym(n) : Av= 0, wT Aw>
0 for wT v = 0}. For A ∈ Mv there is a unique iv(A) ∈ Mv such that ivA ◦Aw = w for all
w with wT v = 0. Then we require that for every p ∈ Rn, unit vector v, and time t, the
function (A,z,x) ∈Mv×R×Rn 7→ F(iv(A), p,z,x, t) is concave. This condition is weaker
than inverse-concavity of F .
In the case where F = F(D2u) is O(n)-invariant, then we can write F(A) = f (λ ) where
λ = (λ1, . . . ,λn) are the eigenvalues of A and f is a symmetric smooth function. Then the
condition is equivalent to the requirement that f (0,λ−12 , . . . ,λ
−1
n ) is concave in λ2, . . . ,λn,
which corresponds to the condition in Theorem 2.
If F is strictly parabolic and smooth on a cone containing the positive cone, then the
argument above shows that this condition is necessary to avoid loss of convexity. Provided
convexity is not lost at boundary points, a maximum principle argument shows that this
condition is also sufficient to keep smooth locally convex solutions locally convex. The
argument in the case where F is inverse-concave is given in [An8, Theorem 3.3] (see also
the papers [CGM] and [BG]).
16 BEN ANDREWS, JAMES MCCOY, AND YU ZHENG
5. EXAMPLES: HYPERSURFACES WHICH LOSE CONVEXITY
In this section we give a similar construction to produce flows in which smooth, uniformly convex
initial hypersurfaces can evolve to become non-convex. While these examples are more difficult to
construct, they still point to the necessity for certain concavity conditions on the boundary of the
positive cone.
Theorem 3. Suppose condition (x) holds, but the boundary inverse-concavity condition (viii) fails.
Then there exists a smooth, weakly convex compact hypersurface M0 = X0(M) for which the solution
Xt of Equation (1) has negative minimum principal curvature for all small t > 0.
Again by the continuous dependence of solutions on initial data we have the corollary that there
are smooth, uniformly convex hypersurfaces for which the classical solution (and hence the gener-
alized solution) loses convexity, under the assumptions of the Theorem. In this sense the boundary
inverse-concavity condition is necessary to guarantee that smooth, uniformly convex hypersurfaces
remain convex.
Proof. The construction is parallel to that in Theorem 1, but we work with the hypersurfaces as
graphs rather than using the support function. The result is an instance of the observation (4) in
Remark 3.
We construct a region Ω0 =
{
~x = (x,x0) : u(x)≤ x0 ≤
√
C21 −|x|2 +C2, |x| ≤C1
}
, where u is a
smooth convex function with u(x) =C2−
√
C21 −|x|2 outside a ball Br(0). The boundary M0 of Ω0
is a then a smooth convex hypersurface, and we will construct this in such a way that the smallest
principal curvature is strictly negative for every small t > 0, under the flow (1).
We begin by constructing the function u locally: We will choose u(0) = 0 and Du(0) = 0, in
which case a direct computation gives the following identities at z = 0:
hi j = DiD ju;(16)
∇khi j = DkDiD ju;(17)
∇l∇khi j = DlDkDiD ju−DiD juDkDpuDlDpu(18)
−DkDiuD jDpuDlDpu−DkD juDiDpuDlDpu.
By assumption there exists a2, . . . ,an > 0 and b2, . . . ,bn such that
n
∑
i, j=2
(
f¨ i j +
2 f˙ j
a j
δi j
)
bib j =−δ < 0,
where f˙ and f¨ are evaluated at (0,a2, . . . ,an). Furthermore, by adding a suitable multiple of ai to
bi if necessary, we can assume that ∑ni=2 f˙
ibi = 0. In analogy with the choice (14) in the proof of
Theorem 2, we choose
u(x) =
c1
24
x41 +
1
2
n
∑
k=2
(
ak +bkx1 +
1
2
ckx
2
1
)
x2k ,
where c1 = δ2n f˙ 1 and ck =
2b2k
ak +
δ
2n f˙ k
for k ≥ 2. We observe that by (16)–(18) we have hkl =
diag(0,a2, . . . ,an), ∇1hkl = diag(0,b2, . . . ,bn), and ∇k∇lh11 = diag(c1, . . . ,cn) at x = 0.
The proof of Theorem 2 shows that u is convex on Br(0) for r> 0 sufficiently small, and uniformly
convex except at the origin. By the same argument as given there, we can modify u outside Br/4(0),
keeping it uniformly convex and smooth, to make it equal to C1 −
√
C22 −|x|2 outside Br(0), for
suitable C1 > 0 and C2 ∈R. Finally, we verify that the minimal principal curvature becomes negative
for small positive times: At x = 0 we have h11 = 0, and from the last evolution equation in Lemma 9
CONTRACTING CONVEX HYPERSURFACES BY CURVATURE 17
we have (since ∑i f˙ ibi = 0 and h1i = 0 for every i, and using Lemma 6)
∂
∂ t
h11 = α fα−1
n
∑
k=1
f˙ kck +α fα−1
n
∑
k,l=2
f¨ klbkbl
+2α fα−1 ∑
1≤k<l≤n
f˙ k− f˙ l
ak−al
(∇ihkl)2 +α(α−1) fα−2
(
n
∑
k=2
f˙ kbk
)2
= α fα−1
n
∑
k=1
f˙ k
δ
2n f˙ k
+α fα−1
n
∑
k,l=2
(
f¨ kl +
2 f˙ k
ak
δkl
)
bkbl
=−α f
α−1δ
2
< 0.
It follows that the smallest principal curvature immediately becomes negative under the flow (1), and
the proof is complete.  
Example 1. Examples where Theorem 3 applies only occur for n ≥ 3, since the boundary inverse-
concavity condition always holds for n = 2. One such example for n = 3 is given by
f (x,y,z) =
xy√
x2 + y2
+
xz√
x2 + z2
+
yz√
y2 + z2
,
which is smooth and increasing on the cone Γ = {x+ y > 0, x+ z > 0, y+ z > 0}. In this case we
have
f˜ (y,z) = f−1(0,y−1,z−1) = yz
√
y−2 + z−2 =
√
y2 + z2,
which is certainly not concave.
6. CONVERGENCE TO POINTS AND SPHERICAL LIMITS FOR UNIFORMLY CONVEX INITIAL
DATA
In this section we prove a result which characterises which flows will deform smooth, uniformly
convex initial hypersurfaces to points. Informed by the various examples constructed in previous
sections, our result is exhaustive — that is, it gives a necessary and sufficient condition for this result
to hold.
We remark that an earlier paper [Han] gives conditions under which smooth, uniformly convex
initial data give rise to solutions which remain smooth and uniformly convex until they contract to
points in finite time. His result is as follows:
Theorem 4 ([Han]). Suppose f∗ is concave, and either
(i). f∗ extends to a continuous function on the closed positive cone Γ¯+, and is zero on the
boundary ∂Γ+; or
(ii). α = 1, f is concave, and ∑ni=1
∂
∂ ri (γ ◦ f∗) extends to a continuous function on the closed
positive cone, where γ is a positive C1 function with positive derivative at positive argu-
ments.
Then under the flow (1), any smooth, uniformly convex initial hypersurface M0 = X0(M) has a so-
lution Mt = Xt(M) on a finite maximal time interval [0,T ), where X is a C∞ family of embeddings,
each hypersurface Mt is uniformly convex, and Mt → p as t→ T , for some p ∈ Rn+1.
Remark 4. (1). The assumption in (i) that f∗ extends to a continuous function on the closed
positive cone is superfluous (see Remark 1 (4)).
(2). The assumption in (ii) on the trace of the derivatives extending to the boundary is not needed:
This is used to obtain a curvature bound using the evolution equation for the second funda-
mental form, but one can instead use the evolution equation for hi j/S. Under the assumption
that f is concave, the maximum eigenvalue of hi j/S does not increase, and an upper bound
on principal curvatures follows.
(3). Apart from the points mentioned above, the assumptions in Han’s theorem are rather sharp,
as the counterexamples we have provided in this paper demonstrate: At least in the case
where f∗ extends smoothly to the boundary, Theorem 1 and Corollary 1 show that it is
necessary to assume that f∗ = 0 on ∂Γ+ if α 6= 1; in the case α = 1, Theorem 2 shows that
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some kind of concavity of f is required (at least ‘at infinity’). The assumption of concavity
of f∗ is necessary (again only ‘at infinity’) by the result of Theorem 3.
We next provide a result which extends Theorem 4, weakening the assumptions as much as pos-
sible within the class of inverse-concave speeds:
Theorem 5. Suppose f∗ is concave, and either
(i). α 6= 1 and f∗ approaches zero on the boundary of the positive cone, or
(ii). α = 1, and either
(a) f∗ approaches zero on the boundary of the positive cone; or
(b) f is concave; or
(c) n = 2; or
(d) Conditions (xi) and (ix) hold.
Then the conclusion of Theorem 4 holds, and furthermore in case (ii)(a)–(c) the hypersurfaces be-
come spherical in the sense that X(z,t)−p√
T−t converges in C
∞ to an embedding XT with image the unit
sphere.
Note that (b) implies (d) assuming condition (xi) holds.
Proof. Case (i) can be proved by essentially the same argument as given in [Han], given the com-
ments in remark 4(1). For completeness we briefly recall the argument in this case.
There exists a smooth solution on a maximal time interval [0,T ). T is finite, since a sufficiently
large sphere enclosing the initial hypersurface is a barrier which contracts to a point in finite time.
The evolution equation for S in Lemma 9 implies by the maximum principle that the minimum
value of S is non-decreasing in t, so there exists a constant S− > 0 such that S(x, t)≥ S− for all x∈M
and t ∈ [0,T ).
The inverse-concavity assumption allows us to deduce that the radii of curvature remain bounded
by their initial maximum value, using the last evolution equation for ri j in Lemma 10: Since F∗
is concave by the concavity of f∗ and Lemma 7, the gradient terms are all non-positive, as is the
first term on the second line. If 0 < α ≤ 1 then the last term is also non-positive, so the maximum
eigenvalue of ri j does not increase. In the case α > 1 we observe that F∗ ≤ rmax, and F˙ i j∗ g¯i j =
∑i f˙ i∗ ≥ 1 by Lemma 4, so at a maximum eigenvalue the last two terms in the evolution equation can
be estimated as follows:
−αF−(α+1)∗ F˙kl∗ gklri j− (1−α)F−α∗ gi j ≤−F−(1+α)∗ rmax ≤ 0,
so the result still holds, and we have ri j ≤ r+g¯i j on M× [0,T ).
An upper bound on the speed can be deduced as long as the inradius stays positive: Denoting by
R− the inradius of Mt0 for some fixed t0 ∈ (0,T ), choose the origin at the centre of an insphere of
Mt0 , and note that s(x, t) ≥ R− for all x ∈M and t ∈ [0, t0]. Then from the evolution equations for s
and S in Lemma 9, we derive an evolution equation for Q = S2s−R− as follows:
∂Q
∂ t
=LQ+4S˙i j
∇is
2s−R−∇ jQ+Q
2
(
1+α−R− S˙
i jhiphp j
S
)
.
We can estimate the term in the last bracket using Lemma 5:
S˙i jhiphp j = α fα−1 f˙ iκ2i ≥ α fα+1 = αS
1+α
α .
Noting that 2s−R− ≥ R−, this gives the estimate
∂Q
∂ t
≤LQ+4S˙i j ∇is
2s−R−∇ jQ+Q
2
(
1+α−αR1+
1
α− Q
1
α
)
.
It follows that if a new maximum value of Q is attained, then the left-hand side is non-negative,
while the first term on the right is non-positive and the second is zero, and hence the bracket is
non-negative. It follows that
Q(x, t)≤max
{
sup
M0
Q,
(
1+
1
α
)α
R−(1+α)−
}
for (x, t) ∈M× [0, t0]. Noting that s≤ R+, this gives the estimate
S(x, t)≤ 2R+max
{
sup
M0
Q,
(
1+
1
α
)α
R−(1+α)−
}
.
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That is, we have proved that on any time interval [0, t0] where the inradius remains positive, there
exists a constant S+ such that S(x, t)≤ S+ for all (x, t) ∈M× [0, t0].
Next we deduce a positive lower bound on the eigenvalues of ri j (equivalently, an upper bound
on principal curvatures): The speed bounds give S−1/α+ ≤ f∗ ≤ S−1/α− . Since f∗ is continuous on
Γ¯+ (see Lemma 1), the set K = {S−1/α+ ≤ f∗ ≤ S−1/α− }∩ Γ¯+ ∩{rmax ≤ r+} is compact, and so the
continuous function rmin attains a minimum value on K. If this minimum is zero, then the point~r
lies in ∂Γ+∩K. But this is a contradiction, since by assumption f∗ = 0 on ∂Γ+, so~r /∈ K. Therefore
r− = infK rmin > 0.
We have proved that the principal curvatures remain in the compact region {rmin ≥ r−}∩{rmax ≤
r+} of Γ+ on M× [0, t0]. Since f∗ is inverse-concave, the flow admits Ho¨lder estimates for second
derivatives (see Appendix), and by Schauder estimates the solution is bounded in Ck for every k. It
follows that the solution can be extended beyond t0, proving that the inradius converges to zero as t
approaches the maximal time of existence. Since the radius of curvature is bounded, the circumradius
also approaches zero, and the hypersurfaces approach a point.
Now we proceed to the case (ii). The sub-cases (b) and (c) are proved in [An9] and [An8]
respectively, so we need only consider sub-cases (a) and (d). We begin with sub-case (a). The proof
of convergence to a point in this case is exactly as above. To prove that the limiting shape is spherical
we prove a new pinching estimate which requires only inverse-concavity:
For this we prove a new pinching estimate which requires only inverse-concavity:
Lemma 11. If α = 1 and f∗ is concave, then under equation (6) the scaling-invariant quantity
supv∈TzSn, ‖v‖=1
(
r(v,v)
∣∣
(z,t)
F∗(r(z,t))
)
is strictly decreasing in t unless Mt is a totally umbillic sphere.
Proof. We consider the evolution of Ti j = ri j −CF∗g¯i j, where C is chosen to make Ti j negative
definite when t = 0. We will use the maximum principle introduced in [An8, Theorem 3.2]: If T is a
tensor satisfying
∂
∂ t
Ti j = akl∇¯k∇¯lTi j +uk∇¯kTi j +Ni j,
and N satisfies the generalized null eigenvector condition
Ni jviv j +2inf
Γ
akl
(
2Γpk ∇¯lTipv
i−ΓpkΓql Tpq
)
≤ 0,
whenever Ti j ≤ 0 and Ti jv j = 0, and Ti j ≤ 0 initially, then Ti j ≤ 0 remains true for positive times.
The evolution equation for Ti j follows from those for Ψ and ri j in Lemma 10:
∂
∂ t
Ti j =L Ti j +F−2∗ F¨
kl,pq
∗ ∇¯irkl∇¯ jrpq−2F−3∗ ∇¯iF∗∇¯ jF∗
+2CF−3∗ F˙kl∗ ∇¯kF∗∇¯lF∗g¯i j−F−2∗ F˙kl∗ g¯klTi j
The last term satisfies the null eigenvector condition, so can be ignored. It suffices to prove that at
any positive definite matrix ri j with Ti j = ri j −CF∗(r)δi j ≤ 0 and with Ti jviv j = 0 for some unit
vector v, we have for any totally symmetric 3-tensor B satisfying (Bki j−Cδi jF˙ pq∗ Bkpq)viv j = 0 the
inequality (
F¨kl,pq∗ −2F−1∗ F˙kl∗ F˙ pq∗
)
BiklB jpqv
iv j +2CF−1∗ F˙
i j
∗ F˙kl∗ F˙
pq
∗ BiklB jpq‖v‖2
+2F˙kl∗
(
2Γpk
(
Blip−CδipF˙rs∗ Blrs
)
vi−ΓpkΓql Tpq
)
≤ 0
for some choice of Γ. By continuity it suffices to prove this when ri j has all eigenvectors distinct.
In this case we rotate so that r= diag(r1, . . . ,rn) with r j < ri for j > i, and observe that the the null
eigenvector condition implies that v = e1 and r1 =C f∗. The condition on B is then Bk11 =C f˙ i∗Bkii
20 BEN ANDREWS, JAMES MCCOY, AND YU ZHENG
for each k. Using this and Lemma 6 the required inequality becomes (choosing Γ1k = 0 for all k):
0≥∑
k,l
f¨ pq∗ B1ppB1qq +2∑
k>1
f˙ 1∗ − f˙ k∗
r1− rk
B2k11 +2 ∑
1<k<l
f˙ k∗ − f˙ l∗
rk− rl
B21kl
− 2
C2 f∗
B2111 +
2
C f∗
n
∑
k=1
f˙ k∗B2k11−2
n
∑
k=1
n
∑
p=2
f˙ k∗
r1− rp
(
B1kp
)2
+2
n
∑
k=1
n
∑
p=2
(r1− rp)
(
Γpk +
B1kp
r1− rp
)2
.
It follows that the optimal choice of Γpk is the one which makes the last terms vanish. With this choice
we show that the remaining terms do indeed satisfy the required inequality: The terms involving f¨∗
are indeed non-positive since f∗ is concave by assumption. Of the remaining terms we consider next
those terms involving B111: These are (observing C = r1/ f∗)(
− 2
C2 f∗
+
2
C f∗
f˙ 1
)
B2111 =
2
C2 f 2∗
(
− f∗+ f˙ 1∗ r1
)
B2111 =−
2
C2 f 2∗
n
∑
k=2
f˙ k∗ rkB2111 ≤ 0,
where we used the Euler identity ∑nk=1 f˙
k∗ rk = f∗. Next we consider the terms involving Bk11 for
k > 1, which are (since C f∗ = r1):(
2
f˙ 1∗ − f˙ k∗
r1− rk
+
2 f˙ k
r1
−2 f˙
1∗
r1− rk
)
B2k11 =−2
f˙ k∗ rk
r1(r1− rk)
B2k11 ≤ 0.
The next terms we consider are those involving B1kk for k > 1. These are:
−2 f˙
k∗
r1− rk
B21kk ≤ 0.
The only remaining terms are those which involve B1kl with 1 < k < l. These are:
2
(
f˙ k∗ − f˙ l∗
rk− rl
− f˙
k∗
r1− rl
− f˙
l
r1− rk
)
B21kl .
The first term in the bracket is nonpositive by Lemma 2, and the others are negative, so the inequality
holds.
Furthermore we observe that the inequality is strict unless B111 = 0, Bk11 = B1kk = 0 for k > 1,
and B1kl = 0 for 1 < k < l. By the strong maximum principle, the inequality becomes strict (and
hence the strict decrease of the theorem is proved) unless there is a parallel vector field v = e1 such
that ri jviv j =C f∗. Differentiating gives C∇¯k f∗ = ∇¯kr11 = Bk11 = 0, so f∗ is constant. But now we
can deduce that the mean radius of curvature S1 = g¯i jri j is constant, using the Simons-type identity
0 = ∆¯ f∗ = f˙ i j∗ ∇i∇ jS1 + g¯i j f¨
kl,pq
∗ ∇¯irkl∇¯ jrpq +
1
2∑i, j
( f˙ i∗− f˙ j∗ )(ri− r j)≤ f i j∗ ∇¯i∇¯ jS1.
where we used the concavity of f∗ and Lemma 2. The maximum principle applies to show S1
is constant. Now it follows that the hypersurface is a totally umbillic sphere from the result of
[EH].  
Remark 5. The argument of the last paragraph constitutes a new result for compact convex hy-
persurfaces for which an inverse-concave function of curvatures is constant. This extends the main
result of [EH] to allow curvature functions which are either concave or inverse-concave.
The result on the asymptotic shape of the contracting hypersurfaces in sub-case (a) now follows
as in [An1], using the following observation:
Lemma 12. If f∗ approaches zero on ∂Γ+, then for any C > 0 there exists C′ > 0 such that if r ∈ Γ+
and rmax ≤C f∗(r), then rmax ≤C′rmin.
Proof. Otherwise there exists a sequence (r(n)) in Γ+ with rmax(n) ≤ C f∗(r(n)) but rmax(n) ≥
nrmin(n). But then r˜(n) =
r(n)
rmax(n)
has r˜max(n) = 1, f∗(r˜(n)) ≥ 1/C, and r˜min(n) ≤ 1n . Since the
set {r ∈ Γ¯+ : rmax ≤ 1} is compact, there is a subsequence (r˜(n′)) which converges to a limit r
with rmax ≤ 1, f∗(r) ≥ 1/C, and rmin = 0. But this contradicts the assumption that f∗ is zero on
∂Γ+.  
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To complete the argument in sub-case (d) we will require some further regularity, which we can
deduce from standard results once we have the following observation:
Lemma 13. In case (d), for any C > 0 there exist constants 0 < a− ≤ a+ such that at any point
r ∈ Γ¯+ with f∗(r)≥Crmax, a− ≤ f˙ i∗ ≤ a+ for i = 1, . . . ,n.
Proof. Since f∗ is homogeneous of degree one, f˙ i∗ is homogeneous of degree zero, and it suffices
to obtain the required bounds on the set K = {r ∈ Γ¯+ : f∗(r) ≥Crmax, r1 + · · ·+ rn = 1}, which
is compact. On this set, f˙ i∗ is continuous and non-negative, since the extension to the boundary is
C1 at boundary points with f∗ > 0. Therefore f i∗ attains its minimum, and the lemma follows if we
can rule out the possibility of a point r ∈K which is a boundary point of Γ+, at which f˙ i∗ = 0 for
some i ( by Conditions 1(ii) this cannot occur at an interior point of Γ¯+). Order the components of r
so that r1 ≥ r2 ≥ ·· · ≥ rn = 0, and let k = max{i : ri > 0} > 0. By concavity of f∗ and Lemma 2,
f˙ 1∗ ≤ f˙ 2∗ ≤ ·· · ≤ f˙ n∗ , and so by assumption f˙ 1∗ = 0. The restriction of f∗ to the first k components is
inverse-concave on Γ(k)+ , so by Lemma 8 (with f replaced by f∗) we have f˙ 1∗ r21 ≥ f˙ i∗r2i for i= 1, . . . ,k,
and so f˙ 1∗ ≥ rkkr21 ∑
k
i=1 f˙
i∗ri =
f∗(r)rk
kr21
> 0. This contradicts the assumption that f˙ 1∗ = 0, and proves the
lemma.  
Given the uniform bounds on f˙∗, we can now deduce some regularity estimates. The first step is
to deduce Ho¨lder continuity of second derivatives of the support function.
On any time interval [0, t0] on which r−(Mt) has a positive lower bound, we have r(z, t) ∈ A =
{r : 0 < f− ≤ f∗(r), rmax ≤C} from the estimates above. Since f∗ is concave, the set A is convex,
and we have a−C2 ≤ ψ˙ i ≤
a+
f 2−
at each point of A . We extend ψ = −1/ f∗ to a concave, uniformly
monotone function θ defined on all of Rn, by setting θ(r) = sup{ψ(r˜)+Dψ(r˜)(r− r˜) : r˜ ∈A }.
This is a supremum of linear functions, hence concave, and agrees with ψ on A , and furthermore θ
is Lipschitz and satisfies a−C2 ≤ θ˙ i ≤
a+
f 2−
everywhere on Rn.
Given any point z¯∈ Sn, we choose coordinates for Rn+1 so that z¯= (0,1)∈ Sn ⊂Rn×R'Rn+1,
consider the evolution of the function σ on Rn defined by equation (8). In this parametrization the
matrix ri j is given by (10) (with z0 = (1+ |x|2)−1/2), and the metric g¯i j and its inverse g¯i j are given
by
g¯i j =
1
1+ |x|2
(
δi j− x
ix j
1+ |x|2
)
;(19)
g¯i j = (1+ |x|2)
(
δ i j + xix j
)
= (1+ |x|2)QikQ jk;(20)
where Qi j = δ i j + x
ix j
1+
√
1+|x|2 . Using this we derive the evolution equation
(21)
∂
∂ t
σ(x) =−
√
1+ |x|2
F∗ (r, g¯)
=
Θ
(
Q◦D2σ ◦Q)
1+ |x|2 .
Here Θ(A) = θ(~a), where ~a is the vector of eigenvalues of A. The right-hand side is concave in the
components of D2σ , and the matrix of derivatives with respect to the components of D2σ are given
by
QikQ jlΘ˙kl
1+ |x|2 ,
which has eigenvalues between a−C2(1+|x|2) and
a+
f 2−
. In particular, on the unit ball about the origin
equation (21) is concave and uniformly parabolic, and we can apply the Krylov C2,α estimates [K1]
(or more conveniently [L, Corollary 14.9]), yielding in particular that for any τ ∈ (0,1)
(22) |D2σ(x2, t2)−D2σ(x1, t1)| ≤C(τ)
(
|x2− x1|+
√
|t2− t1|
)β
for some constant C(τ)> 0 and β ∈ (0,1), for (x2, t2) and (x1, t1) in B1/2(0)× [τt0, t0]. This implies
a global Ho¨lder continuity estimate on the matrix ri j.
Our next step is to deduce bounds on the third derivatives of the support function, and in particular
on the covariant derivatives of the matrix ri j. To do this we return to the evolution equation (21), in
the form
∂
∂ t
σ =
Ψ(Q◦D2σ ◦Q)
1+ |x|2 .
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Differentiating in a spatial direction, we derive the following equation for v = ∂σ∂xi :
∂v
∂ t
=
1
1+ |x|2 Ψ˙
klQkpQlqDpDqv+W
where W is a smooth function of x and D2σ , and hence is bounded in C0,β . Further, the coefficients
Ψ˙klQkpQlq/(1+ |x|2) are uniformly elliptic and bounded in C0,β . We can apply a Schauder estimate
[L, Theorem 4.9] to deduce bounds in C2,β for v (again these hold globally since we have such bounds
for short time from the local existence theorem). In particular, we have |∇¯kri j| ≤C3 on Sn× [0, t0].
Armed with this estimate, we can finally deduce a lower bound on the radii of curvature. Re-
call that for some C > 0 and γ > 0, we have for all (z, t) ∈ Sn × [0, t0] that r(z, t) ∈ AC/2,2γ ={
r ∈ Γ¯+ : rmax ≤C/2, f∗(r)≥ 2γ
}
. The estimates above and the assumptions imply that there ex-
ist constants a−, a+, M2 and M3 such that r ∈ AC,γ implies a− ≤ ψ˙ i(r) ≤ a+, |ψ¨(r)| ≤ M2 and
|...ψ(r)| ≤M3. It follows in particular that there exists ε1 > 0 such that if r ∈AC/2,2γ and r′ ∈ Γ¯+ with
|r′− r| ≤ ε1 = min
{
C
2 ,
γ
na+
}
, then r′ ∈AC,γ .
We use the evolution equation from Lemma 10 to derive the following equation for Ti j = ri j −
ε g¯i j , where ε = ε0e−Lt , ε > 0 is small, and L is to be chosen:
∂
∂ t
Ti j = Ψ˙kl∇¯k∇¯lTi j + Ψ¨pq,rs∇¯irpq∇¯ jrrs− Ψ˙kl g¯klri j +Lε g¯i j.
For ε0 > 0 sufficiently small, Ti j is positive definite at t = 0. We will choose L to ensure that Ti j
remains positive definite on the entire interval [0, t0]. If this is not the case, then there is some
first point and time (z, t) ∈ Sn× (0, t0] and direction v ∈ TzSn for which Ti jviv j = 0. We choose an
orthonormal basis {ei} for TzSn such that e1 = v, and such that ri j = diag(r1, . . . ,rn) at (z, t) with ri
in non-decreasing order. Let m = max{i : ri = ε}. By continuity we can assume ri+1 > ri for i > m.
We have ∇¯krab = 0 for 1≤ a,b≤ m, ∂∂ t r11 ≤ 0, and (as in [An8, Theorem 3.2])
0≤ Ψ˙kl∇¯k∇¯lT11− sup
Γ
2Ψ˙kl
(
2Γpk ∇¯lrp1−ΓpkΓql (rpq− ε g¯pq)
)
.
We make the (optimal) choice Γpk =
∇¯krp1
rp−ε for m < k, p≤ n, and Γ
p
k = 0 otherwise. This yields
Ψ˙kl∇¯k∇¯lT11 ≥ 2 ∑
k,l>m
ψ˙k(∇¯1rkp)2
rp− ε .
Using the identity from Lemma 6, we arrive at the inequality
0≥ ∑
p,q>m
(
ψ¨ pq +
2ψ˙ p
rp− ε δpq
)
∇¯1rpp∇¯1rqq
+2 ∑
m<p<q≤n
(
ψ˙q− ψ˙ p
rq− rp +
ψ˙ p
rq− ε +
ψ˙q
rp− ε
)
(∇¯1rpq)2 +(L− ψ˙ pqg¯pq)ε.(23)
Now we use the assumption that f∗ is inverse-concave on ∂Γ+: Let r¯i = 0 for i= 1, . . . ,m, and r¯i = ri
for i = m+1, . . . ,n. Then |r¯− r|∞ = ε ≤ ε0, so provided ε0 ≤ ε1 we have r¯ ∈AC,γ . It follows that
∑
p,q>m
(
ψ¨ pq +
2ψ˙ p
rp
δpq
)∣∣∣
r¯
∇¯1rpp∇¯1rqq ≥ 0,
CONTRACTING CONVEX HYPERSURFACES BY CURVATURE 23
and so
∑
p,q>m
(
ψ¨ pq +
2ψ˙ p
rp− ε δpq
)∣∣∣
r
∇¯1rpp∇¯1rqq
= ∑
p,q>m
(
ψ¨ pq +
2ψ˙ p
rp
δpq +
2εψ˙ p
rp(rp− ε)
)∣∣∣
r
∇¯1rpp∇¯1rqq
≥ ∑
p,q>m
[(
ψ¨ pq +
2ψ˙ p
rp
δpq
)∣∣∣
r¯
+
(
−εM3− εM2
rp
+
2εa−
r2p
)
δpq
]
∇¯1rpp∇¯1rqq
≥−ε
(
M3 +
M22
8a−
)
∑
p>m
(∇¯1rpp)2
≥−ε
(
M3 +
M22
8a−
)
C23 .
Similarly we can bound the second term in (23): By the assumption of inverse-concavity on the
boundary we have at r¯ for each m < p < q≤ n
ψ˙q− ψ˙ p
rq− rp +
ψ˙ p
rq
+
ψ˙q
rp
=
ψ˙qr2q− ψ˙ pr2p
rprq(rq− rp) ≥ 0
by Lemma 8. Using this we find(
ψ˙q− ψ˙ p
rq− rp +
ψ˙ p
rq− ε +
ψ˙q
rp− ε
)∣∣∣
r
=
(
ψ˙q− ψ˙ p
rq− rp +
ψ˙ p
rq
+
ψ˙q
rp
+
εψ˙ p
rq(rq− ε) +
εψ˙q
rp(rp− ε)
)∣∣∣
r
≥
(
ψ˙q− ψ˙ p
rq− rp +
ψ˙ p
rq
+
ψ˙q
rp
)∣∣∣
r¯
+ ε
m
∑
i=1
∫ 1
0
ψ¨ iq− ψ¨ ip
rq− rp
∣∣∣
sr¯+(1−s)r
ds− εM2
rp
− εM2
rq
+
εa−
r2p
+
εa−
r2q
≥ ε
(
−M3− M2
rp
− M2
rq
+
a−
r2p
+
a−
r2q
)
≥−ε
(
M3 +
M22
2a−
)
.
The inequality (23) becomes
(24) 0≥ ε
(
−CM3−C
M22
a−
)
C23 +L−Ca+,
where C is a constant depending only on n. But the right hand side is strictly positive if we choose L
suitably large depending on M2, M3, a±, C3 and n, and we have a contradiction. This proves that the
inequality ri j ≥ ε0e−Lt g¯i j is preserved, provided ε0 ≤ ε1 and L is chosen to make the right-hand side
of (24) positive.
The proof of subcase (d) can now be completed exactly as before: We have established that as
long as the inradius remains positive the principal radii of curvature remain in a compact region of
the open positive cone, and higher regularity follows by standard Schauder estimates, proving that
the solution can be continued to a longer time interval. This implies that the inradius converges to
zero at the end of the interval of existence. The circumradius also converges to zero since κmin has a
positive lower bound.  
Remark 6. 1. We do not know whether the limiting shape in case (d) is always spherical.
This is the case if the inverse-concavity of f∗ on the boundary of the positive cone is strict
in non-radial directions, since then one can deduce that f∗ is inverse-concave on the sets
r1 = ε(r2 + rn) for small ε > 0, and so the inequality r1 ≥ ε(r2 + · · ·+ rn) is preserved, by
a slight modification of the argument in [An8]. It then follows that the ratio of circumradius
to inradius remains bounded, and one can extract a smooth hypersurface as a limit of rescal-
ings as the final time is approached. The result of Lemma 11 then implies that the limit
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hypersurface is a sphere. However it seems possible that with only weak inverse-concavity
on the boundary, the ratio of inradius to circumradius could become unbounded.
2. One should be cautious about the sense in which the conditions are necessary and sufficient:
The conditions are necessary and sufficient in the case where f and f∗ are C2,1 up to the
boundary of the positive cone at points where they are non-zero (in particular, if f and f∗
extend smoothly beyond the boundary at such points). We have not ruled out the possibility
that there could be flows with α 6= 1 for which f∗ does not vanish on the boundary of
the positive cone, but does not extend as a strictly monotone smooth function to a larger
cone, and for which solutions do not lose smoothness. In particular, is seems possible that
if the coefficients of f˙∗ become unbounded near the boundary of the positive cone, the
resulting fast diffusion could have the effect of preventing loss of smoothness. The same
considerations apply for the requirement for concavity at infinity. However we have not so
far been able to construct any examples where this occurs.
In the case α = 1 we also have a result of this kind when the speed f is concave:
Theorem 6. Suppose α = 1, f is concave, condition (viii) holds, and f ∈C2,1loc (Γ¯+∩{ f > 0}). Then
the solution of (1) for any smooth, uniformly convex initial hypersurface exists and remains smooth
and uniformly convex on a finite maximal time interval [0,T ), and the inradius r−(Mt) converges to
zero as t approaches T .
In this generality we are unable to prove that the circumradius also converges to zero, so it is con-
ceivable that the solution could collapse onto a lower-dimensional convex body of positive diameter.
In the case where f is concave and zero on ∂Γ+, it was proved in [An1] that arbitrary smooth,
uniformly convex initial hypersurfaces contract to points with spherical limiting shape under Equa-
tion (1). We do not know whether the limiting shape must be spherical under the assumptions of
Theorem 6, but as in case (d) of Theorem 5, such a result does hold if the inverse-concavity on the
boundary is strict in non-radial directions.
Proof. In the case where f is concave there is a well-known curvature pinching estimate, much easier
to prove in this case than the result of Lemma 11:
Lemma 14. Let {Mt}0≤t<T be a family of uniformly convex hypersurfaces evolving by Equation (1)
with f concave and α = 1, and suppose at t = 0 the inequality hi j ≤ C f gi j holds for some C > 0.
Then the same is true for each t ∈ (0,T ).
Proof. From the evolution of hi j , f and gi j we find:
∂
∂ t
(
hi j−C f gi j
)
=L
(
hi j−C f gi j
)
+ F¨ pq,rs∇ihpq∇ jhrs
+ f˙ kκ2k
(
hi j−C f gi j
)−2 f hi p (hp j−C f gp j) .
Hamilton’s maximum principle for tensors [H1, Theorem 9.1] applies to show that the inequality
hi j−C f gi j ≤ 0 is preserved.  
Since f is concave and inverse-concave on the boundary, we have exactly as in Lemma 13 that
for any C > 0 there exist constants 0 < a− ≤ a+ such that at any point κ ∈ Γ¯+ with f (κ) > 0 and
f (r) ≥Cκmax, a− ≤ f˙ i ≤ a+. The evolution equation for S implies that a lower bound f ≥ f− > 0
is preserved, and we also have an upper bound f ≤ f+ while the inradius remains positive using
the same argument as in Theorem 5, since that argument depends only on an estimate of the form
∑i f˙ iκ2i ≥ γ f 2, and this holds since ∑i f˙ iκ2i ≥ 1a+ ∑i( f˙ iκi)2 ≥ 1na+
(
∑i f˙ iκi
)2
= f
2
na+ .
The next step is to deduce bounds on the derivatives of the second fundamental form. These
can be produced in two steps as in the proof of Theorem 5: The evolving hypersurfaces can be
written locally as the graph of a function u evolving by a uniformly parabolic scalar equation, and
the concavity of f allows the application of the Evans-Krylov estimates to deduce C2,β estimates.
Differentiating the scalar equation in a spatial direction gives a uniformly parabolic equation for
v= ∂ku, and Schauder estimates then produce C2,β estimates for v, which imply bounds for ‖∇ih jk‖.
Finally, we can prove that κmin remains positive while the inradius is positive, by considering
the evolution equation for Ti j = hi j − ε0e−Ltgi j. The details are formally almost identical to the
corresponding computation in the proof of Theorem 5. As before, bounds on all higher derivatives
follows by Schauder theory, and it follows that the solution continues to exist until the inradius
converges to zero.  
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Remark 7. We expect that there should be a result which holds without assuming that either f or
f∗ is concave. One might conjecture that if conditions (viii), (ix) and (xii) hold (and f and f∗ extend
as C2,1 functions up to the boundary of the positive cone near points where they are non-zero), and
f∗ = 0 on the boundary of the positive cone if α 6= 1, then a similar result should hold. Under these
assumptions, maximum principle arguments show that if the hypersurface remains smooth, then it
remains uniformly convex, and if the support function remains smooth, then the principal curvatures
remain bounded. At present we have a result in this direction (but still requiring stronger hypotheses)
only in the case n = 2:
Theorem 7. If n = 2, and either 0 < α < 1 with f ≥CH, or α = 1, then the solution of (1) for any
smooth, uniformly convex initial hypersurface exists and remains smooth and uniformly convex on a
finite maximal time interval [0,T ), and the inradius r−(Mt) converges to zero as t approaches T . In
the case α = 1 the surfaces Mt contract to a point as t→ T and the limiting shape is spherical.
Proof. The case α = 1 was proved in [An9]. In the case 0 < α < 1 we also use the computations of
[An9]: Choosing G = (κ2−κ1)
2
(κ2+κ1)2
, we have from the computations there (equation 6 and the following
discussion) that at any spatial maximum point of G,
∂G
∂ t
≤ 4(1−α)KSG
H
= (1−α)SGH(1−G).
An upper bound on the speed S holds as long as the inradius has a positive lower bound, by the
argument given in the proof of Theorem 5. By assumption we also have that H ≤ f/C is bounded.
Therefore 1−G has an exponentially decaying lower bound, so remains strictly positive. Since the
speed S also has a positive lower bound (from the evolution equation for S), the flow is uniformly
parabolic and the solution remains smooth and uniformly convex, on any time interval where the
inradius has a positive lower bound (here the regularity results of [An10] are used). The result
follows.  
7. BOUNDS ON DISPLACEMENT AND FLAT SIDES
In the previous section we were concerned with flows which keep smooth, strictly convex hyper-
surfaces smooth and strictly convex. In the remaining sections of the paper we are concerned with
the behaviour of the flows starting from initial data which are boundaries of open bounded convex
regions, but may be neither smooth nor uniformly convex.
In this section we are concerned with the displacement of the hypersurface in short positive time
intervals. The easy direction is to bound the displacement from above, which we accomplish using
spherical barriers. Positive lower bounds on displacement are more subtle, and require the construc-
tion of suitable barriers. The main result of this section is a complete characterisation of the flows
for which such a lower displacement bound exists. The results for α 6= 1 can be seen as higher-
dimensional analogues of the results proved for evolving curves in [An3], but the intermediate case
α = 1 introduces some new features.
7.1. Upper displacement bound. As in [An5], we obtain an upper bound on the displacement of
the evolving hypersurfaces using spheres enclosed within M0 as barriers. We denote by R+ and R−
the circumradius and inradius of M0.
Theorem 8. For any smooth, uniformly convex solution {Mt}t>0 of (1),
(25) s(z, t)≥ s(z,0)−C(α)R+
R−
t
1
1+α
for all t ∈
[
0, 11+α R
1+α
−
]
in the interval of existence of the solution and all z ∈ Sn.
Proof. Choose the origin O to be the centre of a ball of radius R− enclosed by M0. Fix z ∈ Sn and
define for each δ ∈ (0,1] a sphere
Sδ = (1−δ )X(z,0)+δSR−(O) =
{
y ∈ Rn+1 : |y− (1−δ )X (z,0)|= δ R−
}
,
where X(.,0) is the embedding of M0 given by (4). Sδ is contained within the convex hull of BR− (O)
and X (z,0) and so, since M0 is convex, Sδ is enclosed by M0. Under equation (1), this sphere evolves
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to Sr(t) ((1−δ )X(z,0)), where r (t) evolves according to
dr
dt
=− 1
rα
.
With initial condition r (0) = δ R−, this ODE has solution
r (t) =
(
δ 1+αR1+α− − (1+α)t
) 1
1+α
,
and the sphere shrinks to a point at time t = δ
1+αR1+α−
1+α . By the comparison principle, each of these
shrinking spheres remains enclosed by Mt as long as both exist, so in particular (1− δ )X(z,0) is
enclosed by Mt for 0 ≤ t ≤ δ
1+αR1+α−
1+α . This gives the estimate (choosing δ so that δ
1+αR1+α− =
(1+α)t)
s(z, t) = sup{〈y,z〉 : y ∈Ωt} ≥ 〈(1−δ )X(z,0),z〉= (1−δ )s(z,0).
Therefore
s(z, t)− s(z,0)≥−δ s(z,0)≥− (1+α)
1
1+α t
1
1+α
R−
(2R+) =C(α)
R+
R−
t
1
1+α .
 
7.2. Lower displacement bound. Next we consider lower displacement bounds. This is simplest
in the case 0 < α < 1, where spherical barriers suffice to prove that the hypersurfaces move:
Theorem 9. If 0 < α < 1 then
(26) s(z, t)≤ s(z,0)− (1−α)α α1−α R−
2α
1−α
+ t
1
1−α
for 0≤ t ≤ α−1R1+α+ while the solution continues to exist.
Proof. Choose the origin O to be at the centre of a sphere of radius R+ which encloses M0. Then
for any fixed z ∈ Sn, M0 is contained in the region BR+(O)∩ {y : 〈y,z〉 ≤ s(z,0)}. For any r >
R+ we can choose a unique sphere of radius r which encloses the latter region and intersects the
hyperplane {〈y,z〉 = s(z,0)} in the same set as SR+(0). The centre of this sphere is at the point
O−
(√
r2 + s2−R2+− s
)
z, where s = s(z,0). By the comparison principle, Mt is contained in the
sphere with the same centre of radius r(t) =
(
r1+α − (1+α)t)1/(1+α) ≤ r− r−α t, and so
s(z, t)− s(z,0)≤−
√
r2 + s2−R2++ r− r−α t
=
R2+− s2
r+
√
r2 + s2−R2+
− r−α t
≤ R
2
+
r
− r−α t.
For 0 < t < R
1+α
+
α we choose r =
(
R2+
αt
) 1
1−α
, yielding
s(z, t)− s(z,0)≤−(1−α)α α1−α R−
2α
1−α
+ t
1
1−α .
 
As a consequence of this result, an initial hypersurface containing a flat side (that is, an open
subset contained in a supporting hyperplane) must immediately move. We will see in Section 9 that
this implies that the speed of motion immediately becomes positive, so that the flat side becomes
curved. Next we investigate the situation in the case α > 1. Here we have the reverse situation, and
flat sides always persist:
Theorem 10. Suppose Ω0 be a bounded open convex region, and M0 = ∂Ω0. Suppose that for some
z ∈ Sn, M0 has a flat side in direction z. That is, there exists y0 ∈M0 with 〈y0,z〉= h(z) = sup{〈y,z〉 :
y ∈ Ω0} and r > 0 such that the hemisphere Bn+1r (y0)∩{〈y,z〉 < h(z)} is contained in Ω0. Then
if {Mt = ∂Ωt}0≤t≤T is any generalized solution of the flow (1) satisfying Conditions 1 with α > 1,
then y0 ∈Mt for 0≤ t ≤C(α)r1+α .
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FIGURE 3. A weakly convex hypersurface, containing a hemisphere Hr =
Bn+1r (y0)∩{〈y,z〉< h(z)} and contained in the corresponding halfspace {〈y,z〉 ≤
h(z)}. Inside the hemisphere we place a homothetically shrinking barrier
y0 +
r(t)
µ L(A), showing that the flat side on the hypersurface cannot move.
Proof. We construct a self-similar subsolution of (1) with a flat side, similar to the example in [An3,
Theorem II1.13]. Define A = {(x,y) ∈R×Rn : x > 0, G(x,y)< 0} where G(x,y) = |y|2+2x−1−
2x
α−1
2α−1 . G is a convex function, so A is a convex set which is rotationally symmetric about the x axis.
Furthermore A has C∞ boundary in {x > 0} with strictly positive principal curvatures, and convexity
guarantees that s = 〈X ,ν〉 is also strictly positive on ∂A∩{x > 0}.
The boundary of A contains the disk {(0,y) : |y| ≤ 1}. We look in more detail at the behaviour of
∂A near the boundary curve {(0,y) : |y|= 1}. For |y|> 1 near this curve the curvature in the radial
direction is given by
κr =
xyy
(1+ x2y)3/2
=
α(2α−1)
(α−1)2 (|y|−1)
1
α−1 (1+o(1)) as |y| → 1;
so in particular the boundary of A is C2+
1
α−1 . The curvatures in the orthogonal directions satisfy
κ⊥ =
xy
|y|
√
1+ x2y
=
2α−1
α−1 (|y|−1)
1+ 1α−1 (1+o(1)) as |y| → 1.
Also we can compute
s =
2α−1
α−1 (|y|−1)
α
α−1 (1+o(1))
=
2α−1
α−1
(
(α−1)2
α(2α−1)
)α
καr (1+o(1)) .
Since s is strictly positive and κr and κ⊥ are bounded away from {x = 0}, there exists β > 0 such
that
s≥ β max{κr,κ⊥}α ≥ βS
everywhere on ∂A (since f (1, . . . ,1) = 1, so that S= fα ≤ καmax by the monotonicity and homogene-
ity of f ). It follows that
(
r1+α0 − 1+αβ t
) 1
1+α A is a subsolution of (1).
Let µ > 0 such that A⊂ Bµ (0) (for example, µ = 4 suffices for any α > 1), and let L be a rotation
which takes (1,0) to −z and Rn to {〈y,z〉= 0}. Then y0 + rµ L(A)⊂ Ω0. The comparison principle
then gives that y0+
((
r
µ
)1+α − 1+αβ t) 11+α L(A)⊂Ωt , and hence y0 ∈Mt , for 0≤ t ≤ β1+α ( rµ )1+α
while the solution exists.  
The remaining case is α = 1, which will be of most interest in the present paper. In this case
there is a simple dichotomy between those flows for which flat sides persist and those where there is
28 BEN ANDREWS, JAMES MCCOY, AND YU ZHENG
a lower bound on the displacement for positive times, and we provide a very simple criterion which
distinguishes the two:
Theorem 11. If α = 1, then flat sides move under (1) if and only if f∗ = 0 on the boundary of the
positive cone. That is,
(1) If part (vii) of Conditions 2 holds, then under (1) we have for all t > 0 in the interval of
existence and all z ∈ Sn
(27) s(z, t)≤ s(z,0)−R+3
−χ
(
3R2+
t
)
,
where χ(ξ ) is the inverse function of the function fˆ defined by fˆ (x) = f (x,1, . . . ,1).
(2) If part (vii) of Conditions 2 does not hold, there exists C > 0 such that if {Mt}0≤t≤T is a
generalised solution of (1), and y0 ∈M0 and z ∈ Sn with 〈y0,z〉 = s0(z) = sup{〈y,z〉 : y ∈
Ω0}, and the hemisphere Br(y0)∩{〈y,z〉 < s0(z)} is contained in Ω0 for some r > 0, then
y0 ∈Mt for 0≤ t ≤min{Cr2,T}.
Proof. We begin with the first case. We will construct barriers which force the hypersurface to
move, as follows: Fix z∈ Sn, and rotate so that en+1 = z. We construct graphical barriers, of the form
{(x,y) ∈ Rn×R : y = u(|x|, t)}. We require these to be supersolutions of the flow, so that
∂u
∂ t
≥−
√
1+(u′)2 f
(
−u′′
(1+(u′)2)3/2
,
−u′
|x|
√
1+(u′)2
, . . . ,
−u′
|x|
√
1+(u′)2
)
,
and also that they be of the form u(|x|, t) = w(|x|+ vt). This gives ∂u∂ t = vw′, and the required
inequality becomes
vw′ ≥ w
′
|x| f
( |x|w′′
w′(1+(w′)2)
,1, . . . ,1
)
=
w′
|x| fˆ
( |x|w′′
w′(1+(w′)2)
)
,
where fˆ (x) := f (x,1, . . . ,1). The assumption that f∗ = 0 on ∂Γ+ is equivalent to the assumption that
limx→∞ fˆ (x) = ∞, since fˆ (x,1, . . . ,1) = f∗(x−1,1, . . . ,1)−1 (the implication in the other direction
follows since if f∗ 6= 0 anywhere on the boundary of the positive cone then f∗(0,1, . . . ,1) 6= 0 by
monotonicity). We seek solutions which are concave, so that we have w′′ ≤ 0 and w′ ≤ 0. Thus the
inequality is equivalent to
v|x| ≤ fˆ
( |x|w′′
w′(1+(w′)2)
)
.
Choosing the origin to be at the centre of a ball of radius R+ containing M0, we have that for all
t > 0, Mt is contained in the half-cylinder {(x,y) : |x| ≤ R+, y≤ s(z,0)}. We construct our graphical
solution on the domain {|x| ≤ 3R+}, so that v|x| ≤ 3vR+, and so it suffices to find a solution of
3vR+ ≤ fˆ
( |x|w′′
w′(1+(w′)2)
)
.
Since fˆ is increasing, there is a well-defined inverse function and we can write equivalently
w′′
w′(1+(w′)2)
≥ 1|x| fˆ
−1 (3vR+) .
An explicit solution in the equality case with w(R+) = s(z,0) is given by
w(r) = s(z,0)−3R+
∫ r/(3R+)
1/3
ξσ√
1−ξ 2σ dξ
≤ s(z,0)+ 3R+
1+σ
((
1
3
)1+σ
−
(
r
3R+
)1+σ)
,
where σ = fˆ−1(3vR+). Note that in the cylinder {|x| ≤ R+} these solutions lie above the hyperplane
y = s(z,0), and so above the initial hypersurface M0. By the comparison principle, we have that Mt
lies below the hypersurface
{(x,y) : y = w(|x|+ vt), 0≤ |x| ≤ 3R+− vt}
(note that the boundary of this hypersurface lies outside the cylinder and so cannot meet Mt ) For
fixed t > 0 we choose v = 2R+t , yielding that Mt lies below
{(x,y) : y = w(|x|+2R+)≤ w(2R+), 0≤ |x| ≤ R+}.
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In particular this gives
s(z, t)− s(z,0)≤ 3R+
1+σ
((
1
3
)1+σ
−
(
2
3
)1+σ)
≤−R+3
− fˆ−1
(
3R2+
t
)
.
This establishes (27) since χ = fˆ−1.
Next we consider the second case. As in Theorem 10, we will prove the existence of a self-similar
subsolution with a flat side. We use the set A constructed in the proof of Theorem 10 (take α = 2 for
concreteness). Then we have
κ⊥ = 3(|y|−1)2(1+o(1)) as |y| → 1,
and
s = 3(|y|−1)2(1+o(1)) as |y| → 1.
It follows that there exists β > 0 such that
s≥ βκ⊥
everywhere on ∂A. Let f∞ = limx→∞ fˆ (x)< ∞. Now we observe that for x > 0,
S = f (κr,κ⊥, . . .κ⊥) = κ⊥ f
(
κr
κ⊥
,1, . . . ,1
)
= κ⊥ fˆ
(
κr
κ⊥
)
≤ f∞κ⊥,
and therefore s≥ βf∞ S everywhere on ∂A.
It follows that
(
r20− 2 f∞β t
)1/2
A is a subsolution of the flow (1), and the result follows as in
Theorem 10.  
8. UPPER SPEED BOUNDS
To obtain an upper speed bound, we use methods similar to those in [An1], [An5], [An6], [M1]
and [M2], which originate from the work of Chou on Gauss curvature flow [T].
Theorem 12. Let f be such that ∑i f˙ iκ2i ≥C1 f 2 on Γ+. Then there exists C2 depending on α and C1
such that for any smooth, uniformly convex solution {Mt}[0,T ) of (1) with R− ≤ r− (Mt)≤ r+ (Mt)≤
R+,
S (x, t)≤C2 R+R−
(
R−α− + t
− α1+α
)
.
Proof. We use the method of Chou [T] discussed previously in the proof of Theorem 5: Consider
the function Q = Ss−δ , for a small constant δ to be chosen. Its evolution equation is
∂
∂ t
Q =LQ+
2
(s−δ ) S˙
kl∇ks∇lQ−
δ
(s−δ ) S˙
klhkmh
m
lQ+(1+α)Q2
≤LQ+ 2
(s−δ ) S˙
kl∇ks∇lQ−C1αδ (s−δ )1/α Q2+1/α +(1+α)Q2
since S˙klhk phpl = α fα−1 f˙ iκ2i ≥C1αS
1+α
α . Taking δ = R−2 , we find
∂
∂ t
Q≤LQ+ 2
(s−δ ) S˙
kl∇ks∇lQ+
(
1+α−αδ 1+1/αQ1/α
)
Q2,
from which it follows from the maximum principle that
max
Sn
Q(·, t)≤max
{(
2(1+α)
α
)α
δ−(1+α),
(
2
1+α
) α
1+α
δ−1t−
α
1+α
}
.
The result now follows from the definition of Q and the fact that s≤ 2R+.  
Remark 8. The upper speed bound can also be deduced from the upper displacement bound using
the Harnack estimate (Theorem 13) as in [An3, Lemma II2.1]. The proof above is more robust since
the Harnack inequality requires inverse-concavity. The assumption on f˙ iκ2i is always satisfied (with
C1 = 1) in the inverse-concave case by Lemma 5.
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9. LOWER SPEED BOUNDS
In this section we translate the bounds on displacement into bounds above and below on the speed
for positive times. In [An3] and [An5] estimates of this kind were achieved by combining the lower
displacement bounds with the Harnack estimate [An2, Theorem 5.6], which requires that the speed
be inverse-concave:
Theorem 13. For any smooth, uniformly convex solution of (6) on Sn× (0,T ),
∂
∂ t
(
Ψt
α
1+α
)
≤ 0.
Following [CDS, Theorem 2.2] and [AM, Lemma 12.2] we here deduce the lower speed bounds
using an estimate first proved by Smoczyk [S2, Proposition 4] for the mean curvature flow. The result
is that lower speed bounds hold precisely when lower displacement bounds do:
Theorem 14. For any flow of the form (1) satisfying Conditions 1 with α > 0, and any z ∈ Sn and
t2 > t1 ≥ 0,
−Ψ(z, t2)≥ s(z, t1)− s(z, t2)
(1+α)(t2− t1) .
Recall that Ψ=−S, so Theorem 14 amounts to a lower bound on the speed S in any direction in
which the support function has strictly decreased.
Proof. The evolution equation (6) for the support function s can be rewritten in the form
∂ s
∂ t
= Ψ˙i j∇¯i∇¯ js+ sΨ˙i jg¯i j +(1+α)Ψ.
Combining this with the evolution equation for Ψ in Lemma 10, we find:
∂
∂ t
(s− (1+α)(t− t1)Ψ) =L (s− (1+α)(t− t1)Ψ)+(s− (1+α)(t− t1)Ψ)Ψ˙i jg¯i j.
It follows from the maximum principle that if s− (1+α)(t− t1)Ψ ≥ 0 for all z ∈ Sn at t = t1, then
s− (1+α)(t− t1)Ψ ≥ 0 for all z ∈ Sn at t = t2 > t1. In particular, if we fix z ∈ Sn and choose the
origin to be at X(z, t1), then s(z, t1) = 0 while s(z′, t1)≥ 0 for all z′, so the inequality holds at t = t1,
and therefore we have
0≤ s(z, t2)− (1+α)(t2− t1)Ψ(z, t2) = s(z, t2)− s(z, t1)− (1+α)Ψ(z, t2),
which gives the result of the Theorem.  
Corollary 2. If 0 < α < 1 then
S≥ 1−α
1+α
α
α
1−α R
− 2α1−α
+ min
{
t,α−1R1+α+
} α
1−α
.
If α = 1 and f∗ = 0 on ∂Γ+ then
S≥ R+
2t
3
−χ
(
3R2+
t
)
.
Proof. This follows immediately from Theorem 14 using the displacement estimates proved in The-
orem 9 and Theorem 11.  
10. EXISTENCE AND UNIQUENESS OF BARRIER SOLUTIONS
This section explores the existence and uniqueness of barrier solutions, and their dependence on
the initial data. The results are largely consequences of the existence theorems and displacement
bounds proved in the previous sections.
When working with convex regions it is natural to work with the Hausdorff distance, but in a
more general setting it is useful to use a stronger metric which is suited to the fact that our notion of
barrier solution involves inclusion of sets but is intended as an evolution of the boundaries of these
sets: For closed sets U and V we define
dˆH (U,V ) = max{dH (U,V ),dH (∂U,∂V )} .
Lemma 15. Suppose U and V are compact convex sets. Then dˆH (U,V ) = dH (U,V ). Furthermore
if Ω1 and Ω2 are closed sets such that U ⊂Ωi ⊂V for i = 1,2, then dˆH (Ω1,Ω2)≤ dH (U,V ).
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Proof. dH (∂U,∂V ) is equal to the larger of supx∈∂U d(x,∂V ) and supy∈∂V d(y,∂U), where d(x,C)=
inf{d(x,y) : y ∈C}. Let x ∈ ∂U . By compactness d(x,∂V ) = d(x,y) for some y ∈ ∂V . We consider
two cases: If x /∈ V then y also attains the minimum distance from x to V , so d(x,∂V ) ≤ d(x,V ) ≤
dH (U,V ). If x∈V , then let H = {z : z ·v≤ k} be any supporting hyperplane for U at x, so that x ·v= k
and U ⊂H. Let w be a point in V which maximizes w ·v. Then Bd(x,y)(x)⊂V , so w ·v≥ k+d(x,y). It
follows that d(w,U)≥ d(x,y), and hence d(x,y)≤ dH (U,V ). Thus d(x,∂V )≤ dH (U,V ) for every
x ∈ ∂U , so supx∈∂U d(x,∂V ) ≤ dH (U,V ). The same argument with U and V interchanged gives
supy∈∂V d(y,∂U)≤ dH (U,V ). Therefore dH (∂U,∂V )≤ dH (U,V ) and dˆH (U,V ) = dH (U,V ) as
required.
Now we prove the second statement: We have supx∈Ω1 d(x,Ω2) ≤ supx∈V d(x,U) ≤ dH (U,V ),
and similarly supx∈Ω2 d(x,Ω1) ≤ dH (U,V ), so dH (Ω1,Ω2) ≤ dH (U,V ). It remains to show
dH (∂Ω1,∂Ω2) ≤ dH (U,V ). To see this, let x ∈ ∂Ω1, and let z be the nearest point in U to
x. If x 6= z let v = x−z|x−z| , and otherwise let v be any unit normal vector to U at z. In either case
U ⊂ {w : w ·v≤ z ·v}. We note that z+ s /∈V for s≥ dH (U,V ), since d(z+ sv,U) = s for s> 0. Let
s∗ = sup{s : z+ sv ∈Ω2} ≤ dH (U,V ), and let y = z+ s∗v. Then y ∈ ∂Ω2, and d(y,x)≤ dH (U,V )
since x and y are both in the interval {z+sv : 0≤ s≤ dH (U,V )}. Therefore d(x,∂Ω2)≤ dH (U,V ),
and since x ∈ ∂Ω1 is arbitrary, supx∈∂Ω1 d(x,∂Ω2) ≤ dH (U,V ). The same argument with Ω1 and
Ω2 interchanged gives supx∈∂Ω2 d(x,∂Ω1)≤ dH (U,V ), and hence dH (∂Ω1,∂Ω2)≤ dH (U,V ) as
required.  
In comparing with non-convex sets the following lemma is useful:
Lemma 16. Let Ω be a compact convex set with nonempty interior, and suppose (by translating if
necessary) that r−B⊂Ω⊂ r+B, where B is the closed unit ball in Rn+1. Then there exist constants
K and L depending only on r− and r+ such that the following hold:
(i). If Ω′ is any closed set with dˆH (Ω′,Ω)≤ d and d < 1/K, then
(1−Kd)Ω⊂Ω′ ⊂ (1+Kd)Ω.
(ii). If Ω′ is closed and (1−a)Ω⊂Ω′ ⊂ (1+a)Ω for a < 1, then dˆH (Ω′,Ω)≤ La.
Note that Ω′ need not be convex, though Ω must be.
Proof. (i). By assumption we have dH (Ω′,Ω)≤ d, soΩ′ ⊂Ω+dB⊂Ω+ dr−Ω=
(
1+ dr−
)
Ω,
where the addition is in the sense of Minkowski, so that U +V = {x+ y : x ∈U, y ∈ V}.
The last equality used convexity of Ω.
To get the reverse inclusion we must work harder: Assume that d < r−4 , and let x ∈(
1− 4dr−
)
Ω. Then x+ 4dB ⊂ x+ 4dr−Ω ⊂
(
1− 4dr−
)
Ω+ 4dr−Ω = Ω. Therefore d(x,∂Ω) ≥
4d. But we also have that x ∈ Ω ⊂ Ω′ + dB, so there exists y ∈ Ω′ and z ∈ B such that
x = y+ dz. We claim that y+ dB ⊂ Ω′: Otherwise there exists w ∈ y+ dB with w ∈ ∂Ω′.
But dH (∂Ω′,∂Ω) ≤ d, so there exists q ∈ ∂Ω with d(q,w) ≤ d. But then d(x,∂Ω) ≤
d(x,q)≤ d(x,y)+d(y,w)+d(w,q)≤ 3d, which is impossible since we proved d(x,∂Ω)≥
4d. In particular we have x ∈ y+ dB ⊂ Ω′. Since x ∈
(
1− 4dr−
)
Ω is arbitrary, we have(
1− 4dr−
)
Ω⊂Ω′, completing the proof of (i) with K = 4r− .
(ii). By assumption Ω′ ⊂ (1+ a)Ω = Ω+ aΩ ⊂ Ω+ ar+B. Also, Ω = (1− a)Ω+ aΩ ⊂ Ω′+
aΩ⊂Ω′+ar+B. Therefore dH (Ω,Ω′)≤ ar+.
Now let x ∈ ∂Ω′. Since (1−a)Ω⊂Ω′ we have (1−a)int(Ω)⊂ int(Ω′), so x ∈Ω′ \ (1−
a)int(Ω) ⊂ (1+ a)Ω \ (1− a)int(Ω). It follows that x = (1+ s)z for some s ∈ [−a,a] and
z ∈ ∂Ω. In particular d(x,∂Ω)≤ |s||z| ≤ ar+. That is, we have ∂Ω′ ⊂ ∂Ω+ar+B.
Finally, let x ∈ ∂Ω. Then (1− a)x ∈ (1− a)Ω ⊂ Ω′, but (1+ a)x /∈ int(Ω′). Therefore
there exists s ∈ [−a,a] such that (1+s)x ∈ ∂Ω′. Thus d(x,∂Ω′)≤ ar+, and we have proved
∂Ω⊂ ∂Ω′+ar+B.
This proves (ii) with L = r+.
 
We note that such a result does not hold if dˆH (Ω,Ω′) is replaced by the Hausdorff distance
dH (Ω,Ω′): For example we could take Ω′ to be a finite set of points approximating Ω as closely as
desired in Hausdorff distance, in which case Ω cannot be included in any scaled copy of Ω′.
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The proof of Theorem 8 was given for classical solutions. However, the argument involves noth-
ing more than comparison with classical solutions (shrinking spheres), so we can apply the same
argument to barrier solutions to give the following:
Proposition 1. Let {Ωt}a≤t≤b be a barrier solution of (1), such that Ωa is a compact convex set
with nonempty interior. Then dˆH (Ωt ,Ωa)≤C(t−a)1/(1+α) for a< t ≤ b, for some C depending on
the inradius and circumradius of Ωa.
Next we prove the following result concerning continuous dependence of barrier solutions on
initial data:
Theorem 15. Let {Ωt}0≤t≤T be a barrier solution of equation (1), such that Ωt is convex and
bounded with nonempty interior. By a suitable translation we assume that there exists 0 < r− ≤ r+
such that r−B⊂Ωt and Ωt ⊂ r+B for each t ∈ [0,T ]. Then there exist C1 and C2 depending only on
r−, r+, α and n such that for any other barrier solution {Ω′t}0≤t≤T , the following holds:
sup
0≤t≤T
dˆH (Ω′t ,Ωt)≤C1dˆH (Ω′0,Ω0)
1
1+α +C2dˆH (Ω′0,Ω0).
Proof. Let d = dˆH (Ω0,Ω′0). By the previous Lemma, we have (1−Kd)Ω0 ⊂Ω′0 ⊂ (1+Kd)Ω0 for
some K depending on r− and r+. The scaling invariance (3) of the flow enables us to write down the
solutions of (1) with initial data given by the right and left sides of the above inclusion, in terms of
the sets Ωt . The comparison principle therefore gives
(1−Kd)Ω
(1−Kd)−(1+α)t ⊂Ω′t ⊂ (1+Kd)Ω(1+Kd)−(1+α)t .
Since (1−Kd)Ω0 ⊂Ω0 ⊂ (1+Kd)Ω0 we also have
(1−Kd)Ω
(1−Kd)−(1+α)t ⊂Ωt ⊂ (1+Kd)Ω(1+Kd)−(1+α)t .
Therefore by Lemma 15 we have
dˆH (Ωt ,Ω′t)≤ dH
(
(1−Kd)Ω
(1−Kd)−(1+α)t ,(1+Kd)Ω(1+Kd)−(1+α)t
)
≤ dH
(
(1−Kd)Ω
(1−Kd)−(1+α)t ,Ω(1−Kd)−(1+α)t
)
+dH
(
Ω
(1−Kd)−(1+α)t ,Ω(1+Kd)−(1+α)t
)
+dH
(
Ω
(1+Kd)−(1+α)t ,(1+Kd)Ω(1+Kd)−(1+α)t
)
≤ Kdr++Kdr++dH
(
Ω
(1−Kd)−(1+α)t ,Ω(1+Kd)−(1+α)t
)
.
The last term is controlled by the displacement bound of Theorem 8, which gives
dH
(
Ω
(1−Kd)−(1+α)t ,Ω(1+Kd)−(1+α)t
)
≤C
(
(1+Kd)−(1+α)t− (1−Kd)−(1+α)t
) 1
1+α
≤ C˜d 11+α t 11+α .
This completes the proof.  
A rather general uniqueness result follows immediately from Theorem 15: Convex barrier solu-
tions are unique.
Theorem 16. Let {Ωt}0≤t<T and {Ω′t}0≤t<T be barrier solutions of (1), and suppose that Ωt is
a compact convex set with nonempty interior, for each t, and Ω0 = Ω′0. Then Ωt = Ω
′
t for each
t ∈ (0,T ).
Note that we do not assume Ω′t is convex. Our next result is a compactness theorem for convex
solutions, which we will employ in proving existence:
Theorem 17. For each k ∈N, supposeΩ(k) ⊂Rn+1× [0,T ] is a barrier solution of (1), such that for
each k and each t, Ω(k)t = {x : (x, t) ∈Ω(k)} is a compact convex set. Assume that the inradii of Ω(k)t
are bounded below by r− > 0, and there exists r+ such that Ω
(k)
t ⊂ Br+(0) for all k and t. Then there
exists a subsequence Ω(k′) and a barrier solution Ω⊂Rn+1× [0,T ] of (1) with Ωt = {x : (x, t)∈Ω}
convex for each t, such that limk′→∞ sup0≤t≤T dH (Ω
(k′)
t ,Ωt) = 0.
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Proof. Passing to a subsequence, we can assume by the Blaschke selection theorem that Ω(k)0 con-
verges to a compact convex setΩ0. Passing to a further subsequence we can assume dˆH (Ω
(k)
0 ,Ω0)≤
2−k. For a suitable choice of origin we have Br−(0)⊂Ω0 ⊂ Br+(0). Since dˆH (Ω(k)0 ,Ω
(l)
0 )≤ 2−k +
2−l by the triangle inequality, Theorem 15 gives sup0≤t≤T dˆH (Ω
(k)
t ,Ω
(l)
t ) ≤ C1(2−k + 2−l)
1
1+α +
C2(2−k + 2−l). Therefore Ω
(k)
t is Cauchy in Hausdorff distance for each t, and hence converges to
some compact convex set Ωt with sup0≤t≤T dˆH (Ω
(k)
t ,Ωt)≤C12−
k
1+α +C22−k. It remains to prove
that the limit is a barrier solution. Suppose {At}a≤t≤b is a classical supersolution with 0≤ a< b≤ T
and Ωa ⊂ Aa. It follows from Lemma 16 that (1− 2−kK)Ω(k)a ⊂ Ωa ⊂ Aa, so the barrier solution
(1−2−kK)Ω(k)a+(1−2−kK)−(1+α)(t−a) remains inside At for each t where both are defined. Letting k→∞
and using the continuity of Ωt from Proposition 1 we deduce that Ωt ⊂ At for all t ∈ [a,b]. The ar-
gument for comparison with classical subsolutions is similar.  
Next we prove the main existence result:
Theorem 18. Let f satisfy the hypotheses of Theorem 5, 6 or 7. Then for any compact convex region
Ω0 with nonempty interior in Rn+1 there exists a unique barrier solution {Ωt}0≤t<T of equation (1).
The inradius of Ωt approaches zero as t→ T .
Proof. LetΩ(k)0 be a sequence of smoothly, uniformly convex regions converging toΩ0 in Hausdorff
distance. For each k there is a smooth solution {M(k)t = ∂Ω(k)t }0≤t<Tk of equation (1) with initial data
∂Ω(k)0 , with the inradius of M
(k)
t converging to zero as t → Tk (by Theorem 5, 6 or 7). This gives a
lower bound on Tk independent of k: If Br−(p) is contained in the interior of Ω0, then Br−(p)⊂Ω(k)0
for all sufficiently large k. Therefore by comparison Br(t)(p) is contained in Ω
(k)
t for all large k and
all t ∈ [0, t−), where r(t)1+α = r1+α− − (1+α)t and t− = r
1+α
−
1+α . Therefore Tk ≥ t− for all large k.
By Theorem 17 the solutions {Ω(k)t }0≤t≤t− have a subsequence which converges to a barrier solution
{Ωt}0≤t≤t− with the desired initial condition. Since this solution can be extended as long as the
inradius remains positive (and since the inradius is non-increasing in t) the inradius must converge
to zero at the end of the maximal interval of existence.  
11. EXAMPLES: CONVEX HYPERSURFACES WHICH COLLAPSE TO DISKS
In this section we will investigate some interesting examples of curvature flows in which some
weakly convex hypersurfaces do not become uniformly convex, even though the speed of motion
becomes strictly positive. Surprisingly, in these cases there are weakly convex regular n-dimensional
hypersurfaces which do not even contract to points, instead shrinking to line segments, or more
generally disks of dimension less than n. These are the first such examples known, and for our
purposes they serve to indicate the necessity of further conditions on the speed beyond those required
to obtain positive speed in the previous sections. We note that this behaviour can occur for arbitrary
values of α , in contrast to the situation for flat sides.
We are motivated by the following highly degenerate example: If f (x1, . . . ,xn) =max{x1, . . . ,xn}
and α > 0, then there is a C1,1 generalized solution given by taking a cylinder of arbitrary length L
and radius 1, and capping it with unit hemispheres. This evolves to give the cylinder of the same
length L and radius (1− (1+α)t)1/(1+α), capped with semispheres of the same radius. In particular
the length of the cylinder does not decrease while the radius tends to zero. Notice that this is just
the Minkowski sum of the interval of length L with a sphere of shrinking radius. Similarly, there
are generalized solutions given by the Minkowski sum of a disk of dimension k with a shrinking
sphere, and these collapse onto the disk. In the constructions below we modify these to find similar
examples involving classical solutions for a class of flows which satisfy Conditions 1, and indeed for
which arbitrary smooth, uniformly convex initial hypersurfaces have smooth solutions which remain
uniformly convex and contract to points.
Our main result is as follows:
Theorem 19. Let fˆ (x) = f (x,1, . . . ,1), and g(x) = fˆ (x)α − fˆ (0)α . If ∫ 10 1g−1(z) dz < ∞, then there
exists τ > 0 such that if L > 2 and {Mt = ∂Ωt}0≤t<T is any barrier solution of Equation (1) such
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that Bn1(0)× (−L,L)⊆Ω0 ⊆ Bn1(0)×R, then
Bnr(t)(0)× (−(L−2),L−2)⊆Ωt ⊆ Bnr(t)(0)×R
for t ∈ [0,τ]∩ [0,T ), where r(t) = (1− (1+α) fˆ (0)α t) 11+α .
The condition in the theorem amounts to a certain degeneracy of the speed in directions of small
curvature. In particular, if fˆ (x)α ≤ fˆ (0)α +Cx1+β with β > 0, then the Theorem applies. We give
some examples below.
The Theorem says that if the initial hypersurface M0 contains a cylindrical region, then for small
positive times the hypersurface Mt contains a slightly shorter cylindrical region (with smaller radius
if fˆ (0)> 0). This has a surprising corollary:
Corollary 3. If fˆ (0)> 0 and
∫ 1
0
1
g−1(z) dz < ∞, then there exists C > 0 such that if L >C and
Bn1(0)× (−L,L)⊆Ω0 ⊆ Bn1(0)×R
then {0}× [−(L−C),(L−C)] ⊂ Ωt for 0 ≤ t < T . In particular any barrier solution {Mt} of (1)
does not converge to a point as t→ T .
Before proving this result, we note some examples where it applies:
Example 2. Let S = |A|α , i.e. f (x1, . . .xn) =
(
∑ni=1 x
2
i
)1/2. Then fˆ (x) = (x2 + n− 1)1/2, and
g(x) = (x2 + n− 1)α/2− (n− 1)α/2 ' α2 (n− 1)α/2−1x2, so
∫ 1
0
dz
g−1(z) < ∞, and both Theorem 19
and Corollary 3 apply, for any α > 0. The same holds for f (x1, . . . ,xn) =
(
∑ni=1 x
p
i
)1/p, if α > 0 and
p > 1 (i.e. powers of the power means Hr for r > 1).
Example 3. If S=Kα/n, then fˆ (x) = x1/n, so g−1(z) = zn/α , and by Theorem 19 cylindrical regions
persist (in this case without shrinking) for 1−n/α > 0, i.e. α > n. Note that Hamilton verified that
cylindrical regions immediately vanish under Gauss curvature flow for n = 2 (corresponding to the
case α = n) in [H3]. This was extended in [An5, Theorem 23], where it was proved that cylindrical
regions persist under Gauss curvature flows if and only if α > n. It is known in these cases that
the ratio of circumradius to inradius is bounded [An5, Theorem 4], so the behaviour described in
Corollary 3 is impossible here.
Example 4. If S = (K/Ek)α/(n−k), then we have fˆ (x) =
(
x
C1x+C2
)1/(n−k)
for some positive C1
and C2 depending on n and k. In particular fˆ (x) is approximately (x/C2)1/(n−k) for x small, and
cylindrical regions persist if α > n− k.
As these examples illustrate, the dependence of the behaviour on α is evident only in the cases
where fˆ (0) = 0, and not in cases where fˆ (0)> 0.
Now we proceed to the proofs.
Proof of Theorem 19. First assume fˆ (0)> 0. We will prove the existence of a homothetically shrink-
ing subsolution of the flow with a cylindrical region. The construction produces a rotationally sym-
metric hypersurface of the form φ(r,z) = (r,u(r)z) for r ∈ I ⊂ R and z ∈ Sn−1. For a homothetic
subsolution with the same shrinking rate as the cylinder we require that
(28) fˆ (0)α 〈X ,ν〉 ≥ S.
This amounts to the following equation for the function u:
fˆ (0)α
(
u− ru′)≥√1+(u′)2 f ( −u′′
(1+(u′)2)3/2
,
1
u
√
1+(u′)2
, . . . ,
1
u
√
1+(u′)2
)α
= u−α
(
1+(u′)2
) 1−α
2 fˆ
( −uu′′
1+(u′)2
)α
(29)
where u(r) = 1 for |r| ≤ r0 (this is the cylindrical region). Note that the equation is certainly satisfied
in this region. In order to construct u we first make some definitions: We define
G(z) =
∫ z
0
ds
g−1(s)
.
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Then by assumption G is a continuous increasing concave function with G(0) = 0, and has infinite
gradient at z = 0. It follows that G−1 is increasing, convex and continuously differentiable with
G−1(0) = 0 and (G−1)′(0) = 0. We set
v(x) =
{
1− ∫ x0 G−1(s)ds, x > 0
1, x≤ 0.
Then v is a C2 concave function satisfying
v′(x) =−G−1(r− r0),
and
v′′(r) =− 1
G′(−v′(r)) =−g
−1(−v′)
for r > 0, so that
g(−v′′) =−v′
and consequently
fˆ (−v′′)α = fˆ (0)α − v′.
We restrict if necessary to a short interval 0< r < a, so that 0< v(x)< 12 and |v′| ≤ 1. Then we have
since fˆ is increasing that
fˆ
( −vv′′
1+(v′)2
)α
≤ fˆ (0)α − v′.
Also, we have v−1(x)≤ 1−∫ x0 v′(s)v(s)2 ds≤ 1−4∫ rr0 v′(s)ds≤ 1−4v′(r), and (1+(v′(r))2)≤ 1−v′(r),
so on this interval we have
(30) v−α
(
1+(v′)2
) α−1
2 fˆ
( −vv′′
1+(v′)2
)α
≤ fˆ (0)α (v−C1v′)
for some C1 > 0. Now we extend v beyond a arbitrarily to a smooth, strictly concave function on
(0,b) with v(x)→ 0 as x→ b, and such that the hypersurface {X = (x,v(x)z) : 0 < x≤ b, z ∈ Sn−1}
is smooth and uniformly convex at the point (b,0). On the compact region of this hypersurface
corresponding to a ≤ x ≤ b, 〈(1,0),ν〉 is strictly positive, and continuous, and hence on this region
there exists a constant C2 such that
(31)
S− fˆ (0)α 〈X ,ν〉
〈(1,0),ν〉 ≤C2.
Now we define our homothetic subsolution by setting u(r) = v(r− r0) where r0 = max{C1,C2}.
Then on the interval (r0,r0 +a) we have by (30)
u−α
(
1+(u′)2
) α−1
2 fˆ
( −vv′′
1+(v′)2
)α
≤ fˆ (0)α (v−C1v′)≤ fˆ (0)α (v− rv′) ,
as required. On the remaining interval we have by (31)
S− fˆ (0)α 〈X ,ν〉= S− fˆ (0)α 〈r0(1,0)+(r− r0,v(r− r0),ν〉
≤ (C2− r0)〈(1,0),ν〉
≤ 0,
as required. Therefore with this choice of r0 the hypersurface satisfies Equation (28) everywhere.
Let A0 = {(x,y) : |y|< u(|x|), |x| ≤ r0 +b)} be the region enclosed by this hypersurface. Then the
computation above shows that At = (1− (1+α) fˆ (0)α t)1/(1+α)A0 is a subsolution of Equation (1),
and hence by the comparison principle At ⊆ Mt if A0 ⊆ M0. But we also have that the shrinking
closed cylinder of radius (1− (1+α) fˆ (0)α t)1/(1+α) encloses Mt , and the result follows.
Next we consider the case where fˆ (0) = 0. In this case it does not make sense to seek a homo-
thetically shrinking solution since the cylindrical region should not move, and instead we attempt to
construct a translating subsolution. This means that we are seeking a solution of
(32) S≤V 〈(1,0),ν〉
where V > 0 is the speed of motion. In the graphical parametrization this becomes
(33) u−α
(
1+(u′)2
) 1−α
2 fˆ
( −uu′′
1+(u′)2
)α
≤−Vu′.
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The construction is similar to that used above: We define v(x) exactly as before, giving a solution of
fˆ
( −vv′′
1+(v′)2
)α
≤−v′.
On an interval (0,a) we have u close to 1 and |u′| small, and hence we have
u−α
(
1+(u′)2
) 1−α
2 fˆ
( −uu′′
1+(u′)2
)α
≤−V1u′
for some V1 > 0. Now as before we extend arbitrarily to a smooth, uniformly convex hypersurface,
and observe that since 〈(1,0),ν〉 is strictly positive on this region, the ratio S/〈(1,0),ν〉 is bounded
by some constant V2. Taking the hypersurface to translate with speed max{V1,V2} then gives a
translating subsolution of the flow, and the result again follows.  
Proof of Corollary 3. In this case the construction in the proof of Theorem 19 produces a homothetic
subsolution At containing a cylindrical part, which shrinks at the same rate as the cylinder of the same
radius. Precisely, A0 is defined as {(x,y) : |y| < u(x), |x| ≤ r0 + b}, where u is a concave function
with u(x) = 1 for |x| ≤ r0. We take C= r0+b. If L>C then A0+(L−C)(1,0) and A0−(L−C,0) are
both contained in M0. The time-dependent set Bt given for each t by the convex hull of r(t)A0+(L−
C)(1,0) and r(t)A0− (L−C)(1,0) is a subsolution of the flow if r(t) =
(
1− (1+α) fˆ (0)α)1/(1+α),
so we have Bt ⊂Mt for 0≤ t ≤ 1/((1+α) fˆ (0)α ). On the other hand Mt is contained in the cylinder
{(x,y) : |y| ≤ r(t)}, so the maximal time of existence is no greater than 1/((1+α) fˆ (0)α ), and
(L−C,L+C)×{0} ⊂Mt for all t in the interval of existence.  
A similar construction gives the following result for hypersurfaces which have a region isometric
to Bk(0)× Sn−k: In cases where such cylinders move we prove the existence of homothetic sub-
solutions, and in cases where the cylinders do not move we prove existence of subsolutions with
translating radius, and deduce the following.
Theorem 20. Fix k ∈ {2, . . . ,n−1} and define for x, p > 0
fk(x, p) = f (x, p, . . . , p︸ ︷︷ ︸
k−1 times
,1, . . . ,1).
Define
gk,p(x) = fk(x, p)
α − f (0, . . . ,0︸ ︷︷ ︸
k times
,1, . . . ,1)α .
Note that gk,p is increasing for each k and p, and so has a well-defined inverse g
−1
k,p. If limsupp→0
fk(0,p)α
p <
∞ and
∫ 1
0
d p
g−1k,p(V p)
< ∞ for sufficiently large V , then (n− k)-cylindrical regions persist, in the follow-
ing sense: If fk(0,0) > 0 then there exists ρ > 0 and b > 0 such that if {Mt}0≤t≤T is a viscosity
solution of (1), such that Bk
(ρ+a)r0+c×S
n−k
r0 ⊂M0 ⊂ Rk× B¯n+1−kr0 , then
Bkρr(t)+c×Sn−kr(t) ⊂Mt ⊂ Rk× B¯n+1−kr(t) ,
where r(t) =
(
r1+α0 − (1+α) fk(0,0)α t
)1/(1+α)
, for 0 ≤ t < T . If fk(0,0) = 0 then there exists
a,b,V > 0 such that if BkR×Sn−kr0 ⊂M0 ⊂ Rk× B¯n+1−kr0 , then
BkR(t)×Sn−kr0 ⊂Mt ⊂ Rk× B¯n+1−kr0
where R(t) = R−ar0−Vtr−α0 , as long as R(t)≥ br0.
Again, the condition is related to degeneracy of f˙ i when κi = 0 at points of the form (0, . . . ,0,1, . . . ,1).
Example 5. Under the flow with S= |A|α for any α > 0, hypersurfaces containing regions isometric
to BkR×Sn−k1 have an enclosed k-disc of positive radius throughout their evolution if R is sufficiently
large, for any k = 1, . . . ,n−1. The same holds for S = Hαr for any r > 1 and α > 0.
Example 6. The result in the case S = Kα/n agrees with the conclusions in [An5]: Cylindrical
regions of the form Bk×Sn−k persist if α > nk . This is sharp, as proved in [An5, Theorem 23].
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Example 7. For flow by powers of other elementary symmetric functions of the principal curvatures
(S=Em/αm ) the theorem implies that k-cylindrical regions persist provided m+k> n and α > mm+k−n .
This agrees with the previous example in the case m = n; the case m = 1 corresponds to powers of
the mean curvature, and in this case k-cylindrical regions do not persist for any k < n.
Example 8. Other interesting examples are S =
(
Em
E`
) α
m−l where 0 ≤ l < m ≤ n and Em is the mth
elementary symmetric function of the principal curvatures. In this case the Theorem implies that
cylindrical regions of the form Bk×Sn−k persist when k+m > n and α > max
{
1, m−`k+m−n
}
.
Example 9. Under the flow S = H− E j+1E j , cylindrical regions of the form Bk× Sn−k persist if k ≥
n− j. Thus in the case j = 1 hypersurfaces can collapse to (n−1)-dimensional disks, but not lower-
dimensional ones; in the case j = n−1 then hypersurfaces can collapse to line segments, or disks of
any dimension up to n−1.
12. EXAMPLES: NON-SMOOTH CONVEX HYPERSURFACES WHICH FAIL TO BECOME SMOOTH
In this section we give a construction similar to that of the previous section, which produces
generalized solutions for a class of flows from weakly convex initial data, which fail to immediately
become smooth. This result is distinct from that in Section 4, since the examples constructed here
are for flows which keep smooth, uniformly convex hypersurfaces smooth and uniformly convex
until they contract to points (and indeed in some cases always have spherical limiting shape). These
examples arise when f∗ has degenerate derivative in directions orthogonal to the boundary of the
positive cone. We note that the condition required to rule out the persistence of flat sides (i.e. f∗ = 0
on the boundary of Γ+) excludes the examples we construct here.
Theorem 21. Let α = 1 and suppose f∗(0,1, . . . ,1)> 0, and f satisfies the assumptions of Theorem
5, 6 or 7. Let fˆ∗(x) = f∗(x,1, . . . ,1), and g(x) = fˆ∗(0)−1− fˆ∗(x)−1. If
∫ 1
0
1
g−1(z) dz < ∞, then for any
L > 0 there exists τ > 0 such that if Ω0 is an open convex region satisfying
Bn1(0)×{0} ⊂Ω0 ⊂ conv(Bn1(0)×{0},(0,L),(0,−L))
then the generalized solution {Ωt} of Equation (1) satisfies
Bnr(t)(0)×{0} ⊂Ωt ⊂ conv(Bnr(t)(0)×{0}, (0,2L), (0,−2L))
for 0< t < τ , where r(t)2 = 1−2 fˆ∗(0)−1t. In particularΩt is Lipschitz but not C1 for t in this range.
Before embarking on the proof, we mention some examples to which the result applies: If f =Hr
with r < −1, then the conditions of the theorem hold. We note that in these cases f is concave and
zero on the boundary of the positive cone, and indeed arbitrary uniformly convex, smooth initial
hypersurfaces remain smooth and uniformly convex until the shrink to points, becoming spherical
in the process. Thus the result complements the second part of Theorem 11: That result shows that
flat parts of the hypersurface can persist; the present result shows that non-smoothness in the form of
ridges in the surface can also persist for a more restricted class of flows.
Proof. We work with the evolution equation (6) for the support function, in an axially symmetric
situation. Instead of working with the support function s as a function on the unit sphere, it is
convenient to work with a related function σ defined on the unit cylinder R× Sn−11 (0) ⊂ R×Rn,
defined as follows: We define P : R×Sn−11 (0)→ Sn1(0) by
P(u,z) =
(u,z)√
1+u2
,
and then set σ(u,z) = s(P(u,z))
√
1+u2. We note that the support function may be naturally consid-
ered as a homogeneous degree one function on Rn+1, and then s is the restriction of this to Sn, while
σ is the restriction of the same function to the cylinder R× Sn−1. The axial symmetry assumption
corresponds to the requirement that σ be independent of z.
We compute the principal radii of curvature in terms of σ and its derivatives, using the formula
(5). For this purpose we derive formulae for the metric g¯ and connection ∇¯ induced by P onto
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R×Sn−1. We relate these to the metric g˜ and connection ∇˜ on Sn−1, working in local coordinates in
which ∂0 = ∂∂u and ∂i is tangent to S
n−1 for i = 1, . . . ,n−1: The metric is given by
g¯00 =
1
(1+u2)2
;
g¯0i = 0;
g¯i j =
g˜i j
1+u2
;
while the connection is given by
∇¯u∂u =− 2u1+u2 ∂u;
∇¯u∂i =− u1+u2 ∂i;
∇¯i∂ j = ∇˜i∂ j +ug˜i j∂u.
From these we find the following expressions for the components of the matrix r:
r00 =
∂ 2s
∂u2
− (∇¯u∂u)s+ g¯00s = σ
′′
√
1+u2
;
r0i = 0;
ri j = ∇˜i∇˜ js− (∇¯i∂ j− ∇˜i∂ j)s+ g¯i js = σ −uσ
′
√
1+u2
g˜i j.
Since the principal radii of curvature are the eigenvalues of r with respect to g¯, these are given by
r0 = (1+u2)3/2σ ′′, ri =
√
1+u2(σ −uσ ′), i = 1, . . . ,n−1.
From this and equation (6) we derive the following evolution equation for σ :
∂σ
∂ t
=−
√
1+u2
f∗
(
(1+u2)3/2σ ′′,
√
1+u2(σ −uσ ′), . . . ,
√
1+u2(σ −uσ ′)
)
=− 1
(σ −uσ ′) fˆ∗
(
(1+u2)σ ′′
σ−uσ ′
) .(34)
The unit disc Bn1(0)×{0} corresponds to σ(u) = 1 for all u. It follows that the set
A− =
{
(0,y, t) ∈ R×Rn×
[
0,
fˆ∗(0)
2
]
: |y| ≤
√
1− 2t
fˆ∗(0)
}
is an inner barrier.
To prove the theorem we will combine this inner barrier with an outer barrier: Precisely, we con-
struct a homothetic supersolution σ+ with the same rate of shrinking as the disc, and with σ+(u) = 1
for |u| ≤ u0. Such a homothetic supersolution satisfies
1
(σ+−uσ ′+) fˆ∗
(
(1+u2)σ ′′+
σ+−uσ ′+
) ≥ σ+
fˆ∗(0)
,
or equivalently
(35) g
(
(1+u2)σ ′′+
σ+−uσ ′+
)
≤ 1−σ+(σ+−uσ
′
+)
fˆ∗(0)
.
If σ+ is convex with σ+(u) = 1 for u≤ u0, then σ+ ≥ 1 and (σ+−(u−u0)σ ′+)′ =−(u−u0)σ ′′+ ≤ 0
for u≥ u0, so σ+−(u−u0)σ ′+≤ 1, or equivalently (u−u0)σ ′+≥σ+−1. It follows that 1−σ+(σ+−
uσ ′+)≥ uσ ′++1−σ2+≥ uσ ′+−2(σ+−1)≥ 12 (uσ ′+−(σ+−1))+(σ+−1)
(
u
2(u−u0) −
3
2
)
≥ 12 (uσ ′+−
(σ+−1)) provided u0 < u≤ 32 u0. If we arrange that σ+−uσ ′+ > 0, then for u0 ≤ u≤ 32 u0 it suffices
to find a solution of the inequality
(36) g
(
(1+u2)σ ′′+
σ+−uσ ′+
)
≤ 1
2 fˆ∗(0)
(
uσ ′+− (σ+−1)
)
.
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A solution with equality can be found explicitly as follows: We introduce a new variable v = uσ ′+−
(σ+−1). Then v′ = uσ ′′+, so the solution is given by∫ v
0
dz
(1− z)g−1
(
z
2 fˆ∗(0)
) = 1
2
log
(
1+u2
1+u20
)
.
The factor 1/(1− z) is comparable to 1 for z small, so the integral on the left exists and defines v as a
C1 function of u. The identity (σ+/u)′ = (1− v)/u may then be integrated to produce a C2 function
σ+ on some interval [0,u1] with σ+(u) = 1 for u≤ u0, where 0< u0 < u1. We extend σ+ to be even
in u.
Now we use the barrier σ+ to prove the theorem: From the function σ+ we construct a singu-
lar hypersurface from the image of a map X from Sn−1× [−u1,u1] to Rn+1, defined by X(z,s) =
(σ ′+,(σ+(u)−uσ ′+)z). We have X(u,z) = (0,z) for |u| ≤ u0, and X is a smooth strictly locally con-
vex embedding for u0 < |u| ≤ u1. In particular X(u,z) · (1,0) = σ ′+(u) increases monotonically from
u= u0 to u= u1, and the set A=
{
(x,y) ∈ R×Rn : x = σ ′+(u), |y| ≤ σ+(u)−uσ ′+(u), |u| ≤ u1
}
is
convex. From our construction we have that the set
A+ =
{
(x,y, t) ∈ R×Rn×
[
0,
3 fˆ∗(0)
8
]
: (x,y) ∈
√
1− 2t
fˆ∗(0)
A, |x| ≤ σ
′
+(u1)
2
}
is an outer barrier to the flow.
Now under the assumption that f satisfies the conditions of Theorems 5, 6 or 7, Theorem 18
guarantees the existence of a unique barrier solution for any initial data given by the boundary of an
open convex region, which is therefore equal to the intersection of all outer barriers and to the union
of all inner barriers. In particular if the initial data contains A− and is contained in the set A+ at
t = 0, then this remains true on the interval
[
0, 3 fˆ∗(0)8
]
, and it follows that the solution has a persisting
ridge of infinite curvature on this time interval.  
There are some interesting questions which arise from the above construction: We proved that
the ridges of infinite curvature persist for some time, but we have so far not been able to construct
examples where the ridges persist until the hypersurface shrinks to a point. Can such examples occur?
And further, could there exist an example where the initial hypersurface encloses an open convex
region, but the limiting shape as the hypersurfaces contract to a point is the degenerate shrinking
disc?
13. STRICT CONVEXITY AND SMOOTHNESS
In this section we investigate which flows admit upper and lower bounds on principal curvatures
for positive times. As the examples of the previous section indicate, this is a much more subtle ques-
tion than the upper and lower speed bounds. We do not attempt to give a complete characterization
of when such bounds hold, but instead provide such estimates for several natural classes of flows.
We remark that the examples constructed previously provide a number of necessary conditions:
We must have α ≤ 1 to avoid flat sides persisting, and if α = 1 then we must have f∗ = 0 on the
boundary of the positive cone; if α < 1 then we must also have f∗ = 0 on the boundary of the positive
cone to avoid loss of smoothness, while if α = 1 then this requires f∗ to be inverse-concave on the
boundary. Finally, to avoid loss of convexity we must have f inverse-concave on the boundary, and
to avoid examples such as shrinking cylinders we must impose a certain non-degeracy near points on
the boundary of the positive cone where f is non-zero.
We begin by discussing the case n = 2, which is somewhat simpler than the higher-dimensional
cases.
Theorem 22. Let n = 2 and suppose 0 < α ≤ 1 and f∗ is concave. Assume that either
(i) Condition (x) holds and f > 0 on Γ¯+ \{0}; or
(ii) f and f∗ both vanish on ∂Γ+, and
∫ 1
0
1
f∗(1,x)
dx < ∞.
Then the barrier solution with initial data given by the boundary of an bounded open convex region
is smooth and uniformly convex for small positive times.
Proof. Let Ω0 be a bounded open convex region in R3. We begin by approximating ∂Ω0 by smooth,
uniformly convex regions Ω(k)0 . Theorem 5 provides the existence of a solution {Ω
(k)
t }0≤t≤Tk for
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each k, with Ω(k)t converging to a point as t → Tk. Comparison with an enclosed shrinking sphere
gives a positive limit inferior T of Tk as k→ ∞. The results of Section 10 imply that the regions
Ω(k)t converge in the dˆH distance to the unique barrier solution {Ωt}0≤t<T with initial data Ω0. We
proceed by obtaining estimates on the solutions Ω(k)t independent of k for positive t, which are then
inherited by the limit Ωt .
Since f∗ is zero on the boundary of Γ+, Corollary 2 provides a positive lower bound on the speed
S depending only on the inradius and circumradius of Ω(k)0 and on t, for any small t > 0. Theorem
12 (with remark 8) provides an upper bound on S.
We consider case (i) first. In this case f˙ i are uniformly bounded and have a positive lower bound
on Γ+, by the assumption (x).
Now fix ε > 0 small and work on the interval [ε,T − ε], so that we have uniform bounds above
and below on the speed S and on the inradius and circumradius for the solutions Ω(k)t . It follows that
the flow (for example, in the form of an evolving local graph) is uniformly parabolic, and uniform
bounds in C2,β on [2ε,T − ε] follow from the results of [An10]. Schauder estimates then imply
uniform bounds in Ck for every k on [3ε,T − ε]. It follows that the solution Mt = ∂Ωt is a C∞
hypersurface. The fact that Mt is uniformly convex now follows from the strong maximum principle
of Bony [B] and Hill [H4] as in [An6, Proposition 10.1].
Now consider case (ii): As before we can work on a time interval where we have uniform upper
and lower bounds on the speed, so that S− ≤ S ≤ S+ for some positive constants S− and s+. The
idea is to use the integral assumption to deduce that some components of f˙∗ become large near the
boundary of the positive cone, and this will allow us to prove an upper bound on S1. The evolution
equation for S1 is obtained from a trace of the evolution equation in Lemma 10:
∂S1
∂ t
=L S1 + g¯i jΨ¨kl,pq∇¯irkl∇¯ jrpq− Ψ˙kl g¯klS1−n(1−α)Ψ.
Since Ψ is negative and concave and α ≤ 1, all of the terms on the right-hand side are non-positive
at a maximum point of S1. We discard all but the second-last, and use the expression for Ψ in terms
of f∗ to obtain
∂S1
∂ t
≤L S1−αS−(1+1/α)F˙kl∗ g¯klS1.
The key term to understand is F˙kl∗ g¯kl = ∑2i=1 f˙ i∗. In the two-dimensional case we observe that since
f∗ is concave, we can write F˙kl∗ g¯kl =Q(S1/ f∗), where Q is a non-decreasing function. Thus we have
F˙kl∗ g¯kl = Q(S1/ f∗) = Q(S1/αS1)≥ Q(S1/α− S1).
Therefore by the maximum principle we have
S1 ≤ S−1/α− G−1
(
αS−(1+1/α)+ (t− t0)
)
where G(x) =
∫ ∞
x
dz
zQ(z) , provided the function
1
zQ(z) is integrable. We relate the latter condition to the
integral condition in the theorem, by making the change of variables z = 1+xh(x) , where h(x) = f∗(x,1).
We observe that limx→0
h(x)
h′(x) = 0. A direct computation at the point (x,1) gives Q(z) = (1−x)h′(x)+
h(x) = h′(x)
(
1− x+ h(x)h′(x)
)
. We also compute dz =− h′h2
(
1+ x− hh′
)
dx, and hence
G
(
1+ x
h(x)
)
=
∫ ∞
z
dz
zQ(z)
=
∫ x
0
h′
h2
1+ x− hh′
1+x
h h
′
(
1− x+ hh′
)dx
'
∫ x
0
dx
h(x)
.
The assumption in the theorem is that
∫ x
0
dx
h(x) < ∞, and it follows that we have an upper bound on S1
for each positive time.
Since f∗ = 0 on the boundary of Γ+, an upper bound on S1 and a lower bound on f∗ imply a lower
bound on principal radii of curvature. Therefore the principal radii of curvature remain in a compact
subset of Γ+ on which the equation is uniformly parabolic, and uniform higher derivative estimates
follow from [An10] and Schauder estimates as in the previous case.  
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Note that in the case n = 2 the inverse-concavity of f and f∗ on the boundary of the positive
cone are automatic, since they are linear on the boundary line. Note that the condition in the second
case of the theorem is always satisfied if f (x,1) is bounded by a positive power of x, as it is in most
classical examples. An example which does not satisfy the condition but still has f = f∗ = 0 on
the boundary of Γ+ is given by f (x,y) = x+ylog(x+y)−logx−logy . In examples such as this the equation
becomes singularly parabolic near points with κmin = 0, so one might expect that a Harnack principle
or strong maximum principle might imply strict convexity. Because of this we conjecture that the
result should still hold if the integral condition in case (ii) is removed. It also seems likely that the
assumption that f∗ is concave could be removed. In this case the result would be essentially sharp in
view of the counterexamples constructed previously.
Now we proceed to the higher-dimensional case. We begin with a class of flows in which the
speed is comparable to a power of the mean curvature, analogous to the first case in Theorem 22.
Theorem 23. Suppose 0< α ≤ 1, f is concave or convex, and condition (x) holds. Also assume that
f is inverse-concave on the boundary of the positive cone (i.e. condition (viii) holds). Then for any
open bounded convex region Ω, the unique barrier solution {Ωt}0≤t<T with initial data Ω is smooth
and strictly convex for 0 < t < T .
Proof. The existence of a unique barrier solution is provided by Theorem 18. The remainder of the
proof is essentially the same as the first case of the previous Theorem, except that the estimates of
Krylov [K1] instead of those of [An10] are used to provide Ho¨lder continuity of second derivatives.
 
Another class includes examples such as powers of the Gauss curvature. The argument we use
here is similar to that used for Gauss curvature flows in [An5], and depends on the diffusion becoming
fast in directions of small curvature.
Theorem 24. Suppose that 0<α ≤ 1, f and f∗ both vanish on the boundary of the positive cone, and
f∗ is concave. Define σ(r) = inf{F˙∗
∣∣
A(I) : rmax(A)≥ (r), F∗(A) = 1}, and suppose that
∫ ∞
1
dr
rσ(r) <
∞. Then for any bounded open convex region Ω0, the unique barrier solution {Ωt}0≤t<T with initial
data Ω is smooth and uniformly convex for 0 < t < T .
Proof. As in the previous arguments it suffices to work on a time interval where we have uniform
upper and lower bounds on the speed: S− ≤ S(x, t)≤ S+ for some positive constants S− and S+. We
key estimate comes from the evolution of ri j from Lemma 10, which implies
∂
∂ t
ri j ≤L ri j−αS−(1+1/α)+ F˙kl∗ g¯klri j.
It follows from the definition of σ that
F˙∗
∣∣
r
(I) = F˙∗
∣∣
r/F∗(r)
(I)≥ σ
(
rmaxS
1/α
−
)
,
since the largest eigenvalue of r/F∗(r) is rmaxS1/α ≥ S1/α− rmax. By the maximum principle we
therefore have
rmax(p, t)≤ S−1/α− G−1
(
αS−(1+1/α)+ (t− t0)
)
,
where G(z) =
∫ ∞
z
du
uσ(u) . This gives an upper bound on rmax for positive times under the assumption
of the Theorem. A lower bound then follows since f∗ vanishes on the boundary of the positive cone.
The equation is therefore uniformly parabolic, and uniform higher derivative estimates follow. Since
the barrier solution is the limit of the smooth approximating solutions, the same estimates hold for
the barrier solution.  
We provide some examples where Theorem 24 applies: Take f =∏nk=1
(
Ek
Ek−1
)αk
, where ∑kαk =
1, αk ≥ 0 for every k, and αn > 0 and α1 > 0. This is a geometric mean of the functions Ek+1/Ek, each
of which is concave and inverse-concave. Furthermore, f vanishes on the boundary since αn > 0, and
f∗ =∏nk=1
(
Sk
Sk−1
)αn+1−k
vanishes on the boundary of the positive cone since α1 > 0. We note that if
we order the principal radii of curvature, so that r1 ≥ r2 ≥ ·· · ≥ rn, then Sk/Sk−1 is comparable to rk,
so we have that S1/ f∗ is comparable to ∏nk=2
(
r1
rk
)αn+1−k
, which is bounded by
(
r1
rn
)1−αn
. But we
also have (from differentiating the Sn/Sn−1 terms) that F˙∗(I) ≥ nα1
(
Sn
Sn−1
)α1−1
∏n−1k=1
(
Sk
Sk−1
)αn+1−k
,
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which is comparable to ∏n−1k=1
(
rk
rn
)αn+1−k
, hence bounded below by a multiple of (r1/rn)αn . That is,
F˙∗(I)≥ cα1(S1/ f∗)
αn
1−αn , and the Theorem applies.
Our final class of flows only allows α = 1, but we conjecture that a similar result should hold
with 0 < α < 1 also. This class involves a mixture of the methods of the previous two cases: First
using fast diffusion to bound the principal curvatures above, and then using uniform parabolicity to
obtain lower bounds on principal curvatures.
Theorem 25. Assume α = 1, f is concave, f∗ = 0 on ∂Γ+, and conditions (viii) and (x) hold. Define
σ(r) = inf{∑i f˙ iκ2i : f (κ) = 1, κmax ≥ r}, and suppose that
∫ ∞
1
dr
rσ(r) < ∞. Then for any bounded
open convex region Ω0, the unique barrier solution {Ωt}0≤t<T with initial data Ω is smooth and
uniformly convex for 0 < t < T .
Proof. We use the evolution of the second fundamental form from equation ((iv)) in Lemma 9. In
the case α = 1 the concavity of f gives
∂
∂ t
h ji ≤L h ji +h ji F˙klhpk hpl .
Working as in the previous theorems on a time interval [t0, t1] where the speed S has uniform positive
upper and lower bounds, so that S− ≤ S(x, t)≤ S+, we compute
∂
∂ t
(
h ji
2S−S−
)
≤L
(
h ji
2S−S−
)
+
4∇kS
2S−S−∇k
(
h ji
2S−S−
)
− S−h
j
i
(2S−S−)2 F˙
klhpk hpl .
The definition of σ gives F˙klhpk hpl ≥ σ
(
κmax
S+
)
≥ σ
(
S−κmax
S+(2S−S−)
)
, and it then follows form the max-
imum principle that
κmax
2S−S− ≤
S+
S−
G−1
(
S−(t− t0)
2S+
)
,
where G(z) =
∫ ∞
z
dr
rσ(r) . This gives an upper bound on κmax for each t > t0. Condition (x) then
implies uniform bounds above and below on f˙ i. Therefore the flow is uniformly parabolic, and we
proceed as in Theorem 23.  
Perhaps the most important examples where Theorem 25 applies are the following (analogous to
the examples above for Theorem 24): Let F = ∏nk=1
(
Ek
Ek−1
)αk
, where 0 < α1 < 1, αk ≥ 0 for all
k, and ∑ni=1α1 = 1. Important special cases include α1 = · · · = αk = 1k , which yields F = E
1/k
k . In
these cases we have F˙(h2)≥ α1κmaxF , so σ(r)≥ α1r, and the condition of the Theorem is satisfied.
We conclude this section and the paper by stating a conjecture, which would amount to a set of
conditions which are close to being necessary and sufficient:
Conjecture 1. Let 0 < α ≤ 1. Suppose that f∗ vanishes on the boundary of the positive cone, and
that f extends smoothly to ∂Γ+ near points where it is non-zero in such a way that the derivative
of f normal to the boundary is positive, and f is inverse-concave on the boundary of Γ+ (that is,
condition (viii) holds). Also assume that condition (xiii) holds). Then for any initial data M0 given by
the boundary of an open bounded convex region, there exists a unique barrier solution {Mt}0≤t<T
of (1). The hypersurfaces Mt are smooth and strictly convex for 0 < t < T , and converge to a point
as t→ T .
The assumption on Ho¨lder estimates is automatically satisfied if f is concave, for example, and
is automatic in the two-dimensional case by the results of [An10]. The normal derivative condition
rules out the shrinking cylinder examples of section 11, and the persisting ridges of section 12 are
ruled out since f∗ vanishes on the boundary of the positive cone. Progress towards this conjecture
would seem something similar to a version of the strong maximum principle of Bony [B] with weak
regularity assumptions.
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