A number of algorithms have been recently proposed for automatic intruder detection from CCTV images. Past researchers have tested these algorithms on centralized networks where all images are transmitted to a central control room. This paper demonstrates the applicability of a selection of such algorithms to a distributed network of wireless visual sensors. An empirical comparative study of the most popular of such algorithms on a simulation of a wireless sensor network is presented. In addition, this paper provides further evidence in support of the most effective of such algorithms to the problem of anomaly detection in image streams.
Introduction
Physical security is unfortunately of prime concern in today's world, and an extensive network of multimodal surveillance networks is prevalent in many places. Ahmed et al. have recently proposed three schemes based on kernel machines to perform automated detection of unnatural activity in visual surveillance systems [1] . Ahmed et al. have compared their proposed algorithms with two representative schemes selected from two families of methods popularly used in automated surveillance. They have tested on an infrastructure consisting of a centralized network of archaic CCTV cameras around a poorly-lit building.
Here, we argue the applicability of the algorithms introduced in [1] to a distributed network of wireless visual sensors. Minimizing communication costs is imperative in a mobile and wireless network, unlike in a static, centralized network that can use backbone wired connections such as an indoor LAN. We simulate a network of wireless visual sensors by using a network of high-resolution webcams deployed randomly inside a building, and apply the algorithms discussed in [1] in a distributed manner at each node. This paper also provides a comparative empirical study of the algorithms discussed in [1] on a complementary setting, thus providing further evidence in support of said algorithms to the general problem of automated intruder detection in surveillance networks. 
Algorithmic Bases
We apply the Kernel-based Online Anomaly Detection (KOAD) [2, 3] , Kernel Estimation-based Anomaly Detection (KEAD) [4] , and the Kernel Principal Component Analysis (KPCA) [1] algorithms. By virtue of being schemes built using Kernel Machines, KOAD, KEAD and KPCA look for patterns in a richer feature space, and are able to exploit higher order correlations between pixels in the sequence of images. We then provide direct quantitative comparisons with the standard Principal Component Analysis (PCA) technique and the Normalized Compression Distance (NCD) measure between images first proposed by Au et al., two schemes on which many existing autonomous intruder detection systems have been based [5, 6] . Due to space constraints, the reader is referred to [5] for algorithmic descriptions and implementation details.
Experiments
Four high-resolution Logitech TM webcams were randomly deployed in a junction of hallways at the International Islamic University Malaysia (IIUM) to simulate a distributed network of visual sensors. Laptop computers connected to the webcams were programmed to take still snaps every 15-seconds. The detection algorithms were then run individually at each node in a distributed fashion. The Figure 2 compares the performances of KOAD, KEAD and KPCA with PCA and Aus NCD-based algorithms. Receiver Operating Characteristic (ROC) curves are presented, demonstrating the tradeoff between the Probability of False Alarms (P F A ) and the Probability of Detection (P D ). It is evident that the performances of all of KPCA, KOAD and KEAD are significantly superior to those of PCA and NCD-based algorithms. Moreover, all kernel-based algorithms easily achieve near-perfect detection rates at low false alarm rates.
Conclusions and Future Directions
Ahmed et al. have recently proposed three adaptive algorithms to perform automated detection of unnatural activity in visual surveillance networks [1] . They have compared their algorithms with two representative schemes selected from two families of methods popularly used in automated surveillance, and tested on a centralized network of archaic CCTV cameras around a poorly-lit area.
This paper has demonstrated the applicability of the algorithms introduced in [1] to a distributed network of wireless visual sensors. In addition, this paper has also provided a comparative empirical study of the said algorithms on a 4 Automated Surveillance in Distributed, Wireless Visual Networks complementary setting, thus providing further evidence in support of the kernelbased algorithms first advocated in [1] to the general problem of automated intruder detection in surveillance networks.
Our future work will concentrate on applying other machine learning algorithms such as the One-Class Neighbor Machine (OCNM) [7] [8] [9] to the problem at hand, and applying the algorithms discussed here to intrusion detection problems in other networks such as ad hoc and P2P networks [10, 11] .
