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Partie I
Alge`bres de Lie : ge´ne´ralite´s et
classifications
1 Alge`bres de Lie : de´finitions, exemples.
1.1 De´finition et exemples
Dans tout ce travail, les alge`bres de Lie conside´re´es seront complexes. Lorsque nous serons inte´resse´s par
le cas re´el ou par des alge`bres de Lie sur un anneau quelconque, nous le pre´ciserons alors.
De´finition 1 Une alge`bre de Lie est un couple (g, µ) ou` g est un espace vectoriel complexe et µ une
application biline´aire
µ : g× g→ g
satisfaisant :
µ(X,Y ) = −µ(Y,X), ∀X,Y ∈ g,
µ(X,µ(Y, Z)) + µ(Y, µ(Z,X)) + µ(Z, µ(X,Y )) = 0, ∀X,Y, Z ∈ g.
Cette dernie`re identite´ est appele´e l’identite´ de Jacobi. Si g est un espace vectoriel de dimension finie
n, on dira que (g, µ) est une alge`bre de Lie de dimension n. Sinon on dira que l’alge`bre de Lie g est de
dimension infinie. Par soucis de simplification de langage, lorsque cela n’entraine aucune conse´quence,
on parlera de g alge`bre de Lie au lieu du couple (g, µ).
1.2 Exemples
1. Soit V un espace vectoriel de dimension finie ou non. Si µ = 0, alors g = (V, 0) est une alge`bre de Lie
appele´e dans ce cas abe´lienne.
2. Soit g une espace vectoriel de dimension 2. Alors, pour toute application biline´aire antisyme´trique µ
sur g a` valeurs dans g, le couple g = (V, µ) est une alge`bre de Lie. En effet la condition de Jacobi est
toujours, dans ce cas, satisfaite.
3. Soit sl(2,C) l’espace vectoriel des matrices d’ordre 2 de trace nulle. Le produit
µ(A,B) = AB −BA
est bien de´fini sur sl(2,C) car tr(AB − BA) = 0 de`s que A,B ∈ sl(2,C). Comme cette multiplication
ve´rifie l’identite´ de Jacobi, sl(2,C) est une alge`bre de Lie complexe de dimension 3.
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1.3 Sous-alge`bres de Lie, morphismes.
Un sous-espace vectoriel h de g est une sous-alge`bre de Lie de (g, µ) si pour tout X,Y ∈ h on a
µ(X,Y ) ∈ h. Bien e´videmment, une sous-alge`bre de Lie est une alge`bre de Lie. Une type spe´cial de
sous-alge`bres est l’ide´al. Un ide´al I de (g, µ) est une sous-alge`bre de Lie ve´rifiant
∀X ∈ I, ∀Y ∈ g, µ(X,Y ) ∈ I.
Soient (g1, µ1 ) et (g2, µ2) deux alge`bres de Lie. Une application line´aire
ϕ : g1 −→ g2
est un homomorphisme d’alge`bres de Lie si
ϕ(µ1(X,Y )) = µ2(ϕ(X), ϕ(Y ))
pour tout X,Y ∈ g1. Si de plus ϕ est un isomorphisme line´aire, on dira que c’est un isomorphisme
d’alge`bres de Lie. Enfin pre´cisons la notion bien utile d’alge`bres de Lie quotient. Si I est un ide´al de
l’alge`bre de Lie g, il existe une unique structure d’alge`bre de Lie sur l’espace vectoriel quotient g/I pour
laquelle la projection canonique
π : g −→ g/I
soit un homorphisme surjectif d’alge`bres de Lie.
1.4 Alge`bres Lie-admissibles
Soit A une alge`bre associative complexe dont la multiplication est note´e A.B avec A,B ∈ A. On voit
facilement que le crochet suivant
[A,B] = AB −BA
de´finit une structure d’alge`bre de Lie sur l’espace vectoriel sous-jacent a` A. On note par AL cette
alge`bre de Lie. Par exemple, si M(n,C) est l’espace vectoriel des matrices d’ordre n, c’est une alge`bre
associative pour le produit usuel des matrices. Ainsi [A,B] = AB − BA de´finit une structure d’alge`bre
de Lie sur M(n,C). Elle est note´e dans ce cas gl(n,C). Pre´cisons toutefois qu’il existe des alge`bres de
Lie qui ne sont pas de´finies a` partir d’alge`bres associatives.
De´finition 2 Une alge`bre Lie-admissible est une alge`bre (non-associative) A dont le produit A.B est tel
que
[A,B] = AB −BA
est un produit d’alge`bre de Lie.
Ceci est e´quivalent a` dire que A.B ve´rifie:
(A.B).C −A.(B.C) − (B.A).C +B.(A.C) − (A.C).B + A.(C.B) − (C.B).A + C.(B.A)
+(B.C).A −B.(C.A) + (C.A).B − C.(A.B) = 0
pour tout A,B,C ∈ A.
Exemple : Les alge`bres syme´triques gauche.
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Les alge`bres syme´triques gauche sont des exemples inte´ressants, pour diverses raisons, d’alge`bres
Lie-admissibles. Une alge`bre syme´trique gauche est une alge`bre non-associative (on entend par la` une
alge`bre non ne´cessairement associative) dont le produit A.B ve´rifie
(A.B).C −A.(B.C) − (B.A).C +B.(A.C) = 0.
Il est clair qu’une alge`bre syme´trique gauche est Lie-admissible. Elles sont e´tudie´es par exemple, dans
la recherche des connexions affines invariantes a` gauche sur un groupe de Lie sans courbure ni torsion.
En effet si un groupe de Lie G admet une telle connexion, son alge`bre de Lie g provient d’une alge`bre
syme´trique gauche, c’est-a`-dire, il existe sur l’espace vectoriel g une structure d’alge`bre syme´trique
gauche de produit A.B tel que le produit d’alge`bre de Lie de g soit donne´ par
µ(A,B) = A.B −B.A
Dans ce cas aussi, il existe des alge`bres de Lie qui ne sont donne´es par aucune alge`bre syme´trique gauche,
ce qui signifie que pour les groupes de Lie correspondants, toute connexion affine invariante a` gauche
sans torsion a une courbure non triviale. Nous donnerons un exemple dans la dernie`re partie de ce cours.
A titre d’illustration regardons le cas particulier ou` g est une alge`bre de Lie abe´lienne de dimension 2.
Dans ce cas toute alge`bre syme´trique gauche dont l’anticommutateur donne le crochet (trivial) de g est
commutative. C’est donc une alge`bre associative commutative. Comme on connait la classification de
ces alge`bres associatives, on en de´duit la classification des structures affines dans le plan de´finies par une
connexion affine sans courbure ni torsion dans le groupe de Lie R2 (dans le cas re´el) ou C2 (dans le cas
complexe). Par exemple, conside´rons l’alge`bre associative commutative de dimension 2 donne´e dans une
base {e1, e2} par
e1.e1 = e1, e1.e2 = e2.e1 = e2, e2.e2 = e2.
Soit X = ae1 + be2. La translation a` gauche lX associe´e a` ce produit est donne´e par
lX(e1) = ae1 + be2, lX(e2) = (a+ b)e2.
L’alge`bre de Lie abe´lienne g de´finie par [e1, e2] = e1.e2−e2.e1 = 0 se repre´sente comme une sous alge`bre
de l’alge`bre de Lie Aff(R2) du groupe de Lie affine du plan (re´el ou complexe) de la manie`re suivante :
g =

(
lX X
0 0
)
=
 a 0 ab a+ b b
0 0 0

 .
Le groupe de Lie correspondant s’e´crit en conside´rant l’exponentielle de ces matrices (voir paragraphe
suivant)
G =

 ea 0 ea − 1ea(eb − 1) eaeb ea(eb − 1)
0 0 1
 .

Ceci revient a` dire que G est le groupe des transformations affines du plan :{
x −→ eax+ ea − 1
y −→ ea(eb − 1)x+ eaeby + ea(eb − 1)
Notons que tous ces groupes sont classe´s, et que le re´sultat est e´galement connu pour n = 3.
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Notons e´galement la notion d’alge`bres syme´triques droite, encore appele´es alge`bres pre´-Lie qui ve´rifient
(A.B).C −A.(B.C) = (A.C).B −A.(C.B).
Elles jouent un roˆle important dans l’e´tude des alge`bres de Gerstenhaber, de la cohomologie d’Hochschild
ou meˆme dans l’e´tude des alge`bres de Rota-Baxter.
1.5 Alge`bres de Lie de dimension infinie
La the´orie des alge`bres de Lie de dimension infinie, c’est-a`-dire dont l’espace vectoriel sous-jacent est
de dimension infinie est assez diffe´rente de celle de la dimension finie. Nous ne l’aborderons pas trop
dans ce cours. Dans ce cas, la structure topologique de l’espace vectoriel joue un roˆle pre´ponde´rant. Par
exemple, afin de donner des contre exemples au troisie`me the´ore`me de Lie-Cartan, W.T Van Est a e´tudie´
les alge`bres de Lie de Banach. Certaines alge`bres de Lie infinies sont de nos jours fortement e´tudie´es. Par
exemple, les alge`bres de Kac-Moody sont des alge`bres de Lie infinies gradue´es et de´finies par ge´ne´rateurs
et relations. Elles sont construites d’une manie`re analogue a` celle des alge`bres de Lie simples. Un autre
exemple est donne´e par l’alge`bre de Lie des champs de vecteurs sur une varie´te´ diffe´rentiable M . Le
produit de Lie est alors le crochet de Lie des champs de vecteurs. La structure d’une telle alge`bre est tre`s
complique´e. Elle a e´te´ e´tudie´e lorsqueM = R ou M = S1. Dans ce cas l’alge`bre de Lie est associe´e (voir
paragraphe suivant) au groupe de Lie des diffe´omorphismes de R ou S1. Une autre classe inte´ressante
d’alge`bres de Lie infinies concerne les alge`bres de Lie-Cartan. Elles sont de´finies comme les alge`bres de
Lie des transformations infinite´simales (des champs de vecteurs) qui laissent invariants une structure
donne´e, comme une structure symplectique ou une structure de contact. Par exemple si (M,Ω) est une
varie´te´ symplectique, c’est-a`-dire Ω est une forme symplectique sur M , on conside`re alors
L(M,Ω) = {X champs de vecteurs sur M,LXΩ = 0}
ou`
LXΩ = i(X)dΩ+ d(i(X)Ω) = d(i(X)Ω)
est la de´rive´e de Lie. Alors L(M,Ω) est une alge`bre de Lie re´elle de dimension infinie. Elle admet une
sous-alge`bre L0 constitute´e des champs de vecteurs de L(M,Ω) a` support compact . Andre´ Lichnerowicz
prouva que toute sous-alge`bre de Lie de dimension finie de L0 est re´ductive (c’est-a`-dire produit direct
d’une sous-alge`bre semi simple par un centre abe´lien) et que tout ide´al non nul est de dimension infinie.
2 Alge`bres de Lie et groupes de Lie
2.1 L’alge`bre de Lie d’un groupe de Lie
Soit G un groupe de Lie complexe de dimension n. Pour tout g ∈ G, notons par Lg l’automorphisme
de G donne´ par
Lg(x) = gx.
Cet automorphisme est appele´ la translation a` gauche par g. Sa diffe´rentielle (Lg)
∗
x en un point x ∈ G,
est l’isomorphisme vectoriel
(Lg)
∗
x : Tx(G) −→ Tgx(G)
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ou` Tx(G) de´signe l’espace tangent au point x a` G. Un champ de vecteurs X sur G est dit invariant a`
gauche s’il ve´rifie
(Lg)
∗
x(X(x)) = X(gx)
pour tout x et g dans G. On montre que si [X,Y ] de´signe le crochet de Lie des champs de vecteurs,
alors si X et Y sont des champs invariants a` gauche sur G, le crochet de Lie [X,Y ] est aussi un champ
invariant a` gauche. Ceci montre que l’espace vectoriel des champs invariants a` gauche sur G, muni du
crochet de Lie, est une alge`bre de Lie. On la note L(G) et elle est appele´e l’alge`bre de Lie du groupe de
Lie G. Comme un champ invariant a` gauche X est entie`rement de´fini par sa valeur X(e) en l’e´le´ment
neutre e de G, l’espace vectoriel L(G) s’identifie naturellement a` l’espace tangent Te(G) de G en e. Si
u, v ∈ Te(G), il existe X,Y ∈ L(G) tels que u = X(e) et v = Y (e). Posons
µ(u, v) = [X,Y ](e).
Alors (Te(G), µ) est une alge`bre de Lie isomorphe a` L(G). On confondra souvent les deux. Par exemple
l’alge`bre de Lie du groupe de Lie alge´brique SL(2,C) est isomorphe a` sl(2,C).
Ainsi cette construction permet de de´finir pour chaque groupe de Lie, une et une seule (classe
d’isomorphie d’) alge`bre de Lie. Mais l’inverse n’est pas vrai. En dimension finie, plusieurs groupes de
Lie peuvent avoir la meˆme alge`bre de Lie. En dimension infinie, il existe des alge`bres de Lie qui ne sont
des alge`bres d’aucun groupe de Lie. Pre´cisons brie`vement ces deux remarques. Supposons tout d’abord
que g soit une alge`bre de Lie de dimension finie. A partir de sa multiplication µ, on paut de´finir un
groupe local dont le produit est donne´ par la formule de Campbell-Hausdorff :
X.Y = X + Y +
1
2
µ(X,Y ) +
1
12
µ(µ(X,Y ), Y )−
1
12
µ(µ(X,Y ), X) + ....
qui est une somme infinie de termes exprime´s a` l’aide de la multiplication µ. Cette structure locale peut
eˆtre e´tendue en une structure globale de groupe de Lie en imposant une condition topologique de simple
connexite´ et de connexite´. On a donc une correspondance biunivoque entre l’ensemble des alge`bres de
Lie de dimension finie complexes (mais ceci reste vrai dans le cas re´el) et l’ensemble des groupes de Lie
connexes et simplement connexes dont la dimension en tant que varie´te´ diffe´rentielle est la dimension de
l’alge`bre de Lie. Deux groupes de Lie de dimension finie ayant des alge`bres de Lie isomorphes sont donc
localement isomorphes.
Dans le cas de la dimension infinie, la situation est diffe´rente. W.T.Van Est a montre´ l’existence
d’alge`bres de Lie de Banach de dimension infinie qui n’e´taient des alge`bres de Lie d’aucun groupes de
Lie de dimension infinie. Ainsi, dans ce cas, il n’y a pas d’e´quivalent au troisie`me the´ore`me de Lie-Cartan.
2.2 Relation entre un groupe de Lie et son alge`bre de Lie
De´finition 3 Un groupe de Lie est dit line´aire si c’est un sous-groupe de Lie du groupe GL(n,C) des
matrices inversibles d’ordre n.
Si G est un groupe de Lie line´aire, son alge`bre de Lie g est une sous-alge`bre de Lie de gl(n,C),
l’alge`bre de Lie des matrices complexes d’ordre n. Dans ce cas l’application Exponentielle de´finit une
correspondance entre l’alge`bre de Lie g et le groupe de Lie G. Rappelons que l’application exponentielle
Exp : gl(n,C) −→ Gl(n,C)
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est donne´e par la se´rie entie`re convergente
Exp(A) = Id+A+
A2
2!
+
A3
3!
+ ... =
∞∑
n=0
An
n!
.
Si G est un sous-groupe de Lie de GL(n,C), l’application exponentielle envoie l’alge`bre de Lie g de
G dans G. Ainsi nous de´finissons une application exponentielle pour tous les groupes line´aires et leurs
alge`bres de Lie.
La de´finition ci-dessus est d’un usage tre`s pratique mais n’est pas donne´e pour les groupes de Lie
qui ne sont pas des groupes de matrices. La difficulte´ pourrait eˆtre contourne´e en s’appuyant sur le
the´ore`me d’Ado. Ce the´ore`me pre´cise que toute alge`bre de Lie de dimension finie peut se repre´senter
comme une alge`bre de matrices, plus pre´cise´ment il existe un entier N tel que l’alge`bre de Lie donne´e
g soit isomorphe a` une sous-alge`bre de dimension n de gl(N,C). Mais l’application du the´ore`me d’Ado
est parfois difficile car nous ne connaissons pas pre´cise´ment l’entier N et l’application exponentielle est
dans ce contexte non seulement difficile a` e´crire mais de´pend aussi du choix de la repre´sentation de g
dans gl(N,C). Nous allons donc de´finir directement, pour un groupe de Lie abstrait G, cette application
exponentielle et ve´rifier qu’elle co¨ıncide avec l’application exponentielle des groupes de Lie line´aires.
Chaque vecteur X de g de´termine une application line´aire de R dans g ayant X comme image de 1 et qui
soit un homomorphisme d’alge`bre de Lie. Comme R est l’alge`bre de Lie re´elle du groupe de Lie connexe
et simplement connexe R, cette application induit un homomorphisme de groupes de Lie
c : R −→ G
tel que
c(s+ t) = c(s) + c(t)
pour tout s et t. L’ope´ration dans la partie droite de la formule correspond a` la multiplication dans
G. Compte tenu de la ressemblance de cette formule avec la proprie´te´ caracte´ristique de l’application
exponentielle des matrices, on est conduit a` poser la de´finition suivante:
Exp(X) = c(1).
Cette application est appele´e l’application exponentielle et envoie bien l’alge`bre de Lie g dans le groupe
de Lie G. Elle de´termine un diffe´omorphisme entre un voisinage de 0 dans g et un voisinage de l’e´le´ment
neutre dans G. L’application exponentielle n’est pas toujours surjective meˆme si le groupe G est suppose´
connexe. Par exemple, on montre que l’application exponentielle
Exp : sl(2,C) −→ Sl(2,C)
n’est pas surjective. Mais si l’alge`bre de Lie g est nilpotente (voir la de´finition dans les paragraphes
suivants), alors Exp est bijective.
3 Classifications des alge`bres de Lie complexes
3.1 Alge`bres de Lie isomorphes
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De´finition 4 Deux alge`bres de Lie g and g′ de dimension n de multiplication µ et µ′ sont dites isomor-
phes s’il existe f ∈ Gl(n,C) tel que
µf (X,Y ) = f ∗ µ(X,Y ) = f
−1(µ(f(X), f(Y )))
pour tout X,Y ∈ g.
Par exemple, toute alge`bre de Lie de dimension 2 a une multiplication qui ve´rifie
µ(e1, e2) = ae1 + be2.
Un tel produit ve´rifie toujours l’identite´ de Jacobi. Si a ou b est non nul, par exemple b, le changement
de base {
f(e1) = 1/b e1
f(e2) = a/be1 + e2
de´finit une multiplication isomorphe donne´e par
µf (e1, e2) = e2.
On en de´duit que toute alge`bre de Lie de dimension 2 est soit abe´lienne, soit isomorphe a` l’alge`bre de
Lie dont le produit ve´rifie
µ(e1, e2) = e2.
La classification des alge`bres de Lie de dimension n consiste a` de´crire un repre´sentant de chacune des
classes d’isomorphie. Le re´sultat pre´ce´dent donne la classification des alge`bres de Lie complexes (et
re´elles) de dimension 2. Notons que la classification ge´ne´rale est de nos jours encore un proble`me ouvert.
Elle est parfaitement connue jusqu’en dimension 5. Au dela`, seules des classifications partielles sont
e´tablies, ou bien des familles particulie`res d’alge`bres de Lie ont e´te´ classe´es. Nous allons pre´senter ces
familles.
3.2 Alge`bres de Lie simples et semi-simples
De´finition 5 Une alge`bre de Lie g est appele´e simple si sa dimension est supe´rieure ou e´gale a` 2 et si
elle ne contient pas d’ide´aux propres (autre que {0} et g).
La classification des alge`bres simples complexes (et re´elles) est bien connue. Elle est due essentielle-
ment aux travaux d’Elie Cartan, de Dynkin et de Killing. Elle se re´sume au re´sultat suivant:
Proposition 1 Toute alge`bre simple complexe de dimension finie est
i) soit isomorphe a` une alge`bre de type classique, c’est-a`-dire a` l’une des alge`bres suivantes :su(n,C)
(type An), so(2n+ 1,C) (type Bn), sp(n,C) (type Cn), so(2n,C) (type Dn)
ii) soit isomorphe a` une alge`bre exeptionnelle E6, E7, E8, F4, G2.
On peut trouver les de´finitions pre´cises de ces alge`bres dans le livre de J.P. Serre intitule´ SemiSimple
Lie algebras. Notons que l’alge`bre de Lie E8 a eu les honneurs de tous les medias ces derniers mois.
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De´finition 6 Une alge`bre de Lie est appele´ semi-simple si elle est non nulle et si elle n’admet pas
d’ide´aux abe´liens non nuls.
Ces alge`bres se caracte´risent aussi par le fait qu’elles sont des produits directs d’alge`bres simples.
Rappelons que si g1 et g2 sont deux alge`bres de Lie de multiplications respectives µ1 et µ2, alors le
produit direct (ou la somme directe externe g1 ⊕ g2 ) est aussi une alge`bre de Lie pour le produit
µ(X1 +X2, Y1 + Y2) = µ1(X1, Y1) + µ2(X2, Y2)
pour tout X1, Y1 ∈ g1 et X2, Y2 ∈ g2. La classification des alge`bres simples implique celle des semi-
simples. Notons e´galement que les alge`bres de Lie semi-simples se caracte´risent par le fait que la forme
biline´aire de Killing-Cartan
K(X,Y ) = Tr(adX ◦ adY )
est non de´ge´ne´re´e. Cette forme de´finit donc un produit scalaire invariant au sens suivant :
K(ad(Y )(X), Z) +K(X, ad(Y )(Z)) = 0
pour tout X,Y, Z ∈ g ou` adY est l’endomorphisme donne´e par ad(Y )(X) = µ(Y,X), appele´ application
adjointe.
3.3 Alge`bres de Lie nilpotentes
Soit g une alge`bre de Lie de multiplication µ et conside´rons la suite de´croissante suivante d’ide´aux de g
C0(g) = g
C1(g) = µ(g, g)
Cp(g) = µ(Cp−1(g), g) for p > 2.
ou` µ(Cp−1(g), g) est la sous-alge`bre de Lie de g engendre´e par les produits µ(X,Y ) avec X ∈ Cp−1(g) et
Y ∈ g.
De´finition 7 Une alge`bre de Lie g est appele´e nilpotente s’il existe un entier k tel que
Ck(g) = {0}.
Si un tel entier existe, le plus petit k tel que Ck(g) = {0} est appele´ l’indice de nilpotence ou nilindex de
g.
Pour toute alge`bre de Lie nilpotente de dimension n, son nilindex est infe´rieur ou e´gal a` n− 1.
Exemples.
1. Toute alge`bre de Lie abe´lienne ve´rifie C1(g) = {0}. Elle est donc nilpotente d’indice 1. Bien
entendu, toute alge`bre nilpotente d’indice 1 est abe´lienne.
2. L’alge`bre de Heisenberg de dimension (2p+1) est l’alge`bre de Lie h2p+1 dont le produit dans une
base {e1, ..., e2p+1} est donne´ par
µ(e2i+1, e2i+2) = e2p+1
pour i = 0, ..., p − 1, les autres produits e´tant nuls. Cette alge`bre de Lie est nilpotente d’indice 2. La
sous-alge`bre de´rive´e C1(g) est engendre´e par {e2p+1} et co¨ıncide avec le centre Z(g).
Le re´sultat suivant est fondamental dans l’e´tude des alge`bres nilpotentes
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The´ore`me 1 The´ore`me de Engel. Soit (g, µ) une alge`bre de Lie complexe de dimension finie. Alors g
est nilpotente si et seulement si pour tout X ∈ g, l’endomorphisme
adX : g −→ g
donne´ par adX(Y ) = µ(X,Y ) est nilpotent.
On peut s’inte´resser a` des sous familles d’alge`bres nilpotentes. En particulier
De´finition 8 Une alge`bre de Lie nilpotente de dimension n est appele´e filiforme si son indice de nilpo-
tence est e´gal a` n− 1.
Par exemple, l’alge`bre de Lie de dimension 4, de´finie dans la base {e1, e2, e3, e4} par{
µ(e1, e2) = e3
µ(e1, e3) = e4
est filiforme.
La classification des alge`bres de Lie nilpotentes complexes (ou re´elles) n’est connue, de nos jours, que
jusqu’en dimension 7.
• En dimension 1 et 2, toute alge`bre nilpotente est abe´lienne.
• En dimension 3, toute alge`bre nilpotente non abe´lienne est isomorphe a` l’alge`bre de Heisenberg
h3. Rappelons que le produit est de´fini par
µ(e1, e2) = e3
ou` {e1, e2, e3} est une base de g.
• En dimension 4, l’alge`bre est soit abe´lienne, soit isomorphe a` une somme directe externe d’une
alge`bre de Lie abe´lienne de dimension 1 avec l’alge`bre de Heisenberg de dimension 3, soit est
filiforme et donne´e par le produit {
µ(e1, e2) = e3
µ(e1, e3) = e4
dans la base {e1, e2, e3, e4} .
• En dimensions 5 et 6, il n’existe toujours qu’un nombre fini de classes d’isomorphie d’alge`bres de
Lie nilpotentes. On pourra consulter cette liste sur le site
http://www.math.uha.fr/˜algebre
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• En dimension 7, (et au dela`), il existe une infinite´ de classes d’isomorphie d’alge`bres de Lie nilpo-
tentes. En dimension 7, nous avons 6 familles a` un parame`tre d’alge`bres non isomorphes ainsi qu’
une grande famille discre`te. Cette liste peut aussi eˆtre consulte´ee sur le site
http://www.math.uha.fr/˜algebre
• Pour les dimensions supe´rieures ou e´gales a` 8, seules des classifications partielles sont connues. Par
exemple les alge`bres filiformes sont classe´es jusqu’en dimension 11. Une alge`bre filiforme est dite
gradue´e si elle est munie d’une de´rivation diagonalisable. La graduation dans ce cas est donne´e par
les espaces raciniens. Ces alge`bres filiformes gradue´es sont classe´es (ou plutoˆt de´crites) en toute
dimension. Pour approcher une classification ge´ne´rale, nous pouvons utiliser l’invariant suivant,
appele´e suite caracte´ristique (ou parfois invariant de Goze dans certains travaux trop e´logieux
pour l’auteur) ainsi de´finie
De´finition 9 Soit g une alge`bre de Lie nilpotente complexe de dimension n. Pour tout X ∈ g, soit c(X)
la suite de´croissante des invariants de similitude de l’ope´rateur nilpotent adX (la suite de´croissante des
dimensions des blocs de Jordan). La suite caracte´ristique de g est la suite
c(g) = max{c(X), X ∈ g− C1(g)}
l’ordre sur les suites e´tant l’ordre lexicographique.
En particulier, la suite caracte´ristique d’une alge`bre filiforme de dimension n est (n − 1, 1) et cette
suite caracte´rise la classe des alge`bres filiformes, la suite caracte´ristique d’une alge`bre abe´lienne est
(1, · · · , 1) et celle de l’alge`bre de Heisenberg h2p+1 de dimension (2p + 1) est (2, 1, · · · , 1) cette suite
caracte´risant aussi cette alge`bre. La classification des alge`bres de Lie nilpotentes gradue´es dont la suite
caracte´ristique est (n− 2, 1, 1) est e´galement connue [18], [9] et [13].
3.4 Alge`bres de Lie re´solubles
Soit g une alge`bre de Lie. Conside´rons la suite d’ide´aux suivante :
D0(g) = g
D1(g) = µ(g, g) = C1(g)
Dp(g) = µ(Dp−1(g),Dp−1(g)) pour p > 2.
Comme
Dp(g) ⊆ Dp−1(g), p > 0
cette suite est de´croissante.
De´finition 10 Une alge`bre de Lie g est dite re´soluble s’il existe un entier k tel que
Dk(g) = {0}.
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Exemples.
1. Toute alge`bre nilpotente est re´soluble car
Dp(g) ⊂ Cp(g).
2. Toute alge`bre de Lie de dimension 2 est re´soluble. En effet, soit elle est abe´lienne, soit isomorphe
a` l’alge`bre donne´e par
µ(e1, e2) = e2
et cette alge`bre est re´soluble.
Nous pouvons construire des alge`bres de Lie re´solubles a` partir d’alge`bres nilpotentes par extension
par de´rivations. Ce proce´de´ est ainsi de´fini:
De´finition 11 Une de´rivation de l’alge`bre de Lie g est un endomorphisme line´aire f satisfaisant
µ(f(X), Y ) + µ(X, f(Y )) = f(µ(X,Y ))
pour tout X,Y ∈ g.
Par exemple, les endomorphismes adX donne´s par
adX(Y ) = µ(X,Y )
sont des de´rivations (appele´es de´rivations inte´rieures). Dans une alge`bre de Lie semi-simple, toutes
les de´rivations sont inte´rieures. Notons que toute de´rivation inte´rieure est singulie`re c’est-a`-dire non
inversible car X ∈ Ker(adX).
Proposition 1 Une alge`bre de Lie munie d’une de´rivation re´gulie`re (ou inversible) est nilpotente.
Ceci e´tant, soit g une alge`bre de Lie nilpotente de dimension n et soit f une de´rivation non
inte´rieure. Conside´rons l’espace vectoriel g′ = g⊕C de dimension n+1 et notons par en+1 une base du
comple´mentaire C dans cette extension. De´finissons une multiplication dans g′ par{
µ′(X,Y ) = µ(X,Y ), X, Y ∈ g
µ′(X, en+1) = f(X), X ∈ g
Ce produit munit g′ d’une structure d’alge`bre de Lie de dimension n+1. Cette alge`bre est re´soluble de`s
que f n’est pas une de´rivation nilpotente.
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Partie II
De´formations et rigidite´ des alge`bres de Lie
complexes de dimension finie
4 Sur les origines du proble`me
L’alge`bre de Lie de Poincare´, qui se de´duit de l’e´tude des syme´tries d’un espace vectoriel pseudo-euclidien,
incluant les rotations, pseudo-rotations et translations est un produit semi-direct de l’alge`bre de type
so(p, q) qui correspondant a` l’alge`bre des matrices antisyme´triques par rapport a` une forme quadratique
non de´ge´ne´re´e de signature (p, q) par une alge`bre abe´lienne (engendre´e par les ope´rateurs moments).
Cette alge`bre n’est pas semi-simple ni meˆme re´ductive, c’est-a`-dire produit direct d’une alge`bre semi-
simple par un centre abe´lien. Toute la the´orie classique des repre´sentations des alge`bres simples ou
semi-simples ne peut donc s’appliquer aux alge`bres de Poincare´. Il existe un outil tre`s utile, appele´
contraction, qui permet de relier ces alge`bres, ou plus ge´ne´ralement des alge`bres de Lie non re´ductives a`
des alge`bres de Lie re´ductives et exploiter la the´orie des repre´sentations de ces dernie`res. C’est ainsi que
l’alge`bre de Poincare´ correspondant aux syme´tries d’un espace a` 4 dimensions, et a` une forme quadratique
de signature (3, 1) sera relie´e a` l’alge`bre simple so(5). Cette proce´dure de contraction permet donc de
remonter des proprie´te´s a` des alge`bres a` partir d’autres qui ne leur sont pas isomorphes. Dans le cas de
l’alge`bre de Poincare´ classique, la contraction est obtenue en conside´rant la ce´le´rite´ comme un parame`tre
et en faisant tendre ce parame`tre vers l’infini. Conceptuellement, ceci signifie que dans l’ensemble des
constantes de structure des alge`bres de Lie d’une dimension donne´e, on conside`re une suite de familles
de constantes chacune de ces familles correspondant a` des alge`bres de Lie isomorphes et examiner la
limite, si elle existe e´ventuellement. Il nous faut donc e´tablir un cadre formel et topologique pour cette
ope´ration. On se fixe une dimension n, une base commune a` tous les epaces vectoriels sous-jacents
aux alge`bres de Lie de dimension n, et sans restriction aucune supposer que tous ces espaces vectoriels
sont Cn. Dans la base fixe´e, chaque alge`bre de Lie est de´termine´e par ses constantes de structures et
l’ensemble des alge`bres de Lie est donc assimile´ a` l’ensemble des constantes de structures. Cet ensemble
est naturellement muni d’une structure de varie´te´ alge´brique plonge´e dans un espace vectoriel. Deux
topologies apparaissent naturellement sur cet ensemble, la topologie de Zariski, la plus naturelle, et la
topologie me´trique induite par l’espace vectoriel, qui est plus fine. Cette varie´te´ admet une partition
en classes, chaque classe correspond a` des alge`bres isomorphes. Dans ce cadre, une contraction apparaˆıt
comme un point adhe´rent a` une classe. Cette approche ame`ne a` une e´tude topologique plus pre´cise. En
particulier la description d’un voisinage (pour les deux topologies) d’une alge`bre donne´e. Ici apparaˆıt
la notion de de´formations. Pour la topologie de Zariski, on peut conside´rer une de´formation comme un
point proche ge´ne´rique. Il existe une approche classique pour e´tudier les points ge´ne´riques, utiliser une
extension non archime´dienne du corps de base et conside´rer les alge`bres de Lie a` coefficients dans un
anneau local ayant l’extension comme corps de fractions. C’est ainsi que si nous prenons comme corps,
le corps des fractions de l’anneau des se´ries formelles, nous obtenons les de´formations de Gerstenhaber.
Nous allons donc de´finir cette notion de de´formation en ayant comme arrie`re pense´e perpe´tuelle l’objectif
topologique.
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5 La varie´te´ alge´brique des alge`bres de Lie complexes de di-
mension n
5.1 De´finition de Ln
Une alge`bre de Lie complexe de dimension n peut eˆtre conside´re´e comme une paire g = (Cn, µ) ou` µ
est le produit de l’alge`bre de Lie et Cn l’espace vectoriel sosu-jacent a` g. On peut donc identifier une
alge`bre de Lie a` son produit µ et l’ensemble des alge`bres de Lie complexes de dimension n s’identifie a`
l’ensemble des applications biline´aires antisyme´triques sur Cn a` valeurs dans Cn et ve´rifiant l’identite´
de Jacobi. Fixons, une fois pour toute, une base {e1, e2, · · · , en} de C
n. Cela n’a que peu d’importance
car nous allons e´tudier les alge`bres de Lie a` isomorphisme pre`s. Les constantes de structures de µ sont
les nombres complexes Ckij donne´s par
µ(ei, ej) =
n∑
k=1
Ckijek.
Comme la base est fixe´e, le produit µ s’identifie a` ses constantes de structure. Celles-ci satisfont les
e´quations polynomiales qui se de´duisent des conditions de Jacobi et de l’antisyme´trie:
(1)

Ckij = −C
k
ji , 1 ≤ i < j ≤ n , 1 ≤ k ≤ n∑n
l=1 C
l
ijC
s
lk + C
l
jkC
s
li + C
l
kiC
s
jl = 0 , 1 ≤ i < j < k ≤ n , 1 ≤ s ≤ n.
Si nous notons par Ln l’ensemble des alge`bres de Lie complexes de dimension n, cet ensemble apparait
donc comme une varie´te´ alge´brique plonge´e dans Cn
3
et parame´tre´e par les Ckij . Comme il n’y a aucune
confusion possible, on pourra toujours noter par µ les e´le´ments de Ln.
5.2 Orbite d’une alge`bre de Lie dans Ln
Si µ ∈ Ln et si f ∈ Gl(n,C) est un isomorphisme line´aire, nous avons de´fini le produit µf isomorphe a`
µ par
µf (X,Y ) = f ∗ µ(X,Y ) = f
−1(µ(f(X), f(Y )))
pour tout X,Y ∈ Cn. On de´finit ainsi une action du groupe alge´brique Gl(n,C) sur Ln. On notera O(µ)
l’orbite du point µ relative a` cette action. Conside´rons le sous-groupe Gµ de Gl(n,C) de´fini par
Gµ = {f ∈ Gl(n,C) | f ∗ µ = µ}
Son alge`bre de Lie est l’alge`bre de Lie des de´rivations Der(g) des de´rivations g = (µ,Cn). L’orbite O(µ)
est donc isomorphe a` l’espace homoge`ne Gl(n,C)/Gµ. Cet espace est une varie´te´ diffe´rentiable de classe
C∞ et de dimension e´gale a`
dimO(µ) = n2 − dimDer(µ).
On a donc montre´
Proposition 2 L’ orbite O(µ) de l’alge`bre de Lie g = (µ,Cn) est une varie´te´ diffe´rentiable homoge`ne
de dimension
dimO(µ) = n2 − dimDer(µ).
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5.3 Rappel sur la cohomologie de Chevalley d’une alge`bre de Lie
Soit g = (µ,Cn) une alge`bre de Lie complexe de dimension finie. Notons par Cp(g, g) l’espace vectoriel
des applications p-line´aires alterne´es sur l’espace vectoriel g et a` valeurs dans g. Pour tout p, on de´finit
l’endomorphisme
δp : C
p(g, g) −→ Cp+1(g, g)
par
δpΦ(Y1, . . . , Yp+1) =
∑p+1
l=1 (−1)
l+1µ(Yl,Φ(Y1, . . . , Yˆl, . . . , Yp+1))
+
∑
r<s(−1)
r+sΦ(µ(Yr, Ys), Y1, . . . , Yˆr, . . . , Yˆs, . . . , Yp+1)
avec Yi ∈ C
n et ou` Yˆ signifie que ce vecteur n’apparaˆıt pas. Ces homomorphismes satisfont
δp+1 ◦ δp = 0
et la cohomologie de Chevalley de g est la cohomologie H∗(g, g) associe´e au complexe (Cp(g, g), δp)p≥0
c’est-a`-dire
Hp(g, g) =
Zp(g, g)
Bp(g, g)
ou` Zp(g, g) = {Φ ∈ Cp(g, g), δpΦ = 0} = Ker δp et B
p(g, g) = Imδp−1. On a, en particulier
• Si X ∈ g, δ0X = adX.
• Si f ∈ End(g), δ1f(X,Y ) = µ(f(X), Y ) + µ(X, f(Y ))− f(µ(X,Y ))
• Si ϕ ∈ C2(g, g)
δ2ϕ(X,Y, Z) = µ(ϕ(X,Y ), Z) + µ(ϕ(Y, Z), X) + µ(ϕ(Z,X), Y ) + ϕ(µ(X,Y ), Z)
+ϕ(µ(Y, Z), X) + ϕ(µ(Z,X), Y ).
5.4 Sur la ge´ome´trie tangente au point µ a` Ln et O(µ)
Nous avons vu que l’orbite O(µ) de µ est une varie´te´ diffe´rentiable plonge´e dans Ln de´finie par
O(µ) =
Gl(n,C)
Gµ
Soit µ′ un point proche de µ dans O(µ) (pour la topologie de la varie´te´). Il existe f ∈ Gl(n,C) tel que
µ′ = f ∗ µ. Supposons que f soit proche de l’identite´, f = Id+ εg, avec g ∈ gl(n). Alors
µ′(X,Y ) = µ(X,Y ) + ε[−g(µ(X,Y )) + µ(g(X), Y ) + µ(X, g(Y ))]
+ε2[µ(g(X), g(Y ))− g(µ(g(X), Y ) + µ(X, g(Y ))− gµ(X,Y )]
et
limε→0
µ′(X,Y )− µ(X,Y )
ε
= δ1g(X,Y )
ou` δ1g est l’ope´rateur cobord associe´ a` la cohomologie de Chevalley de g.
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Proposition 3 L’espace tangent a` l’orbite O(µ) au point µ est l’espace B2(µ, µ) des 2-cobords de la
cohomologie de Chevalley de g = (µ,Cn).
L’espace tangent au point µ a` Ln est plus de´licat a` de´finir car Ln est une varie´te´ alge´brique avec de
nombreux points singuliers. Nous pouvons toutefois de´finir les droites tangentes. On conside`re pour cela
un point µt = µ+ tϕ ∈ L
n ou` t est un parame`tre complexe. Mais µt ve´rifie la condition de Jacobi pour
tout t si et seulement si {
δ2ϕ = 0,
ϕ ∈ Ln.
On a ainsi
Proposition 4 Un droite affine ∆ passant par µ est tangente en µ a` Ln si son vecteur directeur appar-
tient a` Z2(µ, µ).
Cette e´tude ge´ome´trique montre qu’une e´tude plus alge´brique de Ln est ne´cessaire. Ceci nous conduit
a` e´tudier le sche´ma affine associe´. Rappelons que la notion de varie´te´ alge´brique et de sche´ma co¨ıncident
lorsque ce dernier est re´duit. Mais nous allons voir que pour Ln, excepte´es pour les petites valeurs de n,
le sche´ma n’est pas re´duit et donc bon nombre de proprie´te´s va s’exprimer en terme de sche´mas associe´s.
5.5 Le sche´ma Ln.
On conside`re les Ckij avec 1 ≤ i < j ≤ n et 1 ≤ k ≤ n comme des variables formelles et soit C[C
k
ij ]
l’anneau des polynoˆmes complexes en les n
3−n2
2 variables C
k
ij . Soit IJ l’ide´al de C[C
k
ij ] engendre´ par les
polynoˆmes de Jacobi :
n∑
l=1
ClijC
s
lk + C
l
jkC
s
li + C
l
kiC
s
jl
avec 1 ≤ i < j < k ≤ n, et 1 ≤ s ≤ n. Ces polynoˆmes sont au nombre de n(n− 1)(n− 2)/6. La varie´te´
alge´brique Ln est l’ensemble alge´brique associe´ a` l’ide´al IJ :
Ln = V (IJ ) =
{
x ∈ C
n3−n2
2 , tels que P (x) = 0, ∀P ∈ IJ
}
.
Soit rad(IJ ) le radical de l’ide´al IJ c’est-a`-dire
rad(IJ ) = {P ∈ C[C
i
jk], tels que ∃r ∈ N
∗, P r ∈ IJ}
En ge´ne´ral, radIJ 6= IJ (Rappelons que si I est premier alors rad(I) = I). Si M est un sous-ensemble
de C
n3−n2
2 , on note par i(M) l’ide´al de C[Cijk] de´fini par
i(M) = {P ∈ C[Cijk], P (x) = 0 ∀x ∈M}.
On a alors
i(Ln) = i(V (IJ )) = rad(IJ ).
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Conside´rons l’anneau
A(Ln) =
C[Cijk]
IJ
qui est aussi une C−alge`bre de type fini. Il correspond a` l’anneau des fonctions re´gulie`res sur Ln.
Rappelons que si un ide´al I d’un anneau A est premier, l’anneau quotient A/I est un anneau inte`gre
et que tout ide´al maximal est premier. L’anneau quotient est dit re´duit s’il ne contient pas d’e´le´ments
nilpotents. Comme en ge´ne´ral radIJ 6= IJ , l’alge`bre A(L
n) n’est pas re´duite.
L’alge`bre affine Γ(Ln) de la varie´te´ alge´brique Ln est l’anneau quotient
Γ(Ln) =
C[Cijk]
i(Ln)
.
Comme on a
i(Ln) = radi(Ln),
on en de´duit que Γ(Ln) est toujours re´duite.
Le spectre maximal Spm(A(Ln)) de A(Ln) est l’ensemble des ide´aux maximaux de l’alge`bre A(Ln).
Pour chaque x ∈ Ln, l’ensemble
Mx = {f ∈ A(L
n), f(x) = 0}
est un ide´al maximal de A(Ln). L’application x ∈ Ln →Mx de´finit une bijection entre L
n et Spm(A(Ln))
Spm(A(Ln)) ∼ Ln.
On rajoute en quelque sorte des nouveaux points a` Ln en conside´rant une extension de Spm(A(Ln)) a`
savoir
Spec(A(Ln)) = {I, ou` I est un ide´al premier propre de A(Ln)}
Comme tout ide´al maximal est premier, on a bien Spm(A(Ln)) ⊂ Spec(A(Ln)). On munit Spec(A(Ln))
de la topologie de Zariski : Les ensembles ferme´s sont de´finis ainsi : soit a un ide´al de A(Ln), on
conside`re le sous ensemble V (a) de Spec(A(Ln)) constitue´ des ide´aux premiers de A(Ln) contenant a.
Ces ensembles forment la famille de ferme´s de la topologie. On en de´duit que les ensembles
Spec(A(Ln))f = {I ∈ Spec(A(L
n)), f /∈ I}
ou` f ∈ A(Ln) forment une base d’ouverts. Il existe un faisceau de fonctions OSpec(A(Ln)) sur Spec(A(L
n))
a` valeurs dans C tel que pour tout f ∈ A(Ln), on ait
Γ(D(f),OSpec(A(Ln))) = A(L
n)f
ou` A(Ln)f est l’anneau des fonctions
x→
g(x)
f(x)n
pour x ∈ D(f) = {y, f(y) 6= 0} et g ∈ A(Ln). En particulier on a
Γ(Spec(A(Ln)),OSpec(A(Ln))) = A(L
n)
Le sche´ma affine de l’anneau A(Ln) est l’espace (Spec(A(Ln)),OSpec(A(Ln))) note´ aussi Spec(A(L
n)) ou
Ln.
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Comme tout point x de Ln correspond bijectivement a` un point de Spec(A(Ln)) donne´ par un
ide´al maximal, nous pouvons de´finir un espace tangent en x a` Spec(A(Ln)). On conside`re pour cela
une de´formation infinite´simale de l’alge`bre Γ(Spm(A(Ln)),OSpm(A(Ln))) en ce point. Si F1, ..., FN avec
N = 16n(n− 1)(n− 2) sont les polynoˆmes de Jacobi, alors l’espace tangent en x au sche´ma L
n est
Tx(L
n) = Ker dx(F1, .., FN )
ou` dx de´signe la matrice jacobienne des Fi au point x. D’apre`s la de´finition de la cohomologie de
Chevalley de l’alge`bre de Lie g correspondant au point x, on a :
The´ore`me 2 Tx(L
n) = Z2(g, g)
6 Contractions d’ alge`bres de Lie
Parfois le mot contraction est remplace´ par de´ge´ne´re´scence ou de´ge´ne´ration pour les anglophiles. Dans
toute cette partie, nous confondrons sans retenue une alge`bre de Lie complexe de dimension n, sa
multiplication et le point correspondant de la varie´te´ Ln voire meˆme du sche´ma affine. Rappelons que
Ln est fibre´e par les orbites relatives a` l’action du groupe alge´brique GL(n,C) et nous avons note´e par
O(µ) l’orbite du point µ.
6.1 De´finition d’une contraction d’alge`bre de Lie et exemples
Soit g = (µ,Cn) une alge`bre de Lie complexe de dimension n.
De´finition 12 Une alge`bre de Lie g0 = (µ0,C
n), µ0 ∈ L
n est appele´e contraction de g = (µ,Cn) si
µ0 ∈ O(µ).
La notion historique de contraction est celle de Segal. Elle est ainsi de´finie : Soit {fp} une suite dans
GL(n,C). On de´duit la suite {µp} dans L
n en posant
µp = fp ∗ µ
Si cette suite admet une limite µ0 dans l’espace vectoriel des applications biline´aires alterne´es, alors
µ0 ∈ L
n et µ0 est appele´e une contraction de µ. Le lien entre ces deux notions est donne´ par la
proposition suivante
Proposition 5 Pour tout µ ∈ Ln, l’adhe´rence de Zariski O(µ) de l’orbite O(µ) est e´quivalente a`
l’adhe´rence pour la topologie me´trique induite
O(µ) = O(µ)
d
.
De´monstration. Ceci repose essentiellement sur le fait que le corps de base est C.
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Corollaire 1 Toute contraction de µ ∈ Ln est obtenue par une contraction de Segal.
Exemples.
• Le cas abe´lien. Toute alge`bre de Lie de dimension n se contracte sur l’alge`bre de Lie abe´lienne de
dimension n. En effet si µ est donne´e dans la base {e1, . . . , en} par µ(ei, ej) =
∑
Ckijek, on conside`re
alors l’isomorphisme donne´ par fε(Xi) = εXi, ε 6= 0. Alors la multiplication µε = fε ∗ µ ve´rifie
µε(Xi, Xj) =
∑
εCkijXk et limε→0µε existe et co¨ıncide avec le produit de l’alge`bre abe´lienne.
• L’age`bre de Poincare´. Le groupe de Lie de Poincare´ est le groupe des isome´tries de l’espace
de Minkowski. C’est un groupe de Lie non compact de dimension 10. C’est en fait le groupe
affine associe´ au groupe de Lorentz. C’est donc un produit semi-direct des translations et des
transformations de Lorentz. L’alge`bre de Poincare´ est l’alge`bre de Lie du groupe de Poincare´.
On note classiquement par P les ge´ne´rateurs des translations et par M ceux des transformations
de Lorentz. La multiplication de cette alge`bre, que nous allons noter aussi classiquement par le
crochet est donne´e par
[Pµ, Pν ] = 0,
[Mµν , Pρ] = ηµρPν − ηνρPµ
[Mµν ,Mρσ] = ηµρMνσ − ηµσMνρ − ηνρMµσ + ηνρMµσ
ou` η est la me´trique de Minkowski et dans cette notation Mab = −Mba. Ceci e´tant conside´rons
l’alge`bre de Lie simple so(5) dont les e´le´ments sont les matrices antisyme´triques d’ordre 5. Elle
est de dimension 10. Nous allons montrer que l′alge`bre de Poincare´ est une contraction de so(5).
L’alge`bre so(5) a trois formes re´elles non e´quivalentes (une forme re´elle est une alge`bre de Lie
re´elle dont la complexifie´e est isomorphe a` l’alge`bre complexe so(5)). Ces formes sont l’alge`bre de
de Sitter, l’alge`bre anti de Sitter et la forme compacte, l’alge`bre re´elle so(5,R). Elle correspondent
respectivement aux signatures de la forme de Killing Cartan suivantes : (−++++), (−+++−)
et (+++++). SiMab sont les ge´ne´rateurs de l’alge`bre de de Sitter (et anti de Sitter), 0 ≤ a, b ≤ 4,
alors les e´le´ments Mµν pour 0 ≤ µ, ν ≤ 3 engendrent une sous-alge`bre isomorphe a` l’alge`bre de
Lorentz so(3, 1). Soit ε un re´el positif. Le changement de base
P εm = εMm4
implique
[P εm, P
ε
n] = ε
2[Mm4,Mn4]
et
[Mlm, P
ε
n] = ηmnP
ε
l − ηlnP
ε
m
Lorsque ε→ 0, alors
[P εm, P
ε
n ] = ε
2[Mm4,Mn4]→ 0
et on obtient les crochets de l’alge`bre de Poincare´.
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6.2 Alge`bres de Lie de contact, Alge`bres de Lie frobe´niusiennes.
Conside´rons l’ouvert (de Zariski) C2p+1 de L
2p+1 dont les e´le´ments sont les alge`bres de Lie de dimension
(2p + 1) munie d’une forme de contact. Rappelons qu’une forme de contact est un e´le´ment ω ∈ g∗ (le
dual vectoriel de g) satisfaisant
ω ∧ (dω)p 6= 0
ou` dω est la 2-forme exte´rieure sur g donne´e par
dω(X,Y ) = ω[X,Y ]
pour tousX,Y ∈ g. Il existe alors une base {X1, X2, ..., X2p+1} de g telle que la base duale {ω1, ω2..., ω2p+1}
satisfasse ω = ω1 et
dω1 = ω2 ∧ ω3 + ω4 ∧ ω5 + ...+ ω2p ∧ ω2p+1.
En particulier les constantes de structure de g relatives a` cette base ve´rifent
C123 = C
1
34 = ... = C
1
2p2p+1 = 1.
Conside´rons l’isomorphisme fε de C
2p+1 donne´ par
fε(X1) = ε
2X1, fε(Xi) = εXi i = 2, ..., 2p+ 1.
Les structures de constantes Dkij de µε = fε ∗ µ par rapport a` la base {X1, X2, ..., X2p+1} sont{
D123 = D
1
34 = ... = D
1
2p2p+1 = 1
Dkij = εC
k
ij pour tous les autres indices.
Ainsi limε→0µε existe et cette limite correspond a` la multiplication de l’alge`bre de Heisenberg h2p+1 de
dimension 2p+ 1. Ainsi h2p+1 ∈ C2p+1.
Proposition 6 Toute alge`bre de Lie de dimension 2p+1 munie d’une forme de contact se contracte sur
l’alge`bre de Lie de Heisenberg h2p+1 de dimension 2p+ 1. De plus, toute alge`bre de Lie qui se contracte
sur hp admet une forme de contact.
Le cas des alge`bres frobe´niusiennes est l’analogue en dimension paire. Soit g une alge`bre de Lie de
dimension 2p. Elle est appele´e frobe´niusienne s’il existe une forme line´aire non nulle ω ∈ g∗ telle que
[dω]p 6= 0.
Dans ce cas, la 2-forme θ = dω est une forme symplectique exacte sur g.
The´ore`me 3 [15] Soit {Fϕ | ϕ ∈ C
p−1} la famille a` (p− 1)-parame`tres d’alge`bres de Lie de dimension
2p donne´e par 
dω1 = ω1 ∧ ω2 +
∑p−1
k=1 ω2k+1 ∧ ω2k+2
dω2 = 0
dω2k+1 = ϕkω2 ∧ ω2k+1, 1 ≤ k ≤ p− 1
dω2k+2 = − (1 + ϕk)ω2 ∧ ω2k+2, 1 ≤ k ≤ p− 1
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ou` {ω1, .., ω2p} est une base
(
C2p
)∗
. La famille {Fϕ} est un mode`le irre´ductible complexe pour la
proprite´ “Il existe une forme symplectique exacte”, c’est-a`-dire toute alge`bre de Lie de dimension 2p
frobe´niusienne se contracte sur un e´le´ment de la famille, et il n’existe aucune contraction entre deux
e´le´ments distincts de {Fϕ}.
Notons que la famille Fϕ est gradue´e : si {X1, .., X2p} est la base duale de {ω1, .., ω2p}, alors Fϕ =
(Fϕ)0 ⊕ (Fϕ)1 ⊕ (Fϕ)2, ou` (Fϕ)0 = CX2, (Fϕ)1 =
∑2p
k=3CXk et (Fϕ)2 = CX1. Cette de´composition se
re´ve`le inte´ressante lors de calcul de cohomologie des alge`bres frobe´niusiennes.
De´monstration. Soit g une alge`bre de Lie frobe´niusienne de dimension 2p. Il existe une base {X1, ..., X2p}
de g telle que la base duale {ω1, ..., ω2p} ve´rifie
dω1 = ω1 ∧ ω2 + ...+ ω2p−1 ∧ ω2p,
c’est-a`-dire nous pouvons supposer ω1 frobe´niusienne. Conside´rons la famille de changement de bases :
fǫ(X1) = ǫ
2X1, fǫ(X2) = X2, fǫ(Xi) = ǫXi, i = 3, ..., 2p
ou` ε est un parame`tre complexe. Lorsque ε→ 0, nous obtenons des contractions de g dont les e´quations
de Maurer-Cartan sont
dω1 = ω1 ∧ ω2 + ...+ ω2p−1 ∧ ω2p,
dω2 = 0,
dω3 = C
3
23ω2 ∧ ω3 + C
3
24ω2 ∧ ω4 + ...+ C
3
22p−1ω2 ∧ ω2p−1 + C
3
22pω2 ∧ ω2p,
dω4 = C
4
23ω2 ∧ ω3 + (−1− C
3
23)ω2 ∧ ω4 + ...+ C
4
22p−1ω2 ∧ ω2p−1 + C
4
22pω2 ∧ ω2p,
....
dω2p−1 = C
4
22pω2 ∧ ω3 + C
3
2pω2 ∧ ω4 + ...+ C
2p−1
22p−1ω2 ∧ ω2p−1 + C
2p−1
22p ω2 ∧ ω2p,
dω2p = C
4
22p−1ω2 ∧ ω3 + C
3
22p−1ω2 ∧ ω4 + ...+ C
2p
22p−1ω2 ∧ ω2p−1 + (−1− C
2p−1
22p−1)ω2 ∧ ω2p.
Le reste de la de´monstration consiste a` re´duire l’ope´rateur ψ de´fini comme la restriction de l’ope´rateur
adjoint adX2 au sous-espace invariant F engendre´ par {X3, ..., X2p}. On ve´rifie directement les proprie´te´s
suivantes :
- Si α et β sont des valeurs propres de ψ telles que α 6= −1−β, alors les espaces propres correspondants
Fα et Fβ ve´rifient [Fα, Fβ ] = 0.
- Si α est une valeur propre de of ψ diffe´rente de − 12 , alors pour tout X et Y ∈ Fα, on a [X,Y ] = 0.
- Si α est valeur propre de ψ, alors −1− α est aussi une valeur propre de ψ.
- Les multiplicite´s des valeurs propres α et −1− α sont e´gales.
- La suite ordonne´e des blocs de Jordan des valeurs propres α et −1− α sont les meˆmes.
A partir de ces remarques, on peut trouver une base de Jordan de ψ telle que la matrice ψ restreint au
sous-espace invariant Cα ⊕ C−1−α ou` Cλ est le sous-espace caracte´ristique associe´ a` la valeur propre λ
soit de la forme : 
α 0 1 0 0 0 ...
0 −1− α 0 0 0 0 ...
0 0 α 0 1 0 ...
0 −1 0 −1− α 0 0 ...
0 0 0 0 α 0 ...
0 0 0 −1 0 −1− α ...

.
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Ainsi les valeurs propres et la dimension de blocs de Jordan correspondants classent les e´le´ments de la
famille du mode`le frobe´niusien.
Remarque : Dans [15] on trouve e´galement le mode`le frobe´niusien dans le cas re´el.
6.3 Contractions d’Ino¨nu¨-Wigner
Pour de´finir les contractions d’Ino¨nu¨-Wigner, on conside`re la famille a` un parame`tre d’isomorphismes
{fǫ} de GL(n,C) de la forme
fǫ = f1 + ǫf2
ou` f1 ∈ gl(n,C) est un ope´rateur singulier, c’est-a`-dire det(f1) = 0 et f2 ∈ GL(n,C). Les matrices de
ces applications line´aires peuvent se re´duire simultane´ment sous la forme
f1 =
(
Idr 0
0 0
)
, f2 =
(
v 0
0 Idn−r
)
ou` rang(f1) = rang(v) = r.
Les contractions associe´es a` de telles familles d’isomorphismes sont appele´es les contractions d’Ino¨nu¨-
Wigner. Elles permettent de contracter une alge`bre de Lie donne´e g dans une alge`bre de Lie g0 en laissant
invariant une sous-alge`bre h of g ce qui signifie que h est encore une sous-alge`bre de g0. Par exemple,
l’alge`bre de Lorentz homoge`ne peut se contracter, via une contraction d’Ino¨nu¨-Wigner dans l’alge`bre
homoge`ne de Galile´e. De meˆme, l’alge`bre de De Sitter peut se contracter dans l’alge`bre de Lorentz non
homoge`ne.
Donnons a` pre´sent une bre`ve description des contractions d’Inonu¨-Wigner. Soit g = (µ,Cn) une
alge`bre de Lie et h une sous-alge`bre de Lie de g. Fixons une base {e1, ..., en} de C
n telle que {e1, ..., ep}
soit une base de h. Alors
µ(ei, ej) =
p∑
k=1
Ckijek, i, j = 1, ..., p.
Conside´rons la famille d’isomorphismes d’Ino¨nu¨-Wigner donne´e par
fǫ(ei) = (1 + ǫ)ei, i = 1, ..., p
fǫ(el) = ǫel, l = p+ 1, ..., n.
On a ici fǫ = f1 + ǫf2 avec
f1 =
(
Idp 0
0 0
)
, f2 =
(
Idp 0
0 Idn−p
)
.
La multiplication µǫ = fǫ ∗ µ s’e´crit
µǫ(ei, ej) = (1 + ǫ)
−1µ(ei, ej), i, j = 1, ..., p
µǫ(ei, el) = ǫ(1 + ǫ)
−1
∑p
k=1 C
k
ijek + (1 + ǫ)
−1
∑n
k=p+1 C
k
ilek, i = 1, .., p, l = p+ 1, ..., n
µǫ(el, em) = ǫ
2(1 + ǫ)−1
∑p
k=1 C
k
lmek + ǫ
∑n
k=p+1 C
k
lmek, l,m = p+ 1, ..., n
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Si ǫ→ 0, la suite {µǫ} a pour limite µ0 donne´e par
µ0(ei, ej) = µ(ei, ej), i, j = 1, ..., p
µ0(ei, el) =
∑n
k=p+1 C
k
ilek, i = 1, .., p, l = p+ 1, ..., n
µ0(el, em) = 0, l,m = p+ 1, ..., n.
L’alge`bre g0 = (µ0,C
n) est une contraction d’Ino¨nu¨-Wigner de g et h est bien une sous-alge`bre de g0.
Notons e´galement que C{ep+1, ..., en} est une sous-alge`bre abe´lienne de g0.
Proposition 7 Si g0 est une contraction d’ Ino¨nu¨-Wigner de g qui laisse invariante la sous-alge`bre h
de g alors
g0 = h⊕ a
ou` a est un ide´al abe´lien de g0.
Remarques
1. Si h est un ide´al de g alors g0 = h⊕ a avec
[h, a] = 0.
2. Il existe des contractions d’alge`bre de Lie qui ne soient pas des contractions d’Ino¨nu¨-Wigner. Par
exemple si nous conside´rons l’alge`bre de Lie re´soluble de dimension 4 donne´e par
[e1, e2] = e2, [e3, e4] = e4.
cette alge`bre peut se contracter sur l’alge`bre filiforme suivante :
[e1, e2] = e3, [e1, e3] = e4.
D’apre`s la proposition pre´ce´dente, une telle contraction ne peut eˆtre une contraction d’Ino¨nu¨-Wigner.
3. Il existe une notion de contraction d’Ino¨nu¨-Wigner pour les groupes de Lie. Elle est subordonne´e
a` celle des alge`bres de Lie. Ainsi tout groupe de Lie peut se contracter, en ce sens, sur un de ses sous-
groupes a` un parame`tre. Le groupe des rotations de dimension 3 se contracte sur le groupe Euclidien a`
2 dimensions. Une contraction du groupe de Lorentz homoge`ne donne le groupe de Galile´e en laissant
invariant le sous-groupe d’invariance des coordonne´es temporelles. De meˆme une contraction du groupe
de Lorentz non-homoge`ne donne le groupe de Galile´e, en laissant invariant le sous groupe engendre´ par
les rotations spatiales et les de´placements sur le temps. Tous ces exemples sont de´crits dans le papier
historique d’Ino¨nu¨-Wigner [23].
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6.4 Les contractions de Weimar-Woods
Saletan et Levy-Nahas ge´ne´ralise`rent la notion de contraction d’Ino¨nu¨-Wigner en conside´rant
a) Pour Saletan, des familles d’isomorphismes de la forme
fε = f1 + εf2
avec det(f2) 6= 0. Ces isomorphismes se re´duisent a`
fε = εId+ (1− ε)g
avec det(g) = 0. Si q est le nilindex de la aprtie nilpotente de g dans sa de´composition de Jordan, alors
e partant d’une alge`bre de Lie donne´e g, on la contracte via fε pour obtenir une nouvelle alge`bre de Lie
(si elle existe) g1, on contracte a` nouveau g1 via fε et on obtient une nouvelle alge`bre de Lie g2 ainsi
de suite. On de´finit de la sorte une famille de contractions. Cette suite stationne a` l’ordre q, on obtient
alors la contracte´e de Saletan. Notons que la contraction d’Ino¨nu¨-Wigner correspond a` q = 1.
b) Pour Levi-Nahas, qui ge´ne´ralise la construction de Saletan , la famille fε d’isomorphismes a la forme
suivante:
f = εf1 + (ε)
2f2,
ou` f1 et f2 ve´rifient les hypothe`ses de Saletan.
Les contractions de Weimar-Woods sont plus ge´ne´rales et permettent une graduation dans la con-
traction. On conside`re dans ce cas des isomorphismes du type
f(ei) = ǫ
niei
ou` ni ∈ Z et la contraction est donne´e lorsque ǫ → 0. Ce type de contractions peut eˆtre conside´rer
comme des contractions ge´ne´ralise´es d’Ino¨nu¨-Wigner avec des exponents entiers. L’inte´reˆt est de pouvoir
construire toutes les contractions et de faire le lien avec la notion de de´formation que l’on pre´sente dans
le paragraphe suivant.
Remarque. R. Hermann introduit aussi une notion de contraction, mais dans ce cas la notion de
dimension n’est plus un parame`tre fixe.
7 De´formations d’alge`bres de Lie
La notion de de´formation se veut une notion duale de la notion de contraction. En gros, e´tant donne´e
une alge`bre de Lie, peut-on de´terminer toutes les alge`bres de Lie se contractant sur cette alge`bre donne´e.
Ceci revient a` de´terminer, e´tant donne´ un point de Ln toutes les orbites ayant ce point comme point
adhe´rent. Alors que pour la notion de contraction, le fait de pouvoir utiliser le crite`re de Se´gal permettait
de regarder le proble`me dans l’espace vectoriel des constantes de structure muni de la topologie me´trique,
pour le proble`me inverse, nous sommes oblige´s de travailler dans Ln avec la topologie de Zariski. Nous
allons donc de´finir une de´formation d’un point de Ln comme un point proche au sens de Zariski de ce
point. La notion de point ge´ne´rique va donc jouer un roˆle pre´ponde´rant pour parame´trer ces points.
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7.1 Points ge´ne´riques dans Ln
Soit Spec(A(Ln)) le spectre de l’anneau A(Ln) muni de sa topologie de Zariski Nous savons qu’un point
P ∈ Spec(A(Ln)) est ferme´ si et seulement si l’ide´al P est maximal. Dans ce cas l’adhe´rence du point
P est P lui meˆme. On veut ge´ne´raliser cette situation.
De´finition 13 Soit Z un sous-ensemble ferme´ irre´ductible de Spec(A(Ln)). Un point P ∈ Z est dit
point ge´ne´rique de Z si Z est e´gal a` l’adhe´rence du point P . Ceci revient a` dire que tout ouvert de Z
contient P .
En particulier si P est un ide´al premier, c’est un point ge´ne´rique de l’ensemble V (P ) suppose´
irre´ductible. Nous allons nous inte´resser aux points ge´ne´riques de Spec(A(Ln)) qui appartiennent a` des
composantes irre´ductibles de Ln passant par un point repre´sentant une alge`bre de Lie donne´e et posse´dant
des points ge´ne´riques. Ces points ge´ne´riques vont repre´senter les de´formations de l’alge`bre donne´e. Il
existe une manie`re classique de construire ces points ge´ne´riques base´e sur des notions d’extension. Rap-
pelons tout d’abord le re´sultat suivant
Lemme 1 Soit µ = (Ckij) un point de la varie´te´ affine complexe L
n. Alors pour des extensions finies
K de C, il existe des se´ries entie`res Ckij(t) ∈ K[[t]] telles que C
k
ij(0) = C
k
ij et le point (C
k
ij(t)) est un
point ge´ne´rique de Ln.
En particulier, nous pouvons conside´rer comme point ge´ne´rique des points a` coefficients dans l’anneau
C[[t]].
Une autre fac¸on de de´terminer les points ge´ne´riques et d’utiliser une extension non archime´dienne de
C, appele´e l’extension de Robinson. Les adeptes de l’analyse non standard utilise cette extension mais
dans un contexte particulier. Ici nous sommes inte´resse´s par cette extension, note´e C∗, car elle est munie
d’une valuation et son anneau de valuation a des proprie´te´s analogues a` l’anneau des se´ries formelles. De
plus cette extension be´ne´ficie d’un principe de transfert ce qui est d’un be´ne´fice appre´ciable. Soit donc
C∗ une extension non archime´dienne de Robinson. C’est un corps value´ contenant C. Les e´le´ments de
C∗−C sont dits non-standard. Il existe un principe de transfert de C a` C∗ qui peut se re´sumer en disant
que pour ve´rifier qu’une formule usuelle de´pendant de parame`tres standard est vraie pour tout x, il suffit
de la ve´rifier pour tout x standard. On notera par A l’anneau de valuation de C∗ qui est muni d’une
structure d’alge`bre. Comme A est un anneau de valuation, c’est un anneau local (nous reviendrons sur
cette de´finition) et posse`de donc un unique ide´al maximal m qui a la proprie´te´ suivante :
∀x ∈ C∗ −A, x−1 ∈ m.
Posons N1 =
n3−n2
2 . Pour tout x ∈ C
N1 , soit
Ix = {f ∈ A(L
n), f(x) = 0.}
C’est un ide´al premier de A(Ln) donc un e´le´ment de Spec(A(Ln)).
De´finition 14 Soit P un e´le´ment de Spec(A(Ln)). Un e´le´ment x ∈ C∗N1 est dit ge´ne´rique pour P si
f ∈ P ⇐⇒ f(x) = 0.
Ceci signifie que P = Ix. Il est clair que l’e´le´ment x ∈ C
n est ge´ne´rique si et seulement si P = Ix est
maximal.
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7.2 B-De´formations et de´formations ge´ne´riques d’une alge`bre de Lie
Soit B une C-alge`bre associative unitaire. C’est en particulier un anneau unitaire. Il existe alors un
homomorphisme d’anneau unitaire
ω : C→ B
donne´ par ω(1) = e ou` e est l’unite´ de B. Un homomorphisme
ǫ : B → C
est appele´ une augmentation s’il ve´rifie
ǫ(ω(a)) = a
pour tout a ∈ C. Dans ce cas B = Kerǫ est un ide´al de B et les e´le´ments de l’anneau quotient B/B
sont appele´s les inde´composables de B. Par exemple l’anneau C[[t]] est muni d’une augmentation, elle
est de´finie par ǫ(
∑
n≥0 ant
n) = a0. De meˆme l’anneau de valuation A de l’extension de Robinson est
muni d’une augmentation. En effet, par construction, il existe un homomorphisme, appele´ dans ce cas
ombre,
α ∈ A→◦ a ∈ C
ce qui se traduit, dans le langage nonstandard, en disant que tout e´le´ment limite´, c’est-a`-dire non
infiniment grand, est infiniment proche d’un unique e´le´ment standard appele´ son ombre. Rappelons
qu’un anneau est dit local s’il posse`de un unique ide´al maximal.
De´finition 15 Soit g une alge`bre de Lie complexe et B une C-alge`bre munie d’une augmentation. Une
B-de´formation de g est une alge`bre de Lie h sur B telle que g soit C-isomorphe a` l’alge`bre de Lie
complexe h = C⊗B h.
Par alge`bre de Lie sur l’alge`bre B, on entend un B-module muni d’un produit de Lie. Notons que,
comme B admet une augmentation, alors C admet une structure de B-module. Ainsi le produit tensoriel
C⊗B h est bien de´fini. La multiplication externe dans h est donne´e par α(α
′⊗x) = αα′⊗x. Si on suppose
de plus que h soit un B-module libre alors h = B⊗ g. Notons par ϕh l’isomorphisme entre h et g. Deux
B-de´formations (h,ϕh) et (h1,ϕh1) sont dites e´quivalentes s’il existe un isomorphisme de B-alge`bres de
Lie φ : h→ h1 tel que φ = ϕ
−1
h1
◦ ϕh ou` φ : h→ h1 est l’isomorphisme de C-alge`bre de Lie qui se de´duit
de φ. Nous pouvons noter que si B est un anneau local complet , alors il suffit de supposer que φ soit un
homomorphisme tel que φ = ϕ−1h1 ◦ ϕh pour que ce soit une e´quivalence de de´formations (c’est-a`-dire, φ
est inversible).
Proposition 2 Soit h une B-de´formation de g. Alors h est de type fini sur B si et seulement si g est
de dimension finie (sur C)
A ce stade la`, nous avons une de´finition ge´ne´rale d’une de´formation. Bien entendu, le comportement
de la de´formation de´pend fortement des proprie´te´s de l’anneau B. Ici, nous allons nous inte´resser
maintenant a` une classe particulie`re de B-de´formations, le choix de B sera dicte´ pour qu’une de´formation
soit un point ge´ne´rique des composantes alge´briques de Ln passant par le point correspondant a` l’alge`bre
de Lie donne´e.
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De´finition 16 Un anneau B est dit un anneau de de´formation si B est un anneau de valuation dont
le corps re´siduel est isomorphe a` C. On appelle de´formation (value´e) d’une alge`bre de Lie complexe,
une B-de´formation ou` B est un anneau de de´formation. La de´formation sera dite ge´ne´rique si elle
correspond a` un point ge´ne´rique de la varie´te´ Ln.
Notons que tout anneau de de´formation est naturellement muni d’une structure de C-alge`bre. Soit
K le corps des fractions de B et soit v la valuation. Alors B correspond aux e´le´ments de K qui ont une
valuation positive et l’ide´al maximal m correspond aux e´le´ments de valuation strictement positive. Par
hypothe`se le corps re´siduel B/m =C. Ainsi B est muni naturellement d’une augmentation.
Exemples.
• L’anneau des se´ries formelles C[[t]] est un anneau de de´formations. Ici m correspond aux se´ries
formelles sans terme constant. Les de´formations correspondantes sont appele´es des de´formations
formelles ou de´formations de Gerstenhaber.
• L’anneau des e´le´ments limite´s L dans une extension non archime´dienne de Robinson. Dans ce
cas l’ide´al maximal m correspond aux infiniment petits. Les de´formations correspondantes sont
appele´es des perturbations.
Ces deux exemples de´finissent donc des de´formations ge´ne´riques. Nous allons donc les e´tudier en
de´tail.
7.3 De´formations formelles
Rappelons que ces de´formations sont les C[[t]]−de´formations. Les points correspondants dans la varie´te´
Ln sont, d’apre`s le de´but du paragraphe, des points ge´ne´riques. Rappelons donc la de´finition de ces
de´formations. Auparavant, de´finissons le produit ◦ qui a` deux formes biline´aires alterne´es fait corre-
spondre une forme de degre´ 3:
ϕ ◦ ψ(X,Y, Z) = ϕ(ψ(X,Y ), Z) + ϕ(ψ(Y, Z), X) + ϕ(ψ(Z,X), X).
En particulier si µ est une multiplication d’alge`bre de Lie et ϕ une application biline´aire alterne´e, alors
δµϕ = µ ◦ ϕ+ ϕ ◦ µ
et l’identite´ de Jacobi se re´sume a` µ ◦ µ = 0. Ces produits font partie de la classe des produits de
Gerstenhaber.
The´ore`me 4 Une de´formation formelle d’une alge`bre de Lie correspondant au point µ0 ∈ L
n est donne´e
par une famille {ϕi}i∈N d’applications biline´aires alterne´es telles que ϕ0 = µ0 ve´rifiant
µ0 ◦ µ0 = 0
µ0 ◦ ϕ1 + ϕ1 ◦ µ0 = δµ0ϕ1 = 0
ϕ1 ◦ ϕ1 = −µ0 ◦ ϕ2 − ϕ2 ◦ µ0 = −δµ0ϕ2
...
ϕp ◦ ϕp +
∑
1≤i≤p−1 ϕi ◦ ϕ2p−i + ϕ2p−i ◦ ϕi = −δµ0ϕ2p∑
1≤i≤p ϕi ◦ ϕ2p+1−i + ϕ2p+1−i ◦ ϕi = −δµ0ϕ2p+1
...
.
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De´monstration. Montrons tout d’abord que la multiplication µ de la C[[t]]−de´formation de µ0 est
entie`rement de´finie par sa restriction a` Cn. La C[[t]]−alge`bre de Lie de multiplication µ a pour module
sous-jacent le module C[[t]] ⊗ Cn. Chaque e´le´ment de cette alge`bre s’e´crit donc comme somme finie
d’e´le´ments du type s(t)⊗ v, s(t) ∈ C[[t]] et v ∈ Cn. On en de´duit µ(s(t)⊗ v, r(t)⊗w) = s(t)r(t)µ(v, w).
Ainsi µ est de´fini par sa restriction a` Cn. On en de´duit, que si v, w ∈ Cn, alors µ s’e´crit
µ(v, w) = µ0(v, w) + tϕ1(v, w) + . . .+ t
pϕp(v, w) + . . .
On e´crira donc naturellement µt la de´formation de µ. L’identite´ de Jacobi pour la multiplication
µt =
∑
p≥0
tpϕp
s’e´crit
µt ◦ µt = µ0 ◦ µ0 + tδµ0ϕ1 + t
2(ϕ1 ◦ ϕ1 + δµ0ϕ2) + t
3(ϕ1 ◦ ϕ2 + ϕ2 ◦ ϕ1 + δµ0ϕ3) + ... = 0
ce qui est e´quivalent au syste`me infini ci-dessus. On s’aperc¸oit que le premier terme ϕ1 de la de´formation
µt de µ0 appartient a` Z
2(µ0, µ0). Ce terme est appele´ la partie infinite´simale de µt.
De´finition 17 Une de´formation formelle de µ0 est appele´e une de´formation line´aire si elle est de
longueur 1, c’est-a`-dire si elle s’e´crit µt = µ0 + tϕ1 o ϕ1 ∈ Z
2(µ0, µ0).
Pour une telle de´formation, on a ne´cessairement ϕ1 ◦ ϕ1 = 0 soit ϕ1 ∈ L
n.
Conside´rons maintenant le proble`me suivant : soit ϕ1 ∈ Z
2(µ0, µ0) avec µ0 ∈ L
n. Est-ce-que cette
application est le premier terme d’une de´formation de µ0, autrement dit est-ce la partie infinite´simale
d’une de´formation? Si c’est le cas, il existe une famille ϕi ∈ C
2(µ0, µ0), i ≥ 2, tel que le syste`me (I)
soit satisfait. Ce proble`me d’existence est appele´ le proble`me d’inte´gration formelle de ϕ1 au point µ0.
Comme le syste`me (I) est infini, nous allons essayer de le re´soudre par induction. Pour p ≥ 2, soit (Ip)
le sous-syste`me donne´ par
(Ip)

ϕ1 ◦ ϕ1 = −δµ0ϕ2
ϕ1 ◦ ϕ2 + ϕ2 ◦ ϕ1 = −δµ0ϕ3
...∑
1≤i≤[p/2] ai,p(ϕi ◦ ϕp−i + ϕp−i ◦ ϕi) = −δµ0ϕp
avec ai,p = 1 si i 6= p/2 et ai,p = 1/2 si i = [p/2].
De´finition 18 On dit que ϕ1 ∈ Z
2(µ0, µ0) est inte´grable jusqu’a` l’ordre p s’il existe ϕi ∈ C
2(µ0, µ0),
i = 2, · · · , p tel que (Ip) soit satisfait.
Supposons que ϕ1 soit inte´grable jusqu’a` l’ordre p. On montre directement que∑
1≤i≤[p+1/2]
ai,p+1(ϕi ◦ ϕp+1−i + ϕp+1−i ◦ ϕi) ∈ Z
3(µ0, µ0).
Ainsi ϕ1 est inte´grable jusqu’a` l’ordre p+ 1 si et seulement si cette 3-cochaine est dans B
3(µ0, µ0). On
en de´duit
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Proposition 8 Si H3(µ0, µ0) = 0 alors tout ϕ1 ∈ Z
2(µ0, µ0) est la partie infinite´simale d’une de´formation
de µ0.
La classe de cohomologie [
∑
1≤i≤[p+1/2] ai,p+1(ϕi ◦ ϕp+1−i + ϕp+1−i ◦ ϕi)] est appele´ l’obstruction
d’ordre p+1. L’obstruction d’ordre 2 est donc donne´e par la classe de cohomologie de ϕ1 ◦ϕ1. Elle peut
eˆtre e´crite en utilisant la forme quadratique suivante:
De´finition 19 La forme quadratique de Rim
sq : H2(µ0, µ0) −→ H
3(µ0, µ0)
est de´finie par
sq([ϕ1]) = [ϕ1 ◦ ϕ1]
pour tout ϕ1 ∈ Z
2(µ0, µ0).
En utilisant cette application, l’obstruction d’ordre 2 s’e´crit : sq([ϕ1]) = 0.
Remarque. Dans le paragraphe suivant, nous allons e´tudier les de´formations formelles dans le cadre
des de´formations value´es (ou ge´ne´riques). Nous verrons alors que le syste`me infini (I) est e´quivalent a`
un syste`me fini ce qui signifie qu’il n’existe qu’un nombre fini d’obstructions.
De´formations formelles e´quivalentes. Conside´rons le groupe
GLt(n) = GL(n,C)⊗ C[[t]] =
{
u = Idn + tφ1 + t
2φ2 + . . . , φi ∈ gl(n,C)
}
la multiplication e´tant induite par la composition des applications. L’e´quivalence des de´formations se
traduit donc ici de la manie`re suivante : deux de´formations µt =
∑
p≥0 t
pϕp et µ
′
t =
∑
p≥0 t
pϕ′p de µ
sont e´quivalentes si et seulement si il existe u ∈ GLt(n) tel que
u ◦ (
∑
p≥0
tpϕp) = (
∑
p≥0
tpϕ′p) ◦ (u⊗ u).
Exemples
1. Soit µ0 la multiplication de l’alge`bre de Lie nilpotente nilpotente filiforme de dimension n donne´e
par
µ(X1, Xi) = Xi+1
pour i = 2, .., n−1. Alors toute alge`bre de Lie filiforme de dimension n est isomorphe a` une de´formation
formelle line´aire (De´finition 17).
2. Conside´rons une alge`bre de Lie frobe´niusienne de dimension 2p. Au paragraphe pre´ce´dent, nous
avons donne´ la classification de ces alge`bres de Lie a` contraction pre`s. Dans [3] on montre qu’une telle
multiplication peut s’e´crire, a` isomorphisme pre`s, sous la forme
µ = µ0 + tϕ1
ou` µ0 est une multiplication d’un mode`le frobe´niusien. Ainsi, toute multiplication d’une alge`bre de Lie
frobe´niusienne de dimension 2p est formellement e´quivalent a` une de´formation line´aire de la multiplica-
tion d’une alge`bre de Lie frobe´niusienne mode`le.
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De´finition 20 Une de´formation formelle µt de µ0 est dite triviale si elle est e´quivalente a` µ0.
Soit µ1t = µ0 +
∑∞
p=1 t
pϕp et µ
2
t = µ0 +
∑∞
t=p t
pψp deux de´formations e´quivalentes de µ0. Alors
u ◦ (
∑
p≥0 t
pϕp) = (
∑
p≥0 t
pψp) ◦ (u ⊗ u). Ceci implique en particulier que, apre`s avoir remplace´ u par
Idn + tφ1 + t
2φ2 + . . . ,
ϕ1 + φ1 ◦ µ0 = ψ1 + µ0 ◦ (φ1 ⊗ Id+ Id⊗ φ1)
ce qui s’e´crit
ϕ1 − ψ1 ∈ B
2(µ0, µ0).
Comme ϕ1 ∈ Z
2(µ0, µ0), on en de´duit que ψ1 appartient a` la meˆme classe de cohomologie que ϕ1. Notons
que si ϕ1 est nul, cette proprie´te´ porte sur le premier terme non nul.
The´ore`me 5 L’espace H2(µ0, µ0) parame´trise les classes d’e´quivalence des de´formations line´aires des
de´formations formelles de µ0.
Remarque : De´formations et cohomologie. Le re´sultat pre´ce´dent fait un lien entre la the´orie
des de´formations et la cohomologie a` valeur dans l’alge`bre. Cette cohomologie est la cohomologie de
Chevalley pour les alge`bres de Lie, la cohomologie d’Hochschild dans le cas associatif, etc. Mais il est
faut de croire que la the´orie des de´formations permet de de´finir une the´orie cohomologique (et pourtant
ceci se lit assez souvent). La the´orie des de´formations permet de de´finir des espaces de degre´ 1 et 2
qui correspondraient aux espaces H1 et H2 si la cohomologie existait. Sinon on est re´duit a` de´finir
un complexe dont les 3-cochaines sont triviales. Il existe des alge`bres ternaires pour lesquelles aucune
cohomologie n’est de´finissable (voir l’article de Nicolas Goze et Elisabeth Remm sur arxiv 0803.0553 ),
la classe des alge`bres de Jordan en est un autre exemple et pourtant on sait de´former ces structures.
On de´duit du the´ore`me ci-dessus :
Corollaire 2 If H2(µ0, µ0) = 0, alors toute de´formation formelle de µ0 est triviale
Remarque. On peut re´duire la notion de de´formation formelle en conside´rant des de´formations con-
vergentes. Dans ce cas une telle de´formation peut s’e´crire ainsi
De´finition 21 Une de´formation formelle convergente µt de la multiplication µ d’alge`bre de Lie est
donne´e par
µt = µ0 + S1(t)ϕ1 + S2(t)ϕ2 + S3(t)ϕ3 + ...+ Sp(t)ϕp
ou`
1. {ϕ1, ϕ2, ϕ3, ..., ϕp} sont line´airement inde´pendantes dans C
2(Cn,Cn)
2. Les Si(t) sont des se´ries convergentes de rayon de convergence ri > 0
3. Les valuations vi de Si(t) satisfont vi < vj pour i < j.
Par exemple la de´formation formelle
µ˜t = µ0 +
∞∑
t=1
tiϕ1
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s’e´crit comme une de´formation convergente de longueur 1
µt = µ0 + t
1− tn
1− t
ϕ1
Nous e´tudierons plus ge´ne´ralement ces de´formations dans le cadre des de´formations value´es.
7.4 Perturbations d’alge`bres de Lie
Cette notion de de´formation est peut eˆtre la plus proche de ce concept. En effet elle est base´e sur
une extension non archime´dienne de Robinson et permet d’utiliser le langage de la mathe´matique non
standard. Ainsi, sous ce point de vue une perturbation d’une alge`bre de Lie sera une alge`bre de Lie
de meˆme dimension dont les constantes de structure sont infiniment proche de l’alge`bre initiale. Sans
aucun doute, on a ici, un concept de de´formation qui traduit parfaitement l’ide´e meˆme de de´formation.
De plus, dans une telle extension, une de´formation apparaˆıt comme un point ge´ne´rique de la composante
alge´brique contenant le point associe´e a` l’alge`bre de Lie donne´e. Comme nous verrons que toutes ces
notions de de´formations ge´ne´riques sont conceptuellement e´quivalentes, nous pouvons utiliser n’importe
quelle parmi ces de´formations. L’inte´reˆt des perturbations est de pre´senter un cadre calculatoire tre`s
pratique. Enfin, dans une telle extension nous avons un principe de transfert. Rappelons dans un
premier temps les proprie´te´s de cette extension.
Soit C∗ une extension de Robinson de C. C’est un corps value´ non archime´dien. Si on note A son
alge`bre de valuation et m l’ide´al maximal de A, alors on a
x ∈ C∗ −A⇐⇒ x−1 ∈ m.
Ceci est en fait la de´finition d’une alge`bre de valuation. Dans ce contexte, on appelle infiniment petits
les e´le´ments de m, limite´s les e´lements de A et infiniment grands les e´le´ments de C∗ −A. Les ope´rations
alge´briques sur ces e´le´ments correspondent parfaitement a` celles que l’on met sur ce type d’e´le´ments en
analyse. Le corps re´siduel A/m est isomorphe a` C. On note pour tout x ∈ A sa classe par ◦x. On a un
homomorphisme naturel d’anneaux C → A et l’application x ∈ A →◦ x ∈ C est une augmentation. Si
on appelle standard un e´le´ment de C∗ appartenant a` C, l’augmentation se traduit en disant que tout
e´le´ment limite´ est infiniment proche d’un unique e´le´ment standard et que tous les infiniment petis sont
infiniment proches de 0. Nous pouvons e´tendre toutes ces notions a` Cn pour tout n ∈ N.
Soit µ0 un point de L
n.
De´finition 22 Une perturbation µ of µ0 est une A-de´formation de µ0 telle que
µ(X,Y )− µ0(X,Y ) ∈ m
n
pour tout X,Y ∈ Cn.
Le re´sultat essentiel se re´sume en disant que toute perturbation admet une de´composition canonique
finie. Plus pre´cise´ment on a :
32
The´ore`me 6 Soit µ0 un point de L
n et µ une perturbation of µ0. Il existe un entier k et des e´le´ments
ǫ1, ǫ2, · · · , ǫk ∈ m tels que pour tout X,Y ∈ C
n on ait
µ(X,Y ) = µ0(X,Y ) + ǫ1φ1(X,Y ) + ǫ1ǫ2φ2(X,Y ) + · · ·+ ǫ1ǫ2 · · · ǫkφk(X,Y )
ou` les φi sont des applications biline´aires alterne´es sur C
n a` valeurs dans Cn line´airement inde´pendantes.
L’inte´reˆt d’une telle de´composition est appre´ciable. En effet, alors que dans le cadre des de´formations
formelles l’identite´ de Jacobi relative a` la de´formation se traduit sur un syste`me infini portant sur
les applications ϕi, la meˆme identite´ est e´quivalente dans le cadre des pertubations a` un syste`me fini
formellent re´solvable. Comme nous verrons qu’il y a e´quivalence entre les deux notions de de´formations,
on en de´duit
Le syste`me infini (I) (the´ore`me 4) de Gerstenhaber est e´quivalent a` un nombre fini de syste`mes finis.
En particulier, le premier terme d’une perturbation est toujours dans l’espace Z2(µ0, µ0). Nous
verrons tout cela dans le paragraphe qui suit. Une e´tude spe´cifique des perturbations est faite dans [14]
7.5 De´formations value´es ou de´formations ge´ne´riques
7.5.1 Une de´composition canonique dans mk
Rappelons rapidement ce qu’est un anneau de valuation. Soit F un corps commutatif et A un sous anneau
de F. On dit que A est un anneau de valuation de F si A est un anneau local inte`gre tel que:
Si x ∈ F−A, alors x−1 ∈ m.
ou` m est l’ide´al maximal de A. Un anneau A est appele´ anneau de valuation si c’est un anneau de
valuation de son corps de fractions. Par exemple si K est un corps commutatif de caracte´ristique 0, alors
l’anneau des se´ries formelles K[[t]] est un anneau de valuation alors que l’anneau K[[t1, t2]] de deux ou
plus inde´termine´es ne l’est pas.
Soit m2 le produit carte´sien m×m . Soit (a1, a2) ∈ m
2 avec ai 6= 0 pour i = 1, 2.
i) Supposons a1.a
−1
2 ∈ A. Soit α = π(a1.a
−1
2 ) ou` π est la projection canonique dans A/ m. Rappelons
que nous avons un morphisme naturel ω : K→ A qui permet d’identifier α avec s(α) dans A. Alors
a1.a
−1
2 = α+ a3
avec a3 ∈ m. Si a3 6= 0,
(a1, a2) = (a2(α+ a3), a2) = a2(α, 1) + a2a3(0, 1).
Si α 6= 0 on peut e´crire aussi
(a1, a2) = aV1 + abV2
avec a, b ∈ m et V1, V2 sont line´airement inde´pendants dans K
2. Si α = 0, alors a1.a
−1
2 ∈ m et a1 = a2a3.
On a
(a1, a2) = (a2a3, a2) = ab(1, 0) + a(0, 1).
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Ainsi dans ce cas, V1 = (0, 1) et V2 = (1, 0). Si a3 = 0, alors a1a
−1
2 = α et (a1, a2) = a2(α, 1) = aV1.Ceci
correspond a` la de´composition pre´ce´dent mais pour b = 0.
ii) Si a1.a
−1
2 ∈ F−A, alors a2.a
−1
1 ∈ m. Dans ce cas on pose a2.a
−1
1 = a3 et on obtient
(a1, a2) = (a1, a1.a3) = a1(1, a3) = a1(1, 0) + a1a3(0, 1)
avec a3 ∈ m. On obtient dans ce cas la de´composition :
(a1, a2) = aV1 + abV2
avec a, b ∈ m et V1, V2 line´airement inde´pendants dans K
2. Cette de´composition se ge´ne´ralise facilement
pour un point de mk. Ceci s’e´crit :
The´ore`me 7 Pour tout point (a1, a2, ..., ak) ∈ m
k il existe h (h ≤ k) et h-vecteurs line´airement
inde´pendants V1, V2, .., Vh de l’espace K
k et b1, b2, .., bh ∈ m tels que
(a1, a2, ..., ak) = b1V1 + b1b2V2 + ...+ b1b2...bhVh.
Le parame`tre h qui apparaˆıt dans cette de´composition est appele´e la longueur de la de´composition.
Il peut eˆtre infe´rieur a` k. Il correspond a` la dimension du plus petit K-espace vectoriel V tel que
(a1, a2, ..., ak) ∈ V ⊗m. Si les coordonne´es ai du vecteur (a1, a2, ..., ak) sont dans A et pas ne´cessairement
dans l’ide´al maximal, on e´crit alors ai = αi + a
′
i avec αi ∈ K et a
′
i ∈ m, et on de´compose
(a1, a2, ..., ak) = (α1, α2, ..., αk) + (a
′
1, a
′
2, ..., a
′
k).
On applique alors le the´ore`me ci-dessus au vecteur (a′1, a
′
2, ..., a
′
k).
Cette de´composition est unique au sens suivant :
The´ore`me 8 Soit b1V1+b1b2V2+...+b1b2...bhVh et c1W1+c1c2W2+...+c1c2...csWs deux de´compositions
du vecteur (a1, a2, ..., ak). Alors
i. h = s,
ii. Le drapeau engendre´ par la famille libre (V1, V2, .., Vh) est e´gal au drapeau engendre´ par la famille
libre (W1,W2, ...,Wh) c’est-a`-dire ∀i ∈ 1, .., h
{V1, ..., Vi} = {W1, ...,Wi}
ou` {Ui} de´signe l’espace engendre´ par les vecteurs Ui.
Pour la de´monstration, on pourra se re´ferrer a` [20]. Nous allons appliquer cette de´composition a`
une de´formation value´e.
7.5.2 De´composition d’une de´formation value´e
Ceci e´tant, soit g une K-alge`bre de Lie et A une K-alge`bre commutative unitaire de valuation. Supposons
que son corps re´siduel A/m soit isomorphe a` K Dans ce cas on a une augmentation naturelle. Soit gA=
g⊗A une A-de´formation de g. Si dimK(g) est fini, alors
dimA(gA) = dimK(g).
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Comme A est aussi une K-alge`bre, on identifiera g au sous espace g⊗e de gA. En particulier on a si µgA
de´signe la multiplication de gA et µg celle de g, alors µgA(X,Y )−µg(X,Y ) appartient au quasi-module
g ⊗ m pour tout X,Y ∈ Kn. Les de´formations formelles de Gerstenhaber et les perturbations sont des
de´formations value´es. Supposons que g soit de dimension finie et soit {X1, ..., Xn} une base de g. On a
alors
µgA(Xi, Xj)− µg(Xi, Xj) =
∑
k
CkijXk
avec Ckij ∈ m. Cette diffe´rence apparaˆıt donc comme un vecteur de m
n2(n−1)/2 ayant pour composantes
les Ckij . La de´composition canonique s’e´crit alors
µgA(Xi, Xj)− µg(Xi, Xj) = ǫ1φ1(Xi, Xj) + ǫ1ǫ2φ2(Xi, Xj)
+...+ ǫ1ǫ2...ǫkφk(Xi, Xj)
avec ǫs ∈ m et φ1, ..., φl :g ⊗ g → g line´airement inde´pendantes. Cette de´composition est en particulier
valable si A=C[[t]]. Nous pouvons donc re´duire le syste`me infini d’inte´grabilite´ de Gerstenhaber a` un
syste`me fini. Rappelons tout d’abord que le complexe de Chevalley-Eilenberg est un complexe diffe´rentiel
gradue´. Le crochet gradue´ est de´fini a` partir des produits ◦ donne´s par
(gq ◦ fp)(X1, ..., Xp+q) =
∑
(−1)ǫ(σ)gq(fp(Xσ(1), ..., Xσ(p)), Xσ(p+1), ..., Xσ(q))
ou` σ est une permutation de 1, ..., p+ q telle que σ(1) < ... < σ(p) et σ(p+ 1) < ... < σ(p+ q) (c’est un
(p, q)-schuffle) et gq ∈ C
q(g, g) et fp ∈ C
p(g, g). Le crochet gradue´ est alors donne´ par
[f, g] = f ◦ g − (−1)p−1g ◦ f.
La condition de Jacobi relative a` µgA se re´sume a` µg′A ◦ µg′A = 0. Ceci donne
(µg +
∑
i∈I
ǫ1ǫ2...ǫiφi) ◦ (µg +
∑
i∈I
ǫ1ǫ2...ǫiφi) = 0. (1)
Comme µg ◦ µg = 0, cette e´quation se re´duit a` :
ǫ1(µg ◦ φ1 + φ1 ◦ µg) + ǫ1U = 0
ou` U ∈ C3(g, g)⊗m. Simplifions par ǫ1 qui est suppose´ non nul, sinon la de´formation est triviale :
(µg ◦ φ1 + φ1 ◦ µg)(X,Y, Z) + U(X,Y, Z) = 0
pour tout X,Y, Z ∈ g. Comme U(X,Y, Z) ∈ g⊗m et que le premier terme est dans g, on en de´duit
(µg ◦ φ1 + φ1 ◦ µg)(X,Y, Z) = 0.
Or µg ◦ φ1 + φ1 ◦ µg n’est rien d’autre que δµφ1 ou` δµ est l’ope´rateur cobord de la cohomologie de
Chevalley de l’alge`bre de Lie g. On retrouve donc, dans le cadre des de´formations value´es le re´sultat
classique de Gerstenhaber :
δµφ1 = 0.
Regardons maintenant les e´quations donne´es par U = 0. Elles vont s’e´crire a` l’aide du crochet gradue´
sur l’espace des cochaines rappele´ ci-dessus. En particulier, on a si φi, φj ∈ C
2(g, g) :
[φi, φj ] = φi ◦ φj + φj ◦ φi
et [φi, φj ] ∈ C
3(g, g).
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The´ore`me 9 Soit
µgA = µg +
∑
i∈I
ǫ1ǫ2...ǫiφi
une de´formation value´e de longueur k. Alors les 3-cochaines [φi, φj ] et [µ, φi], 1 ≤ i, j ≤ k−1, engendrent
un sous espace vectoriel V de C3(g, g) de dimension infe´rieure ou e´gale a` k(k − 1)/2 et µgA ◦ µgA = 0
est e´quivalent a` 
δφ1 = 0
δφ2 = a
2
11[φ1, φ1]
δφ3 = a
3
12[φ1, φ2] + a
3
22[φ1, φ1]
...
δφk =
∑
1≤i≤j≤k−1 a
k
ij [φi, φj ]
[φ1, φk] =
∑
1≤i≤j≤k−1 b
1
ij [φi, φj ]
....
[φk−1, φk] =
∑
1≤i≤j≤k−1 b
k−1
ij [φi, φj ]
De´monstration. Soit V le sous-espace de C3(g, g) engendre´ par les applications [φi, φj ] et [µ, φi]. Si ω
est une forme line´aire sur V dont le noyau contient les vecteurs [φi, φj ] pour 1 ≤ i, j ≤ (k − 1), alors
l’e´quation (1) donne:
ǫ1ǫ2...ǫkω([φ1, φk]) + ǫ1ǫ
2
2...ǫkω([φ2, φk]) + ...+ ǫ1ǫ
2
2...ǫ
2
kω([φk, φk]) + ǫ2ω([µ, φ2])
+ǫ2ǫ3ω([µ, φ3])...+ ǫ2ǫ3...ǫkω([µ, φk]) = 0.
Comme chacun des coefficients est dans l’ide´al m, on a ne´cessairement
ω([φ1, φk]) = ... = ω([φk, φk]) = ω([µ, φ2]) = ... = ω([µ, φk]) = 0
et ceci pour toute forme line´aire dont le noyau contient V . Le syste`me du the´ore`me correspond aux
relations de de´pendances dans V et au fait que
m ⊃ m(2) ⊃ ... ⊃ m(p)...
ou` m(p)est l’ide´al engendre´ par les produits a1a2...ap, ai ∈ m de longueur p.
Cas particulier : dim V=k(k − 1)/2
Supposons que la dimension de V soit maximum et e´gale a` (k − 1)/2. Nous allons voir que dans ce
cas la de´formation est isomorphe a` une C[t]−de´formation.
Proposition 9 Soit µgA une A-de´formation de µg de longueur k telle que dimV = k(k− 1)/2. Elle est
alors e´quivalente a` une de´formation polynomiale ve´rifiant
µt(X,Y ) = µg(X,Y ) +
∑
i=1,..,k
tiφi(X,Y )
pour tout X,Y ∈ g.
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De´monstration. Conside´rons l’e´quation
µgA ◦ µgA = 0.
Comme dimV =k(k − 1)/2, il existe des polynoˆmes Pi(X) ∈ K[X ] de degre´ i tels que
ǫi = aiǫk
Pk−i(ǫk)
Pk−i+1(ǫk)
avec ai ∈ K. On a alors
µg′
A
= µgA +
∑
i=1,...,k
a1a2...ai(ǫk)
iPk−i(ǫk)
Pk(ǫk)
φi.
Ainsi
Pk(ǫk)µg′
A
= Pk(ǫk)µgA +
∑
i=1,...,k
a1a2...ai(ǫk)
iPk−i(ǫk)φi.
Le re´sultat se de´duit en e´crivant cette expression suivant les puissances croissantes. 
Notons que pour une telle de´formation, on a
δϕ2 + [ϕ1, ϕ1] = 0
δϕ3 + [ϕ1, ϕ2] = 0
...
δϕk +
∑
i+j=k[ϕi, ϕj ] = 0∑
i+j=k+s[ϕi, ϕj ] = 0.
8 Alge`bres de Lie rigides
La notion de rigidite´ est une notion topologique. Nous pourrons la relier naturellement a` celle de
de´formation lorsque ces de´formations seront ge´ne´riques. Soit g une alge`bre de Lie complexe de dimension
n. On la conside`re comme un point µ de la varie´te´ alge´brique Ln munie de sa topologie de Zariski.
De´finition 23 L’alge`bre de Lie g est rigide si l’orbite O(µ) est Zariski ouverte dans Ln.
Dans ce cas, l’adhe´rence de l’orbite O(µ) est une composante alge´brique connexe de Ln. On en de´duit
imme´diatement, comme toute varie´te´ alge´brique complexe est re´union d’un nombre fini de composantes
alge´briques connexes, qu’il n’existe qu’un nombre fini de classe d’isomorphie d’alge`bres de Lie rigides
de dimension n. Le the´ore`me suivant, que nous ne de´montrons pas ici, permet de mettre en e´vidence
certaines alge`bres de Lie rigides.
The´ore`me 10 The´ore`me de Nijenhuis-Richardson. Soit g = (Cn, µ) une alge`bre de Lie de dimension
n. Si le deuxie`me groupe H2(g, g) de la cohomologie de Chevalley est nul, alors g est rigide.
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Ainsi, toute alge`bre de Lie semi-simple complexe est rigide. Mais la re´ciproque du the´ore`me de
Nijenhuis-Richardson est fausse. Conside´rons en effet l’alge`bre de Lie de dimension 11 de´finie dans la
base {X,X0, X1, . . . , X9} par, 
µ(X,Xi) = iXi, i = 0, . . . , 9
µ(X0, Xi) = Xi, i = 4, 5, . . . , 9
µ(X1, Xi) = Xi+1, i = 2, 4, 5, 6, 7, 8
µ(X2, Xi) = Xi+2, i = 4, 5, 6, 7.
On montre, soit par un calcul direct utilisant la suite d’Hochschild-Serre, soit en utilisant un calcul
sur ordinateur (un programme est donne´ dans le livre [18], base´ sur Mathematica) que la dimension de
H2(µ, µ) est e´gale a` 1. Quant a` la rigidite´, elle est montre´e (voir toujours [18]) en utilisant le re´sultat
suivant:
The´ore`me 11 Soit g = (Cn, µ) une alge`bre de Lie complexe de dimension n. Alors g est rigide si et
seulement si toute perturbation lui est isomorphe.
De´monstration. En effet, toute perturbation de g = (Cn, µ) est un point ge´ne´rique de la composante
alge´brique passant par le point µ. Re´ciproquement, si toutes les perturbations de g sont isomorphes a` g,
son orbite est ouverte et g est rigide. D’ou` le re´sultat.
Le re´sultat pre´ce´dent se ge´ne´ralise naturellement aux de´formations ge´ne´riques. Ainsi
The´ore`me 12 Soit g = (Cn, µ) une alge`bre de Lie complexe de dimension n. Alors g est rigide si et
seulement si toute de´formation value´e lui est isomorphe.
Remarque : L’existence d’alge`bres de Lie rigides de dimension n dont le H2(g, g) est non nul implique
que le sche´ma Ln associe´ a` la varie´te´ Ln n’est pas re´duit.
Nous allons nous inte´resser a` pre´sent a` la classification des alge`bres de Lie rigides. Cette classifica-
tion est loin d’eˆtre acheve´e. En particulier on ne sait rien sur la rigidite´ e´ventuelle d’alge`bres de Lie
nilpotentes. On peut raisonnablement conjecturer le re´sultat suivant
Conjecture : Il n’existe pas d’alge`bres de Lie nilpotentes rigides.
Afin de dresser une e´ventuelle classification des alge`bres de Lie rigides, nous devons commencer par
comprendre la structure de ces alge`bres. Pour cela nous devons revenir sur l’e´tude des alge`bres de Lie
alge´briques.
De´finition 24 Une alge`bre de Lie re´elle ou complexe g est appele´e alge´brique si elle est isomorphe a`
l’alge`bre de Lie d’un groupe de Lie alge´brique.
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Un groupe de Lie line´aire alge´brique complexe est un sous-groupe de Lie d’un groupe GL(p,C) de´fini
comme l’ensemble des ze´ros d’un syste`me fini de relations polynomiales. C’est donc une varie´te´ alge´brique
mais avec la proprie´te´ surprenante que dans ce cas il n’existe aucun point singulier. C’est donc bien une
varie´te´ diffe´rentielle.
Exemples.
1. Toute alge`bre de Lie simple complexe est alge´brique.
2. Toute alge`bre de Lie nilpotente est alge´brique. Plus ge´ne´ralement, toute alge`bre de Lie dont le
radical est nilpotent est alge´brique.
3. Toute alge`bre de Lie complexe de dimension n dont l’alge`bre de Lie des de´rivations est aussi de
dimension n est alge´brique.
4. Toute alge`bre de Lie ve´rifiant D1(g) = g est alge´brique.
La famille des alge`bres de Lie alge´brique est donc vaste et nous n’avons pas de classification pre´cise
de cette classe. Par contre, le re´sultat suivant donne la structure pre´cise de ces alge`bres:
Proposition 10 Les propositions suivantes sont e´quivalentes:
1. g est alge´brique.
2. ad(g) = {adµX,X ∈ g} est alge´brique.
3. g = s ⊕ n ⊕ t ou` s est une sous-alge`bre semi-simple de Levi, n le nilradical c’est-a`-dire le plus
grand ide´al nilpotent et t un tore de Malcev tel que adµt soit alge´brique.
Cette proposition fait apparaˆıtre le tore externe de Malcev. Par de´finition, un tore externe de Malcev
t de g est une sous-alge`bre de Lie abe´lienne telle que tous les endomorphismes adX , X ∈ t soient semi-
simple (simultane´ment diagonalisables). Tous les tores de Malcev maximaux (pour l’inclusion) sont
conjugue´s. Leur dimension commune est appele´e le rang de g.
Revenons aux alge`bres de Lie rigides. Soit g une alge`bre de Lie rigide dans Ln. Son orbite est
ouverte. On en de´duit que tout de´formation ge´ne´rique lui est isomorphe. Si g′ est une telle de´formation
(par exemple une perturbation), alors c’est un point ge´ne´rique de la composante de´finie par l’orbite de
g (rappelons que l’adhe´rence de l’orbite d’une alge`bre rigide est une composante alge´brique de la varie´te´
Ln). Or cette composante est de´finie par l’action du groupe alge´brique GL(n,C). C’est l’adhe´rence de
l’image de g′ par cette action. Comme cette action est de´finie par des e´quations polynomiales et que la
composante est e´galement donne´e par un syste`me d’e´quations polynomiales, on en de´duit imme´diatement
que le point ge´ne´rique est alge´brique. Comme il est isomorphe a` g, cette alge`bre est aussi alge´brique.
Proposition 11 Toute alge`bre de Lie complexe rigide dans Ln est alge´brique.
Supposons que g soit re´soluble. Si elle est rigide, elle se de´compose donc sous la forme
g = t⊕ n
ou` t est un tore de Malcev et n le nilradical. Reprenons ici l’e´tude faite dans [1] et [17] permettant de
donner une description pre´cise des alge`bres re´solubles rigides et leur classification lorsque le nilradical
est filiforme.
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De´finition 25 Soit g = t⊕ n une alge`bre de Lie re´soluble rigide de multiplication µ. Un vecteur X ∈ t
est dit re´gulier si la dimension de l’espace
V0(X) = {Y ∈ g, µ(X,Y ) = 0}
est minimale c’est-a`-dire dimV0(X) ≤ dimV0(Z) pour tout Z ∈ t.
Supposons que g ne soit pas nilpotente. Dans ce cas t n’est pas trivial. Soit X un vecteur re´gulier
et posons p = dimV0(X). Conside´rons une base {X,Y1, . . . , Yn−p, X1, . . . , Xp−1} de vecteurs propres
de adX (qui par hypothe`se est diagonalisable) telle que {X,X1, . . . , Xp−1} soit une base de V0(X) et
{Y1, . . . , Yn−p} une base du nilradical n. On suppose e´galement que {X,Xk0+1, . . . , Xp−1} soit une base
de t. On notera par (S) le syste`me de racines associe´ a` adX . Il est de´fini par
xi + xj = xk si la composante de µ(Xi, Xj) sur Xk est non nulle
yi + yj = yk si la composante de µ(Yi, Yj) sur Yk est non nulle
xi + yj = yk si la composante de µ(Xi, Yj) sur Yk est non nulle
yi + yj = xk si la composante de µ(Yi, Yj) sur Xk est non nulle
The´ore`me 13 Si rang(S) 6= dim(n)− 1, alors g n’est pas rigide.
La de´monstartion est donne´e dans [1]. Les conse´quences sont nombreuses:
Corollaire 3 Si g = t⊕ n est rigide, alors
• t est un tore de Malcev maximal.
• Il existe un vecteur re´gulier X ∈ t tel que les valeurs propres de adX soit entie`res.
• Le nilradical est de´fini par une solution isole´e du syste`me polynomial de Jacobi de´fini par les
racines.
Notons que la deuxie`me condition n’implique pas que l’alge`bre de Lie rigide soit rationnelle. Il existe
en effet des exemples d’alge`bres rigides non rationnelles. La troisie`me proprie´te´ signifie que, une fois
donne´es les racines de adX, les constantes de structure de n sont donne´es par des conditions (re´duites)
de Jacobi. L’alge`bre est rigide si le nilradical correspond a` une solution isole´e.
Comme conse´quence, signalons la classification des alge`bres de Lie rigides re´solubles de dimension
infe´rieure ou e´gale a` 8 (voir [17]) et la classification ge´ne´rale des alge`bres de Lie re´solubles dont le
nilradical est filiforme (voir aussi [17]).
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Partie III
Structures ge´ome´triques sur les alge`bres de
Lie
Soit g une alge`bre de Lie re´elle ou complexe de dimension finie. Soit G un groupe de Lie connexe
d’alge`bre de Lie g. Les e´le´ments de g sont donc les champs de vecteurs invariants a` gauche sur G et le
dual vectoriel Λp(g∗) de g est l’espace des formes de Pfaff invariantes a` gauche sur G. Rappelons que
si {X1, . . . Xn} est une base de g et si {ω1, . . . , ωn} en est la base duale de g
∗, alors les e´quations de
Maurer-Cartan sont donne´es a` partir de
[Xi, Xj] =
n∑
k=1
CkijXk
par
dωk =
∑
1≤i<j≤n
Ckijωi ∧ ωj
ou` d est la diffe´rentielle exte´rieure des formes invariantes a` gauche sur G. Si Λ(g∗) = ⊕p∈NΛ
p(g∗) est
l’alge`bre exte´rieure sur g∗, cette diffe´rentielle est donc un morphisme gradue´ de degre´ 1 :
d : Λp(g∗)→ Λp+1(g∗).
Nous la conside`rerons donc de manie`re e´quivalente, soit comme une diffe´rentielle soit comme un mor-
phisme line´aire gradue´.
Les structures ge´ome´triques que nous allons aborder dans ce qui suit seront de´finies sur les alge`bres de
Lie. Elles correspondent en fait a` des structures ge´ome´triques invariantes a` gauche surG. On s’inte´erssera
souvent au cas ou` l’alge`bre de Lie est nilpotente. En effet dans ce cas, si cette alge`bre est rationnelle,
c’est-a`-dire si elle admet une base par rapport a` laquelle les constantes de structure sont rationnelles,
alors le groupe de Lie nilpotent simplement connexe et connexe associe´ admet un sous-groupe discret Γ
tel que le quotient G/Γ soit une varie´te´ diffe´rentielle compacte appele´e nilvarie´te´. Les structures de´finies
sur g correspondant a` des structures invariantes a` gauche sur G, donnent des structures diffe´rentiables
analogues sur la varie´te´ compacte G/Γ de`s que ces structures sont invariantes a` droite par Γ.
9 Structures symplectiques
Soit g une alge`bre de Lie re´elle (ou complexe) de dimnsion 2n. Une structure symplectique sur g est
donne´e par une 2−forme ω ve´rifiant {
dω = 0
ωn 6= 0
ou` ωn = ω ∧ ω ∧ . . . ∧ ω (n fois) et
dω(X,Y, Z) = ω(X, [Y, Z]) + ω(Y, [Z,X ]) + ω(Z, [X,Y ])
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la multiplication de g est note´e ici comme en ge´ome´trie diffe´rentielle par le crochet. Les alge`bres de Lie
frobe´niusiennes sont munies d’une structure symplectique. En effet si α ∈ g∗ ve´rifie (dα)n 6= 0, alors
ω = dα est une forme symplectique (dite exacte). Le proble`me d’existence d’une structure symplectique
sur une alge`bre de Lie est toujours d’actualite´. Par exemple, d’apre`s [16], il n’existe pas de structure
frobe´niusienne sur une alge`bre de Lie nilpotente. En effet, dans ce cas le centre de g est au moins de
dimension 1, et tout vecteur du centre est dans le noyau de dα. La forme ω = dα est donc de´ge´ne´re´e et
ne peut ve´rifier ωn 6= 0. Toutefois la classification des alge`bres de Lie nilpotentes de dimension 6 munie
d’une structure symplectique est connue. On peut la consulter dans [18]
Il existe un proce´de´ de construction des alge`bres de Lie munies d’une forme symplectique, appele´ le
proce´de´ de double extension et de´fini par Alberto Medina et Philippe Revoy. Soit (g, ω) une alge`bre de
Lie munie d’une forme symplectique. On dira que l’alge`bre est symplectique. Alors le produit ⊛ de´fini
par
ω(X ⊛ Y, Z) = −ω(Y, [X,Z])
correspondant a` l’adjoint pour la forme non de´ge´ne´re´e ω de l’application line´aire adX est un produit
syme´trique gauche
(X ⊛ Y )⊛ Z −X ⊛ (Y ⊛ Z) = (Y ⊛X)⊛ Z − Y ⊛ (X ⊛ Z)
tel que
X ⊛ Y − Y ⊛X = [X,Y ]
pour tout X,Y, Z ∈ g. On dit alors que g est munie d’une structure affine, structure que l’on va e´tudier
deux paragraphes plus loin. Soit D une de´rivation de g. Alors l’application biline´aire f sur g donne´e par
f(X,Y ) = ω(D(X), Y ) + ω(X,D(Y ))
est un 2-cocycle pour la cohomologie scalaire de g. Elle permet donc de de´finir une extension centrale
E = g⊕Ke ou` K = R ou C en posant
[X + λe, Y + βe]E = [X,Y ] + f(X,Y )e.
On ve´rifie aise´ment que ceci est un crochet de Lie sur E, que e est dans le centre de E et dimE = dim g+1.
Conside´rons a` pre´sent l’application biline´aire sur g donne´e par
Ω(X,Y ) = ω(((D +D∗) ◦D +D∗ ◦ (D +D∗))(X), Y )
ou` D∗ est l’application adjointe de D par rapport a` la forme non de´ge´ne´re´e ω. Cette application
appartient a` Z2(g,K). Supposons que Ω ∈ B2(g,K). Il existe alors ZΩ ∈ g tel que
Ω(X,Y ) = ω(ZΩ, [X,Y ])
pour tout X,Y ∈ g. De´finissons alors la de´rivation D1 de l’alge`bre de Lie E en posant
D1(X) = −D(X)− ω(ZΩ, X)e, X ∈ g
D1(e) = 0.
Cette de´rivation permet de construire une extension par de´rivation de E de dimension dim g+2, qui est
un produit semi-direct
g′ = (g⊕Ke)⋉D1 Kd
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de E par un espace de dimension 1, note´ Kd. Son crochet est donne´ par
[X,Y ]g′ = [X,Y ]E X,Y ∈ E
[d,X ]g′ = −D1(X)− ω(ZΩ, X)e
pour tout X,Y ∈ E. Alors l’application biline´aire
ω1 : g
′ × g′ → g′
donne´e par {
ω1 |g×g= ω
ω1(e, d) = 1
les autres produits non de´finis e´tant nuls, est une forme symplectique sur g′ L’alge`bre symplectique
(g′, ω1) est appele´e la double extension symplectique de (g, ω) au moyen deD et ZΩ. Cette construction ne
fonctionne que sous l’hypothe`se Ω ∈ B2(g,K). Par contre, on montre que toute alge`bre de Lie nilpotente
symplectique de dimension 2n + 2 est une double extension symplectique d’une alge`bre symplectique
nilpotente de dimension 2n.
10 Structures complexes
Soit g une alge`bre de Lie re´elle de dimension paire 2n dont la multiplication est note´e µ. Une structure
complexe sur g est donne´e par un endomorphisme J : g→ g ve´rifiant{
J2 = −Id
µ(J(X), J(Y ) = µ(X,Y ) + J(µ(J(X), Y ) + µ(X, J(Y )))
pour tout X,Y ∈ g. Etablir l’existence d’une telle structure est un proble`me assez difficile. Dans le cas
nilpotent, S.Salamon donne dans [27] la classification des alge`bres de Lie nilpotentes re´elles de dimension
infe´rieure ou e´gale a` 6 admettant une telle structure. Cette classification montre qu’il existe des alge`bres
nilpotentes n’admettant aucune structure complexe. Dans [22] on montre le re´sultat suivant :
Proposition 12 Soit g une alge`bre de Lie filiforme re´elle de dimension 2n. Alors il n’existe aucune
structure complexe sur g.
Rappelons que la suite caracte´ristique c(g) d’une alge`bre de Lie nilpotente est l’invariant a` isomor-
phisme pre`s donne´ par
c(g) =max {c(X),X ∈ g−D1(g)}
ou` c(X) est la suite ordonne´e de´croissante des dimensions des blocs de Jordan de l’ope´rateur nilpotent
adX . En particulier la classe des alge`bres filiformes de dimension 2n est la classe des alge`bres de
caracte´ristique (2n− 1, 1). Une alge`bre est dite quasifiliforme si sa caracte´ristique est (2n− 2, 1, 1). En
dimension 6, il n’existe qu’une seule classe d’alge`bre quasi-filiforme admettant une structure complexe.
On peut lire ce travail dans [10] qui repose sur la notion de structures complexes ge´ne´ralise´es que l’on
pre´sente au paragraphe suivant.
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11 Structures complexes ge´ne´ralise´es
Les structures complexes ge´ne´ralise´es sont une nouvelle espe`ce de structures ge´ome´triques, introduites
par Nigel Hitchin, et qui contiennent les structures symplectiques et les structures complexes comme cas
extreˆmes. Elles sont en ge´ne´ralement de´finies sur des varie´te´s diffe´rentables. Nous particularisons cette
e´tude aux alge`bres de Lie, ceci correspondant aux structures complexes ge´ne´ralise´es invariantes a` gauche
sur des Groupes de Lie. Une pre´sentation de´taille´e est faite dans [11].
Soit g une alge`bre de Lie re´elle de dimension 2n. Notons par [X,Y ] le crochet de g. Si g∗ est le dual
vectoriel de g, on de´finit sur la somme directe externe g⊕ g∗ une structure d’alge`bre de Lie en posant
µ(X + α, Y + β) = [X,Y ] + i(X)dγ + i(Y )dα
ou` X,Y ∈ g, α, β ∈ g∗ et i(X) de´signant le produit inte´rieur, c’est-a`-dire
i(X)dα(Z) = dα(X,Z) = −α[X,Z].
Munissons cette alge`bre de Lie g⊕ g∗ du produit scalaire invariant (on dit que c’est une alge`bre de
Lie quadratique) donne´ par
< X + α, Y + β >=
1
2
(β(X) + α(Y )).
Ce produit scalaire est de signature (2n, 2n) (rappelons que g⊕ g∗ est de dimension 4n).
De´finition 26 On dit qu’un endomorphisme line´aire
J : g⊕ g∗ −→ g⊕ g∗
est une structure complexe ge´ne´ralise´e si
1. J est une isome´trie de <,>, c’est-a`-dire
< J(X + α), J(Y + β) >=< X + α, Y + β >
pour tout X,Y ∈ g et α, β ∈ g∗,
2. Si L est l’espace propre associe´ a` la valeur propre i de J sur l’espace complexe (g⊕ g∗)⊗C, alors
L est un sous-espace isotrope maximal de <,> (donc de dimension 2n), involutif pour µ, c’est-a`-dire
µ(L,L) ⊂ L.
On peut caracte´riser les sous-espaces isotropes et isotropes maximaux en utilisant les alge`bres de
Clifford. Rappelons brie`vement la de´finition. Une alge`bre de Clifford est une alge`bre unitaire associative
qui est engendre´e par un espace vectoriel V muni d’une forme quadratique Q soumise a` la condition
v2 = Q(v) pour tout v ∈ V.
Soit ϕ un spineur (on peut prendre par exemple un e´le´ment de Λg∗.) L’action de Clifford de g⊕ g∗ sur
le spineur φ est donne´e par
(X + α) • φ = i(X)φ+ α ∧ φ.
Cette action correspond a` une repre´sentation des alge`bres de Clifford car
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(X + α)2 • φ =< X + α,X + α > φ.
A tout spineur φ, faisons correspondre le sous-espace vectoriel Lφ de g⊕ g
∗ donne´ par
Lφ = {(X + α) ∈ g⊕ g
∗, (X + α) • φ = 0}.
On dira que φ est un spineur pur lorsque dimLφ = 2n. Dans ce cas Lφ est un sous-espace isotrope
maximal pour <,>. Inversement, si L est un sous-espace isotrope maximal, alors l’ensemble des spineurs
UL = {ϕ ∈ Λg
∗, L = Lϕ}
est une droite de spineurs (purs) engendre´e par un spineur du type
eB+iωθ1 ∧ . . . ∧ θk
ou` B et ω sont des formes re´elles et θi des formes complexes de degre´ 1. Dans cette expression e
A de´signe
Id+B +B ∧B/2+. . .
De´finition 27 On dira que la structure complexe ge´ne´ralise´e J est de type k si k est la codimension de
la projection de L sur g.
Notons que si J est de type k, alors le spineur pur engendrant L s’e´crit eB+iω θ1 ∧ . . .∧ θk (le meˆme
k).
Exemples.
1. Soit j une structure complexe sur l’alge`bre de Lie g re´elle de dimension 2n. Alors l’endomorphisme
de g⊕ g∗ donne´ par
Jj(X + α) = −j(X) + j
∗(α)
ou` j∗ de´signe la transpose´e de j est une structure complexe ge´ne´ralise´e de type (maximal) n. Dans ce
cas, si T0,1 est l’espace propre de j associe´ a` la valeur propre i, on a
L = (T0,1)⊕ (T0,1)
∗
et le spineur pur de´finissant L est donne´ par
ρ = eBθ1 ∧ . . . ∧ θn
Re´ciproquement, toute structure symplectique ge´ne´ralise´e de type n correspond a` une structure complexe
sur g.
2. Supposons que g admette une forme symplectique ω. Nous pouvons conside´rer ω comme un
isomorphisme
ω : g→ g∗
donne´ par ω(X) = i(X)ω. Soit l’endomorphisme de g⊕ g∗ donne´ par
Jω(X + α) = i(X)ω − ω
−1(α).
Il de´finit une structure complexe ge´ne´ralise´e de type 0. Dans ce cas
L =
{
X + α, ω−1(α) = iX, ω(X) = iα
}
= {X − iω(X), X ∈ g⊗C} .
Re´ciproquement, toute structure symplectique ge´ne´ralise´e de type 0 correspond a` une structure sym-
plectique sur g.
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12 Structures affines
Une structure affine sur une alge`bre de Lie g dont la multiplication est note´e µ est donne´e par une
application biline´aire
∇ : g⊗ g→ g
ve´rifiant {
∇(X,Y )−∇(Y,X) = µ(X,Y )
∇(X,∇(Y, Z))−∇(Y,∇(X,Z)) = ∇(∇(X,Y ), Z)−∇(∇(Y,X), Z)
pour tout X,Y, Z ∈ g. Cette ope´ration correspond en fait a` la donne´e d’une connexion affine sans
courbure ni torsion invariante a` gauche sur un groupe de Lie d’alge`bre de Lie g. Les identite´s ci-dessus
signifie que l’alge`bre (g,∇) est une alge`bre syme´trique gauche encore appele´e alge`bre de Pre´-Lie. Toute
alge`bre associative est donc de Pre´-Lie. On en de´duit que toute alge`bre de Lie associe´e a` une alge`bre
associative admet une structure affine. Si ∇ est commutative, alors c’est une multiplication associative
commutative et l’alge`bre de Lie associe´e est abe´lienne. Il y a donc une correspondance bijective entre
les alge`bres associatives commutatives de dimension n et les structures affines sur l’alge`bre abe´lienne
de dimension n. Par exemple, on pourra consulter cette classification pour n = 3 dans [21]. Pour la
dimension 4 on pourra consulter [8].
Le proble`me d’existence d’une structure affine sur une alge`bre nilpotente a longtemps e´te´ dicte´ par la
conjecture de Milnor stipulant que toute alge`bre de Lie nilpotente e´tait munie d’une structure affine. Ceci
impliquait en particulier que toute nilvarie´te´ e´tait affine (munie d’une connexion affine sans courbure
ni torsion). En fait Y. Besnoit a mis en e´vidence une nilvarie´te´ de dimension 11 sans structure affine.
L’alge`bre de Lie correspondante est filiforme [7] . Dans ce qui suit, on va donner des exemples de
structure affine construite en fonction de certaines proprie´te´s de g.
• Supposons que g soit de dimension 2n et munie d’une forme symplectique ω. Pour tout X ∈ g, soit
fX l’adjoint de adX pour la forme ω :
ω(µ(Y,X), Z) = −ω(Y, fX(Z))
pour tout Y, Z ∈ g. On ve´rifie assez facilement que l’ope´ration
∇(X,Y ) = fX(Y )
munie g d’une structure affine.
• Supposons que g soit munie d’une de´rivation f inversible. Ceci implique ne´cessairement que g soit
nilpotente. Rappelons qu’une de´rivation est un endomorphisme line´aire f : g→ g ve´rifiant
f(µ(X,Y )) = µ(f(X), Y ) + µ(X, f(Y ))
pour tout X,Y ∈ g. L’application biline´aire de´finie par
∇(X,Y ) = f−1(µ(f(X), Y ))
est une structure affine sur g. La de´monstration est laisse´e ici aussi en exercice.
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• On peut e´galement construire une telle structure en conside´rant une de´rivation f inversible ou non
mais en supposant que la restriction de la de´rivation f a` l’alge`bre de´rive´e soit inversible. Dans ce
cas l’ope´ration ∇ est de´finie comme ci-dessus.
• Supposons que g soit munie d’un ope´rateur de Baxter-Yang R, c’est-a`-dire d’un endomorphisme
ve´rifiant
µ(R(X), R(Y ) = R(µ(R(X), Y ) + µ(X,R(Y ))).
Alors l’ope´ration
∇(X,Y ) = µ(R(X), Y )
est une multiplication d’alge`bre de Pre´-Lie. On en de´duit que l’alge`bre de Lie g′ de multiplication
µ′ donne´e par
µ′(X,Y ) = ∇(X,Y )−∇(Y,X)
est munie d’une structure affine. En ge´ne´ral µ′ 6= µ sauf si l’application Id−R est a` valeurs dans
le centre de g.
• Dans le meˆme ordre d’ide´e, si g est munie d’un ope´rateur de Baxter-Rota R, c’est-a`-dire d’un
endomorphisme ve´rifiant
µ(R(X), R(Y ) + µ(X,Y ) = R(µ(R(X), Y ) + µ(X,R(Y )))
alors l’application
∇(X,Y ) = µ(R(X), Y )
donne un re´sultat analogue au pre´dent.
• Si g est une alge`bre de Lie re´elle de dimension 2n munie d’une structure complexe inte´grable,
c’est-a`-dire d’un endomorphisme J : g→ g ve´rifiant J2 = −Id et la condition de Nijenhuis
µ(J(X), J(Y ) = µ(X,Y ) + J(µ(J(X), Y ) + µ(X, J(Y )))
alors le morphisme R = −iJ est un ope´rateur de Baxter-Rota. On en de´duit que
∇(X,Y ) = µ(J(X), Y )
de´finit une structure affine sur l’alge`bre de Lie de multiplication µ′(X,Y ) = ∇(X,Y )−∇(Y,X).
13 Espaces homoge`nes re´ductifs
Soient G un groupe de Lie connexe et H un sous-groupe de Lie. On dit que l’espace homoge`neM = G/H
est re´ductif si l’alge`bre de Lie g de G peut se de´composer en une somme directe vectorielle
g = h⊕m
ou` h est l’alge`bre de Lie de H et m un sous espace vectoriel ve´rifiant
ad(H)m ⊂ m
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ce qui est e´quivalent si H est connexe a`
[h,m] ⊂ m.
Ici, on note par [X,Y ] la multiplication de g, pour rester conforme aux e´critures classiques en ge´ome´trie
diffe´rentielle. De telles varie´te´s admettent toujours des connexions invariantes par G et une unique con-
nexion affine ∇ sans torsion G-invariante qui est comple`te. En ce qui concerne les me´triques (rieman-
niennes ou pseudo-riemanniennes), il y a une correspondance bijective entre l’ensembles des me´triques
sur l’espace homoge`ne re´ductif M = G/H invariante par G et les formes biline´aires syme´triques non
de´ge´ne´re´es B sur m qui sont ad(H)−invariantes, c’est-a`-dire, si H est connexe, qui ve´rifient
B([Z,X ], Y ) +B(X, [Z, Y ]) = 0
pour X,Y ∈ m et Z ∈ h. La connexion riemannienne associe´e co¨ıncide avec la connexion affine canonique
sans torsion si et seulement si
B([Z,X ]m, Y ) +B(X, [Z, Y ]m) = 0
pour X,Y, Z ∈ m ou` [, ]m de´signe la projection sur m du crochet. Dans ce cas, M est appele´ espace
homoge`ne riemannien naturellement re´ductif.
13.1 Espaces syme´triques
La classe la plus connue et la plus e´tudie´e d’espaces homoge`nes re´ductifs et dans le cas riemannien,
naturellement re´ductifs est celle des espaces syme´triques. Un espace syme´trique est la donne´e d’un
espace homoge`ne M = G/H et d’un automorphisme involutif σ de G tel que H soit compris entre le
sous groupe Gσ des points fixes de G par σ et sa composante connexe passant par l’identite´ de G. Ceci
revient a` se donner, en tout point x ∈M , un diffe´omorphisme involutif, appele´e syme´trie et note´e sx, tel
que x soit un point fixe isole´. Dans ce cas, l’alge`bre de Lie g est syme´trique, c’est-a`-dire s’e´crit, d’apre`s
la de´composition re´ductive
g = h⊕m
avec 
[h, h] ⊂ h
[h,m] ⊂ m
[m,m] ⊂ h
Notons que dans ce cas, on a ne´cessairement ad(H)m ⊂ m et donc un espace syme´trique est bien re´ductif.
De plus, la connexion canonique associe´e a` tout espace homoge`ne re´ductif est, dans le cas syme´trique,
la seule connexion affine invariante par les syme´tries. Conside´rons une alge`bre de Lie syme´trique.
L’application ρ de´finie par ρ(X) = X pour tout X ∈ h et ρ(Y ) = −Y pour tout Y ∈ m est un automor-
phisme involutif de g. Ainsi toute espace syme´trique de´finit une alge`bre de Lie syme´trique naturellement
munie d’un automorphisme involutif. La re´ciproque n’est pas exacte. Toutefois, si on suppose que le
groupe de Lie G est connexe et simplement connexe, alors l’automorphisme ρ de g induit un automor-
phisme involutif σ de G et pour tout sous-groupe de Lie H compris entre le sous-groupe des points fixes
de σ et sa composante de l’idente´, son alge`bre de Lie e´tant h, l’espace homoge`ne G/H est syme´trique et
l’automorphisme associe´ est σ.
Un espace syme´trique est dit riemannien s’il est muni d’une me´trique G-invariante pour laquelle
les syme´tries sx sont des isome´tries pour tout x ∈ M = G/H. En fait, dans ce cas, G correspond
au plus grand groupe connexe des isome´tries de M et H le sous-groupe d’isotropie en un point fixe´
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de M . Si la me´trique est riemannienne, alors H est compact, si elle est pseudo-riemannienne ceci
n’est pas toujours vrai. Dans tous les cas, on suppose que le sous-groupe ad(H) des transformations
line´aires de g est compact. On en de´duit que g admet un produit scalaire ad(H) invariant tel que h
et m soient orthogonaux. En restriction a` m, on retrouve la me´trique G−invariante munissant G/H
d’une structure d’espace syme´trique riemannien. La connexion riemannien co¨ıncide ne´cessairement avec
la connexion naturelle sans torsion de l’espace homoge`ne re´ductif G/H . L’espace riemannien G/H est
donc naturellement re´ductif. Les alge`bres de Lie syme´triques correspondantes aux espaces syme´triques
riemanniens sont les alge`bres de Lie orthogonales syme´triques. Ce sont des alge`bres de Lie syme´triques
g = h⊕m telles que l’alge`bre de Lie ad(h) soit compacte. Si H n’a qu’un nombre fini de composantes
connexes, ceci est e´quivalent a` dire que le groupe ad(H) est compact. Nous avons vu que g admettait
un produit scalaire B qui est donc ad(h)−invariant et pour lequel h et m sont orthogonaux. L’invariance
de B se traduit par
B([X,Y ], Z) +B(Y, [X,Z]) = 0
pour toutX ∈ h et Y, Z ∈ m. On en de´duit la structure d’une alge`bre syme´trique orthogonale. Supposons
l’espace syme´trique riemannien (et non pseudo-riemannien). Si le centre de g ne rencontre pas m, alors
g est la somme directe de deux alge`bres syme´triques orthogonales g1 = h1 ⊕ m1 et g2 = h2 ⊕ m2 avec
[m1,m1] = 0 et g2 semi-simple. L’e´tude des alge`bres de Lie syme´triques orthogonales se rame`ne donc a`
la classe des alge`bres semi-simples. Si l’alge`bre syme´trique orthogonale est simple, la forme de Killing-
Cartan K de g est de´finie (positive ou ne´gative) sur m. Elle est dite de type compact si K est de´finie
ne´gative sur m, et de type non-compact si elle est de´finie positive. Dans le premier cas, l’espace G/H est
syme´trique riemannien compact. Leur classification se de´crit entie`rement par celle des alge`bres simples
syme´triques orthogonales compactes. Elle est due a` Elie Cartan. Dans la liste suivante on donne le couple
(g, h).
AI : (su(n), so(n))
AII : (su(2n), sp(n))
AIII : (su(p+ q), su(p)⊕ su(q)
BDI : (so(p+ q), so(p)⊕ so(q)
DIII : (so(2n), u(n))
CI : (sp(n), u(n))
CII : (sp(p+ q), sp(p)⊕ sp(q)
EI : (E(6), sp(4))
EII (E(6), su(6)⊕ su(2))
EIII : (E(6), so(10)⊕ so(2))
EIV : (E(6), F (4))
EV : (E(7), su(8))
EVI : (E(7), so(12)⊕ su(2))
EVII : (E(7), E(6)⊕ so(2))
EVIII: (E(8), so(16))
EIX : (E(8), E(7)⊕ su(2))
FI : (F (4), sp(3)⊕ su(2))
FII: (F (4), so(9))
G : (G(2), su(2)⊕ su(2))
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13.2 Espaces homoge`nes re´ductifs non-syme´triques
Soit Γ un groupe abe´lien fini. Un espace homoge`ne M = G/H est dit Γ−syme´trique s’il existe un
sous-groupe ΓG de Aut(G) isomorphe a` Γ tel que H soit compris entre l’ensemble des points fixes de
tous les e´le´ments σγ de ΓG et sa composante connexe passant par l’e´le´ment neutre. Dans ce cas, il existe
pour tout x ∈ M un sous-groupe du groupe des diffe´omorphismes de M isomorphe a` Γ. Les e´le´ments
sont appele´s les syme´tries et note´es sγ,x et x et un point fixe isole´ de ces syme´tries. L’alge`bre de Lie g
de G admet une de´composition Γ−syme´trique, c’est-a`-dire s’e´crit
g = ⊕γ∈Γ gγ
avec
[gγ1 , gγ2 ] ⊂ gγ1γ2 .
Une telle alge`bre est appele´e Γ-syme´trique. Cette graduation est de´finie par un sous-groupe d’automor-
-phisme de g isomorphe a` Γ et si G est connexe et simplement connexe, cette graduation de´finit une struc-
ture Γ−syme´trique sur G/H. Si on pose m = ⊕γ 6=1Γ gγ , on voit que g = g1Γ⊕m et cette de´composition
donne une structure d’espace homoge`ne re´ductif sur G/H. Contrairement aux espaces syme´triques, la
connexion canonique de Nomizu et la connexion canonique sans torsion d’un espace homoge`ne re´ductif
ne co¨ıncident pas. Dans [?], en utilisant les graduations des alge`bres simples par des groupes finis, on
donne la classification des espaces homoge`nes re´ductifs Z22-syme´triques lorsque g est simple et non ex-
ceptionnelle. On en de´duit en particulier la classification des alge`bres simples compactes Z22-syme´triques
non exceptionnelles :
(su(2n), su(n))
(su(k1 + k2), su(k1)⊕ su(k2)⊕ C)
(su(k1 + k2 + k3), su(k1)⊕ su(k2)⊕ su(k3)⊕ C
2)
(su(k1 + k2 + k3 + k4), su(k1)⊕ su(k2)⊕ su(k3)⊕ su(k4)⊕ C
3)
(su(n), so(n))
(su(2m), sp(m))
(su(k1 + k2), so(k1)⊕ so(k2))
(su2(k1 + k2), sp(2k1)⊕ sp(2k2))
(so(k1 + k2 + k3 + k4), so(k1)⊕ so(k2)⊕ so(k3)⊕ so(k4))
(so(4m), sp(2m))
(so(2m), so(m))
(sp(k1 + k2 + k3 + k4), sp(k1)⊕ sp(k2)⊕ sp(k3)⊕ sp(k4))
(sp(4m), sp(2m))
(sp(2m), so(m))
13.3 Espaces riemanniens et pseudo-riemanniens Γ-syme´triques
Soit (M = G/H,Γ) un espace homoge`ne Γ-syme´trique.
De´finition 28 Une me´trique riemannienne g sur M est dite adapte´e a` la structure Γ-syme´trique si
chacune des syme´tries sγ,x est une isome´trie.
Si ▽g est la connexion de Levi-Civita de g, cette connexion ne co¨ıncide pas en ge´ne´ral avec la
connexion canonique ▽ de l’espace homoge`ne (Γ-syme´trique). Ces deux connexions co¨ıncident si et
seulement si g est naturellement re´ductive.
50
Par exemple dans le cas de la sphe`re S3 conside´re´e comme espace (Z2)
2-syme´trique, les me´triques
adapte´es a` cette structure sont les me´triques sur SO(4)/Sp(2) invariantes par SO(4) chacune e´tant de´finie
par une forme biline´aire syme´triqueB sur so(4) qui est ad(sp(2))-invariante. Si so(4) = sp(2)⊕ga⊕gb⊕gc
est la de´composition (Z2)
2-gradue´e correspondante, le fait de dire que sur S3 les syme´tries sγ,x sont des
isome´tries est e´quivalent a` dire que les espaces ge, ga, gb, gc sont deux a` deux orthogonaux pour B.
De´crivons en de´tail cette graduation:
sp(2) =


0 −a2 −a3 −a4
a2 0 −a4 a3
a3 a4 0 −a2
a4 −a3 a2 0


, ga =


0 0 0 x
0 0 −x 0
0 x 0 0
−x 0 0 0


,
gb =


0 y 0 0
−y 0 0 0
0 0 0 −y
0 0 y 0


et gc =


0 0 z 0
0 0 0 z
−z 0 0 0
0 −z 0 0


.
Si {A1, A2, A3, X, Y, Z} est une base adapte´e a` cette graduation et si {α1, α2, α3, ω1, ω2, ω3} en est la
base duale alors
B |ga⊕gb⊕gc= λ
2
1ω
2
1 + λ
2
2ω
2
2 + λ
2
3ω
2
3 .
La me´trique correspondante sera naturellement re´ductive si et seulement si λ1 = λ2 = λ3 et dans ce
cas-la` elle correspond a` la restriction de la forme de Killing Cartan.
13.4 Exemple : l’espace pseudo-riemannien SO(2m)/Sp(m)
13.4.1 La graduation (Z2)
2-syme´trique
Conside´rons les matrices
Sm =
(
0 Im
−In 0
)
, Xa =
(
−1 0
0 1
)
, Xb =
(
0 1
1 0
)
, Xc =
(
0 −1
1 0
)
.
Soit M ∈ so(2m). Les applications
τa(M) = J
−1
a MJa
τb(M) = J
−1
b MJb
τa(M) = J
−1
c MJc
ou` Ja = Sm ⊗ Xa, Jb = Sm ⊗ Xb, Jc = Sm ⊗ Xc sont des automorphismes involutifs de so(2m) qui
commutent deux a` deux. Ainsi {Id, τa, τb, τc} est un sous groupe de Aut(so(2m)) isomorphe a` (Z2)
2. Il
de´finit donc une (Z2)
2-graduation
so(2m) = ge ⊕ ga ⊕ gb ⊕ gc
ou`
ge = {M ∈ so(2m) / τa(M) = τb(M) = τc(M) =M}
ga = {M ∈ so(2m) / τa(M) = τc(M) = −M, τb(M) =M}
gb = {M ∈ so(2m) / τb(M) = τc(M) = −M, τa(M) =M}
gc = {M ∈ so(2m) / τa(M) = τb(M) = −M, τc(M) =M}
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Ainsi
ge =


A1 B1 A2 B2
−B1 A1 B2 −A2
−tA2 −
tB2 A1 B1
−tB2
tA2 −B1 A1
 avec
tA1 = −A1,
tB1 = B1
tA2 = A2,
tB2 = B2

ga =


X1 Y1 Z1 T1
Y1 −X1 −T1 Z1
−tZ1
tT1 −X1 −Y1
−tT1 −
tZ1 −Y1 X1
 avec
tX1 = −X1,
tY1 = −Y1
tZ1 = −Z1,
tT1 = T1

gb =


X2 Y2 Z2 T2
−Y2 X2 T2 Z2
−tZ2 −
tT2 −X2 −Y2
−tT2 −
tZ2 Y2 −X2
 avec
tX2 = −X2,
tY2 = Y2
tZ2 = −Z2,
tT2 = −T2

gc =


X3 Y3 Z3 T3
Y3 −X3 −T3 Z3
−tZ3
tT3 X3 Y3
−tT3 −
tZ3 Y3 −X3
 avec
tX3 = −X3,
tY3 = −Y3
tZ3 = Z3,
tT3 = −T3

Notons que dimge = m(2m+ 1), dimga = dimgb = dimgc = m(2m− 1).
Proposition 13 Dans cette graduation ge est isomorphe a` sp(m) et toute (Z2)
2-graduation de so(2m)
telle que ge soit isomorphe a` sp(m) est e´quivalente a` la graduation ci-dessus.
En effet ge est simple de rang m et de dimension m(2m + 1). La deuxie`me partie re´sulte de la
classification donne´e dans [4] et [5].
Corollaire 4 Il n’existe, a` e´quivalence pre`s, qu’une seule structure d’espace homoge`ne (Z2)
2-syme´trique
sur l’espace homoge`ne compact SO(2m)/Sp(m).
Cette structure est associe´e a` l’existence en tout point x de SO(2m)/Sp(m) d’un sous-groupe de
Diff(M) isomorphe a` (Z2)
2. Notons Γx ce sous-groupe. Il est entie`rement de´fini de`s que l’on connait
Γ1¯ ou` 1¯ est la classe dans SO(2m)/Sp(m) de l’e´le´ment neutre 1 de SO(2m). Notons
Γ1¯ =
{
se,1¯, sa,1¯, sb,1¯, sc,1¯
}
,
les syme´tries sγ,1¯(x) = π(ργ(A)) ou` π : SO(2m) → SO(2m)/Sp(m) est la submersion canonique,
x = π(A) et ργ est un automorphisme de SO(2m) dont l’application tangente en 1 coincide avec τγ .
Ainsi 
ρa(A) = J
−1
a AJa
ρb(A) = J
−1
b AJb
ρc(A) = J
−1
c AJc
.
Si B ∈ π(A) alors il existe P ∈ Sp(m) tel que B = AP . On a J−1a BJa = J
−1
a AJaJ
−1
a PJa = J
−1
a AJa
car P est invariante pour tous les automorphismes ρa, ρb, ρc.
Une me´trique non de´ge´ne´re´e g invariante par SO(2m) sur SO(2m)/Sp(m) est adapte´e a` la (Z2)
2-
structure si les syme´tries sx,γ sont des isome´tries c’est-a`-dire si les automorphismes ργ induisent des
isome´tries line´aires.
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Ceci implique que g soit de´finie par une forme biline´aire syme´trique non de´ge´ne´re´e B sur ga ⊕ gb ⊕ gc
telle que les espaces ga, gb, gc soient deux a` deux orthogonaux. De´terminons toutes les formes biline´aires
B ve´rifiant les hypothe`ses ci-dessus. Une telle forme s’e´crit donc
B = Ba +Bb +Bc
ou` Ba(resp. Bb, resp. Bc ) est une forme biline´aire syme´trique non de´ge´ne´re´e invariante par ge dont le
noyau contient gb ⊕ gc (resp. ga ⊕ gc, resp. ga ⊕ gb).
13.4.2 Exemples
1) Dans le cas de la sphe`re SO(4)/Sp(2) la me´trique adapte´e a` la structure (Z2)
2-syme´trique est de´finie
par la forme biline´aire B sur ga⊕ gb⊕ gc qui est ad(sp(2))-invariante. Nous avons vu qu’une telle forme
s’e´crivait
B = λ21ω
2
1 + λ
2
2ω
2
2 + λ
2
3ω
2
3 .
Elle est de´finie positive si et seulement si les coefficients λi sont positifs ou nuls.
2) Conside´rons l’espace (Z2)
2-syme´trique compact SO(8)/Sp(4). Afin de fixer les notations e´crivons
la (Z2)
2-graduation de so(8) ainsi:
ga =


X1 Y1 Z1 T1
Y1 −X1 −T1 Z1
−tZ1
tT1 −X1 −Y1
−tT1 −
tZ1 −Y1 X1
 avec
tX1 = −X1,
tY1 = −Y1
tZ1 = −Z1,
tT1 = T1

gb =


X2 Y2 Z2 T2
−Y2 X2 T2 Z2
−tZ2 −
tT2 −X2 −Y2
−tT2
tZ2 Y2 −X2
 avec
tX2 = −X2,
tY2 = Y2
tZ2 = −Z2,
tT2 = −T2

gc =


X3 Y3 Z3 T3
Y3 −X3 −T3 Z3
−tZ3
tT3 X3 Y3
−tT3 −
tZ3 Y3 −X3
 avec
tX3 = −X3,
tY3 = −Y3
tZ3 = Z3,
tT3 = −T3

et pour la matrice Xi (resp. Yi, Zi, Ti) on notera Xi =
(
0 xi
−xi 0
)
si elle est antisyme´trique ou
Xi =
(
x1i x
2
i
x2i x
3
i
)
si elle est syme´trique, c’est a` dire Xi =
∑
j x
j
iX
j
i .
Enfin on notera par les lettres αi, βi, γi, δi les formes line´aires duales des vecteurs de´finis respec-
tivement par les matrices Xi, Yi, Zi, Ti. Ainsi si Xi est antisyme´trique, la forme duale correspon-
dante sera note´e αi, et si Xi est syme´trique, les formes duales α
1
i , α
2
i , α
3
i correspondent aux vecteurs(
1 0
0 0
)
,
(
0 1
1 0
)
,
(
0 0
0 1
)
. Ceci e´tant la forme B s’e´crit Ba + Bb + Bc ou` la forme Bγ a pour
noyau gγ1 ⊕ gγ2 avec gγ 6= gγ1 et gγ 6= gγ2 . De´terminons Ba. Comme elle est invariante par ad(sp(2))
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on obtient: 
Ba(X1, Y1) = Ba(X1, Z1) = Ba(X1, T
i
1) = 0
Ba(Y1, Z1) = Ba(Y1, T
i
1) = 0
Ba(Z1, T
i
1) = Ba(T
i
1, T
2
1 ) = 0 pour i = 1, 3
Ba(X1, X1) = Ba(Y1, Y1) = Ba(Z1, Z1) = Ba(T
2
1 , T
2
1 ) = 0
Ba(T
1
1 , T
1
1 ) = Ba(T
3
1 , T
3
1 )
Ba(X1, X1) = 2Ba(T
1
1 , T
1
1 )− 2Ba(T
1
1 , T
3
1 )
Ainsi la forme quadratique associe´e s’e´crit
qga = λ1(α
2
1 + β
2
1 + γ
2
1 + (δ
2
1)
2) + λ2((δ
1
1)
2) + (δ31)
2) + (λ2 −
λ1
2
)((δ11)(δ
3
1))
soit
qga = λ1(α
2
1 + β
2
1 + γ
2
1 + (δ
2
1)
2) + (
3λ2
4
−
λ1
8
)(δ11 + δ
3
1)
2 + (
λ2
4
+
λ1
8
)(δ11 − δ
3
1)
2.
De meˆme nous aurons
qgb = λ3(α
2
2 + (β
2
2)
2 + γ22 + δ
2
2) + (
3λ4
4
−
λ3
8
)(β12 + β
3
2)
2 + (
λ4
4
+
λ3
8
)(β12 − β
3
2)
2
et
qgc = λ5(α
2
3 + β
2
3 + (γ
2
3)
2 + δ23) + (
3λ6
4
−
λ5
8
)(γ13 + γ
3
3)
2 + (
λ6
4
+
λ5
8
)(γ13 − γ
3
3)
2.
Remarques. 1. La forme B de´finit une me´trique riemannienne si et seulement si
λ2p >
λ2p−1
6
> 0
pour p = 1, 2, 3. Si cette contrainte est relache´e, la forme B, suppose´e non de´ge´ne´re´e, peut de´finir
une me´trique pseudo-riemannienne sur l’espace (Z2)
2-syme´trique. Nous verrons cela dans le dernier
paragraphe.
2. Conside´rons le sous-espace ge ⊕ ga. Comme [ga, ga] ⊂ ge, c’est une sous-alge`bre de so(8) (ou
plus ge´ne´ralement de g) admettant une stucture syme´trique. La forme Ba induit donc une structure
riemannienne ou pseudo-riemannienne sur l’espace syme´trique associe´ a` l’espace syme´trique local (ge, ga).
Dans l’exemple pre´ce´dent ge ⊕ ga est la sous-alge`bre de so(8) donne´e par les matrices:
X1 X3 X4 X5
−tX3 X2 X6 −
tX4
−tX4 −
tX6 X2
tX3
−tX5 X4 −
tX3 X2
 avec
tX1 = −X1,
tX2 = −X2
tX5 = X5,
tX6 = X6
Dans [8], on de´termine les espaces re´els en e´tudiant ces structures syme´triques ge ⊕ ga donne´es par
deux automorphismes commutant de g. En effet si g est simple re´elle et si σ est un automorphisme
involutif de g, il existe une sous-alge`bre compacte maximale g1 de g qui est invariante par σ et l’e´tude
des espaces locaux syme´triques (g, ge) se rame`ne a` l’e´tude des espaces locaux syme´triques (g1, g11) ou` g1
est compacte. Dans ce cas g est de´finie a` partir de g1 par un automorphisme involutif τ commutant avec
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l’automorphisme σ. Ici notre approche est en partie similaire mais le but est de regarder la structure
des espaces non syme´trique associe´s aux paires (g, ge).
Dans le cas particulier de l’espace (Z2)
2-syme´trique compact SO(8)/Sp(4), l’alge`bre de Lie ge ⊕ ga
est isomorphe a` so(4) ⊕ R ou` R de´signe l’alge`bre abe´lienne de dimension 1. Notons e´galement que
chacun des espaces syme´triques ge ⊕ ga, ge ⊕ gb, ge ⊕ gc est isomorphe a` so(4) ⊕ R. Mais ceci n’est pas
ge´ne´ral, les alge`bres syme´triques peuvent ne pas eˆtre isomorphes ni meˆme de meˆme dimension. L’espace
syme´trique compact connexe associe´ est l’espace homoge`ne Su(4)/Sp(2) × T ou` T est le tore a` une
dimension. C’est un espace riemannien syme´trique compact non irre´ductible. La me´trique qga de´finie
pre´ce´demment correspond a` une me´trique riemannienne ou pseudo-riemannienne sur cet espace. La
restriction au premier facteur correspond a` la me´trique associe´e a` la forme de Killing Cartan sur su(4).
Elle correspond a` λ2 =
λ1
2 .
13.4.3 Cas ge´ne´ral: me´triques adapte´es sur SO(2m)/Sp(m)
Notations. Nous avons e´crit une matrice ge´ne´rale de ga sous la forme (13.4.1). Si on note (X1, Y1, Z1, T1)
un e´le´ment de ga, on conside`re la base de ga, {X1,ij , Y1,ij , Z1,ij , T1,ij} correspondant aux matrices
e´le´mentaires . La base duale sera note´e (αa,ij , βa,ij , γa,ij , δa,ij). Rappelons que X1, Y1, Z1 sont anti-
syme´triques alors que T1 est syme´trique. Les crochets correspondent aux repre´sentations de so(
m
2 ) sur
lui-meˆme ou de so(m2 ) sur l’espace des matrices syme´triques. On aura donc
qga = λ
a
1(
∑
(α2a,ij + β
2
a,ij + γ
2
a,ij) +
∑
i6=j
δ2a,ij) + λ
a
2(δ
2
a,ii) + (λ
a
2 −
λa1
2
)(
∑
i<j
(δa,iiδa,jj).
Les formes qgb et qgc admettent une de´composition analogue, en tenant compte du fait que dans gb ce sont
les matrices Y2 qui sont syme´triques et pour ga les matrices Z1 (13.4.1). On note (αb,ij , βb,ij , γb,ij , δb,ij) la
base duale de {X2,ij , Y2,ij , Z2,ij , T2,ij} et par (αc,ij , βc,ij , γc,ij , δc,ij) la base duale de {X3,ij, Y3,ij , Z3,ij, T3,ij}.
Proposition 14 Toute me´trique non de´ge´ne´re´e adapte´e a` la structure (Z2)
2-syme´trique de l’espace
homoge`ne SO(2m)/Sp(m) est de´finie a` partir de la forme biline´aire ad(ge)-invariante sur ga ⊕ gb ⊕ gc
B = qga + qgb + qgb avec
qga = λ
a
1
(∑
(α2a,ij + β
2
a,ij + γ
2
a,ij
)
+
∑
i6=j δ
2
a,ij) + λ
a
2(δ
2
a,ii) + (λ
a
2 −
λa
1
2 )(
∑
i<j(δa,iiδa,jj)
qgb = λ
b
1(
∑
(α2b,ij + γ
2
ij) + δ
2
b,ij +
∑
i6=j β
2
b,ij) + λ
b
2(β
2
b,ii) + (λ
b
2 −
λb
1
2 )(
∑
i<j(βb,iiβb,jj)
qgc = λ
c
1(
∑
(β2c,ij + γ
2
c,ij) + δ
2
c,ij +
∑
i6=j α
2
c,ij) + λ
c
2(α
2
c,ii) + (λ
c
2 −
λc
1
2 )(
∑
i<j(αc,iiαc,jj)
Soit γ ∈ {a, b, c}. Les valeurs propres de la forme qgγ sont
µ1,γ = λ
γ
1 , µ2,γ = λ
γ
2/2 + λ
γ
1/4, µ3,γ = λ
γ
2
r + 1
2
− λγ1
r − 1
4
ou` r est l’ordre commun des matrices syme´triques X4, Y2, Z1. Ces valeurs propres sont respectivement
de multiplicite´ dimgγ − r, r − 1, 1. Le signe des valeurs propres µ2,γ et µ3,γ est donc{
µ2,γ > 0⇐⇒ λ
γ
2 > −λ
γ
1/2
µ3,γ > 0⇐⇒ λ
γ
2 > −λ
γ
1
r−1
2(r+1)
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On en de´duit, si s(q) de´signe la signature de la forme quadratique q :
s(qgγ ) = (dimgγ , 0) ⇔ (λ
γ
1 > 0, λ
γ
2 > λ
γ
1
r−1
2(r+1) )
= (dimgγ − 1, 1) ⇔ (λ
γ
1 > 0, −λ
γ
1/2 < λ
γ
2 < λ
γ
1
r−1
2(r+1) )
= (dimgγ − r, r) ⇔ (λ
γ
1 > 0, λ
γ
2 < −λ
γ
1/2)
= (r, dimgγ − r) ⇔ (λ
γ
1 < 0, λ
γ
2 > −λ
γ
1/2)
= (1, dimgγ − 1) ⇔ (λ
γ
1 < 0, λ
γ
1
r−1
2(r+1) < λ
γ
2 < −λ
γ
1/2)
= (0, dimgγ) ⇔ (λ
γ
1 < 0, λ
γ
2 < λ
γ
1
r−1
2(r+1)
Notons que µ2,γ = µ3,γ si et seulement si λ
γ
1 = 2λ
γ
2 .
13.4.4 Classification des me´triques riemanniennes adapte´es sur SO(2m)/Sp(m)
Comme r = m
2+m−2
m2+m+2 on a le re´sultat suivant
The´ore`me 14 Toute me´trique riemannienne sur SO(2m)/Sp(m) adapte´e a` la structure (Z2)
2-syme´trique
est de´finie a` partir de la forme biline´aire sur ga ⊕ gb ⊕ gc
B = qga(λ
a
1 , λ
a
2) + qgb(λ
b
1, λ
b
2) + qgb(λ
b
1, λ
b
2)
avec {
λγ1 > 0
λγ2 > λ
γ
1
m2+m−2
2(m2+m+2 )
pour tout γ ∈ {a, b, c}.
Pour une telle me´trique, la connexion de Levi-Civita ne co¨ıncide pas en ge´ne´ral avec la connexion
canonique associe´e a` la structure (Z2)
2-syme´trique ([5]). Ces deux connexions sont les meˆmes si et
seulement si la mt´rique riemannienne est naturellement re´ductive. Elle correspond donc a` la restriction
de la forme de Killing (au signe pre`s) de SO(2m). Cette me´trique correspond a` la forme biline´aire B
de´finie par les parame`tres
λa1 = λ
b
1 = λ
c
1 = 2λ
a
2 = 2λ
b
2 = 2λ
c
2.
13.4.5 Classification des me´triques lorentziennes adapte´es sur l’espace SO(2m)/Sp(m)
Les me´triques lorentziennes adapte´es a` la structure (Z2)
2-syme´trique sont de´finies par les formes biline´aires
B, de´finies dans la section pre´ce´dente, dont la signature est (dim(ga) + dim(gb) + dim(gc)− 1, 1). On a
donc
The´ore`me 15 Toute me´trique lorentzienne sur SO(2m)/Sp(m) adapte´e a` la structure (Z2)
2-syme´trique
est de´finie par l’une des formes biline´aires
B = qga(λ
a
1 , λ
a
2) + qgb(λ
b
1, λ
b
2) + qgb(λ
b
1, λ
b
2)
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avec 
∀γ ∈ {a, b, c}, λγ1 > 0
∃γ0 ∈ {a, b, c} tel que − λ
γ0
1 /2 < λ
γ0
2 < λ
γ0
1
r−1
2(r+1)
∀γ 6= γ0, λ
γ
2 > λ
γ
1
r−1
2(r+1) .
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