Gene expression data usually contain a large number of genes but a small number of samples. Feature selection for gene expression data aims at finding a set of genes that best discriminate biological samples of different types. Using machine learning techniques, traditional gene selection based on empirical mutual information suffers the data sparseness issue due to the small number of samples. To overcome the sparseness issue, we propose a model-based approach to estimate the entropy of class variables on the model, instead of on the data themselves. Here, we use multivariate normal distributions to fit the data, because multivariate normal distributions have maximum entropy among all real-valued distributions with a specified mean and standard deviation and are widely used to approximate various distributions. Given that the data follow a multivariate normal distribution, since the conditional distribution of class variables given the selected features is a normal distribution, its entropy can be computed with the log-determinant of its covariance matrix. Because of the large number of genes, the computation of all possible log-determinants is not efficient. We propose several algorithms to largely reduce the computational cost. The experiments on seven gene data sets and the comparison with other five approaches show the accuracy of the multivariate Gaussian generative model for feature selection, and the efficiency of our algorithms.
G ENE expression refers to the level of production of protein molecules defined by a gene. Monitoring of gene expression is one of the most fundamental approach in genetics and molecular biology. The standard technique for measuring gene expression is to measure the mRNA instead of proteins, because mRNA sequences hybridize with their complementary RNA or DNA sequences while this property lacks in proteins. The DNA arrays, pioneered in [5] and [10] , are novel technologies that are designed to measure gene expression of tens of thousands of genes in a single experiment. The ability of measuring gene expression for a very large number of genes, covering the entire genome for some small organisms, raises the issue of characterizing cells in terms of gene expression, that is, using gene expression to determine the fate and functions of the cells. The most fundamental of the characterization problem is that of identifying a set of genes and its expression patterns that either characterize a certain cell state or predict a certain cell state in the future [18] .
When the expression data set contains multiple classes, the problem of classifying samples according to their gene expression becomes much more challenging, especially when the number of classes exceeds five [24] . Moreover, the special characteristics of expression data add more challenge to the classification problem. Expression data usually contain a large number of genes (in thousands) and a small number of experiments (in dozens). In machine learning terminology, these data sets are usually of very high dimensions with undersized samples. In microarray data analysis, many gene selection methods have been proposed to reduce the data dimensionality [31] .
Gene selection aims to find a set of genes that best discriminate biological samples of different types. The selected genes are "biomarkers," and they form a "marker panel" for analysis. Most gene selection schemes are based on binary discrimination using rank-based schemes [8] such as information gain, which reduces the entropy of the class variables given the selected features. One critical issue in these rank-based methods is data sparseness. For example, the estimation of the traditional information gain is an empirical estimation directly on the data. Suppose we select the 11th gene for a data set. The 10 selected genes split the training data into 1;024 ¼ 2 10 groups (assuming that each gene does a binary split). Since we have very few samples in most groups, the estimations of mutual information between the 11th gene and the target in each group are not accurate. Thus, the information gain, which is the sum of the mutual information over all groups, is not accurate.
To overcome the issue of data sparseness, we propose a model-based approach to estimate the entropy on the model, instead of on the data themselves. Here, we use multivariate Gaussian generative models, which model the data with multivariate normal distributions. Multivariate normal distributions are widely used in various areas, including gene expression data [34] , because of their generality and simplicity. The means of variables (expression data of genes and class labels) and the covariances between them are two basic measures of variables themselves and the interaction between them. To predict the classes of data, we have to model the interaction between genes and class labels. Given the mean and covariance, multivariate Gaussian is the distribution with the maximum entropy, which implies its generality according to the principle of maximum entropy [13] . Usually, we can explicitly and efficiently estimate parameters of multivariate Gaussian models via a few matrix operations, which implies the simplicity of the models. Though the class variables are binary or categorical, we relax them as numerical values, which bring us the simplicity. Our experiments suggest that this approximation in the feature selection does not affect the classification accuracy.
A nice property of multivariate Gaussian distributions is that the conditional distribution of a subset of variables given another subset of variables is still a multivariate Gaussian distribution. We can explicitly compute the entropy of class variables given the selected features with the log-determinant of the covariance matrix of the conditional distribution [6] , [3] . Therefore, the objective of minimizing the entropy becomes to find a set of features to minimize the log-determinant of the conditional covariance matrix. Because of the large number of genes, the computation of all log-determinants of the conditional covariance matrix is not time consuming. We propose several algorithms to largely reduce the computational cost.
In summary, our contributions are the following:
1. We propose a model-based approach to estimate the entropy based on multivariate normal distributions. The model-based approach addresses the data sparseness problem in gene selection. 2. We propose several algorithms to efficiently compute all log-determinants of the conditional covariance matrix and largely reduce the computational cost. The assumption of multivariate Gaussian generative models leads to simple, robust, and effective computation methods for gene selection. 3. We perform extensive experimental study on seven gene data sets and compare our algorithms with other five approaches. The rest of the paper is organized as follows: A brief note on the related work is given in Section 2. The notation used in this paper is listed in Section 3. Our algorithms are presented in Section 4, and the comparison methodologies are described in Section 5. We show the experimental results in Section 6 and discuss the idea of experimental designs and its connection with gene selection in Section 7. Finally, Section 8 concludes.
RELATED WORK
Generally two types of feature selection methods have been studied in the literature: filter methods [17] and wrapper methods [16] . Filter-type methods are essentially data preprocessing or data filtering methods. Features are selected based on the intrinsic characteristics that determine their relevance or discriminative powers with regard to the target classes. In wrapper-type methods, feature selection is "wrapped" around a learning method: the usefulness of a feature is directly judged by the estimated accuracy of the learning method. Wrapper methods typically require extensive computation to search for the best features. As pointed out in [32] , the essential differences between the two methods are 1. that a wrapper method makes use of the algorithm that will be used to build the final classifier while a filter method does not, and 2. that a wrapper method uses cross validation to compare the performance of the final classifier and searches for an optimal subset while a filter method uses simple statistics computed from the empirical distribution to select an attribute subset. Wrapper methods could perform better but would require much more computational costs than filter methods. Most gene selection schemes are based on binary discrimination using rank-based filter methods [8] such as t-statistics and information gain [31] . One critical issue in these rank-based methods is data sparseness, and most of the rank-based methods do not take redundancy into consideration. In order to remove the redundancy among features, a Min-Redundancy and Max-Relevance (mRMR) framework is proposed in [25] . Yu and Liu [36] also explored the relationship between feature relevance and redundancy and proposed a method that can effectively remove redundant genes. In addition, ReliefF, a widely used feature subset selection method, has also been applied to gene selection [22] . In the paper [19] , a hierarchical Bayesian model is used to enforce the sparsity in the features. However, the sparsity is indirectly controlled by a parameter, not specified by the given number of features to select.
In Section 5, we will describe several gene selection methods used in our experimental comparisons in detail. In this paper, we propose a model-based approach to estimate the information gain, instead of on the data itself. This would overcome the limitations of data sparseness. In addition, the model parameters can be explicitly and efficiently estimated via a few matrix operations.
NOTATION
A summary of the notation we use in this paper is shown in Table 1 .
MODEL-BASED FEATURE SELECTION

Feature Selection Using Entropy Measure
Suppose we have f feature variables of the underlying data, denoted by fX i ji 2 F g, where F is the full feature index set, having jF j ¼ f. We have the class variable, Y , represented by multiple class indicator variables. For example, in a threeclass classification problem, the class variables are represented by vectors ð1; À1; À1Þ, ðÀ1; 1; À1Þ, and ðÀ1; À1; 1Þ. The problem of feature selection is to select a subset of features, S & F , to accurately predict the target Y , given that the cardinality of S is m ðm < fÞ. Let us denote fX i ji 2 Sg by X S , for any set S.
The prediction capability of Y given X S can be measured by the entropy of Y given X S , which is defined as
where IE p ðÁÞ is the expectation given the distribution p, and p stands for the underlying data distribution, i.e., the joint distribution pðY ; X s Þ. The feature selection problem using the mutual information criterion is arg min S HðY jX S Þ: ð2Þ
Selecting an optimal subset of features is a combinatorial optimization problem, which is an NP-problem. For the effective practice is to take a greedy approach, i.e., sequentially selecting features to achieve a suboptimal solution. Given a selected feature set, S, the one-step goal of feature selection is to select one feature to minimize the entropy. The one-step objective, named as information gain, is to find i to maximize
Then, the greedy procedure of feature selection based on mutual information is shown in Algorithm 1. The distribution pðY ; X S Þ can be estimated by the empirical distribution, i.e., measuring the proportion of Y and X S values in the given data. The empirical distribution faces the data sparseness problem. Thus, we discuss the estimation based on a multivariate Gaussian generative model in the next section.
Multivariate Gaussian Model
We assume that the joint distribution of fX i g and Y is a multivariate normal (Gaussian) distribution:
where is the mean vector, and AE is the covariance matrix. Let F be the index set of X in z and T be the index set of Y in z. The reason is that the Gaussian assumption results in a linear model, which is simple and scalable. We denote the feature values in the training data by e X, where each row represents a sample, and each column represents a feature (a gene). We consider multiple target variables. For training data, we denote the target values as e Y, where each row represents target variables of a sample, and each column represents a target variable.
Given the training data, we can estimate the parameters of (3) by
where n is the number of rows of matrix e X, 1 is a column vector of size n, whose elements are all ones, and
Though the estimation of (4) is an unbiased estimation of the covariance matrix, such estimation may suffer ill-posed problems. By adding a regularization term, a robust estimation can be obtained:
This is first proposed in [30] . Since (4) is a special case of (6), we use (6) as the estimation of AE.
After the parameters of the model being estimated, we do not differentiate the parameters and the estimated parameters. For simplicity, we write b AE by AE. Since the computation of the entropy does not involve , we let ¼ 0 without loss of generality. Let z be a d-dimensional vector, following the multivariate Gaussian distribution N ðz; 0; AEÞ. There are some properties of multivariate Gaussian distribution. Property 1. Let z S and z T be two subvectors of z, where S and T are the index sets. We denote the subvector of corresponding to an index set S by S and the submatrix of AE corresponding to index sets S and T by AE ST . We have
This is the property of conditional distribution [26] .
TABLE 1 A Summary of Notation
Then, the property of the incremental updates is given as follows:
We have
where
Proof.
By Property 1, Prðz T 0 jz S Þ follows a Gaussian distribution with covariance AE T 0 jS (see the definition in (8)). By the definition of AE ðSÞ , AE T 0 jS is the submatrix of AE ðSÞ , whose column and row indices are T 0 .
As AE ðSÞ ii is a scalar, we have (9) . t u
The differential entropy of the multivariate normal distribution can be computed by the following property. Property 3.
This can be found in [26] .
Property 4.
HðY
where T is its set of indices for Y in z.
By Properties 1 and 3, we have the property of the conditional multivariate normal distribution.
Feature Selection Algorithms
Now, we propose two sets of feature selection algorithms based on the multivariate Gaussian model and entropy measure.
D-Optimality Feature Selection
In the multivariate Gaussian model, the problem of feature selection (2) becomes arg min
As the determinant of the covariance matrix is known as generalized variance. This criterion is to minimize the generalized variance of the joint distribution of targets. We name the feature selection based on the determinant criterion (12) as the D-optimality Feature Selection after the determinant. We borrow the name of D-optimality from experimental designs [9] .
As solving (12) is still an NP-problem, we use the greedy approach as in Algorithm 1. Let AE ðSÞ ¼ K þ I d . By (9) , we have
where t ¼ jT j. Therefore,
We can compute AE ðS[figÞ from AE ðSÞ by (10):
where i is a column vector whose elements are zeros except that the ith element is one. Since we shall not select a feature twice, we shall no longer be concerned with the values in the ith row or column in K. Therefore, we can update K by K À 1 K ii þ ðK Di K iD Þ: By sequentially updating K, we have Algorithm 2. Note that since we only compare the values for features, we can drop the scale factor 1 n in (6) for simplicity. The complexity of Algorithm 2 is Oðmðd 2 þ dt 2 ÞÞ, where d ¼ jDj, and t ¼ jT j.
Since the complexity of the algorithm contains md 2 , the algorithm is very inefficient when d is large. Especially, the memory complexity is Oðd 2 Þ. When the sample size n is much smaller than d, we can take advantage of it to speed up the algorithm. Assume that K has the form of Z > ÈZ. Note that È is symmetric since K is symmetric. Initially, È ¼ I n in step 2 of Algorithm 2.
Algorithm 2. D-Optimality feature selection I 1: S ¼ ;;
Let us denote the ith column vector of X as x i . The update of K can be written as
Therefore, we derive the update for È in Algorithm 3. The complexity of the algorithm is Oðmðdn 2 þ nt 2 þ t 3 ÞÞ.
Algorithm 3. D-Optimality feature selection II 1: S ¼ ;;
When t < n, we can reduce the complexity by sequentially computing ÈX ¼ def P. We have Algorithm 4, whose complexity is OðmdntÞ. Note that P hi and P in Algorithm 3 and Algorithm 4 are used to save the intermediate results in the matrix computation to reduce the computation complexity.
Algorithm 4. D-Optimality feature selection III 1: S ¼ ;;
x i is the ith column of centered feature matrix X. p i is the ith column of P, and r i is the ith column of R.
A-Optimality Feature Selection
Because of the complexity in computing determinants and the nonconvexity of log-determinants, we can replace the log-determinant of the covariance matrix with the trace of the covariance matrix, which is the upper bound of the logdeterminant of the covariance matrix. Lemma 1. If X is a p Â p positive definite matrix, it holds that ln jXj trðXÞ À p. The equality holds when X is an orthonormal matrix.
Proof. Let f 1 ; Á Á Á ; p g be the eigenvalues of X. We have ln jXj ¼ P i ln i and trðXÞ ¼ P i i . Since ln i i À 1, we have the inequality. The equality holds when i ¼ 1. Therefore, when X is an orthonormal matrix (especially X ¼ I p ), the equality holds.
t u
As ln jAE T jS j trðAE T jS Þ À t, the problem of feature selection (12) can be approximated by
Since the trace of the covariance divided by the number of variables is the average covariance, (17) is called A-optimality feature selection. We also borrow the name of A-optimality from experimental designs, which is an alternative of the D-optimality criterion [9] .
To sequentially solve (17), we have Algorithm 5. The algorithm is similar to the sequential algorithm in [35] , which is to solve transductive active learning problems. The complexity of Algorithm 5 is Oðmd 2 Þ.
Algorithm 5. A-Optimality feature selection I 1: S ¼ ;;
When n ( d, we can use a similar method as in Algorithm 3 to speed up Algorithm 5. We can obtain Algorithm 5 by letting U ¼ I t in Algorithm 2. Then, we can use 
We can also sequentially compute ÈX ¼ def P as shown in Algorithm 7, whose time complexity is Oðmdn þ dntÞ. 9 : until jSj ¼ m. N.B. x i is the ith column of centered feature matrix X. p i is the ith column of P, and r i is the ith column of R. Table 2 shows the summary of the complexity of the above algorithms. In the gene expression data, which contain a large number of genes but a small number of samples, the D-opt III and A-opt III are the good choice for computational efficiency.
METHODS USED FOR COMPARISON
In this section, we describe several feature selection methods used in our experimental comparisons.
Rankgene
We use the following feature selection methods provided in the program Rankgene [31] : information gain, twoing rule, and sum minority. These methods have been widely used either in machine learning (information gain) or in statistical learning theory (twoing rule and sum minority). All these methods measure the effectiveness of a feature by evaluating the strength of class prediction when the prediction is made by splitting it into two regions, the high region and the low region, by considering all possible split points.
Max-Relevance
The Max-Relevance method selects a set of genes with the highest relevance to the target class [25] . Given g i , which represents the gene i, and the class label c, their mutual information is defined in terms of their frequencies of appearances pðg i Þ, pðcÞ, and pðg i ; cÞ as follows:
The Max-Relevance method selects the top m genes in the descent order of Iðg i ; cÞ, i.e., the best m individual features correlated to the class labels.
mRMR
Although we can choose the top individual genes using the Max-Relevance algorithm, it has been recognized that "the m best features are not the best m features" since the correlations among those top features may also be high [7] . In order to remove the redundancy among features, an mRMR framework is proposed in [25] . In mRMR, the mutual information between each pair of genes is taken into consideration. Suppose set G represents the set of genes and we already have S mÀ1 , the feature set with m À 1 genes; then, the task is to select the mth feature from the set fG À S mÀ1 g. In the following formula, we see that minimizing the redundancy and maximizing the relevance can be achieved concordantly [25] (the methods proposed in [36] share a similar idea with mRMR):
ReliefF
ReliefF is a simple yet efficient procedure to estimate the quality of attributes in problems with strong dependencies between attributes [22] . In practice, ReliefF is usually applied as a feature subset selection method.
The key idea of the ReliefF is to estimate the quality of genes according to how well their values distinguish between instances that are near to each other. Given a randomly selected instance Ins m from class L, ReliefF searches for K of its nearest neighbors from the same class, called nearest hits H, and also K nearest neighbors from each of the different classes, called nearest misses M. It then updates the quality estimation W i for gene i based on their values for Ins m , H, and M. If instance Ins m and those in H have different values on gene i, then the quality estimation W i is decreased. On the other hand, if instance Ins m and those in M have different values on gene i, then W i is increased. The whole process is repeated n times, which is set by users. The equation below can be used to update W i :
where n c is the number of instances in class c, D H (or D M c ) is the sum of distance between the selected instance and each H (or M c ), and P c is the prior probability of class c. Detailed discussions on ReliefF can be found in [22] .
D-opt and A-opt Methods
Consider the large number of features (genes) and the relative small number of samples, we use Algorithm 4 for the D-optimality feature selection (denoted by D-opt) and Algorithm 7 for the A-optimality feature selection (denoted by A-opt). The mean of each data set is removed as shown in (5) . Note that the standardization is a way of increasing the degree of normality for the gene expression data [34] . The regularization parameter, , is set to 0.5 in our experiments.
EXPERIMENTS
We conduct three sets of experiments using seven data sets as described in Section 6.1. In the first set of experiments, we compare the classification accuracy of data with gene selection and without gene selection using Support Vector Machine (SVM) classifiers implemented in the LIBSVM package [4] . The second set of experiments provides a comprehensive study on the performance of different gene selection methods under different conditions. In the third set of experiments, we discuss the number of selected genes.
Data Set Description
The data sets and their characteristics are summarized in Table 3 . The ALL data set [33] is a data set that covers six subtypes of acute lymphoblastic leukemia: BCR (15), E2A (27) , Hyperdip (64), MLL (20) , T (43), and TEL (79). Here, the numbers in the parentheses are the numbers of samples. The data set is available at [2] . The GCM data set [27] [12] . The data set has three classes and can be downloaded at [11] . The Lymphoma data set is a data set of the three most prevalent adult lymphoid malignancies and available at [20] , and it was first studied in [1] . The MLL-leukemia data set consists of three classes and can be downloaded at [21] . The NCI60 data set was first studied in [28] . cDNA microarrays were used to examine the variation in gene expression among the 60 cell lines from the National Center Institute's anticancer drug screen. The data set spans nine classes and can be downloaded at [23] . SRBCT [14] is the data set of small round blue cell tumors of childhood and can be downloaded at [29] . Table 4 presents the accuracy values of applying SVM on the top 30 genes selected by different methods and also on all the genes without selection. The accuracy values are obtained via 10-fold cross validation. The table shows that gene selection improves classification performance; at least the accuracy of SVM on genes selected by both the D-opt and A-opt methods outperform that without feature selection. We will discuss the number of selected genes in Section 6.4.
Effectiveness of Gene Selection
Performance of Different Gene Selection Methods
In this section, we present a comparative study of various gene selection methods using SVM and Naive Bayes algorithms on the seven data sets. Both SVM and Naive Bayes have been widely used in previous studies(e.g., [18] and [25] ). Figs. 1 and 2 show the classification accuracy results as a function of the number of selected genes on the seven data sets, respectively. From the comparative study, we observe the following:
. Gene selection by experimental design (D-opt and A-opt) outperforms other gene selection methods such as information gain, etc. It largely owes this to the generality of the multivariate Gaussian generative model. In addition, our methods estimate the information gain based on models, instead of on the data itself. This overcomes the limitations of data sparseness and provides more robust and accurate estimations. . The results of the A-opt method are similar to those of the D-opt method. Besides the simplicity of A-opt, the A-opt method outperforms the D-opt method in most cases. There are some discussion of comparing A-optimality and D-optimality in the literature experimental designs [9] . . Gene selection by D-opt and A-opt implicitly selects the features with the minimum redundancy. In step 6 of Algorithm 2 and step 5 of Algorithm 5, the covariance matrices are updated, which removes the second-order redundancy. We can find similar actions in other algorithms as well.
Number of Selected Genes
From the above experiment, it can be observed that when the number of selected genes is greater than 30, the variation of the performance is small. In step 6 of Algorithm 4, we select genes to reduce the generalized variance. In step 5 of Algorithm 7, we select genes to reduce the total variance. Figs. 3, 4 , and 5 show the variance reduction as the function of the number of genes on the seven data sets, respectively. The number of selected genes is varied from 1 to 50, and the results show the change of classification accuracy.
The experiment results demonstrate that only a small number of genes are needed for classification purposes. In our experiments, we observe that when the number of selected genes is greater than 30, the variation of the classification performance is small. We find that the cumulative reduction in generalized variance or total variance converges after 30 steps.
Other Discussion
This set of experiments aims to study the choice of the regularization parameter in our proposed A-opt and D-opt methods. We set the number of selected genes to be 30 and change from 0.1 to 0.9. Fig. 6 shows that the accuracy is not sensitive to the regularization parameter. Note that on the LYM and HBC data sets, the accuracies of both methods are 100 percent under different regularization parameters. In our experiments, we choose 0.5 as .
DISCUSSIONS
Though we are studying the feature selection problem in this paper, the idea largely owes to that of experimental designs.
In the statistics literature, the experimental designs can be backtracked to the ideas presented in [15] . The goal of experimental designs is usually to extract the maximum amount of information from as few observations as possible. For experimental designs, several criteria can be used, such as D-optimality and A-optimality [9] . They all concern about reducing the uncertainties of estimated parameters. The criterion of the D-optimality is minimizing the generalized variance of the joint distribution of parameters, i.e., the determinant of the multivariate variance, which gives its name. The criterion of the A-optimality is minimizing the average variance of all parameters.
As concentrating on the predictive variance of a target set of data, Yu et al. [35] propose transductive experimental designs for least squares linear (or kernel) regression. The idea is to add samples to the training set in order to improve the numerical stability of predictions on the target test data, measured by the inversion of the Fisher information matrix. It has been shown that the predictive stability only depends on the locations of the selected training data, while it does not depend on their label values, which leads to a very simple active learning approach [35] .
Though there is a big difference between experimental designs and feature selection at the first glance, we find a duality property between them.
Let us consider the problem of predicting target Y given a row of feature random vectors X. We assume that the model is a linear model:
where w is the weight vector, and is the error. The reason for using linear models is because linear models are simple and scalable. Given the training data y and X, where y is the column target vector and X is the feature matrix, each row of X is a feature vector. We can write (21) in matrix format as
where is the error vector.
We further assume that the loss function is a square loss; therefore, we want to minimize 1 2 > . Meanwhile, we prefer a robust estimation of w, i.e., a regularization term, 2 w > w. Combining them, the estimation problem becomes arg min
Problem (22) can be explicitly solved as
This is also known as ridge regression. Given a feature vector x, the estimation of y is
On the other hand, we can estimate y by the multivariate Gaussian model. For simplicity, we assume that ¼ 0. By (7) , we know thatŷ
which is equal to (24) as long as we have the same . This shows the duality between the target label and the feature. This property motivates us to treat the feature selection as a dual problem of selecting data samples to label in active learning or experimental designs. Then, we can apply experimental design approaches, more precisely transductive experimental design [35], onto the feature selection problem.
CONCLUSIONS
In this paper, we suggest multivariate Gaussian generative models for feature (gene) selection because multivariate normal (Gaussian) distributions are a maximum-entropy probability distribution. Using the model-based entropy estimation, we avoid the data sparseness problem that commonly happens in the empirical information gain approach.
Using the properties of multivariate normal distributions, we derive the feature selection methods based on the D-optimality criterion and its approximation, the A-optimality criterion.
To efficiently select genes from gene expression data, where the numbers of features are large and the numbers of samples are relatively small, we propose several simple algorithms (a few lines of code). Among them, Algorithm 4 and Algorithm 7 are most suitable for gene expression data. The time complexity of the proposed algorithms is linear to the product of the number of genes and the number of samples for each iteration of selection.
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