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This thesis presents a computational study of charge exchange (CX) interactions between
highly charged ions (HCIs) and neutrals as well as an overview of a planned experimental study of
these CX interactions. The flexible atomic code (FAC) was used to compute energy levels, CX cross
sections, and X-ray emission spectra resulting from CX between HCIs (Ne9+, Ne10+, Mg11+, Mg12+,
Si13+, Si14+, P14+, P15+, and Fe16+) and neutrals (He, H2, and H). The results were compared to
existing data in the literature when available, and are in good agreement overall. In addition,
thermal evaporation via a resistive oven was investigated as a method for loading elements that
exist as solids at STP into the Clemson University electron beam ion trap (CUEBIT). To do so, a
resistive oven was constructed, and a quartz crystal microbalance (QCM) was used to measure the
neutral beam density resulting from the oven at various temperatures. The results indicate that a
resistive oven is a viable method for loading the CUEBIT.
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The study of ions has resulted in many exciting advancements in fields ranging from astron-
omy to quantum electrodynamics. One of the reasons that ions are ideal candidates for studying
atomic processes is that unlike neutral atoms, they can be manipulated with electric and magnetic
fields. This opens up a wide range of possible experimental techniques that are unavailable for study-
ing a neutral system. Ion optics components such as electrostatic deflectors (e.g. parallel plates),
electrostatic lenses (e.g. einzel lenses), magnetic fields, and skimmers can be used to steer, focus,
separate, and collimate an ion beam. Ion traps use a combination of electric and magnetic fields to
trap ions, allowing for prolonged study and observation of atomic systems and processes. Devices
such as channel electron multipliers (CEM) and Faraday cups allow for the counting of ions.
Not only are ions easy to work with experimentally, but outside the earth, plasma is the
predominant state of visible matter. It is estimated that over 99.9% of all visible matter in the
universe is in the plasma state [1]. Therefore, it is no surprise that a proper understanding of ions
has been and will continue to be crucial to understanding and modeling astrophysical environments.
Even though plasma is less common on earth, laboratory plasma systems require an understanding
of ion dynamics, and the relative abundances of heavy ions in systems like tokamak fusion reactors
is important [2].
Trapped ions also serve as one of the oldest and most promising approaches to building a
quantum computer [3]. A single ion can be trapped and, by using a two-level quantum system of
the ion (e.g. two different energy levels, electron spin, etc.), form a binary qubit that can exist in a
superposition of the two states but, when measured, will return one of the two values. The method
1
Figure 1.1: Diagram comparing the sizes of hydrogen-like neon and iron relative to a hydrogen atom.
was first proposed by Cirac and Zoller in 1995 [4], and the first quantum logic gate was built and
demonstrated later that year using a single trapped ion [5]. The first commercial ion-trap-based
quantum computer was built by a startup company, IonQ, cofounded by Chris Monroe, one of the
researchers who demonstrated the first quantum logic gate [6].
1.1 Highly Charged Ions
1.1.1 Definition and Properties
The term “highly charged ion (HCI),” when used in the literature, can refer to anything
from an atom with more than 2 electrons removed to a fully stripped atom (bare nucleus). However,
it typically refers to an ion that has a much higher charge than 1 (q 1). For the remainder of this
work, I will be using this definition.
Highly charged ions are characterized by their large nuclear Coulomb potential, which results
in increasingly smaller electron wavefunctions. This in turn leads to much more spatially compressed
energy orbitals than in ordinary neutral atoms. For hydrogen-like ions, the size is approximately
proportional to the reciprocal of the charge (r ∼ 1/q) [7]. Fig. 1.1 provides a visual representation
of the size of HCIs relative to a hydrogen atom.
Furthermore, highly charged ions can be easily manipulated with electric and magnetic fields.
The force a charged particle experiences is directly proportional to the charge state, F = q(E+v×B),
so an HCI experiences a force that is q times larger than the force a singly charged ion would
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experience. This means that even modest potentials can create significant accelerations for HCIs.
1.1.2 Spin-Orbit Interaction
Electrons in highly charged ions experience some of the strongest, if not the strongest,
electric fields that exist (about 1014 V/m for hydrogen-like uranium) [7]. The spin-orbit interaction
is dependent on the electric field that the electron experiences. It should be expected, then, that
the spin-orbit interaction in highly charged ions will differ noticeably from neutrals. The empirical





(n− δl)l(l + 1)
αhcR∞ (1.1)
where Zi is the inner atomic number (the nuclear charge the electron sees as it approaches the
nucleus), Zo is the outer atomic number (the nuclear charge the electron sees far away from the
nucleus as a result of the screening of nuclear charge by the inner shells of electrons), δl is the
quantum defect, and α, h, c, and R∞ are the fine structure constant, the Planck constant, the speed
of light, and the Rydberg constant, respectively.
For neutral atoms, Zo ' 1 so the energy varies with Z2i . However, highly charged ions have
most of their electrons removed, so there is very little to no screening of the nuclear charge and
Zo ' Zi ' Z. Therefore, the spin-orbit interaction scales approximately with Z4 for highly charged
ions. For hydrogen-like HCIs, an exact solution is known, and the fine structure energy shift is given
by:
∆EFS =
j(j + 1)− l(l + 1)− s(s+ 1)




where n, l, s, and j = l+ s are the usual quantum numbers [8]. For hydrogen-like HCIs, the energy
shift is exactly proportional to Z4.
When choosing an angular momentum coupling scheme, the rule of thumb is to use LS
coupling if Ere  Eso and jj coupling if Ere  Eso where Ere is the energy due to the residual
electrostatic interaction and Eso is the energy due to the spin-orbit interaction [9]. For cases where
Ere ≈ Eso, an intermediate coupling scheme should be used [8]. Ordinarily, the spin-orbit interaction
only exceeds the residual electrostatic interaction, which scales with Z2, for heavy atoms. However,
in the case of HCIs, it can quickly match or exceed the residual electrostatic interaction (even for
3
Figure 1.2: (a-b) Pictorial representation of single electron capture by a highly charged ion, Aq+,
from a neutral atom, X, and (c) the subsequent relaxation of that electron from the higher n-level
to a lower energy state, resulting in a photon cascade.
lighter atoms) since the fine structure energy shift scales with Z4. Therefore, as Z increases it is
appropriate to use an intermediate or jj coupling scheme rather than LS. This superseding of classical
effects by relativistic effects makes HCIs excellent laboratory tests of quantum electrodynamics
(QED).
1.1.3 Charge Exchange
One of the primary reasons for interest by the research community in HCIs is emission due
to charge exchange. Because of the strong Coulomb potential and small size of HCIs’ orbitals, the
higher n wavefunctions of an HCI are the ones that overlap with the wavefunction of the neutral
atom. Therefore, HCIs tend to capture electrons into high n states. The electron will subsequently
undergo a cascade of energy relaxations, resulting in a series of photon emissions. The general
equation for a single electron capture reaction is:
Aq+ +X → A(q−1)+(n′l′) +X1+ → A(q−1)+(nl) +X1+ + γ(hf) (1.3)
where Aq+ is an HCI, X is a neutral atom, n′l′ represents the initial higher energy orbital that
the electron is captured into, and nl represents the final state that the electron relaxes to. γ(hf)
represents one or more photon emissions resulting from the relaxation of the captured electron. A
pictorial representation of this process is shown in Fig. 1.2.
Because of the high n states that the electron is often initially captured into, the ∆E of
the energy level transitions can be quite large. This results in high energy photon emissions in the
4
Figure 1.3: Available atomic spectra lines as of March 2021. Reprinted courtesy of the National
Institute of Standards and Technology, U.S. Department of Commerce. Not copyrightable in the
United States.
X-ray region (λ = hc/E). HCIs play an important role in X-ray astronomy for this reason.
Charge exchange has long been known to be a source of radiation in astrophysical environ-
ments [10]. However, it was not until the discovery that X-ray emission originating from the comet
Hyakutake was the result of charge exchange between highly charged ions in the solar wind and
neutrals in the comet’s tail that the importance of the role of charge exchange involving HCIs was
realized [11]. Solar wind charge exchange (SWCX) and charge exchange of heavy ions in planetary
magnetospheres with neutrals are both now known to be sources of X-ray emission [12]. In addition,
CX with HCIs has been identified as a contributing source of X-ray emission in supernova remnants
(SNR) [13], galaxies [14, 15], clusters [16], and galactic halos [17].
However, there is a lack of available line spectra data for high Z. Fig. 1.3 shows the current
atomic spectra line availability from the National Institute of Standards and Technology’s Atomic
Spectra Database as of March 2021 [18]. Notice that for Z > 30 the amount of available spectra
data begins to decrease sharply until there is virtually none at higher Z. It is therefore necessary,
and the goal of this ongoing work, to obtain atomic spectra data for higher Z ions.
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1.2 Experimental Techniques
A portion of this work is progress towards combining the capabilities of an electron beam ion
trap with the precision measurements of a cold target recoil ion momentum spectroscopy system.
Doing so will allow for n and l resolved spectra of HCIs of interest to astronomers as discussed
previously in section 1.1.3. Greater detail is given for both experimental systems on the next few
pages.
1.2.1 Electron Beam Ion Traps
An electron beam ion trap (EBIT) is a device that uses a high energy, high density beam of
electrons to create multi to highly charged ions by repeatedly stripping electrons from neutral atoms.
The electron beam is generated using a cathode and accelerated in the direction of the beamline using
several plates with electric potentials applied to them. The Clemson University EBIT (CUEBIT)
uses a 6 T superconducting electromagnet, cryogenically cooled with liquid helium, to focus the
electron beam at the trap center. By controlling the accelerating potentials and electromagnet
current, one can control the kinetic energy and spatial density of the electron beam.
To create highly charged ions, neutral atoms are ballistically injected towards trap center.
When a neutral atom is struck by the electron beam, one or more electrons are knocked off the
atom. Once a neutral atom becomes ionized, the Coulomb force of attraction between the positive
ion and the dense negatively charged electron beam traps the ion radially. Positive DC potentials
are applied at either end of the source region, trapping the ion axially. A diagram of an EBIT source
region is shown in Fig. 1.4.
The longer the ions are kept trapped, the more collisions the ions undergo with the electron
beam and the higher the charge states of the ions created. The charge states that are created can
be controlled by adjusting the electron beam energy and the trapping time. The highest achievable
charge state of a specific EBIT is determined by the maximum electron beam energy it is capable
of. An EBIT can continue to remove electrons until the energy required to remove the next electron
is higher than the electron beam energy.
An EBIT can produce highly charged ions of various charge states up to fully stripped
uranium [19]. The achievement of creating fully stripped uranium with an electron beam ion trap
was accomplished in 1994 by the group at Lawrence Livermore National Laboratory and marked the
6
Figure 1.4: Diagram of an EBIT. The numbered sections are as follows: 1) the cathode 2) the left DC
potential 3) the trap center 4) the right DC potential 5) the analyzing magnet 6) the state-selective
ion beam 7) the decelerating lens 8) modular apparatuses.
first time in history that stationary fully stripped uranium atoms had been created [20]. Prior to this,
the only way to achieve such high charge states was with relativistic particle accelerators. However,
because of the relativistic velocities of the ions in particle accelerators, doppler shift corrections are
needed. Therefore, the ability to create highly charged stationary ions with an EBIT is advantageous.
In some EBITs, ions can be released by lowering the DC potential on one side of the source
region. This potential can either be raised and lowered repeatedly (pulsed mode), or it can be
permanently set to a slightly lower voltage than the other side, allowing the ions to slowly leak out
one side of the source (leaky mode).
The CUEBIT is capable of operating in both pulsed and leaky mode and is equipped with
an extraction beamline that makes use of a 90° turn and an electromagnet to selectively choose the
charge to mass ratio of the ions exiting the source and float them down the beamline. The end of
the beamline allows for various apparatuses to be swapped out modularly, allowing for a variety of
different experiments to be carried out. A diagram of the CUEBIT is shown in Fig. 1.5.
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Figure 1.5: Schematic of the Clemson University EBIT. Ions are created in the source chamber,
floated down a beamline to an analyzing magnet which allows for the selection of specific charge
states, and then floated through a deceleration lens and on to modular apparatuses for experiments.
1.2.2 Cold Target Recoil Ion Momentum Spectroscopy
One such modular apparatus that can be used in conjunction with the EBIT is a cold
target recoil ion momentum spectroscopy (COLTRIMS) system. COLTRIMS is a technique for
resolving the momentum transfer that takes place during the ion-target collisions. Early COLTRIMS
apparatuses consisted of a uniform electric field region to extract ions, a field-free region, and a
particle detector (such as a channel electron multiplier) to count the particles [21]. This allowed for
the measurement of the time of flight of the recoil ions, but was limited to measuring momentum in
only the electric field direction. A modern COLTRIMS system is comprised of a cold neutral gas-jet
target, large surface area position-sensitive detectors, and electric fields to guide the ions [22]. This
allows for all 3 components of the momentum to be measured.
A diagram of the COLTRIMS system that will be used at Clemson University in collabora-
tion with Auburn University is shown in Fig. 1.6. In this system, a cold, localized, neutral gas-jet
target is created using a supersonic expansion nozzle and a skimmer. An electrostatic spectrometer
is used to guide the recoil ions (ions formed from the neutral gas as a result of CX with the HCIs)
to a position-sensitive detector. The HCI beam will continue down the beamline, where it will pass
through an electrostatic deflector which will be used to separate out the various charge states due to
single and double electron capture. These separated beams will then hit another position-sensitive
detector.
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Figure 1.6: Schematic of a COLTRIMS system. An ion beam is directed towards a neutral gas-jet
target, and two position-sensitive detectors are used to determine the momentum of the recoil and
projectile ions. An X-ray detector is shown here for measuring CX emission.
By measuring the position of the recoil ions as well as the time of flight from the collision
site to the position detector, all 3 components of the momentum of the recoil ions immediately after
the collision can be calculated as follows:









where the x-direction is the direction of the electric field, t0 is the time of flight for a recoil ion
with pxrecoil = 0, t is the time of flight, m is the mass of the ion, and ∆y and ∆z are the y and z
displacements, as measured by the position-sensitive detector.
An X-ray detector can also be used to measure emission from the charge exchange processes,
allowing for a triple-coincidence measurement of recoil ion momentum, projectile ion momentum,
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and X-ray emissions. This kind of triple-coincidence measurement is advantageous because it en-
ables X-ray spectra from single electron capture (SEC) and multi-electron capture (MEC) to be




It is desirable to be able to predict the resulting nl-resolved spectral lines and cross sections
for CX between HCIs and neutral atoms and diatoms. To this end, a detailed computational
study was performed. Computational modeling allows for better planning with regards to what
wavelengths to look for and also enables useful benchmarking of the models once experimental data
has been obtained for comparison.
The Flexible Atomic Code (FAC) is a computational software package developed by Ming
Feng Gu for the calculation of a wide range of atomic processes including but not limited to atomic
energy levels, transitions, charge exchange cross sections, and emission spectra [24]. FAC itself is
written in a combination of Fortran 77 and C but has a python interface that allows input files to
be scripted in python. FAC is intended to run on Linux or other modern Unix based operating
systems. However, for this study, all simulations were completed using an Ubuntu terminal within
the Windows Subsystem for Linux (WSL) on Windows 10.
Since one of the first experimental systems planned for this study is highly charged neon, a
detailed discussion of the computational analysis performed on charge exchange between both Ne10+
and Ne9+ with He, H2, and H as the neutral targets is given including theoretical energy levels,
charge exchange cross sections, and emission spectra calculated using FAC. Results are compared to
existing data when available, and the overall usefulness/applicability of the model is discussed. An
example of a python script used for interfacing with FAC to perform these simulations is provided
in Appendix A.
In addition to the detailed discussion of highly charged neon, CX X-ray emission spectra
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are presented for the following ions: Ne IX, Ne X, Mg XI, Mg XII, Si XIII, Si XIV, P XIV, P XV,
Fe XVI. Energy levels and charge exchange cross sections were also calculated for each of these ions,
but they are not presented here since they are intermediary calculations for obtaining the emission
spectra and were not themselves the primary goal of this computational analysis. They are available
by request.
2.1 Energy Levels
In order to simulate CX X-ray emission, it is first necessary to calculate the energy levels
for all states that are potential contributors to emission spectra. FAC was used to calculate the
energy levels for all nl states up to and including n = 10 states for all HCIs in this study. A table
containing a full list of energy level values calculated for Ne9+ from n = 1 to n = 10 is provided in
Appendix B. These values are compared to theoretical quantum electrodynamics values calculated
by Erickson [25] and taken from the NIST atomic spectral database [18]. The values calculated
using FAC are in excellent agreement with QED predictions calculated by Erickson, with an average
percent difference of only 7× 10−5 %.
2.2 Cross Sections
FAC uses the multichannel Landau-Zener (MCLZ) approximation to calculate theoretical
cross sections [26]. This approach is known to be less accurate than more rigorous approaches such
as quantum-mechanical molecular-orbital close-coupling (QMOCC) [27]. However, it is computa-
tionally faster than more advanced methods and is therefore useful for approximations. According
to the documentation, FAC cross sections’ accuracies are to within about 10-20%. Therefore, the
results presented in this section should be taken as useful estimates and not rigorous theoretical
predictions.
Charge exchange cross sections depend not only on the two species involved in the collision
but also on the collision energy. Since the objective is to model solar wind charge exchange, the
range of collision energies modeled is that of the solar wind. Typical solar wind velocities range
from 350 km/s for the slow wind to 750 km/s for the fast wind [28]. For Ne (20 amu), these
velocities correspond to kinetic energies of 13keV and 59 keV respectively. Looking at the cross
12
Figure 2.1: MCLZ SEC CX cross sections of Ne10+ with He. All cross sections shown were calcu-
lated at a collision energy of 26 keV. MCLZ cross sections from Lyons et al. [29] are displayed for
comparison. The x-axis gives the nl states. The y-axis gives the CX cross sections in units of 10−16
cm2.
sections for transfer to a particular nl state for a given collision energy is helpful in determining
what states an electron is most likely to be captured into during charge exchange. For the purpose of
obtaining state-resolved cross section calculations, an energy slice of 26 keV was chosen as it roughly
corresponds to the upper end of the slow solar wind (500 km/s).
State-resolved charge exchange cross sections for Ne10+ and He at 26 keV are shown in
Fig. 2.1. MCLZ cross sections from Lyons et al. [29] are displayed for comparison. The x-axis
displays the nl state, and the y-axis gives the corresponding cross section in units of 10−16 cm2.
Both axes are logarithmic, and the x-axis values were artificially generated according to the formula
x = (l + 1)10n where n is the principal quantum number and l is the angular quantum number
for the purpose of displaying the various quantum states. A logarithmic x-scale was chosen to help
recall that the energy difference between the states decreases as l increases. Note that for states with
l > 0, there are two cross section values due to the fine structure splitting of the levels according to
the total angular momentum, j = l ± 1/2. Similar CX cross section plots for Ne10+ with H2 and H
at 26 keV are given in Fig. 2.2. MCLZ cross sections from Lyons et al. [29] for Ne10+ with H are
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shown for comparison.
Comparing the MCLZ cross sections calculated by FAC to the MCLZ cross sections calcu-
lated by Lyons et al., it appears that they are generally in agreement, although not to the same
extent for all states. The n = 3 cross sections for Ne10+ with He, for example, differ quite a bit. But
overall, cross sections are on the same order of magnitude. Most differences can be explained by the
inherent inaccuracy of the MCLZ method, which was mentioned earlier as only being accurate to
within 10-20%. To the best of my knowledge, there is no experimental data to compare to, which is
one of the future goals of this study. However, it appears that FAC’s MCLZ implementation is com-
parable to other packages’ implementations and provides a very good option for getting estimates
of CX cross sections. It is also worth noting that FAC’s combination of relatively approachable user
interface and light computational burden allows for rapid computational estimates to be obtained
(e.g. on the order of a few seconds to compute cross sections for a given system).
From Fig. 2.1, it is clear that electrons are most likely to be captured into the n = 4 and
n = 5 levels. The cross sections for those states are at least 10,000 times larger than the other states.
Although cross sections were calculated for all states up to and including n = 10, n ≥ 7 levels are
not shown as the magnitudes of the cross sections fall off rapidly.
Looking at Fig. 2.2, it is apparent that when undergoing CX with H2, the electron is likely
to be captured into the n = 6 levels. Furthermore, the n = 1 − 3 levels’ cross sections are several
orders of magnitude smaller than they are for CX with He and are therefore not shown. The n = 7
levels’ cross sections, however, rose many orders of magnitude as compared to those for CX with He.
For CX with H, this trend continues with the n = 1− 3 levels’ cross sections further decreasing and
the n = 7 levels’ cross sections further increasing. The n = 7 cross sections are roughly the same
size as the n = 4 cross sections for H.
Figure 2.3 shows the CX cross sections for Ne10+ with He as a function of collision energy
for the n = 4 and n = 5 levels. In both plots, the x-axes give the collision energies which range
from 0.5− 50 keV, encompassing both low energy collisions and nearly the entire solar wind energy
range (10-50 keV) save the highest end of the fast solar wind which can exceed 50 keV. The y-axes
again give the corresponding cross sections in units of 10−16 cm2. Both the x and y axes are linear
in these plots.
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Figure 2.2: MCLZ SEC CX cross sections of Ne10+ with H2 (top) and H (bottom). All cross sections
were calculated at a collision energy of 26 keV. MCLZ cross sections of Ne10+ with H from Lyons et
al. [29] are displayed for comparison. The x-axis gives the nl states. The y-axis gives the CX cross
sections in units of 10−16 cm2.
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Figure 2.3: CX cross sections of Ne10+ with He for the n = 4 (top) and n = 5 (bottom) states.
The legends give the individual states in spectroscopic notation. Cross sections were computed for
collision energies ranging from 0.5 − 50 keV. The y-axes give the corresponding cross sections in
units of 10−16 cm2.
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2.3 Emission Spectra
FAC has a collisional radiative model (CRM) as part of its package, enabling the calculation
of charge exchange emission spectra. To simulate the collisions and subsequent emissions, cross
sections are needed. FAC allows cross sections to be easily imported into the CRM directly after
computing them, and all emission spectra presented here were generated using CX cross sections
calculated using FAC.
The Stancil research group at the University of Georgia has made available a database of
single electron capture charge exchange cross sections for certain combinations of bare and hydrogen-
like ions with neutrals such as H, H2, and He called Kronos [30]. The cross sections in Kronos were
primarily calculated using MCLZ, but a few are from QMOCC and other higher accuracy methods.
Although not exhaustive, FAC is set up to allow for easy import of these precalculated cross sections
for use in computing X-ray emission spectra. For ion-neutral pairs whose cross sections are not
already calculated in Kronos, it is necessary to first compute the CX cross sections before using the
CRM.
The author would like to note the existence of prior work in simulating CX emission spectra
for some of the HCI-neutral combinations discussed in this work. For instance, the line spectra
published by Cumbee et al. [31] includes CX emission spectra for Ne IX, Ne X, Mg XI, Mg XII, Si
XIII, and Si XIV with H and He. However, these CX emission spectra were calculated at different
collision energies than the ones used here. For this reason, no direct comparisons are made to the
existing data. The collision energies in this work correspond to each HCI’s kinetic energy at a solar
wind velocity of 500 km/s.
2.3.1 Neon
Figure 2.4 shows the simulated emission spectrum for Ne9+ as a result of CX between Ne10+
and He at a collision energy of 26 keV. FAC outputs emission energy and intensity values for each
line. To generate the synthetic spectrum, each of those data points is convolved with a gaussian
function with FWHM of 6 eV, chosen to match the 6 eV energy resolution of the X-ray detector that
will be used to perform the experimental measurements. The nl states involved in the transition with
the single greatest contribution to each emission line are given in Table 2.1. The peaks themselves
are a sum of all of the l state combinations between the two n states involved in the transition. A
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Figure 2.4: X-ray emission spectrum of Ne9+ as a result of SEC of Ne10+ and He at a collision
energy of 26 keV. The x-axis gives the photon energy, and the y-axis gives the intensity normalized
to the tallest peak. All data points were convolved with a gaussian function with FWHM of 6 eV.
table of the transitions contributing to the spectrum in Fig. 2.4 with a contribution of at least 0.1%
after normalizing are given for reference in Appendix C.
From Fig. 2.1, it is expected that the electron is captured into either the n = 4 or n = 5
levels. This can be readily seen in the resulting spectrum in Fig. 2.4, where the majority of the
peaks are the resulting emission of the electron decaying from an n = 4 or n = 5 level to a lower
level. The fact that the most prominent emission line is a result of the electron decaying from n = 2
to n = 1 does not indicate the electron was captured into the n = 2 state more often. Rather, it is a
consequence of the fact that many times when an electron is captured into the higher levels such as
n = 4 or n = 5, it will undergo a cascade of relaxations, relaxing into the n = 2 level before finally
relaxing to the n = 1 level.
X-ray emission spectra of Ne9+ resulting from SEC between Ne10+ with both H2 and H are
shown in Fig. 2.5. Both of these line spectra were also computed for a collision energy of 26 keV. The
nl states involved in the transition with the greatest contribution to the resulting X-ray emission
line spectra are given in Table 2.1.
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Figure 2.5: X-ray emission spectra of Ne9+ as a result of SEC of Ne10+ with H2 (top) and H (bottom)
at a collision energy of 26 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the tallest peak. All data points were convolved with a gaussian function with FWHM
of 6 eV.
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Table 2.1: Largest transitions contributing to X-ray emission lines of Ne9+ resulting from CX between
Ne10+ with He, H2, and H as shown in Figures 2.4 and 2.5. The peak energies given are the averages
of the three different spectra’s peak energies, as the exact peak energy varies by about 0.1 eV
depending on the target species.
He H2 H
Peak Energy (eV) Lower Upper Lower Upper Lower Upper
10.19 — — — — 6h 7i
16.51 — — 5p 6s 5g 6h
30.54 4p 5s 4p 5s 4f 5g
47.25 — — 4d 6f 4f 6g
66.16 3p 4s 3p 4s 3d 4f
96.81 3p 5s 3p 5s 3d 5f
113.44 — — 3d 6f 3d 6f
123.58 — — — — 3d 7f
189.21 2p 3d 2p 3d 2p 3d
255.34 2p 4d 2p 4d 2p 4d
285.94 2p 5d 2p 5d 2p 5d
302.61 — — 2p 6d 2p 6d
312.74 — — — — 2p 7d
1021.78 1s 2p 1s 2p 1s 2p
1210.91 1s 3p 1s 3p 1s 3p
1277.13 1s 4p 1s 4p 1s 4p
1307.78 1s 5p 1s 5p 1s 5p
1324.32 — — 1s 6p 1s 6p
1334.45 — — — — 1s 7p
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Figure 2.6: X-ray emission spectrum of Ne8+ as a result of SEC of Ne9+ with He at a collision
energy of 26 keV. The x-axis gives the photon energy, and the y-axis gives the intensity normalized
to the tallest peak. All data points were convolved with a gaussian function with FWHM of 6 eV.
Comparing the spectra resulting from the 3 different targets (i.e. He, H2, and H), it is
apparent that the target species involved in CX has a significant effect on the resulting X-ray
emission spectra. CX with He results in the electron being captured into the n = 4 and n = 5
states, whereas CX with H2 can also result in the electron being initially captured into the n = 6
states and CX with H the n = 7 states. The presence or absence of n = 6 and n = 7 lines then
serves as an easy way to distinguish what species of neutral target is involved in the CX process.
Additionally, for the transitions that all three species have in common, the relative intensities of the
emission lines vary with the target species. These three neutral targets were chosen due to their
relative astronomical abundance.
All of the results presented so far are for hydrogen-like neon. However, X-ray spectra are
often the result of CX with multiple charge states of the HCI species with neutrals. The Ne9+ ions
resulting from SEC of Ne10+ with a neutral can then go on to steal an additional electron from
yet another neutral target. The result of that CX reaction (Ne8+) could undergo CX with another
neutral, and so on.
The accuracy of the simulations decreases the further away from hydrogen-like the charge
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state of the HCI is. However, accuracy remains high for helium-like ions. Because of this, X-ray
emission spectra for helium-like neon were also computed for this study. This was accomplished by
simulating a hydrogen-like neon atom undergoing SEC with each of the three targets (He, H2, and
H). The electron that the Ne9+ ion started with was always modeled to be in the 1s ground state
(i.e. it was assumed that enough time had passed between collisions that an electron captured by
fully stripped neon would have had time to undergo a cascade of relaxations and be in the ground
state).
The X-ray emission of Ne8+ as a result of SEC of Ne9+ with He is shown in Fig. 2.6 and
with H2 and H in Fig. 2.7. All of the simulations were computed for a collision energy of 26 keV.
The largest transitions contributing to each line are given in Table 2.2.
Table 2.2: Largest transitions contributing to X-ray emission lines of Ne8+ resulting from CX between
Ne9+ with He, H2, and H as shown in Figures 2.6 and 2.7. The peak energies given are the averages
of the three different spectra’s peak energies as the exact peak energy varies slightly depending on
the target species involved.
He H2 H
Energy (eV) Lower Upper Lower Upper Lower Upper
10.10 2s 2p 2s 2p 2s 2p
24.87 4p 5s 4d 5f 4p 5s
38.41 — — 4p 6s 4p 6s
53.8 3p 4d 3p 4d 3d 4f
78.86 3p 5s 3p 5d 3d 5f
92.46 — — 3p 6s 3p 6s
152.05 2p 3d 2p 3d — —
156.86 — — 2p 3d 2p 3d
166.72 2s 3p 2s 3p 2s 3p
204.23 2p 4d 2p 4d — —
211.24 2p 4d 2p 4d 2p 4d
221.37 2s 4p 2s 4p 2s 4p
229.10 — — 2p 5d 2p 5d
236.26 2p 5d 2p 5d 2p 5d
246.39 2s 5p 2s 5p 2s 5p
259.89 — — 2s 6p 2s 6p
903.98 1s 2s 1s 2s 1s 2s
914.07 1s 2p 1s 2p 1s 2p
921.59 1s 2p 1s 2p 1s 2p
1072.85 1s 3p 1s 3p 1s 3p
1126.03 1s 4p 1s 4p 1s 4p
1150.73 1s 5p 1s 5p 1s 5p
1164.13 — — 1s 6p 1s 6p
While the full CX emission spectra are calculated by FAC and were given in this work
for highly charged neon, the lower energy emissions fall in the UV and soft X-ray portion of the
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Figure 2.7: X-ray emission spectra of Ne8+ as a result of SEC of Ne9+ with H2 (top) and H (bottom)
at a collision energy of 26 keV. The x-axes gives the photon energy, and the y-axes give the intensity
normalized to the tallest peak. All data points were convolved with a gaussian function with FWHM
of 6 eV.
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electromagnetic spectrum. Although the X-ray microcalorimeter that will be used in conjunction
with the COLTRIMS measurements is capable of detecting these soft X-ray emissions, the detection
efficiency is only about 10% at 200 eV. The detector is much more efficient at the higher energy
emissions of the Ne X Ly series transitions and Ne IX magnetic dipole and K series transitions,
with an expected efficiency of about 65%. Because of this, the remainder of this chapter will focus
on the higher energy emissions resulting from each hydrogen-like HCI’s Ly series transitions and
helium-like HCI’s magnetic dipole and K series transitions.
Figure 2.8 shows the Lyman series transition lines for hydrogen-like neon resulting from SEC
CX between fully stripped neon and He, H2, and H at a collision energy of 26 keV. The transition line
energies and intensities are given in Table 2.3. The intensities are normalized to the Ly-α transition.
Figure 2.8: X-ray emission spectra of Ne9+ resulting from SEC of Ne10+ with He, H2, and H at a
collision energy of 26 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the Ly-α transition. All data points were convolved with a gaussian function with
FWHM of 6 eV.
Figure 2.9 shows the magnetic dipole and K series transition lines for helium-like neon
resulting from SEC CX between hydrogen-like neon and He, H2, and H at a collision energy of 26
keV. The corresponding energies and relative intensities (normalized to the M1 transition) are given
in Table 2.4. Transitions are denoted in Siegbahn notation.
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Table 2.3: Lyman series transition lines for Ne9+ resulting from SEC CX of Ne10+ with He, H2, and
H at a collision energy of 26 keV. Intensities are normalized to the Ly-α transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
Ly-α 1021.744 1.0000 1021.776 1.0000 1021.854 1.0000
Ly-β 1210.881 0.1500 1210.937 0.1183 1210.926 0.1092
Ly-γ 1277.099 0.2238 1277.136 0.0650 1277.108 0.0446
Ly-δ 1307.726 0.0740 1307.807 0.1317 1307.761 0.1006
Ly-ε — — 1324.322 0.0368 1324.341 0.0667
Ly-ζ — — — — 1334.094 0.0014
Figure 2.9: X-ray emission spectra of Ne8+ resulting from SEC of Ne9+ with He, H2, and H at a
collision energy of 26 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the M1 transition. All data points were convolved with a gaussian function with
FWHM of 6 eV.
25
Table 2.4: Magnetic dipole and K series transition lines for Ne8+ resulting from SEC CX of Ne9+
with He, H2, and H. Transitions are given in Siegbahn notation. Intensities are normalized to the
M1 transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
M1 904.0181 1.0000 904.005 1.0000 904.005 1.0000
Kα1 913.8487 0.3129 913.943 0.3404 913.943 0.3487
Kα2 921.4947 0.2840 921.551 0.3118 921.551 0.3205
Kβ 1072.838 0.0489 1072.838 0.0427 1072.838 0.0409
Kγ 1125.996 0.0963 1125.967 0.0376 1125.967 0.0244
Kδ 1150.633 0.0021 1150.752 0.0476 1150.752 0.0522
Kε — — 1164.126 0.0013 1164.126 0.0062
The Kα1 and Kα2 emission lines are the results of the two electrons interacting electro-
statically. The electrostatic interaction results in a single antisymmetric mode and three symmetric
modes (commonly referred to as singlet and triplet states) which differ in energy and is accounted
for by LS coupling. This behavior can be seen in all of the helium-like HCI CX emission spectra
presented in this work.
Although LS coupling works fairly well in explaining the majority of the behavior of lower
Z HCIs, it is worth noting that the largest emission line is due to the magnetic dipole transition
(M1). This is a so-called “forbidden transition” because the 2s → 1s transition is forbidden by the
selection rules derived from LS coupling. In HCIs, however, the electromagnetic interactions are
far greater than in a neutral system, causing the selection rules to be violated [8]. As discussed in
section 1.1.2, an intermediate coupling scheme is required to fully account for the behavior of the
HCIs discussed in this work.
Because the results presented for the CX interactions share many of the same characteristics,
much of the discussion given in section 2.3.1 is applicable to the other ions’ results as well. For the
sake of brevity, the results for HCIs other than neon are presented largely without any discussion.
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2.3.2 Magnesium
Fig. 2.10 shows the Lyman series transition lines for hydrogen-like magnesium resulting from
SEC CX between Mg12+ and He, H2, and H at a collision energy of 31.5 keV. The transition line
energies and intensities are given in Table 2.5. The intensities are normalized to the Ly-α transition.
Figure 2.10: X-ray emission spectra of Mg11+ resulting from SEC of Mg12+ with He, H2, and H at
a collision energy of 31.5 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the Ly-α transition. All data points were convolved with a gaussian function with
FWHM of 6 eV.
Table 2.5: Lyman series transition lines for Mg11+ resulting from SEC CX of Mg12+ with He, H2,
and H. Intensities are normalized to the Ly-α transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
Ly-α 1472.230 1.0000 1472.230 1.0000 1472.230 1.0000
Ly-β 1744.738 0.1317 1744.794 0.1020 1744.794 0.0944
Ly-γ 1840.056 0.0999 1840.161 0.0384 1840.161 0.0322
Ly-δ 1884.156 0.1474 1884.162 0.0568 1884.162 0.0335
Ly-ε 1908.282 0.0209 1908.253 0.0835 1908.253 0.0757
Ly-ζ — — 1922.588 0.0188 1922.588 0.0361
Ly-η — — — — 1931.547 0.0016
Figure 2.11 shows the magnetic dipole and K series transition lines for helium-like magne-
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sium resulting from SEC CX between Mg11+ and He, H2, and H at a collision energy of 31.5 keV. The
corresponding energies and relative intensities are given in Table 2.6. The intensities are normalized
to the M1 transition.
Figure 2.11: X-ray emission spectra of Mg10+ resulting from SEC of Mg11+ with He, H2, and H at
a collision energy of 31.5 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the M1 transition. All data points were convolved with a gaussian function with
FWHM of 6 eV.
Table 2.6: Magnetic dipole and K series transition lines for Mg10+ resulting from SEC CX of Mg11+
with He, H2, and H. Transitions are given in Siegbahn notation. Intensities are normalized to the
M1 transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
M1 1330.067 1.0000 1329.960 1.0000 1329.960 1.0000
Kα1 1342.201 0.3711 1342.157 0.4057 1342.157 0.4163
Kα2 1351.837 0.3087 1351.842 0.3423 1351.842 0.3531
Kβ 1578.277 0.0463 1578.380 0.0401 1578.380 0.0382
Kγ 1658.039 0.0503 1658.017 0.0175 1658.017 0.0133
Kδ 1694.976 0.0450 1694.966 0.0347 1694.966 0.0234
Kε 1714.962 0.0007 1714.876 0.0272 1714.876 0.0340
Kζ — — 1727.073 0.0013 1727.073 0.0049
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2.3.3 Silicon
Figure 2.12 shows the Lyman series transition lines for hydrogen-like silicon resulting from
SEC CX between Si14+ and He, H2, and H at a collision energy of 36 keV. The transition line
energies and intensities are given in Table 2.7. The intensities are normalized to the Ly-α transition.
Figure 2.12: X-ray emission spectra of Si13+ resulting from SEC of Si14+ with He, H2, and H at
a collision energy of 36 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the Ly-α transition. All data points were convolved with a gaussian function with
FWHM of 6 eV.
Table 2.7: Lyman series transition lines for Si13+ resulting from SEC CX of Si14+ with He, H2, and
H. Intensities are normalized to the Ly-α transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
Ly-α 2005.547 1.0000 2005.583 1.0000 2005.583 1.0000
Ly-β 2376.505 0.1197 2376.498 0.0928 2376.498 0.0862
Ly-γ 2506.246 0.0585 2506.332 0.0312 2506.332 0.0282
Ly-δ 2566.415 0.0980 2566.401 0.0262 2566.401 0.0172
Ly-ε 2598.918 0.0812 2598.994 0.0548 2598.994 0.0354
Ly-ζ 2618.795 0.0068 2618.657 0.0527 2618.657 0.0555
Ly-η 2631.420 9.47E-6 2631.587 0.0105 2631.587 0.0213
Figure 2.13 shows the magnetic dipole and K series transition lines for helium-like silicon
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resulting from SEC CX between Si13+ and He, H2, and H at a collision energy of 36 keV. The
corresponding energies and relative intensities are given in Table 2.8. The intensities are normalized
to the M1 transition.
Figure 2.13: X-ray emission spectra of Si12+ resulting from SEC of Si13+ with He, H2, and H at
a collision energy of 36 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the M1 transition. All data points were convolved with a gaussian function with
FWHM of 6 eV.
Table 2.8: Magnetic dipole and K series transition lines for Si12+ resulting from SEC CX of Si13+
with He, H2, and H. Transitions are given in Siegbahn notation. Intensities are normalized to the
M1 transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
M1 1838.272 1.0000 1838.361 1.0000 1838.361 1.0000
Kα1 1853.017 0.4717 1852.892 0.5172 1852.892 0.5301
Kα2 1864.567 0.3460 1864.714 0.3857 1864.714 0.3973
Kβ 2181.589 0.0462 2181.446 0.0401 2181.446 0.0383
Kγ 2292.915 0.0283 2293.016 0.0144 2293.016 0.0128
Kδ 2344.523 0.0491 2344.491 0.0161 2344.491 0.0098
Kε 2372.539 0.0206 2372.568 0.0314 2372.568 0.0244
Kζ 2389.496 0.0003 2389.562 0.0167 2389.562 0.0233
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2.3.4 Phosphorus
Figure 2.14 shows the Lyman series transition lines for hydrogen-like phosphorus resulting
from SEC CX between P15+ and He, H2, and H at a collision energy of 40 keV. The transition line
energies and intensities are given in Table 2.9. The intensities are normalized to the Ly-α transition.
Figure 2.14: X-ray emission spectra of P14+ resulting from SEC of P15+ with He, H2, and H at a
collision energy of 40 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the Ly-α transition. All data points were convolved with a gaussian function with
FWHM of 6 eV.
Table 2.9: Lyman series transition lines for P14+ resulting from SEC CX of P15+ with He, H2, and
H. Intensities are normalized to the Ly-α transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
Ly-α 2303.230 1.0000 2303.230 1.0000 2303.230 1.0000
Ly-β 2729.090 0.1164 2729.090 0.0903 2729.090 0.0838
Ly-γ 2878.141 0.0508 2878.141 0.0297 2878.141 0.0268
Ly-δ 2947.267 0.0743 2947.267 0.0208 2947.267 0.0149
Ly-ε 2984.606 0.0895 2984.606 0.0394 2984.606 0.0234
Ly-ζ 3007.442 0.0210 3007.442 0.0540 3007.442 0.0477
Ly-η 3021.946 0.0003 3021.946 0.0219 3021.946 0.0327
Ly-θ — — 3031.821 0.0018 3032.130 0.0056
Fig. 2.15 shows the magnetic dipole and K series transition lines for helium-like phosphorus
31
resulting from SEC CX between P14+ and He, H2, and H at a collision energy of 40 keV. The
corresponding energies and relative intensities are given in Table 2.10. The intensities are normalized
to the M1 transition.
Figure 2.15: X-ray emission spectra of P13+ resulting from SEC of P14+ with He, H2, and H at a
collision energy of 40 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the M1 transition. All data points were convolved with a gaussian function with
FWHM of 6 eV.
Table 2.10: Magnetic dipole and K series transition lines for P13+ resulting from SEC CX of P14+
with He, H2, and H. Transitions are given in Siegbahn notation. Intensities are normalized to the
M1 transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
M1 2123.428 1.0000 2123.428 1.0000 2123.428 1.0000
Kα1 2139.323 0.5461 2139.323 0.5998 2139.323 0.6145
Kα2 2152.097 0.3734 2152.097 0.4173 2152.097 0.4297
Kβ 2519.965 0.0471 2519.965 0.0410 2519.965 0.0392
Kγ 2649.116 0.0243 2649.116 0.0140 2649.116 0.0130
Kδ 2709.008 0.0409 2709.008 0.0123 2709.008 0.0081
Kε 2741.651 0.0328 2741.651 0.0256 2741.651 0.0173
Kζ 2761.236 0.0026 2761.236 0.0238 2761.236 0.0261
Kη 2774.010 3.38E-6 2774.010 0.0046 2774.010 0.0096
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2.3.5 Iron
Up until this point in the chapter, all of the HCIs studied have been hydrogen-like or helium-
like. However, Fe XVI breaks that mold and has ten electrons to start with before undergoing CX.
For the CX simulations, all of the electrons were assumed to be in the lowest energy configuration,
and the Fe16+ ions were modeled as having filled 1s, 2s, and 2p orbitals.
Figure 2.16 shows the CX emission spectra for Fe15+ resulting from SEC CX between Fe16+
and He, H2, and H at a collision energy of 72 keV. The peak energies and intensities are given in
Table 2.11. The intensities are normalized to the tallest peak.
Figure 2.16: X-ray emission spectra of Fe15+ resulting from SEC of Fe16+ with He, H2, and H at
a collision energy of 72 keV. The x-axis gives the photon energy, and the y-axis gives the intensity
normalized to the tallest peak. All data points were convolved with a gaussian function with FWHM
of 6 eV.
Because the accuracy of these simulations decreases the further away from hydrogen-like an
HCI is, the results presented for Fe15+ should be considered the least accurate in this work and are
included as a rough estimate for completeness. Furthermore, the emission spectra of Fe15+ is largely
in the soft X-ray portion of the spectrum. This is due to the n = 1 and n = 2 shells being closed.
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Table 2.11: Emission lines for Fe15+ resulting from SEC CX of Fe16+ with He, H2, and H. Intensities
are normalized to the largest transition.
He H2 H
Transition Energy (eV) Intensity Energy (eV) Intensity Energy (eV) Intensity
8k to 7i 16.994 0.0161 16.517 0.1989 16.465 0.2737
7i to 6h 25.753 0.1597 25.768 0.3458 25.871 0.3847
3p to 3s 36.446 1.0000 36.510 1.0000 36.510 1.0000
3d to 3p 47.241 0.7466 47.046 0.8215 46.995 0.8415
7h to 5g 68.577 0.0684 68.427 0.1153 68.375 0.1127
5g to 4f 78.812 0.3643 78.860 0.4342 78.860 0.4571
5d to 4p 99.996 0.0191 98.391 0.0184 97.414 0.0252
6g to 4f 121.331 0.1022 121.313 0.0857 121.313 0.0802
6f to 4d 127.544 0.0376 — — — —
7g to 4f 145.926 0.0421 146.754 0.0502 146.806 0.0449
6p to 4s 153.514 0.0284 153.487 0.0276 153.487 0.0228
4p to 3d 161.915 0.0242 162.996 0.0371 163.150 0.0400
7d to 4p 170.012 0.0116 170.397 0.0274 170.654 0.0288
4f to 3d 186.612 0.4918 186.586 0.5825 186.586 0.6099
4d to 3p 226.891 0.1158 212.233 0.0011 212.130 0.0020
4p to 3s 245.630 0.0528 226.932 0.0988 226.932 0.0947
5f to 3d 265.030 0.1088 245.641 0.0410 245.641 0.0372
5s to 3p 293.495 0.0129 265.017 0.0905 265.017 0.0872
6f to 3d 308.161 0.1249 293.490 0.0056 293.490 0.0041
5p to 3s 335.301 0.0480 308.138 0.0713 308.138 0.0592
6s to 3p 344.773 0.0134 333.836 0.0468 333.785 0.0399
6d to 3p 353.175 0.0593 351.517 0.0422 350.849 0.0405
9f to 3d — — — — 361.025 0.0101
6p to 3s 383.829 0.0408 380.093 0.0361 379.939 0.0293
8d to 3p 396.305 0.0023 396.591 0.0225 396.591 0.0268
7p to 3s 413.160 0.0161 412.884 0.0193 412.421 0.0179
8p to 3s 431.287 0.0015 431.284 0.0116 431.284 0.0135
9p to 3s 443.559 9.0E-6 443.567 0.0026 443.567 0.0049
10p to 3s — — — — 451.996 0.0006
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Chapter 3
Loading Metals into the CUEBIT
As discussed in section 1.1.3, understanding CX-induced X-ray emission from HCIs has
been shown to be a powerful diagnostic for probing conditions of both the solar wind and cometary
atmospheres. These solar wind ions include both highly charged to fully stripped gases (e.g. O8+
and Ne10+) and metals (e.g. Mg12+ and Fe12+). In the laboratory, EBIT studies of gaseous ions
are achievable via ballistic injection of neutral gases or from the ionization of background gases.
Up until now, however, only elements existing as gases at STP have been observed in the Clemson
University EBIT (e.g. Ne and Ar as well as background elements such as C from CO2, N, and O).
In order to broaden the research scope of the CUEBIT to include metals, it is necessary to find a
method of loading these solids into the CUEBIT.
Introducing non-gaseous species such as Mg or Fe into an EBIT has been realized through
several methods including laser-ablation loading [32], metallic ions from volatile organic compounds
(MIVOC) [33], and a metal-vapor vacuum arc (MEVVA) [34, 35]. However, these methods have a
number of drawbacks ranging from pulsed operation (laser ablation and MEVVA) to the need for ad-
ditional hardware such as optics components (laser ablation) or a series of pump stages (MIVOC).
Additionally, the MIVOC method introduces the hazards associated with volatile organic com-
pounds. It is therefore desirable to find a method for loading neutral metals into the EBIT that can
operate continuously and does not require complicated hardware to operate.
Thermal evaporation via resistive ovens is a promising method, being of relatively simple
construction and capable of continuous operation. An oven also has the benefit of not requiring
specific sample preparation as is the case with the MEVVA method (which requires samples to be
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(a) (b)
Figure 3.1: (a) Photograph of MACOR® oven constructed and tested. The oven system is mounted
on a 2.75 in. ConFlat flange. (b) Experimental data showing the linear dependence of the oven
temperature with supplied electric current.
electrically conductive and machined into a cathode) and the MIVOC method (which requires a
volatile organic compound containing the desired element). While resistive ovens are commonly
used to load low temperature ion traps [36, 37], their application to loading EBITs has not been
tried. The number of particles needed to load the CUEBIT is higher than is needed for loading an
ion trap. Here, thermal evaporation is investigated as a potential method for loading metals into




A resistive oven (shown in Fig. 3.1a) was constructed by wrapping tungsten wire of diameter
0.010 in. about a MACOR® cylinder of outer diameter 0.250 in. and length of 0.650 in. [38] A
0.125 in. diameter hole was drilled in the center of the front face of the cylinder for the purpose of
loading samples and providing a directed particle beam. Gold foil was wadded up and inserted into
the MACOR® oven. Two small holes drilled through the walls at the bottom of the MACOR®
cylinder allow for contact between the gold sample and the junction of an E-type thermocouple.
A variable current and voltage power supply was used to supply current to the tungsten
filament. The filament current and oven temperature were recorded via a custom python interface.
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Figure 3.2: Schematic of experimental setup used to characterize the neutral atom yield of the oven
(red) with the QCM (gold). The QCM’s temperature was held constant by watercooling it with a
chiller (blue). A custom python interface was used to monitor oven temperature, chamber pressure,
and QCM frequency.
In all measurements, a linear relationship between the filament current and oven temperature was
observed (see Fig. 3.1b for a sample of data).
3.1.2 Characterization Method
A quartz crystal microbalance (QCM) was used to measure the deposition rate of the oven
as shown in Fig. 3.2. Philip Technologies model TAN06IG AT-cut quartz crystal resonators were
used for all QCM measurements. The distance between the resistive oven and the QCM is 14.41 cm.
The frequency of a quartz crystal resonator is highly sensative to temperature variations [39].
To reduce the influence of temperature on the measured frequencies, the QCM was watercooled by a
chiller and held at a constant temperature of 5°C. All measurements were made in a vacuum chamber
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with a base pressure on the order of 10−9 Torr. During oven heating, the maximum chamber pressure
was 1.2 × 10−5 Torr. This pressure was only observed at the highest oven temperature, with the
lower oven temperature runs never exceeding a pressure of 5× 10−6 Torr.
The amount of mass deposited can be calculated from the frequency change measured by







where ρq = 2.648 g·cm−3 is the density of quartz, µq = 2.947×1011 g·cm−1·s−2 is the shear modulus
of the AT-cut quartz, and f0 = 5.989 MHz is the manufacturer-stated resonant frequency of the
quartz crystal resonator. Rearranging Eq. 3.1 to get a ratio of mass deposition to frequency change








where C = 12.314 ng·cm−2·Hz−1. The minus sign indicates that an increase in the mass deposited
on the quartz crystal leads to a decrease in the measured frequency of the quartz.
3.1.3 Characterization Results
The data collected from the QCM is shown in Fig. 3.3. Relative frequency versus time is
plotted, and changes in oven currents and their corresponding temperatures are shown. Each increase
in current supplied to the oven results in a noticeable spike in the QCM’s frequency. Many things
can affect the frequency the quartz resonates at, including temperature and pressure. However, both
of these possible explanations have been ruled out by careful temperature control of the QCM via
water cooling and monitoring of the chamber pressure. The spike in frequency does not correspond
to a spike in pressure.
The possibility of coupling between the power supply and the QCM controller (which were
both plugged in to the same power conduit) was investigated by connecting the power supply to a
large resistor (separate from the experimental apparatus) and varying the current. An increase in the
current through the resistor resulted in no change in frequency measured by the QCM. Ultimately,
the cause of this behavior is unknown. However, it only occurs directly after changing the supplied
current, and the QCM quickly reaches a new stable frequency. Since it is only the relative rate of
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Figure 3.3: Experimental data showing the change in relative frequency measured by the QCM at
various oven temperatures. The orange dotted lines show the instance in time when the current
supplied to the oven was increased. Each region’s new equilibrium temperature is shown. The red
line segments are the linear best fits for the region of data they are plotted over and represent 500 s
time intervals each. The slopes of each red line segment are given.
change in frequency that is needed and not absolute, this behavior, while frustrating, can be safely
ignored by allowing some time to pass after each change in oven current.
The oven was allowed to reach a stable temperature after each current increase, and these
temperatures are labeled in Fig. 3.3. Once the oven reached a stable temperature, data was collected
for several minutes. The red line segments are the linear best fit lines for the regions of data that
the line is drawn over, and each region represents a time period of 500 s of data collection. The
slope of each region, m, is shown in units of Hz/s. Below about 500°C, no measurable change in
frequency was observed, so no linear best fit is performed in this region.










where mgold is the atomic mass of gold. The density of the atomic beam at the location of the QCM
can be calculated from the particle flux using the rms velocity vrms of the gold atoms corresponding





The particle flux and neutral density of the beam at each of the oven temperatures is given in
Table 3.1.
Table 3.1: Atomic deposition rates and beam densities at different oven temperatures.
Temperature (°C) Particle Flux (atomscm2·s ) Neutral Density (
atoms
cm3 )
550 1.27× 1011 3.93× 106
630 3.23× 1011 9.54× 106
685 8.23× 1011 2.36× 107
For typical operating conditions of CUEBIT, it is estimated that a neutral density of 107−
108 cm−3 within the drift tubes is sufficient for producing useful beams of highly charged metal
ions [41]. QCM measurements performed at an oven temperature of 685°C suggest a neutral density




Conclusions and Future Work
In this work, a detailed computational study of CX between HCIs (Ne9+, Ne10+, Mg11+,
Mg12+, Si13+, Si14+, P14+, P15+, and Fe16+) with neutral gases (He, H2, and H) was carried out using
the flexible atomic code (FAC) including energy levels, CX cross sections, and CX emission spectra.
The CX emission spectra were computed at collision energies corresponding to a solar wind velocity
of 500 km/s for all HCIs. Comparing the energy levels and CX cross sections to those available in the
literature showed good agreement, indicating that FAC is comparable to other simulation packages.
Furthermore, FAC’s approachable python scripting interface and low computational burden make it
an excellent candidate for performing computational studies complimentary to experimental studies.
It is the goal of this ongoing research to carry out a full experimental study of these CX
processes. This will be accomplished by generating the HCIs with the Clemson University electron
beam ion trap (CUEBIT) and directing the ion beam downstream where it will interact with a
neutral gas jet. Both a cold target recoil ion momentum spectroscopy (COLTRIMS) apparatus
(provided by Auburn University) and an X-ray detector (provided by NASA GSFC) will be used to
measure the CX processes, resulting in a triple-coincidence measurement of recoil ion momentum,
projectile ion momentum, and X-ray emissions. Doing so will enable the collection of state-resolved
CX X-ray emission spectra for the HCI-neutral pairs.
While injecting elements into the CUEBIT that exist as gases at STP is straightforward,
most of the HCIs planned for this study exist as solids at STP. To generate these HCIs, it is necessary
to incorporate a method for generating a neutral particle beam from a solid material. A number
of potential methods exist to achieve this. In this work, thermal evaporation via a resisitve oven
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was investigated as a potential method for doing so. The results indicate that a resisitve oven is a
viable option for generating a neutral particle beam. The only drawback from this method is the
inevitable rise in pressure due to the oven being operated.
Currently, laser ablation is being investigated as an alternative method for netural beam
generation. While it is still being studied, preliminary results suggest that with the ablation laser
currently being used, it will not be possible to generate a significant enough number of neutral
particles for the purposes of loading the CUEBIT. In addition, this method has the drawback of




Appendix A Python Script for CX Simulations Using FAC
This appendix provides an example python script used to interface with FAC. The example
provided here simulates SEC between Ne10+ and He at a collision energy of 26 keV. This script
calculates energy levels of the resulting ion (Ne9+), charge exchange cross sections of Ne10+ with
He, and X-ray emission spectra of Ne9+ as the electron relaxes after CX. The output files returned by
FAC containing these results are Ne9.en, Ne10.cx, and Ne9a.ln, respectively. Standard text editor
colors are used here, with red being comments.
# Import necessary libraries
import sys
from pfac import fac
from pfac import crm
import os
# Defining HCI isotope
atom = ’Ne’ # Periodic Table symbol for element used for highly charged ion
Z = 10 # Atomic Number of element used for highly charged ion
initial charge = 10 # Number of electrons removed from element
final charge = 9 # Number of electrons missing from element after interacting with target
# Defining target
target = ’He’ # Chemical symbol of target
# Defining Ion Beam Energy Distribution (all energies are in units of eV)
beam energy = 26000 # Energy of Ion Beam
FWHM energy = 500 # Full Width at Half Max of gaussian energy distribution
min energy = 25000 # Minimum energy of Ion Beam
max energy = 27000 # Maximum energy of Ion Beam
# Set the minimum contribution (write a percent as a decimal, i.e. 10% would be entered as 0.1)
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# required to output the transitions to the list of observable transitions
contribution = 0.001
# Set the kronos dir variable to the kronos directory path on your computer
kronos dir = ’/home/rmattish/Kronos v3.1/’
# Create Ion Structure
fac.SetAtom(atom)
fac.Config(’1*1’, group = ’n1’)
fac.Config(’2*1’, group = ’n2’)
fac.Config(’3*1’, group = ’n3’)
fac.Config(’4*1’, group = ’n4’)
fac.Config(’5*1’, group = ’n5’)
fac.Config(’6*1’, group = ’n6’)
fac.Config(’7*1’, group = ’n7’)
fac.Config(’8*1’, group = ’n8’)
fac.Config(’9*1’, group = ’n9’)
fac.Config(’10*1’, group = ’n10’)
fac.Print(atom + str(final charge) + ’+ Configs Set’)
# The ionized ground state must be present in the energy levels
fac.Config(” , group= atom + str(initial charge) + ’ground’)
print(atom + str(initial charge) + ’+ ground state set’)




fac.Structure(atom + str(final charge) + ’b.en’, config list)
fac.Structure(atom + str(final charge) + ’b.en’, [atom + str(initial charge) + ’ground’])
print(’Structure Calculation Complete’)
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# Calculate Energy Levels and Transitions
fac.MemENTable(atom + str(final charge) + ’b.en’)
fac.PrintTable(atom + str(final charge) + ’b.en’, atom + str(final charge) + ’.en’, 1)
fac.TransitionTable(atom + str(final charge) + ’b.tr’, config list, config list)
fac.PrintTable(atom + str(final charge) + ’b.tr’, atom + str(final charge) + ’.tr’, 1)
print(’FAC Structure Complete’)
# Calculate CX Cross Sections
fac.SetCXTarget(target)
fac.SetCXEGrid(1000, 0.05, 50000, 0, 1)
fac.CXTable(atom + str(initial charge) + ’b.cx’, config list, atom + str(initial charge) + ’ground’)
fac.PrintTable(atom + str(initial charge) + ’b.cx’, atom + str(initial charge) + ’.cx’, 1)
print(’CX Cross Sections Complete’)
# Collisional Radiative Model (Used to Calculate Emission Spectra)
# Uncomment the “crm.ReadKronos()” line below to import CX cross sections from Kronos database
# crm.ReadKronos(kronos dir, Z, int(Z - initial charge), atom, target, ”, 1)




# First parameter = ’1’ in SetCxtDist() gives a gaussian energy distribution
crm.SetCxtDist(1, beam energy, FWHM energy, min energy, max energy)
print(’CX Ion Density Set’)
crm.SetTRRates(0)
print(’TR Rates Set’)
# 10 in SetCXRates means setup CX rates from kronos db, and the collision energy is per AMU
# 2 in SetCXRates means setup CX rates from FAC DB CX data file
crm.SetCXRates(2, target)
crm.SetCxtDensity(2)









crm.SpecTable(atom + str(final charge) + ’b.sp’)
crm.PrintTable(atom + str(final charge) + ’b.sp’, atom + str(final charge) + ’a.sp’)
print(’Print Spec Complete’)
# Removes the file Ne9a.ln if it already exists since FAC will just add lines to the existing file if
# there is one
if os.path.isfile(atom + str(final charge) + ’a.ln’): os.remove(atom + str(final charge) + ’a.ln’)
crm.SelectLines(atom + str(final charge) + ’b.sp’, atom + str(final charge) + ’a.ln’, Z-final charge,
0, 0, 1e4)
print(’Selected Lines Printed to file’)
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Appendix B Ne9+ Energy Levels
This appendix contains energy levels for hydrogen-like neon calculated using FAC for all nl
states up to n = 10. These energy levels were used for computing theoretical line spectra for Ne9+.
Energy level values from the NIST ASD [18] are provided for comparison which were themselves
taken from Erickson’s list of energy levels of one-electron atoms [25]. The energies from Erickson are
the theoretical energies predicted by QED. The agreement between the theoretical values calculated
using FAC and those from the atomic spectral database are excellent. The average ∆E between the
two is just 8.58× 10−4 eV, or an average percent difference of 6.53× 10−5 %.
Table A.1: Calculated energy levels for Ne9+ using FAC (ASD values provided for comparison)
Configuration J FAC Energy (eV) ASD Energy (eV)
1s 1/2 0 0
2p 1/2 1021.49839 1021.497559
2s 1/2 1021.51846 1021.517775
2p 3/2 1021.95374 1021.952904
3p 1/2 1210.82739 1210.826534
3s 1/2 1210.83339 1210.832582
3d 3/2 1210.96211 1210.961235
3p 3/2 1210.96233 1210.961463
3d 5/2 1211.00697 1211.006102
4p 1/2 1277.07402 1277.073151
4s 1/2 1277.07655 1277.075711
4d 3/2 1277.13084 1277.129971
4p 3/2 1277.13094 1277.130068
4f 5/2 1277.14976 1277.148867
4d 5/2 1277.14979 1277.148901
4f 7/2 1277.1592 1277.158326
5p 1/2 1307.72884 1307.727965
5s 1/2 1307.73014 1307.729278
Continued on next page
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Table A.1 – Continued from previous page
Configuration J FAC Energy (eV) ASD Energy (eV)
5d 3/2 1307.75793 1307.757052
5p 3/2 1307.75798 1307.757103
5f 5/2 1307.76762 1307.766727
5d 5/2 1307.76764 1307.766745
5g 7/2 1307.77246 1307.771562
5f 7/2 1307.77246 1307.771571
5g 9/2 1307.77536 1307.774467
6p 1/2 1324.37752 1324.376664
6s 1/2 1324.37756 1324.377424
6d 3/2 1324.39438 1324.393495
6p 3/2 1324.39439 1324.393524
6f 5/2 1324.39999 1324.399094
6d 5/2 1324.39999 1324.399104
6g 7/2 1324.40279 1324.401891
6f 7/2 1324.40279 1324.401897
6h 9/2 1324.40447 1324.403569
6g 9/2 1324.40447 1324.403573
6h 11/2 1324.40558 1324.40469
7p 1/2 1334.41465 1334.413778
7s 1/2 1334.41467 1334.414257
7d 3/2 1334.42527 1334.424376
7p 3/2 1334.42527 1334.424395
7f 5/2 1334.4288 1334.427902
7d 5/2 1334.4288 1334.427908
7g 7/2 1334.43056 1334.429664
7f 7/2 1334.43056 1334.429667
7h 9/2 1334.43162 1334.430721
7g 9/2 1334.43162 1334.430723
Continued on next page
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Table A.1 – Continued from previous page
Configuration J FAC Energy (eV) ASD Energy (eV)
7i 11/2 1334.43232 1334.431425
7h 11/2 1334.43232 1334.431427
7i 13/2 1334.43283 1334.431929
8p 1/2 1340.92835 1340.927476
8s 1/2 1340.92837 1340.927797
8d 3/2 1340.93547 1340.934575
8p 3/2 1340.93547 1340.934588
8f 5/2 1340.93783 1340.936937
8d 5/2 1340.93783 1340.936942
8g 7/2 1340.93901 1340.938118
8f 7/2 1340.93902 1340.93812
8h 9/2 1340.93972 1340.938826
8g 9/2 1340.93972 1340.938827
8i 11/2 1340.9402 1340.939297
8h 11/2 1340.9402 1340.939298
8k 13/2 1340.94053 1340.939635
8i 13/2 1340.94053 1340.939635
8k 15/2 1340.94079 1340.939888
9p 1/2 1345.3937 1345.39282
9s 1/2 1345.39372 1345.393046
9d 3/2 1345.3987 1345.397806
9p 3/2 1345.3987 1345.397815
9f 5/2 1345.40036 1345.399465
9d 5/2 1345.40036 1345.399468
9g 7/2 1345.40119 1345.400294
9f 7/2 1345.40119 1345.400295
9h 9/2 1345.40169 1345.400791
9g 9/2 1345.40169 1345.400792
Continued on next page
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Table A.1 – Continued from previous page
Configuration J FAC Energy (eV) ASD Energy (eV)
9i 11/2 1345.40202 1345.401122
9h 11/2 1345.40202 1345.401123
9k 13/2 1345.40226 1345.401359
9i 13/2 1345.40226 1345.40136
9l 15/2 1345.40244 1345.401537
9k 15/2 1345.40244 1345.401537
9l 17/2 1345.40258 1345.401675
10p 1/2 1348.58749 1348.586606
10s 1/2 1348.5875 1348.58677
10d 3/2 1348.59113 1348.59024
10p 3/2 1348.59114 1348.590247
10f 5/2 1348.59235 1348.591449
10d 5/2 1348.59235 1348.591452
10g 7/2 1348.59295 1348.592054
10f 7/2 1348.59295 1348.592055
10h 9/2 1348.59332 1348.592416
10g 9/2 1348.59332 1348.592417
10i 11/2 1348.59356 1348.592658
10h 11/2 1348.59356 1348.592658
10k 13/2 1348.59373 1348.59283
10i 13/2 1348.59373 1348.592831
10l 15/2 1348.59386 1348.59296
10k 15/2 1348.59386 1348.59296
10m 17/2 1348.59396 1348.593061
10l 17/2 1348.59396 1348.593061
10m 19/2 1348.59404 1348.593141
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Appendix C X-ray Emission Lines Corresponding to Fig. 2.4
This appendix provides a table of all individual transitions that had a contribution of at least
0.1% (as compared to the strongest transition) to the X-ray emission spectra of Ne9+ resulting from
SEC of Ne10+ with He as shown in Fig. 2.4. The Normalized Intensities column was obtained by
normalizing all of the intensity values in reference to the intensity of the strongest transition (in this
case, the 2p to 1s transition). Please note that these normalized intensity values are different than
the ones in Fig. 2.4, since Fig. 2.4 was obtained by convolving all of the values in this table (along
with additional smaller contributions not listed here) with a gaussian function. That convolution
was then renormalized to the height of the tallest peak to obtain that plot. Repeated transitions (i.e.
two transitions both listed with the same upper and lower levels but different energies/intensities)
are fine structure energy shifts due to the spin orbit interaction of the single electron for levels with
l > 0 corresponding to the total angular momentum, j = l ± 1/2.
Table A.2: Transitions contributing to line spectra in Fig. 2.4
Lower Level Upper Level Energy (eV) Normalized Intensity
4p 5s 30.5992 0.034437885
4d 5p 30.60819 0.001224507
4f 5g 30.61615 0.008994653
4d 5f 30.61783 0.001173127
4d 5f 30.62266 0.023474911
4f 5g 30.62269 0.006939095
4p 5d 30.62699 0.002229624
4p 5d 30.63669 0.020078326
4d 5f 30.63678 0.016427042
4s 5p 30.65229 0.002663971
4p 5s 30.65612 0.017058014
4s 5p 30.68143 0.005275025
4p 5d 30.68391 0.011122946
3d 4p 66.11191 0.001458748
Continued on next page
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Table A.2 – Continued from previous page
Lower Level Upper Level Energy (eV) Normalized Intensity
3p 4s 66.11423 0.144196305
3d 4p 66.12397 0.002589996
3d 4f 66.14279 0.003409548
3d 4f 66.15223 0.068263144
3p 4d 66.16851 0.009371316
3p 4d 66.18746 0.084437319
3d 4f 66.18766 0.047793892
3s 4p 66.24062 0.01269011
3p 4s 66.24916 0.07139351
3s 4p 66.29755 0.025164646
3p 4d 66.30345 0.046833528
3d 5f 96.76065 0.002059175
3d 5f 96.76548 0.04126403
3p 5s 96.76781 0.048317312
3p 5d 96.7956 0.005086099
3p 5d 96.80531 0.045871214
3d 5f 96.80551 0.028894865
3s 5p 96.89545 0.005919676
3p 5s 96.90275 0.023942851
3s 5p 96.9246 0.011749424
3p 5d 96.93054 0.025469213
2p 3s 188.8796 0.123782899
2p 3d 189.0084 0.017438594
2p 3d 189.0532 0.157282961
2s 3p 189.3089 0.027643495
2p 3s 189.335 0.061247944
2s 3p 189.4439 0.055127002
2p 3d 189.4637 0.087467971
Continued on next page
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Table A.2 – Continued from previous page
Lower Level Upper Level Energy (eV) Normalized Intensity
2p 4s 255.1228 0.202797439
2p 4d 255.1771 0.027400332
2p 4d 255.196 0.247579529
2s 4p 255.5556 0.040015936
2p 4s 255.5782 0.100432485
2s 4p 255.6125 0.079615455
2p 4d 255.6325 0.137743842
2p 5s 285.7764 0.068846413
2p 5d 285.8042 0.014095878
2p 5d 285.8139 0.127440713
2s 5p 286.2104 0.017869814
2p 5s 286.2318 0.034104058
2s 5p 286.2395 0.035551454
2p 5d 286.2596 0.070923074
1s 2p 1021.498 0.498589545
1s 2p 1021.954 1
1s 3p 1210.827 0.204759925
1s 3p 1210.962 0.411681286
1s 4p 1277.074 0.280550651
1s 4p 1277.131 0.562158201
1s 5p 1307.729 0.123450453
1s 5p 1307.758 0.247266708
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