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ABSTRACT 
A symmetric matrix C is called copositive if the quadratic form x’Cx is nonnega- 
tive for all nonnegative values of the variables (x1, x2,. . ., x,)=x’. A known suffi- 
cient condition for a quadratic form x’Qx to be positive unless x=0, subject to the 
linear inequality constraints Ax > 0, is that there should exist a copositive matrix C 
such that Q- A’CA is positive definite. The main result of this paper establishes the 
necessity of this condition. For x’Qx to be merely nonnegative subject to Ax > 0, the 
situation is less straightforward. The necessity of the existence of a copositive matrix 
C such that Q-A’CA is positive semidefinite is proved only under various additional 
hypotheses regarding the size or rank of A, and counterexamples are given to show 
that, in general, no such matrix may exist, even when Slater’s constraint qualification 
holds. Our approach to these existence questions also furnishes certain tests for 
positivity or mere nonnegativity of x’Qx subject to Ax > 0, in which specific symmet- 
ric matrices, constructed by rational operations from A and Q and depending upon a 
single real parameter v, must be tested for positive definiteness or strict copositivity 
for large values of v. This technique is illustrated by several examples. 
1. INTRODUCTION 
A symmetric n X n real matrix C is called copositiue if’ 
X’CX > 0 whenever x > 0, 
and strictly cqpositive if 
r’Cx>O whenever x > 0 but rf 0. 
*‘Ibis work was partially supported by a grant from Control Data. 
‘Here, and in the sequel, inequalities between matrices signify that the corresponding 
inequality holds between all corresponding pairs of matrix elements. 
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Such matrices were first considered by T. S. Mot&in in 1952, and tests for 
copositivity have been given by him [l, 21, and also by Gaddum [3], Garsia 
[4], and Cottle et al. [5]. It is obvious that a matrix which is the sum 
C-N+!3 
of a matrix N > 0 (i.e. one with nonnegative entries) and a positive semidefi- 
nite matrix S must be copositive, and Diananda [6] proved that for n < 4, 
every copositive matrix C may be so decomposed. However, for n > 5, an 
example due to A. Horn (see [S]) shows that such a decomposition may not 
be possible, and this circumstance turns out to be of some significance 
below. 
This paper concerns the possible use of copositive and of definite 
matrices to characterize matrix pairs A E lRmXn, Q E Rnx” for which either 
of the following implications holds: 
X’QX>O whenever Ax > 0 (1.1) 
or 
x’Qx>O whenever Ax > 0 but x#O. (I-2) 
Such conditions arise in quadratic programming, and also as second-order 
necessary or sufficient optimality conditions for general nonlinear programs. 
In [7, p. 811 it was pointed out that a simple and immediate sufficient 
condition for (1.1) to hold is that the matrix Q is decomposable in the form 
Q=A’CA+S with C copositive and S positive semidefinite. 0.3) 
Similarly, for the stronger implication (1.2), it is sufficient if C in (1.3) is 
copositive and S is positive definite. The major question dealt with below is 
the extent to which the possibility of such a decomposition is also necessary 
for (1.1) or (1.2). In Theorem 4.4 we show that if (1.2) holds, then without 
further assumptions or qualifications, there exists a strictly copositive matrix 
C such that Q-A’CA is positive definite. For (1.1) the situation is less 
straightforward, but perhaps more interesting. We show in Sec. 6 that the 
existence of a decomposition (1.3) is necessary for (1.1) provided one or more 
of the following additional hypotheses are satisfied: 
(a) rank A = m; 
(b) m < 4 and there exists Z E R” such that Ali: > 0; 
(c) n- - 2 and there exists f E IV’ such that A2 > 0. 
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The second part of conditions (b) and (c) is well known as Slater’s constraint 
qualification, and is automatically satisfied in case (a) as well. We give a 
simple counterexample with m =12 =2 (Example 6.3) showing that Slater’s 
constraint qualification plays an essential role. We also give a counterexam- 
ple with n = 3 and m = 5, in which Slater’s condition holds, showing that the 
additional hypotheses (b) and (c) cannot easily be weakened. Thus, despite 
the unqualified affirmative answer for (1.2), when (1.2) fails the existence of 
a decomposition (1.3) is necessary for (1.1) only in special circumstances. 
In the case rank A =m, to which Sec. 2 is devoted, we prove the 
existence of a decomposition (1.3) by showing how to construct a specific 
copositive matrix C for which Q - A’CA is positive definite or semidefinite, 
when either (1.1) or (1.2) holds. Consequently, as is reflected in the state- 
ments of Theorems 2.1 and 2.2, our approach provides not merely an 
existence theorem, but also a constructive test for the validity of (1.1) or 
(1.2), in which certain matrices must be tested for semidefiniteness or 
copositivity. 
When rank A #m and (1.2) holds, we use an extension of a theorem of 
Finsler on linear combinations of quadratic forms to construct a matrix C, 
whose elements are rational functions of a real variable v, and show that for 
all sufficiently large v, C, is strictly copositive and Q- A’C, A is positive 
semidefinite. Thus again, as is reflected in Theorem 4.4, our approach yields 
not only mere existence, but also a constructive test, in which it must be 
shown that rational matrix functions of a real variable v are positive definite 
or strictly copositive for large v. This technique is illustrated by examples, 
and is also extended in Sec. 5, by a simple perturbation device, to deal with 
the weaker implication (1.1). Finally our approach also yields a stability 
theorem (Theorem 7.1) for (1.2), giving ranges within which Q and A may be 
perturbed without destroying (1.1). 
Another approach to the question of tests using copositivity for the 
validity of (1.1) or (1.2) is to determine a matrix B such that the cone 
{X ) B’x 2 0} is precisely the polar of the cone {r ( Ax > O}. Then 
Ax>0 iff x=By forsomey>O, 
so that (1.1) holds iff B’QB is copositive, while (1.2) is equivalent to 
Y’(B’QB)Y >O whenever y > 0 but By #O. 
We do not follow this line of attack, partly because the determination of the 
matrix B is often problematical, but mainly because our principal interest lies 
in the question of the necessity of the existence of a decomposition (1.3). 
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The question of conditions for the positivity of a quadratic form subject 
to linear equality constraints goes back at least to Hancock’s Theoy of 
Maxima and Minima [8], Mann [9], and Samuelson [lo], in which de- 
terminantal-type conditions were developed. More recently Lancaster [ 111 
suggested the use of Finsler’s theorem on quadratic forms, and Farebrother 
[12] gives a full treatment using this approach. 
Semidefiniteness of quadratic forms over convex cones was studied by 
Cottle et al. [13], but the result closest to ours is that of Loewy and 
Schneider [14, Lemma 2.21, according to which a quadratic form x’QX is 
nonnegative on the n-dimensional “ice cream” cone 
iff there exists v > 0 such that for all r 
x’Qx>v(x;-+x;- . . . -&). 
The universality of this theorem contrasts strikingly with the situation for 
polyhedral constraint cones as described in the present paper. 
To conclude this introduction we quote Motzkin’s cofactor test for strict 
copositivity, which we shall use in examples below. A symmetric matrix C is 
str&tly copositive iff its diagonal entries are positive and whenever a prin- 
cipal submutrix c of C has ZZIJ or negative determinant, then at least one of 
the entries in the last row of C must have zero or negative cofactor (in C). A 
proof of this remarkable theorem may be found in [S]. 
2. THE CASE IN WHICH THE MATRIX A HAS FULL ROW RANK 
This case was treated in [7, p. 791, and the results given there are 
extended in this section. We treat the implications 
x’Qx>O whenever Ax > 0 but x#O (2.1) 
and 
X’QX>O whenever Ax > 0 (2.2) 
together, and begin by supposing, as in [7l, that the variables x are so labeled 
that 
A=[A 1; A,], 
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where A, is m Xm and invertible. Then for (y, z) E R”X Iw”-“= R”, the 
transformation 
x= Ai 
i 
_ _lj _-_-+2 
0: I -#I +[ :I 
is invertible, and AT= [ I j 0 1, so that Ax > 0 iff y > 0. Consequently, with 
(2.1) and (2.2) are equivalent to 
whenever y>O but (y,z)#O (2.3) 
and 
whenever y > 0 (24 
respectively. 
We may exploit the freedom of the variable x. As is well known, 
necessary and sufficient conditions for the function 
to be bounded below in z, for fixed y, are that 
&,s is positive semidefinite (2.6) 
and that 
null-space Qss C null-space y ‘Qrs .
This latter condition can hold for all y > 0 iff in fact 
null-space Qzz C null-space &, (2.7) 
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which can be equivalently stated as 
where the + denotes pseudoinverse. If these conditions hold, the minimum 
value of (2.5) is achieved at 
and is equal to 
Setting 
= 
[ 1 : C[I o]+S 
= T’A’CAT+ 5. 
Hence also 
where 
and 
Q=A’CA+S, (2.9 
S=T’-$T-’ 
(2.8) 
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By minimizing the function 
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with respect to z, for fixed y, it is easily shown that if (2.6) and (2.7) hold, 
then S, and hence S, is positive semidefinite. This enables us to prove the 
following two results. 
THEOREM 2.1. Zf A = [A i :’ A,], with A, being mXm invertible, then 
the following conditions are equivalent: 
(a) r’Qx > 0 whenever Ax > 0; 
(b) there exists a copositive matrix C such that 
Q - A’CA is positive semidefinite; 
(c) with Gas above, the following hold: 
Qzz is positive semidefinite, 
null-space Qss G null-space Q1s, 
Proof. (a) implies (c): If (a) holds, then so does (2.4). Consequently for 
each y > 0, the function (2.5) is bounded below in z, for which (2.6) and (2.7) 
are necessary conditions. For any y > 0, we may make the choice (2.8) for z 
in (2.4), resulting in the inequality y’Cy > 0. Thus C is copositive. 
(c) implies (b): The matrix C satisfies (2.9), where S is positive semidefi- 
nite when the first two conditions (c) hold. Thus this matrix C satisfies (b). 
(b) implies (a): This is merely a restatement of the sufficiency of such a 
decomposition. n 
THEOREM 2.2. - Zf A= [A1 ; As], with A, m Xm invertible, then with 
Q given as above, 
x’Qx>O whenever Ax>0 but r#O (2.10) 
234 D. H. MARTIN AND D. H. JACOBSON 
if and only if 
Qss is positive definite, 
-- 
C = Qll - Q12Q;21& is strictly copositive. (2.11) 
Furthermore, if these equivalent conditions hold, Q-A’CA is positive semi- 
&finite. 
Proof. The necessity proof is similar to the proof that (a) implies (c) in 
the previous_theorem-one needs only to note that choosing y= 0 in (2.4) 
shows that Qzz must be positive definite, and hence that (2.7) is trivially 
satisfied. Conversely, assuming @ll), the minimizing property of (2.8) holds, 
and hence for all y > 0, [ y’, z’] Q [ y’, z’]’ > y’Cy > 0 unless y = 0. However, if 
y=O, then [y’, z’]Q[y’, z’]‘=z’Qs,z>O unless z=O also, which proves (2.3), 
and hence (2.10). n 
These two theorems represent the only cases in which we can construct 
specific matrices to be tested for semidefiniteness or copositivity as a 
necessary and sufficient condition for (1.1) or (1.2). In the next section we 
state and prove an extension of a theorem of Finsler, which enables us to 
dispense with the rank restriction on the matrix A at the cost of introducing 
an unspecified large parameter into the tests. 
3. A THEOREM OF FINSLER TYPE 
Forty years ago there was some interest in finding conditions on a finite 
family of real quadratic forms under which some linear combination of these 
forms would be positive definite. In particular, P. Finsler [15] proved that if 
x’Q,x> 0 whenever x’Qsx= 0 but x#O, then there exists a constant v such 
that Qi + vQs is positive definite. Other conditions were given by Hestenes 
and McShane [16] and Dines [17, 181, and a treatment of Finsler’s theorem is 
given in [lQ, p. 76-771. R ecently, Jacobson [7, 201, assuming a certain 
simultaneous diagonalizability condition, extended Finsler’s condition to 
more than two forms. Here we deal only with two forms, and extend the 
result by allowing an additional conic constraint. 
Let I denote a given closed cone in IWd, and let us say that a symmetric 
d x d matrix Q is P-positive semidefinite (P-positive definite) if 
x’Qx>O(>O) whenever x E I (but x# 0). 
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THEOREM 3.1. Let r be a closed cone in .Rd and Q1, Qa synmnetric dxd 
matrices, with Qs being r-positive semidefinite. A necessary and sufficient 
condition for the implication 
x’Q,x>O whenever XEIY, x#O, andr’Q,x=O (3.1) 
is that there exists2 a constant v such that 
Q1 + vQ2 is F-positive definite. (3.2) 
Proof. The sufficiency of (3.2), even when Q2 is not r-positive semidefi- 
nite, is immediate. To prove its necessity, suppose that (3.2) fails for every v. 
By reason of the remark in footnote 2, this means that we must be able to 
find a sequence {x,,} of points, with rnET, I~~l=l,~ and 
xLQ1x, +nxkQ2x, < 0 for each n. (3.3) 
Hence 
so that xiQ,x,+O. Being a bounded sequence, {xn} has a limit point x0, 
say, and it follows that xbQax,, =O. Furthermore x0 Er and lx01 = 1. Thus x,, 
meets the hypotheses of the implication (3.1), but, using (3.3) again, we have 
xkQ1x, =G - nxLQ2xn < 0, 
so that also xbQlxo < 0, contrary to (3.1). 
The following example shows that the extra hypothesis that Qa is 
r-positive semidefinite, which has no counterpart in Finsler’s original result, 
is not inessential. 
‘Since Qz is supposed r-positive semidefinite, it is obvious that if (3.2) holds for Y = ~a, say, 
then it holds also for all Y > ye. In particular, Y may always be assumed to be positive. 
3Here and in the sequel we use the standard Euclidean norm on Rd, and the matrix norm 
which it induces. 
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E~PLE 3.2. In Iw2 let P be the positive orthant, so the I-positive 
definiteness coincides with strict copositivity. I.et 
Q,=[ -; _; ] and Qz=[; _;I. 
Note that Qz is not copositive. For any XE Iw2 we have 
x(zr, xzo, and x’Q2x=0 
iff 
X=X 1 
[ 1 1 for some h>O, 
and for such X, 3~‘Qiz = 2X2 > 0. Thus (3.1) holds. However, 
cannot be copositive (let alone strictly copositive) for any Y, since its trace is 
always negative. 
4. NECESSARY AND SUFFICIENT CONDITIONS FOR POSITIVITY 
In this section we place no rank restrictions on the matrix A, and apply 
Theorem 3.1 to establish necessary and sufficient conditions on the matrices 
A, Q for the implication 
X’QX>O whenever Ax> 0 but x#O. 
It is easy to see that (4.1) holds iff for all (x, p) E R”x R”, 
(4-I) 
x’Qx>O whenever ~20, [Ax-j~l’=O, but (x,p)#O. 
Taking I? in Theorem 3.1 to ,be the cone {(x, cl)/ p > 0} 2 (Wn+m, and taking 
Ql=Q@o, Qz= [A j -I] [A / -Z 1, it follows from that theorem that 
(4.1) holds iff there exists Y > 0 such that 
x'Q~+vIAx-y1~>0 whenever pL>O but (x,p)ZO, (4.2) 
and so we may seek necessary and sufficient conditions for (4.2). 
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Suppose (4.2) holds. Choosing p = 0, it follows immediately that 
Q + uA’A is positive definite. (4.3) 
Hence for each p E ii!” held fixed, the quadratic form 
achieves its i&mum as a function of XE IR” at 
x=v(Q+vA’A)-‘A$, (4.4) 
and the minimum value is 
~‘(vZ-V~A(Q+VA’A)-~A’)~. (4.5) 
Consequently, for any in > 0, substitution of (4.4) into (4.2) shows that (4.5) is 
positive unless y=O, which means simply that 
C,=VZ-V~A(Q+VA’A)-~A’ is strictlycopositive. (4.6) 
Conversely, if (4.3) holds, our argument shows that for all (x, y), 
~'Q~+vIAx-~~~>~Q.L, (4.7) 
and hence, if (4.6) also holds, then so does (4.2). This proves the following 
result. 
THEOREM 4.1. For any v > 0 the implication (4.2) holds iff (4.3) and (4.6) 
hold. The implication 
x’Qx>O whenever Ax> 0, x#O 
holds iff there existi v>O such that the conditions (4.3) and (4.6) hold. Zf 
these conditions hold for v = v0 say, then they hold also for all positive v > vO. 
The final assertion here follows from the fact that if (4.2) holds for some 
v = va say, then it holds for all v > va. 
The constraints Ax > 0 define a pointed cone in R” iff rank A = n, and in 
this case we can give a simpler condition by exploiting the fact that A’A 
must then be positive definite. This means firstly that (4.3) is automatically 
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satisfied for all sufficiently large V. Secondly, we have 
(V-lQ+~/~)-l=( A/A)-‘-V-‘(A’A)-‘Q(A’A)-‘+O(V-2, 
and hence 
C,=V(Z-A(+Q+A’A)-‘A’) 
=v(Z-A(A’A)-lA’)+A(A’A)-lQ(A’A)-lA’+O(v-l). (4.8) 
This suggests that (4.2) will hold for some positive v only if the matrix 
c,=v(Z-A(A’A)-lA’)+A(A’A)-lQ(A’A)-lA’ (4.9) 
is strictly copositive for some v > 0. To prove this we note that if (4.2) holds, 
for v = va > 0 say, then C~, is strictly copositive, and hence there exists y. > 0 
such that 
P’C”JJ > Yo I P I 2 whenever ZL > 0. 
Furthermore, for all v > vo, Z.L > 0, and all x, (4.7) shows that 
whence also, by the choice (4.4) for x, 
P’GPYoIP12 whenever Z.L > 0 and v > vo. 
Hence using (4.8) and (4.9), we have for all p > 0 and v > v, 
P’C,P=P’C,P+P’M,P where IIM,Il=O(v-‘) 
>(Yo- IIWI)IPI~~ 
>o for sufficiently large v and y #O. 
Thus cP is strictly copositive for all sufficiently large v. Moreover, one sees 
directly from (4.9) that for all v 
A’C,A=Q. (4.10) 
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This immediately establishes the existence of a decomposition (1.3) for this 
case, and completes the proof of the following theorem. 
THEOREM 4.2. When rank A = n, the following conditions are equiva- 
lent: 
(a) x’Qx>O whenever Ax > 0 but x#O; 
(b) there exists a stricdy copositive matrix C such that Q=A’CA; 
(c) the matrix 
c,=v(Z-A(A’A)-‘A’)+A(A’A)-‘Q(A’A)-’A’ 
is strictly copositive for some (and hence for all sufficiently large) positive v. 
For all v, the matrix cp satisfies Q= A’cP A. 
It remains to settle the analogues of condition (b) here for the case in 
which rank A < n, and we return again to the matrices C,, assuming that 
(4.3) and (4.6) hold. 
LEMMA 4.3. Zf (4.3) and (4.6) hold for some v > 0, then the difference 
S L Q - A’C, A is positive semidefinite. (4.11) 
Proof. We first note that if (4.11) holds, and we were to carry out an 
invertible transformation x= T? of the variable x, then the matrix A would 
have to be replaced by x=AT, while Q would become Q= T’QT. Conse- 
quently, as is easily verified, the matrices C,, cP are unchanged, while in 
(4.11) T’ST replaces S. Thus the statement of the lemma may be verified 
after such a transformation. Now by a standard theorem, (4.3) implies that 
there exists an invertible transformation x= E such that Q= T’QT and 
T’(Q+ vA’A)T are both diagonal matrices, and hence4 so is T’A’AT=A’x 
In fact by further permutations and dilations, if necessary, we may take T so 
-- 
that A’A has the form 
A’A= _I_ 2 
[ 1 0’ 0 ’ 
‘This remark shows that a necessary condition for (4.1) to hold is that Q and A’A should be 
simultaneously diagonalizable by some invertible transformation. 
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where D, and D, are diagonal. Since Q+ vA’A must also be positive definite, 
it follows that D, + VI and D, are positive definite. Then from (4.6) and the 
invariance of C,, we have 
-- -_ -- 
A’C,A=VA’A-V~A’A(Q+VA’A)-~A’A 
_[::f]_[‘d:B[‘“‘~~~~l~ $..&!j_!!]
=v Z-(Z+V-~D~)-’ : 0 --------_;_ 
Use of the identity 
then permits (4.12) to be written in the form 
A’C,A= I D,-v-~D,(Z+V-‘D,)-~D,: 0 ----------_-__;_ 0 : 0 1 
D,(D,+vZ)-‘D, ; 0 
- - - - - - _ _ _ I - _ 
0 i D, 
I 
q-5, 
where, since D, + VI and D, are positive definite, S is positive semidefinite. -- 
Thus the statement of the lemma holds for the transformed matrices A, Q, 
and hence also for the original pair A, Q. I 
It is now a simple matter to prove our main result, which in particular, 
establishes the existence of a copositive-positive definite decomposition of Q 
when (4.1) holds. 
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THEOREM 4.4. The following conditions are equivalent: 
(a) x’Qx>O whenever Ax 2 0 but x#O; 
(b) there exists a strictly copositive matrix C and a positive definite 
matrix S such that 
Q=A’CA+S; 
(c) for sume V>O 
Q + YA’A is positive definite (4.13) 
and 
G =vI-v~A(Q+vA’A)-~A’ is strictly cupositive. (4.14) 
When these equivalent conditions hold, (4.13) and (4.14) hold for all suffi- 
ciently large v. 
Proof. The equivalence of (a) and (c) is given by Theorem 4.1, while the 
sufficiency of (b) for (a) to hold was noted in the Introduction. We complete 
the proof by showing that (c) implies (b). If (c) holds, then, by continuity, for 
some 6>0 and v>O 
and 
Q - 6Z+ vA’A is positive definite 
c-8,” g vI-v~A(Q-GZ+VA’A)-~A’ is strictly copositive, 
and hence by Lemma 4.3 
Q - SZ - A’C_ 6, y A is positive semidefinite. 
It follows immediately that 
S f Q-A’C_,,,A 
is positive definite, which establishes (b). 
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EXAMPLE 4.5. Determine whether or not for (x, y, z)#O 
x2+y2 -z2>o whenever 3x+y-8z>O and -x-3y+8z>O. 
(4.15) 
Here 
_; ’ -; , 
-3 1 Q=diag(l,l, -l), 
and so 
lOv+l 6v -32~ 
1ov+ 1 -32~ . 
-32~ 128v- 1 I 
The leading principal minors are 
lOv+ 1, 64v2+20v+ 1, 
and the determinant is 
D=448v2+108v-1. 
Clearly all three leading prikipal minors are ‘positive for sufficiently large v, 
so that Q + vA’A is positive definite for all sufficiently large v. 
Next we calculate the adjoint matrix (cofactor matrix) (Q+ VA/A)‘, which 
is related to the inverse matrix by 
(Q+vA’A)‘=D(Q+vA’A)-‘, 
and hence find that 
VA(Q+vA’A)+A’= 448u;54v -58v 
V 1 448v2+54v ’
Consequently 
DC,=vDZ-v2A(Q+vA’A)+A’ 
(4.16) 
Since D>O for all sufficiently large v, it is clear that C, >0 (i.e. has positive 
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entries), and is therefore strictly copositive for all sufficiently large v. Thus 
condition (c) of Theorem 4.4 is satisfied, and so (4.15) is true. 
EXAMPLE 4.6. We reverse the second constraint inequality in the previ- 
ous example, and ask whether or not 
x2+y2-2>0 whenever 
3x+y-8z>O and x+3y-8220, (x, y, z)#O. (4.17) 
Since only the signs of the entries of the second row of the matrix A in the 
previous example are to be reversed, the matrix A’A is unchanged. Hence 
Q+vA’A is as before, and is positive definite for sufficiently large v. 
However, in (4.16) the off-diagonal entries 58v become -58~. Consequently 
C, can be strictly copositive only if it is positive definite. However, in this 
case 
D’det Cy= T5ii 
I 
,y”-; =v’(l- 108v-448v2), 
which is negative for all sufficiently large v. Thus condition (c) of Theorem 
4.4 does not hold, and hence (4.17) is false. Indeed, one easily spots that 
(x, y, x) = (O,O, - 1) satisfies the constraints but gives the value - 1 to the 
quadratic form. 
When equality constraints are given in addition to inequality constraints, 
the problem may be put in the form (4.1) by the well-known trick of writing 
each equality as a pair of inequalities. However, in the theorem below an 
alternative approach is taken, which has the advantage that the order of the 
copositive matrix C equals the number of original inequality constraints. 
THEOREM 4.7. A necessary and sufficient condition for 
r’Qx>O whenever Ar>O, Bx=O, x#O (4.18) 
is that Q is expressible in the form 
Q=A’CA+P, 
where Q is strictly copositive and 
x’Px> 0 whenever Bx=O, x#O (4.19) 
(equivalently: P+ vB’B is positive definite for all sufficiently large v). 
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Proof. We apply Theorem 3.1 again, choosing 
I’={xjAx>O) 
and writing the equality constraints as 
x’(B’B)x=O. 
It follows that (4.18) is equivalent to the following condition: for some v > 0 
x’(Q+vB’B)x>O whenever Ax> 0, x#O. 
By Theorem 4.4 this holds iff there exist a strictly copositive matrix C and a 
positive definite matrix P such that 
or 
Q+vZ?‘B=A’CA+P, 
Q=A’CA+P, 
where P-p- vB’B obviously satisfies (4.19). n 
5. NECESSARY AND SUFFICIENT CONDITIONS FOR 
NONNEGATIVITY 
The proof of Theorem 4.4 depends in an essential way upon the Finsler- 
type Theorem 3.1, and for the weaker implication 
X’QX>O whenever Ax > 0 (5.1) 
there is no direct extension. Theorem 4.2 might tempt one into believing that 
if (5.1) holds and rank A = n, then 
must be copositive for sufficiently large v. That this is not so will be shown 
by an example shortly. What we can do, however, is to note that (5.1) holds 
iff for every 6>0 
x’(Q+SZ)x>O whenever Ax > 0 but x#O, 
and then apply Theorem 4.4 for each 6. This yields the following result. 
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THEOREM 5.1. The following conditions are eqzriuaknt: 
(a) x’Qx>O whenever Ax> 0; 
(b) fm each S>O, there exists a strictly copositive matrix Cs and a 
positive &finite matrix S, such that 
Q+GZ=A’C,A+S,; 
(c) fm each S > 0, there exists v >0 (which may depend upon S) such 
that 
Q+ 6Z+ vA’A is positive definite 
and 
c k 
6.v VI-v2A(Q+GZ+vA’A)-‘A’ is strictly copositive. 
when these equivalent conditions hold, (c) is satisfied for all sufficiently 
lurge v. n 
When rank A = n, Theorem 4.2 yields in the same way an alternative 
result involving a matrix function simpler than C,, “. 
THEOREM 5.2. When rank A = n, the following conditions are equiva- 
lfmt: 
(a) x’Qx>O whenever Ax>O; 
(b) for each S>O, there exists a strictly copositive matrix C, such that 
Q+SZ=A’C,A; 
(c) fbr each S>O 
G*” 2 v(Z-A(A’A)-lA’)+A(A’A)-l(Q+SZ)(A’A)-lA’ 
is strictly copositive fDr all sufficiently large v; 
(d) for each 6 > 0, 
is strictly capositive fm all sufficiently large v. 
Proof. The equivalence of (a), (b), and (c) follows immediately from 
Theorem 4.2. To prove (d) from (c), we note simply that for any 6>0 there 
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c,+Wc,+= 6Z-6’A( A’A)-‘A’ is positive semidefinite, 
and hence, since c8,, y is strictly copositive for sufficiently large v, so is 
cV + 61. On the other hand, since 
it follows that if (d) holds, then for every 6 >0, x’( Q+SA’A)x >O whenever 
Ax > 0, and hence (a) holds. n 
To illustrate this theorem we present an example which will also be of 
importance in the next section. Here it serves to demonstrate the use of 
condition (d) above. 
EXAMPLE 5.3. In R3, with 
Q=diag(-l,-l,l), 
each of the five vectors (written as rows to save space) 
(5,095) (3,4,5) (-3,4,5) (-3, -4,5) (3, -4,5) 
satisfies the equation 
x’Qx=O, 
(5.2) 
and one easily sees geometrically in Fig. 1 that the polyhedral cone K 
generated by these vectors lies within the circular cone 
so that x’Qx>O for xGK. 
are easily determined, and 
x3> d x:+x; .
The equations of the five boundary planes of K 
K is given by the condition Ax > 0, where 
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FIG. 1. The polyhedral cone Ax > 0 and the circular cone x3 > xf +rg of J-- 
Example 5.3. 
Thus the nonnegativity condition (5.1) holds for this pair A, Q, but strict 
positivity does not hold. To apply condition (d) of Theorem 5.2 we compute 
EP (as a function of V) and then use Motzkin’s cofactor test for strict 
copositivity of cV + SI. This requires the computation of many cofactors, each 
as a polynomial in S and Y, and examination of dominant terms. The 
computations were made using an ALTRAN program written by Mr. Neill 
Robertson, to whom the authors express their gratitude. 
The matrix ~,=v(z-A(A’A)-~A’)+A(A’A)-~Q(A’A)-~A’ is the SW 0f 
- 18625 7599 79768 31609 - 13823 
l 
- 16085 38870 103965 31609 
+ - 
6492304 
121680 38870 79768 
- 16085 7599 
- 18625 
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and 
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1875 -765 520 275 - 575 
v 465 -416 367 - 275 
vn=- 2548 416 -416 520 s 
465 -765 
1875 i 
According to Motzkin’s test, eP +SZ will be strictly copositive for ah 
sufficiently large v iff for each principal submatrix M(v, S), whenever the 
cofactors of the last row of M are positive for all sufficiently large v, det M 
must also be positive for large v. For example, apart from positive constant 
factors, the cofactors of the three entries in the last row of the leading 3 X 3 
principal submatrix are 
611520v2-(193489+105996806)v+(1945638144S), 
3057600v2- (432340- 84797446)~ - (1639-+3109600), 
and 
while the determinant of the submatrix itself is 
For any 6 held fixed, the three cofactors are positive for sufficiently large v, 
while for S>O, the determinant is also positive for sufficiently large v, as 
required by the test. However for 6 = 0 the determinant reduces to 
-2255Ov+225, 
which is negative for large v. Thus the test fails for 6 = 0. 
Apart from the necessity for checking the positivity for large v of the 
diagonal entries, a total of 26 principal submatrices have to be examined in 
this way,5 and we refrain from presenting further computational results. In 
50f course, this part of the test can also be done automatically. 
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every case in which for fixed 6 > 0 the determinant is negative for large v, at 
least one cofactor of a last-row entry is also negative for large v, and 
condition (d) in Theorem 5.2 is thereby verified. Note that if we did not 
know the state of affairs in advance, the fact that the test succeeds for all 
6> 0 but fails for 6=0 would, by Theorems 5.2 and 4.2, indicate that 
x’Qx> 0 whenever Ax> 0 and also that there exists a nonzero vector X for 
which A? > 0 but F/Q?= 0. 
The above polynomials can also be used to show that c” is not copositive 
for any Y. For if it were, then it would also be copositive fo_r all sufficiently 
large v, and hence, for any sufficiently large v held fixed, C,, +SZ would be 
strictly copositive, and would have to satisfy Motzkin’s test. However, for 
large v held fixed the three cofactors above remain positive as SJO, whereas 
the determinant becomes negative. Thus, as mentioned earlier, the condition 
that C, is copositive for large v is not a necessary condition for (5.1). 
6. ON THE EXISTENCE OF A COPOSITIVE-SEMIDEFIMTE 
DECOMPOSITION 
According to Theorem 4.4, if A, Q are such that 
x’Qx>O whenever Ax> 0 but r#O, (6.1) 
then there exist a strictly copositive matrix C and a positive definite matrix S 
such that 
Q=A’CA+S; (6.2) 
and in this section we study the analogous question: if 
x’Qx>O whenever Ax Z 0, (6.3) 
do there necessarily exist a copositive matrix C and a positive sernickfinite 
matrix S satisfying (6.2)? 
Theorem 2.1 shows that the answer is affirmative when the matrix A has 
full row rank. Note that when rank A =m, the polyhedral cone in II%” 
defined by the constraints Ax> 0 is solid-this is equivalent to Slater’s 
constraint qualification (see, for example, [21, p. 78]), which requires that 
there exists a point (and hence a whole neighborhood of points) 3i such that 
A? > 0. The following theorems show that if this condition holds, and either 
m < 4 or n < 2, then (6.3) implies the existence of a decomposition (6.2). 
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THEOREM 6.1. Suppose that the matrix A has not more than four ows 
(i.e. m < 4) and that there exists 2 such that A?> 0. Then if (6.3) holds, there 
exists a decomposition (6.2) with C copositive (in fact, nonnegative) and S 
positive semidefinite. 
Proof. By Theorem 5.1, for each 6 >0 there exist a strictly copositive 
matrix C, and a positive definite matrix S, such that 
Q+6Z=A’C,A+S,. 
Since m < 4, we may, as remarked in the Introduction, write C,=N, + Z’s, 
where N, has nonnegative entries, and Ps is positive semidefinite. Hence 
Q+GZ=A’N,A+S, 
where 
S, = S, + A’P, A is also positive definite. 
From the inequality 
it is clear that the scalar ( Ax”)‘N,( Ai) remains bounded as 6 $0. However, 
since each component of Ai is positive, and each N6 20, this implies that 
each entry of N6 remains bounded as 6 $0. Consequently the entries of S8 also 
remain bounded, and so the function a-+( Ns, s,) has an accumulation pair 
(C, S) as S J.0. Obviously C is non-negative, S is positive semidefinite, and 
(6.2) is satisfied. n 
THEOREM 6.2. Suppose that n= 2 and that there exists a paint 3i: such 
that A?>O. Then if (6.3) holds, either Q is itself positive s&definite, or 
there exists a nonnegative matrix N such that 
Q=A’NA. 
Proof. By hypothesis the cone {x I Ax > 0} has nonempty interior. Hence 
if rank A < 2, it must contain some half plane, in which case (6.3) can hold 
only if Q is itself positive semidefinite. Thus we may restrict attention to the 
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case in which A has full rank, so that the cone {x 1 Ax > 0} is both solid and 
pointed. Such a cone in R2 can always be equivalently described by two 
independent inequality constraints. Thus there is an invertible 2 X 2 matrix x 
such that 
Ax>0 iff xx>O. (6.4) 
Thus (6.3) holds iff & > 0 implies X’QX > 0, which, writing y =&, is true iff 
y>O implies y’Z_l Qx-’ y > 0. Thus if (6.3) holds, the 2 X 2 matrix c= 
--- 
A/- ‘Qi- ’ is copositive, and Q =A’CA. Since a 2 X 2 copositive matrix is 
either positive semidefinite or nonnegative (_see [6]), this means that if Q is 
not positive semidefinite, we may take C to have nonnegative entries. 
Finally, applying Farkas’s lemma (see, for example, [21, p. 16])~0 @4), we 
conclude the existence of a nonnegative matrix N such that A = NA, and 
hence 
Q=A’N’CGA =A’NA, 
- -- 
where N= N’CN is also nonnegative. I 
The following simple example shows that (6.3) does not always imply the 
existence of a copositive-semidefinite factorization (6.2), and also shows that 
Slater’s constraint qualification may not be omitted from the hypotheses of 
Theorems 6.1 and 6.2. 
EXAMPLE 6.3. In R2. take 
A=[ _: i] and Q=[y A]. 
Then Ax > 0 iff xl = 0, and then x’Qx= 2x,x, =O. Thus (6.3) holds. However, 
for any symmetric matrix 
we have 
Q-A’CA = 
[ 
--a+ep--y 1 
1 0 1 7 
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which cannot be positive semidefinite for any choice of a, fl and y. Hence 
there is no decomposition of the form (6.2) with S positive semidefinite. 
This example violates the hypotheses of Theorems 6.1 and 6.2 only in 
that there exists no point 3i: for which A31 > 0. As this condition automatically 
holds in Theorem 2.1, one might conjecture that a copositive-semidefinite 
decomposition (6.2) must exist when (6.3) holds, provided A?> 0 for some 
point 2. In view of Theorems 6.1 and 6.2, any counterexample to this 
conjecture must have at least three variables and at least five constraints, 
and in fact Example 5.3 above is a counterexample, as we now show. 
Quite generally, if matrices A, Q satisfy (6.3) but not the stronger 
condition (6.1), then there must exist a vector X such that 
A?>O, xzo, and X’Q?=O. (6.5) 
Adopting a relativistic term, let us call such a vector 1? a feasible light vector. 
Recall that in Example 5.3, the cone Ax> 0 is generated by the five vectors 
(5.2), all of which are feasible light vectors. 
THEOREM 6.4. Suppose that Q = A'CA + S for some copositive matrix C 
and positive semidefinite matrix S. Then for evey feasible light vector E, 
and 
?‘A’CA?= 0 (6.6) 
CAZ>O. (6.7) 
If (as in Example 5.3) the cone Ax > 0 is generated by feasible light vectors, 
then C may be replaced by a nonnegative matrix. 
Proof. For any feasible light vector X we have 
0=X ‘Q.?=Z4’CAf+?S~, 
and since both terms on the right-hand side are nonnegative, both must 
vanish. This proves (6.6). Next, for any y > 0 we have y+aAZ> 0 whenever 
a > 0, and hence, since C is copositive, 
(y’+a?‘A’)C(y+aA?)>O, 
which, because of (6.6), reduces to 
y’Cy+2ay’CAX>O. 
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This holds for all y > 0, (Y > 0, which is possible only if (6.7) holds. Finally, if 
the feasible light vectors generate the cone Ax > 0, then (6.7) implies that 
CAx>O whenever Ax > 0, 
and hence, again using Farkas’s lemma, there exists a nonnegative matrix N 
such that CA = NA, whence also A’CA =A’NA. In this last equation, N may 
be replaced by its symmetric part, which, of course, is also nonnegative. n 
Turning to Example 5.3, let us suppose that there exists a decomposition 
(6.2) with C copositive and S positive semidefinite. Then by Theorem 6.4 we 
may take C= N to be nonnegative, and each of the five feasible light vectors 
(5.2) must satisfy the equation 
X’A’NAX=O. 
Since A?> 0 and N > 0, this can hold only if the principal submatrix of N 
corresponding to nonzero components of A? vanishes. For example, the 
feasible light vector X= (5,0,5)’ gives 
A%= [0,20,40,20,0]‘, 
and hence the 3 X 3 principal submatrix of N defined by the 2nd, 3rd, and 
4th rows (i.e. the 2-3-4 principal submatrix) must vanish. Taking the feasible 
light vectors (5.2) in turn, it follows that the following five 3 ~3 principal 
submatrices of N must vanish: 
2-3-4, 3-4-5, l-4-5, l-2-5, l-2-3. 
Since every pair (i, j) of indices occurs in at least one of these triplets, it 
follows that N = 0, and hence that Q = S is positive semidefinite, which is not 
the case. Thus there can exist no copositive-semidefinite decomposition for 
this pair of matrices A, Q. We state this as a theorem. 
THEOREM 6.5. There exists a 3-variable, 5-constraint pair A, Q for which 
there exists 2 satisfying Ai! > 0 and f or which ~‘Qx > 0 whenever Ax a 0, but 
fm which there is no copositive matrix C such that Q-A’CA is positive 
semidefinite. 
This example and theorem shed new light on the fact that copositive 
matrices of order > 5 are not necessarily decomposable as a sum of a 
nonnegative and a positive semidefinite matrix. By Theorem 5.1, for each 
6> 0 there exists a 5 X 5 strictly copositive matrix C, such that, for the 
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matrices A, Q of Example 5.3, Q + 61 -A/C, A is positive definite. If for some 
sequence S,,J,O the matrices C,_ were decomposable, then the argument used 
in proving Theorem 6.1 would show the existence of a nonnegative matrix C 
for which Q- A’CA is positive semidefinite. Since this has been shown to be 
impossible, it follows that there exists 8, > 0 such that none of the strictly 
copositive matrices C, for 6<6, is decomposable. In fact, this constitutes a 
proof of the existence of 5 x 5 indecomposable strictly copositive matrices. 
To summarize, we have shown that, while there is an unqualified 
affirmative answer to the question of the existence of a decomposition (6.2) 
when the positivity condition (6.1) holds, this is not in general true when 
only the weaker nonnegativity condition (6.3) holds, unless the matrix A has 
linearly independent rows. When there are more than four constraints, even 
Slater’s constraint qualification does not ensure existence. Finally we remark 
that Theorem 4.7 has an analogue corresponding to Theorem 6.1. 
7. A STABILITY THEOREM 
In this final section we return to the positivity condition 
x’Qx>O whenever Ax > 0 but x#O, (7.1) 
and use Theorem 4.1 to establish a stability result. If (7.1) holds, as we 
assume henceforth, then condition (c) in Theorem 4.4 holds for all suffi- 
ciently large v, and hence also, for each sufficiently small 6 > 0, we have 
Q - SZ + vA’A is positive definite (7.2) 
and 
C-8, Y =I-vA(Q-~Z+VA’A)-~A’ is strictlycopositive (7.3) 
for sufficiently large v. 
THEOREM 7.1. Suppose we have determined a pair of numbers 6 >O, 
v> 0 such that (7.2) and (7.3) hold. Then for any matrices A, Q (of like 
dimensions to A and Q respectively) such that 
(7.4) 
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the implication 
x’@C>O whenever xx>0 but r#O 
holds. 
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(7.5) 
Proof. By Theorem 4.1, (7.2) and (7.3) imply that for all V> v 
r’(Q-6Z)x+a(Ax-y12>(y-v)(Ax-y12 
whenever p.>O but (x,Z~)#0. (7.6) 
Writing Q- Q= AQ and A-A = AA, we have 
Hence by (7.6), for p>O but (x, p)#O, we have 
Viewed as a quadratic form in the (nonnegative) variables )X 1, ) AX-PI, the 
right-hand side here is strictly positive iff 
and 
We may choose Y> v so as to maximize (Y-v)/F”, which occurs at V=2v, 
with the maximum value being 1/4v. Hence 
x~Qx+2vJAx-~\2>0 whenever p>O but (x,y)#O, (7.7) 
provided 
a- IIAQII IIAQll<~ and llAAl12< 4v . 
Since (7.7) implies (7.5), this proves the theorem. I 
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EYCAMPLE 7.2. If we take the matrices 
_; 1 -; , 
-3 1 Q=diag(l, 1, - 1) 
used in Example 4.5 above, and repeat the calculations including the 
perturbation -SZ, we find that the leading principal minors of the matrix 
Q-6Z+vA’A are 
loY+ l-6, (7.8) 
64V2+(20-206)Y+(1-6)2, (7.9) 
and the determinant 
0=(448-5766)v2+ (108-2566+ 148a2)v - 1+6+1S~-6~, (7.10) 
while 
1 (54- 1286+9462)v ; 1 
I 
-1+6+62--83 ’ (58- 128S+70a2)v 
Dc_,,,=V _____--__-;-_________, 
, (54- 128S+94a2)v 
(58-1286+70~?~)~ ] -l+6+62-a3 ~ 
Thus for given small 6, (7.2) and (7.3) are satisfied for large v iff 
448-5766>0, 
54- 1288+946”>0, 
58- 1286+7062>0, 
which hold for 6 < 448/576 = 5. This shows that for these matrices A, Q we 
actually have 
x’Qxa;lx12 whenever Ax > 0, 
and that the constant g is the largest possible here. Next, choosing say 
S = 0.75, we seek the infimum of those v,, for which (7.2) and (7.3) hold for all 
v>ql, i.e. for which v > v,, implies (7.8), (7.9), and (7.10) positive and 
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DC-o.,. Y strictly copositive. With 6 = 0.75, (7.8) and (7.9) are positive for all 
Y > 0, as is the off-diagonal term in ZX_,,s, “. The larger zero of D (with 
S=O.75) is v=O.O8316, while the diagonal entries of DC_,,,, y are positive 
for v > 0.01094. Thus (7.2) and (7.3) are satisfied for 
6=0.75, v=o.o84. 
Consequently by Theorem 7.1 the implication (7.5) holds for 3 X 3 matrices 
Q and 2 X 3 matrices x satisfying 
IIQ- QII CO.759 ll&Aj12<2.98(0.75- [IQ-Qll). 
This example prompts our concluding remark to the effect that Theorem 
4.4 can be used to evaluate the minimum of a quadratic function X’QX on a 
hyperellipsoid x’Px= 1 (where P is positive definite) subject to constraints 
Ax > O-this minimum is equal to the infimum of those S > 0 for which 
Q - 6 P + vA’A is positive definite for all sufficiently large v and I- vA( Q - 61 
+ vA’A)- ‘A’ is strictly copositive for all sufficiently large v. In Example 7.2, 
it was found in this way that the minimum of x2 + y2 - z2 on the unit sphere 
x2 +y2 +x ’ = 1 subject to the constraints 3x + y - 82 > 0 and -x - 3y + 82 > 
Ois 5. 
The authors wish to thank the editor, Professor Hans Schneider, for 
drawing Ref. [ 141 to their attention, and also wish to thank the referee, who 
pointed out a slip in the original treatment of Theorem 6.2. 
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