Introduction
Fix an irrational number α. The problem of the distribution of the local spacings between the members of the sequence n 2 α mod 1, 1 ≤ n ≤ N, has received attention recently (see [2, 5, 13] ). It arises for example in the study of the local spacing distributions between the eigenvalues of special Hamiltonians. We order the above numbers in [0, 1) as 0 ≤ β 1 ≤ β 2 ≤ · · · ≤ β N < 1 (1.1) and set β N +j = β j . The k-th consecutive spacing measure is defined to be the probability measure on [0, ∞) given by where δ x is a unit delta mass at x. The problem is to understand the behavior of these measures as N → ∞ and in particular their dependence on the diophantine approximations to α.
We say α is of type K if there is c α > 0 such that |α − a q | ≥ c α q −K for all relatively prime integers a and q. It is easy to see that if α is not of type 3 then there is a subsequence N j → ∞ for which the measures µ k (N j , α) converge to a measure supported on N = {0, 1, 2, · · · }. On the other hand numerical experiments [5] indicate that for α = √ 2 these k-th consecutive spacings behave like what one typically gets for spacings when placing N numbers in [0, 1] uniformly and independently at random [10] . That is µ k (N, √ 2) appears to converge to µ k := x k k! e −x dx.
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A standard approach to the analysis of the consecutive spacing is via local m-level correlations. These are defined as follows: As test functions we use functions f (x 1 , x 2 , · · · , x m ) which are symmetric in (x 1 , x 2 , · · · , x m ) and which are functions of the difference of the coordinates, that is f (x + (t, t, · · · , t)) = f (x) for all t ∈ R. We assume further that f is local, that is it is compactly supported modulo the diagonal. Define the correlations
..<jm≤N f (N(β j 1 , · · · , β jm )). (1.3) Note that R (m) is not a probability density and it may well tend to infinity as N → ∞ (think of the case when α is rational). In the case that the β's in (1.1) come from a random choice of points in [0, 1) these correlations satisfy
We say that n 2 α mod 1, n ≤ N, is Poissonian if for all m ≥ 2 and f as above
..≤xm f (0, x 2 , · · · , x m )dx 2 · · · dx m (1.5) as N → ∞.
As with the method of moments in convergence of measures, if the mlevel correlations are Poissonian then the consecutive spacing measures µ k (N, α) converge to µ k . Thus Poissonian in the sense of (1.5) (i.e. for correlations) implies that as far as local spacings go, the numbers behave randomly. We will also consider cases where (1.5) holds along a subsequence N j → ∞, in such a case we say that n 2 α mod 1, 1 ≤ n ≤ N is Poissonian on a subsequence.
The results below lead us to the following Conjecture: If α is of type 2 + ǫ for every ǫ > 0 and the convergents a q to α satisfy lim q→∞ logq log q = 1, whereq is the square free part of q, then n 2 α mod 1 is Poissonian.
We note that almost all α (for Lebesgue measure) satisfy the hypothesis in the Conjecture and that assuming some standard conjectures in diophantine analysis any real algebraic irrationality satisfies these hypotheses (see Appendix A).
Unfortunately the methods of this paper appear not to be powerful enough to prove anything for the numbers α in the Conjecture. They require that α have somewhat better approximations by rationals. One of our main results gives conditions on the diophantine approximations to α which ensure that n 2 α mod 1 is Poissonian along a subsequence. In particular this allows us to conclude that for the topologically generic α (i.e. in the sense of Baire) n 2 α mod 1 is Poissonian along a subsequence. On the other hand the naive expectation that for any irrational α, n 2 α mod 1 is Poissonian along a subsequence, fails dramatically. The source of this phenomenon is large square factors in the denominator of the convergents to α. We will exhibit an α for which the 6-level correlations go to infinity as N goes to infinity. We also provide an α of type less than three for which the 5-level correlations diverge to infinity along a subsequence of N ′ j s. The precise statements are as follows:
Then there is a subsequence N j → ∞ with log N j log q j → 1 for which (1.5) holds for all m ≥ 2 and all f . That is to say n 2 α mod 1 is Poissonian along this subsequence.
With a lot more work concerning the exponential sums discussed in Section 3, for general moduli q, we can relax the condition that q j be prime in Theorem 1. In fact we can prove the following (we do not go into the proof in this paper) which shows that for such approximants the size of the square free partsq j of q j is decisive.
Then the following are equivalent :
As to the divergence of correlations we have: 
The test functions f in Theorem 2 are nonnegative and are supported in a neighborhood of 0 (modulo the diagonal) and the source of the divergence is that there are zero density, but non-negligible, clusters among the numbers n 2 α mod 1 , n ≤ N.
We note that these clusters which spoil the correlations do not have the same effect on the probability measures µ k (N, α). So it is quite possible for example that the α in part (b) of Theorem 2 has its µ k (N, α) measures converge to the Poissonian µ k . We have chosen in this paper to call n 2 α mod 1 Poissonian if the strongest behavior holds -that is the correlations are Poissonian.
The proofs of the above theorems are based on the following closely related diophantine problem: Consider the spacing distributions (normalized to mean spacing 1 as before) of the numbers
Here q is prime (q → ∞), b is any number not divisible by q and N is in the range [q 1/2+ǫ , q log q ] for some ǫ > 0. The reason for this range for N is that if N ≤ √ q and say b = 1 then the spacing distributions may be easily determined (since n 2 < q for n ≤ N ≤ √ q) and are certainly nonrandom. Similarly if N = q then the sequence in (1.6) consists of all the quadratic residues (or non-residues) and hence the spacings are integers and so cannot follow a Poissonian law. In fact the limiting spacing distributions of µ k (q, q, b) were determined by Davenport [6, 7] . So it is only in the range N ∈ [q 1/2+ǫ , q log q ] that we can hope for randomization. The following Theorem shows that indeed, to a certain extent, this is the case.
Let R (m) (q, N, b, f ) denote the scaled m-level correlations for the sequence (1.6). 
uniformly for (b, q) = 1 and q 1− 1 2m +δ ≤ N ≤ q log q . A crucial ingredient in our proof of Theorem 3 is the Riemann Hypothesis for curves (of arbitrary large genus) over finite fields (Weil [14] ).
In the range in which Theorem 3 applies it gives Poisson statistics and Theorem 3 easily yields Theorem 1. For m ≥ 3 it is not possible to extend the range of N in Theorem 3 much further. The reason is related to the previous divergence of correlations phenomenon. For suitable b (depending on q) there will be large clusters among the numbers n 2 b (mod q) , n ≤ N. This is highlighted by the following Theorem. 
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Derivation of Theorem 1
In this section we derive Theorem 1 from Theorem 3. Let α ∈ R having approximants b j q j with q j prime and satisfying [.] denotes the integer part function. Fix an m ≥ 2 and a test function f as above. We need to show that
By Theorem 3 applied to q = q j , b = b j and N = N j we know that
so it remains to estimate the difference:
Here most of the terms are zero. Denote by v j the number of m−tuples (n 1 , · · · , n m ) with 1 ≤ n 1 < · · · < n m ≤ N j for which at least one of the numbers f (N j ({αn 2
) is nonzero. Note that from (2.1) and the definition of N j it follows that for any j one has
uniformly for 1 ≤ n ≤ N j . By our assumptions on f it follows that there is a constant c(f ) > 0 depending on f only such that
for all j and all m−tuples (n 1 , · · · , n m ) with 1 ≤ n 1 , · · · , n m ≤ N j . Using (2.6) in (2.4) we derive:
It remains to bound v j . This can be done by appealing again to Theorem 3. Choose another test function g as above, which is nonnegative and is ≥ 1 on the support of f . Then for any j one has:
If moreover g is ≥ 1 on a fixed neighborhood of the support of f , then by (2.5) we see that for j large enough one also has:
Now the RHS of (2.10) is bounded as j → ∞ by Theorem 3. On combining this with (2.7) we obtain
which together with (2.3) give (2.2) and the theorem is proved.
Proof of Theorem 3
Fix m ≥ 2, f and δ > 0. By approximating f (0, x 2 , · · · , x m ) from above and below with step functions we see that it is enough to prove the statement for a function f symmetric, satisfying f (x + (t, t, · · · , t)) = f (x) for all t ∈ R and such that f (0, x 2 , · · · , x m ) is the characteristic function of nice compact set I ⊂ R m−1 . In other words, given such an I and m, δ as above, it is enough to show that as q → ∞ one has
Given a large prime number q and b, N as above, we write R (m) (q, N, b, I) in the form
where s = q N is the dilate factor, and
Here * means the summation is over the vectors a for which the partial sums A i = k≥i a k , A m = 0, are distinct, a condition which comes from the requirement that the m-tuples
We now use the Fourier expansion:
h a ( y)e − r · y q and:
These last sums are geometric series which can be bounded by:
where the residues r i are assumed to lie in the interval
In
we isolate the contribution of r = 0 to get the main term :
We first estimate the main term. For any a let C( a, q) be the curve mod q given by the system of congruences:
is the number of points on the curve C( a, q). Thus
We want to show that as q → ∞ one has:
For any a = (a 1 , · · · , a m−1 ) denote by r ef f ( a, q) the number of distinct y j satisfying the following system:
Since the solutions of the homogeneous system
are spanned by (1, · · · , 1), r ef f ( a, q) is well-defined (independent of the particular solution y of (3.8)). Using the Riemann Hypothesis for curves over finite fields (Weil [14] ) one obtains (see also [11] , Proposition 4):
. The solutions of (3.8) are all distinct (i.e. r ef f ( a, q) = m) if and only if q does not divide D( a), since y i −y j = j−1 k=i y k −y k+1 = j−1 k=i a k = σ ij ( a). Note that D( a) is a nonzero integer for any a which appears in the above summations * a∈sI . In our case q does not divide D( a), since for N large enough in terms of I each factor σ i,j ( a) of D( a) is in absolute value smaller than q. Therefore r ef f ( a, q) = m and (3.9) and (3.10) give
for all a which appear in (3.6). Then (3.6) implies that 
which proves (3.7).
We now proceed to estimate the remainder E. For any a and r we have:ĥ
Applying Weil's Riemann Hypothesis for curves over finite fields one has (see [4] , Theorem 6)
unless the linear form r · y is constant along the curve. For a as in (3.5) this only happens if r = 0. For, let r = 0 be such that r · y is constant along the curve. Then, in the function fieldF q (Y 1 , · · · , Y m ) of the curve, whereF q denotes the algebraic closure of F q = Z/qZ, Y 1 is a variable and Y 2 , · · · , Y m are algebraic functions such that
for 2 ≤ i ≤ m, we will have an equality r · Y = c, with c ∈F q . If we choose j 0 ∈ {1, · · · , m} such that r j 0 = 0 then Y j 0 will lie in
Now for any unique factorization domain D of characteristic = 2 and any distinct primes p 1 , · · · , p t in D one has
where K denotes the quotient field of D (see Besicovitch [3] )). Applying
By the same argument we see that
which contradicts (3.16 ). It follows that for all r and a which appear in (3.5), the inequality (3.15) holds true and one has:
This implies that
We use (3.2) and (3.14) in (3.17) to conclude that
The theorem now follows from (3.3), (3.7) and (3.18).
Clusters of numbers bn 2 ( mod q)
Let q = uv 2 with u square free and v > q δ for some fixed δ > 0. Then we claim that R (m) (I 0 , N) will diverge to infinity for m large enough in terms of δ, where I 0 = [− 1 2 , 1 2 ] (m−1) is the unit cube centered in origin and N lies between q 1−δ and q, say N ∼ q 1− δ 2 . Indeed, let us count in
the contribution of those x = (x 1 , · · · , x m ) for which all the components x 1 , · · · , x m are divisible by v. Thus each component x j is restricted to have only [ N v ] possible values. On the other hand , for each such x j a factor of v 2 will automatically cancel in bx 2 j q , so { bx 2 j q } will belong to the smaller set having only u elements: A u = {0, 1 u , · · · u−1 u }. We take the [ N v ] numbers from {1, · · · N} which are divisible by v and send them to A u via the map given by
u it follows that there will be at least q δ 2 such y which will be sent to the same element l u of J u . Denote by B l the set of those y which map to l u , so #(B l ) ≥ q δ 2 , and note that all the m-tuples x = (x 1 , · · · x m ) with distinct components x 1 , · · · x m ∈ B l are admissible in (4.1). The number of such m-tuples is #(B l )(#(B l ) − 1) · · · (#(B l ) − m + 1) which is >> q δm 2 and this will make (4.1) to diverge to infinity as soon as m > 2 δ .
Change of modulus principle
The idea is to replace a sequence bn 2 ( mod q), 1 ≤ n ≤ N, with a different sequence b 1 n 2 ( mod q 1 ), 1 ≤ n ≤ N, which has about the same correlations as the original sequence. Assume b, q, b 1 , q 1 are such that:
for some fixed ǫ > 0. Then the two sequences of fractional parts :
are sufficiently close to each other so that when we unfold the two sequences:
the corresponding elements in N unf and N 1,unf differ by at most 1 N ǫ . Reasoning as in Section 2 we see that for any fixed m the two sequences will have the same m-level correlations as q, q 1 , N → ∞.
We apply this fact in two ways: Firstly, if N, b and q are given, then we construct b 1 , q 1 such that (5.1) and (5.2) hold and in this process we may arrange that q 1 satisfies additional properties, like having a relatively small largest square free divisorq 1 . This procedure is used in the proof of Theorem 2.
Secondly, if N, q and q 1 are given, where (q, q 1 ) = 1, then we can find b, b 1 such that (5.1) holds. Thus in this case we get a pair of sequences N , N 1 , one of them being defined modulo q and the other being defined modulo q 1 , and such that both have the same correlations. This procedure is used in the proof of Theorem 4.
Proof of Theorem 4
In order to complete the proof of Theorem 4, fix m ≥ 2, δ > 0 and let N, q be large and satisfying the inequality from the statement of the theorem. We want to show that there exists b mod q, (b, q) = 1 such that R (m) (I 0 , N) is large. In order to apply the above procedure we need to produce a modulus q 1 with (q 1 , q) = 1 such that (5.2) holds true for some ǫ > 0 depending on δ and m only and such that min
is large. Then we will be done since we know that there will be a pair (b mod q, b 1 mod q 1 ) for which the m-level correlations match.
At this point we consider the interval
] from which we sieve out the numbers which are not relatively prime to q. Then let v be one of the remaining numbers. Note that N 3+ǫ 2 q − 1 2 > q 1 4 and the existence of such numbers v is assured for any q sufficiently large. We now put q 1 = v 2 . Thus (q 1 , q) = 1 and (5.2) holds. It remains to check (6.1) and for this we recall the reasoning from Section 4. Note that it depended only on the modulus and not on the particular choice of the residue b. In our case u = 1,
This is indeed large for N < q m m+2 −δ and ǫ small enough in terms of m and δ. This completes the proof of Theorem 4.
Proof of Theorem 2
In order to prove (a) we construct a number α as a limit of quotients b j q j with (b j , q j ) = 1 which are chosen such that:
Note that from some point on the quotients b j q j will coincide with the set of convergents to the continued fraction of α. The construction of α goes as follows. Suppose we have b 1 q 1 , · · · , b j q j . We look for pairs (b j , q j ) which satisfy (7.1), which is basically the same as (5.1) for b j , q j , b j+1 , q j+1 , if we ignore the sign ±. There is exactly one solution B j , Q j to (7.1) with 1 ≤ Q j < q j and the general solution is:
We would like to be able to make q j+1 to be itself a square but we cannot do this. One obstruction is that Q j might not be a quadratic residue modulo q j . If we assume Vinogradov's Hypothesis on the smallest quadratic residue then we can find integers u, v , with 1 ≤ u ≤ q ǫ j , such that:
This would only improve Theorem 2 (a) from m ≥ 6 level correlations to m ≥ 5, while Polya-Vinogradov gives m ≥ 7. We use Burgess estimates to solve (7.5) in numbers u ∼ q ]. Actually this ǫ = ǫ j depends on j. When q j gets larger we are then able to make ǫ j smaller, so that this ǫ will go to 0 when q j → ∞. For the same reason, we will take v in the interval [q j , 2q j ]. So let u j+1 and v j+1 be a solution of (7.5) satisfying:
, v j+1 ∼ q j (7.6) and put q j+1 = u j+1 v 2 j+1 . Then (7.4) has a unique solution in t, b j+1 . It is clear that by this construction (7.2) and (7.3) are satisfied as well. Now let us take a large N. We want to show that the 6-level correlations of {αn 2 }, 1 ≤ n ≤ N, are not Poissonian provided N is large enough and general. Let j be such that q j ≤ N < q j+1 . The strategy is to replace the sequence N = {{αn 2 }, 1 ≤ n ≤ N} with the sequence
The question arises as to whether our numbers q j and q j+1 have large enough divisors which are squares, such that the two intervals will overlap. Since |α − b j+1
it is clear that N and N j+1 will have the same m-level correlations (we work with a general m and in the end we let m = 6).
From the reasoning from Section 4 we know that if N v j+1 ≫ u j+1 then there exists l u j+1 ∈ J u j+1 such that #(B l ) ≫ N v j+1 u j+1 and then R (m) (I 0 , N) for the sequence N j+1 , and hence also for the sequence N , will satisfy:
From (7.6) it follows that R (m) (I 0 , N) will be large provided we have: for some fixed δ > 0. Note that (7.8) never covers the interval q j , q 5 4 j , for which we will have to use N j to approximate N . Concerning the approximation N ∼ N j , we may conclude that they have the same mlevel correlations provided we have N unf ∼ N j,unf with an error smaller than q −ǫ j , which means that we need :
it follows that what we need is: N < q 13 12 −δ j (7.10) for some fixed δ > 0 . Note that since N > q j the m-level correlations for N j will diverge anyway and that what we needed was only to approximate N with N j , for which one needs (7.10). Now 13 12 < 5 4 which means that the two intervals never overlap. One more idea is needed . What we do is to restrict N to a shorter interval, call it J = {1, · · · , N 1 } such that the restricted sequences N unf | J and N j,unf |J do approximate each other, and then to blow up the m-level correlations for N j,unf |J . Now we have N unf | J ∼ N j,unf |J provided we have (7.9) for n in J, hence provided we have:
On the other hand we know that the m-level correlations for N j,unf |J will diverge, at least for large m, provided N 1 v j is significantly larger than u j . To be precise, we have the lower bound L = 1 In conclusion, provided (7.11) holds we have for the original sequence N :
Since the RHS of (7.12) is increasing with N 1 it follows that the optimal choice for N 1 is to take it to be as large as possible, so we let
. Then (7.12) becomes:
Therefore R (m) (I o , N) will be large provided we have :
Now from (7.8) and (7.14) it follows that the two intervals overlap provided we have: This inequality holds as soon as m ≥ 6. For m = 6 we obtain from (7.6), (7.7) and (7.13):
j }. (7.15) For fixed N the RHS of (7.15) is smallest if q j = N 108 167 , in which case the exponent of N in the RHS of (7.15) equals 25 167 and this completes the proof of part (a) of Theorem 2.
We now proceed to prove (b). The construction of α is similar to that used in part (a) except the procedure used to construct q j+1 having a large square factor has to be changed since it never gives numbers of type K < 3. What we do is the following :
Fix σ > 2. We construct a number α as a limit of quotients b j q j with (b j , q j ) = 1 which are chosen such that:
Note that, once α is constructed the convergents to the continued fraction of α will coincide from some point on with the b j q j . Note also that α is of type K for any K > σ.
To construct the sequence of quotients b j q j satisfying (7.16), (7.17) and (7.18) we proceed as in part (a) above until we get to (7.4) . At this point we consider the arithmetical progression Q j + tq j where the range for t will be an interval of the form [q σ−2 j , 2q σ−2 j ], which will then ensure that q j+1 = Q j + tq j will be ≈ q σ−1 j as required by (7.15 ). Now
, p j not a divisor of q j , then since p 2 j is smaller than the length of the arithmetical progression it follows that one can find a t for which q j+1 is divisible by p 2 j . Then our v j+1 will equal p j . Thus v j+1 ≈ q j
as required by (7.16 ) and the construction of α is completed.
We now proceed to show the existence of a sequence N j for which the 5-level correlations are not Poissonian provided σ > 23 8 . Let N j ∈ [q j−1 , q j ]. What we need to make sure that some m-level correlation are not Poissonian are the following inequalities: q j } 1≤n≤N j have the same m-level correlations for any fixed m as j → ∞, while (7.20) ensures that R (m) (I 0 , N j ) for the sequence N ′ j will diverge as j → ∞. The optimal choice for N j in (7.20) is to make it as large as possible, so we will set N j = q σ 3 −ǫ j which is the largest N j allowed by (7.19) . Then (7.20) holds provided we have for some fixed ǫ 0 > 0 and q j large enough:
This in turn holds true provided we have:
which is equivalent to:
Now the LHS of (7.21) is increasing as a function of m and goes to 1, so there will be some m depending on σ for which lim sup N →∞ R (m) (I 0 , N) = ∞ provided 3 2(σ−1) < 1, i.e. provided we have σ > 5 2 . The smallest m for which (7.21) holds for some σ < 3 is m = 5. For this value of m (7.21) holds for any σ > 23 8 . This completes the proof of Theorem 2.
Appendix A. Square factors of rational approximants
Let α be a real number and a n /q n a sequence of rational approximants of α: |α − a n /q n | < 1/q 2 n , and q n → ∞. In view of Theorem 1', we want to investigate the square parts of the denominators q n , keeping in mind that large square parts rule out Poisson statistics for the correlation functions.
n of q n satisfy s n ≪ ǫ q ǫ n . A.1. A metric result. We will show that for almost all α, we have: If a n /q n is a sequence of rational approximants of α (that is |α − a n /q n | < 1/q 2 n , and q n → ∞), then {q n } is almost square-free. In fact, we show more: For an integer q ≥ 1, we write q =qs 2 withq square-free. Let F be the set of integers q whose largest square factor s 2 satisfies s ≤ log 2q . We will show that almost all reals α have rational approximants whose denominators are in F except for finitely many exceptions.
Proposition 5. For all reals α outside a set of measure zero, there is a Q = Q(α) > 1 so that if |α − a/q| < 1/q 2 and q ≥ Q then q ∈ F .
The proof of this follows from a well-known general principle: Given a sequence of integers N , we say that a real number α is N -approximable if there are infinitely many rationals a/q = α with denominator q ∈ N and |α − a/q| < 1/q 2 . For instance, we may take as N the complement of F . To prove Proposition 5, we will use Lemma 6. Suppose that N is a sequence such that
Then the set of N -approximable reals has measure zero.
Proof. Without loss of generality we will assume that 0 < α < 1. For each pair of coprime integers (a, q) with 1 ≤ a < q, denote by I a,q the interval
Then α is N -approximable if and only if it lies in infinitely many of the intervals I a,q with q ∈ N . That is for all N ≥ 1, α lies in (allowing overlap of the intervals). Since q∈N 1/q < ∞, the above limit is zero.
Thus to prove Proposition 5, it suffices to show q / ∈F 1 q < ∞ .
We rewrite this sum by grouping together those q with the same squarefree kernelq: Writing q = f m 2 ,q = f , then where deg(G) is the degree of G. The deduction of (A.2) from (A.1) and a theorem of Belyi [1] was noted by Elkies [9] and by Langevin [12] . The ABC-conjecture (A.1) is the special case of the ternary form G(x, y) = xy(x + y).
The corollary (A.2) of the ABC conjecture implies the analogue of Proposition 5 for irrational algebraic α. Indeed, let f (x) be the minimal polynomial of α, of degree d > 1, and write f (x/y) = F (x, y)/y d with F (x, y) ∈ Z[x, y]. Suppose that p/q is an approximant of α: |α−p/q| < 1/q 2 , with p, q coprime. Since f (x) is irreducible, f ′ (α) = 0 and thus by the mean value theorem, for some ξ between α and p/q,
On the other hand, f ( p q ) = F (p, q) q d and so we find |F (p, q)| ≪ q d−2 .
By (A.2), taking G(x, y) = xyF (x, y) and noting that |p| ≪ q, we get for all ǫ > 0 q d−ǫ ≪ ǫ rad(pqF (p, q)) ≤ |pF (p, q)| rad(q) ≪ q d−1 rad(q) .
Thus if q =qs 2 then (qs 2 ) d−ǫ ≪ ǫ rad(qs) ≤qs and so s ≪ ǫ q ǫ .
