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We examine quantum phases emerged by double degeneracy of p-orbital bands in attractive atomic
Fermi gases loaded on a 1D optical lattice. Our numerical simulations by the density-matrix renor-
malization group predict the emergence of a state with a charge excitation gap, the Haldane insulator
phase. A mapping onto an effective spin-1 model reveals its physical origin. Moreover, we show that
population imbalance leads to richer diversity of the quantum phases, including a phase-separated
polarized state. Finally, we study the effects of harmonic trap potential in this 1D chain.
PACS numbers: 67.85.Lm, 67.85.-d, 71.10.Fd, 75.40.Mg
I. INTRODUCTION
Optical lattice formed by interference of counter prop-
agating laser beams is one of the most fruitful techni-
cal inventions in the progress of atomic gas physics [1].
The seminal reports (see, e.g., Ref. [2]) indicate that this
system is regarded as a quantum simulator to emulate
electronic structures in solid-state systems, with control-
lability of model parameters and flexibility of lattice ge-
ometric structures. The interaction is widely tuned from
strongly-attractive to repulsive couplings by the Fesh-
bach resonance. The different lattice structures, such as
a 1D chain, bipartite square 2D lattice [3] like High-Tc
cuprate superconductors, and frustrated triangular lat-
tices [4] are available by tuning laser interference.
Simulating solid-state electronic structures in optical
lattices requires treating the orbital degrees of freedom,
as well as the charge and the spin degrees. Orbital de-
generacy plays a crucial role in transition metals, for
example. Such materials are currently targets in ap-
plied physics, owing to their wide usage of various in-
dustrial scene. Ultracold atomic gases with multiple
band-degeneracy enable us to directly address quantum
phenomena associated with the orbital degrees [3, 5–12].
In this paper, focusing on p-orbitals next higher to the
lowest s-orbital, we show that the low-lying double de-
generate orbitals lead to a rich phase structure of the
ground states in an attractively interacting 1D chain (see
Fig. 1). All the numerical calculations are done by the
density matrix renormalization method (DMRG) (See,
e.g., Refs. [13, 14]). We also derive an effective model to
clarify the origin of the resultant quantum phase.
To identify the ground state in a many-body system is
a primary issue for understanding quantum many-body
effects. The nature of the ground state depends on the
degeneracy intrinsic to a many-body system. In our sys-
tem, the p-orbital degeneracy is a key ingredient of the
various quantum phases. The p-orbitals in a 1D chain
along z-axis lead to double degeneracy with respect to
px and py orbitals, as seen in Fig. 1.
In this paper, we list up the ground-state properties in
this attractive 1D chain. First, we show that the inter-
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FIG. 1: (Color Online) Schematic diagram of fermionic gases
on an optical lattice, with multiple bands (multi-band Hub-
bard chain). The intra-orbital interaction (Upp) forms fermion
pairs. The fermion pairs hop between different orbitals, by the
pair-hopping interaction (Upxpy ) [see Eq. (3)].
orbital interaction leads to the emergence of the Hal-
dane phase [18], close to half-filling. Below half-filling,
the Luther-Emery phase [15] occurs, in the same way
as single-band attractive Hubbard chains [16, 17]. In
contrast to the gapless charge excitations in the Luther-
Emery phase, the Haldane phase brings about a charge
gapped feature. We remark that the Haldane phase with
a charge excitation gap, a nonlocal string order, and
edge states is known as a Haldane insulator phase [19–
24]. This realization is proposed in bosonic chains with
dipole interaction [19–22] and multi-component fermionic
chains [23, 24]. A two-leg spin-1/2 ladder also shows the
presence of a similar gapped phase [25]. Our numeri-
cal calculations and effective model reveal the occurrence
of such an intriguing insulator phase in the present sys-
tem. Next, in the presence of population imbalance, we
show that a phase separation of polarized components
occurs in a low fermion-pair-density case. This behav-
ior comes from the double exchange interaction [26, 27]
between Fermion pairs. Finally, we study an effect of
trap potential. We propose that the trapped system al-
lows the direct verification of the Haldane gap and the
phase-separated polarized phase.
This paper is organized as follows. The p-orbitals 1D
Hubbard Hamiltonian is derived in Sec. II. In Sec. IIIA,
applying the DMRG method to this model, we calculate
2the ground-state of the p-orbitals 1D chain, and we show
the presence of the charge gap and the edge state. Fur-
thermore, deriving an effective spin-1 Hamiltonian, the
realization of the Haldane insulator phase is more ev-
ident. Section IIIB shows the results with population
imbalance. We suggest a phase separation of polarized
components. This phenomenon is explained, in terms
of the double exchange interaction between fermion-pair
particles. The effect of harmonic trap potential is shown
in Sec. IIIC. Section IV is devoted to the summary.
II. MODEL
We start with the Hamiltonian for two-component
Fermi gases,
H =
∑
σ=↑,↓
∫
d3x
(
ψ†σhψσ +
g
2
ψ†σψ
†
σ¯ψσ¯ψσ
)
, (1)
with h = −(~2/2m)∇2 + Vopt(x) and two body inter-
action g. The optical lattice potential is Vopt(x) =∑
α=x,y,z Vα sin
2(2πα/λα) . When the lattice potential
is highly elongated along z-axis (i.e., Vx = Vy ≫ Vz and
λx = λy 6= λz), this 3D atomic gases can be decomposed
into an array of independent 1D chains, as seen in Fig.1.
Throughout this paper, we focus on the case when the
multiple higher orbitals are partially filled and the lower
orbitals are fully occupied, inside each piece well of the
optical lattices. Such a high-density filling is attainable,
tuning either the total particle number or the confine-
ment of the harmonic trap potential. Amoung the p-
orbitals, the Bloch band formed by pz (i.e., a component
along the elongated direction) has a different character
from px and py, as shown in Fig. 1. Hence, we focus on
the double degenerate px- and py-orbitals, hereafter.
Now, we derive a 1D Hamiltonian with p-orbital de-
generacy. We first approximate the optical lattice poten-
tial, Vopt(x) ≃ Vz sin2(2πz/λz) +
∑
α=x,y Vα(2πα/λα)
2.
Then, we expand the field operator as
ψ(x) =
∑
i
∑
p=px,py
cp,σ,i up(x⊥)wi(z), (2)
with two kinds of the functions up and wi. The for-
mer is the exact solution of h⊥up = ǫpup, with h⊥ =
[−(~2/2m)∇2⊥ +
∑
α=x,y Vα(2πα/λα)
2], and the latter is
the Wannier function formed by the optical lattice poten-
tial. Using the tight-binding approximation, we obtain
H =
∑
p,σ
∑
<i,j>
h
(t)
p,σ,i,j +
∑
p,σ,i
h
(µ)
p,σ,i +
∑
p,p′,i
h
(U)
p,p′,i , (3)
with
h
(t)
p,σ,i,j = −tc†p,σ,icp,σ,j ,
h
(µ)
p,σ,i = −µ¯np,σ,i ,
h
(U)
p,p′=p,i = Upp
(
np,↑,i − 1
2
)(
np,↓,i − 1
2
)
,
h
(U)
p,p′ 6=p,i = Upp′
(
ρp,i · ρp′,i − Sp,i · Sp′,i
)
,
where µ¯ = µ − (Upp + Upxpy )/2. The hopping and the
on-site interaction energy integrals are defined by, respec-
tively,
t = −
∫
dz wi+1
(−~2
2M
d2
dz2
+ Vz sin
2 2πz
λz
)
wi, (4)
Upp′ = g
∫
d3xw4i u
2
pu
2
p′ . (5)
The on-site number density of p orbital is
np,σ,i = c
†
p,↓,icp,↑,i. The spin-1/2 operator is
Sp,i =
1
2
∑
σ,σ′ c
†
p,i,στσ,σ′cp,i,σ′ , with the 2 × 2 Pauli
matrices τ = (τ (x), τ (y), τ (z)), whereas the pseudo
spin-1/2 one is defiend as
ρ
(x)
p,j =
1
2
(ρ
(+)
p,j + ρ
(−)
p,j ) , ρ
(y)
p,j =
1
2i
(ρ
(+)
p,j − ρ(−)p,j ) ,
ρ
(z)
p,j =
1
2
(∑
σ
np,σ,j − 1
)
,
with ρ
(+)
p,j = c
†
p,↑,jc
†
p,↓,j and ρ
(−)
j = [ρ
(+)
j ]
†. Throughout
this paper, we use the symbol Upp for representing the
intra-orbital interaction strength, since Upxpx = Upypy .
We also find that Upxpy = Upypx . The intra- and the
inter-orbital interaction strength are evaluated by the ex-
act solution of h⊥up = ǫpup. We can find the relation
Upxpy = (4/9)Upp. This relation is also used throughout
this paper. In this paper, we set Upp′ as a negative value,
i.e., an attractive two-body interaction g < 0.
The virtue of using the spin representation by Sp,j and
ρp,j in the Hamiltonian is to clarify an underlying sym-
metry feature of this model. Furthermore, our numerical
results are intuitively understood by this representation;
in the subsequent sections a fermion-pair particle will be
discussed, in terms of ρp,j . Let us here show the symme-
try of Eq. (3) explicitly. Taking the summation over px
and py, we build two kinds of operators, S
(l)
i =
∑
p S
(l)
p,i
and ρ
(l)
i =
∑
p ρ
(l)
p,i, with l = x, y, z. We can obtain the
operators for l = ±, in a similar manner to the definition
of ρp,j . The former is a (local) spin-1 operator, whereas
the latter is a (local) pseudo spin-1 operator. After the
straightforward calculations, we obtain the algebraic re-
lations,
[H,S(l)] = 0 , [H, ρ(±)] = ∓2µ¯ρ(±) , [H, ρ(z)] = 0 , (6)
with S(l) =
∑
i S
(l)
i and ρ
(l) =
∑
i ρ
(l)
i . The first one in-
dicates that Hamiltonian (3) is isotropic with respect to
3the global spin rotation. The latter two relations mean
that this model possesses a highly symmetric property at
half filling (µ¯ = 0). In other words, the present Hamilto-
nian has SU(2)spin×SU(2)pseudo-spin ≃ SO(4) symmetry
at µ¯ = 0.
III. RESULTS
Let us study the quantum phases of Eq. (3) at zero
temperature. All the numerical calculations are per-
formed by the DMRG method [13, 14]. Our DMRG
code is directly extended toward ladder systems, by par-
allelizing the superblock matrix diagonalization [30]. The
number of states kept is varied from m = 400 to max-
imally 1000 depending on the convergence tendency of
the calculations. The boundary condition is open in all
the calculations. The subsequent subsection shows the
results in a spatially uniform case, without any popula-
tion imbalance. Next, we turn into the case with spa-
tially uniformity and population imbalance. In the third
subsection, the effect of the confinement harmonic trap
potential is studied.
A. Zero population imbalance
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FIG. 2: (Color online) (a) Charge gap Ec versus filling rate n˜.
(b) Particle density n(i), with n˜ = 1.0, 0.8, 0.2. (c) Absolute
value of the Fourier-transformed density fluctuations, |n¯(k)|
on k–n˜ plane. In all the figures, the population imbalance is
P = 0, the coupling parameters are Upp = −10 and Upxpy =
(4/9)Upp, and the total lattice site number is L = 100.
Figure 2(a) shows our DMRG results about the charge
gap with respect to the filling rate n˜ = (1/2L)
∑
i n(i),
where n(i) =
∑
p,σ np,σ,i is the particle density and L is
the total lattice site number. The charge gap is evalu-
ated by EC = E(N+ ↑↓)+E(N− ↑↓)−2E(N), with the
DMRG ground-state energy E(·). In Fig. 2, the popula-
tion imbalance P is zero; P ≡ ∑p,i(np,↑,i − np,↓,i) = 0.
We find that the charge gap drastically grows up when
n˜ is close to half filling (i.e., n˜ ≃ 1.0). In contrast, when
n˜ decreases from 1, the gap reduces. These behaviors in-
dicate that in this double-degenerate-band attractive 1D
model a gapped phase emerges, close to half-filling. We
stress that the charge excitation gap does not open in
single-band attractive 1D Hubbard chains [16, 17].
We show that the emergence of this charge gap
is attributed to the Haldane gap, by mapping the
present Hamiltonian onto an interacting spin-1 chain.
Using the second order perturbation [29] and the
attractive-repulsive transformation [28], we obtain an
effective model of Eq. (3), for strong coupling regime
|Upp′ | ≫ t. The attractive-repulsive transformation [28]
makes Eq. (3) a half-filled system. This transformation
is defined by cp,↑,i = c¯p,↑,i and cp,↓,i = (−1)ic¯†p,↓,i. For
the free Hamiltonian
∑
p,p′,i h
(U)
p,p′,i, we obtain
Heff =
∑
p,σ,i
P¯h(µ)p,σ,iP¯ −
∑
p,σ,<i,j>
p′,σ′,<i′,j′>
Vp,σ,i,j H
−1
0 V
†
p′,σ′,i′,j′ ,(7)
with Vp,σ,i,j = P¯h(t)p,σ,i,jQ¯. The operators P¯ and Q¯ are,
respectively, the projectors onto the subspaces,
H¯P = ⊗i
{|↑¯, ↑¯〉 , |↓¯, ↓¯〉 , (|↓¯, ↑¯〉+ |↑¯, ↓¯〉)/√2} (8)
H¯Q = ⊗i
{|↑¯, 0¯〉 , |0¯, ↑¯〉 , |↓¯, 0¯〉 , |0¯, ↓¯〉 ,
|↑¯, ↑¯↓¯〉 , |↑¯↓¯, ↑¯〉 , |↓¯, ↑¯↓¯〉 , |↑¯↓¯, ↓¯〉} . (9)
Here, |¯·, ·¯〉 means |¯·, ·¯〉 = |¯·〉px |¯·〉py and the ket vector
|0¯〉px(y) is defined by c¯px(y),σ,i|0¯〉px(y) = 0. Eq. (7) can be
rewritten in terms of the pseudo-spin-1 operators ρ
(±)
i
and ρ
(z)
i . The effective low-energy Hamiltonian of the
system is reduced to a 1D pseudo-spin-1 chain,
Heff = Jex
∑
<i,j>
[
ρ
(z)
i ρ
(z)
j −
1
2
(ρ
(+)
i ρ
(−)
j + ρ
(−)
i ρ
(+)
j )
]
−
∑
i
2µ¯ρzi , (10)
with Jex = 2t
2/
(|Upp|+ |Upxpy |) . Thus, we find that the
charge gap (i.e., the pseudo spin gap) opens, according
to Haldane’s conjecture [18].
Next, we show another evidence of the Haldane phase
in our system. In the open boundary condition, it is
well-known that the Haldane phase forms a free half spin
state near the boundaries. Figure 2(b)-1 shows that a
staggered charge density modulation occurs and expo-
nentially decays toward the bulk region. This behavior
corresponds to the S = 1/2 edge state [31, 32]. Thus,
a free half spin emerges as a free fermion-pair particle,
near the edges. This free fermion-pair particle induces
a gapless charge excitation when the system is the half
filling case. Figure 2(a) shows this behavior; the charge
4gap occurs right below half filling, whereas a gapless be-
havior is found at n˜ = 1.0. We stress that the gapless
behavior at n˜ = 1.0 comes from the edge contribution.
Now, we study the case when the filling rate is much
lower than half filling. Figures 2(b)-2 and (b)-3 show
that the periodic oscillations dominate over the whole
spatial region, not only the boundaries, when going be-
low the half filling rate. We obtain the charge density
wave (CDW) below half filling. The spatial periodicity
indicates the presence of the Luther-Emery phase. If
the Luther-Emery phase occurs, ths periodicity of the
CDW should be characterized by the Fermi wave vec-
tor in the equivalent spinless Fermion [33, 34], 2kF =
2π(ρ − |∑i ρ(z)i |/L). Here, ρ is pseudo-spin length (i.e.,
ρ = 1). Let us calculate the Fourier transformed den-
sity fluctuations, n¯(k) =
∑
j [n(i) − 2n˜]eikj/
√
L. Fig-
ure 2(c) shows the absolute value |n¯(k)|, varying k and
n˜. We find the two kinds of the peaks, a strong peak
around (k, n˜) ≃ (3.14, 1.0) caused by staggered CDW
(edge states) and a peak consistent with the prediction
of the Luttinger theory k = 2kF = 2πn˜ . The latter peak
indicates the emergence of the Luther-Emery phase be-
low half-filling. In other words, our model below half
filling behaves like an attractive 1D Hubbard chain.
B. Nonzero population imbalance
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FIG. 3: (Color online) Spatial distributions of the particle
density n(i) (soild line) and the spin density m(i) (dashed
line), with filling rates (a) n˜ = 0.99, (b) n˜ = 0.6, (c) n˜ = 0.4,
and (d) n˜ = 0.2. In the all figures, the population imbalance
is fixed as P = 12. Other physical parameters are the same
as in Fig.2.
We study the effects of population imbalance in a spa-
tially uniform case. Figure 3 shows the spatial distribu-
tions of the particle density n(i) and the spin density
m(i) =
∑
p(n↑,p,i − n↓,p,i), with fixed population im-
balance P = 12, varying filling rates. At higher filling
rates (n˜ = 0.99, 0.6), we obtain the spin density wave,
as seen in Figs. 3(a,b) (dashed lines). We find that the
spatial period is characterized by 2∆kF,p = πP/L (i.e.,
2∆kF,pL/2π = 6), with the difference of the p-orbital
Fermi wave vectors ∆kF,p = (π/L)
∑
i(np,↑,i − np,↓,i).
The density profile depends on the filling rate more sen-
sitively. Right below half filling (n˜ = 0.99), a uniform
density profile is found in the bulk region, and a stag-
gered CDW occurs at the edges. These results are simi-
lar to the case without population imbalance; the charge
gap opens in the bulk region, while a free half spin state
may induce gapless charge excitations near the bound-
aries. When the filling rate decreases slightly (n˜ = 0.6),
a small spatial modulation is found in the whole spatial
region. At much lower filling rates (n˜ = 0.4, 0.2), we
find a drastic effect of the population imbalance. Fig-
ures 3(c,d) show a phase separation of polarized com-
ponents. The small spatial modulation of the particle
density for n˜ = 0.6 [Fig. 3(b)] is regarded as a precur-
sory phenomenon of this phase separation. Decreasing
the filling rate enhances the amplitude of the density-
profile oscillation. Then, the low-particle-density regions
are created for lower filling rates [35].
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FIG. 4: (Color online) Schematic diagram of hopping pro-
cesses of unpaired fermions (single up-arrow) in fermion-pair
particles (pair of up- and down-arrow).
To clarify the origin of the phase separation, we focus
on the kinetics energy of unpaired fermions. Applying
the first order perturbation to Eq. (3), we obtain
HK = −t
∑
p,σ
∑
<i,j>
PiPjh(t)p,σ,i.jPiPj. (11)
The operator Pi is the projector onto the subspace
spanned by the nonzero spin imbalance states and the
pseudo-spin-1 states at the spatial site i,
H(i)P>0, ρ=1 =
{
| ↑, ↑↓〉 , | ↑↓, ↑〉 , | ↑, 0〉 , |0, ↑〉 , | ↑, ↑〉,
|0, 0〉 , |Ψ+〉 , | ↑↓, ↑↓〉,
}
, (12)
with |Ψ+〉 = (| ↑↓, 0〉+ |0, ↑↓〉)/
√
2. The ket vector sym-
bol |·, ·〉 means |·, ·〉 = |·〉px |·〉py , with cpx(y),σ,i|0〉px(y) = 0.
Figure 4 shows hopping processes of the unpaired
5Fermion (single up-arrow) embedded in the con-
tinuum formed by the fermion-pair particles (pair
of up- and down-arrows). If a low fermion-pair-
particle-density region spreads, as seen in case I of
Fig. 4(b), the transfer probability of the unpaired
Fermions is −t. This fact is confirmed by, for ex-
ample, iI+1〈↑, 0| iI〈0, ↑ |HK| ↑, ↑〉iI |0, 0〉iI+1 = −t.
Similarly, in a high fermion-pair-particle-density
region [see case II in Fig. 4(b)], the trans-
fer probability is −t, since, for example,
iII+1〈↑, ↑↓ | iII〈↑↓, ↑↓ |HK| ↑, ↑↓〉iII | ↑↓, ↑↓〉iII+1 = −t. In
contrast, when the fermion-particle density is intermedi-
ate [e.g. CDW-like configuration as case III of Fig. 4(b)],
the transfer probability changes, since, for example,
iIII+1〈Ψ+| iIII〈↑, 0|HK|0, 0〉iIII | ↑, ↑↓〉iIII+1 = −t/
√
2.
Thus, the unpaired Fermions prefer to either low or high
fermion-pair-particle-density regions.
Now, we apply the above arguments to our numerical
results. The second order perturbation terms in Eq. (10)
vanish as Jex → 0. Furthermore, since the lower fill-
ing (n˜ ≪ 1) means increasing the pseudo magnetic field
2µ¯, the pseudo spin-spin interaction of Eq. (10) is irrele-
vant to the total energy. Thus, the kinetic energy of the
unpaired Fermions is predominant, for strong attractive
interaction |Upp| ≫ t and a lower filing rate (n˜ ≪ 1).
The results shown in Fig. 3 corresponds to the case be-
low half filling (i.e., a low filling case). Therefore, from
the consideration about the kinetic energy, the unpaired
Fermions in this figure prefer to the low fermion-pair-
particle-density regions. In other words, the spin imbal-
ance excludes the fermion-pair particles and leads to a lo-
cal spin polarized state. This process can be regarded as
double exchange interaction [26, 27] between the fermion-
pair particles.
C. Harmonic trap potential
We take the effect of the harmonic trap potential
into account. The trap potential is typically employed
in atomic gas experiments, to avoid the escape of the
atoms. When the harmonic trap is considered, we
simply add a potential term to our model. Thus,
the total Hamiltonian is H +
∑
p,σ,i Vho(i)np,σ,i, with
Vho(i) = V [2/(L− 1)]2[i− (L+ 1)/2]2. We obtain the
ground state of this modified Hamiltonian, using the
DMRG method.
Figure 5(a1) shows the results, without population im-
balance (P = 0). The significant feature of the trapped
system is the emergence of the Mott core. This result
is a contrast to the case of single-band attractive Fermi
gases, as seen in Fig. 5(a2); there is no Mott-core struc-
ture. This structure implies that the Haldane insula-
tor phase is formed at half filling n(i) = 2. From the
viewpoint of Eq. (10), the effect of the trap potential is
regarded as spatially-dependent pseudo-magnetic field,
µ¯(i) = µ¯ − V (i). Thus, the Mott-core is considered to
be a “magnetization” plateau associated with opening of
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FIG. 5: (Color Online) Spatial distributions of the particle
density n(i) (solid line) and the spin density m(i) (dashed
line) in harmonic trap potential, with different population
imbalances P = 0, 20, 40. The trap potential strength is
V/t = 0.4. The total particle number is 180. The upper pan-
els (a1)–(c1) show the results for the present double degener-
ate p-orbital 1D chain. For comparison, we show in the lower
panels (a2)-(c2) the results for zero intra-orbital interaction
(Upxpy = 0), i.e., a single-band attractive Hubbard chain.
the Haldane gap. The edge state of the Haldane phase is
not observed in our trapped system. The smooth change
of this magnetic field leads to the disappearance of the
staggered CDW. Below half filling (n(i) = 2), the present
system is expected to show the CDW oscillation as dis-
cussed in section III.A. However, the density oscillation is
not sharply observed in Fig. 5.(a1). The 1D single-band
case shows a clear CDW oscillation [Fig. 5(a2)]. There-
fore, the CDW order in the double degenerate p-orbital
system is weaker, compared to the single band case.
Next, we study the results in the presence of popu-
lation imbalance. Figures 5(b1, c1) show that the Hal-
dane insulator phase occurs, in the same way as the zero
population imbalance. Similarly, we find that there is
no Mott-core structure, therefore no Haldane insulator
phase occurs in a single-band attractive Hubbard chain
[Figs. 5(b2,c2)]. The effect of the population imbalance
appears, as a phase separation of the polarized compo-
nents on merge of the trap potential [Fig. 5(b1,c1)]. As
discussed in Sec. III B, the kinetic energy of the unpaired
Fermions prefers to a low fermion-pair-particle-density
region. As a result, the polarized components concen-
trate at the edges of the trap potential (low density re-
gion). The phase separation of the polarized compo-
nents can be observed in single band attractive Fermi
gases with trap potential [36–39] [see Fig. 5(c2), as well].
However, the phase separation in a single-band case is
vague, compared to the double degenerate p-orbital sys-
tem, as seen in Figs. 5(b1,b2). The phase separation of
the p-orbital Fermi gases is strong and easily induced by
the double exchange interaction between the fermion-pair
particles.
Summarizing the results for the trapped system, we
can suggest the direct and concrete check of our predic-
6tions in experiments. The Mott-core structure is induced
by the Haldane gap, and is detectable via the measure-
ment of the particle density profile. The phase separation
of the polarized states is identified by comparing the spin
density at the trap center to the one at the trap edges.
One drawback of the harmonic trap is to erase the edge
states related to the Haldane edge states. The realiza-
tion of box trap potential [40] may capture such states.
Observing the string order parameter gives a strong sig-
nature of the Haldane insulator phase, as well as mea-
suring the p-band Mott core and the edge states. We
suggest that a single-site addressing technique (see, e.g.,
Ref. [41]) allow a direct check of this quantity. Thus, cal-
culating the string order parameter on the p-band Mott-
core is an interesting future work.
IV. SUMMARY
We explored the quantum phases in a 1D p-orbital
Fermi gas with attractive interaction, via the DMRG cal-
culations and the mapping onto an effective spin-1 model.
To tune the filling rate and the population imbalance in-
duces different phases, including the Haldane insulator
phase, the Luther-Emery phase, and the phase separa-
tion of the polarized components. We also examined the
effect of the harmonic trap potential. We found the emer-
gence of the Mott core structure (i.e., Haldane insulator
phase), in spite of attractive Fermi gases. Moreover, the
strong phase separation induced by the population im-
balance appears at the edges of the trap potential. Thus,
the trapped system allows the direct verification of our
predictions.
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