ABSTRACT Data collection is the core function of underwater acoustic sensor networks (UASNs). Lately, ambulatory data gathering methods are being popularized in real applications. However, due to present mobile underwater data collection investigations that are on the basis of 2-D scenarios, the associated approaches are not suitable for 3-D UASNs. Additionally, mobile-element-assisted data collection usually brings special issues on obstacle avoidance. Accordingly, we propose a probabilistic neighborhood locationpoint covering set-based data collection algorithm with obstacle avoidance for 3-D UASNs. The proposed algorithm initially generates a space lattice set to establish the probabilistic neighborhood location-point covering set for data collection, so as to optimize the data collection latency. Then, an autonomous underwater vehicle traverses only location points in the constructed covering set with a hierarchical grid-based obstacle avoidance strategy. The simulation experiments are performed to verify the proposed algorithm compared with other existing underwater data collection algorithms. Simulations show that our proposed algorithm achieves better performance in terms of data collection latency, data collection efficiency, and obstacle avoidance.
I. INTRODUCTION
With the growing interests in marine science and business, the advancement of point to point underwater acoustic communication technology and the further development of autonomous underwater vehicles (AUVs), underwater acoustic sensor networks (UASNs) have become one of the hotspots in the marine research community [1] , [2] . Using UASNs can obtain the information about changes in the marine environment more effectively, which is significantly important to marine resource exploration and scientific research.
Data collection is a common application situation for UASNs. Compared with terrestrial wireless sensor networks, on the one hand, the monitoring region for UASNs is broader and the underwater equipment are usually highpriced, which often results in the sparsity of UASNs. On the other hand, considering the unique characteristics of the underwater environment, a simultaneous peer to peer transmission route could not always exist. Above attributes may lead to disconnected networks, which bring new challenges to underwater data collection. Currently, a widely used data collection method is the AUV auxiliary-based data collection method. The use of the AUVs can effectually equalize the energy consumption and slow down the energy costed by nodes, thereby prolonging the working period of UASNs. Moreover, assistance of AUVs can solve the cutting out the drawback of link brought by flow factor.
However, present underwater data gathering investigations are on the basis of two-dimensional scenarios. The associated approaches may not be suitable for three-dimensional UASNs. Besides, the AUV auxiliary-based data collection method usually brings new challenges to data latency and obstacle avoidance. In addition, due to the specific propagation effects of the acoustic communication channel, the efficacious delivery likelihood diminishes little by little. Accordingly, our paper looks into a probabilistic neighborhood location-point covering set-based data collection algorithm with obstacle avoidance (PNLCS-OA) for threedimensional UASNs.
The major devotions of our work are listed as follows: (1) expanding the probabilistic neighborhood algorithm to diminish the delay of packets; (2) designing a hierarchical grid-based obstacle avoidance algorithm for mobile data collection in three-dimensional UASNs. To the best of our knowledge, this is the first report of a design of an obstacle avoidance algorithm for AUV auxiliary data collection problems in three-dimensional UASNs.
The rest of our paper is arranged as below: Related works are retrospected in Section 2. System model is depicted in Section 3. Our proposed PNLCS-OA algorithm is described in Section 4. Simulation consequences and implementation evaluation are given in Section 5. The drawn conclusions are stated in Section 6.
II. RELATED WORK
Recently, great attention has been paid to the deployment of UASNs and data acquisition in marine environment monitoring and surveillance. Due to the unique characteristics of the underwater environment, such as absorption and scattering loss, acoustic communication is the most suitable communication mode compared to radio communications up to now. Meanwhile, acoustic channels also bring new challenges to data collection in UASNs, for example, longer transmission latency, lower bandwidth, and higher code error rate. Therefore, multi-hop transmission methods are given a priority for data collection in UASNs [3] , [4] .
In multi-hop networks, quantity of underwater sensor nodes is deployed as relay nodes. The main function of these sensor nodes is to transmit packets received from nodes that stay away from the sink. The energy consumption in these sensor nodes is faster than the other nodes, whereas the large traffic. This phenomenon is more obvious in large-scale networks. Moreover, the network connectivity cannot be ensured all the time due to the limitation of acoustic communication, so that traditional multi-hop based data collection approaches are not well-performed.
Focusing on link disconnection caused by water current, a data collection scheme was proposed by Kishigami et al. [5] using mobile nodes as intermediate nodes to recover the broken link. When the distance exceeds the threshold, sink will assign a mobile node to the link broken center and fix the connection. This scheme can solve the detached networks problem caused by underwater elements for the most part. However, the uneven energy consumption issue still remains to be unsolved.
To solve uneven energy consumption, a geographical location-based clustering algorithm LCAD was inspected by Anupama et al. [6] . Authors divide the whole network into many three-dimensional grids with optimal parameters derived from large experiments. A cluster is selected in the grid and there is only one single cluster head. Then, the collected data is transmitted in a multi-hop inter-cluster way to the sink. This scheme can significantly reduce the energy consumption of common nodes at the cost of overusing the cluster nodes near the sink.
Similar efficient clustering routing protocol was posed by Domingo [7] . In this protocol, data is transferred to a destination within only one hop. Though total energy consumption can be optimized with the help of clustering method, the lopsided energy consumption of each cluster node still exists. This makes the call for using mobile elements to collect data in underwater environment growing.
Hence, a mobile sink-based model was designed by Kartha et al. [8] and Kartha and Jacob [9] to collect data in UASNs. In this paper, authors perform a detail analysis under many circumstances of the designed model. The simulation demonstrates that with the help of mobile sink, delivery ratio, and energy consumption improvement in data collection for UASNs. Thus, the average lifetime of network extends.
To achieve reliable and steady data collection in UASNs, an effective routing protocol with assistance of AUV (AEDG) was analyzed by Ilyas et al. [10] . In their study, a SPT algorithm is used to aggregate data stored in each node into gateways. Then, these data are collected by AUVs, which can balance energy consumption and prolong the lifetime of the network. However, the parameters set in this paper may be too ideal, which are not suitable for practical application since data transmission is probabilistic and attenuates with the increase of distance.
So, considering the data transmission in practical applications, Hollinger et al. [11] , [12] proposed an exploratory approximation process. An AUV plays the role of mobile sink to collect data and a probabilistic acoustic communication mode is employed where the probability decreases with the distance. AUV moves along the predefined TSP-tour and stops at each tour stop to collect data. AUV uses time-division multiple access (TDMA) protocol to collect packets cached in probabilistic neighborhood. Hence, this algorithm can effectually save the energy costed by transmission and reduce 24786 VOLUME 5, 2017 delay, improving performance of data collection in UASNs. However, the pity is that the authors do not make it into reality.
Han et al. [13] proposed a Data Collection Algorithms based on Probabilistic neighborhood for Underwater Acoustic Sensor Networks (PNCS-GHA). By using probabilistic neighborhood, the AUV do not have to visit all the nodes to collect data. This scheme can also keep a balance of collecting time and information delivery. However, authors of this paper do not take the obstacle avoidance problem into consideration.
From the above analyses, we can find that the underwater data collection process has attracted many attentions, but the relevant researches mainly base on the ideal conditions or in two-dimensional UASNs. Anyway, the study of data collection in UASNs shows a great significance.
III. PRELIMINARIES
It is assumed that numerous homogenous nodes are randomly deployed in the network. These nodes have limited data storage space, battery, and data computation. The nodes keep static in the network and obtain their location by existing localization algorithms [14] - [16] . Acoustic communication modules are equipped on nodes to communicate with each other in the limited transmission range. An AUV acts as a mobile sink to gather data cached by nodes. Also, there exists a surface control center, which pre-knows the location of each node, to control the relevant process of AUV. AUV begins at this place and moves by the predetermined track to collect data. AUV only collects data within single-hop transmission to reduce energy consumption. After collection process, data is first buffered in AUV and then sent to sink for further processing.
A. UNDERWATER ACOUSTIC COMMUNICATION PATTERN
Here, a previously communication model [17] , [18] is referred, which takes the probability into consideration. This model considers the frequency and signal attenuation with distance in the water media, together with the noise disturbances in underwater applications, burble, shipping activity, thermonoise, and wind.
With the influence of absorption, wave front, and scattering phenomenon caused by transmission medium, for example, temperature, salinity, and magnesium sulfate, the communication modes in underwater acoustic channels can be described by a path loss for a distance d and frequency f (in kHz) by a previously described [19] empirical formula:
where A 0 is a normalizing constant; k is the spreading loss and we commonly use k = 1 for cylindrical spreading, k = 2 for spherical spreading, and k = 1.5 for the so-called practical spreading; a(f ) represents the absorption coefficient, which can be stated (in dB re km) using the Thorps formula empirically [18] :
10 log a (f ) = 0.11
The noise impact in underwater acoustic channels subjects to many factors, such as turbulence, salvaging activity, water waves, and thermal noise. The noise can be finally demonstrated as:
10 log N w (f ) = 50 + 7.5w
1/2
where s ∈ [0,1] and w signifies wind velocity (meter per second). Then, we can calculate total noise by:
Above all, the noise in the acoustic channel is at very low frequency and the attenuation in the acoustic channel is at high frequency. With reasonable signal bandwidths B and transmitting power P, the average signal-noise ratio (SNR) under distance d and frequency f is described as:
Combining above discussions, the bit error rate is indicated [17] as:
The above equation shows the probability of the symbol error, P e , which is a function of SNR when Rayleigh fading happens with known channel states at the receiver. Ultimately, the SNR is a function of six parameters, which are the transmitting power, transmission frequency, wind speed, shipping factor, the distance, and the bandwidth. Thus, for a packet with N symbols, the probability of being successful transmitted can then be calculated as:
For a packet with N symbols that has been transferred for m turns, we calculate the final receiving likelihood as:
IV. PROPOSED DATA COLLECTION ALGORITHM
In this paper, we use AUV to collect data in UASNs. Through changing expenditure of energy into AUV, communication power of the whole network can be significantly maintained, thus prolong the working period of the network. Nevertheless, given the spread space of sensor nodes, the restricted speed of the mobility-assisted, and the collision problem caused by VOLUME 5, 2017 obstacles in practical applications, the AUV auxiliary data collection usually poses new challenges on data latency and obstacle avoidance.
In order to reduce data delay, as well as avoid obstacles, we propose a PNLCS-OA for three-dimensional UASNs. In the PNLCS-OA, the AUV do not have to visit every node, which can effectively trim down the data aggregation completion time. Generally, our PNLCS-OA algorithm mainly consists of three parts. First, a probabilistic neighborhood locationpoint covering set is constructed as the resident points for data collection, aiming to reduce data latency. Second, a hierarchical grid-based obstacle avoidance algorithm is investigated for the AUV to go across each stopping point to aggregate buffer. Third, a TDMA-based data transmission protocol as previously described [20] is employed. In the following part, the probabilistic neighborhood location-point covering set construction algorithm and the hierarchical grid-based obstacle avoidance algorithm will be illustrated in detail. Here, the probabilistic neighborhood is established based on the previous equations, which calculate the distance between a node and a resident point. The probability is inversely proportional to the distance.
A. PROBABILISTIC NEIGHBORHOOD LOCATION-POINT COVERING SET CONSTRUCTION ALGORITHM
Based on the specific communication model talked in Section 3, we outline a probabilistic neighborhood A i which fills the whole network. The delivery likelihood of the location A i is ζ and ζ ∈ [0,1]. When ζ approximates to 1, delivery approaches to certain routing. When ζ approximates to 0, nodes will be visited for many time. Based on the previous formulas, the range of the probabilistic neighborhood d p is calculated by the given ζ .
From the previous analysis, we can draw that the probabilistic neighborhood covering set-based data collection methods can effectively shorten the length of the data collection path, thus reducing data latency. One probabilistic neighborhood covering a set construction strategy involves greedily choosing nodes with maximum probabilistic neighborhood weight and removing adjacent nodes within neighborhoods [13] . It is convenient, effective, and easy to implement. However, it may not achieve the optimal result. For example, as shown in Figure 1 , there are three nodes whose probabilistic neighborhoods have overlapping region, but all the nodes are away from the probabilistic neighborhoods of other nodes. If the construction strategy described above is adopted, all of nodes a, b, and c will play the role of stopping points in the probabilistic neighborhood covering set. In fact, the AUV can complete the data collection tasks of these three nodes by accessing a location in the overlapped region only, and the PNLCS-OA algorithm aims at finding such a location.
As is known, in the large-scale three-dimensional networks, the calculation of the overlapped region is extremely complex. In addition, the AUV needs to hover over specific positions to collect data when executing data collection tasks. To reduce the computational complexity, and make the resident points more intuitive, the PNLCS-OA algorithm generates a space lattice set to aid establish the probabilistic neighborhood point covering set. The illustration of the location-point auxiliary set is shown in Figure 2 . The generation process is described as follow: generating a total number of points of λL/d p * λL/d p * λL/d p as the location point auxiliary set by taking one point at every interval of d p /λ, where λ can be adjusted according to the network size and node density.
After generating the location-point auxiliary set, the PNLCS-OA greedily selects the location-point with maximum coverage degree as auxiliary point to help calculate the final resident points. The main procedure of the probabilistic neighborhood location-point covering set construction is as shown in Algorithm 1.
Algorithm 1 Probabilistic Neighborhood Location-Point Covering Set Construction
Require: The set of sensor nodes N = {1, 2, ..., n}; the probability threshold ζ ; Ensure: the probabilistic neighborhood point covering set S; 
degree(A i ) = |W (A i )|; 12: end for 13: s p = arg max {degree(A i ) | A i ∈ A }; 14: calculate the stay point s p according to s p ; 15: add s p into S; 16: state(Nei(s p )) = true; 17: if exist state(i) = false then 18: repeat loop; 19: end if 20 : end loop First, as shown from line 4 to line 6, the initial states of all the nodes are certain, which is assigned as false. Second, the coverage degree of each location-point in the locationpoint auxiliary set is calculated in line 9, 10, and 11. Then, in line 13 and line 14, the location-point s p with the maximum coverage degree is selected as the auxiliary point to aid calculate the final resident points, i.e.:
where degree(A i ) is the coverage degree of location-point A i . It represents the covering times by probabilistic neighborhoods of the nodes whose visit states are false:
where Nei(A i ) is all nodes within the probabilistic neighborhoods of location-point A i . As the auxiliary point is selected, the position of the resident point can be calculated. As shown in Figure 3 , the calculation method is divided into three cases according to the different coverage degree of auxiliary points. As shown in Figure 3(a) , when the coverage degree is 1, in order to maximize information gain, the resident point is the position of the node within the probabilistic neighborhood. As shown in Figure 3(b) , when the coverage degree is 2, to improve information gain the resident point is adjusted to the midpoint position of the two nodes within the probabilistic neighborhood. As shown in Figure 3(c) , when the coverage degree is over 2, in order to ensure all the nodes are covered by the probabilistic neighborhood of resident point, the position of the resident points should be the original position of auxiliary points. Once a stopping point location is determined, the visit states of the nodes within the probabilistic neighborhood of the resident point are set to be true (see in line 16, 17, and 18) . Then the coverage degree process and resident point selection process will be repeated until all the visit states are true.
B. HIERARCHICAL GRID-BASED OBSTACLE AVOIDANCE ALGORITHM
Considering the influence of obstacles on the mobile data collection in the practical application of UASNs, this paper puts forward a hierarchical grid-based obstacle avoidance algorithm. The hierarchical grid-based obstacle avoidance algorithm mainly includes three parts: first, the network is divided into small grids with different size according to the resident points and obstacles information hierarchy by hierarchy; second, the grids which are free of obstacles to construct a connection tree, and the improved depth-first search strategy is employed for global path planning to traverse the small grids; third, the improved nearest-neighbor heuristic strategy is employed for local path planning to traverse every stay points in each small grid.
1) HIERARCHICAL GRID-BASED NETWORK PARTITION
In this paper, the network is adaptively divided into small grids of different size according to resident points and obstacles information hierarchy by hierarchy. Gradually partitioning the work space of AUV into different small grids, each grid belongs to one of the following three situations: -free: the grid which is independent from all obstacles; -full: the grid has obstacles, but has no resident points; -hybrid: the grid has both obstacles and resident points. The main procedure for hierarchical grid-based network partition is described as follows. First, the network is divided into 2×2×2 small grids and the type of each grid is judged. If there are hybrid grids, they are further subdivided into 2×2×2 sub-grids. The judgement process and partition process are repeated until the predefined iteration threshold is reached or there is no hybrid grid. The illustration of the hierarchical grid-based network partition is shown in Figure 4 .
As mentioned earlier, we propose an innovative obstacle avoidance path planning strategy based on adaptive spatial region partition. Logically, the AUV traverses the network from grid to grid, but in reality, the AUV still traverses from resident point to resident point. The main function of the grid is avoiding obstacles. We just remove the grids where obstacles stay. Therefore, to express the traversal trajectory of the AUV clearly in logical terms, we first describe the adjacency relationships of small grids.
In three-dimensional space, the adjacency relationships between two adjacent grids are unlimitedly included into the following three types according to their intersection parts: plane adjacency, edge adjacency, and vertex adjacency. Illustrations of these three adjacency relationships are shown in Figure 5 . As shown in Figure 5 (a), plane adjacency means two grids that have a common plane, each grid has no more than 6 plane adjacent grids. As shown in Figure 5 (b), edge adjacency means two grids that have a common plane, each grid has not more than 18 edge adjacent grids. As shown in Figure 5 (c), vertex adjacency means two grids that have a common plane, each grid has not more than 26 vertex adjacent grids.
Actually, as the AUV still traverses from resident point to resident point, when the AUV completes traversal process within a small grid, it will move to the nearest resident point in the next traversal grid from the current resident point. The possible movements of the AUV between two adjacent grids are shown in Figure 6 . The illustrations reveal that there may not exist through a path between two resident points located in two adjacent grids, as the adjacency relationship between two adjacent grids is edge adjacency or vertex adjacency. Thus, in order to ensure the connectivity of the traversal path, in this paper, we specify that the valid adjacency relationship is plane adjacency. After determining the valid adjacency relationship between two small grids, the entire deployment area can be mapped into an undirected graph G(V , E). It is obvious that different relative position relationships between grids have impact on path planning. We finally choose Figure 6 (a) because the path may not exist in the other two cases in Figure 6 (b) and Figure 6 (c).
2) GLOBAL PATH PLANNING OF INTER-GRIDS
Once the deployment region is mapped into an undirected graph, it is necessary to determine the traversal order of small grids. This problem is similar to the traveling salesman problem (TSP), which is a classical non-deterministic polynomial-hard problem and researchers have proposed many algorithms on TSP, such as the ant colony algorithm [20] . But most of these algorithms assume that G is a Hamiltonian graph, implying that the problem contains at least one solution. In reality, the figure G may not be compatible with this assumption, therefore, we employ a simple method proposed by Shu et al. [21] . It adopts the depth first search strategy to obtain the trajectory traversing all free grids, and then combines with a greedy routing to decrease backtracks.
In view of global path planning, the first vertex u to be traversed should satisfy:
where degree(w) indicates the degree of vertex w. Assuming the current traversing vertex is v, then the next traversal vertex u is:
where S v represents the set of vertices w adjacent to v and have not been visited at present: If S v = φ, we need to backtrack to the nearest parent vertex u along the trajectory where S u = φ, i.e., if the traversal trajectory is (u, u 1 , u 2 , ..., u k , v), and S u i = φ (i = 1, 2, ..., k), S u = φ, then u is the next vertex to be visited. Once the vertex v is traversed, set visit(v) = true, and decrease the degree of its adjacent vertices by 1:
3) LOCAL PATH PLANNING OF INTRA-GRIDS
In each small grid, there may exist several resident points. It is necessary to determine the traversal order of the resident points in the small grids after determining the traversal order of the grids, so as to complete the planning of the entire data collection path. It is a classic NP-hard problem which is similar to the TSP. Currently, certain classical heuristic strategies have been investigated to cope with the TSP. Taking the nearest-neighbor heuristic (NNH) [22] for example. The NNH strategy is one of the simplest and most effective strategies. It greedily chooses vertices with the nearest Euclidean distance as the next access point, so it can be easily extended to three-dimensional space. However, since the NNH strategy is very likely to cause a problem on a local endless loop, an improved-NNH strategy is adopted in this paper. The improved-NNH strategy can effectively solve the problem on a local endless loop by setting up a visit state. The main procedure of the improved-NNH strategy is described as follows. First, initial states of every PNLCS point are assigned as false, representing the position is not visited. Next, for PNLCS points whose states are false, the closest node to AUV will be chosen as the next stopping point to collect data, and then the state of this node is changed into state true. This process stops when all the PNLCS points have been inspected.
V. PERFORMANCE EVALUATION
In order to evaluate the performing of PNLCS-OA, we implement a three-dimensional UASN and randomly deploy sensor nodes in a 1000m×1000m×1000m space on MATLAB. The network settings used in our experiment are itemized in Table 1 . For having a visible observation on our simulation results, we adopt five evaluating indicators, namely the data gain ratio G, execution time T of collecting data or delay, the data collection efficiency η for data collection, the node access rate δ and the path length L path for obstacle avoidance. They can be calculated by equations (18) (19) (20) (21) :
where Q signifies the length of packet in received node, P packet (i) signifies the successful transference likelihood (listed in Section 3), m signifies the transmitting turn, L path signifies the entire extent of the ergodic path, M signifies the amount of stopping points, T residence (j) signifies how long the AUV will stop in each stopping position j and n access signifies number of nodes which are accessed. The stoping period is the summation of the initialization period, arrangement period, transmission period, and extra period. This period fluctuates alternatively when node amount or transmitting turns changes. The data collection ratio η can keep a balance between the execution time of collecting data and the final receiving time of information. The bigger the η is, the better the data collection performs.
A. DATA COLLECTION IMPLEMENTATION EVALUATION
In the erstwhile sections, we proposed a PNLCS-OA for three-dimensional UASNs. To estimate the data collection implementation of our proposed algorithm, we compare it with two novel data collection algorithms, namely the myopic algorithm [11] and the probabilistic neighborhood covering set-based data collection algorithm (PNCS-GHA) [13] . In myopic algorithm, the AUV travels to the nearest node without any probabilistic neighborhoods, which denotes that AUV has to travel every nodes. In PNCS-GHA, the AUV traverses a probabilistic neighborhood covering set for data collection, and the PNCS construction strategy greedily chooses nodes with maximum probabilistic neighborhood weight and removes adjacent nodes within neighborhoods. Simulations are run for the three algorithms with variable ζ and n node . ζ signifies the choice when applying the probabilistic neighborhood contours in PNLCS-OA. ζ points to the space of the probabilistic neighborhoods, the larger the ζ is, the smaller the probabilistic neighborhoods will be. AUV's velocity is arraigned as 5m/s.
1) INFLUENCE OF PARAMETER ζ
In simulations, ζ =0.9 relates to around 150m of neighborhood space, ζ =0.5 to around 240m of neighborhood space, and ζ =0.1 to around 300m of neighborhood space. Node amount is arranged as 500 in this part. The data collection performance with variable parameter ζ is shown in Figure 7 . Normal receiving of information means the average receiving number of information. We use it to give an intuitive view on the information receiving ratio. In Figure 7 (a) when ζ increases, the successful parallel data transmission likelihood increases, the receiving of information increases. In Figure 7 (b), the accomplishment time of collecting data increases with the rise of parameter ζ . The reason is as ζ increases, neighborhoods' space decrease, so the travelling extent of the AUV increases, therefore, needing extra time for the accomplishment of data gathering. The data collection efficiency of these algorithms is shown in Figure 7 (c). The proposed algorithm performs much better than the myopic and the PNCS-GHA algorithms. 
2) THE EFFECT OF NODE AMOUNT n node
Here, ζ is arranged as 0.7. Figure 8 (a) manifests the overall trends of the average receiving of packets when the n node augments in myopic, PNCS-GHA, and PNLCS-OA algorithms. It can be clearly recognized that for each algorithm, the average information gain significantly increments as the n node increases. The results in Figure 8 (b) validate the benefits of our proposed algorithm in term of average accomplishment time of data gathering. As it is no need for the AUVs in PNCS-GHA and PNLCS-OA algorithms to go to any nodes, the normal accomplishment time in the PNCS-GHA and PNLCS-OA are definitely smaller than that of the myopic algorithm. Likewise, we can also observe that with the n node augments, the average accomplishment time of data gathering in the PNCS-GHA and PNLCS-OA algorithms grows more slowly than with the myopic algorithm without neighborhood. This phenomenon can be explained as follows. Perceptibly, the rise in n node commonly result in more extended trajectories for the AUV. However, as the trajectory lengths of the PNCS-GHA and PNLCS-OA are effected by a hybrid impact of neighborhood space and node amount, the increase of node amount plays a less important role on the trajectory consumption of these two algorithms than that of the myopic algorithm without any neighborhoods. Hence, when n node raises, the expenditure of these two algorithms becomes smaller than that of the myopic algorithm. In Figure 8 (c), we notice that, when the n node raises, data collection efficiency of PNCS-GHA and PNLCS-OA algorithms become extremely larger than that of myopic algorithm.
B. IMPLEMENTATION COMPARISON OF ALGORITHM UNDER DIFFERENT TRANSMITTING TURNS
In this subcategory, the n is assigned to be 100. The travelling speed of the AUV is 5m/s. The determination of the transmitting turns is altered with variable ζ , which decides the performance of PNLCS-OA. We do not consider the variable n node any more, aiming to concentrate on the influence of the transmitting turns. Simulations are conducted with changed neighborhood space with varying transmitting turns.
The average receiving of information and the average accomplishment time of collecting data for varying ζ with dissimilar transmitting turns are shown in Figure 9 . With the growth of the transmitting turns, the average receiving of information, as presented in Figure 9 (a), progressively approximates steady, the average accomplishment time of collecting data in Figure 9 (b) rises progressively. Furthermore, the receiving of information and the accomplishment time of collecting data grow with the rise of ζ .
As presented in Figure 10 , we present the data collection efficiency for different ζ with varying transmitting turns. The results indicate that with the increment of transmission rounds, the data collection efficiency decreased after initially increasing. In addition, for the changing ζ , the data collection efficiency reaches the upper limit on separate transmitting turns. When the transmitting turns = 3 and ζ = 0.5, the data collection efficiency reaches an overall maximum. Note that, in reality, the data collection efficiency reaches the peak on diverse transmitting turns on account of the practical application arrangement.
In addition, in Figure 11 , a comparison of the receiving of information and the accomplishment time of collecting data is listed with varying ζ and transmitting turns. In Figure 11 , the points in each curve is the number of transmitting turns. These curves are not in the equal length. This is because ζ represents the probability of receiving information under specific distance, the smaller the ζ is, the larger area the node will cover. Hence, to achieve the full coverage, we need little nodes with small ζ and more nodes with big ζ , and thereby the accomplishment time is short in nodes with small ζ and is big in nodes with bigger ζ . By rising the transmitting turns, our proposed algorithms can provide a balance between the receiving of information and the accomplishment time of data collection.
C. PERFORMANCE COMPARISON FOR ALGORITHMS UNDER OBSTACLE ENVIRONMENT
Taking the impact of obstacles on mobile data collection path planning in the practical application of UASNs into account, we have proposed a hierarchical grid-based obstacle avoidance strategy in the previous section. To validate the effectiveness of our proposed algorithm on obstacle avoidance, this section compares the performance of the proposed algorithm with that of a uniform cube-based obstacle avoidance algorithm [21] . For comparison purpose, we change the local path planning strategy previously used for the uniform cube-based obstacle avoidance algorithm [21] to improve the NNH. In this section, the number of nodes is set to be 1000.
The node access rate and the traversal path length of PNLCS-OA and the uniform cube-based obstacle avoidance algorithm with different cube size of 500m, 250m, 200m, 100m and 50m are shown in Figure 12 . It can be seen from the figure that the node access rate of the PNLCS-OA algorithm is only slightly less than that of uniform cube-based obstacle avoidance algorithm with the 50m size, but the traversal path length of PNLCS-OA is far below that of uniform cubebased obstacle avoidance algorithm with the 50m size. Even the node access rate of the PNLCS-OA algorithm is higher than that of uniform cube-based obstacle avoidance algorithm with the 100m size, and the traversal path length of the PNLCS-OA algorithm below that of the uniform cube-based obstacle avoidance algorithm with the 100m size. Thus, the algorithm proposed in this paper is more suitable for mobile data collection path planning for obstacle environment.
VI. CONCLUSION
Underwater data collection plays a key role in the application of UASNs. Whether in the monitoring and management of the marine environment or in the warning of marine disasters, people need to use the UASNs to collect the data of the monitored area, in order to make reasonable and effective decisions. In this paper, an AUV auxiliary data collection algorithm with obstacle avoidance, namely PNLCS-OA, is investigated for three-dimensional UASNs. In PNLCS-OA, by constructing a probabilistic neighborhood location-point covering set, the necessity that AUV travels any nodes to gather data is obviated. It efficiently shortens the traversal time for data collection, thus effectively reducing the data latency. Additionally, hierarchical grid-based obstacle avoidance strategy is designed for data collection path planning, which makes our proposed algorithm more suitable for practical application. Moreover, a TDMA-based data transmission protocol, which allows multi-rounds data transmission and provides a balance between the data latency and the receiving of information is employed. The simulations showed the superiority of our proposed algorithm in the data latency, data collection efficiency, and obstacle avoidance. 
