A generalized two-dimensional diffusion model has been developed which consists of an array of boundaries coupled to the free surface and to the substrate lattice, The model makes use of three nonlinear partial differential equations which describe lattice, grain boundary, and surface diffusion. This two-dimensional model has been programmed for the IBM 360 computer using a finite-difference solution to give concentrations as a function of time. An x-ray intensity simulation program is developed to give integrated diffracted intensity for a given concentration distribution. This simulated intensity is compared with experimental intensity. Data are presented from a sample containing 8 /1 of Ni on a (III )-oriented Cu crystal diffused for various times at 900°C and a similar sample with 6.5 /1 of Ni diffused at 600°C. The simulations are in good agreement with experimental intensity bands. Activation energies and frequency factors are given for volume and grain boundary diffusion which are in good agreement with those literature values that are available.
I. INTRODUCTION
In previous papers, 1-3 a new x-ray technique has been used to study pure volume diffusion; however, highdiffusivity paths such as grain boundaries and dislocations were not directly considered. These mechanisms are known to be important at the lower and intermediate temperatures and are of Significance in determining the properties of materials. The primary goal of this paper is to extend the x-ray method and to provide meaningful data at intermediate temperatures.
The various high-diffusivity paths associated with a generalized diffusion model may be specified in terms of their dimensionality. A boundary between two grains is a two-dimensional surface; three grains intersect to form a one-dimensional line; and the junction between four grains is a point with zero dimensionality. The dislocation, like the junction between three grains, can be treated as a one -dimensional line. Atoms may be transported along a system of interconnecting paths containing surfaces, lines, and pOints which may take on special orientations in space. Generally, there is a sufficiently large difference in the density of line defects to distinguish "boundary material" from "volume material". This obvious geometrical distinction has provided a basis for diffusion models. However, much of the theoretical work has treated the grain boundary diffusion problem under rather restrictive conditions. A unified model described in later sections deals primarily with grain boundary and volume diffusion in which boundaries form a regular network and make a diffusion circuit with the free surface. It is assumed that twodimensional grain boundaries contain most of the active sites associated with the various high-diffusitivity paths, that any dislocations extending through the lattice represent a small fraction of the total number of specimen sites, and volume diffusion is three -dimensional and homogeneous. 4 These conditions are most likely to be found at temperatures ranging from the melting point to roughly one -half this value. A realistic experimental approach to the diffusion problem should include structural measurements which characterize the arrangement 1957 J. Appl. Phys., Vol. 44, No.5. May 1973 of dislocations along diffusion zones. In this connection, an x-ray diffraction approach is capable of providing most of the required information.
The first and Simplest approach to grain boundary diffusion was carried out by Fisher. 5 His final analytic form is sufficiently Simple to apply to certain experimental data and to readily evaluate the solution under various conditions. In an attempt to apply a modified version of this form, it became evident that this solution is too restrictive to be applied to a system of boundaries within a finite coating. Also, most of the features observed in the x-ray intensity data could not be described using modifications of the final form. 6 Other solutions 7 • 8 were examined and were also found to be too restrictive to be applied to the study of thin coatings.
The model described here represents an extension of one treated by Suzuoka. 9 Suzuoka deviated from the usual fixed boundary conditions and considered an instantaneous source which was permitted to vary in concentration with time. He found that a single grain boundary may both supply solute atoms to the lattice (source) and in another location remove them, as if it were acting as a sink. This model could not be used because of restrictive conditions; therefore, several steps were taken to obtain more realistic solutions. These include the following: (a) Lattice and grain boundary diffusion equations were generalized to allow a variation of diffusion coefficients with concentration. (b) A network of interacting bounda:o:ies were considered which provide connecting high-diffusivity circuits having a component perpendicular to the original interface. (c) The circuit between the network and free surface was also considered. These considerations, as well as an x-ray diffraction approach, are described and applied to provide an experimental example. of unidirectional volume diffusion at a given instant of time, there is no change in the average composition along pOints on a plane parallel to the original interface. Two closely spaced planes, with lattice parameters ranging from am -t tla to am +t tla, can be assumed to contain material of constant composition m. At lower diffusion temperatures, two planes marking the same extremities would extend along the various high-diffusivity paths and form a three -dimensional cellular network of average composition m. The size and shape depend upon the geometry and type of imperfections within the crystalline material, the composition, the diffusion time, and temperature. Since the x-ray absorption factor depends upon the path length and composition of material above a diffracting element, this term is more difficult to treat exactly than the comparable factor for volume diffusion.
If the cross-sectional area of the incident beam is A a , the area of specimen sampled by the x-ray beam is given by Ae=Ao/sinB (see Fig. 1 ). A sampled region ranges from the surface plane 1-4 to a plane 2 -3. Regions below plane 2-3 cannot provide diffracted intensity in excess of the statistical fluc·tuations. In general, the location of the limiting plane 2 -3 will depend upon II as well as the linear absorption coefficient for path 1-2 -5. As a sampling plane with cross section Ae is lowered below the surface to increasing depths, it can be imagined to intersect irregular composition surfaces resulting from high-diffusivity paths. The fraction of area of composition m intersected by the sampling plane at depth Y is defined by the function Hm( y). This is related to the total volume of material of this composition.
Since the x-ray intensity is proportional to the volume of diffracting material with average composition m, the quantity Hm( Y) will be of Significance in later calculations. If Hm( Y) is integrated over its full range, one obtains the total volume of composition m or Equation (1) cannot be used directly in the diffraction expression since it neglects absorption of the incident and diffracted beams, i. e., the term
with (2) must be included. The angle lim is the Bragg angle for element m, and /1( Y) is the average linear absorption coefficient for all material from the surface to a depth Y. It is convenient to define an absorption-weighted volume element given by V.!e =gAe fa '" Hm( Y) 
where V.!e is the effective volume. The factor g is introduced to allow for large misorientations in the plating which are relatable to the annealing texture. This term represents the fraction of grains in the region originally occupied by the plating with apprOximately the same orientation as the substrate crystal (within about ± 4°).
For a given band, one would obtain the same diffracted intensity from material of composition m if the equivalent volume V.!e were located at the free surface. Because of the angular dependence contained in the absorption term and A e , this will vary from band to band. The diffracted intensity is proportional to the effective volume V.!e and is given in terms of the following twocrystal kinematic expression:
and the constant terms are la-intenSity of incident beam, re-classical radius of the electron, and i\-xray wavelength. The following terms depend upon the average composition m of the diffracting element: v m -
SURFACE COUPLING
LGl--. In order to proceed with the interpretation of grain boundary diffusion experiments, it is necessary to develop a diffusion model giving the variation of effective volume with composition. This contains the various diffusion coefficients as well as certain structural information.
III. GRAIN BOUNDARY DIFFUSION MODEL
The x-ray technique described in the previous section is capable of giving diffusion information on films ranging in thickness from about half a micron to hundreds of microns. A typical film thickness is given by 1/2jI. Therefore, the thickness will depend upon the x-ray wavelength and the specific elements used in the investi- There is a sufficient body of literature available to clearly indicate that many simplifying assumptions are required in order to obtain analytical solutions. The primary goal here is to develop a diffusion model which is capable of giving Simulations in agreement with the experimentally measured x-ray intenSity bands. IntrodUCing a composition dependence into these diffusion coefficients rules out the possibility of finding usable analytical solutions to the system of partial differential equations which describe grain boundary diffuSion. Consequently, only numerical solutions are considered and further restricted to the case of a single-phase binary system.
As previously indicated, the electroplating will be represented by a two-dimensional array of regularly spaced isotropic planar boundaries of thickness 0 which are perpendicular to the free surface. This is illustrated in Figs. 2 and 3. The spacing G L is taken to be an average distance between boundaries, G T is the plating thickness, and nG L is the average distance between boundaries in the substrate. Since the substrate is taken to be a single crystal of moderate perfection, it may be assumed that n» 1. Because of the large spacing between ,
. Two-dimensional finite-difference network illustrating the five points used for volume calculations as well as the four points used for boundary and surface calculations. Three points are illustrated for a source and surface coupling. boundaries within the Cu, these will be temporarily neglected and attention should be focused on the plated material. The plating is taken to be of finite size relative to diffusion distances and the substrate is infinite. This array of boundaries is connected by high-diffusivity paths along the surface of width 5'. For each pair of boundaries, a plane of symmetry is constructed midway between each pair; consequently, a zero-slope boundary condition is imposed on the concentration along the x direction (x and y coordinates are illustrated in Fig. 3 ).
The problem requires solutions to three nonlinear partial differential equations. If a region of material is considered away from a boundary or free surface, the equation takes the well-known two-dimensional form of Fick's second law in terms of normalized concentration C, time t, and the coordinates x and y:
at ax \' ax ay \' ay (6) This also describes pOints along the original interface but excludes source coupling pOints. By taking an element within the grain boundary and allowing the grain boundary diffusion coefficient to vary with composition in the same way as the lattice diffusion coefficient, one obtains
The grain boundary diffusion coefficient has been taken to be (8) where !i}. is independent of composition but temperature dependent. Further details concerning the form of (8) are given in the Appendix. Equation (7) is similar to Fisher's5 Eq. (3) but expressed in a nonlinear form. The differential equation for diffusion at the free surface is and likewise the surface dUfusivity is assumed to be
Equation (9) was also considered by Fisher in its linear form. The second term in (9) differs by a factor of ~ from (7) because atoms are not permitted to escape from the free surface, whereas atoms may leak out of the grain boundary from two directions. Also, the minus sign appears because back diffusion from the free surface is in the -y direction.
Equations (7) and (9) represent a system of paths which include the grain boundaries and connecting surface paths. In each case, a portion of the atomic boundary and surface flux may leak into the lattice. If Cu diffusion into the Ni is being conSidered, the source is located within the substrate. Initially, the flux feeding the Ni boundary may be considered to pass through a cross section of 5 x 1 cm 2
• Two flux vectors in the ± x directions as well as one in the + y direction must be summed to determine the net flux flOwing into the boundary (see Fig. 3 ). It is assumed that all of the atomic current flOwing into an imaginary box of cross section 15x! cm 2 , on each Side, is swept into the boundary. These considerations provide a flux balance for each source within the substrate:
At later times, the effective cross section of the lattice source may increase. This point and other details will be considered in a later paper. On reaching the surface, the flux vector Jy(O, G T ) branches along two opposite directions along a surface slab of cross section ()' xl cm 2 • For simplicity, it is assumed that 5 =: 5' giving the follOwing coupling equation at the surface: (!15, G T 
System of plots useful for progressively refining the lattice diffusion coefficients to provide a fit between simulations and experimental data.
for surface coupling.
It is convenient to use the follOwing dimensionless variables:
where Dmax is the maximum value of D(C). Substituting the new variables into (6), (7), (9), (11'), and (12'), gives for the lattice;
for the grain boundary; obtain analytical solutions to Eqs. (6'), (7'), (9'), (11"), and (12"). Instead, they will be solved in terms of finite differences in the nonlinear form. The spatial position of each point within a specific two-dimensional network is illustrated in Fig. 4 , where
For this special case, the source is located at (j,k) =(0,0), the surface coupling point is at (0,5), the free surface is given by the set of points (j,5) , and the original interface contains the pOints (j,0). Only one-half of a full network cell need be considered because of symmetry about the boundary pOints (0, k). The composition points at (4,k) are the mirror image of the points (6,k) because of the symmetry plane at (5, k) . In the following discussion, the pOints (j, k) will be used to locate the surface pOints for a general network. If the dimenSionless quantities are substituted into (6'), (7'), (9'), (11"), and (12"), one obtains the following difference equations: for the lattice;
for the grain boundary:
for the surface;
for substrate source; and C C (7") (9 ")
(12' '') for surface coupling.
The coefficients are defined by 
Composition at the source point (0,0) and coupling point (O,k s ) may be obtained by applying (11"') and (12' '') . Special equations are required because these pOints are not strictly a part of the lattice, boundary, or surface. Rather, they belong to combinations of these features.
In the case of single-phase materials, all solutions are continuous .
V. SIMULATION OF X-RAY INTENSITY BANDS
The finite-difference solution of the diffusion equations may be used to generate x-ray intensity bands which can be ultimately compared with experimental values. Generally, the first step in this computer calculation is to further refine the initial solution by an interpolation subroutine. Solution pOints are computer scanned for composition at each level below the surface. Each point of composition m makes a contribution to an intensity band given by (4 ') where AV :'e(jk) is the incremental effective volume associated with the new rectangular grid. This may be expressed by
with AVm(jk) representing the incremental volume element within a half diffusion cell expressed in terms of 
This is valid only if the linear absorption coefficients are nearly equal.
The incremental effective volume element, t:.. V.!e, gives an intensity contribution over a 2 () range about some central value (28 m ) which varies with the composition m.
The shape of this distribution is determined by the x-ray geometry and the spectral broadening, and the integrated intensity by Eq. (4'). It was found that a Cauchy instrumental broadening function provided a better fit to experimental data than a Gaussian lo and consequently was used for x-ray intensity band simulations. Each intensity band includes a system of overlapping instrumental profiles with one profile for each composition m.
The number required to give smooth Simulations depends upon the shape of the band and generally ranges from 30 to 50.
VI. EXPERIMENTAL TECHNIQUES
X-ray diffraction data from Cu-Ni samples diffused at 900 °C have been described in detail elsewhere 2 ,3 using a volume diffusion model. In this case, a conventional wdrive diffractometer was used with a fJ filter which removed the MoK e component, while the K"'2 component was eliminated with a modified Rachinger correction. Recently, a second arrangement, which removes the K"'2 experimentally, has been found to be preferable and was used for collecting the 600°C data presented here. This required a Singly bent and symmetrically ground incident beam quartz monochromator and a fine-focus Cu diffraction tube. No soller slits are used since a large axial divergence (about ±4°) is needed to permit crystals misoriented along the X axis to diffract. The axial divergence should be made as large as the maximum width of the rocking curve. Also, a receiver slit was selected which was Slightly larger than the tube focal spot viewed at a 6° take-off angle. The >LIn components of radiation were removed by using a scintillation counter with a pulse-height analyzer. All x-ray components were supplied by Siemens with the exception of a Stoe Eulerian cradle. Each rocking curve was recorded at t deg/min and the integrated intensity at each 2 () position was taken as the total area under each curve. The width of each rocking curve was characterized by its variance. This approach provides a Simple means of correcting for instrumental broadening since the measured variance is the sum of the variance of a GaUSSian misorientation function and the instrumental function. 3 The corrected variances representing only misorientation are given in Two specimens are considered. One contained an 8 -/L electrodeposit of Ni and was diffused at 900°C while 6.5 /L was used for a specimen diffused at 600°C. Thicknesses were determined from weight gain and x-ray absorption measurements. A grain size distribution is required for those grains within the diffusion zone before meaningful computer simulations can be carried out using the unified diffusion model presented in Sec. III. Such a distribution can be related to G L and nG L • Scanning electron and optical microscope pictures were obtained before and after systematic etching of surface material in order to obtain a grain size distribution, as well as information concerning the variation of such a distribution with distance. In order to preserve a specimen for continued diffusion treatments, a sample was examined by etching only after the last anneal. No obvious change was observed in the grain size distribution with distance, provided the electrodeposited region was under examination. However, a large size change was observed when the electrodeposited region was totally removed leaving only material which was originally pure copper substrate. This suggests that the spacing between boundaries, nG L , within the substrate, is sufficiently large to be neglected for the present samples. Consequently, only the size distribution within the plating need be considered and this appears to be independent of distance below the surface. The distribution after the 600°C diffusion treatment spans a range extending from 0.2 to 2.2 Jl and is given in Fig. 6 . It is important to note that the diffracted intensity is proportional to the number of unit cells; therefore, the distribution has been weighted to give the relative volume associated with each size range. Figure 6 illustrates that most of the specimen volume consists of grains close to 1 Jl. Consequently, preliminary simulations based upon the unified model for 600°C were obtained with G L at or near 1. 0 Jl-
VII. COMPUTER SIMULATIONS

All quantities except D(C)
, Db' and Ds may be determined directly from supporting measurements or are defined by convention (6=5xlO-s cm). The diffusion coefficients, or their ratios, may be obtained by adjusting their values until a fit is obtained with the x-ray diffraction data. Fortunately, the detailed response of the model to parameter adjustment is suffiCiently unique for each of the quantities to be determined separately. Considerable computer time may be saved if good initial estimates are found for the diffusion coefficients. The following starting relations l l were found to be useful between activation energies and frequency factors for volume, grain boundary, and surface diffusion: (25) with a being a lattice constant, N Avagadro's number, and h Planck's constant. Other useful forms may be found in the literature. 11
It was discovered, for the present problem, that the surface composition is insensitive to reasonable variations of Ds about the starting values given by (22) and (23) and a further simplification could be obtained by assuming that the surface composition is independent of x.
This results from large values for Ds and small G L • If G L is relatively large, it is likely that a Significant concentration gradient could develop along the surface and would have to be considered to obtain accurate solutions. This Simplification reduces the number of unknowns to the curve D(C) and the ratio ~b' Although a study of the behavior of one alloy system may not be typical for other systems with complete solid solubility, certain generalities might be expected. Scaling [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. (Fig. 8) .
It is evident that ~b must also be adjusted about some reasonable starting point. An adjustment of this parameter primarily influences the composition contours within the plated material, especially, the composition of the grain boundary and free surface. This parameter is therefore influential over a limited composition range and it is this distinction that makes an independent evaluation possible. The influence of variations in ~b should be determined for each curve D(C).
It was discovered, after a response study, that certain features of intensity bands on the nickel side could not ~e described by simulations using a single grain size. After obtaining a best fit for diffusion parameters by using an average grain size, the model was further tested by simulating intenSity bands having the range of grain sizes determined by experiment (Fig. 6) . It was discovered that a small intenSity peak, relatable to pure nickel and observed after 72 h at 600 °C, is found in simulations obtained from the largest observed grain sizes. However, most other features are better described if a small grain size parameter is used. This leads one to the conclusion that the over-all grain size distribution can be an important consideration, and an attempt was made to include various sizes into the analysis. A simple bimodal distribution consisting of 0.6 11 (weighted by j) and a larger size of 1. and ~b (600°C) were found to be 1 x10 4 and 1 X1Q6, respectively. One can relate the major features of Fig. 10 (a) (600°C, 72 h) to a specific range of compositions. For example, the intensity peak at 30% Cu-70% Ni can be related to material along the grain boundary and surface. There is also a zone at about 4 /.l below the surface with this as an average composition (refer to Fig. 11 ). All of these regions combine to give a large effective volume and therefore a large x-ray intenSity near this composition. At a distance of 2 11 a pocket of nearly pure Ni continues to be found after 72 h. It is intere sting to note that between 0 and 4 11 the boundary acts as a source of Cu atoms, while from 4 11 to the interface the boundary acts as a sink. This behavior was first predicted by Suzuoka 9 using a more approximate model; however, further details will be presented in a future paper. Figure 12 illustrates that large changes are found in computer simulations of the x-ray intenSity bands after D(C) is rescaled by factors of 2 and~. Significant changes were also observed after making slight adjustments in the shape of the D(C) curve. This response suggests that the x-ray method provides a high degree of accuracy in the determination of D( C). The response to changes in ~b is illustrated in Fig. 13 and it can be seen that only compositions in excess of 50% Ni are affected. Also, the over-all intenSity change is smaller if ~b is varied as compared with a similar variation in D(C). In the latter case, the entire diffusion zone is influenced while variations in ~b directly influence only material containing boundaries. The response of the intensity Simulations with variations in D(C) and ~b is sufficiently different to permit each to be determined independently.
VIII. RESULTS AND CONCLUSIONS
Sufficient data are available for the Cu-Ni system to make it a good choice for checking results from equations presented in previous sections. Some results are given in Figs. 8 and 9 along with other independent determinations. Equation (27) provides a relationship giving Do and Q from diffusion coefficient data at a single temperature. For the present data, Fig. 14 , the fre· quency factor can be taken as 0.7 and independent of composition. It can be seen that the best agreement is found with the most recent data obtained by Monma et al. 13 using radioactive tracers. In another paper, 14 one of the authors presented pseudo-diffusion coefficients for the Cu-Ni system at 900 °C. These were obtained using simulations based entirely upon a volume diffusion model. The coefficients on the nickel-rich Side were intermediate between those reported by DaSilva and Mehl 1s and Monma et al. 13 At this point, it is clear that high values for the diffusion coefficient will be obtained at 900°C from polycrystalline Cu-Ni specimens unless a correction is made for grain size. This problem was greatly reduced by Monma by using large-grain specimens and by diffusing a series of alloys just below the solidus. For the present work, the ratio of diffUSion temperature (1173 OK) to the solidus gives a range from 0.78 to 0.68 for compositions between 50 and 100% Ni. Although it is convenient to have a rule which provides a practical temperature range over which pure lattice diffusion is dominant, this must be treated with considerable caution 16 -1B since the lower limit is grain size dependent and depends upon the accuracy of the method.
In the Appendix an Arhennius form is suggested for ~b which may be written as based upon measurements at 900 and 600°C. Since Db =!i!~(C), the following form may be more useful:
3 /RT} and may be compared with several sets of data already in the literature. Results are available for grain boundary diffusion of Ni into Cu 19 which make use of bicrystals having a range of angles. It was found that the activation energy for grain boundary diffusion decreases from a value associated with pure lattice diffusion to about 38 kcal and remains constant between the angles 30° and 60°. The decrease below the activation energy for lattice diffusion is 26 kcal.
Another set of data is available using the same technique for grain boundary self-diffusion in Ni. 20 In this case, a similar change was observed with grain boundary angle, i. e., for very low angles the grain boundary activation energy approaches the lattice activation energy and for higher angles it becomes nearly constant at 26 kcal in the range from 20° to 70°. This represents a reduction of about 40 kcal below the lattice activation energy reported by these authors. If this is compared with the value 26, obtained for Ni diffusing into Cu, one obtains an average reduction of 33 kcal, which might be compared with 31 kcal, the value obtained in the present investigation. Also, a value of 28.2 ±2. 0 kcal has been reported for the grain boundary activation energy for self-diffusion in polycrystalline Ni 21 together with a frequency factor of This comes close to the present value of 32 kcal for pure Ni and a frequency factor of 1. 05 Xl 0-2 • Howeve r, it should be noted that this study is based upon boundaries in Cu-Ni alloys ranging in composition from about 50% Ni to 100 at. % Ni. Also, they were formed by electrodeposition of Ni on Cu single crystals. Boundaries formed in this way may not be like those obtained using bicrystals or like polycrystalline boundaries.
A reexamination of Fig. 14 is in order at this point since there is a significant discrepancy in activation energies obtained from 900 and 600°C data. The activation energy for volume diffusion at 600 °C is up to i lower than that obtained at 900°C and this cannot be explained by experimental error. The lower portion of Fig. 14 includes a plot of Q( 900°C) -Q( 600°C) = AQ and has a maximum between 40 and 60% Ni. In the same portion of this figure, one finds a plot of normalized half-width, calculated from the variance curves of Fig. 5 . The two curves have the same form up to 60% Ni. Deviations above 60% probably result from the close proximity of the free surface which requires special considerations. A correlation between AQ and the rocking curve halfwidth is reasonable if the crystal misorientation results from additional dislocations lines extending through the lattice in the form of three-dimensional arrays. Dislocations acting as high-diffusivity pipes are expected to be especially important at 600°C, a relatively low diffusion temperature. If 600°C is compared with the solidus temperatures for Cu-50 to 100% Ni, ratios be-tween 0.59 and 0.50 are obtained. This is a transition range where pipe diffusion may begin to make a more Significant contribution than pure lattice diffusion. Although the activation energy for volume diffusion has been lowered by i relative to that obtained at 900°C, it is still well above the activation energy for grain boundary diffuSion since this is apprOXimately t the energy associated with lattice diffusion. Such a difference is still sufficient to treat the diffusion problem in terms of two materials, i. e., grain boundaries and a threedimensional volume with an enhanced pseudo-diffusion coefficient. At lower temperatures, this picture may not be valid and the present unified model may not be applicable.
