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RIBBON TABLEAUX AND THE HEISENBERG ALGEBRA
THOMAS LAM
Abstract. In [LLT] Lascoux, Leclerc and Thibon introduced symmetric functions
Gλ which are spin and weight generating functions for ribbon tableaux. This article
is aimed at studying these functions in analogy with Schur functions. In particular
we will describe:
• a Pieri and dual-Pieri formula for ribbon functions,
• a ribbon Murnagham-Nakayama formula,
• ribbon Cauchy and dual Cauchy identities,
• and a C-algebra isomorphism ωn : Λ(q)→ Λ(q) which sends each Gλ to Gλ′ .
Our study of the functions Gλ will be connected to the Fock space representation
F of Uq(ŝln) via a linear map Φ : F → Λ(q) which sends the standard basis of
F to the ribbon functions. Kashiwara, Miwa and Stern [KMS] have shown that a
copy of the Heisenberg algebra H acts on F commuting with the action of Uq(ŝln).
Identifying the Fock Space of H with the ring of symmetric functions Λ(q) we will
show that Φ is in fact a map of H-modules with remarkable properties. We give
a combinatorial proof that the ribbon Murnagham-Nakayama and Pieri rules are
formally equivalent thus allowing us to describe the action of the genrators of H on
F in terms of ‘border ribbon strips’. We will also connect the ribbon Cauchy and
Pieri formulae to the combinatorics of ribbon insertion as studied by Shimozono and
White [SW2]. In particular we give complete combinatorial proofs for the domino
n = 2 case.
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Introduction
Let n ≥ 1 be a fixed integer and λ a partition with empty n-core. In analogy with
the combinatorial definition of the Schur functions, Lascoux, Leclerc and Thibon
[LLT] have defined a family of symmetric functions Gλ(X ; q) ∈ Λ(q) by:
Gλ(X ; q) =
∑
T
qs(T )xw(T )
where the sum is over all semistandard ribbon tableaux of shape λ, and s(T ) and w(T )
are the spin and weight of T respectively. The definition of a semistandard ribbon
tableaux is analagous to the definition of semistandard Young tableaux, with boxes
replaced by ribbons (or border strips) of length n. We shall loosely call the functions
Gλ(X ; q) ribbon functions.
3
2
3
3
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Figure 1. A semistandard 3-ribbon tableaux with shape (7, 6, 4, 3, 1),
weight (2, 1, 3, 1) and spin 7.
When q = 1 the ribbon functions become products of usual Schur functions. How-
ever, when the parameter q is introduced, it is no longer obvious that the functions
Gλ(X ; q) are symmetric. The main aim of this paper will be to develop the theory of
ribbon functions in the same way Schur functions are studied in the ring of symmetric
functions. In particular, we give:
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• A ribbon Pieri formula (Theorem 29):
hk[
(
1 + q2 + · · ·+ q2(n−1)
)
X ]Gν(X ; q) =
∑
µ
qs(µ/ν)Gµ(X ; q).
where the sum is over all µ such that µ/ν is a horizontal ribbon strip of size
k. The notation hk[
(
1 + q2 + · · ·+ q2(n−1)
)
X ] denotes a plethysm.
• A ribbon Murnagham-Nakayam-rule (Theorem 23):(
1 + q2k + · · ·+ q2k(n−1)
)
pkGν(X ; q) =
∑
µ
X
µ/ν
k (q)Gµ(X ; q).
where X µ/νk (q) is combinatorially defined as an alternating sum of spins over
certain ‘border n-ribbon strips’ of size k.
• A Cauchy (and dual Cauchy) identity (Theorem 35):∑
λ
Gλ(X ; q)Gλ(Y ; q) =
∏
i,j
n−1∏
k=0
1
1− xiyjq2k
where the sum is over all partitions λ with a fixed n-core. This formula had
been shown earlier [Lam] for the case n = 2.
• A C-algebra isomorphism ωn : Λ(q)→ Λ(q) (Theorem 33) satisfying
ωn(Gλ(X ; q)) = Gλ′(X ; q).
Even the existence of a linear map with such a property is not obvious as the
functions Gλ are not linearly independent.
It is well known that the corresponding formulae are important for Schur functions
in representation theory and algebraic geometry.
Much of the interest in the ribbon functions has been focused on the q-Littlewood
Richardson coefficients cµλ(q) of the expansion of Gλ(X ; q) in the Schur basis:
Gλ(X ; q) =
∑
µ
cµλ(q)sλ(X).
These are q-analogues of Littlewood Richardson coefficients. Using results of Varag-
nolo and Vasserot [VV], Leclerc and Thibon [LT] have shown that these coefficients
are parabolic Kazhdan-Lusztig polynomials of type A. Results of Kashiwara and
Tanisaki [KT] then imply that they are polynomials in q with non-negative coef-
ficients. Much interest has also developed in connecting ribbon tableaux and the
q-Littlewood Richardson coefficients to rigged configurations and the generalised
Kostka polynomials defined by Kirillov and Shimozono [KS], Shimozono and Weyman
[SW3], Schilling and Warnaar [SchW] and Shimozono [Shi]. We will focus mainly on
the functions Gλ(X ; q) though clearly our results imply relations between the c
µ
λ(q).
One novelty is that we will study these functions even when the n-core is non empty
and more generally the Gλ/µ(X ; q) for skew shapes λ/µ.
To prove that the functions Gλ(X ; q) were symmetric Lascoux, Leclerc and Thibon
connected them to Fock space representation F of the quantum affine algebra Uq(ŝln).
The crucial property of F is an action of a Heisenberg algebra H , commuting with the
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action of Uq(ŝln), discovered by Kashiwara, Miwa and Stern [KMS]. In particular,
they showed that as a Uq(ŝln)×H-module, F decomposes as
F ∼= VΛ0 ⊗ C(q)[H−]
where VΛ0 is the highest weight representation of Uq(ŝln) with highest weight Λ0 and
C(q)[H−] is the usual Fock space representation of the Heisenberg algebra. We will
give a description of the action of the genrators Bk of the H on F in terms of ‘border
ribbon strips’ by giving a combinatorial proof that the ribbon Murnagham-Nakayama
rule and the ribbon Pieri rules are formally equivalent (Theorem 54).
The connection between ribbon functions and the action of the Heisenberg algebra
is made explicit by showing (Theorem 26) that the map Φ : F → C(q)[H−] defined
by
|λ〉 7→ Gλ
is a map of H-modules, after identifying C(q)[H−] with the ring of symmetric func-
tions Λ(q) in the usual way. The map Φ has the further remarkable property that it
changes certain linear maps into algebra maps, as follows.
Lascoux, Leclerc and Thibon [LLT1] have constructed a global basis of F which
extends Kashiwara’s global crystal basis of VΛ0. They defined a bar involution on
F which extends Kashiwara’s involution on VΛ0 . Another semi-linear involution,
denoted v 7→ v′ was also introduced and further studied in [LT] which satisfied the
property
〈u, v〉 =
〈
u′, v′
〉
for u, v ∈ F and 〈|λ〉, |µ〉〉 = δλµ the standard inner product on F. We shall see that
both involutions become algebra isomorphisms under the map Φ. In particular the
‘image’ of the involution v 7→ v′ is simply ωn (though it is not immediately clear
that such an image can be well-defined) . We will also describe the image of certain
vectors in the global basis under the map Φ.
Finally, we shall connect our study of ribbon functions to more combinatorial
aspects of ribbon tableaux. For the easiest non trivial case of dominoes (n = 2), we
shall prove all our main results using the domino insertion algorithms first studied by
Barbasch, Vogan and Garfinkle [BV, Gar]. Shimozono and White [SW] subsequently
generalised domino insertion to the semistandard case and also observed that the
algorithm was compatible with the spin statistic on domino tableaux. In [Lam], the
author described a dual-domino Schensted algorithm and observed both the Cauchy
and dual-Cauchy identities. Here, we will prove the Pieri and Murnagham-Nakayama
formulae using domino insertion.
Shimozono and White [SW2] have defined a ribbon-Schensted algorithm for n > 2
which is also compatible with spin on ribbon tableaux. As we shall discuss, this
algorithm gives a combinatorial proof of the first ribbon Pieri formula for k = 1,
but appears to be insufficient to prove either the Cauchy identity or the higher Pieri
rules.
The combinatorial approach to ribbon tableaux has been relegated to a secondary
role in our presentation. However, it should be noted that the investigation of the
Heisenberg algebra was inspired by empirical calculations with domino and ribbon
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tableaux made while writing [Lam]. Throughout the paper we will use classical
symmetric function notation, however, most of our results could easily have been
phrased in terms of the Heisenberg algebra H .
Organisation. The article begins with two introductory sections which give the
notation we will use for tableaux and symmetric functions. The main body of the
paper is split into three parts, which can be roughly described as being representation
theory, symmetric function theory and combinatorics. The reader interested mostly
in the representation theory will find that the first two parts can be read with nearly
no references to the last part. In Part 1, we begin by describing the action of Uq(ŝln)
on the Fock space F. The details of this action will rarely be used in the paper,
but we present them for completeness. In Section 1.2 we will define the Heisenberg
algebra and describe its action on both its usual Fock space representation C(q)[H−]
and on F, as studied in [KMS, LLT, LT]. In Section 1.3 we will define the global
basis of F and the two involutions introduced by Lascoux, Leclerc and Thibon. While
this section is important for the overall understanding of the subject, it is logically
independent of most of the proofs in Part 2 which mostly rely on the action of the
Heisenberg algebra. Only one new result is present in Part 1, a description of the
action of the generators Bk of the Heisenberg algebra on F in terms of border ribbon
strips. In Part 2, we begin by describing the initial properties of ribbon functions. In
Section 2.2 we will relate the global basis of F to the ribbon functions. In Section 2.3,
we will prove the ribbon Murnagham-Nakayama rule. In Section 2.4 we define and
study the map Φ : F→ Λ(q). In Section 2.5, the Pieri rule is shown modulo Theorem
54 of Section 3.2. In Section 2.6, we introduce the ribbon involution ωn and prove
its main properties. In Section 2.7, we prove the Cauchy and dual-Cauchy identities.
In Section 2.8, we describe a ribbon inner product and study its relationship with
another involution on Λ(q). In Section 2.9, we prove a ‘skew Cauchy identity’, and
also define super ribbon tableaux and functions. In Section 2.10, we discuss some
open problems. Part 3 contains two rather separate sections. Section 3.1 discusses
the relationship between the ribbon function formulae of Part 2 and ribbon insertion
algorithms. Section 3.2 contains a standalone and purely combinatorial proof that
the Murnagham-Nakyama and Pieri rules are formally equivalent.
Acknowledgements. This work is part of my dissertation written under the
guidance of Richard Stanley. I am indebted to him for suggesting the study of ribbon
tableaux and for providing me with assistance throughout. I would also like to thank
Mark Shimozono and Ole Warnaar for pointing out a number of references.
Partitions and Tableaux
In this section we give the notation and definitions we use for partitions and ribbon
tableaux. A distinguished integer n ≥ 1 will be fixed throughout the whole. When
n = 1, the reader may check that we recover the classical theory of Schur functions.
A partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λl > 0) is a list of non-increasing integers. We
will call l the length of λ, and denote it by l(λ). We will say that λ is a partition of
λ1+λ2+ . . .+λl = |λ| and write λ ⊢ |λ|. We will typically use λ, µ, ν and ρ to denote
partitions. A composition α = (α1, α2, . . . , αl) is an ordered list of non-negative
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integers. As above, we will say that α is a composition of |α| = α1+α2+ · · ·+αl. Let
λ and µ be partitions. We will generally not distinguish between a partition λ and its
corresponding Young diagram D(λ). We will thus write λ ⊂ µ if D(λ) ⊂ D(µ). The
skew shape λ/µ is the set difference between the corresponding diagrams of λ and µ
when µ ⊂ λ. The conjugate of a partition λ obtained by changing rows to columns,
is denoted λ′. We will use the notation mk(λ) to denote the number of parts of λ
equal to k.
A skew shape λ/µ is a horizontal strip if it contains at most one square in each
column.
A skew shape λ/µ is a border strip if it is connected, and does not contain any
2 × 2 square. The height h(b) of a border strip b is the number of rows in it, minus
1. A border strip tableaux is a chain of partitions
µ0 ⊂ µ1 ⊂ · · · ⊂ µr
such that each µi+1/µi is a border strip. The height of a border strip tableaux T is
the sum of the heights of its border strips.
When a border strip has n squares for the distinguished (fixed) integer n, we will
call it a ribbon. The height of the ribbon r will then be called its spin s(r). The
reader should be cautioned that in the literature the spin is usually defined as half
of this.
A semistandard tableaux of shape λ/µ is a filling of each square (i, j) of the diagram
D(λ/µ) with a positive integer such that the rows are non-decreasing and the columns
are increasing. The weight w(T ) of such a tableaux T is the composition α such that
αi is the number of occurrences of i in T . The tableaux is standard if the numbers
which occur are exactly those of [m] for some integer m.
Let λ be a partition. Its n-core, obtained from λ by removal of n-ribbons (until we
are no longer able to), is denoted λ˜. The n-quotient (see [Mac]) of λ will be denoted
(λ(0), . . . , λ(n−1)). We shall write P for the set of partitions. We will use Pδ to denote
the set of partitions λ such that λ˜ = δ for an n-core δ = δ˜.
A ribbon tableaux T of shape λ/µ is a tiling of λ/µ by n-ribbons and a filling of
each ribbon with a positive integer (see Figure 1). If these numbers are exactly those
of [m], for some m, then the tableaux is called standard. We will use the convention
that a ribbon tableaux of shape λ where λ˜ 6= ∅ is simply a ribbon tableaux of shape
λ/λ˜. A ribbon tableaux is semistandard if for each i
(1) removing all ribbons labelled j for j > i gives a valid skew shape λ≤i/µ and,
(2) the subtableaux containing only the ribbons labelled i form a horizontal n-
ribbon strip.
A horizontal n-ribbon strip is a skew shape tiled by ribbons such that the topright-
most square of every ribbon touches the northern edge of the shape (see Figure 2).
If such a tiling exists, it is necessarily unique.
We will often think of a ribbon tableaux as a chain of partitions
λ˜ = µ0 ⊂ µ1 ⊂ · · · ⊂ µr = λ
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Figure 2. A horizontal 4-ribbon strip with spin 5.
where each µi+1/µi is a horizontal ribbon strip. The partitions µi here are not to be
confused with the n-quotient of µ.
The spin s(T ) of a ribbon tableaux T is the sum of the spins of its ribbons. The
cospin cosp(T ) of a ribbon tableaux T is defined as cosp(T ) = mspin(sh(T ))− s(T ),
where mspin(sh(T )) is the maximum spin of a ribbon tableaux of the same shape as
T . The weight w(T ) of a tableaux is the composition counting the occurences of each
value in T .
Littlewood’s n-quotient map ([Lit], see also [SW1]) gives a weight preserving bijec-
tion between semistandard ribbon tableaux T of shape λ and n-tuples of semistandard
Young tableaux
{
T (0), . . . , T (n−1)
}
of shapes λ(i) respectively. Abusing language, we
shall also refer to
{
T (0), . . . , T (n−1)
}
as the n-quotient of T . Schilling, Shimozono and
White [SSW] have described the cospin of a ribbon tableaux in terms of an inversion
number of the n-quotient. None of our proofs will require the use of the n-quotient
but occasionally we will comment on the q = 1 case for which the n-quotient will be
important.
The n-quotient map can be described as follows. A diagonal diagd of a shape λ
consists of all squares (i, j) such that i− j = d. If we draw all diagonals of the form
diagdn then each ribbon will intersect each such diagonal exactly once. A ribbon’s
squares are linearly ordered from top right to bottom left. Suppose the diagonal
diagdn intersects a ribbon r at the k
th square from the top right. Then the ribbon
r is sent under the n-quotient map to a square in the diagonal diagd of λ
(k). The
numbers in the ribbon tableaux of Figure 1 have been placed along the diagonals
diagdn. Figure 3 shows its 3-quotient.
T (0) =
2 3 4
T (1) =
1 1
3 3 T (2) = ∅
Figure 3. The 3-quotient of the ribbon tableaux T of Figure 1.
A horizontal ribbon strip can be described in terms of the n-quotient as a union
of horizontal strips for each tableaux of the n-quotient.
Symmetric Functions
In this section we briefly review some standard notation in symmetric function
theory. The reader is referred to [Mac] for further details.
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Let ΛZ denote the ring of symmetric functions with coefficients in Z. Recall that
ΛZ has a distinguished integral basis sλ known as the Schur functions. Nearly all the
results of this paper can be stated in ΛZ[q], but some intermediate steps may require
working in Λ = ΛC so we will use that as our symmetric function ring from now on.
We will write Λ(q) for ΛC ⊗C C(q).
It is well known that the Schur functions sλ are orthogonal with respect to a natural
inner product 〈 , 〉 on Λ and are unique up to signed permutation. We will denote
the homogeneous, elementary, monomial and power sum symmetric functions by hλ,
eλ, mλ and pλ respectively. Recall that we have 〈hλ, mµ〉 = δλµ and 〈pλ, pµ〉 = zλδλµ
where zλ = 1
m1(λ)m1(λ)!2
m2(λ)m2(λ)! · · · . Each of {pi}, {ei} and {hi} generate Λ.
We will write X to mean (x1, x2, . . .). Thus sλ(X) = sλ(x1, x2, . . .).
Recall that the Kostka matrix Kλµ is defined as
sλ =
∑
µ
Kλµmµ.
We will denote the inverse Kostka matrix by κλµ:
mµ =
∑
λ
κλµsλ.
Let f ∈ Λ. We will recall the definition of the plethysm g 7→ g[f ]. Write g =∑
λ cλpλ. Then we have
g[f ] =
∑
λ
cλ
l(λ)∏
i=1
f(xλi1 , x
λi
2 , . . .).
Thus the plethysm by f is the (unique) algebra isomorphism of Λ which sends pk 7→
f(xk1, x
k
2, . . .). When f(x1, x2, . . . ; q) ∈ Λ(q) for a distinguished element q, we define
the plethysm as pk 7→ f(x
k
1, x
k
2, . . . ; q
k).
For example, the plethysm by (1 + q)p1 is given by sending
pk 7→ (1 + q
k)pk
and extending to an algebra isomorphism Λ(q) → Λ(q). In such situations we will
write f [(1 + q)X ] for f [(1 + q)p1].
We will be particularly concerned with the plethysm given by (1+q2+· · ·+q2n−2)p1.
We will use Υq,n to denote the map Λ(q) → Λ(q) given by f 7→ f [(1 + q
2 + · · · +
q2n−2)X ].
Part 1. The Fock Space of Uq(ŝln) and the Heisenberg Algebra
1.1. The Fock Space representation F of Uq(ŝln)
In this section we introduce the quantum affine algebra Uq(ŝln) and its (q-deformed)
Fock Space representation F. We will only be using the action of Uq(ŝln) to define the
canonical basis, but we include the details for completeness. A concise introduction
to the material of this section can be found in [Lec]. Throughout q can be thought
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of as either a formal parameter of as a generic complex number (not equal to a root
of unity).
We denote by h the ‘Cartan’ subalgebra of sˆln spanned over C by the basis
{h0, h1, . . . , hn−1, D}. The dual basis will be spanned by {Λ0,Λ1, . . . ,Λn−1, δ} . We
set αi = 2Λi−Λi−1−Λi+1 for i ∈ {1, 2, . . . , n− 2}, and α0 = Λ0−Λn−1−Λ1+ δ and
αn−1 = −Λn−2+Λn−1−Λ0. The generalised Cartan matrix [〈αi, hj〉] will be denoted
aij. Set P
∨ = (⊕n−1i=0 Zhi)⊕ ZD.
The algebra Uq(ŝln) is the associative algebra over C(q) generated by elements ei,
fi for 0 ≤ i ≤ n− 1, and q
h for h ∈ P ∨ satisfying the following relations:
qhqh
′
= qh+h
′
,
qhiejq
−hi = qaijej , q
hifjq
−hi = q−aijfj ,
qDeiq
−D = δi0q
−1e0, q
Dfiq
−D = δi0qf0,
[ei, fj] = δij
qhi − q−hi
q − q−1
,
1−aij∑
k=0
(−1)k
[
1− aij
k
]
e
1−aij−k
i eje
k
i = 0 (i 6= j),
1−aij∑
k=0
(−1)k
[
1− aij
k
]
f
1−aij−k
i fjf
k
i = 0 (i 6= j).
We have used the standard notation
[k] =
qk − q−k
q − q−1
, [k]! = [k][k − 1] · · · [1],
and [
n
k
]
=
[n]!
[n− k]![k]!
.
The Fock Space F is an infinite dimensional vector space over C(q) spanned by a
countable basis |λ〉 indexed by λ ∈ P. We follow the terminology of [LLT].
There is an action of the quantum affine algebra Uq(ŝln) on F due to Hayashi [Hay]
which was formulated essentially as follows by Misra and Miwa [MM].
Recall that a cell (i, j) has content given by c(i, j) = i − j. Its residue p(i, j) ∈
{0, 1, . . . , n− 1} is then i−j mod n. We call (i, j) an indent k-node of λ if p(i, j) = k
and λ ∪ (i, j) is a valid Young diagram. We make the analogous definition for a
removable i-node.
Let i ∈ {0, 1, . . . , n− 1} and µ = λ ∪ δ for an indent i-node δ of λ. Now set
Ni(λ) = #{ indent i-nodes of λ} −#{ removable i-nodes of λ}.
N li (λ, µ) = #{ indent i-nodes of λ to the left of δ (not counting δ) }−#{ removable
i-nodes of λ to the left of δ}.
N ri (λ, µ) = #{ indent i-nodes of λ to the right of δ (not counting δ) } − #{
removable i-nodes of λ to the left of δ}.
N0(λ) = #{ 0 nodes of λ}.
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Then we have the following theorem.
Theorem 1. The following formulae define an action of the quantum affine algebra
Uq(ŝln) on F:
qhi|λ〉 = qNi(λ)|λ〉, for each i ∈ {0, 1, . . . , n− 1},
qD|λ〉 = qN
0(λ)|λ〉,
fi|λ〉 =
∑
µ
qN
r
i (λ,µ)|µ〉, summed over all µ such that µ/λ has residue i,
ei|λ〉 =
∑
µ
q−N
l
i (λ,µ)|µ〉, summed over all µ such that λ/µ has residue i.
The Uq(ŝln)-submodule of F generated by the vector |0〉 is easily seen to be the
irreducible highest weight module with highest weight Λ0, which we will denote VΛ0 .
1.2. The Action of the Heisenberg Algebra
This action of the Heisenberg Algebra on F will be essential for our study of ribbon
functions in Part 2.
The Heisenberg Algebra H will be the associative algebra with 1 generated over
C(q) by a countable set of generators Bk : k ∈ Z− {0} satisfying
(1) [Bk, Bl] = lal(q)δk,−l
for some elements al(q) ∈ C(q) satisfying al(q) = a−l(q). (Often the element 1 is
called the central element and denoted c, but we will not need this generality). The
Fock Space representation C(q)[H−] of H is the polynomial algebra
C(q)[H−] ∼= C(q)[B−1, B−2, . . .].
The elements B−k for k ≥ 1 act by multiplication on C(q)[H−]. The action of Bk for
k ≥ 1 is given by (1) and the relation
Bk · 1 = 0 for k ≥ 1.
One common explicit construction of C(q)[H−] is given by Λ(q). We may identify
Bk as the following operators:
B−k : f 7→ ak(q)pk · f for k ≥ 1
and
Bk : f 7→ k
∂
∂pk
f for k ≥ 1.
Under this identification, the operators Bk have degree −k. The reason for splitting
ak(q) and k is because pk and k
∂
∂pk
are adjoint operators under the usual inner product
〈 , 〉 on Λ(q) (see for example [Mac]).
A standard lemma that we shall need later is
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Lemma 2. Let k ≥ 1 be an integer and λ be a partition. Then
BkB−λ = kak(q)mk(λ)B−µ +BBk
where mk(λ) is the number of parts of λ equal to k and B is some element in H and
µ is λ with one less part equal to k. If mk(λ) = 0 to begin with then the first term is
just 0.
Proof. We may commute Bk with B−λi immediately for parts λi 6= k. For each part
equal to k, using the relation [B−k, Bk] = kak(q) introduces one term of the form
kak(q)B−µ. 
Kashiwara, Miwa and Stern [KMS] have defined an action of the the affine Hecke
algebra HˆN on the tensor product V (z)
⊗N of evaluation modules. As N → ∞, we
obtain an action of the center Z(HˆN) as a copy of the Heisenberg algebra H on F,
commuting with the action of Uq(ŝln). The operators Bk are given as the infinite
power sums
Bk =
∞∑
i=1
Y −ki
in terms of the certain generators Yi (in the {Ti, Yj} presentation) of HˆN .
The following theorems are due to Kashiwara, Miwa and Stern [KMS].
Theorem 3. The operators Bk commute with the action of the quantum affine algebra
Uq(ŝln). They satisfy the relations
[Bk, Bl] = k
1− q−2nk
1− q−2k
δk,−l
and generate a copy of the Heisenberg algebra.
We shall see later in Section 3.1 that the factor
(
1−q−2nk
1−q−2k
)
can be given a combi-
natorial explanation in terms of ribbon insertion.
Theorem 4. The Fock space F, regarded as a representation of Uq(ŝln) ⊗ U(H)
decomposes as the tensor product
F ≃ VΛ0 ⊗ C(q)[H−]
where C(q)[H−] is the Fock space of the Heisenberg algebra H and VΛ0 is the highest
weight representation with highest weight Λ0.
We write Bα = BαlBαl−1 · · ·Bα1 for a composition α. Similarly, B−α denotes
B−αl · · ·B−α1 .
Lascoux, Leclerc and Thibon [LLT] have described the action of certain elements
Uk, U˜k, Vk, and V˜k of H on the Fock Space F, in terms of ribbon tableaux.
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In terms of the elements Y ±1i of the affine Hecke algebra, we have
Uk = hk(Y1, Y2, . . .),
Vk = hk(Y
−1
1 , Y
−1
2 , . . .),
U˜k = ek(Y1, Y2, . . .),
V˜k = ek(Y
−1
1 , Y
−1
2 , . . .),
where the ek and hk are the elementary and homogeneous symmetric functions. To
avoid mention of the elements Yi one may write them as
Uk =
∑
λ
bk,λBλ
where the coefficients bk,λ are given by the expansion
hk =
∑
bk,λpλ
in the ring Λ of symmetric functions and pλ are the power sum symmetric functions.
Proposition 5. The elements Uk, U˜k, Vk, and V˜k of H act on F as linear operators
defined by
Vk|λ〉 =
∑
µ
(−q)−s(µ/λ)|µ〉,
where the sum is over all µ such that µ/λ is a horizontal n-ribbon strip of size k.
Similarly,
Uk|λ〉 =
∑
ν
(−q)−s(λ/ν)|ν〉,
summed over all ν such that λ/ν is a horizontal n-ribbon strip of size k. The formulae
for U˜k and V˜k are exactly analagous, with horizontal ribbon strips replaced by vertical
ribbon strips.
We will write Vα for Vαl · · · Vα1 and similarly for Uα, V˜α and U˜α. Thus
Vα|µ〉 =
∑
T
qs(T )|λ〉
summed over all semistandard ribbon tableaux of shape λ/µ and weight α.
In Part 3 we will show (Theorem 54) that the Pieri style rule of Proposition 5
formally implies a Murnagham-Nakayama style rule for the the operators Bk and
B−k. The precise statement and proof of Theorem 54 has been deferred until the end
as its proof is completely combinatorial and unrelated to the Fock space.
Proposition 6. The linear operators B−k for k ≥ 1 act on F as
B−k|λ〉 =
∑
µ
X
µ/λ
k (−q
−1)|µ〉
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where X
µ/λ
k (q) is given by
X µ/λk (q) =
∑
S
(−1)h(S)qs(S)
summed over all border ribbon strip tilings S of µ/λ. Similarly,
Bk|λ〉 =
∑
µ
X
λ/µ
k (−q
−1)|µ〉.
Proof. This is an immediate consequence of Proposition 5 and Theorem 54. 
Border ribbon strips will be defined combinatorially later (Definition 15) and are
ribbon analogues of usual border strips.
It follows immediately from the above propositions and Theorem 3 that the sets
{Vλ|0〉}λ∈P , {Uλ|0〉}λ∈P and {Bλ|0〉}λ∈P form bases of the space of highest weight
vectors of Uq(ŝln) in F.
1.3. Global Bases of F
We first define a bar involution v 7→ v on F following Leclerc and Thibon [LT, LT1].
This involution restricted to VΛ0 (the Uq(ŝln) submodule with highest weight vector
|0〉) agrees with Kashiwara’s involution [Kas].
Proposition 7. There exists a unique semi-linear map − : F→ F satisfying
qv = q−1v,
fi · v = fi · v,
ei · v = ei · v,
B−k · v = B−k · v,
Bk · v = q
2(n−1)kBk · v.
The Fock space F has a natural order ‘<’ defined by |λ〉 < |µ〉 if and only if λ ≺ µ
in dominance order. Leclerc and Thibon show that − is triangular with respect to
the basis |λ〉 and conclude that the global basis of the following theorem exists.
Theorem 8. There exist unique vectors Gλ ∈ F for λ ∈ P satisfying:
Gλ = Gλ
and
Gλ ≡ |λ〉 mod q
−1L−
where L− is the Z[q−1] submodule of F spanned by |λ〉.
When we restrict this to the Uq(ŝln) submodule VΛ0 of F generated by |0〉, the Gλ is
essentially the global upper crystal basis of VΛ0 (see [LLT1, Kas1]). This follows from
the fact that the bar involution agrees with Kashiwara’s involution when restricted
to VΛ0.
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Some of the Gλ are especially easy to describe in terms of the action of the Heisen-
berg algebra. In particular, in analogy with Steinberg’s tensor product theorem,
Leclerc and Thibon [LT] show that Gµ = Sλ|ν〉 for an n-regular partition ν and
µ = nλ + ν. We will only need the following special case.
Proposition 9. Let Sλ =
∑
µ χ
λ
µB−λ. Thus in terms of the elements Yi we have
Sλ = sλ(Y
−1
1 , Y
−1
2 , . . .). Then we have
Gnλ = Sλ|0〉.
Proof. It is clear that |0〉 = |0〉. Thus by Proposition 7 we have Sλ|0〉 = Sλ|0〉. By
the definition of Gnλ it suffices to show that Sλ|0〉 ≡ |nλ〉 mod q
−1L−.
By Proposition 5 we know that
Vα|0〉 ≡
∑
T
|sh(T )〉 mod q−1L−
where the sum is over all ribbon tableaux of spin 0 and weight α. It is clear that
these are in bijection with usual semistandard Young tableaux of weight α. Thus
Vα|0〉 ≡
∑
λ
Kλα|nλ〉 mod q
−1L−.
Comparing with Vα =
∑
λKλαSλ we see that
Sλ|0〉 ≡ |nλ〉 mod q
−1L−
which completes the proof. 
It follows immediately that {Gnλ} form a basis of the space of highest weight
vectors of the action of Uq(ŝln) on F.
Remark 10. (1) Let
Gλ =
∑
µ
lλ,µ(−q
−1)|µ〉.
Varagnolo and Vasserot [VV] have shown that lλ,µ is a parabolic Kazhdan-
Lusztig polynomial for the affine Hecke algebra of type A. These polynomials
were introduced by Deodhar [D1, D2] and shown to have non-negative coef-
ficients by Kashiwara and Tanisaki [KT].
(2) We have not mentioned the lower global basis G+ of F as they are less related
to the ribbon functions we will be studying. The G+λ are defined in a similar
way to the Gλ by
G+λ = G
+
λ
G+λ ≡ |λ〉 mod qL
+
where L+ is the Z[q]-submodule spanned by |λ〉.
Finally, we will be needing a semi-linear involution v 7→ v′ on F. This is defined
by q′ = q−1 and
|λ〉 7→ |λ′〉.
Then we have [LT, Proposition 7.10]
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Proposition 11. For all v ∈ F and compositions α satisfying |α| = k we have
(eiu)
′ = qh−i−1e−iu
′, (fiu)
′ = q−h−i−1f−iu
′,
(Vβu)
′ = (−q)(n−1)kV˜βu
′, (Uβu)
′ = (−q)(n−1)kU˜βu
′.
One immediate consequence of this and Proposition 9 is that
(Gnλ)
′ = (−q)(n−1)kGnλ′.
We shall see later an explicit connection between the global basis and ribbon
tableaux. This should come as no surprise: the Vα are described combinatorially
in terms of ribbon tableaux and Sλ can be expressed in terms of the Vα (via the
inverse Kostka matrix).
Part 2. Ribbon Functions
2.1. Definitions and Initial Properties
We will now define the central objects of this paper as introduced by Lascoux,
Leclerc and Thibon in [LLT].
Definition 12. Let λ/µ be a skew partition, tileable by n-ribbons. Define the sym-
metric functions Gλ/µ ∈ Λ(q) as:
Gλ/µ(X ; q) =
∑
T
qs(T )xw(T )
where the sum is over all semistandard ribbon tableaux T of shape λ/µ and xα =
xα11 x
α2
2 · · · . When λ is a partition with non-empty n-core, we write Gλ for Gλ/λ˜. These
functions will be loosely called ribbon functions.
The fact that the functions Gλ/µ are symmetric is not obvious from the combina-
torial definition. However, using the action of the Heisenberg algebra on the Fock
space F, the proof is immediate ([LLT]) and reproduced below.
Definition 13. Let λ/µ be a skew shape tileable by n-ribbons. Then define
Kλ/µ,α(q) =
∑
T
qs(T ),
the spin generating function of all semistandard ribbon tableaux T of shape λ/µ and
weight α. Similarly let
Lλ/µ,α(q) =
∑
T
qs(T )
summed over all column semistandard ribbon tableaux of shape λ/µ and weight α.
A ribbon tableaux is column semistandard if its conjugate is semistandard.
Thus
Gλ/µ(X ; q) =
∑
α
Kλ/µ,α(q)x
α.
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Theorem 14. The functions Gλ/µ(X ; q) are symmetric functions.
Proof. A semistandard ribbon tableaux can be expressed as a chain of partitions
differing by horizontal ribbon strips. Thus
Vα|µ〉 =
∑
ν
Kν/µ,α(−q
−1)|ν〉.
But if β is a permutation of α, then Vα = Vβ since the Vk commute. This shows that
Kλ/µ,α(q) = Kλ/µ,β(q),
after equating coefficients of λ. 
We will also need the following definition of a border strip ribbon tableaux.
Definition 15. A border ribbon strip T is a connected skew shape λ/µ with a dis-
tinguished tiling by disjoint non-empty horizontal ribbon strips T1, . . . , Ta such that
the diagram T+i = ∪i≤jTi is a valid skew shape for every i and for each connected
component C of Ti we have
(1) The shape of C ∪ Ti−1 is not a horizontal ribbon strip. Thus C has to ‘touch’
Ti−1 ‘from below’.
(2) No sub horizontal ribbon strip C ′ of C which can be added to Ti−1 satisfies
the above property. Since C is connected, this is equivalent to saying that
only the rightmost ribbon of C touches Ti−1.
We further require that T1 is connected. The height h(Ti) of the horizontal ribbon
strip Ti is the number of its components. The height h(T ) of the border ribbon
strip is defined as h(T ) = (
∑
i h(Ti)) − 1. The size of the border ribbon strip T is
then the total number of ribbons in ∪iTi. A border ribbon strip tableaux is a chain
T = λ0 ⊂ λ1 · · · ⊂ λr of shapes such that λi/λi−1 has been given the structure of a
border ribbon strip. The type of T = {λi} is then the composition α with αi equal
to the size of λi/λi−1.
Define X
µ/λ
ν as
X µ/λν (q) =
∑
T
(−1)h(T )qs(T )
summed over all border ribbon strip tableaux of shape µ/λ and type ν.
Note that this definition reduces to the usual definition of a border strip and border
strip tableaux when n = 1, in which case all the horizontal strips Ti are actually
connected.
Example 16. Let n = 2 and λ = (4, 2, 2, 1). Suppose S is a border ribbon strip
such that S1 has shape (7, 5, 2, 1)/(4, 2, 2, 1), and thus it has size 3 and spin 1. We
will now determine all the possible horizontal ribbon strips which may form S2. It
suffices to find the possible connected components that may be added. The domino
(9, 5, 2, 1)/(7, 5, 2, 1) may not be added since its union with S1 is a horizontal ribbon
strip, violating the conditions of the definition. The domino strip (8, 8, 2, 1)/(7, 5, 2, 1)
is not allowed since the domino (8, 8, 2, 1)/(7, 7, 2, 1) can be removed and we still
obtain a strip which touches S1.
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The legitimate connected horizontal ribbon strips C which can be added are
(7, 7, 2, 1)/(7, 5, 2, 1), (7, 5, 4, 1)/(7, 5, 2, 1) and (7, 5, 3, 3, 2, 1)/(7, 5, 2, 1) as shown in
Figure 4. Thus assuming S2 is non-empty, there are 5 choices for S2, corresponding to
taking some compatible combination of the three connected horizontal ribbon strips
above.
S1
S1
S1
C
C
C
C
S1
S1
S1
S1
S1
S1
C
Figure 4. Connected horizontal strips C which can be added to
S1 = (7, 5, 2, 1)/(4, 2, 2, 1) to form a border ribbon strip. The resulting
border ribbon strips all have height 1.
Example 17. As before let n = 2. We will calculate X
λ/µ
5 (q) for λ = (5, 5, 2)
and µ = (2). The relevant border ribbon strips S are (successive differences of the
following chains denote the Si)
• (2) ⊂ (5, 5, 2) with height 0 and spin 5,
• (2) ⊂ (5, 3, 2) ⊂ (5, 5, 2) with height 1 and spin 3,
• (2) ⊂ (5, 5) ⊂ (5, 5, 2) with height 1 and spin 3,
• (2) ⊂ (5, 3) ⊂ (5, 5, 2) with height 2 and spin 1.
Thus
X
λ/µ
5 (q) = q
5 − 2q3 + q.
When q = 1, the ribbon functions become products of Schur functions:
Gλ(X ; 1) = sλ(0)sλ(1) · · · sλ(n−1) .
This is a consequence of Littlewood’s n-quotient map. In fact, up to sign, Gλ(X ; 1)
is essentially φn(sλ) where φn is the adjoint operator to taking the plethysm by pn.
More generally, Gλ/µ reduces to a product of skew Schur functions at q = 1:
Gλ/µ(X ; 1) = sλ(0)/µ(0)sλ(1)/µ(1) · · · sλ(n−1)/µ(n−1) .
Remark 18. Another set of symmetric functions Hλ(X ; q) are defined ([LLT]) by
Hλ(X ; q) = Gnλ(X ; q).
It is not hard to see that
Hλ(X ; 0) = sλ
and that
Hλ(X ; 1) = sλ +
∑
µ≺λ
sµ
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where ≺ denotes the usual dominance order on partitions. Thus the functions
Hλ(X ; q) form a basis of Λ(q) over C(q). In [LLT] it is shown that the cospin ver-
sions H˜λ(X ; q) generalise the modified Hall-Littlewood functions Q
′(X ; q). We shall
however be concerned mainly with the functions Gλ(X ; q).
2.2. Global Bases and Ribbon Functions
In this section we reproduce (in slightly more generality) a calculation due to
Leclerc and Thibon [LT] which relates the q-Littlewood Richardson coefficients to
the global bases Gnλ of F. The q-Littlewood Richardson coefficients c
λ
µ(q) are defined
by the expansion of the ribbon functions on the Schur basis.
Definition 19. Let λ/µ be a skew shape tileable by n-ribbons. Define the polyno-
mials cνλ/µ(q) by
Gλ/µ(X ; q) =
∑
ν
cνλ/µ(q)sν(X).
As usual, we abuse notation by writing cνλ(q) for c
ν
λ/λ˜
(q) for partitions λ with non-
empty n-core.
When λ has empty n-core, the q-Littlewood Richardson coefficients are usually
written in terms of the n-quotient:
cνλ(q) = c
ν
λ(0),...,λ(n−1)(q).
We can connect the q-Littlewood Richardson coefficients to the Heisenberg algebra
immediately.
Lemma 20. Let λ and µ be partitions. Then
Sλ|µ〉 =
∑
ν
cλν/µ(−q
−1)|ν〉
where the sum is over all partitions ν such that ν/µ is tileable by n-ribbons.
Proof. We have by definition
Gν/µ(X ; q) =
∑
ρ
Kν/µ,ρ(q)mρ =
∑
λ
(∑
ρ
Kν/µ,ρ(q)κλρ
)
sλ
where κλρ is given by
mρ =
∑
λ
κλρsλ.
Thus
cλν/µ(q) =
∑
ρ
Kν/µ,ρ(q)κλρ.
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By standard results in symmetric function theory we also have sλ =
∑
ρ κλρhρ. Hence
using Proposition 5,
Sλ|µ〉 =
∑
ρ
κλρVρ|µ〉
=
∑
ν
(∑
ρ
κλρKν/µ,ρ(−q
−1)
)
|ν〉
=
∑
ν
cλν/µ(−q
−1)|ν〉.

Corollary 21. Let λ be a partition. Then
Gnλ =
∑
µ
cλµ(−q
−1)|µ〉
summed over partitions µ with no n-core.
Proof. This follows from Lemma 20 and Proposition 9. 
By Remark 10, we also see that the polynomials cλµ(q) = c
λ
µ(0),...,µ(n−1)
(q) have
non-negative coefficients. For n = 2, there is a combinatorial interpretation for the
coefficients in terms of Yamanouchi domino tableaux (see [CL]).
2.3. The Murnagham-Nakayama Rule
The core calculation of this paper will be the ribbon Murnagham-Nakayama Rule,
which is essentially a consequence of the fact that the Bk act on F as a copy of
the Heisenberg algebra. We will begin by reminding the reader of the classical
Murnagham-Nakayama Rule.
Let
sλ(X) =
∑
µ
z−1µ χ
λ
µpµ
be the expansion of the Schur functions in the power sum basis. When µ = (k) has
only one part then we will write χλk for χ
λ
µ. The coefficients χ
λ
µ are the values of the
character of S|λ| indexed by λ on the conjugacy class indexed by µ. The classical
Murnagham-Nakayama rule gives a combinatorial interpretation of these numbers:
χλµ =
∑
T
(−1)h(T )
where the sum is over all border-strip tableaux of shape λ and type µ. The numbers
χλµ are in fact the characters of the irreducible representation labelled by λ of the
symmetric group S|λ|, where µ is the type of the conjugacy class. Thus in particular
all the irreducible characters of the symmetric groups take values in the integers. See
for example [EC2, Ch 7.18].
More generally, we have (see [EC2, Mac])
20 THOMAS LAM
Proposition 22. Let λ be a partition and α be a composition. Expand
pαsλ(X) =
∑
µ
χµ/λα sµ(X).
Then χ
µ/λ
α is given by
χµ/λα =
∑
T
(−1)h(T )
where the sum is over all border strip tableaux T of shape µ/λ and type α. Note: the
border strip tableaux here should not be confused with ribbon tableaux. A border strip
tableaux may have border strips of different sizes. A ribbon tableaux has all ribbons
of length n.
This result is usually shown algebraically using the expression of the Schur func-
tion as a bialternant sλ = aλ+δ/aδ. Theorem 54 implies that it is in fact a formal
combinatorial consequence of the Pieri formula.
We will now give the analogue of Proposition 22 for ribbon functions.
Theorem 23 (Ribbon Murnagham-Nakayama Rule). Let k ≥ 1 be an integer and ν
be a partition. Then
(2)
(
1 + q2k + · · ·+ q2k(n−1)
)
pkGν(X ; q) =
∑
µ
X
µ/ν
k (q)Gµ(X ; q).
Also
k
∂
∂pk
Gν(X ; q) =
∑
µ
X
ν/µ
k (q)Gµ(X ; q).
Proof. Let δ = ν˜ be the n-core of ν, which we fix throughout. Note that the only
terms µ which occur in (2) satisfy µ˜ = ν˜. Recall that we will often be writing µ
instead of µ/δ for convenience.
We will calculate the expression BkSλ|δ〉 with k ≥ 1 in two ways. By Lemma 20
we can write
BkSλ|δ〉 =
∑
µ∈Pδ
cλµ(−q
−1)Bk|µ〉
and by Proposition 6 this can be written as∑
µ
cλµ(−q
−1)
(∑
ν
X
µ/ν
k (−q
−1)|ν〉
)
=
∑
ν
(∑
µ
cλµ(−q
−1)X
µ/ν
k (−q
−1)
)
|ν〉.
On the other hand, we know by Theorem 3 that Bk and Sλ are both operators
within a copy of the Heisenberg Algebra. Thus we can compute BkSλ within H .
Write
Sλ =
∑
µ
χλµB−µ.
By Lemma 2 and the fact that Bk|δ〉 = 0 (Proposition 6) we have
BkSλ|δ〉 =
(
1− q−2nk
1− q−2k
)∑
µ
χ
λ/µ
k Sµ|δ〉
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since p⊥k sλ =
∑
µ χ
λ/µ
k sµ in Λ. By Lemma 20 again, we find that this is equal to(
1− q−2nk
1− q−2k
)∑
µ
χ
λ/µ
k
∑
ν∈Pδ
cµν(−q
−1)|ν〉 =
∑
ν∈Pδ
((
1− q−2nk
1− q−2k
)∑
µ
χ
λ/µ
k c
µ
ν(−q
−1)
)
|ν〉.
Equating coefficients of |ν〉 we obtain
(3)
(
1− q−2nk
1− q−2k
)∑
µ
χ
λ/µ
k c
µ
ν (−q
−1) =
∑
µ
cλµ(−q
−1)X µ/νk (−q
−1).
We now calculate(
1− q2nk
1− q2k
)
pkGν(X ; q) =
(
1− q2nk
1− q2k
)∑
µ
cµν (q)pksµ
=
(
1− q2nk
1− q2k
)∑
µ
cµν (q)
(∑
λ
χ
λ/µ
k sλ
)
=
∑
λ
((
1− q2nk
1− q2k
)∑
µ
cµν (q)χ
λ/µ
k
)
sλ
=
∑
λ
(∑
µ∈Pδ
cλµ(q)X
µ/ν
k (q)
)
sλ using Equation (3)
=
∑
µ∈Pδ
X
µ/ν
k (q)Gµ(X ; q).
This proves the first statement. The second statement is proved in the same
manner, considering B−k instead of Bk. 
We shall see later in Section 2.9 that the lowering version of the Murnagham-
Nakayama rule can be deduced combinatorially in a rather straightforward manner
(using an observation of Schilling, Shimozono and White [SSW]). In fact it is clear
that the lowering operator version is easier as the proof does not require the use of
the commutator relation of Bk and B−k in Theorem 3, only that the B−k for k ≥ 1
commute. Thus the lowering version of Theorem 23 is essentially equivalent to the
fact that the Gλ(X ; q) are symmetric.
Note that it is rather difficult to interpret Theorem 23 in terms of the n-quotient
at q = 1. When q = 1 the product
(
1 + q2k + · · ·+ q2k(n−1)
)
pkGλ(X ; q) becomes
npksλ(0)sλ(1) · · · sλ(n−1)
which may be written as the sum of n usual Murnagham-Nakayama rules as
n−1∑
i=0
sλ(0) · · · (pksλ(i)) · · · sλ(n−1) .
Thus we might expect that border ribbon strips of size k correspond to adding a
usual ribbon strip of size k to one partition in the n-quotient. However, the following
example shows that this will not work.
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Example 24. Let n = 2 and consider (1 + q4)p2 · 1. By the ribbon Murnagham-
Nakyama rule (G0 = 1), this should equal to
G(4) + qG(3,1) + (q
2 − 1)G(2,2) − qG(2,1,1) − q
2G(1,1,1,1).
We can compute directly that
G(4) = h2, G(3,1) = qh2, G(2,1,1) = qe2
G(2,2) = q
2h2 + e2, G(1,1,1,1) = q
2e2,
verifying Theorem 23 directly. On the other hand, the shapes which correspond to a
single border strip in one partition of the 2-quotient are {(4), (3, 1), (2, 1, 1), (1, 1, 1, 1)}
and the corresponding Gλ terms do not give (1 + q
4)p2.
It seems possible that the ribbon Murnagham-Nakayama rule may have some rela-
tionship with the representation theory of the wreath products SnSCp, or even more
likely to the cyclotomic Hecke algebras associated to these wreath products (see for
example [Mat]).
2.4. The map Φ : F→ Λ(q)
In this section we will study a linear map from F to Λ(q).
Definition 25. Let Φ : F → Λ(q) be the linear over C map defined by q 7→ −q−1
and
|λ〉 7→ Gλ.
As the |λ〉 form a basis of F it is clear that such a map exists and is unique.
Since the Gλ span Λ(q) but are not linearly dependent, this map is surjective but not
injective. We would intuitively think that in doing so we have lost a lot of information
by going from F to Λ(q) but curiously this map has many remarkable properties. Note
that the map Φ should not be confused with the classical identification of F with Λ
via |λ〉 ↔ sλ, which we shall comment about in Section 2.10.
The following theorem can be interpreted as saying that Φ is a projection of F
onto C(q)[H−].
Theorem 26. After changing q to −q−1, the map Φ is a map of H modules. More
precisely, let A be an element of the Heisenberg algebra H. Identify Φ(A) with the
element of Λ(q) given by
Bk 7→ k
∂
∂pk
B−k 7→
(
1− q2nk
1− q2k
)
pk.
(Recall from Section 1.2 that this identifies Λ(q) with C(q)[H−] and defines an action
of H with q 7→ −q−1.) Then we have
Φ(A · v) = Φ(A)Φ(v)
for any v ∈ F.
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Furthermore, we have
Φ(Gnλ) = sλ[(1 + q
2 + · · ·+ q2n−2)X ].
Proof. The first claim follows from Theorem 23 and Proposition 6 as we can simply
compare both sides of the equation on the spanning sets |λ〉 and Gλ. To obtain
the second claim, we apply the first claim with v = |0〉 and A = Sλ, using also
Gnλ = Sλ|0〉 by Proposition 9. 
In later sections we shall see that the two involutions of F, the bar involution and
the involution v 7→ v′ become algebra isomorphisms of C(q)[H−] ∼= Λ(q). While most
of the later results can be phrased concisely in terms of the Heisenberg algebra, we
shall continue to use symmetric function terminology, thinking of the Gλ(X ; q) as
elements in Λ(q) rather than C(q)[H−].
We also have the following explicit descriptions of sλ[(1 + q
2 + · · ·+ q2n−2)X ].
Corollary 27. Let λ be a partition and δ a fixed n-core. In Λ(q) we have
sλ[(1 + q
2 + · · ·+ q2n−2)X ] =
∑
µ
cλµ(q)Gµ(X ; q)
and
sλ[(1 + q
2 + · · ·+ q2n−2)X ] =
∑
µ,ν
cλµ(q)c
ν
µ(q)sν(X)
where the sums are over all partitions µ with n-core δ.
Proof. These are immediate consequences of Theorem 26 and Lemma 20 asΦ(|δ〉) = 1
for an n-core δ. 
By Corollary 21 we have calculated the images of those global basis vectors which
are highest weight vectors for Uq(ŝln) in F. It is not clear whether this leads to any
interesting results concerning Gnλ in F.
Applying Φ to both sides of Lemma 20 we obtain
Proposition 28. Let λ and µ be partitions. Then
sλ[(1 + q
2 + · · ·+ q2n−2)X ]Gµ(X ; q) =
∑
ν
cλν/µ(q)Gν(X ; q).
This could be thought of as some kind of Littlewood Richardson rule for ribbon
tableaux. In fact the coefficients cλν/µ(q) are the q-Littlewood Richardson coefficients
which are the coefficients of the expansion of Gν/µ(X ; q) on the Schur basis. Of course
there is no combinatorial description of these coefficients except in the case n = 2,
via the Yamanouchi domino tableaux of Carre´ and Leclerc [CL].
2.5. Ribbon Pieri Formulae
Recall that in the classical theory of symmetric functions and in the enumerative
geometry of the Grassmanian we have the formula
hksλ =
∑
µ
sµ
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where the sum is over all µ such that µ/λ is a horizontal strip with k boxes. This
formula arises in the intersection theory of the Grassmanian as the intersection of a
special Schubert class with an arbitrary Schubert class and was discovered geometri-
cally by Pieri [Pie]. We will now give the ribbon analogue of the Pieri formula.
Let n ≥ 1 be a fixed integer. Define the formal power series
H(t) =
∏
i
n−1∏
k=0
1
1− xiq2kt
and
E(t) =
∏
i
n−1∏
k=0
(
1 + xiq
2kt
)
.
As usual we may define symmetric functions hk and ek by
H(t) =
∑
k
hkt
k
and
E(t) =
∑
k
ekt
k.
Note that we have suppressed the integer n from the notation. We shall see later
that the definitions of these power series are completely natural in the context of
Robinson-Schensted ribbon insertion.
In plethystic notation, hk = hk[(1 + q
2 + · · · + q(2n−2))X ] and ek = ek[(1 + q
2 +
· · ·+ q(2n−2))X ]. This can be seen as follows. Write
log(
∑
k
hkt
k) =
∑
i
log
(
1
1− xit
)
=
∑
i
∑
r
(xit)
r
r
=
∑
r
prt
r
r
.
Now take the plethysm Υq,n(pr) = (1+q
2r+ · · ·+q(2n−2)r)pr and reverse all the steps.
The following theorem is an immediate consequence of Theorem 54 and Theorem
23. Alternatively, one could just use Theorem 26 and Proposition 5.
Theorem 29 (Ribbon Pieri Rule). Let λ be a partition. Then
(4) hkGλ(X ; q) =
∑
µ
qs(µ/λ)Gµ(X ; q)
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where the sum is over all partitions µ such that µ/λ is a horizontal n-ribbon strip with
k ribbons. Here s(µ/λ) refers to the spin of the unique tableaux which is a horizontal
ribbon strip of shape µ/λ. Also
ekGλ(X ; q) =
∑
µ
qs(µ/λ)Gµ(X ; q)
where the sum is over all partitions µ such that µ/λ is a vertical n-ribbon strip with
k ribbons. Here s(µ/λ) refers to the spin of the unique tableaux which is a vertical
ribbon strip of shape µ/λ.
One can obviously obtain the corresponding formulae for hα = hα1 · · ·hαr in terms
of ribbon tableaux with weight α.
We can also obtain the two statements of Theorem 29 from each other via the
involution ωn of Section 2.6. Note that by Theorem 29, we have
hk =
∑
λ
qmspin(λ)Gλ(X ; q)
where the sum is over all λ with no n-core such that |λ| = kn with no more than n
rows. Applying the usual Cauchy identity one sees that
hk =
∑
|µ|=k
sµ(1, q
2, . . . , q2(n−1))sµ(X).
Taking the coefficient of pn1 on both sides we see that a modified spin generating
function of ribbon tableaux T of size k and shape λ satisfying λ˜ = ∅ and l(λ) ≤ n is∑
T
qmspin(sh(T ))qs(T ) =
∑
|µ|=k
sµ(1, q
2, . . . , q2(n−1))fµ
where fµ denotes the number of standard Young tableaux of shape µ.
Example 30. Let n = 3, k = 2 and λ = (3, 1). Then
h2G(3,1) = G(9,1) + qG(6,2,2) + q
2G(4,4,2) + q
2G(6,1,1,1,1) + q
3G(3,3,2,1,1) + q
4G(3,2,2,2,1).
Setting q = 1 in H(t) we see that
hk(X ; 1) =
∑
α
hα
where the sum is over all compositions α = (α0, . . . , αn−1) satisfying α0+ · · ·+αn−1 =
k. We may thus interpret Theorem 29 at q = 1 in terms of the n-quotient as the
following formula:
(5)
(∑
α
hα
)
sλ(0) · · · sλ(n−1) =
∑
α
(hα0sλ(0)) · · ·
(
hαn−1sλ(n−1)
)
where the sum is over the same set of compositions as above. Note that the right hand
side of (5) is indeed equal to the right hand side of (4) at q = 1 since a horizontal
ribbon strip of size k is just a union of horizontal strips with total size k in the
n-quotient.
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It is clear that we also obtain lowering versions of the Pieri rules. If hk =
f(p1, p2, . . .) we know that the adjoint operator (with respect to the usual inner
product) is h⊥k = f(
∂
∂p1
, 2 ∂
∂p2
, . . .). Thus by Theorem 23 and Theorem 54 we have
Proposition 31 (Ribbon Pieri Rule – Lowering Version). Let λ be a partition and
k ≥ 1 be an integer. Then
h⊥k Gλ(X ; q) =
∑
µ
qs(λ/µ)Gµ(X ; q)
where the sum is over all µ such that λ/µ is a horizontal ribbon strip and s(λ/µ) is
the spin of such a horizontal ribbon strip. Similarly,
e⊥k Gλ(X ; q) =
∑
µ
qs(λ/µ)Gµ(X ; q)
where the sum is over all µ such that λ/µ is a vertical ribbon strip and s(λ/µ) is the
spin of such a vertical ribbon strip.
This is a spin version of a branching formula first observed by Schilling, Shimozono
and White [SSW] (see Section 2.9).
2.6. The Ribbon Involution ωn
In this section we will define an involution wn on Λ(q) which is essentially the
involution v 7→ v′ on the Fock space F of Section 1.3. However, this involution will
turn out to be not just a semi-linear involution, but also a C-algebra isomorphism of
Λ(q).
Definition 32. Define the ribbon involution wn : Λ(q) → Λ(q) as the semi-linear
map satisfying wn(q) = q
−1 and
wn(sλ) = q
(n−1)|λ|sλ′.
Theorem 33. The map wn is an C-algebra homomorphism which is an involution.
It maps Gλ/µ into G(λ/µ)′ for every skew shape λ/µ.
Proof. The fact that wn is an algebra homomorphism follows from the fact that
if sλsµ =
∑
cνλµsν then sλ′sµ′ =
∑
cνλµsν′ , and that the grading is preserved by
multiplication. That wn is an involution is a quick calculation.
For the last statement, we use Proposition 11 and Lemma 20 which give
(Sν |µ〉)
′ = (−q)(n−1)kSν′ |µ
′〉∑
λ
cνλ/µ(−q)|λ
′〉 = (−q)(n−1)k
∑
λ
cν
′
λ′/µ′(−q
−1)|λ′〉.
Here k = |ν|. Equating coefficients of |λ′〉 and changing q to −q−1 we obtain
cνλ/µ(q
−1) = q−(n−1)kcν
′
λ′/µ′(q).
RIBBON TABLEAUX AND THE HEISENBERG ALGEBRA 27
Thus
wn(Gλ/µ) =
∑
ν
wn(c
ν
λ/µ(q)sν)
=
∑
ν
(
cν
′
λ′/µ′(q)q
−(n−1)|ν|
)
q(n−1)|ν|sν′
= Gλ′/µ′ .

Proposition 34. Let f ∈ Λ(q) have degree k. Then we have
q2(n−1)kωn (Υq,n(f)) = Υq,n (ωn(f)) .
In particular,
ωn
(
sλ[(1 + q
2 + · · ·+ q2(n−1))X ]
)
= q−(n−1)ksλ[(1 + q
2 + · · ·+ q2(n−1))X ].
Proof. Since both ωp and Υq,n(f) are C-algebra homomorphisms we need only check
this for the elements pk and for q, for which the computation is straightforward. 
2.7. The Ribbon Cauchy Identity
It is well known (see [Mac, EC2]) that the Schur functions satisfy the equation
(6)
∑
λ∈P
sλ(X)sλ(Y ) =
∏
i,j
1
1− xiyj
known as the Cauchy identity. This is equivalent to the fact that the Schur functions
form an orthonormal basis of Λ. It also describes the decomposition of the polynomial
functions on the m × m matrices under the (commuting) left and right actions of
GLm. Equation (6) is often proven combinatorially via the Knuth’s extension of
the Robinson-Schensted correspondence, which is a bijection between matrices with
certain row and column sums and pairs of semistandard Young tableaux of the same
shape. This combinatorial approach to the Cauchy identity for ribbon tableaux will
be studied in Section 3.1.
Let us write the formal power series
Ω(X ; q) =
∏
i,j
n−1∏
k=0
1
1− xiyjq2k
.
A dual version of this series is
Ω˜(X ; q) =
∏
i,j
n−1∏
k=0
(
1 + xiyjq
2k
)
.
Theorem 35 (Ribbon Cauchy Identity). Fix n as usual and a n-core δ. Then
Ω(X ; q) =
∑
Gλ(X ; q)Gλ(Y ; q)
where the sum is over all λ such that λ˜ = δ.
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Note that this does not imply that the Gλ form an orthonormal basis under a
certain inner product, as they are not linearly independent.
Proof. By Corollary 27 we have
sλ[(1 + q
2 + · · ·+ q2n−2)X ] =
∑
µ
cλµ(q)Gµ(X ; q)
where the sum is over all µ ∈ Pδ. Thus∑
λ
sλ[(1 + q
2 + · · ·+ q2n−2)X ]sλ(Y ) =
∑
µ
(∑
λ
cλµ(q)sλ(Y )
)
Gµ(X ; q)
=
∑
µ
Gµ(X ; q)Gµ(Y ; q).
Let Υq,n(X) denote the algebra automorphism of Λ[X ](q)⊗C(q) Λ[Y ](q) given by
pk(X) 7→ (1 + q
2k + · · ·+ q(2n−2)k)pk(X).
Applying Υq,n(X) to
log
(∏
i,j
1
1− xiyj
)
=
∑
k
1
n
pk(X)pk(Y )
gives
log
(∏
i,j
n−1∏
k=1
1
1− xiyjq2k
)
which is exactly log(Ω). But applying Υq,n(X) to the left hand side of (6) gives∑
λ
sλ[(1 + q
2 + · · ·+ q2n−2)X ]sλ(Y )
from which the Theorem follows. 
Now let us compute ωn(Ω) where we let
ωn : Λ[X ](q)⊗C(q) Λ[Y ](q)→ Λ[X ](q)⊗C(q) Λ[Y ](q)
act on the X variables by
ωn(f(X ; q)⊗ g(Y ; q)) 7→ ωn(f(X ; q))⊗ g(Y ; q
−1).
One checks immediately that this is indeed an algebra involution. We have (fixing
an n-core δ)
ωn(Ω) = ωn
(∑
λ∈Pδ
Gλ(X ; q)Gλ(Y ; q)
)
=
∑
λ∈Pδ
Gλ′(X ; q)Gλ(Y ; q
−1).
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Also,
ωn(Ω) = ωn
(∑
λ
sλ(X)sλ[(1 + q
2 + · · ·+ q2(n−1))Y ]
)
=
∑
λ
q(n−1)|λ|sλ′(X)sλ[(1 + q
−2 + · · ·+ q−2(n−1))Y ]
=
∏
i,j
n−1∏
k=0
(1 + xiyjq
n−1−2k).
Thus ∑
λ∈Pδ
Gλ′(X ; q)Gλ(Y ; q
−1) =
∏
i,j
n−1∏
k=0
(1 + xiyjq
n−1−2k).
If we multiply the dth graded piece of each side by q(n−1)d we obtain the following
result.
Proposition 36. Fix an n-core δ. We have
Ω˜ =
∑
λ∈Pδ
q(n−1)|λ/λ˜|Gλ′(X ; q)Gλ(Y ; q
−1).
The factor of q(n−1)|λ/λ˜| can be explained combinatorially by the fact that s(T ′) =
q(n−1)|λ/λ˜| − s(T ) for a ribbon tableaux T and its conjugate T ′ satisfying sh(T ) = λ.
2.8. The Ribbon Inner Product and the Bar Involution on Λ(q)
In this section we will define an inner product on Λ(q) which seems particularly
adapted to the study of ribbon functions. We will also give a C-algebra involution
on Λ(q) which is compatible with the bar involution of F (for at least the space of
highest weight vectors).
Definition 37. Let 〈., .〉n : Λ(q)×Λ(q)→ C(q) be the C(q)-bilinear map defined by
〈Υq,n(pλ), pµ〉 = zλδλµ.
It is clear that 〈., .〉n is non-degenerate.
The inner product 〈 ., .〉n is related to Ω in the same way as the usual inner product
is related to the usual Cauchy kernel:
Proposition 38. Two bases {vλ} and {wλ} of Λ(q) are dual with respect to 〈 . 〉n if
and only if ∑
λ
vλ(X)wλ(Y ) = Ω.
In particular,
{
sλ[(1 + q
2 + . . .+ q2(n−1))X ]
}
is dual to {sλ}.
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Proof. It is clear that {pλ/zλ} and {Υq,npλ} are dual. But applying Υq,n to the usual
Cauchy kernel gives ∑
λ
1
zλ
Υq,n(pλ(X))pλ(Y ) = Ω.
To see that this is true for any pair of dual bases of Λ(q) with respect to 〈 ., .〉n is an
exercise in linear algebra (see for example [EC2, Lemma 7.9.2]). The last statement
is a consequence of Theorem 35. 
In fact if {vλ} and {wλ} are dual basis of Λ with respect to the usual inner product
then it is clear that {Υq,n(vλ)} and {wλ} are dual with respect to 〈 ., .〉n. We now
give some basic properties of 〈 ., .〉n.
Lemma 39. The inner product 〈 ., .〉n is symmetric.
Proof. This is clear from the definition as we can just check this on the basis pλ of
Λ(q). 
Recall that for f ∈ Λ, f⊥ denotes its adjoint with respect to the usual inner
product.
Proposition 40. The operator f⊥ is adjoint to multiplication by Υq,n(f) ∈ Λ(q).
Proof. This is a consequence of 〈f, g〉 = 〈Υq,n(f), g〉n. 
The inner product 〈 ., .〉n is compatible with the inner product 〈|λ〉, |µ〉〉 = δλµ on
F when we restrict our attention to the space of highest weight vectors. In F we have
〈Bku, v〉 = 〈u,B−kv〉 for any u, v ∈ F, see [LT, Proposition 7.9] which corresponds to
Proposition 40.
The bar involution − : F→ F of Section 1.3 also has an image under Φ.
Definition 41. Define the C-algebra involution − : Λ(q)→ Λ(q) by q = q−1 and
pk 7→ q
2(n−1)kpk.
It is clear that − is indeed an involution. The following proposition shows in
particular that − : Λ(q) → Λ(q) is the image of the bar involution on F under Φ.
This implies that 〈Φ(u),Φ(v)〉n = 〈u, v〉 for two vectors u, v ∈ F lying within the
subspace of highest weight vectors.
Proposition 42. Let u, v ∈ Λ(q). The involution − : Λ(q)→ Λ(q) has the following
properties:
Φ(Gnλ) = Φ(Gnλ),
Υq,n(pk) = Υq,n(pk),
〈u, v〉n =
〈
ωn(u), ωn(v)
〉
.
Proof. As − is an algebra homomorphism, the first statement follows from the second
statement and Theorem 26. The second statement is a straightforward computation.
For the last statement, we compute explicitly both sides for the basis pλ of Λ(q). 
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Proposition 42 shows that Φ(v) = Φ(v) for all u, v in the subspace of highest
weight vectors in F. However this is not true in general. For example, |(3, 1)〉 +
q|(2, 2)〉+ q2|(2, 1, 1)〉 is bar invariant in F but its image under Φ is not.
2.9. Skew and super ribbon functions
We now describe some properties of the skew ribbon functions Gλ/µ(X ; q). Unfor-
tunately, we have been unable to describe them in terms of an adjoint in analogy
with the formula
sλ/µ = s
⊥
λ sµ.
However, the following proposition is an analogue of∑
λ
sλ(X)sλ/µ(Y ) = sµ(X)
∏
i,j
1
1− xiyj
.
Proposition 43. Let µ be any partition. Then
Gµ(X ; q)Ω =
∑
λ
Gλ(X ; q)Gλ/µ(Y ; q)
where the sum is over all λ satisfying λ˜ = µ˜.
Proof. Lemma 20 implies that
Υq,n(sν(X))Gµ(X ; q) =
∑
λ
cνλ/µ(q)Gλ(X ; q).
Now multiply both sides by sν(Y ) and sum over ν. Finally use Theorem 35. 
Another essentially equivalent way in which skew ribbon functions arise was ob-
served by Schilling, Shimozono and White [SSW] in cospin form. By the combinato-
rial definition of Gλ we immediately have the coproduct expansion
Gλ(X + Y ; q) =
∑
µ
Gµ(X ; q)Gλ/µ(Y ; q).
Since ([Mac])
∆f =
∑
µ
s⊥µ f ⊗ sµ
we get immediately that
s⊥ν Gλ(X ; q) =
∑
µ
Gµ(X ; q)
〈
Gλ/µ(Y ; q), sν
〉
.
Setting ν = (k) we obtain the lowering version of the Pieri rule (Proposition 31):
h⊥k Gλ(X ; q)
∑
µ
qs(λ/µ)Gµ(X ; q)
where the sum is over all µ such that λ/µ is a horizontal ribbon strip of size k.
We would like to mention another generalisation of the usual ribbon functions which
are super ribbon functions. Fix a total order on two alphabets A = {1 < 2 < 3 < · · ·}
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and A′ = {1′ < 2′ < 3′ < · · ·} (which we assume to be compatible with each of their
natural orders).
Definition 44. A super ribbon tableaux T of shape λ/µ is a ribbon tableaux of the
same shape with ribbons labelled by the two alphabets such that the skew shape
containing ribbons labelled a ∈ A form a horizontal ribbon strip and those labelled
a′ ∈ A′ form a vertical ribbon strip. These strips are required to be compatible with
the chosen total order on A ∪ A′, as usual.
Define the super ribbon function Gλ/µ(X/Y ; q) as the following weight and spin
generating function:
Gλ/µ(X/Y ; q) =
∑
T
qs(T )xw(T )yw
′(T )
where the sum is over all super ribbon tableaux T of shape λ/µ and w(T ) is the
weight in the first alphabet A while w′(T ) is the weight in the second alphabet A′.
Proposition 45. The super ribbon function Gλ/µ(X/Y ; q) is a symmetric function
in the X and Y variables, separately.
Proof. The proof is completely analogous to that of Theorem 14, using the commu-
tativity of both the operators Vk and V˜k. 
No doubt the super ribbon functions can be studied in the same way that super
Schur functions are.
2.10. Open questions and other aspects of ribbon functions
In this section we describe some other aspects of ribbon functions which we have
not mentioned or which may be interesting for further study. The problem of finding
combinatorial proofs of the theorems in this part will be addressed in Section 3.1.
Cospin vs. spin. Recall that cosp(T ) = mspin(T )− s(T ) for a ribbon tableaux
T . It is easy to see that cosp(T ) is always even. In many situations it appears that
the statistic cospin is more natural than the statistic spin. For example, Lascoux,
Leclerc and Thibon [LLT] have shown that the cospin H˜(X ; q) functions are general-
isations of Hall-Littlewood Functions. Cospin also appears to be the natural statistic
when finding connections between ribbon tableaux and rigged configurations (see for
example [Sch]).
All the formulae in this Part can be phrased in terms of cospin if suitable powers
of q are inserted. However, it is clear that the formulae presented in terms of spin is
the more natural form.
Vertex Operators. The relationship between the ribbon functions and the
Heisenberg algebra suggests that we may want to study the affect of the ‘vertex
operators’
Ar =
∑
i
hr−ie
⊥
i
on the ribbon functions. It is well known that both the Schur functions and the Hall
Littlewood functions [Jin] can be developed in the context of these vertex operators
so perhaps the ribbon functions can be studied in the same way.
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Generalised Kostka polynomials. There is a mysterious and unsolved con-
nection between the generalised Kostka polynomials of [KS, SW3, SchW] and the
q-Littlewood Richardson coefficients. The coefficients of the generalised Kostka poly-
nomials are not always positive but when the n-quotient is a sequence of rectangles the
q-Littlewood Richardson coefficients appear to coincide with the generalised Kostka
polynomials. A vertex operator description of the generalised Kostka polynomials
has also been given by Shimozono and Zabrocki [SZ]. Perhaps the vertex operators
described above will help.
Jacobi-Trudi and alternant formulae. The Pieri rule (Theorem 29) we have
given stops short of giving a closed formula for the functions Gλ(X ; q). It is well
known that the Schur functions can be written as
sλ =
aλ+δ
aδ
and as
sλ = det(hλi−i+j)
l(λ)
i,j=1.
Most algebraic treatments (see [Mac]) of the theory of symmetric functions use these
formulae as the basis of all the algebraic computations for Schur functions. It would
be nice to have a similar closed formula for the ribbon functions.
Enumerative problems. Stanley [EC2] has given a ‘hook content formula’ for
the specialisation sλ(1, t, t
2, . . . , tr) of the Schur functions. In particular this gives
the hook length formula for the number of standard Young tableaux of a particular
shape. At q = 1 the corresponding problem for ribbon tableaux is trivial due to
Littlewood’s n-quotient map. However, can anything be done for arbitrary q?
When n = 2, the specialisation q2 = −1 relates domino tableaux to the study of
enumerative study of sign-imbalance [Sta, Whi, Lam]. It is not clear whether this
can be generalised to arbitrary n.
Graded Sn representations and hk. The non-negativity of the q-Littlewood
Richardson coefficients cµλ(q) would follow from the existence of a graded Sn rep-
resentation with Frobenius character Gλ(X ; q) (where the coefficient of powers of q
correspond to the graded parts).
Such a graded Sn representation can be easily described for the ribbon homo-
geneous function hk (see [EC2, Ex. 7.75]). Let Sk act on the multiset M =
{1n−1, 2n−1, . . . , kn−1} in the natural way. Then the representation we seek is given
by the action of Sk on the subsets of M with the grading given by the size of such a
subset. This suggests that one might seek subrepresentations of this representation
which correspond to the Gλ(X ; q) for l(λ) ≤ n.
Connections with diagonal harmonics. When k = n− 1, the function ek also
appears in work of Garsia and Haiman [GH] on the bigraded character DHn(X ; q, t)
of the diagonal harmonics. More specifically, we have
DHn(X ; q, 1/q)q
(n2)[n + 1]q = en[(1 + q + . . .+ q
n)X ].
Curiously, ribbon functions also appear in recent work of [HHLRU]. Perhaps a deeper
relationship between exists.
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Other generating functions. In [KLLT], Kirillov, Lascoux, Leclerc and Thibon
gave a number of generating functions for domino functions which were subsequently
generalised in [Lam]. As a special case, we have the following product expansion for
n = 2:∑
λ
G
(2)
λ (X ; q) =
∏
i(1 + qxi)∏
i(1− xi)
∏
i(1− q
2x2i )
∏
i<j(1− xixj)
∏
i<j(1− q
2xixj)
.
Can this be generalised to other values of n?
Other incarnations of Λ. Often the Fock space F is identified with Λ via
|λ〉 ↔ sλ.
This gives F the extra structure of an algebra. In this context, our map Φ can be
considered to be an operator from Λ(q) to Λ(q). In the notation of [LLT], Φ would
be the adjoint φq of the operator p
q
n which sends hα to Vα · 1. It is not clear whether
this point of view leads to more results.
Leclerc [Lec] has studied another embedding ι : Λ→ F given by
pλ 7→ B−λ|0〉.
Altering this slightly, we may define a C(q)-linear embedding ιq : Λ(q)→ F by
Υq,n(pλ) 7→ B−λ|0〉.
By Theorem 26, we see that the composition
Φ ◦ ιq : Λ(q)→ Λ(q)
is the identity. Leclerc has connected ι with the Macdonald polynomials and it is
likely that our setup can be connected with many other aspects of symmetric function
theory in this way.
Part 3. Combinatorics
3.1. Ribbon Insertion
In this section we put the ribbon Pieri formula (Theorem 29) and ribbon Cauchy
identity (Theorem 35) in the context of ribbon Robinson-Schensted-Knuth (RSK)
insertion, where both will be proven completely for the case n = 2. Note that we will
discuss everything in the special case of an empty n-core, though everything can be
generalised to the non-empty n-core case.
3.1.1. Robinson-Schensted-Knuth for usual Young tableaux. Recall that the
usual Robinson-Schensted bijection gives a bijection between permutations w ∈ Sm
and pairs of standard Young tableaux (see [EC2]):
w 7→ (P (w), Q(w)) .
The tableaux P (w) is defined recursively by the insertion algorithm. The tableaux
(T ← i) is obtained from T by placing i in the leftmost square of the first row of
T where the placement is legal (i is placed legally if it is greater than all numbers
preceding it). If this displaces an element j then the element j is placed in the
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leftmost square of T where the placement is legal. This continues until no more
bumping occurs. Then the insertion tableaux P (w) is defined as
P (w) = ((· · · ((∅ ← w1)← w2) · · · )← wn).
The recording tableaux Q(w) is defined by requiring that
sh(Q(w)|i) = sh((· · · ((∅ ← w1)← w2) · · · )← wi),
where Q(w)|i is the subtableaux of Q(w) obtained by erasing all the squares with
numbers greater than i.
This bijection generalises to a bijection between two line arrays
w =
(
i1 · · · im
j1 · · · jm
)
satisfying (a) i1 ≤ i2 ≤ · · · ≤ im and (b) if ir = ir+1 then jr ≤ jr+1. The weight of
the top row then becomes the weight of the tableaux Q(w) while the weight of the
bottom row becomes the weight of the tableaux P (w). This immediately leads to the
Cauchy identity (6) as the generating function (where a number i on the top row has
weight yi and a number j on the borrom row has weight xj) for such two line arrays
is exactly ∏
i,j
1
1− xiyj
.
To obtain the bijection w 7→ (P (w), Q(w)) one needs an important property of inser-
tion. Let
T ′ = (T ← i)
T ′′ = (T ′ ← j)
denote the the result from two successive insertions, and let γ = sh(T ′/T ) and
θ = sh(T ′′/T ) be the two new squares added to the shapes. Then γ lies to the left of
θ if and only if i ≤ j. This increasing insertion property guarantees that Q(w) will
be semistandard. In fact it is this property that is crucial to a combinatorial proof
(see [EC2, p. 341]) of the Pieri rule:
hksλ =
∑
µ
sµ.
We may interpret hk as the generating function for a k-tuple of increasing positive
integers (i1 ≤ i2 ≤ · · · ≤ ik), and sλ as the weight generating function of tableaux T
with shape λ, as usual. Then a bijection from the left hand side to the right hand
side is obtained by associating to a pair ((i1, · · · , ik), T ) the tableaux
T ′ = ((· · · ((T ← i1)← i2) · · · )← ik).
The increasing insertion property guarantees that sh(T ′)/λ is indeed a horizontal
strip.
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3.1.2. General ribbon insertion. Following [SW2], we will call a three line array
w a n-colored biword if it is of the form
w =
 c1 · · · cmi1 · · · im
j1 · · · jm

where the ci are the ‘colors’ taking values in {0, . . . , n− 1} and the ik, jk are positive
integers. We will insist each such colored biword to have a canonical ordering in such
a way that only the multiset of ordered triples {(ck, ik, jk)} matters. For example,
we could choose the lexicographic ordering so (a) ck ≤ ck+1 and (b) if ck = ck+1 then
ik ≤ ik+1 and (c) if ck = ck+1 and ik = ik+1 then jk ≤ jk+1. Giving the weight
w((ck, ik, jk)) = q
2ckyikxjk
to each triple, the weight generating function of colored biwords becomes∏
i,j
n−1∏
k=0
1
1− xiyjqk
.
Note that when n = 1 we just recover the setup of the previous subsection. We are
then led to the following observation.
Observation 46. A (ribbon RSK) bijection pi : w 7→ (Pr(w), Qr(w)) between colored
biwords and pairs of ribbon tableaux of the same shape and fixed n-core will prove the
Cauchy formula of Theorem 35 if
• The bijection pi is weight preserving. Thus the weight of the second line of w
is w(Qr(w)) and the weight of the third line of w is w(Pr(w)).
• The bijection pi sends color to spin. Thus
(7) 2(c1 + c2 + . . .+ cm) = s(Pr(w)) + s(Qr(w)).
Suppose now that the bijection pi is defined recursively via insertion of ribbons
(c, j) into a tableaux T :
Pr(w) = ((· · · ((∅ ← (c1, j1))← (c2, j2)) · · · )← (cm, jm)).
Then the tableaux T ′ = T ← (c, j) should satisfy (a) the tableaux T ′ has an extra
ribbon labelled j, (b) sh(T ′)/sh(T ) is a ribbon, and (c) s(T ′) + s(sh(T ′)/sh(T )) =
s(T ) + 2c. Here we will think of (c, j) as a ribbon labelled j with spin c. Let
T ′ = T ← (c, j)
T ′′ = T ′ ← (c′, j′).
A ribbon increasing insertion property is a property of the form
The ribbon sh(T ′)/sh(T ) lies to the left of sh(T ′′)/sh(T ′) if and only
if (c, j) ≤ (c′, j′).
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Here < should be some total order on ribbons labelled j with spin c. Fix a ribbon
tableaux T . Then we can construct a bijection between sets of ribbons {(ci, ji)} and
ribbon tableaux T ′ whose shape differs from that of T by a horizontal ribbon strip
by
T ′ = ((· · · ((T ← (c1, j1))← (c2, j2)) · · · )← (ck, jk)).
The ribbons (ci, ji) are inserted according to the order < thus ensuring the resulting
shape changes by a horizontal ribbon strip. Thus:
Observation 47. A ribbon increasing insertion property for pi leads to a combina-
torial proof of the ribbon Pieri formula (Theorem 29).
Thus the generating function H(t) of Section 2.5 can be interpreted as the gener-
ating functions of ribbons (c, j) with weight w(c, j) = q2kxj .
3.1.3. Domino insertion. The above comments become proofs for the case n = 2.
Barbasch and Vogan [BV] have defined domino insertion in connection with the prim-
itive ideals of classical lie algebras. This was put into the usual bumping description
by Garfinkle [Gar]. Recently, Shimozono and White [SW] have extended Garfin-
kle’s description to the semistandard case and connected it with mixed insertion.
They also observed that it had the crucial color-to-spin property. A straightforward
extension to the non-empty 2-core case was presented in [Lam]. We thus have:
Theorem 48. Fix a 2-core δ. There is a bijection between colored biwords w of
length m with two colors {0, 1} and pairs (Pd(w), Qd(w)) of semistandard domino
tableaux with the same shape λ ∈ Pδ and |λ| = 2m+ |δ| with the following properties:
(1) The bijection has the color-to-spin property:
tc(w) = s(Pd(w)) + s(Qd(w))
where tc(w) is the twice the sum of the colors in the top line of w.
(2) The weight of Pd(w) is the weight of the lowest line of w. The weight of
Qd(w) is the weight of the middle line of w.
In the standard case, Garfinkle’s domino insertion is determined by insisting that
horizontal dominoes bump by rows and vertical dominoes bump by columns. More
precisely, let S be a domino tableaux with no value repeated (but still semistandard),
and i some number not used in S. We will describe (S ← (0, i)) and (S ← (1, i))
which correspond to the insertion of a horizontal (color 0) and vertical domino (color
1) labelled i respectively.
Let T<i be the subtableaux of S consisting of all dominoes labelled with numbers
less than i. Then set T≤i to be T<i union a horizontal domino in the first row labelled i
or a vertical domino in the first column labelled i depending on what we are inserting.
Now for j > i we will recursively define T≤j given T≤j−1. If there is no domino labelled
j in T then T≤j = T≤j−1. Otherwise let γj denote the domino labelled j in S and set
λ = sh(T≤j−1). We distinguish four cases.
(1) If γj ∩ λ = ∅ then set T≤j = T≤j−1 ∪ γj.
(2) If γj ∩λ = γj is a horizontal domino in row k then T≤j is obtained from T≤j−1
by adding a horizontal domino labelled j to row k + 1.
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(3) If γj ∩ λ = γj is a vertical domino in column k then T≤j is obtained from
T≤j−1 by adding a vertical domino labelled j to column k + 1.
(4) If γj ∩λ = (l, m) is a single square then T≤j is obtained from T≤j−1 by adding
a domino labelled j so that the total shape of T≤j is λ ∪ (l + 1, m+ 1).
The resulting tableaux T<∞ = (S ← (c, i)).
Figure 5 gives an example of domino insertion.
3 3
4 2
3
4 1 2
3
4
Figure 5. The result of the insertion ((((∅ ← (1, 3)) ← (0, 4)) ←
(0, 2))← (1, 1)).
Shimozono and White’s semistandard extension of domino insertion leads auto-
matically to the domino Cauchy formula as observed in [Lam]. In [Lam], we have
also described two dual domino insertion algorithms which are bijections between
‘dual colored biwords’ and pairs of semistandard tableaux of conjugate shape. This
proves the dual domino Cauchy formula (n = 2 in Theorem 36 here).
It further turns out that Garfinkle’s domino insertion has the following domino
increasing insertion property. This was first shown by Shimozono and White by
connecting domino insertion with mixed insertion. [Lam] gives a different proof
using growth diagrams. This domino increasing insertion property can be described
by specifying an order < on dominoes as follows (γi denotes a domino labelled i)
(1) If γi is horizontal and γj vertical then γi > γj.
(2) If γi and γj are both horizontal then γi > γj if and only if i > j.
(3) If γi and γj are both vertical then γi > γj if and only if i < j.
Under this order, Garfinkle’s domino insertion has a ribbon increasing insertion prop-
erty, as described in Section 3.1.2:
Lemma 49. Let T be a domino tableaux without the labels i and j. Set T ′ = (T ← γi)
and T ′′ = (T ′ ← γj) for some dominoes γi and γj. Then sh(T
′/T ) lies to the left of
sh(T ′′/T ′) if and only if γi < γj.
Similarly, the dual domino insertion has a property which is dual to this. This
increasing property is retained when the bijection is extended to the semistandard
case which we shall now describe in brief (see [SW, Lam] for details). Let T be a
semistandard domino tableaux and (c, j) a domino we want to insert, where j is a
value possibly occurring in T . For each value i, all the dominoes labelled i in T can
be ordered from left to right and labelled i1, i2, . . ., where i−1 < i1 < i2 < · · · < i+1
– all ia behave like an ‘i’ when compared to any other value. Then this insertion
can be simulated by treating the new label j as being larger than or smaller than
all other values ja (present in T ) depending on whether c = 0 or c = 1. We may
then perform insertion as in the standard case. Afterwards we rename all the ia to
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i to obtain (T ← (c, j)). In particular, one may check that the increasing insertion
property is compatible with the semistandard insertion.
Immediately we obtain
Proposition 50. Semistandard domino insertion gives a combinatorial proof of the
Pieri rule (Theorem 29) for n = 2. Dual semistandard domino insertion gives a
combinatorial proof of the dual Pieri rule for n = 2.
3.1.4. Shimozono and White’s ribbon insertion. Shimozono and White [SW2]
have described a ribbon insertion algorithm for general n. This can be described in a
traditional bumping fashion or in terms of Fomin’s growth diagrams [Fom1, Fom2].
The ribbon insertion algorithm of [SW2] has the usual weight preserving properties,
but also the spin to color property (7) which an earlier ribbon-RSK algorithm of
Stanton and White [SW1] did not have. However, the algorithm stops short of being
a bijection between colored biwords and pairs of semistandard ribbon tableaux. The
algorithm is only described as a bijection pi between colored words w (not biwords)
and a pair (Pr(w), Qr(w)) where Pr(w) is a semistandard ribbon tableaux and Qr(w)
is a standard ribbon tableaux. In particular the Cauchy identity of Theorem 35
does not immediately follow. The algorithm also does not seem to possess a ribbon
increasing insertion property. However one can at least salvage the following, which
is just the first Pieri rule.
Proposition 51. Shimozono and White’s bijection pi gives a combinatorial proof that
(1 + q2 + . . .+ q2(n−1))h1Gλ(X ; q) =
∑
µ
qs(µ/λ)Gµ(X ; q)
where the sum is over all µ such that µ/λ is a n-ribbon.
Proof. As before we construct a weight preserving bijection between the two sides of
the Pieri rule by:
(T, (c, j)) 7→ T ′ = (T ← (c, j)).
The color c ranges from 0 to n−1 and h1 is just the generating function for the labels
j. 
Shimozono and White’s ribbon insertion is determined by forcing all ribbons to
bump by rows to another ribbon of the same spin (at least in the standard case). It
is possible however to insist that all ribbons of a particular spin bump by columns
instead. Unfortunately, it appears that none of these algorithms have a ribbon in-
creasing insertion property.
3.2. Murnagham-Nakayama and Pieri
In this (self-contained) section we will study the formal combinatorial relationship
between Murnagham-Nakayama and Pieri rules for ribbon tableaux.
In particular we will obtain a direct proof that the usual Murnagham-Nakayama
rule and Pieri rules are formally equivalent in a combinatorial fashion. This bypasses
the usual method of proof which goes via the Jacobi-Trudi formulae. The only
algebraic fact needed is the following lemma:
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Lemma 52. The power sum and elementary symmetric functions satisfy the follow-
ing equation
nen = p1en−1 − p2en−2 + · · ·+ (−1)
n−1pn.
Similarly, we have
mhm = pm−1h1 + pm−2h2 + · · ·+ pm
for the homogenoeous and power sum symmetric functions.
Proof. See (2.10) in [Mac]. 
Let V be a vector space over C(q) and vλ be vectors in V labelled by partitions.
Recall the definitions of X
µ/λ
k (q), Kµ/λ,k(q) and Lµ/λ,k(q) from Section 2.1. Suppose
{Pk} are commuting linear operators satisfying
Pkvλ =
∑
µ
X
µ/λ
k (q)vµ for all k
then we will say that the Murnagham-Nakayama rule holds.
Suppose {Hk} are commuting linear operators on V satisfying
Hkvλ =
∑
µ
Kµ/λ,k(q)vµ for all k,
then we will say that Pieri formula holds.
Suppose {Ek} are commuting linear operators on V satisfying
Ekvλ =
∑
µ
Lµ/λ,k(q)vµ for all k,
then we will say that dual-Pieri formula holds.
If the skew shapes µ/λ are replaced by λ/µ in the above formulae, we get adjoint
versions of these formulae which can be thought of as lowering operators. Thus if a
set of commuting linear operators
{
P⊥k
}
satisfies
P⊥k vλ =
∑
µ
X
λ/µ
k (q)vµ for all k
then we will say the lowering Murnagham-Nakayama rule holds, and similarly for{
E⊥k
}
and
{
H⊥k
}
.
Proposition 53. Fix n ≥ 1 as usual. Let {Hk} and {Pk} be commuting sets of
linear operators satisfying the relations between hk and pk in Λ. Then the ribbon
Murnagham-Nakayama rule holds for {Pk} if and only if the ribbon Pieri rule holds
for {Hk}.
Proof. Let us suppose the Murnagham-Nakayama rule holds for {Pk}. We will pro-
ceed by induction on k. Since H1 = P1 the starting condition is clear. Now suppose
the proposition has been shown up to k − 1. By Lemma 52, kHk acts on vλ in the
same way that Hk−1P1 +Hk−2P2 + · · ·+ Pk does.
The action of the latter on vλ gives some linear combination of vµ where µ/λ is
a union (S, T ) of a ribbon border strip S and a horizontal ribbon strip T (where
T is a horizontal ribbon strip of the shape µ/(λ ∪ S)). Denote by S1, . . . , Sa the
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distinguished decomposition of S into horizontal ribbon strips. Fixing µ we now
consider the set S of such ordered pairs (S, T ) where S has size between 1 and k,
while T has size from k − 1 to 0.
We now place the (S, T ) into equivalence classes P(S, T ). The equivalence relation
is given by taking the transitive closure of the relation
(8) (S, T ) ∼ (S − Sa, T ∪ Sa)
for every pair such that T ∪ Sa is a horizontal strip. This relation is ill-defined when
a = 1, that is when S is actually a single connected horizontal ribbon strip (in which
case S−S1 is empty and (S−S1, T ∪S1) does not belong to S), which we shall ignore
for the moment.
Let us consider any other equivalence class P = P(S, T ). We claim that it con-
tains a unique element (S ′, T ′) (where S ′ = {S ′1, . . . , S
′
a}) such that T
′ ∪ S ′a is not a
horizontal ribbon strip. This is due to the definition of a border ribbon strip which
ensures that the right hand side of (8) always has this property. Thus the graph of the
relations (8) is star-shaped, proving our claim. Now let C be a component of T ′ such
that C ∪ S ′a is not a horizontal ribbon strip. Then there is a unique sub-horizontal
ribbon strip C ′ of C which can be added to S ′ to form a ribbon strip. This C ′ may
be described as follows. Order the ribbons of C from left to right c1, c2, . . . , cl. Find
the smallest i such that ci touches the bottom of S
′
a and we set C
′ = {c1, c2, . . . , ci}.
We call C a critical component and C ′ the nice part of C.
Then the equivalence class P is exactly (S ′, T ′) together with the pairs (S, T ) such
that S = {S1, . . . , Sa+1} where Si = S
′
i for 1 ≤ i ≤ a, and Sa+1 is the union of
the nice parts of some (arbitrary) subset of the set critical components of T ′. It is
immediate from the construction that (S, T ) will be a valid pair in S. We observe
that the contribution of P ∑
(S,T )∈P
(−1)h(S)qs(S∪T )
to the coefficient of vµ is exactly 0, since the the tiling and hence the spin of the
contribution is fixed and the definition of height is exactly so that the signs sum up
to 0 (this corresponds to the identity (1− 1)c = 0).
It remains to consider the elements (S, T ) where S is a connected horizontal ribbon
strip such that S ∪ T is also a horizontal ribbon strip. Since S is connected we can
recover it from S ∪ T by specifying its rightmost ribbon. Thus such pairs occur
exactly k times for each horizontal ribbon strip of shape µ/λ, and hence the Pieri
rule is satisfied for the operator Hk.
The converse clearly follows from the same argument. 
Theorem 54. Let {Hi}, {Ei} and {Pi} be commuting operators on a vector space
V over C(q) satisfy the relations of hi, ei and pi in Λ. Let vλ be a set of vectors in
V indexed by partitions. Suppose that one of the Pieri, dual-Pieri and Murnagham-
Nakayama holds, then all three holds. The same is true for the lowering operators
satisfying the same relation.
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Proof. That the Murnagham-Nakayama rule and Pieri rules are equivalent is just
Proposition 53. One way to see that the Pieri rules and dual-Pieri rules are equivalent
is to argue as before and use the relation
hm − hm−1e1 + · · ·+ (−1)
mem = 0
which is easily deduced from the generating functions H(t) =
∑
m hmt
m and E(t) =∑
m emt
m. However, a short cut is to use Proposition 5. We see that both the Pieri
and dual-Pieri formulae hold in F for operators satisfying the relations of hi and
ei. But the vectors |λ〉 are linearly independent in F so this formally implies (by
linearity) that the same is true for any set of vectors vλ in a vector space V over
C(q).
The argument is identical for lowering operators. 
Note that the condition on a horizontal ribbon strip to be connected can be de-
scribed in terms of the n-quotient as follows. Let T be a ribbon tableaux with n-
quotient
{
T (0), . . . , T (n−1)
}
. Let {(di, pi)} be the set of diagonals which are nonempty
in the n-quotient of the horizontal ribbon strip R. Thus diagonal diagdi of T
(pi) con-
tains a square corresponding to some ribbon in the horizontal ribbon strip R. Then
the horizontal ribbon strip R is connected if and only if the set of integers {di} is an
interval (connected) in Z. Thus border ribbon strips may be characterised in terms
of the n-quotient.
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