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Abstract: The effects of global climate change threaten the availability of water resources worldwide
and modify their tempo-spatial pattern. Properly quantifying the possible effects of climate change on
water resources under different hydrological models is a great challenge in ungauged alpine regions.
By using remote sensing data to support established models, this study aimed to reveal the effects
of climate change using two models of hydrological processes including total water resources, peak
flows, evapotranspiration, snowmelt and snow accumulation in the ungauged Hotan River Basin
under future representative concentration pathway (RCP) scenarios. The results revealed that stream
flow was much more sensitive to temperature variation than precipitation change and increased by
0.9–10.0% according to MIKE SHE or 6.5–10.5% according to SWAT. Increased evapotranspiration
was similar for both models with a range of 7.6–31.3%. The snow-covered area shrank from 32.5%
to 11.9% between the elevations of 4200–6400 m, respectively, and snow accumulation increased
when the elevation exceeded 6400 m above sea level (asl). The results also suggested that the fully
distributed and semi-distributed structures of these two models strongly influenced the responses
to climate change. The study proposes a practical approach to assess the climate change effect in
ungauged regions.
Keywords: general circulation models; climate change; hydrologic model; snow storage; Hotan
River Basin
1. Introduction
An ever increasing amount of evidence suggests that the continual increase in greenhouse gas
emissions is affecting the global climate and altering the local precipitation and temperatures [1,2].
According to the fifth assessment report (AR5) of the Intergovernmental Panel on Climate Change
(IPCC), the global temperature increased by 0.85 ◦C during 1880–2012, and will further increase by
0.3–4.8 ◦C until 2100 [3]. This global warming is expected to produce significant effects on water
resources and freshwater ecosystems [3,4]. The effects and intensity of climate change will vary from
region to region [5].
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Arid and semi-arid regions in northwestern China are very vulnerable to the effects of climate
change because of their fragile ecosystems and scare water resources [6,7]. In recent years, arid and
semi-arid regions have received more attention related to future climate change and the effects of that
change on water resources [8–11]. The largest inland river in China, the Tarim River, flows through
the arid and semi-arid region of northwestern China. This region characteristically experiences
an extremely dry desert climate with low amounts of infrequent rainfall and strong potential
evaporation [6]. Many previous studies have indicated that this region is especially sensitive to
climate change because the main water sources in this region come from high elevation glaciers and
snowmelt [5,12–14]. Therefore, for the purposes of managing water resources and flood security, it is
essential to assess the possible changes of water resource availability and analyze the responses of
hydrological processes under future climate change scenarios.
To analyze the effects of climate change on water resources, a number of researchers have directly
input future climate data into hydrological models to acquire the related hydrological results [15,16].
However, the model outputs of General Circulation Models (GCMs), with pixel sizes of ca. 150–300 km,
are too coarse to be used in hydrological models for the analysis of local effects [17,18]. Data mismatch
problems also exist between GCMs and hydrological models with respect to spatial and temporal
scales [19,20]. Therefore, to forecast the effects of possible climate change in arid and semi-arid regions
in northwestern China, two ambitious problems should be solved: downscaling climate data and
setting up a hydrological model in the ungauged basins.
Many downscaling methods exist such as the Statistical Downscaling Model (SDSM) [21],
Automated Statistical Downscaling (ASD) [17,22], Change Factor (Delta) method [23], and Wet Day
Perturbation (WDP) method [19,24]. These can be used to downscale the projected GCM data into
stationary data for hydrological input. The most common downscaling approach might be the Delta
method. This method is based on assuming that the relative changes obtained from the GCMs are more
representative than absolute changes [25]. The Delta method has the computing advantage of being
able to cluster the entire range of GCM models into a mean level using an ensemble approach [25–27].
However, the Delta method ignores the frequency change of precipitation, which is the key factor
for flood events. By considering both changes in the frequency and intensity of precipitation in
different quantiles, precipitation projections including extreme events could be properly addressed by
an advanced quantile perturbation method (wetQPM) [25,28]. Therefore, the suitability of wetQPM in
arid regions should be examined in addition to the Delta method.
Hydrological modelling in the arid and semi-arid region of China is relatively difficult with only
sparse hydro-metrological data currently available [29]. The spatial heterogeneity of the watersheds
as well as the variable hydrological characteristics and morphology of the mountainous areas create
great challenges in accurately forecasting hydro-meteorological observations such as precipitation
and temperature [30]. In recent years, the availability of remote sensing products has provided an
opportunity for hydrological modelling to replace land-based stationary observations [31]. Several
satellite-based products can be used to measure precipitation, such as Global Satellite Mapping
of Precipitation (GSMaP) [32], Climate Hazards Group Infrared Precipitation with Station data
(CHIRPS) [33], the Tropical Rainfall Measuring Mission (TRMM) [34] and the Climate Prediction
Center’s morphing technique known as CMORPH [35]. Among these, the TRMM rainfall products
possess apparent advantages based on their long service duration and stable quality performance
from January 1998 to April 2015 [36]. TRMM data are widely used in hydrological simulations [37–40].
The Global Precipitation Measurement (GPM) mission replaced the TRMM satellite on February
2014 [41]. To overcome the difficulties of modelling setups in an ungauged watershed in the present
study, we applied corrected TRMM rainfall data in the hydrological model to close the data gap for
distributed hydrological modelling in the Hotan River Basin. This basin is one of the most important
headwater regions of the Tarim River Basin [42,43]. Two widely used hydrological models, MIKE
SHE and SWAT, were used to analyze the sensitivity of the effects of climate change to explore the
uncertainties of model reactions.
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The objective of this study is to reveal the tempo-spatial features of effects of climate change on
water resources and extremes in ungauged regions. The Delta and wetQPM downscaling methods
were adopted to provide realistic climate change data. Through the application of remote sensing
data in this study to set up the hydrological models as the direct input and references of calibration
or validation, both the SWAT and MIKE SHE models were used in the assessment of climate change
effects. In this way, the spatiotemporal redistributions of runoff, snowmelt and evapotranspiration
from the two models are used to explain the effects of the structure of the modules on the response of
water resources and to reinforce our understanding of water cycle processes.
2. Study Area and Data
2.1. Study Area
The Hotan River Basin, located in Northwest China, lies between longitude 77◦27′–81◦43′ E
and latitude 34◦52′–40◦29′ N and covers an area of 4.89 × 104 km2 (Figure 1) in the region of the
Tarim River Basin [12]. The complex landforms of the catchment of the Hotan River Basin mainly
include woodlands, grasslands, glaciers and desert. The adjacent surrounding areas include alpine
mountains with elevations varying from 1192 m to 6858 m·asl (mean 4172 m·asl). The semi-arid climate
of the study area is influenced by continental climate variation with a mean annual temperature of
12.2 ◦C and precipitation of 5.4–89.6 mm [44]. The Hotan River flows for 1127 km [45], with a mean
annual water discharge of 4.478 × 109 m3. The Hotan River mainly originates from seasonal snowfall
and other precipitation at high elevations in the mountains along with the melting of non-perennial
snow and glacial meltwater [46,47]. The water resources in the River are mainly used for agricultural
irrigation and to support the aquatic environment of the Hotan sanctuary, which is located south of
the Taklimakan Desert, the largest desert in China [48]. As a result of the harsh climatic conditions and
water scarcity in the region, the river basin is very vulnerable to climate change [44].
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Figure 1. Locations of the Hotan River Basin, Hotan (HT) and Pishan (PS) climate stations, as well
as the Tongguziluoke (TGZLK) discharge gauging station; inset maps show the locations of Xinjiang
Autonomous Region within China and the Hotan River Basin within Xinjiang.
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2.2. Data
The daily meteorological data employed in this work were derived from the China Meteorological
Data Sharing Service System [49], and included daily parameters of precipitation (Pr), average
temperature (Tas), maximum temperature (Tmax) and minimum temperature (Tmin) for Hotan (HT)
and Pishan (PS) meteorological stations (Figure 1). The Tarim Water Resources Management Bureau
and the Xinjiang Institute of Ecology and Geography of the Chinese Academy of Sciences provided
the hydrological and geographical datasets used here. In addition, we also used spatially distributed
TRMM 3B42 daily rainfall data for hydrological modelling.
Global climate models, also known as general circulation models (GCMs), provide the most
advanced datasets available for modelling future climate [25]. The outputs of GCMs that were
based on the fifth phase of the Coupled Model Intercomparison Project were used to extract future
climate projections for the study area with the climate downscaling methods. A total of 37 historical
models, as well as 21, 29, and 30 models for RCP2.6, RCP4.5, and RCP8.5, respectively, were adopted
in this study. The daily climate data also included datasets related to both historical and future
periods [50]. For historical simulation, observations for the control period (1965–2004) were extracted.
For future projections, the projected simulations under three future scenarios, RCP2.6, RCP4.5 and
RCP8.5, were used for the period 2021–2060. The three RCPs represent “low” (RCP2.6), “medium”
(RCP4.5) and “high” (RCP8.5) scenarios featured by radiative forcing of 2.6, 4.5 and 8.5 W/m2 by 2100,
respectively [51,52].
3. Methodology
3.1. Hydrological Modelling
Two spatially distributed hydrological models, SWAT [53] and MIKE SHE [54], were employed
for hydrological modelling in the Hotan River Basin. By using both of these models, the influence of
the model structure on the results related to climate change can be assessed. Both models have a large
number of effective applications for hydrological simulation [55–58], as well as for climate change
effect analysis in arid and semi-arid regions in northwestern China [23,59]. Considering the difference
in the model structure, both models were used to simulate the comprehensive hydrological processes
in the study area with their unique characteristics.
The SWAT model is a conceptual, physically based, semi-distributed model developed by
the United States Department of Agriculture, Agricultural Research Service (USDA-ARS) [52].
SWAT operates on a daily time step and is used to predict the effects of watershed management
practices and climate change on a gauged or ungauged watershed [60]. The SWAT model requires
specific information related to topography, meteorological variables (such as precipitation and
maximum/minimum temperature), soil textural and physicochemical properties and land use data [61].
This model simulates at a sub-basin level: an entire watershed/catchment is divided into sub-basins,
and sub-basins are further divided into hydrologic response units (HRUs), according to a unique
combination of homogeneous land use, soil properties and slope. More detailed descriptions of the
model are given in the SWAT theoretical documentation [62].
MIKE SHE is a deterministic, physically based, fully distributed model designed to simulate
different processes of the land phase in the hydrologic cycle [63]. The MIKE SHE model works using
five model components including overland, channel, unsaturated, and saturated flow as well as
evapotranspiration [64]. According to the spatial variation in the catchment area, MIKE SHE divides
a basin horizontally into an orthogonal grid network and uses vertical columns; every horizontal
grid square represents a unique variation in the vertical direction. This is achieved by dividing the
catchment into members of square grids [65,66].
In order to evaluate the performance of the calibrated and validated results provided by the two
models, statistical performance indices, such as goodness of fit (R2), Nash-Sutcliffe efficiency coefficient
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(NS) [67] and relative error (RE) were applied in this research. The equations of these indices are
presented using Equations (1)–(3).
R2 =
∑ni=1
(
Qsi −Qs
)(
Qai −Qa
)√
∑ni=1
(
Qsi −Qs
)2
∑ni=1
(
Qai −Qa
)2 ; 0 ≤ R2 ≤ 1, (1)
NS = 1− ∑
n
i=1(Qai −Qsi)2
∑ni=1
(
Qai −Qa
)2 ; −∞ ≤ NS ≤ 1, (2)
RE = ∑
n
i=1(Qai −Qsi)
∑ni=1 Qai
−∞ ≤ RE ≤ +∞, (3)
where, Qa and Qs are the mean value of the observed and simulated values, respectively, Qai and Qsi
are the observed and simulated values, respectively, at time step i, and n is the number of observations.
Normally, when R2 > 0.6, NS > 0.5 and RE < 25%, the modelling results of the discharge are considered
to be satisfactory, and the modelling results can be evaluated as excellent if R2 > 0.8, NS > 0.75 and
RE < 10% [59,68].
3.2. Inter-Comparison and Evaluation of the Performance of GCMs
Inter-comparison and evaluation of the performance of GCMs were carried out with respect to
their ability to reproduce monthly rainfall totals and temperature; in addition, we found that certain
filters of GCMs runs were not suitable for the current study region [25,69]. This process was based on
certain criteria, which involved comparing both the observed data and the historical GCM datasets [70].
The Taylor diagram method was used as criteria for the evaluation of GCMs and meteorological
gauging data results [69]. Taylor diagrams [71] provide a method of graphically summarizing data,
showing how closely a pattern (or a set of patterns) matches observations. The similarities between
pattern and observation are quantified in terms of their correlation coefficients (Rs), the value of
the Root Mean Square Error (E) and the amplitude of standard deviations (Std). Multiple aspects of
complex models can be evaluated using a Taylor diagram [72,73]. In recent years, Taylor diagrams have
been widely used especially for the evaluation of the performance of GCM models [74–78]. Equations
used for calculating the Rs, E, Std, and the standard deviations of the model (σf ) and the observation
(σr) are presented in Equations (4)–(8).
Rs =
1
N ∑
N
n=1
(
fn − f
)
(rn − r)
σf σr
, (4)
E = [
1
N ∑
N
n=1( fn − rn)2]
1/2
, (5)
σ2f =
1
N ∑
N
n=1
(
fn − f
)2
, (6)
σ2r =
1
N ∑
N
n=1(rn − r)2 , (7)
Std =
σf
σr
, (8)
where, fn and rn represent the model field and observation (reference) field, respectively, N is the
number of time steps, f and r are the mean values, and σf and σr are the Stds of fn and rn, respectively.
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3.3. Downscaling Methods
3.3.1. Delta Method for Downscaling Precipitation and Temperature
The Delta method is an ordinary downscaling method [79,80]. This method is based on the
assumption that the change factors obtained from the GCMs are more representative than the absolute
values, and this method can help researchers to avoid the noise contained in massive datasets [25].
The main processes of the Delta method are modifying the daily time series of climatic variables for the
future by multiplying/adding monthly or annual changes from the multi-model median. The future
daily Pr, Tas, Tmax and Tmin are expressed using Equations (9) and (10).
PFur,m,d = PObs,m,d × PSce,mPHis,m , (9)
TFur,m,d = TObs,m,d +
TSce,m
THis,m
, (10)
where PFur,m,d and PObs,m,d are the future and observed daily rainfall, TFur,m,d and TObs,m,d are
the future and observed daily average/maximum/minimum temperature in specific month m,
respectively; PSce,m and PHis,m are the monthly mean rainfall, TSce,m and THis,m are the monthly
average/maximum/minimum temperatures of the GCM outputs for the future and historical
years, respectively.
3.3.2. Advanced Quantile Perturbation Method (wetQPM) for Downscaling Precipitation
Unlike the Delta method, both rainfall intensity and changes in rainfall frequency are considered
in the advanced quantile perturbation method (wetQPM) [25,28,81]. Based on the wet day perturbation
factors for wet day frequency and intensity, the workflow of wetQPM can be summarized as shown
below for each calendar month.
(1) Selected rainfall threshold intensity was used to define a wet day, e.g., >0.01 mm/day for
this study.
(2) For each calendar month, the number of counts of wet days for both GCM simulated and observed
series was used. Afterwards, the change factor of wet day frequency was calculated.
fF(m) =
FS(m)
FH(m)
, (11)
N(m) = FO(m) ×
(
fF(m) − 1
)
, (12)
where FS(m) and FH(m) are the number of wet days for the GCM scenario and historical runs in
mth month, respectively, fF(m) is the wet day frequency change in mth month, N(m) is the number
of wet day changes. For months where N(m) > 0, the number of N(m) dry days in that month is
randomly selected and replaced by random wet day intensity from that month. When the N(m) < 0,
the absolute value of N(m) wet days is selected randomly and replaced by zero. The changed
observed time series include the wet day frequency changes in that area denoted as PNObs.
(3) According to the wet day threshold, the GCM scenario time series quantiles were ranked as sx1
≥ sx2 ≥ · · · ≥ sxi· · · sxN; GCM historical series were ranked as hx1 ≥ hx2 ≥ · · · ≥ hxi· · · hxN; the
observed quantiles were ranked as ox1 ≥ ox2 ≥ · · · ≥ oxi· · · oxN, where i is the rainfall intensity
rank; that is, i = 1 for the highest rainfall intensity and i = N for the lowest rainfall intensity. Then,
the quantile perturbation factors, Qpi, were calculated using the equation Qpi = sxi/hxi.
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(4) Based on the value of Qpi, the wet day intensity changes were applied to the new observed time
series, PNobs, using Equation (13):
PFur,d = PNObs,d ×Qpi, (13)
(5) The new climate change signals were calculated between PFur,d and PObs,d and the new climate
changes were compared with the change signals between the GCM scenario and the historical
runs calculated in step (2).
(6) Steps 2 to 5 were repeated until the generated value was small enough to be equivalent to the
difference between steps (2) and (5). The climate change signals in step (5) were used as the
future climate projections.
4. Results and Discussion
4.1. Results of Hydrological Modelling
The performance of the hydrological models forced by the TRMM rainfall data and other observed
meteorological data is shown in Table 1. Both the models simulated conditions quite well, including
the results of hydrological simulation for both the calibration (2004–2008) and validation (2009–2010)
periods. The results showed that the SWAT model generated good statistical results at a daily time
scale (R2, 0.85; NS, 0.71) for calibration and similarly for the validation period (R2, 0.87; NS, 0.76).
In addition, the MIKE SHE model provided similar results for calibration (R2, 0.82; NS, 0.66) and
validation (R2, 0.89; NS, 0.62). RE for both models was less than 20%. The simulations also captured the
peak and low flows as well at a daily time scale (Figure 2), which provided opportunities for an analysis
of the effects of climate change on extreme conditions [23]. Both model simulations showed excellent
performance with high R2 (over 0.9) and NS (over 0.8) values for the monthly time step. As can be
verified from the statistical results, the simulated results from SWAT and MIKE were accepted at both
daily and monthly time scales. This study also indirectly shows that TRMM rainfall data can used for
both models instead of the ground-based observational data.
When considering that snow cover plays very important role in the study area, the MODIS 10A2
snow cover data and MIKE SHE-modelled snow cover were also compared in our study (Figure 3).
Results from four spatial time points in different seasons in 2008 were calculated. The spatial time
points from the four seasons in a year are likely to reflect the accumulating and melting processes
very well. The following statistical analysis was adopted to evaluate the similarity of the snow cover
areas [82]:
Uc =
Amd ∩ Ars
Amd ∪ Ars , (14)
where Amd is snow cover area from the MIKE SHE-modelled result, and Ars is the snow cover area from
the MODIS 10A2 data. In this research, the Uc correlation indicators of the four time points were 0.93,
0.62, 0.77 and 0.67. The similarity between MODIS snow cover and modelled results demonstrated that
the MIKE SHE model is able to present the spatial and temporal distribution of snow cover adequately.
Table 1. Statistics used to evaluate model performance for the Tongguziluoke flow gauging station,
based on daily and monthly discharges after model calibration and validation.
Time Scale Simulation
SWAT Results MIKE SHE Results
R2 NS RE R2 NS RE
Daily Calibration 0.85 0.71 9% 0.82 0.66 −11%
Validation 0.87 0.76 3% 0.89 0.62 15%
Monthly Calibration 0.93 0.87 9% 0.93 0.86 −11%
Validation 0.92 0.84 3% 0.97 0.83 15%
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represents no‐snow areas). 
4.2. The Performance of Each GCM Run 
Figure 4 shows the precipitation and mean temperature modelling performance for each GCM 
model  simulation and Delta  results at a monthly  scale during  the period of 1965–2004. Only  the 
results from HT station were shown for the purpose of demonstration (Figure 4). Each of the blue 
points in this figure represents a single GCM run, and the red points represent the Delta results. We 
can conclude  that  the Delta  results are more  representative  than most of  the GCM  runs, and  the 
performance of  temperature was much better  than  that of precipitation  (Figure 4). Similar results 
were also provided by Fang et al. [83] in the Kaidu River Basin and Bokke et al. [84] in the Nile River 
Basin. The results demonstrate that the precipitation uncertainty is larger than temperature uncertainty 
in GCMs  [85].  For  precipitation,  most  of  the GCM  runs  still  exhibited  weak  performance  with 
correlation coefficients mainly ranging between ca. 0.2–0.8. The results after Delta downscaling was 
applied could improve the correlation performance, with a value of 0.89. For the projected monthly 
mean temperature, the GCM runs had a relatively higher correlation with observed data. Most of the 
correlations  between  GCM  runs  and  observations  were  greater  than  0.9.  After  Delta  approach 
downscaling, the correlation between the results and observations was ca. 0.99. Maximum and minimum 
temperatures have similar precision with average  temperature as well. The Delta results  for both 
precipitation  and  temperature  provided  more  reasonable  outcomes  for  climate  change  and 
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Figure 3. MODIS 10A2 snow cover comparing the IKE SHE snow cover simulation results for the
Hotan River Basin at different time periods in 2008 (the color areas represent snow, whereas white
represents no-snow areas).
4.2. The Performance of Each GCM Run
Figure 4 shows the precipitation and mean te perature odelling performance for each GCM
model simulation and Delta results at a monthly scale during the period of 1965–2004. Only the results
from HT station were shown for the purpose of demonstration (Figure 4). Each of the blue points in
this figure represents a single GCM run, and the red points represent the Delta results. We can conclude
that the Delta results are more representative than most of the GCM runs, and the performance of
temperature was much better than that of precipitation (Figure 4). Similar results were also provided
by Fang et al. [83] in the Kaidu River Basin and Bokke et al. [84] in the Nile River Basin. The results
demonstrate that the precipitation uncertainty is larger than temperature uncertainty in GCMs [85].
For precipitation, most of the GCM runs still exhibited weak performance with correlation coefficients
mainly ranging between ca. 0.2–0.8. The results after Delta downscaling was applied could improve
the correlation performance, with a value of 0.89. For the projected monthly mean temperature, the
GCM uns had a relatively higher correlation with obs ved data. Most of the correlations between
GCM runs a d observations w re great r than 0.9. Aft Delta appro ch downscaling, the correlation
between the results and observations was ca. 0.99. Maximum and minimum temperatures have similar
precision with average temperature as well. The Delta results for both precipitation and temperature
provided more reasonable outcomes for climate change and highlighted the need for a multi-model
ensemble approach if researchers are to understand regional climate change [85]. According to the
performance of the models, the GCM runs that performed poorly (correlation coefficient of less than
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of climate change. 
 
Figure 5. The comparison of the mean level of perturbation factors of monthly precipitation between 
the WDP and Delta methods under RCP8.5 emission scenario  for the period 2021–2060 relative  to 
1965–2004 at Hotan station (The red points represent the WDP result; the horizontal lines represent 
the Delta downscaling results and the small bars represent the range of all GCMs simulations). 
Figure 6 shows that the multi‐model median in perturbation factors of monthly precipitation 
intensity and frequency that were calculated by wetQPM at the HT and PS stations. When the change 
factor was  equal  to  1,  this only  indicated  that  future precipitation would have no  change when 
Figure 4. The performance of each model ( l e ts) a d elta results (red dots) for the monthly
precipitation (a) and temperature (b) during the period of 1965–2004 at Hotan station.
4.3. Precipitation and Temperature Trends
Results from the comparison between wetQPM and Delta were used to validate the wetQPM
results. The difference between these two methods was small with −2.59% bias and Std of 4.99%
(Figure 5). Similar changes in precipitation intensity were observed for the two methods with a
deceasing trend in August and increasing trends in the remaining months, which included an increase
of up to 30% in winter. The wetQPM predictions were al ays restricted between the maximum
and minimum changes calculated by the GCMs models, which also in irectly demonstrated the
reasonability of th wetQPM. The results between the two methods had few differences, and wetQPM,
which c nsidered both pr cipitation frequency and totals was more representative than the D lta
method, which accounted only for measures of total precipitation. The wetQPM results wer assumed
to have higher pr cision, and they were used and selected for future analysis of the effects of
climate change.
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Figure 6 shows that the multi-model median in perturbation factors of monthly precipitation
intensity and frequency that were calculated by wetQPM at the HT and PS stations. When the change
factor was equal to 1, this only indicated that future precipitation would have no change when
compared with the historical period [23]. The modeled results of precipitation show it will increase
overall both at HT and PS stations during the dry season from November to March, which is a relatively
higher change than in the wet season from April to October. Only in the summer months of July and
August for different scenarios did the precipitation decreased slightly by ca. −0.4% to −3.1% (Table 2),
which was the same as results previously observed for different arid and semi-arid regions of the
Kaidu River [83], Zarqa River [86] and Colorado River [87] basins. Meanwhile, heavier rainfall events
and more dry days might occur in late summer and early autumn when considering that precipitation
would have an increasing trend in intensity but decreasing in frequency. These results also agreed
with the results provided by Figure 7 that represent the observed quantiles versus simulations of the
GCM scenarios. From the three scenario results (Figure 7), a comparatively higher absolute amount
of variability in future rainfall was projected for extremes than for observations during most GCM
runs. This phenomenon illustrated that more extreme rainfall events will occur in the near future; the
results also agree quite well with the IPCC AR5 results that demonstrated an increasing trend in heavy
rainfall in the future [3]. When the three RCPs emission scenarios were compared, the RCP8.5 scenario
indicated relatively higher perturbation factors than RCP2.6 and RCP4.5, particularly at HT station.
Table 2. General Circulation Model-projected annual precipitation change (δP), temperature change
(∆Tas), maximum temperature (∆Tmax) and minimum temperature change (∆Tmin) at Hotan (HT) and
Pishan (PS) stations for the 2021–2060 period under RCP2.6, RCP4.5 and RCP8.5 compared to the
historical period (1965–2004).
Stations Parameter RCP2.6 RCP4.5 RCP8.5
HT
δP (%) −0.4–14.2 0.9–19.0 −1.2–32.7
∆Tas (◦C) 1.60–2.07 1.68–2.26 2.07–2.61
∆Tmax (◦C) 1.52–2.28 1.61–2.36 1.98–2.61
∆Tmin (◦C) 1.66–2.18 1.65–2.12 2.13–2.73
PS
δP (%) 1.4–23.1 −3.1–21.7 0.1–31.8
∆Tas (◦C) 1.66–2.09 1.71–2.22 2.00–2.58
∆Tmax (◦C) 1.57–2.28 1.61–2.44 1.96–2.71
∆Tmin (◦C) 1.64–2.16 1.63–2.13 2.08–2.77
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Figure 6. The mean level of perturbation factors of intensity (left column) and frequency (right column) of 
monthly precipitation at Hotan station for the period 2021–2060 relative to 1965–2004 under RCP2.6, 
RCP4.5, and RCP8.5 scenarios with the Wet Day Perturbation method. 
Figure 6. The mean level of perturbation factors of intensity (left column) and frequency (right column)
of monthly precipitation at Hotan station for the period 2021–2060 relative to 1965–2004 under RCP2.6,
RCP4.5, and RCP8.5 scenarios with the et Day Perturbation method.
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Figure 7. Daily rainfall intensity versus observed return period at Hotan station for the period 2021–2060 
relative  to 1965–2004;  (a),  (b), and  (c) represent RCP2.6, RCP4.5, and RCP8.5 respectively.  (Points: 
Observations; lines: future scenarios results.) 
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temperature will increase from 1.60 to 2.61 °C and 1.66 to 2.58 °C for HT and PS stations, respectively, 
under the three future climate scenarios. The results of the RCP8.5 scenario show an apparent higher 
increase than RCP2.6 and RCP4.5 with increasing temperature always higher than 2 °C. This was also 
confirmed by the conclusions drawn for the IPCC AR5 as mentioned earlier [3]. When focusing on 
the different  seasons,  the mean monthly  temperature  increase was higher  in summer and winter 
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in summer and autumn when compared with the maximum temperature (Tmax) in winter and spring, 
which  indicated warmer  nights would  occur  in  spring  and winter. However,  the  projected Tmin 
increased at a lower rate than Tmax, which demonstrates that greater warming is expected to occur 
during the daytime in summer and autumn. 
 
Figure 8. The mean level of perturbation factors of monthly temperature under RCP2.6, RCP4.5 and RCP8.5 
scenarios at Hotan (HT) and Pishan (PS) stations for the period 2021–2060 relative to 1965–2004. 
Figure 7. aily rainfall intensity versus observed return period at Hotan station for the period
2021–2060 relative to 1965–2004; (a), (b), and (c) represent RCP2.6, RCP4.5, and RCP8.5 respectively.
(Points: Observations; lines: future scenarios results.)
Delta method projections at HT and PS stations showed a significant change in monthly average
temperature was predicted to occur in the near future (Figure 8, Table 2). Projected monthly average
temperature will increase from 1.60 to 2.61 ◦C and 1.66 to 2.58 ◦C for HT and PS stations, respectively,
under the three future climate scenarios. The results of the RCP8.5 scenario show an apparent higher
increase than RCP2.6 and RCP4.5 ith increasing temperature always higher than 2 ◦C. This was
also confirmed by the conclusio s drawn for th IPCC AR5 mentioned earlier [3]. When focusing
on the different season , the mean monthly temp rature increase was higher in summer and winter
when co pared with spring and autumn. The projected minimum temperature (Tmin) increased
slightly in summer and autumn when compared with the maximum temperature (Tmax) in winter and
spring, which indicated warmer nights would occur in spring and winter. However, the projected Tmin
increased at a lower rate than Tmax, which demonstrates that greater warming is expected to occur
during the daytime in summer and autumn.
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4.4. The Combined Effects of Both Precipitation and Temperature Input Variables
The second row in Figure 9 shows the mean level of the effects on the average monthly flow at
the Tongguziluoke (TGZLK) gauging station. Clear seasonal variability was demonstrated in the flow
changes. From the MIKE SHE results, the flow changes strongly increase during spring (March to May;
17.1–25.5%). The effects based on the SWAT results were even more strongly positive, and as high
as 61.3% for March. The results of both models indicated the effects caused the snowmelt period to
become longer and occur earlier. In summer, a relatively larger increase (18.6–52.2%) was found during
June–July for the MIKE SHE model, while the SWAT model also demonstrated an increasing trend of
1.5–28.1%. In August, both the MIKE SHE and SWAT models predicted a decreasing trend with rates
of −14.5% and −9.1%, respectively. This could be the result of the dual functions of precipitation and
less snowmelt. For autumn and winter, the situation was very different. The MIKE SHE showed an
increase during September and a decreasing trend for other months of −2% to −12.4%. For SWAT
results, the flow was always predicted to increase from September to January (2.6–18.2%) and slightly
decrease (−5.7%) in February.
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When considering that the accumulation and melting of glaciers and snow are important in an 
arid alpine basin, Figure 10 establishes  the  changes  in glaciers and  snowmelt under  three  future 
scenarios. It is worth pointing out that both models calculate the ice melting by using a simplified 
degree‐day approach. In this case, the ice and snow melting processes were simulated by the same 
equation. Fortunately, the simplified approach is able to represent the snow and ice melting processes 
reasonably. MIKE  SHE modelled  over  a  longer  snowmelt period with more dispersed  temporal 
distribution than SWAT. The SWAT model applies the variation of a snowmelt factor and snow pack 
temperature that reflects the accumulated temperature of the land surface while only air temperature 
is considered  in MIKE SHE. According  to  findings provided by Liu et al. [88], this  is the possible 
reason  from  the resulting snowmelt difference  in  these  two models. An advance  in  the snowmelt 
period leads to much less snowmelt in July and August in the SWAT model, which may cripple the 
flood peak  in  summer.  For MIKE  SHE,  the  snowmelt  only decreased  slightly  in August, which 
implied  that  the  flood  peak  would  be  relatively  less  affected  by  the  earlier  snowmelt  season. 
Simultaneously, May will  change  from  a month of  snow  accumulation  to  a month of  snowmelt 
according to the snow storage change. 
Figure 9. Mean level of effect results o thly flows for climate variables (precipitation (Pr),
1st row; temperature (Tas), 3rd row; both Pr as, ) nder the thr e scenarios. T e horizontal
lines represent the effects of the rep sentative conce tra ion pathway RCP4.5 scenario, while the small
bars represent th maximum and inimum effect results of the three sc narios.
When considering that the accumulation and melting of glaciers and snow are important in an arid
alpine basin, Figure 10 establishes the changes in glaciers and snowmelt under three future scenarios.
It is worth pointing out that both models calculate the ice melting by using a simplified degree-day
approach. In this case, the ice and snow melting processes were simulated by the same equation.
Fortunately, the simplified approach is able to represent the snow and ice melting processes reasonably.
MIKE SHE modelled over a longer snowmelt period with more dispersed temporal distribution than
SWAT. The SWAT model applies the variation of snowmelt factor and snow pack temperature that
reflects the accumulated temperature of he land urface while only air temperature is con d red
in MIKE SHE. According to findings provided by Liu t al. [88], this is the possible reason from the
resulting snowmelt difference in th se two models. An advance in the snowmelt period leads to much
less snowmelt in J ly and August in the SWAT model, which may cripple t e flood peak in summer.
For MIKE SHE, the snowmelt only decreased slightly in August, which implied that the flood peak
would be relatively less affected by the earlier snowmelt season. Simultaneously, May will change
from a month of snow accumulation to a month of snowmelt according to the snow storage change.
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to stream runoff as subsurface runoff [89,90] in the SWAT model. In the MIKE SHE model, however, 
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Figure 10. The change in snow elt for eac o th for the three scenarios as well as historical
simulations for the MIKE SHE and Soil and ater ssessment Tool (SWAT) models (The green, blue,
red and purple lines represent RCP2.6, RCP4.5, RCP8.5 and simulated results, respectively).
The MIKE SHE model also provides information about the spatial distribution of the hydrological
variables. Figure 11 reveals the spatial distribution of snow storage on August 31 of the last year
in simulation as well as in each scenario. According to the MIKE SHE distributed results, most of
the middle and high mountainous areas are covered with snow, which accounts for 32.5% f the
enti researc area. In future scenarios, the snowpa k area shrinks sharply in the middle of the
mountainous area with the pr portion only occupying 11.9%, which illustrates the incre s d elevation
of the snowline and decrease i snow covered area and water storage s s ow. As supplemental
evidence, Figure 12 shows the distribution of snow-c vered are s in the different elevation ba ds.
The snowline will shift upward ca. 200 m because of disappearing of accumulated snow between
4.0–4.2 km in elevation. The accumulated snow at elevations between 4.2–6.4 km will also decline
under all three scenarios. However, when the elevation exceeds 6.4 km, the snow accumulation will
increase sustainably. The rising temperatures scarcely influence the snow storage at this elevation
considering the increased temperature barely reached the critical snowmelt temperature.
The effects on daily average discharges, as well as on daily peak and low flow extremes were
also analyzed (Figure 13). For total flow at the TGZLK station, the SWAT results simulated a larger
increase of 6.5%, 7.1% and 10.5% when compared with the MIKE SHE model (0.9%, 2.5% and 10%)
under the RCP2.6, RCP4.5 and RCP8.5 scenarios, respectively. Similar findings were also simulated for
low flow. However, the two models present a dramatic discrepancy when the peak flow results are
compared. For MIKE SHE results, the peak flow always increased and ranged from 9.1% to 13.9%,
while th simulat d peak flow decreased based on the SWAT model (−20.9% to −24.4%). Th peak
flow mainly occurs in su mer when there is a large amount o snow and ice melt. Therefore, the
differences in ice-snow melting process and snow cover distributio s affect the formation of peak flow
in both mod ls.Primarily, most of the ice-snow melt water infiltrates into the soil and ontributes to
stream runoff as subsurface runoff [89,90] in the SWAT model. In the MIKE SHE model, however, the
soil lateral flow is ignored [88]. The infiltrated soil water could flow back to the surface when the
head pressure of aquifer water is higher than at the surface [91]. Therefore, the peak flow response are
slowed in SWAT. In addition, the spatial distribution of snow pack is homogeneous at the sub-basin
scale in the SWAT model. However, each grid can reflect the actual spatial change of the snow storage
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in the fully distributed MIKE SHE model. Therefore, the MIKE SHE model is expected to provide
more representative results than the SWAT model in terms of simulating the peak flow in this study.
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The response of evapotranspiration to predicted climate change is demonstrated in Figure 14.
The two models predicted fairly similar changes in evapotranspiration. Evapotranspiration changes
were always positive for all seasons with relatively higher increases occurring in summer. The results
also showed that evapotranspiration was more sensitive to temperature when compared with
precipitation. When different emission scenarios were compared, the RCP8.5 scenario also had a
clearly higher change factor than the RCP2.6 and RCP4.5 scenarios. The increased evapotranspiration
rates for low and median scenarios ranged from 7.6–27.7% and 7.8–24.4% in the MIKE SHE and SWAT
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models, respectively. When focusing on the high scenario, the increased rates of evapotranspiration
were 9.4–31.1% and 8.9–31.3% in MIKE SHE and SWAT models, respectively.Water 2017, 9, 584    15 of 21 
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the RCP4.5 scenario, while the small bars represent the maximum and minimum effect results of the 
three scenarios. 
4.5. The Separate Effects of Precipitation and Temperature 
For  evaluating  the  sensitivity  of water  resources  to  changes  in  climatic  factors  for different 
hydrological models, the simulated effects from changes in a single climatic factor were also estimated by 
applying both hydrological models to changes in precipitation and temperature separately. For both 
models, the simulated increases in precipitation also resulted in an increase in the discharge rate (Q) 
(Figure 9, 1st row). However, for temperature, the situation was very different. The sensitivity of discharge 
to temperature was heterogeneous in different seasons considering the dependence of discharge on 
snowmelt (Figure 9, 3rd row). In general, Q was positively related to an increase in temperature in 
the SWAT model, while Q was negatively related  to  temperature  in  the MIKE SHE model on an 
annual scale (Table 3). A previous study showed that the proportion of melting glacial water and 
snow in the total discharge was approximately 66.8% [92]. Therefore, the discharge was more sensitive 
Figure 13. The mean level of effe t lt peak, low and total flows at Tongguziluoke station after
MIKE SHE and SWAT simulations under 2.6, 4.5, and RCP8.5 scenarios.
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4.5. The Separ te Effects of Precipitation and e per
For evaluating the sensitivity of t r r s r es to changes in climatic factors for different
hydrological models, the si ulated effects from changes in a single climatic factor were also estimated
by applying both hydrological models to changes in precipitation and temperature separately. For both
models, the simulated increases in precipitation also resulted in an increase in the discharge rate
(Q) (Figure 9, 1st row). However, for temperature, the situation was very different. The sensitivity
of discharge to temperature was heterogeneous in different seasons considering the dependence of
discharge on snowmelt (Figure 9, 3rd row). In general, Q was positively related to an increase in
temperature in the SWAT model, while Q was negatively related to temperature in the MIKE SHE
model on an nnual scale (Table 3). A previous st dy showed that the proportion of melting glacial
water and snow in the total discharge was approximately 66.8% [92]. Therefore, the discharge was
more sensitive to temperature when compared with precipitation; this also has been documented
in many other places [59,93,94]. In fact, for the MIKE SHE model, the ratio of δQ/δP increases from
0.8 to 1.29 with an increase of δP. This occurs because the larger δP accounts for more Q when the
temperature remained unchanged. A larger decrease in discharge was also found with a relatively
higher ∆Tas. A 1 ◦C change in temperature led to −3.64%, −3.96% and −4.52% changes in discharge
under RCP2.6, RCP4.5 and RCP8.5, respectively. H we r, for the SWAT model, the δQ/δP remained
almost consistent in different scenarios at ca. 0.73. The δQ/∆Tmax (δQ/∆Tmin) initially increased and
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then decreased with an increase in ∆Tmax (∆Tmin), which also indicates that the increased discharge
will level out and even tend to decrease with constant increases in temperature. Meanwhile, the
discharge had higher sensitivity to temperature and precipitation in the MIKE SHE when compared
with the SWAT model with a higher absolute δQ/δP and δQ/∆T.
Table 3. General Circulation Model-projected annual precipitation change (δP), temperature change
(∆Tas), maximum temperature (∆Tmax), minimum temperature change (∆Tmin) and the ratio of
discharge change relative to precipitation (δQ/δP) as well as temperature (δQ/∆Tas) for the 2021–2060
period under three representative concentration pathways, RCP2.6, RCP4.5 and RCP8.5, compared to
the historical period (1965–2004).
Model Parameter RCP2.6 RCP4.5 RCP8.5
MIKE SHE
δP (%) 7.27 7.40 11.53
∆Tas () 1.89 1.93 2.25
δQ/δP 0.80 1.00 1.29
δQ/∆Tas −3.64 −3.96 −4.52
SWAT
∆Tmax () 1.85 1.88 2.32
∆Tmin () 1.88 1.94 2.30
δQ/δP 0.73 0.73 0.73
δQ/∆Tmax 1.20 1.31 1.03
δQ/∆Tmin 1.22 1.34 1.00
5. Conclusions
The present study predicted the possible effects of climate change on water resources in the
ungauged Hotan River Basin by the application of remote sensing data and climate change data.
Two statistical downscaling (SD) methods, i.e., the WetQPM and Delta approaches, were compared
and used to extract the climate change signals for the period of 2021–2060 while using 1965–2004 as
a control. Coupled with two hydrological models, the fully distributed MIKE SHE model and the
semi-distributed SWAT model, in responses of discharge, extreme events, evapotranspiration, and
snowmelt and snow accumulation, were evaluated with the effects of changing climate. The main
conclusions are summarized as follows:
(1) Based on the statistical evaluation indices of discharge calibration as well as validation at TGZLK
station, both the MIKE SHE and SWAT models demonstrated acceptable performance in the
Hotan River Basin when driven by TRMM daily rainfall data.
(2) The precipitation is projected to experience an overall increase with rates ranging between −1.2%
to 32.7% (−3.1% to 31.8%) at HT (PS) station. The dry season is predicted to have relatively higher
increases than the wet season while a slightly decreasing trend was predicted for July (August
and September). The projected average temperature was expected to increase by 1.60–2.61 ◦C
(1.66–2.58 ◦C) at HT (PS) station. The projected Tmax increased slightly more when compared with
Tmin during summer and autumn, which represents the predicted warmer daytime temperatures.
(3) The structure of the hydrological models strongly influences the simulated effects of climate
change. MIKE SHE model was found to be more sensitive to simulated precipitation as well as
temperature than the SWAT model. Discharge will increase with an increase of precipitation in
both models. With an increase in temperature, the discharge significantly decreased in the MIKE
SHE model, while it increased in the SWAT model. However, the increase in magnitude became
smaller and even tended to decrease with a sustained increase in temperature.
(4) The snowline was predicted to increase in elevation by ca. 200 m with a loss of accumulated
snow at 4.2–6.2 km elevation. The evapotranspiration rate will increase significantly by 7.4% to
31.3%. Climate change is predicted to lead to stronger changes in peak flow than in the total and
low flow. The semi-distributed SWAT model has obvious limitations when focusing on the peak
flow response to climate change when compared with the MIKE SHE model.
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Stream flow is generally predicted to increase, while the shrinking of snow storage and a reduction
in the snowpack will sharply reduce the solid water storage (snow storage) capacity of the landscape.
This proves that a growth in water resources is unsustainable. The increasing frequency of extreme
events and a spatiotemporal redistribution of water resources will also produce great challenges
related to agricultural water allocation and management in this region. It is worth pointing out that
the accumulating and melting processes of glaciers were calculated by the degree-day approach.
Both models used the same equation to simulate the melting of snow and glaciers. Therefore, the
response of glaciers to climate change was not included in this study. Modifying model structures and
adding the special glacier module would dramatically improve the reliability of hydrological models
in catchments in the future work. Meanwhile, the effects of climate change are strongly controlled by
the hydrological model structure from the application of the MIKE SHE and SWAT models. Therefore,
the joint application of multiple hydrological models and combined results could be an effective way
to improve our understanding the effects of climate change on water resources. The application of
remote sensing data and climate change data provides a new method to that can be used to predict
the effects of climate change in remote ungauged regions, which is of great significance and is related
to creating new water resource management guidelines and planning schemes for local people and
decision makers.
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