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Abstract
This paper is concerned with the stability/instability of a class of positive spiky steady states
for a quasi-linear cross-diffusion system describing two-species competition. By detailed spectral
analysis, it is proved that the spiky steady states for the related shadow system are linearly unsta-
ble and the spiky steady states for the original cross-diffusion system are non-linearly unstable.
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0. Introduction
In order to investigate the spatial segregation under inter- and intra-population pres-
sure, Shigesada et al. [13] proposed a two-species competition model with self- and
cross-diffusion, which can be simply described by

ut = [(d1 + 11u+ 12v)u] + u(a1 − b1u− c1v), x ∈ , t > 0,
vt = [(d2 + 21u+ 22v)v] + v(a2 − b2u− c2v), x ∈ , t > 0,
u
n = vn = 0, x ∈ , t > 0,
(0.1)
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where u and v are the population densities of two competing species, aj , bj , cj , dj
(j = 1, 2) are all positive constants, the self-diffusion rates jj (j = 1, 2), and cross-
diffusion rates ij (i, j = 1, 2) are non-negative. If ij = 0 (i, j = 1, 2), (1) is reduced
to the typical Lotka–Volterra competition model, which has been extensively and deeply
studied in the past several decades.
For the initial boundary value problem of (1) with cross-diffusion terms and with
general reaction terms, by the abstract theory established in [1], it is well known
that system (1) is related with analytic semigroup and can still be considered as a
parabolic system. The existence of global solutions in time, and the existence and
stability of steady states or travelling waves has been investigated by many authors
(see [4–11,15–17] and the references therein).
Especially for the Neumann boundary value problem (1), it is well known that for
non-cross-diffusion cases (12 = 21 = 0), and  being convex, there exists no stable
non-constant steady state. While many theoretical and numerical results indicate that the
appearance of cross-diffusion terms in (1) induce some new pattern formation, which
seems interesting theoretically and biologically. In [10], for the case
n = 1, 11 = 21 = 22 = 0, and
1
4
b1
b2
+ 3
4
c1
c2
<
a1
a2
<
c1
c2
,
it was shown that when d2 small enough, d1 and 12/d1 large enough, there exist
steady states with transition layers for (1), which was proved to be stable by the SLEP
method [5].
In [6,7], the existence and non-existence of non-constant steady states of (1) with
self- and cross-diffusion terms are widely investigated. Here we only mention that in
the following two cases:
Case I:
1
2
(
b1
b2
+ c1
c2
)
<
a1
a2
<
1
4
b1
b2
+ 3
4
c1
c2
,
or
Case II:
1
4
b1
b2
+ 3
4
c1
c2
<
a1
a2
<
1
2
(
b1
b2
+ c1
c2
)
,
it was shown in [7] that as d2 > 0 is small enough, and 12/d1 and 12 large enough,
there exist positive steady states with spike layers. There are some other recent results
on the existence of non-constant steady states [9].
As for the existence and stability of steady states with spike layers, there is a
lot of recent research work on some reaction–diffusion systems related with Turing’s
pattern, such as Gierer–Meinhardt systems, Gray–Scott systems, etc. (see [2,3,12,14]
and references therein). There are mainly two kinds of methods in the recent study
of stability of spiky steady states, one is closely related with shadow system analysis
[12], the other is the NLEP method (for short) [3,14].
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In this paper, we are interested in the stability/instability of the spiky steady states for
cross-diffusion system (1) obtained in [7]. Based on the special structure of spiky steady
states obtained in [7], in this paper we shall ﬁrst investigate the linear stability/instability
of spiky steady states for shadow system, then consider the asymptotic stability/
instability of spiky steady states for non-shadow system by perturbation method. By
detailed spectral analysis, the positive spiky steady states for most of the cases (I) and
(II) are proved to be unstable.
The related existence results on spiky steady states in [7] and the main instability
results in this paper will be described in Section 1. The linear instability results for
shadow system will be proved in Sections 2 and 3, the instability results for the original
cross-diffusion system will be proved in Section 4. The proof of some preliminary
lemmas and the explicit description on some abstract assumptions in Sections 2–4 will
be left in Appendix A.
1. Formulation of the problem and the statement of main results
In this paper, we consider the following boundary-value problem:


ut = [(d1 + 12v)u]xx + u(a1 − b1u− c1v), x ∈ (0, 1), t > 0,
vt = d2vxx + v(a2 − b2u− c2v), x ∈ (0, 1), t > 0,
u
n = vn = 0, x = 0, 1, t > 0,
(1.1)
with d1, d2 > 0,12 > 0, ai, bi, ci > 0, i = 1, 2.
It was shown in [7] that for the following strong competition cases:
1
2
(
b1
b2
+ c1
c2
)
<
a1
a2
<
1
4
b1
b2
+ 3
4
c1
c2
, (1.2)
and the following weak competition cases:
1
4
b1
b2
+ 3
4
c1
c2
<
a1
a2
<
1
2
(
b1
b2
+ c1
c2
)
, (1.3)
as d2 > 0 small enough, 12/d1 and 12 large enough, there exist positive spiky steady
states (u,12(x), v,12(x)) of (1.1).
Before stating the related existence results in [7] in detail and the main instability
results of such spiky steady states, we begin with some preparation.
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For 12 > 0, let r = d112 , s =
1
12
, = (r + v)u, = v. Eq. (1.1) can be rewritten
as


s
(

r+
)
t
= xx + s
(

r+
) (
a1 − b1 r+ − c1
)
, x ∈ (0, 1), t > 0,
t = d2xx + 
(
a2 − b2 r+ − c2
)
, x ∈ (0, 1), t > 0,

x =

x = 0, x = 0, 1, t > 0.
(1.4)
First, we consider the limiting problem of (1.1) as 12 → +∞ and 12/d1 → +∞
(i.e. s → 0+, r → 0+ in (1.4)).
If we assume that all quantities in the ﬁrst equation of (1.4) remain bounded as
s → 0+, r → 0+, then
xx → 0, for x ∈ (0, 1), as s → 0+, r → 0+,
so that
(x, t)→ (t), for x ∈ (0, 1), as s → 0+, r → 0+,
because of the boundary condition.
Hence we have the following shadow system of (1.4):


∫ 1
0
(
(t)
(x,t)
)
t
dx = (t) ∫ 10 1(x,t)
×
(
a1 − b1 (t)(x,t)
)
dx − c1(t), t > 0,
t (x, t) = d2xx(x, t)+ (x, t)
×
(
a2 − b2 (t)(x,t) − c2(x, t)
)
, x ∈ (0, 1), t > 0,
x(x, t) = 0, x = 0, 1, t > 0.
(1.5)
Obviously the positive steady states of shadow system (1.5) denoted by (0d2 ,0d2(x))
satisfy
0d2 = const. > 0,
and


∫ 1
0
1
0d2 (x)
(
a1 − b1 
0
d2
0d2 (x)
)
dx − c1 = 0,
d2(0d2)xx(x)+0d2(x)
(
a2 − c20d2(x))− b20d2
)
= 0, x ∈ (0, 1),
(0d2)x(x) = 0, x = 0, 1.
(1.6)
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In [7], the existence of positive non-constant steady states for shadow system (1.6)
was obtained, which can be stated as follows.
Lemma 1.1. Assume (1.2) or (1.3) hold. There exists a small d > 0 such that for each
0 < d2 < d, (1.6) has a positive non-constant solution (0d2 ,0d2(x)) satisfying
{
0d2 → u∗v∗,
0d2(x)− v∗ + c0()W
(
x
	
)→ 0, x ∈ (0, 1), as d2 → 0, (1.7)
where 	2 = d2
c2c0()
, c0()→ v∗ − b2u∗c2 > 0 as d2 → 0, (u∗, v∗) is the positive constant
steady state of (1.1) and W(z) is the unique positive solution satisfying


W ′′(z)−W(z)+W 2(z) = 0, z ∈ (0,∞),
W ′(0) = 0, W(+∞) = 0,
W(z) > 0, z ∈ (0,∞).
(1.8)
In fact (0d2 ,
0
d2(x)) has the following construction (see [7, Lemma 5.12]):


0d2 = u∗v∗ + (d2),
0d2(x) = v∗ − w1()− c0()	
(
x
	
)
,
c0() = v∗ − b2u∗c2 − 2w1(),
(1.9)
where (d2), w1() and c0() are continuous functions satisfying
(d2)→ 0, w1()→ 0, c0()→ c0 = v∗ − b2u
∗
c2
, as d2 → 0+, (1.10)
and 	(z) satisﬁes
{
′′	 (z)−	(z)+ (	(z))2 = 0, z ∈
(
0, 1	
)
,
′	(0) = ′	(1/	) = 0. (1.11)
As in [12], it can be shown that
|	(z)−W(z)|Ce−1/	, for 0z1/	, (1.12)
and
1
C
e−z	(z)Ce−z, for 0z1/	. (1.13)
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From the proof of Lemma 4.12 in [7], we see that for d2 > 0 small enough, 	 > 0 is
a smooth one-to-one function of d2 and 	 tends to zero as d2 → 0.
For the original system (1.1) with 12, 12/d1 large enough, by the Implicit Function
Theorem the existence of positive non-constant steady states was obtained in [7].
We state the related existence results in [7] as follows:
Theorem 1.1 (Lou and Ni [7, Theorem 5.11]). Suppose (1.2) or (1.3) holds. There ex-
ists a small d0 > 0 such that for d2 ∈ (0, d0), we can ﬁnd a large ¯, such that if

= 12
d1
> ¯ and 12 > ¯, (1.1) has a non-constant positive steady-state solution
(u,12(x), v,12(x)) with (u,12(x), v,12(x)) →
(
0d2
0d2 (x)
,0d2(x)
)
as  → ∞ and
12 →∞.
In this paper, we shall prove that positive spiky steady states obtained in Theorem
1.1 are unstable. Obviously it is equivalent to consider the instability of the related
positive steady states of (1.4).
For convenience of later proof in this paper, here we restate Theorem 1.1 as the
following existence results on the positive steady states of (1.4).
Theorem 1.1∗. Suppose (1.2) or (1.3) holds. There exists a small d > 0 such that for
every ﬁxed d2 ∈ (0, d), we can ﬁnd a small 
d2 > 0, such that for any 0 < s < 
d2 ,
0 < r < 
d2 , (1.4) has a non-constant positive steady state (s,rd2 (x),
s,r
d2
(x)) with
{
s,rd2 (x)→ 0d2 ,
s,rd2 (x)→ 0d2(x),
as s, r → 0. (1.14)
Now we state the main results in this paper.
Theorem 1 (Main Instability Theorem for Shadow System (1.5)).
(i) Assume (1.3) holds or
(ii) assume (1.2) holds, and (a1/a2, b1/b2, c1/c2) is not located on a speciﬁed curve
 deﬁned in Proposition A.5 in Appendix A.
Then there exists small d0 > 0, such that for any 0 < d2 < d0, the positive non-
constant steady states (0d2 ,
0
d2(x)) of the shadow system (1.5) are linearly unstable
in R ×H 2(0, 1).
Theorem 2 (Main Instability Theorem for system (1.1)).
(i) Assume (1.3) holds and (a1/a2, b1/b2, c1/c2) is not located on a speciﬁed surface
S2 (deﬁned in Proposition A.3 in Appendix A) or
(ii) assume (1.2) holds and (a1/a2, b1/b2, c1/c2) is not located on a speciﬁed curve
 (deﬁned in Proposition A.5 in Appendix A).
Then there exists small d0 > 0, such that for each ﬁxed 0 < d2 < d0, there exist large
D1 > 0, D2 > 0, such that for any  = 12d1 > D1 and 12 > D2, the non-constant
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positive steady states (u,12(x), v,12(x)) with spike layers (obtained in Theorem 1.1)
are unstable in H 2(0, 1)×H 2(0, 1).
The proof of Theorem 1 will be given in Sections 2 and 3. Proof of Theorem 2 will be
given in Section 4. In the following sections, for convenience we denote (0d2 ,
0
d2(x))
by (0	 ,0	 (x)).
2. The eigenvalue problem and the characteristic equation for shadow system
The linearized system of (1.5) around (0	 ,0	 (x)) is as follows:


t (t)
∫ 1
0 a
0,	
11 (x) dx +
∫ 1
0 a
0,	
12 (x)t (x, t) dx
= (t) ∫ 10 b0,	11 (x) dx + ∫ 10 b0,	12 (x)(x, t) dx, x ∈ (0, 1), t > 0,
t (x, t) = d2xx(x, t)+ b0,	21 (x)(t)+ b0,	22 (x)(x, t), x ∈ (0, 1), t > 0,
x(x, t) = 0, x = 0, 1, t > 0,
(2.1)
with
a
0,	
11 (x) = 10	 (x) , a
0,	
12 (x) = − 
0
	
(0	 (x))2
,
b
0,	
11 (x) = 10	 (x)
(
a1 − 2b1 
0
	
0	 (x)
)
− c1 = −b1 
0
	
(0	 (x))2
,
b
0,	
12 (x) = − 
0
	
(0	 (x))2
(
a1 − 2b1 
0
	
0	 (x)
)
,
b
0,	
21 (x) = −b2, b0,	22 (x) = a2 − 2c20	 (x).
The corresponding eigenvalue problem of (2.1) is



∫ 1
0 a
0,	
11 (x) dx + 
∫ 1
0 a
0,	
12 (x)(x) dx
=  ∫ 10 b0,	11 (x) dx + ∫ 10 b0,	12 (x)(x) dx,
(x) = d2′′(x)+ b0,	21 (x)+ b0,	22 (x)(x), x ∈ (0, 1),
′(x) = 0, x = 0, 1,
 = const.
(2.2)
Deﬁne the operator L	 : D(L	)→ L2(0, 1) by
L	 = d2 
2
x2
+ b0,	22 (x) = c2c0()
(
	2
2
x2
− 1+ 2∗d2(x)
)
, (2.3)
with domain D(L	) = { ∈ H 2(0, 1)|′(0) = 0,′(1) = 0}.
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The eigenvalue problem (2.2) can be written as
{

∫ 1
0 (a
0,	
11 (x)− b0,	11 (x)) dx +
∫ 1
0 (a
0,	
12 (x)− b0,	12 (x))(x)dx = 0,
(L	 − I ) = b2. (2.4)
Let z = x	 and deﬁne operators Lˆ0	 : D(Lˆ0	 ) → L2(0, 1/	), and Lˆ	 : D(Lˆ	) →
L2(0, 1/	) by
Lˆ0	 =
d2
dz2
− 1+ 2	(z), Lˆ	 = c2c0()Lˆ0	 (2.5)
with D(Lˆ	) = D(Lˆ0	 ) = { ∈ H 2(0, 1/	)|′(0) = 0,′(1/	) = 0}, and operators
Lˆ00 : D(Lˆ00)→ L2(0,+∞), and Lˆ0 : D(Lˆ0)→ L2(0,+∞) by
Lˆ00 =
2
z2
− 1+ 2W(z), Lˆ0 = c2c0Lˆ00, (2.6)
with D(Lˆ0) = D(Lˆ00) = { ∈ H 2(0,+∞)| ′(0) = 0}.
Let L : D(L) → X be a linear operator whose domain D(L) lies in the complex
Banach space X, and I the identity operator on X. As follows, we always denote the
spectrum of L by (L). Thus (I −L) has a bounded inverse (I −L)−1 iff  /∈ (L).
Proposition 2.1. (i) There exist small 	0 > 0 and 
0 > 0 such that for any 0 < 	 < 	0,
(L	) ((Lˆ	) resp.) consists only of the simple eigenvalues {lj,	}∞j=0 satisfying
l0,	 > 2C0 > 0 > −2C0 > l1,	 > l2,	 > · · · > lj,	 ↓ −∞, as j →+∞. (2.7)
Moreover, the eigenfunction j,	(x) of L	 (ˆj,	(z) of Lˆ	, resp.) w.r.t. lj,	 can be
normalized as
∥∥j,	∥∥L2(0,1) = 1 (
∥∥∥ˆj,	∥∥∥
L2(0,1/	)
= 1 resp.)
so that {j,	(x)}∞0 ({ˆj,	(z)}∞0 resp.) forms a complete orthonormal basis for L2(0, 1),
(L2(0, 1/	) resp.) and
0,	(x) > 0, x ∈ [0, 1] (ˆ0,	(z) > 0 z ∈ [0, 1/	]). (2.8)
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(ii) Denote the ﬁrst eigenvalue of L00 by l00 , then l00 is simple and l00 > 0 with an
eigenfunction W0(z) satisfying
0 < W0(z) < Ce−z, z ∈ [0,+∞) and ‖W0‖L2(R+) = 1. (2.9)
Proof. The proof of (ii) is standard (see also (2.14)).
Denote the eigenvalues of Lˆ0	 by {l0j,	}∞0 . Obviously
lj,	 = c2c0()l0j,	, (2.10)
and ˆj,	(z) is also an eigenfunction of Lˆ0	 w.r.t. l0j,	.
As proved in [12, Lemma 2.1], we have
l00,	 > 

∗
0 > 0 > −
∗0 > l01,	 > l02,	 > · · · > l0j,	 ↓ −∞.
ˆ0,	(z) > 0 and l00,	 → l00 , ˆ0,	(z)→ W0(z), for z ∈ [0,+∞), as 	 ↓ 0. (2.11)
These imply that (2.7) and (2.8) hold. The other assertions of (i) are standard. Here
we omit the detail of the proof. 
In fact, we can choose
ˆj,	(z) =
√
	j,	(	z). (2.12)
By detailed computation, we ﬁnd that
W(z) = 3
2
sech2
( z
2
)
, z ∈ (0,+∞) (2.13)
is the unique positive solution of (1.8), and l00 = 54 is the ﬁrst eigenvalue of L00 with
an eigenfunction
W0(z) = k∗0 sech3
( z
2
)
, satisfying ‖W0‖L2(R+) = 1 and k∗0 > 0. (2.14)
Further by (1.10), we have
l0
= c2c0l00 =
5
4
(c2v
∗ − b2u∗) = 54
a2(B + C − 2A)
B − C . (2.15)
It is easy to check that assumptions (1.2) and (1.3) assure
l0 > 0, and v∗ − c0W(z)v+ > 0, z ∈ [0,∞). (2.16)
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Lemma 2.1. (i) For 	 > 0 small, the ﬁrst eigenvalue l0,	 of L	 is an eigenvalue of the
shadow system (2.4) if and only if
∫ 1
0
(l0,	a
0,	
12 (x)− b0,	12 (x))0,	(x) dx = 0. (2.17)
(ii) Especially if
k0
=
∫ +∞
0
(l0aˆ
0,0
12 (z)− bˆ0,012 (z))W0(z) dz = 0. (2.18)
Then there exists 	0 > 0 such that for any 	 ∈ (0, 	0), l0,	 is not an eigenvalue of (2.4).
Here
aˆ
0,0
12 (z) = −
u∗v∗
(v∗ − c0W(z))2 ,
bˆ
0,0
12 (z) =
−u∗v∗
(v∗ − c0W(z))2
(
a1 − 2b1 u
∗v∗
v∗ − c0W(z)
)
.
Proof. (i) Assume l0,	 be an eigenvalue of (2.4) for some small 	 > 0 with an eigen-
function denoted by (	,	(x)) satisfying |	| +
∥∥	∥∥L2(0,1) = 1. Then (2.4) becomes
	
∫ 1
0
(l0,	a
0,	
11 (x)− b0,	11 (x)) dx +
∫ 1
0
(l0,	a
0,	
12 (x)− b0,	12 (x))	(x) dx = 0, (2.19)
and
(L	 − l0,	I )	(x) = b2	. (2.20)
Multiplying (2.20) by 0,	 and integrating it over (0, 1), by (2.8) we have
	 = 0. (2.21)
Eqs. (2.20) and (2.21) further imply
	(x) = ±0,	. (2.22)
Substituting (2.21) and (2.22) into (2.19), we have (2.17).
On the other hand, if (2.17) holds, then it is easy to check that l0,	 is an eigenvalue
of (2.4) with an eigenfunction (0,0,	(x)).
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(ii) By contradiction, assume there exists a sequence {	j }, 	j → 0+, such that l0,	j
is an eigenvalue of (2.4) for 	 = 	j with an eigenfunction denoted by (	j ,	j (x))
satisfying |	j | +
∥∥∥	j
∥∥∥
L2(0,1)
= 1.
Thus (2.17) holds, which is equivalent to
∫ 1/	j
0
(
l0,	j a
0,	j
12 (	j z)− b
0,	j
12 (	j z)
)
ˆ0,	j (z) dz = 0. (2.23)
By (1.13), (2.11), (2.13), (2.14), (2.16), we have
|W(z)|, |W0(z)|Ce−z, z ∈ (0,∞), (2.24)
|	(z)|, |ˆ0,	(z)|Ce−z, z ∈ (0, 1/	], (2.25)
with C independent of 	, and
ˆ0,	(z)→ W0(z), 	(z)→ W(z), a0,	12 (	z)→ aˆ0,012 (z), b0,	12 (	z)→ bˆ0,012 (z),
as 	 ↓ 0, locally uniformly for z ∈ [0,+∞). (2.26)
Let 	j ↓ 0, (2.23)–(2.26) imply
∫ +∞
0
(
l0aˆ
0,0
12 (z)− bˆ0,012 (z)
)
W0(z) dz = 0,
which contradicts (2.18). This completes the proof of Lemma 2.1. 
The detailed description for (2.18) will be given in Appendix A.
For later use in subsection 3.2, we need the following more detailed estimates on
|l0,	 − l0| as 	 > 0 small, which holds under condition (1.2) or (1.3).
Proposition 2.2. If (1.2) or (1.3) holds, then there exist constants C∗ > 0 and small
	0 > 0, such that
|c0()− c0|C∗	, |l0,	 − l0|C∗	, for 0 < 	 < 	0,
with C∗ independent of 	.
The proof of Proposition 2.2 will be given in Appendix A.
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Lemma 2.2. For 	 > 0 small and  = lj,	 (j = 0, 1, 2 . . .),  is an eigenvalue of
shadow system (2.2) if and only if it satisﬁes the following characteristic equation:
∫ 1
0
(a0,	11 (x)− b0,	11 (x)) dx + b2
∫ 1
0
(a0,	12 (x)− b0,	12 (x))(L	 − I )−1[1] dx = 0. (2.27)
Proof. Assume  = lj,	, j = 0, 1, . . . , and  is an eigenvalue of (2.2) with eigenfunc-
tion (,(x)), then by (2.4) we have
 = b2(L	 − I )−1[1], (2.28)
which also implies
 = 0. (2.29)
Substituting (2.28) into the ﬁrst equation of (2.4), then by (2.29) we have (2.27).
If (2.27) holds, it is easy to verify that  is an eigenvalue of (2.2) with an eigen-
function  = 1, = b2(L	 − I )−1[1]. This completes the proof of Lemma 2.2. 
For  = lj,	 (j = 0, 1, 2, . . .) deﬁne the characteristic function 0(, 	) by
0(, 	)
=
∫ 1
0
(a0,	11 (x)− b0,	11 (x)) dx + b2
∫ 1
0
(a0,	12 (x)− b0,	12 (x))(L	 − I )−1[1] dx
=
∫ 1
0
1
0	 (x)
(
− a1 + 2b1 
0
	
0	 (x)
+ c10	 (x)
)
dx
− b20	
∫ 1
0
1(
0	 (x)
)2
(
− a1 + 2b1 
0
	
0	 (x)
)
(L	 − I )−1[1] dx. (2.30)
To prove the linear instability of steady states (0	 ,0	 (x)) for shadow system (1.5),
it sufﬁces to consider the existence of eigenvalues with positive real part for shadow
system (2.2). Obviously, if l0,	 is an eigenvalue of (2.2), then the positivity of l0,	
implies the linear instability of steady states. It remains to consider the case when l0,	
is not an eigenvalue of shadow system (2.2). By (2.7) and Lemma 2.2, it is equivalent
to consider the existence of solutions with positive real part for algebraic characteristic
equation
0(, 	) = 0.
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Deﬁne A = a1
a2
, B = b1
b2
, C = c1
c2
, then
(
u∗
v∗
)
=
(
a2
b2(B−C) (A− C)
a2
c2(B−C) (B − A)
)
. (2.31)
Let f (u, v) = u(a1 − b1u− c1v), g(u, v) = v(a2 − b2u− c2v), and
A∗ = (f, g)
(u, v)
∣∣∣∣
(u,v)=(u∗,v∗)
=
[
a1 − 2b1u∗ − c1v∗ −c1u∗
−b2v∗ a2 − b2u∗ − 2c2v∗
]
. (2.32)
Deﬁne
∗() = det (I − A∗). (2.33)
Then ∗() = 0 has two solutions
± = −(b1u
∗ + c2v∗)±
√
(b1u∗ + c2v∗)2 + 4(c1b2 − c2b1)u∗v∗
2
. (2.34)
It is easy to check that
+ > 0, − < 0, for strong competition case B < A < C, (2.35)
and
+ < 0, − < 0, for weak competition case B > A > C. (2.36)
Now we state the main results on the eigenvalues of shadow system (2.2).
Theorem 2.1. (i) Assume (1.2) holds. If + = l0, or + = l0 and k0 = 0, then there
exist two eigenvalues with positive real part for shadow system (2.2) as d2 > 0 small
enough.
(ii) Assume (1.3) holds, then there exists one eigenvalue with positive real part for
shadow system (2.2) as d2 > 0 small enough.
The proof of Theorem 2.1 will be given in Section 3.
The detailed description for assumption (i) in Theorem 2.1 will be given in Appendix
A, which with Theorem 2.1 implies Theorem 1.
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3. The instability of steady states for shadow system. Proof of Theorem 2.1
In this section, by Proposition 2.1, we always select constants C0 > 0, small 
 > 0
and small 	0 > 0 such that
{

 < min{C0, 14 c2c0()}, |l0,	 − l0| 
2 , inf{Re{(Lˆ0)\{l0}}} − C0,|lj,	 − l0|2C0, j = 1, 2, . . . , for 0 < 	 < 	0. (3.1)
For small 	 > 0 and  ∈ (L	), obviously (L	 − I )−1 and (Lˆ	 − I )−1 exist, and it
is easy to verify that
(L	 − I )−1[1] = −1
c2c0()+  +
2c2c0()
c2c0()+  (L	 − I )
−1∗d2(x),
or equivalently
(Lˆ	 − I )−1[1] = −1
c2c0()+  +
2c2c0()
c2c0()+  (Lˆ	 − I )
−1	(z). (3.2)
Note that by (1.9) and (1.10), we have
1
0	 (	z)
= 1
v∗ − (v∗ − b2u∗/c2)W(z) +O1(	) =
1
v∗
+W(z)+O1(	), (3.3)
with
W(z) =
(
1− b2u∗
c2v∗
)
W(z)
v∗
[
1−
(
1− b2u∗
c2v∗
)
W(z)
] , (3.4)
and
0d2 = u∗v∗ +O2(	), (3.5)
with |Oi(	)|C	, i = 1, 2, and C is independent of 	, for 0 < 		0.
Substituting (3.2), (3.3) and (3.5) into (2.30), we have
0(, 	) = 	
∫ 1/	
0
[(
1
v∗
+W(z)
)(
− a1 + 2b1u∗v∗
(
1
v∗
+W(z)
))
+ c1
]
dz
+ b2u
∗v∗	
+ c2c0()
∫ 1/	
0
(
1
v∗
+W(z)
)2 [
− a1 + 2b1u∗v∗
(
1
v∗
+W(z)
)]
dz
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+ 2b2c2c0()
+ c2c0 	
∫ 1/	
0
(a0,	12 (	z)− b0,	12 (	z))(Lˆ	 − I )−1	(z) dz+O1(, 	)
= 1
v∗
(− a1 + 2b1u∗)+ c1 + b2u
∗(− a1 + 2b1u∗)
(+ c2c0)v∗
+ 	
∫ 1/	
0
[
− a1 + 2b1u∗v∗
(
2
v∗
+W(z)
)]
W(z) dz
+ b2u
∗v∗	
+ c2c0
∫ 1/	
0
{
(− a1)
[(
1
v∗
+W(z)
)2
− 1
(v∗)2
]
+ 2b1u∗v∗
[(
1
v∗
+W(z)
)3
− 1
(v∗)3
]}
dz
+ 2b2c2c0()
+ c2c0() 	
∫ 1/	
0
(a0,	12 (	z)− b0,	12 (	z))(Lˆ	 − I )−1	(z) dz+O1(, 	)
= 00()+ 	
∫ 1/	
0
2∑
i=1
Fi(z, ) dz+ 	
∫ 1/	
0
F3(z, , 	) dz+O1(, 	), (3.6)
with
|O1(, 	)|C1(K)	, for ||K, (3.7)
C1(K) independent of 	, for 0 < 	 < 	0, and
00() =
1
v∗
[
− a1 + 2b1u∗ + c1v∗ + b2u
∗
+ c2c0 (− a1 + 2b1u
∗)
]
. (3.8)
Note that (2.24)–(2.26) and (3.6) imply
∣∣∣∣
∫ 1/	
0
Fi(z, ) dz
∣∣∣∣→
∣∣∣∣
∫ +∞
0
Fi(z, ) dz
∣∣∣∣ < +∞, i = 1, 2, as 	 ↓ 0, (3.9)
uniformly for bounded .
In the following two subsections, we shall consider the existence of solutions with
positive real part for (3.6) for several cases.
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3.1. The existence of eigenvalues for shadow system outside the neighborhood of l0
In this subsection, we always assume (3.1) holds and assume  ∈ C satisﬁes
Re  − 
 and |− l0| > 
. (3.10)
Obviously, (2.7), (3.1), and (3.10) imply
dist(,(L	))


2
and Re
√
1+ /c2c0()
√
3
2
, for 0 < 	 < 	0. (3.11)
Eq. (3.11) further implies
∥∥∥(L	 − I )−1∥∥∥
L2(0,1)→L2(0,1)
 1
dist(,(L	))
 2


.
Thus we obtain the following Proposition 3.1.
Proposition 3.1. Assume (3.1) and (3.10) hold. Then (L	−I )−1 and (Lˆ	−I )−1 are
uniformly bounded for 0 < 	 < 	0, and satisﬁes
∥∥∥(L	 − I )−1∥∥∥
L2(0,1)→L2(0,1)
,
∥∥∥(Lˆ	 − I )−1∥∥∥
L2(0,1/	)→L2(0,1/	)
 2


. (3.12)
Proposition 3.2. Let (3.1) and (3.10) hold. For 0 < 	 < 	0, let 	(z) ∈ L2(0, 1/	),
and 0(z) ∈ L2(R+) be any functions satisfying
{ |	(z)|C1e−0z, for z ∈ [0, 1/	],
|0(z)|C1e−0z, for z ∈ [0,+∞), (3.13)
with C1 > 0 and 0 > 0 independent of 	 > 0, for 0 < 		0, and
	(z)→ 0(z), as 	 ↓ 0, locally uniformly in [0,+∞). (3.14)
Then
|(Lˆ	 − I )−1	(z)|C2e−1z, for z ∈ [0, 1/	], (3.15)
and
(Lˆ	 − I )−1	(z)→ (z) = (Lˆ0 − I )−10(z), as 	 ↓ 0,
locally uniformly in [0,+∞), (3.16)
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with (z) satisfying
|(z)|C2e−1z, for z ∈ (0,+∞), (3.17)
where 1 = min{1/2,0/2}, and C2 > 0 is independent of  and 	.
The proof will be given in Appendix A.
By Proposition 3.2, and (2.24)–(2.26), we see that (Lˆ	 − I )−1	(z) satisﬁes
|(Lˆ	 − I )−1	(z)|Ce−z/2, for z ∈ [0, 1/	], (3.18)
and
(Lˆ	 − I )−1	(z)→ W(z) = (Lˆ0 − I )−1W(z), as 	 ↓ 0, locally uniformly
in [0,+∞), (3.19)
and
|W(z)|Ce−z/2, for z ∈ [0,+∞), (3.20)
with C independent of  and 	.
Eqs. (2.26), (3.6) and (3.18)–(3.20) further imply
∣∣∣∣
∫ 1/	
0
F3(z, , 	) dz
∣∣∣∣ →
∣∣∣∣ 2b2c2c0+ c2c0
∫ +∞
0
(aˆ0,012 (z)− bˆ0,012 (z))W(z) dz
∣∣∣∣
 C < +∞, as 	 ↓ 0. (3.21)
By (3.6)–(3.9) and (3.21), we have proved the following results.
Lemma 3.1. Assume (3.1) and (3.10) hold. Then
0(, 	) = 00()+O2(, 	), (3.22)
with
|O2(, 	)|C2(K, 
)	, for ||K, (3.23)
and C2(K, 
) independent of 	, for 0 < 	 < 	0.
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Note that by (3.8), (1.10), and (2.31)–(2.33), we have
00() =
1
v∗(+ c2c0) ∗() =
1
v∗(+ c2c0) (− +)(− −). (3.24)
Further by Lemma 2.2, (2.35) and (3.22)–(3.24), we have
Corollary 3.1. Assume (1.3) holds. Then for each ﬁxed 
 > 0, and sufﬁciently small
d2 > 0, shadow system (2.2) has no eigenvalue with non-negative real part outside the

-neighborhood of l0.
As follows, we shall further assume
+ > 0 and + = l0. (3.25)
Lemma 3.2. Assume (3.1) and (3.25) hold. Then
lim
	↓0 0(+, 	) = 0, (3.26)
and
lim
	↓0


0(, 	)
∣∣∣∣
=+
= 0. (3.27)
The proof of Lemma 3.2 is left at the end of this subsection.
For cases (3.25), it follows from Lemmas 3.1–3.2 and the Implicit Function Theorem
that there exists small 	0 > 0, such that for each ﬁxed 0 < 	 < 	0, there exists a unique
+(	) satisfying
0(+(	), 	) = 0, Re +(	) > 0, for 0 < 	 < 	0, (3.28)
and
+(	)→ +, as 	 ↓ 0. (3.29)
Thus Lemma 2.2, (2.35) and (3.28)–(3.29) imply the following main results of this
subsection.
Theorem 3.1. Assume (1.2) holds and + = l0. Then there exist small 
 > 0 and
	0 > 0, such that for any 0 < 		0, (2.4) has exactly one eigenvalue +(	) with
positive real part outside the 
-neighborhood of l0.
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Proof of Lemma 3.2. For case (3.25), there exist 
 > 0 and 	0 > 0 small enough,
such that (3.1) and |+ − l0| > 
 hold. Then (3.22)–(3.24) imply (3.26) holds.
Let  satisfy (3.10). By (3.6) note that


0(, 	) =
d
d
00()+ 	
∫ 1/	
0
2∑
i=1


Fi(z, ) dz
+ 	
∫ 1/	
0


F3(z, , 	) dz+  O1(, 	). (3.30)
It is easy to check that
∣∣∣∣  O1(, 	)
∣∣∣∣ C(K)	, for ||K, (3.31)
∣∣∣∣
∫ 1/	
0


Fi(z, ) dz
∣∣∣∣→
∣∣∣∣
∫ +∞
0


Fi(z, ) dz
∣∣∣∣ < +∞, as 	 ↓ 0, i = 1, 2, (3.32)
holds uniformly for compact set of  satisfying (3.10), and
∫ 1/	
0


F3(z, , 	) dz
=
∫ 1/	
0
F3,1(z, , 	) dz+
∫ 1/	
0
F3,2(z, , 	) dz
= − 2b2c2c0()
(+ c2c0())2
∫ 1/	
0
[c2c0()a0,	12 (	z)+ b0,	12 (	z)](Lˆ	 − I )−1	(z) dz
+ 2b2c2c0()
(+ c2c0()
∫ 1/	
0
(
a0,	12 (	z)− b0,	12 (	z)
)
× 

[
(Lˆ	 − I )−1	(z)
]
dz. (3.33)
By (2.26) and (3.18)–(3.20), we have
∣∣∣∣
∫ 1/	
0
F3,1(z, , 	) dz
∣∣∣∣ →
∣∣∣∣ 2b2c2c0(+ c2c0)2
∫ +∞
0
[c2c0aˆ0,012 (z)+ bˆ0,012 (z)]W(z) dz
∣∣∣∣
 C < +∞, as 	 ↓ 0. (3.34)
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Let 	,(z)
= (Lˆ	 − I )−1	(z). Note that  	,(z) satisﬁes


	,(z) = (Lˆ	 − I )−1	,(z). (3.35)
By (3.18)–(3.20), (3.35) and Proposition 3.2, we have
∥∥∥∥  	,(z)
∥∥∥∥
L2(0,1/	)
C(
)e−z/4, for z ∈ [0, 1/	],


	,(z)→ W ∗ (z)
= (Lˆ0 − I )−1W(z), as 	 ↓ 0, locally uniformly in [0,+∞),
and
|W ∗ (z)|C(
)e−z/4, z ∈ (0,+∞).
Thus we have
∣∣∣∣
∫ 1/	
0
F3,2(z, , 	) dz
∣∣∣∣ →
∣∣∣∣ 2c2c0+ c2c0
∫ +∞
0
(aˆ0,012 (z)− bˆ0,012 (z))W ∗ (z) dz
∣∣∣∣
 C < +∞, as 	 ↓ 0. (3.36)
By (3.24), (3.30)–(3.34) and (3.36), we have
lim
	↓0


0(, 	)
∣∣∣∣
=+
= d
d
00()
∣∣∣∣
=+
= + − −
v∗(+ + c2c0) > 0,
which completes the proof of Lemma 3.2. 
3.2. The existence of eigenvalues for shadow system near l0
In this subsection, we always assume C0 > 0, 
 > 0 and 	0 satisfy (3.1) and 
satisﬁes
|− l0|
. (3.37)
Eqs. (3.1) and (3.37) imply that
|− l0,	| 3
2 , dist(,(Lˆ0)\{l0})C0 and |− lj,	|C0, j = 1, 2, . . . . (3.38)
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Deﬁne an operator (Lˆ	 − I )−1+ : L2(0, 1/	)→ L2(0, 1/	), by
(Lˆ	 − I )−1+  =
∞∑
j=1
cj (, 	, )ˆj,	,  ∈ L2(0, 1/	), (3.39)
with cj (, 	, ) deﬁned by
cj (, 	, ) =
〈, ˆj,	〉
lj,	 −  , j = 1, 2, . . . (3.40)
and
〈, ˆj,	〉 =
∫ 1/	
0
(z)ˆj,	 dz.
By (3.38)–(3.40), we have
∥∥∥(Lˆ	 − I )−1+ (z)∥∥∥
L2(0,1/	)
=

 ∞∑
j=1
c2j (, 	, )


1/2
 1
C0
∥∥∥∥
L2(0,1/	) .
Thus we have
Proposition 3.3. Let (3.1) hold. Then for any 0 < 	 < 	0, and  satisfying (3.37),
(Lˆ	 − I )−1+ is an uniformly bounded operator on L2(0, 1/	) and satisﬁes
∥∥∥(Lˆ	 − I )−1+ ∥∥∥
L2(0,1/	)→L2(0,1/	)
 1
C0
. (3.41)
Let
X = L2(R+), X0 = D(Lˆ0) = { ∈ H 2(R+)| ′(0) = 0},
Ker(Lˆ0 − l0I ) = {kW0(z) | k ∈ R}
and
X02 = Range(Lˆ0 − l0I ) ∩X0, X2 = Range(Lˆ0 − l0I ).
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Further, by the fact that Lˆ0 is a self-adjoint and a closed densely deﬁned operator in
X, obviously
X0 = Ker(Lˆ0 − l0I )⊕X02, X = Ker(Lˆ0 − l0I )⊕X2, (3.42)
where the norm of space X2 (X02 resp.) is still deﬁned by ‖·‖L2(R+) (‖·‖H 2(R+) resp.),
and ⊕ is the orthonormal sum in L2(R+).
For any (z) ∈ X, deﬁne projection operator P0 : X → X2, as
P0(z) = (z)− 〈,W0〉R+W0(z),
with
〈,W0)〉R+ =
∫ +∞
0
(z)W0(z) dz.
Deﬁne the operator Lˆ+0 : X02 → X2 by
Lˆ+0  = Lˆ0, for  ∈ X02 .
Obviously, l0 /∈ (Lˆ+0 ) and (Lˆ+0 ) ⊂ (Lˆ0), thus by (2.38) (Lˆ+0 − I )−1 exists for|− l0|
, and
‖(Lˆ+0 − I )−1‖X2→X2C, for |− l0|
, 
 > 0 small, (3.43)
with C independent of .
Proposition 3.4. Let (3.1) and (3.37) hold. For 0 < 	 < 	0, let 	(z) ∈ L2(0, 1/	),
and 0(z) ∈ L2(R+) be any functions satisfying (3.13)–(3.14) with C1 > 0 and 0 > 0
independent of 	 > 0. Then
|(Lˆ	 − I )−1+ 	(z)|C2e−1z, for z ∈ [0, 1/	], (3.44)
and
(Lˆ	 − I )−1+ 	(z)→ ∗(z)
= (Lˆ+0 − I )−1(P00)(z), as 	 ↓ 0,
locally uniformly in [0,+∞), (3.45)
with ∗(z) satisfying
|∗(z)|C2e−1z, for z ∈ (0,+∞), (3.46)
where 1 = min{1/2,0/2}, and C2 > 0 is independent of  and 	.
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The proof of Proposition 3.4 will be given in Appendix A.
In the following, we shall consider the existence of eigenvalues for shadow system
(2.2) in the 
-neighborhood of l0 for two cases:
Case I: l0 = +.
Case II: l0 = +, and k0 = 0.
For simplicity, we ﬁrst assume
l0,	 is not an eigenvalue of (2.4) for any 0 < 	 < 	0. (3.47)
Then by Lemma 2.1 and (3.47), we have
k(	)
=
∫ 1/	
0
(l0,	a
0,	
12 (	z)− b0,	12 (	z))ˆ0,	(z) dz = 0, (3.48)
and
k(	)→ k0 =
∫ +∞
0
(l0aˆ
0,0
12 (z)− bˆ0,012 (z))W0(z) dz, as 	 ↓ 0. (3.49)
Let
 = l0,	 and |− l0|
, for 0 < 		0. (3.50)
Note that (3.1) and (3.50) imply that
|− l0,	| 3
2 ,  = l0,	 and |− lj,	|C0, j = 1, 2, . . . .
Thus (Lˆ	 − I )−1 exists. However,
∥∥∥(Lˆ	 − I )−1∥∥∥
L2(0,1/	)→L2(0,1/	)
is not uniformly
bounded for  satisfying (3.50).
For  satisfying (3.50), by Proposition 2.1 and (3.39)–(3.40), for any  ∈ L2(0, 1/	),
we have
(Lˆ	 − I )−1(z) = 〈, ˆ0,	〉
l0,	 −  ˆ0,	(z)+ (Lˆ	 − I )
−1+ (z). (3.51)
Thus by (3.7)–(3.9) and (3.51), (3.6) can be written as
0(, 	) = 00()+
2b2c2c0()
+ c2c0() 〈	, ˆ0,	〉
[
	k(	)
l0,	 −  − 	
∫ 1/	
0
a
0,	
12 (	z)ˆ0,	(z) dz
]
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+ 2b2c2c0()
+ c2c0() 	
∫ 1/	
0
(a0,	12 (	z)− b0,	12 (	z))(Lˆ	 − I )−1+ 	(z) dz+O3(, 	).
(3.52)
It is easy to check that
|O3(, 	)|C	,
∣∣∣∣  O3(, 	)
∣∣∣∣ C	, (3.53)
where C is independent of  and 	.
By (2.24)–(2.26) and Proposition 3.4, we have
|(Lˆ	 − I )−1+ 	(z)|Ce−z/2, for z ∈ [0, 1/	], (3.54)
(Lˆ	 − I )−1+ 	(z)→ W+ (z)
= (Lˆ+0 − I )−1(P0W)(z), as
	 ↓ 0, locally uniformly in [0,+∞), (3.55)
and
|W+ (z)|Ce−1z, for z ∈ (0,+∞). (3.56)
Thus
∣∣∣∣
∫ 1/	
0
(a0,	12 (	z)− b0,	12 (	z))(Lˆ	 − I )−1+ 	(z) dz
∣∣∣∣
→
∣∣∣∣
∫ +∞
0
(aˆ0,012 (z)− bˆ0,012 (z))W+ (z)dz
∣∣∣∣ < +∞. (3.57)
Note that for |− l0|
, +	,(z)
= (Lˆ	 − I )−1+ 	(z) ∈ X2, it is easy to check that


+	,(z) = (Lˆ	 − I )−1+ +	,(z), for |− l0|
. (3.58)
By (3.54)–(3.56), (3.58) and Proposition 3.4, as before we can similarly show that
∣∣∣∣
∫ 1/	
0
(a0,	12 (	z)− b0,	12 (	z))


+	,(z) dz
∣∣∣∣
→
∣∣∣∣
∫ +∞
0
(0aˆ
0,0
12 (z)− bˆ0,012 (z))(Lˆ+0 − I )−1W+ (z) dz
∣∣∣∣ < +∞. (3.59)
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Case I: l0 = +. By (3.48), (3.50), let
∗ = − l0,	
	k(	)
and ∗0(
∗, 	) = 0(l0,	 + 	k(	)∗, 	). (3.60)
Then by (3.52), for ∗ = 0, ∗0(∗, 	) can be deﬁned by
∗0(
∗, 	) = 00(l0,	 + 	k(	)∗)−
2b2c2c0()
l0,	 + 	k(	)∗ + c2c0()
1
∗
〈	(z), ˆ0,	〉
− 2b2c2c0()〈	(z), ˆ0,	〉
l0,	 + 	k(	)∗ + c2c0() 	
×
∫ 1/	
0
a
0,	
12 (	z)ˆ0,	(z) dz+O3(l0,	 + 	k(	)∗)+
2b2c2c0()
+ c2c0() 	
×
∫ 1/	
0
(a0,	12 (	z)− b0,	12 (	z))(Lˆ	 − I )−1+ 	(z) dz
∣∣∣
=l0,	+	k(	)∗
.
(3.61)
By (2.13) and (2.14), we have 〈W,W0〉R+ > 0.
For the case l0 = +, we can denote


1
= 2b2c2c0
l0+c2c0 〈W,W0〉R+ > 0,
0
= 00(ł0) = (l0−+)(l0−−)v∗(l0+c2c0) = 0,
∗0
= 10 = 0.
(3.62)
By (2.24)–(2.26), (3.49), (3.53), (3.57), and (3.61)–(3.62), for each ﬁxed ∗ = 0, we
have
lim
	↓0 
∗
0(
∗, 	) = 00(l0)−
2b2c2c0
l0 + c2c0 〈W,W0〉R+
1
∗
= 0 − 1∗ ,
thus
lim
	↓0 
∗
0(
∗
0, 	) = 0. (3.63)
By (2.26), (3.54), (3.59)–(3.61), it is easy to check that
lim
	↓0
∗0(
∗, 	)
∗
∣∣∣∣∣
∗=∗0
= 1
(∗0)2
2b2c2c0
l0 + c2c0 〈W,W0〉R+ = 0. (3.64)
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In virtue of (3.63) and (3.64), it follows from the Implicit Function Theorem that there
exists small 	0 > 0, such that for any 0 < 	 < 	0, there exists a unique ∗0(	) satisfying
∗0(
∗
0(	), 	) = 0 and ∗0(	)→ ∗0 = 0, as 	 ↓ 0. (3.65)
Under assumption (3.47) and ł0 = +, by (3.60) and (3.65), for 0 < 	 < 	0 we have
0(0(	), 	) = 0 with 0(	) = l0,	 + 	k(	)∗0(	). (3.66)
Then Lemma 2.2, (3.47), (3.65), and (3.66) imply the following lemma.
Lemma 3.3. Assume (3.47) holds for any small 	 > 0, and + = l0. Then there exists
exactly one eigenvalue 0(	) with positive real part in the small neighborhood of l0
for shadow system (2.2) and
0(	) = l0,	 + 	k(	)∗0(	), with (3.67)
lim
	↓0 
∗
0(	) = ∗0 = 0 and lim	↓0 k(	) = k0. (3.68)
Now we state the main results of this subsection for case I.
Theorem 3.2. Assume (1.3) holds or (1.2) holds and + = l0. Then there exists small
	0 > 0, such that for any 0 < 	 < 	0, there exists an eigenvalue 0(	) with positive
real part near l0 for shadow system (2.2) satisfying (3.67) and (3.68).
Proof. Note that the deﬁnition of function ∗0(
∗, 	) in (3.61) is meaningful for any
∗ = 0 and small enough 	 > 0, without the assumption of (3.47). Eqs. (3.62)–(3.65)
are still valid just under the assumption + = l0 for 0 < 	 < 	0.
If l0,	 is not an eigenvalue of (2.4) for some 0 < 	 < 	0, then (3.48), (3.60),
and (3.65) imply (3.66) holds, then Lemma 2.2 implies 0(	) deﬁned by (3.67) is an
eigenvalue of (2.2).
If l0,	 is an eigenvalue of (2.4) for some 0 < 	 < 	0, then Lemma 2.1 implies
k(	) = 0, thus 0(	) deﬁned by (3.67) is obviously an eigenvalue of (2.2).
Therefore, for any 0 < 	 < 	0, there exists an eigenvalue 0(	) of (2.2) satisfying
(3.67) and (3.68) follows from (3.65). This completes the proof of Theorem 3.2. 
Case II: l0 = +, k0 = 0. As follows, we shall consider the existence of eigenvalues
near l0 for shadow system (2.2) in the case
l0 = +, k0 = 0. (3.69)
Lemma 2.1 and the fact k0 = 0 imply that there exists small 	0 > 0 such that for any
0 < 	 < 	0, l0,	 is not an eigenvalue of shadow system (2.4), i.e. (3.47) holds.
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Thus, in the following we can always assume (3.1) and (3.47) hold. For |− l0|
,
Lemma 2.2 further implies that  is an eigenvalue of shadow system (2.2) if and only
if
0(, 	) = 0, for 0 < 	 < 	0.
Note that (3.47)–(3.49) and (3.51)–(3.59) are still valid under the assumption (3.1),
(3.69) and (3.50).
For 0 < 	 < 	0, let  satisfying (3.50), deﬁne
ˆ = − l0,	√
	
= 0 and ˆ0(ˆ, 	) =
1√
	
0(l0,	 +
√
	ˆ, 	). (3.70)
For the case + = l0 and ˆ = 0, by (3.24), (3.52), and (3.70), ˆ0(ˆ, 	) can be deﬁned
by
ˆ0(ˆ, 	)
= l0,	 +
√
	ˆ− −
v∗(l0,	 +√	ˆ+ c2c0())
(l0,	 − l0 +√	ˆ)√
	
+ 1√
	
O3(l0,	 +
√
	ˆ, 	)
− 2b2c2c0()
l0,	 +√	ˆ+ c2c0()
〈	(z), ˆ0,	〉
×
[
k(	)
ˆ
+√	
∫ 1/	
0
a
0,	
12 (	z)ˆ0,	(z) dz
]
2b2c2c0()
+ c2c0()
√
	
×
∫ 1/	
0
(a0,	12 (	z)− b0,	12 )(	z))(Lˆ	 − I )−1+ 	(z) dz
∣∣∣
=l0,	+√	ˆ
. (3.71)
By Proposition 2.2, (2.24)–(2.26), (3.53), (3.57), and (3.71), we have
lim
	↓0 ˆ0(ˆ, 	) =
(l0 − −)ˆ
v∗(l0 + c2c0) −
2b2c2c0
l0 + c2c0 〈W,W0〉
k0
ˆ
, (3.72)
for any ﬁxed ˆ = 0.
Denote
ˆ
±
0 =
{
± [2b2c2c0v∗k0〈W,W0〉R+]1/2 /√l0 − − = 0, for k0 > 0,
± i [2b2c2c0v∗|k0|〈W,W0〉R+]1/2 /√l0 − − = 0, for k0 < 0. (3.73)
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By (3.72) and (3.73), for case II, we have
lim
	↓0 ˆ0(ˆ
±
0 , 	) = 0 and ˆ
+
0 = ˆ
−
0 = 0. (3.74)
By (3.53)–(3.56), (3.58)–(3.59), (3.70)–(3.71), and (3.73), similarly as before, we can
prove that
lim
	↓0
ˆ0(ˆ, 	)
ˆ
∣∣∣∣∣
ˆ=ˆ0±
= l0 − −
v∗(l0 + c2c0) +
2b2c2c0k0〈W,W0〉R+
(ˆ
±
0 )
2(l0 + c2c0)
= 2(l0 − −)
v∗(l0 + c2c0) > 0. (3.75)
By (3.74) and (3.75), it follows from the Implicit Function Theorem that there exists
small 	0 > 0, such that for any 0 < 	 < 	0, there exist ˆ
+
(	) and ˆ
−
(	) satisfying
{
ˆ0(ˆ
±
(	), 	) = 0, and
ˆ
+
(	)→ ˆ+0 = 0, ˆ
−
(	)→ ˆ−0 = 0, as 	 ↓ 0.
(3.76)
For case II, by (3.70), (3.74), and (3.76), for 	0 > 0 small enough, we have
{
0(
±(	), 	) = 0, with ±(	) = l0,	 +√	ˆ±(	)
and +(	) = +(	), for 0 < 	 < 	0.
(3.77)
Finally, by (2.35), (3.69), (3.76), (3.77), and Lemmas 2.1–2.2, we have proved the
following main results of this section.
Theorem 3.3. Assume (1.2) holds. If + = l0 and k0 = 0, then there exists small
	0 > 0, such that for any 0 < 	 < 	0, the shadow system (2.2) has two eigenvalues
+(	) and −(	) with positive real parts satisfying
±(	) = l0,	 +
√
	ˆ
±
(	) with lim
	↓0 ˆ
±
(	)→ ˆ±0 = 0.
Combining Theorems 3.1–3.3 with Propositions A.3 and A.5 in Appendix A, we
complete the proof of Theorem 2.1.
4. The instability of steady states for non-shadow system. Proof of Theorem 2
We now turn to the non-shadow system (1.4).
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As stated in Theorem 1.1∗, under condition (1.2) or (1.3), for each ﬁxed 0 < d2 < d0
(d0 small), there exists small 
d2 > 0, such that for any 0 < s < 
d2 , 0 < r < 
d2 ,
(1.4) has a positive non-constant steady state (s,rd2 (x),
s,r
d2
(x)) satisfying
{
s,rd2 (x)→ 0d2 ,
s,rd2 (x)→ 0d2(x), x ∈ (0, 1),
as s, r → 0+, (4.1)
where (0d2 ,
0
d2(x)) is the non-constant steady state of shadow system (1.5).
We recall that (0d2 ,
0
d2(x)) satisﬁes
{
0d2 → u∗v∗,
0d2(x)− v∗ + c0()W
(
x
	
)→ 0, x ∈ (0, 1), as d2 ↓ 0, (4.2)
with 	2 = d2
c2c0()
, c0()→ v∗ − b2u∗c2 > 0 as d2 ↓ 0.
For d2 > 0 small enough, as in Sections 2–4, we denote (0d2 ,
0
d2(x)) by (
0
	 ,
0
	 (x)),
and (s,rd2 (x),
s,r
d2
(x)) by (s,r	 (x),s,r	 (x)).
To prove the instability of (s,r	 (x),s,r	 (x)) for (1.4) as s, r > 0 and d2 > 0 small,
it is sufﬁcient to consider the linear instability of (s,r	 (x),s,r	 (x)).
The linearized system of (1.4) around (s,r	 (x),s,r	 (x)) is as follows:


sa
,	
11 (x)t (x, t)+ sa,	12 (x)t (x, t) = xx(x, t)
+sb,	11 (x)(x, t)+ sb,	12 (x)(x, t), x ∈ (0, 1), t > 0,
t (x, t) = d2xx(x, t)+ b,	21 (x)(x, t)+ b,	22 (x)(x, t), x ∈ (0, 1), t > 0,
x(x, t) = x(x, t) = 0, x = 0, 1, t > 0,
(4.3)
with  = (s, r) and
a
,	
11 (x) = 1r+s,r	 (x) , a
,	
12 (x) = − 
s,r
	 (x)
(r+s,r	 (x))2 ,
b
,	
11 (x) = 1r+s,r	 (x)
(
a1 − 2b1 
s,r
	 (x)
r+s,r	 (x) − c1
s,r
	 (x)
)
,
b
,	
12 (x) = − 
s,r
	 (x)
(r+s,r	 (x))2
(
a1 − 2b1 
s,r
	 (x)
r+s,r	 (x) − c1
s,r
	 (x)
)
− c1 
s,r
	 (x)
r+s,r	 (x) ,
b
,	
21 (x) = −b2 
s,r
	 (x)
r+s,r	 (x) ,
b
,	
22 (x) = a2 − b2 
s,r
	 (x)
r+s,r	 (x) − 2c2
s,r
	 (x)+ b2 
s,r
	 (x)
s,r
	 (x)
(r+s,r	 (x))2
.
By (4.1), for i, j = 1, 2 and each ﬁxed small 0 < 	 < 	0, we have
∥∥∥a,	ij (x)− a0,	ij (x)∥∥∥
L∞(0,1)
→ 0,
∥∥∥b,	ij (x)− b0,	ij (x)∥∥∥
L∞(0,1)
→ 0, as → 0+, (4.4)
with a0,	ij (x) and b
0,	
ij deﬁned in Section 2.
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The corresponding eigenvalue problem of (4.3) is as follows:


sa,	11 (x)(x)+ sa,	12 (x)(x) = xx(x)
+sb,	11 (x)(x)+ sb,	12 (x)(x), x ∈ (0, 1),
(x) = d2xx(x)+ b,	21 (x)(x)+ b,	22 (x)(x), x ∈ (0, 1),
x(x) = x(x) = 0, x = 0, 1.
(4.5)
Deﬁne
Ls,r	 = d2
2
x2
+ b,	22 (x), L	 = d2
2
x2
+ b0,	22 (x),
with D(Ls,r	 ) = D(L	) = { ∈ H 2(0, 1)|′(0) = 0,′(1) = 0}.
Denote ls,rj,	 as the jth eigenvalue of Ls,r	 and lj,	 the jth eigenvalue of L	.
By (2.7), (4.4), and the standard spectral perturbation theory, it is easy to show that
for each ﬁxed 0 < 	 < 	0, there exist s0 > 0, r0 > 0 small (s0 and r0 may depend on
	 and C0), such that for any 0 < s < s0, 0 < r < r0, we have
l
s,r
0,	 > C0 > 0 > −C0 > ls,r1,	 > ls,r2,	 > · · · > ls,rj,	 ↓ −∞, as j →+∞,
and ls,rj,	 → lj,	, j = 0, 1, . . . , as r, s → 0+. (4.6)
Thus, for each ﬁxed small 0 < 	 < 	0 and 0 < 
 < C02 , there exist small s0(	, 
) >
0, r0(	, 
) > 0 such that
|ls,r0,	 − l0,	|


2
, for 0 < ss0(	, 
), 0 < rr0(	, 
). (4.7)
As follows, we always assume 	 > 0, 
 > 0 and s0(	, 
), r0(	, 
) > 0 satisfy (4.6)
and (4.7).
Obviously, for any  satisfying
|− l0,	|
 and Re  − 
. (4.8)
By (4.6) and (4.7), (Ls,r	 − I )−1 exist and
{ ∥∥(Ls,r	 − I )−1∥∥L2(0,1)→L2(0,1)  1dist(,(Ls,r	 )) 2
 ,
for 0 < s < s0(	, 
), 0 < r < r0(	, 
), 0 < 	 < 	0.
(4.9)
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For  satisfying (4.8), by (4.9) the second equation of (4.5) can be written as
(x) = −(Ls,r	 − I )−1(b,	21 (x)(x)) = b2(Ls,r	 − I )−1
[
(x)s,r	 (x)
r +s,r	 (x)
]
. (4.10)
Let
(x) = 0 + ˆ(x) with 0 = const.,
∫ 1
0
ˆ(x) dx = 0. (4.11)
Then (4.10) can be written as
 = b2(Ls,r	 − I )−1
[
ˆ(x)s,r	 (x)
r +s,r	 (x)
]
+ b20(Ls,r	 − I )−1
[
s,r	 (x)
r +s,r	 (x)
]
. (4.12)
For s > 0, integrating the ﬁrst equation of (4.5) on [0,1], by (4.11) we have
0
∫ 1
0
a
,	
11 (x) dx + 
∫ 1
0
a
,	
11 (x)ˆ(x) dx + 
∫ 1
0
a
,	
12 (x)(x) dx
= 0
∫ 1
0
b
,	
11 (x) dx +
∫ 1
0
b
,	
11 (x)ˆ(x) dx +
∫ 1
0
b
,	
12 (x)(x) dx. (4.13)
Substituting (4.11) and (4.12) into (4.5), we have


ˆxx(x)− sb2(a,	12 (x)− b,	12 (x))(Ls,r	 − I )−1
[
ˆ(x)s,r	 (x)
r+s,r	 (x)
]
+s(b,	11 (x)− a,	11 (x))ˆ(x)− s0(a,	11 (x)− b,	11 (x))
= b2s0(a,	12 (x)− b,	12 (x))(Ls,r	 − I )−1
[
s,r	 (x)
r+s,r	 (x)
]
, x ∈ (0, 1),
ˆx(0) = ˆx(1) = 0 and
∫ 1
0 ˆ(x) dx = 0.
(4.14)
Deﬁne
H 2N,0 =
{
u ∈ H 2(0, 1)|ux(0) = ux(1) = 0 and
∫ 1
0
u(x) dx = 0
}
,
and
Y0 =
{
u ∈ L2(0, 1)|
∫ 1
0
u(x) dx = 0
}
,
with ‖ · ‖H 2N,0
= ‖·‖H 2(0,1) , ‖ · ‖Y0 = ‖·‖L2(0,1).
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Let P : L2(0, 1)→ Y0 be the projection deﬁned by
Pu(x) = u(x)−
∫ 1
0
u(s) ds.
Then by (4.13), (4.14) can be written as


ˆxx(x)+ sP
{
(b
,	
11 (x)− a,	11 (x))ˆ(x)
}
−b2sP
{
(a,	12 (x)− b,	12 (x))(Ls,r	 − I )−1
[
ˆ(x)s,r	 (x)
r+s,r	 (x)
]}
= b2s0P
{
(a,	12 (x)− b,	12 (x))(Ls,r	 − I )−1
[
s,r	 (x)
r+s,r	 (x)
]}
+s0P
{
a,	11 (x)− b,	11 (x)
}
, x ∈ (0, 1),
ˆx(0) = ˆx(1) = 0 and
∫ 1
0 ˆ(x) dx = 0 .
(4.15)
For  satisfying (4.8), deﬁne operator Ms,r	 () : H 2N,0 → Y0 by
Ms,r	 ()ˆ(x) = ˆxx(x)+ sP
{
(b
,	
11 (x)− a,	11 (x))ˆ(x)
}
− b2sP
{(
a,	12 (x)− b,	12 (x)
)
(Ls,r	 − I )−1
[
ˆ(x)s,r	 (x)
r +s,r	 (x)
]}
.
(4.16)
Deﬁne operator M0 = d2
dx2
: H 2N,0 → Y0.
It is easy to check that 0 is not an eigenvalue of M0 and the ﬁrst eigenvalue of M0
is −2. Thus (M0)−1 : Y0 → H 2N,0 exists and for any g(x) ∈ Y0,
(
M0
)−1
g(x) =
∫ x
0
∫ y
0
g(s) ds dy −
∫ 1
0
∫ x
0
∫ y
0
g(s) ds dy dx. (4.17)
By (4.17), it is easy to check that
∥∥∥∥(M0)−1
∥∥∥∥
Y0→H 2N,0
4. (4.18)
Note that
Ms,r	 () = M0 + F s,r	 (), (4.19)
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with
F s,r	 ()ˆ
= −b2sP
{
(a,	12 (x)− b,	12 (x))(Ls,r	 − I )−1
[
ˆ(x)s,r	 (x)
r +s,r	 (x)
]}
+ sP
{
(b
,	
11 (x)− a,	11 (x))ˆ(x)
}
. (4.20)
Obviously, for each ﬁxed C∗ > 0 and each ﬁxed small 
 > 0, 	 > 0 , s0(	, 
) > 0
and r0(	, 
) > 0 satisfying (4.6) and (4.7), and for any  satisfying (4.8), by (4.9) and
(4.20), we have
∥∥F s,r	 ()∥∥Y0→Y0  C(	, 
, C∗)s, for 0 < s < s0(	, 
), 0 < r < r0(	, 
)
and ||C∗, (4.21)
with C(	, 
, C∗) independent of s, r, and .
Proposition 4.1. For each ﬁxed small 
 > 0 and 	 > 0 satisfying (4.6)–(4.7), there
exist small s1(	, 
) > 0 and r1(	, 
) > 0 depending only on 	 and 
, such that for any
0 < s < s1(	, 
), 0 < r < r1(	, 
), and  satisfying
Re  − 
, |− l0,	|
 and || max{+ + 2, l0 + 2}, (4.22)
(
M
s,r
	 ()
)−1 : Y0 → H 2N,0 exists and
∥∥∥(Ms,r	 ())−1∥∥∥
Y0→H 2N,0
8. (4.23)
Proof. For any ﬁxed g ∈ Y0, consider the following problem:
Ms,r	 ()u = g, u ∈ H 2N,0. (4.24)
Then by (4.18) and (4.19), (4.24) is equivalent to
u =
(
M0
)−1
g −
(
M0
)−1
F s,r	 ()u, u ∈ H 2N,0. (4.25)
Deﬁne
Tgu =
(
M0
)−1
g −
(
M0
)−1
F s,r	 ()u, for u ∈ H 2N,0, g ∈ Y0. (4.26)
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Under the condition of (4.22), by (4.18) and (4.21), for any u1, u2 ∈ H 2N,0, we have
∥∥Tgu1 − Tgu2∥∥H 2N,0→H 2N,0 4C(	, 
)s ‖u1 − u2‖H 2N,0 . (4.27)
Let s1(	, 
) > 0 small enough such that
0 < s1 < s0(	, 
) and 4C(	, 
)s1
1
2
. (4.28)
Then by (4.27) and (4.28), Tg is a contraction mapping on H 2N,0 for any 0 < s <
s1(	, 
), which implies that for each ﬁxed g ∈ Y0 there exists a unique solution u ∈
H 2N,0 of (4.24).
Eqs. (4.25)–(4.28) further implies
‖u‖H 2N,0 2
∥∥∥∥(M0)−1 g
∥∥∥∥
H 2N,0
8 ‖g‖Y0 . (4.29)
This completes the proof of Proposition 4.1. 
In the following we always assume 0 < s < s1(	, 
), 0 < r < r1(	, 
) and  satisﬁes
(4.22) such that Proposition 4.1 holds.
Then (4.15) can be written as
ˆ(x) = s0
(
Ms,r	 ()
)−1
gs,r	 (x, ) (4.30)
with
gs,r	 (x, )
= b2P
{
(a,	12 (x)− b,	12 (x))(Ls,r	 − I )−1
[
s,r	 (x)
r +s,r	 (x)
]}
+P {a,	11 (x)− b,	11 (x)} . (4.31)
By (4.4), (4.23) and (4.30)–(4.31), we have
∥∥∥ˆ∥∥∥
L∞(0,1)
C1(	, 
)s|0|,
for 0 < s < s1(	, 
), 0 < r < r1(	, 
) and  satisfying (4.22), (4.32)
with C1(	, 
) independent of , s, and r.
Further by (4.12) and (4.30), obviously if  is an eigenvalue of system (4.12)–(4.14),
then the corresponding eigenfunctions (0, ˆ(x),(x)) must satisfy 0 = 0.
By Proposition 4.1 and substituting (4.12) and (4.30) into (4.13), we have
Y. Wu / J. Differential Equations 213 (2005) 289–340 323
Lemma 4.1. For each ﬁxed 
 > 0, 	 > 0 small enough, there exist small s1 > 0 and
r1 > 0 small, such that for 0 < s < s1, 0 < r < r1 and  satisfying (4.22),  is
an eigenvalue of (4.5) if and only if  satisﬁes the following algebraic characteristic
equation:
	(, s, r) = 0,
with 	(, s, r) deﬁned by
	(, s, r)
= b2
∫ 1
0
(a,	12 (x)− b,	12 (x))(Ls,r	 − I )−1
[
s,r	 (x)
r +s,r	 (x)
]
dx
+
∫ 1
0
(a,	11 (x)− b,	11 (x)) dx + b2s
∫ 1
0
(a,	12 (x)− b,	12 (x))
×(Ls,r	 − I )−1
{[(
Ms,r	 ()
)−1
gs,r	 (x, )
] [ s,r	 (x)
r +s,r	 (x)
]}
dx
+ s
∫ 1
0
(a,	11 (x)− b,	11 (x))
[(
Ms,r	 ()
)−1
gs,r	 (x, )
]
dx. (4.33)
Note that
	(, s, r) = 1	(, s, r)+ 2	(, s, r), (4.34)
with
1	(, s, r)
= b2
∫ 1
0
(a,	12 (x)− b,	12 (x))(Ls,r	 − I )−1
[
s,r	 (x)
r +s,r	 (x)
]
dx
+
∫ 1
0
(a,	11 (x)− b,	11 (x)) dx. (4.35)
By (4.4), (4.9), (4.23) and (4.33)–(4.35), it is easy to see that
|2	(, s, r)|C2(
, 	)s, (4.36)
and ∣∣∣∣  2	(, s, r)
∣∣∣∣ C2(
, 	)s, (4.37)
with C2(
, 	) independent of s, r, for 0 < s < s1, 0 < r < r1.
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By (4.1), (4.4), and (4.8), it is easy to show that for each ﬁxed 	 > 0, 
 > 0 and 
satisfying (4.6)–(4.7), and (4.22),
lim
s,r↓0 1	(, s, r) =
∫ 1
0
(a0,	11 − b0,	11 ) dx + b2
∫ 1
0
(a0,	12 − b0,	12 )(L	 − I )−1[1] dx.
= 0(, 	), (4.38)
and
lim
s,r↓0


1	(, s, r) =


0(, 	), (4.39)
where 0(, 	) is the algebraic characteristic function deﬁned in (2.30) for shadow
system (2.2).
Thus by (4.34)–(4.39), we have
Proposition 4.2. For each ﬁxed 
 > 0, 	 > 0 satisfying (4.6)–(4.7) and any  satisfying
(4.22), 	(, s, r) satisﬁes
lim
s,r↓0 	(, s, r) = 0(, 	), unif ormly f or , (4.40)
and
lim
s,r↓0


	(, s, r) =


0(, 	), uniformly for . (4.41)
4.1. The existence of eigenvalues near + for strong competition case (1.2) and
+ = l0
In this subsection, we assume (1.2) holds and + = l0.
By Lemma 3.2 and (3.28)–(3.29), we see that there exists 	0 > 0 small and +(	)
satisfying
0(+(	), 	) = 0 and


0(, 	)
∣∣∣∣
=+(	)
= 0, for 0 < 	 < 	0, (4.42)
and
+(	)→ + > 0, as 	 ↓ 0. (4.43)
Thus there exist small 	0 > 0 and 
1 > 0 such that
|+(	)− l0,	|2
1, |+(	)|+ + 1, for 0 < 	 < 	0,
and (3.1) holds with 
 = 
1.
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By Propositions 4.1 and 4.2, for each ﬁxed 0 < 	 < 	0, and  satisfying (4.22) with

 = 
1, (4.40)–(4.41) must hold, which with (4.42)–(4.43) imply that
lim
s,r↓0 	(+(	), s, r) = 0(+(	), 	) = 0, (4.44)
and
lim
s,r↓0


	(, s, r)
∣∣∣∣
=+(	)
= 0. (4.45)
By (4.44)–(4.45), and the Implicit Function Theorem, it follows that for each ﬁxed
0 < 	 < 	0, there exist small s0(	) > 0 and r0(	) > 0, such that for any 0 < s < s0(	)
and 0 < r < r0(	), there exists 	+(s, r) near +(	) satisfying
|	+(s, r)− +(	)|
1, for 0 < s < s0(	), 0 < r < r0(	), (4.46)
and
	(
	
+(s, r), s, r) = 0 and lim
s,r↓0 
	
+(s, r) = +(	). (4.47)
Thus, by Lemma 4.1, (4.43), and (4.46)–(4.47), we have
Lemma 4.2. Assume (1.2) holds and + = l0. Then for each ﬁxed 0 < 	 < 	0 (	0 > 0
small enough), there exist small s0(	) > 0 and r0(	) > 0 such that for any 0 < s <
s0(	), 0 < r < r0(	), there exists an eigenvalue 	+(s, r) with positive real part near
+ for non-shadow system (4.5).
4.2. The existence of eigenvalues near l0
In this subsection, we assume one of the following two cases holds:
Case 1: + = l0 and l0,	 is not an eigenvalue of shadow system (2.2) for 0 < 		0.
Case 2: + = l0 and k0 = 0.
First for case 1, by Lemmas 2.1, 3.2 and (3.48), we have shown that there exists
0(	) = l0,	 + 	k(	)∗0(	), with k(	) = 0, ∗0(	) = 0, for 0 < 	 < 	0. This implies that
for each ﬁxed small 0 < 		0, there exists 
1(	) > 0, such that
|0(	)− l0,	|2
1(	), 0 < 
1(	) < C04 , for 0 < 	 < 	0, (4.48)
with 0(	) satisfying
0(0(	), 	) = 0, for 0 < 	 < 	0. (4.49)
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By Proposition 4.2 and Lemma 4.1, for each ﬁxed small 0 < 	 < 	0, 
 = 
1(	), there
exists small s2(	) > 0 and r2(	) > 0 such that for any  satisfying (4.22), 0 < s < s2(	)
and 0 < r < r2(	), (4.40)–(4.41) hold and  is an eigenvalue of (4.5) if and only if
	(, s, r) = 0.
Further by (4.40)–(4.41), (3.60), (3.63)–(3.64), and (3.66), we have
lim
s,r↓0 	(0(	), s, r) = 0(0(	), 	) = 0,
and
lim
s,r↓0


	(, s, r)
∣∣∣∣
=0(	)
= 

0(, 	)
∣∣∣∣
=0(	)
= 1
	k(	)
∗0
∗
(∗0(	), 	) = 0.
It follows from Implicit Function Theorem that for each ﬁxed small 0 < 	 < 	0, there
exist small s0(	) > 0 and r0(	) > 0, such that for any 0 < s < s0(	), 0 < r < r0(	)
there exists 	0(s, r) near 0(	) satisfying
|	0(s, r)− 0(	)| < 
1(	), |	0(s, r)− l0,	|
1(	),
	(
	
0(s, r), s, r) = 0,
and
lim
s,r↓0 
	
0(s, r) = 0(	),
which with lemma 4.1 proves the following result.
Lemma 4.3. Assume case 1 holds. Then for each ﬁxed 0 < 	 < 	0, 	0 > 0 small
enough, there exist small s0(	) > 0 and r0(	) > 0, such that for any 0 < s < s0(	)
and 0 < r < r0(	), there is an eigenvalue 	0(s, r) with positive real part near l0 for
non-shadow system (4.5).
Finally for case 2, by (3.76)–(3.77), we have obtained that for 0 < 	 < 	0, there
exist two eigenvalues +(	) and −(	) near l0,	 for shadow system (2.2) satisfying
±(	) = l0,	 +
√
	ˆ
±
(	), 0(
±(	), 	) = 0, (4.50)
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with
lim
	↓0 ˆ
±
(	) = ˆ±0 = 0. (4.51)
In virtue of (3.73), (4.50), and (4.51), we can similarly deduce the existence of 
 =

2(	) > 0, such that
|±(	)− l0,	|2
2(	), |+(	)− −(	)|2
2(	), for 0 < 	 < 	0. (4.52)
By similar argument as in case 1, we can prove the existence of eigenvalues ±	 (s, r)
near ±(	) resp. as s > 0 and r > 0 small enough. Here we omit the detail of the
proof.
Only note that by Proposition 4.2, (3.70), (3.75), and (4.51), we have
lim
s,r↓0


	(, s, r)
∣∣∣∣
=±(	)
= 

0(, 	)
∣∣∣∣
=±(	)
= ˆ0
ˆ
(ˆ
±
(	), 	) = 0, for each ﬁxed small 0 < 	 < 	0.
Thus we have the following results.
Lemma 4.4. Assume case 2 holds. Then for each ﬁxed small 0 < 	 < 	0, there exist
small s0(	) > 0 and r0(	) > 0 such that for any 0 < s < s0(	), 0 < r < r0(	), there
are two distinct eigenvalues ±	 (s, r) with positive real part near l0 for non-shadow
system (4.5).
By Lemma 2.1, Lemmas 4.2–4.4, we have the following main results on the eigen-
values of non-shadow system (4.5).
Theorem 4.1. For strong competition case (1.2), assume + = l0 or + = l0 and
k0 = 0.
Then for each ﬁxed 0 < d2 < d0, d0 > 0 small enough, there exist small s0(d2) > 0
and r0(d2) > 0, such that for any 0 < s < s0(d2), 0 < r < r0(d2) there exists at least
one eigenvalue with positive real part for non-shadow system (4.5).
Remark 4.1. For strong competition case (1.2), if k0 = 0, Lemmas 2.1, 4.2–4.4 imply
that there are two distinct eigenvalues with positive real part for system (4.5) as 0 <
d2 < d0 small, and s, r > 0 small enough.
Theorem 4.2. For weak competition case (1.3), assume k0 = 0. Then for each ﬁxed
0 < d2 < d0, d0 > 0 small enough, there exist small s0(d2) > 0, and r0(d2) > 0, such
that for any 0 < s < s0(d2), 0 < r < r0(d2) there is an eigenvalue with positive real
part for non-shadow system (4.5).
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Combining Theorems 4.1–4.2 with Propositions A.3 and A.5 in Appendix A, we
have proved the instability (s,rd2 (x),
s,r
d2
(x)) under the condition of Theorem 2, which
imply the instability of (u,12(x), v,12(x)). This completes the proof of Theorem 2.
Appendix A
Before giving the proof of Proposition 2.2, we need some detailed estimates on
|l00,	 − l00 | as 	 > 0 small.
Proposition A.1. Assume (1.2) or (1.3) holds, for 	 > 0 small enough. Let l00,	 and l00
be the ﬁrst eigenvalue of L0	 and L00 resp. Then it holds that
lim
	↓0
l00,	 − l00
	
= 0. (A.1)
Proof. By Lemma 2.1, note that ˆ0,	(z) and W0(z) satisfy


ˆ
′′
0,	(z)− ˆ0,	(z)+ 2	(z)ˆ0,	(z) = l00,	ˆ0,	(z), z ∈ (0, 1/	),
ˆ
′
0,	(0) = 0, ˆ
′
0,	(1/	) = 0,
(A.2)
and
{
W0
′′(z)−W0(z)+ 2W(z)W0(z) = l00W0(z), z ∈ (0,+∞),
W0
′(0) = 0, W0(+∞) = 0.
(A.3)
By (A.2) and (A.3), we have
0 =
∫ 1/	
0
(
ˆ
′′
0,	(z)− ˆ0,	(z)+ 2	(z)ˆ0,	(z)− l00,	ˆ0,	(z)
)
W0(z) dz
−
∫ 1/	
0
(
W0
′′(z)−W0(z)+ 2W(z)W0(z)− l00W0(z)
)
ˆ0,	(z) dz
= −W0′(1/	)ˆ0,	(1/	)+ 2
∫ 1/	
0
(	(z)−W(z)) ˆ0,	(z)W0(z) dz
− (l00,	 − l00)
∫ 1/	
0
ˆ0,	(z)W0(z) dz.
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Thus
l00,	 − l00
	
= −W
′
0(1/	)ˆ0,	(1/	)+ 2
∫ 1/	
0 (	(z)−W(z))ˆ0,	(z)W0(z) dz
	
∫ 1/	
0 ˆ0,	(z)W0(z) dz
. (A.4)
By (1.12), (2.24)–(2.26), and (2.14), we have
∫ 1/	
0 ˆ0,	(z)W0(z) dz→
∫ +∞
0 W
2
0 (z) dz = 1,
|W ′0(1/	)|Ce−1/	, |	(z)−W(z)|Ce−1/	,
which with (A.4) further imply that (A.1) holds. This completes the proof of Proposition
A.1. 
Proof of Proposition 2.2. By (1.9)–(1.10), and the proof of Lemma 5.12 in [7] with
 = 0, we see that
c0()− c0 = −2w1(), for  ∈ [−0, 0], (A.5)
with w1() deﬁned by
w1()
= 2b2
c2c0 +
√
c22(c
0)2 − 4b2c2
. (A.6)
Note that for 0 < 		0,  = (	) satisﬁes (by [6, (5.32)])
	
∫ 1/	
0
[
a1
v∗ − w1()− c0()	(z) −
b1(u∗v∗ + )
(v∗ − w1()− c0()	(z))2
]
dz = c1,
with 	(z) satisfying (1.11)–(1.13).
For small 0 < 		0 and  ∈ [−0, 0], let
F(	, ) = 	
∫ 1/	
0
[
a1
v∗ − w1()− c0()	(z) −
b1(u∗v∗ + )
(v∗ − w1()− c0()	(z))2
]
dx − c1.
Then
F(	, (	)) = 0, for 0 < 		0.
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By (2.24)–(2.26), for each ﬁxed small  ∈ [−0, 0], we have
F(0, ) = lim
	↓0 F(	, ) =
a1
v∗−w1() − b1(u
∗v∗+)
(v∗−w1())2 − c1,
lim
	↓0 F(	, 0) = F(0, 0) = 0,
(A.7)
and
F
	
(0, ) = lim
	↓0
F(	, )− F(0, )
	
= a1c0()
v∗ − w1()
∫ +∞
0
[
W(z)
v∗ − w1()− c0()W(z)
]
dz− b1(u
∗v∗ + )
(v∗ − w1())2
×
∫ +∞
0
2(v∗ − w1())c0()W(z)− c20()W 2(z)
(v∗ − w1()− c0()W(z))2 dz. (A.8)
Furthermore, by (1.2), (1.3), (1.10), (2.24)–(2.26) and (A.4) we can prove that
F

(0, ) = lim
	↓0
F

(	, ) = d
d
[
a1
v∗ − w1() −
b1(u∗v∗ + )
(v∗ − w1())2
]
, (A.9)
and
F

(0, 0) =
[
a1
(v∗)2
− 2b1u
∗
(v∗)2
]
w′1(0)−
b1
(v∗)2
= b2c1 − b1c2
v∗c2c0
= 0. (A.10)
By the fact that F(	, ) is C1 continuous in [0, 	0] × [−0, 0] (with the deﬁnition of
F(0, ), F	 (0, ) and
F
 (0, ) in (A.7)–(A.9)) and (A.10), we can apply the classical
Implicit Function Theorem to F(	, ) = 0. It follows that there exists small 	0 > 0,
such that there exists a unique function  = (	) ∈ C1([0, 	0]), satisfying
F(	, (	)) = 0, for 0		0, and (0) = 0,
and
lim
	↓0
d(	)
d	
= −
F
	 (0, 0)
F
 (0, 0)
.
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Thus
(	) = O(	), i.e. ||C	, for 0 < 		0, (A.11)
with constant C independent of 	, which with (A.5)–(A.6) imply that
|c0()− c0|C∗	, for 0 < 	 < 	0, (A.12)
with constant C∗ independent of 	.
By the deﬁnition of l0,	 and l0, we have
l0,	 − l0 = c0()c2l00,	 − c0c2l00
= c0()c2(l00,	 − l00)+ c2l00(c0()− c0),
which with (A.1) and (A.12) imply that
|l0,	 − l0|C	, for 0 < 	 < 	0,
with constant C independent of 	. This completes the proof of Proposition 2.2. 
Proof of Proposition 3.2. Let 	(z) ∈ L2(0, 1/	), and 0(z) ∈ L2(R+) be any functions
satisfying (3.13) and (3.14), and let 	0 > 0 and 
0 > 0 be ﬁxed constants satisfying
(3.1), for any 0 < 	 < 	0, and any  satisfying (3.10). By (3.12) we can let
	,(z) = (Lˆ	 − I )−1	(z). (A.13)
By (3.11)–(3.13), we have
(1+ ||) ∥∥	,(z)∥∥L2(0,1/	)  1+ ||dist(,(Lˆ	))
∥∥	∥∥L2(0,1/	) C∗1 ,
which with (2.5) and (A.13) further imply that
‖	,(z)‖H 2(0,1/	) < C∗2 and ‖	,(z)‖L∞(0,1/	) < C∗3 , (A.14)
with C∗i (i = 1, 2, 3) independent of 	 and , for 0 < 	 < 	0.
Rewrite (A.13) as


[
2
z2 −
(
1+ 
c2c0()
)]
	,(z) = −2	(z)	,(z)+ 	(z)c2c0() , z ∈ (0, 1/	),

z	,(0) = 0, z	,(1/	) = 0.
(A.15)
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For  ∈ C with Re√ > 0, let G(z, ,, 	) be Green’s function for the Neumann
problem
{
′′(z)− (z)+ f (z) = 0, z ∈ (0, 1/	),
′(0) = ′(1/	) = 0.
Then
(z) =
∫ 1/	
0
G(z, ,, 	)f () d. (A.16)
The explicit form of G(z, ,, 	) is as follows:
G(z, ,, 	) =


cosh(√(1/	−z)) cosh(√)√
 sinh(√/	) , for 0z1/	,
cosh(√z) cosh(√(1/	−))√
 sinh(√/	) , for 0z1/	.
It is easy to check that
|G(z, ,, 	)| 2 exp(−Re(
√
)|z− |)√||(1− exp(−2Re(√)/	)) . (A.17)
By (3.11), (A.15)–(A.17), we have
	,(z) =
∫ 1/	
0
G(z, , 1+ /c2c0(), 	)
{
2	()	,()−
	()
c2c0()
}
d. (A.18)
By (2.24)–(2.26), (3.11), (3.13)–(3.14), (A.14), (A.17)–(A.18), we can show that
|	,(z)|C2e−1z, for z ∈ [0, 1/	], (A.19)
with 1 = min{1/2,0/2} and C2 > 0 independent of  and 	.
Further by (3.11), (A.15), and (A.19), as in [12] for any converging subsequence
denoted by {	j ,(z)}, we can prove that
	j ,(z)→ some (z), as 	j ↓ 0, locally uniformly in [0,+∞),
with (z) satisfying
{
(Lˆ0 − I )∗(z) = 0(z), z ∈ (0,+∞),
(∗)z(0) = 0, ∗(+∞) = 0,
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and
|	,(z)|C2e−1z, for z ∈ [0,+∞).
Thus (z) = (Lˆ0 − I )−10(z), which further imply that
	,(z)→ (Lˆ0 − I )−10(z), locally uniformly in [0,+∞), as 	 ↓ 0.
This completes the proof of Proposition 3.2. 
Proof of Proposition 3.4. Let 	(z) ∈ L2(0, 1/	) and 0(z) ∈ L2(R+) be any functions
satisfying (3.13) and (3.14), and let 	0 > 0 and 
0 be ﬁxed constants satisfying (3.1),
for any 0 < 	 < 	0, and any  satisfying (3.37). By (3.41) we can let
+	,(z) = (Lˆ	 − I )−1+ 	(z), for |− l0|
0, 0 < 	 < 	0. (A.20)
Eqs. (3.39), (3.40), and (A.20) imply that +	,(z) satisﬁes the following boundary-value
problem:


(Lˆ	 − I )+	,(z) = 	(z)− 〈	, ˆ0,	〉ˆ0,	(z), z ∈ (0, 1/	),
(+	,)z(0) = 0, (+	,)z(1/	) = 0.
(A.21)
By (3.13) and Proposition 3.3, we have
∥∥∥+	,(z)
∥∥∥
L2(0,1/	)

∥∥	(z)∥∥L2(0,1/	) C∗1 . (A.22)
By (3.13)–(3.14), (3.37), (A.21), and (A.22), similar to the proof of Proposition 3.2,
we can prove that
|+	,(z)|C2e−1z, for z ∈ [0, 1/	], (A.23)
with 1 = min{1/2,0/2} and C2 > 0 independent of  and 	.
Further for any converging subsequence denoted by {+	j ,(z)}, we can prove that
+	j ,(z)→ some 
∗
(z), as 	j ↓ 0, locally uniformly in [0,+∞), (A.24)
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with ∗(z) satisfying

 (Lˆ0 − I )
∗
(z) = 0(z)− 〈0,W0〉R+W0(z)
= P00(z), z ∈ (0,+∞),
(∗)z(0) = 0, ∗(+∞) = 0.
(A.25)
By (A.24), (A.25), and (3.37), similarly, we can prove that
|∗(z)|C2e−1z, for z ∈ [0,+∞). (A.26)
Note that by (A.20) we have
∫ 1/	
0
+	,(z)ˆ0,	(z) dz = 0,
which with (A.24), (A.26), and (2.24)–(2.26) imply that
〈∗,W0〉R+ = 0. (A.27)
Eqs. (A.25)–(A.27) and (3.43) imply that ∗(z) = (Lˆ+0 −I )−1(P00(z)), which further
imply that (3.45) and (3.46) hold. This completes the proof of Proposition 3.4. 
As follows, under assumption (1.2) or (1.3), we shall give the detailed description
on assumptions such as k0 = 0 and l0 = +.
As stated in (2.13)–(2.15), by detailed computation, we have the explicit expression
of W(z), W0(z), and l0.
By (1.2) or (1.3), we have
0 < k2∗
= 3c
0
2v∗
= 3
2
B + C − 2A
B − A < 1. (A.28)
Thus
v∗ − c0W(z) = v∗
(
1− k2∗(sech)2(z/2)
)
v∗(1− k2∗) > 0, z ∈ [0,∞). (A.29)
First we compute k0
= ∫ +∞0 (l0aˆ0,012 (z) − bˆ0,012 (z))W0(z) dz with aˆ0,012 (z) and bˆ0,012 (z)
deﬁned in Lemma 2.1.
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By (2.13)–(2.15), (A.28)–(A.29), and by detailed computation, we have
k0
=
∫ +∞
0
(l0aˆ
0,0
12 (z)− bˆ0,012 (z))W0(z) dz
= a2k
∗
0u
∗
v∗(B − C)
[(
A(B − C)− 5
4
(B + C − 2A)
)
F1 − 2B(A− C)F2
]
,
(A.30)
with
F1
=
∫ +∞
0
sech3(z/2)(
1− k2∗ sech2(z/2)
)2 dz
=
∫ +∞
0
2t2
[1+ (1− k2∗)t2]2
dt = 
2(1− k2∗)3/2
, (t = csch(z/2)),
and
F2
=
∫ +∞
0
sech3(z/2)
(1− k2∗ sech2(z/2))3
dz
=
∫ +∞
0
2t2(1+ t2)
[1+ (1− k2∗)t2]3
dt = (4− k
2∗)
8(1− k2∗)5/2
, (t = csch(z/2)).
Thus
k0 = a2k
∗
0u
∗
8v∗(B − C)(B − A)(1− k2∗)5/2
0(A,B,C), (A.31)
with
0(A,B,C)
= (4A− B − 3C)(2A(B − C)− 52 (B + C − 2A))
+B(2A+ 3C − 5B)(A− C). (A.32)
By (A.28), (A.31)–(A.32) and (1.2) or (1.3), obviously,
k0 = 0 ⇐⇒ (A,B,C) satisﬁes 0(A,B,C) = 0. (A.33)
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For strong competition case (B < A < C), let
x = B, y = 2A− B − C, z = C − B,
or A = x + 12 (y + z), B = x, C = z+ x.
Then
0(A,B,C) = 1(x, y, z)
= (2y − z)
[
−z(2x + y + z)+ 52y
]
+ x(y + 4z)(y − z)/2. (A.34)
Let
z = k1y, x = k2y.
Then
(1.2) holds ⇐⇒ k1 > 2, y > 0, k2 > 0, (A.35)
and
1(k2y, y, k1y) = y2
[
k2
(
−5
2
k1 + 12
)
y + k1(k1 + 1)(k1 − 2)y − 52 (k1 − 2)
]
. (A.36)
For k1 > 2, k2 > 0, y > 0, obviously 1(k2y, y, k1y) = 0, if and only if


k1(k1 + 1)y 52 , and
k2 = 2(k1−2)(k1(k1+1)y−5/2)(5k1−1)y
= k02(k1, y).
(A.37)
Thus (A.33)–(A.37) imply the following results.
Proposition A.2. Under assumption (1.2), k0 = 0 holds if and only if (A,B,C) is
located on a speciﬁed surface S1(A,B,C) with A = A1(k1, y), B = B1(k1, y), C =
C1(k1, y), for k1 > 2, k1(k1+1)y > 52 and y > 0, where A1(k1, y), B1(k1, y), C1(k1, y)
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are deﬁned by


A1(k1, y)
=
(
k02(k1, y)+ k12 + 12
)
y,
B1(k1, y)
= k02(k1, y)y,
C1(k1, y)
= (k1 + k02(k1, y)y,
(A.38)
with k02(k1, y) deﬁned in (A.37).
For weak competition case (B < A < C), let
x = C, y = 2A− B2 − 3C2 , z = B − C,
or A = x + 12 y + 14z, B = x + z, C = x,
(A.39)
and deﬁne
2(x, y, z) = 0(A,B,C). (A.40)
Let
z = k1y, x = k2y.
Then
(1.3) holds ⇐⇒ k1 > 2, y > 0, k2 > 0, (A.41)
and
2(k2y, y, k1y)
=
(
1
2
+ k1
4
)
y3k22 +
(
5
2
k1 + 12 −
7
8
k21
)
y3k2
+ k1
(
5
2
− k1 − 98 k
2
1
)
y3 − 5
(
k1
2
− 1
)
y2
= a∗(k1, y)k22 + b∗(k1, y)k2 + c∗(k1, y).
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For k1 > 2, y > 0, k2 > 0, we have a∗(k1, y) > 0 and c∗(k1, y) < 0. Thus
2(k2y, y, k1y) = 0, if and only if
k2 = k∗2(k1, y) =
−b∗(k1, y)+
√
b2∗(k1, y)− 4a∗(k1, y)c∗(k1, y)
2a∗(k1, y)
. (A.42)
Thus (A.33) and (A.40)–(A.42) imply the following results.
Proposition A.3. Under assumption (1.3), k0 = 0 holds if and only if (A,B,C) is on
a speciﬁed surface S2(A,B,C) with A = A2(k1, y), B = B2(k1, y), C = C2(k1, y), for
k1 > 2 and y > 0, where A2(k1, y), B2(k1, y), C2(k1, y) are deﬁned by


A2(k1, y)
=
(
k∗2(k1, y)+ 12 + k14
)
y,
B2(k1, y)
= (k∗2(k1, y)+ k1)y,
C2(k1, y)
= k∗2(k1, y)y,
(A.43)
with k∗2(k1, y) deﬁned in (A.42).
In the following, we consider the case
+ = l0, and (1.2) holds, (A.44)
with + deﬁned by (2.34) and (2.31), and l0 by (2.15).
By (2.34), note that
+ = l0 ⇐⇒ (2l0 + b1u∗ + c2v∗)2 = (b1u∗ + c2v∗)2 + 4(c1b2 − c2b1)u∗v∗. (A.45)
Let
x = B, y = 2A− B − C, z = C − B,
or A = x + 12 (y + z), B = x, C = z+ x.
(A.46)
By (2.31), (2.15), (A.45)–(A.46), and detailed computation, it is easy to check that
(A.43) holds ⇐⇒ x = x∗(k1, y), z = k1y, with y > 0, k1 > 2, x > 0,
where
x∗(k1, y)
=
2
5k1(k
2
1 − 1)y −
(
k1 + 72
)
k1 − 1 . (A.47)
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Thus we have
Proposition A.4. Assume (1.2) holds. Then + = l0 if and only if (A,B,C) is located
on a speciﬁed surface S∗(A,B,C) with A = A∗(k1, y), B = B∗(k1, y), C = C∗(k1, y),
for k1 > 2, k1(k21 − 1)y > 52 (k1 + 72 ) and y > 0, where A∗(k1, y), B∗(k1, y), C∗(k1, y)
are deﬁned by


A∗(k1, y)
= x∗(k1, y)+ y2 + k12 y,
B∗(k1, y)
= x∗(k1, y),
C∗(k1, y)
= k1y + x∗(k1, y),
(A.48)
and x∗(k1, y) is deﬁned by (A.47).
Proposition A.5. Assume (1.2) holds. Then + = l0 and k0 = 0 hold if and only
if (A,B,C) is located on a speciﬁed curve (A,B,C) with A = A0(k1), B =
B0(k1), C = C0(k1), for k1 > 2, where (A0(k1), B0(k1), C0(k1)) = (A1(k1, y(k1)),
B1(k1, y(k1)), C1(k1, y(k1))), y(k1)
= 5(7k1−3)4k1(k21−1) and A1(k1, y), B1(k1, y), C1(k1, y) are
deﬁned by (A.38).
Proof. Under condition (1.2), by Propositions A.2 and A.4, obviously + = l0 and
k0 = 0 hold if and only if (A,B,C) is located on the intersection of S1 and S∗, which
is equivalent to
{
x∗(k1, y) = k02(k1, y)y,
k1(k1 + 1)y > 52 , k1(k21 − 1)y > 52
(
k1 + 72
)
and k1 > 2,
(A.49)
with x∗(k1, y) deﬁned by (A.47), and k02(k1, y) deﬁned by (A.37).
By solving the ﬁrst equation in (A.49), we have
y = y(k1) = 5(7k1 − 3)4k1(k21 − 1)
. (A.50)
By (A.50) and k1 > 2, it is easy to check that (A.49) holds if and only if (A.50) holds
and k1 > 2. This completes the proof of Proposition A.5. 
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