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Abstract
This work proposes a procedure to design adaptive and self-learning fuzzy controllers
in real time, requiring only a limited prior knowledge of the plant to be controlled, both
in terms of the quantity and precision of this information. The algorithm does not need
a mathematical model of the plant, or its approximation by means of a Jacobian matrix.
Neither is it necessary to know the response desired at each instant of time, nor need
there be previously available data. Auxiliary fuzzy controllers accomplish simulta-
neously the adaptation of the output scale factor (which is essential in the first steps of
the control process) and learning of the parameters within the principal fuzzy controller
(fuzzy rules). To verify the validity of the algorithm, real control problems were used:
the stabilization of the temperature of a thermostat and level control within a liquid-
filled tank. An analysis of the stability and robustness of the proposed algorithm is
performed for dierent initial configurations of the fuzzy systems required by the al-
gorithm and for abrupt changes in the plant to be controlled. Ó 1999 Elsevier Science
Inc. All rights reserved.
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1. Introduction
Implementing on-line adaptation and self-learning systems in real time is an
important issue in intelligent control [1,13,19,24,26]. The ability of man-made
systems to learn from experience and, based on that experience, improve their
performance is the focus of machine learning [2]. While non-adaptive fuzzy
control has proven its value in some applications, in situations where the
nominal system is altered in an unknown way, adaptive control plays a central
role since it is, at least in principle, able to deal with significant plant changes.
In [21] a comparative analysis is made of the adaptive fuzzy techniques pre-
sented in [30] and some conventional adaptive and non-adaptive non-linear
control techniques (such as linear quadratic regulator (LQR), adaptive and
non-adaptive feedback linearizing controller [29]). Two dierent examples are
used: the rotational inverted pendulum and the ball and beam system, showing
how adaptive fuzzy control techniques can significantly outperform others
conventional adaptive and non-adaptive controllers. In fact, the real advantage
of the adaptive method becomes apparent on implementation, where the set-
tling time is significantly reduced, as is the overshoot and the steady-state error
[8,27]. Highly autonomous behaviour is a very desirable characteristic of ad-
vanced control systems, since they perform well under changing conditions in
the plant and the environment, without external intervention [2].
The development of adaptive and self-learning controllers solves one of the
most important problems for the design of fuzzy controllers: the determination
of the rules to specify the control action, when these rules are totally unknown.
Generally, this knowledge contribution is obtained from the prior experience
of a human controller. Nevertheless, there are situations in which this know-
ledge is not available, is incomplete or inaccurate. In this context, the devel-
opment of controllers capable of generating a set of rules to obtain the desired
dynamics for the plant is of great importance.
Three main options are available for adapting a fuzzy controller: the input
and output scale factor, the membership functions and the fuzzy rules [27].
Tuning the scale factor of a fuzzy system is similar to gain tuning of a classical
PID controller. Changing of the scale factors gives elasticity to the control
policy without drastic control changes (for example to deal with an incorrect
control policy). In [19] a self-tuning algorithm for adjusting the scaling factors
and improving the control rules of a fuzzy system is proposed. The adjustment
of the scaling factors is performed when the control ends, evaluating the
overshoot, reaching time and the amplitude of the oscillation around the set-
point. This is therefore o-line. To improve the control rules, it is first
necessary to decide the target response of the system. This reference is used to
estimate to what degree the control response agrees with the target response in
each sampling time. But defining a desired target response at each sampling
point is the main problem to be faced when designing an unknown controller.
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Tuning methods for scaling factors have also been investigated in [4,8,15,19].
However, modification of the control rules, that is, the consequent parts of the
control rules, can in fact change the control policy in order to improve con-
troller performance.
The first adaptive fuzzy controller, called a linguistic self-organizing con-
troller (SOC), was introduced by Procyk and Mamdani [23]. They proposed a
learning algorithm capable of generating and modifying control rules based on
an evaluation of the system’s performance. The generation and modification of
control rules is achieved by assigning a credit or reward value to the individual
control action(s) that make a major contribution to the present performance.
The SOC proposed by Procyk and Mamdani has since been adopted by others
[16]; however, as has been recognised in [5,33] some problems exist, such as the
cyclic phenomenon appearing in the control response, long settling time, in-
stability and sensitivity to external signals (disturbance, set-point changes, etc).
Zha et al. [33] modified the self-organising procedure proposed in [23], using
additional supervision rules to secure rule modification of the main controller.
With this set of supervision rules, it is possible to avoid certain improper
modifications. The dynamic performance of the system is determined by the
parameters of the trajectory matrix and switching curves which can be designed
qualitatively by using sliding-mode control theory.
The well-known model reference adaptive control (MRAC) strategy has
been used extensively [6,14]. MRAC arose from research into how to improve
SOC by utilizing certain general ideas in conventional control [20]. The first
advantage that MRAC has over SOC is that it does not rely on the specifi-
cation of an explicit inverse model of the process (which can be dicult or
impossible to determine for many applications). In addition, this algorithm
employs a reference model (a model of how you would like the plant to behave)
to provide closed-loop performance feedback for synthesizing and tuning a
fuzzy controller. The algorithm presents serious problems in real time control
due to the long computational times required; furthermore, the design and
implementation of such a control method is dicult due to its complex
mathematical structure [13]. Recently, several researchers have explored dif-
ferent algorithms in the adaptive fuzzy systems area. Park et al. [22] proposed a
self-organizing fuzzy logic controller using a fuzzy auto-regressive moving
average model (FARMA). Using input and output history at every sampling
step, the fuzzy rules are generated for each space-state domain. If every rule is
stored in the rule base, the memory will be exhausted and any rules formed
improperly during the initial stages will not be updated. For this reason, the
input domain is a priori partitioned and therefore the number of rules is lim-
ited. Using a reference model, if there is a new rule whose output is closer to the
reference output in a given domain, the old rule is replaced by the new one.
In [28] a learning fuzzy controller based on look-up table modification is
proposed. The adaptation of the look-up table is implemented by a learning
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strategy based on three additional tables, which are used to track look-up table
accesses during controller adaptation. Look-up table entries are adjusted when
the access counts in the additional tables exceed a defined threshold. The
controller remains dormant when the plant is operating satisfactorily, and
autonomously initiates on-line adaptation in real time when adverse perfor-
mance is observed. The learning algorithm is implemented in an Intel-8031
processor.
Kim et al. [13] proposed an adaptive controller constructed with a parallel
combination of robust controllers. The most suitable rule base is selected by a
system identifier which observes variations in parameters of the controlled
system. The main characteristic of this approach is that the system is robust
(due to the properties of the fuzzy controller), and can be easily implemented in
a look-up table. In [11] natural control laws and regular fuzzy sets are em-
ployed to modify a self-organizing fuzzy controller. Nevertheless, It is neces-
sary to build the linear model of the plant beforehand by system identification
or modelling. A comparison using several error indexes for four dierent
control designs shows that the proposed self-regulating fuzzy controller has the
best performance.
A general framework to combine a mathematical model and fuzzy rules
within an adaptive fuzzy controller is proposed in [31]. This approach requires
a lot of information, such as an approximate model of the non-linear system to
be controlled, fuzzy rules describing the error between the approximate model
and the real system and fuzzy control rules describing recommended control
actions under dierent conditions (so that the system will follow the desired
trajectory).
Many hybrid techniques for adapting fuzzy controllers have also been
proposed in the bibliography. The most important ones include neuro-fuzzy
[3,10,17] and fuzzy-genetic algorithms [9,12,18]. These techniques give rise to
excellent controller performance. However, due to the overheads involved in
adaptation, many adaptive controllers undergo o-line adaptation. Once
programmed, their control policies are usually set and cannot be changed in
real time. On the other hand, the self-organizing type controllers can build their
own rule table without the supervision of an expert [11].
A fuzzy controller that self-learns the rules and continuously adapts the
output gain coecient is proposed in this paper, using only qualitative
knowledge of the plant. The controller will start with a set of empty rules
(without any information, where all the consequents are constant or ran-
domly generated) and, through two fuzzy controllers, the conclusions of the
rules will be learned and the output scale factor adapted. This adjustment
and the learning process will be accomplished in continuous time, with the
rules being directly acted upon with no need for a model of the plan to be
governed. This algorithm will be verified with two real control problems: the
stabilization of the temperature of a thermostat and level control within a
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liquid-filled tank. The robustness of the controller is analyzed by observing
the reaction of the systems to variations in the desired state, alterations of
the nominal system plant in an unknown way, dierent sets of initial rules
within the main controller and dierent parameters needed in the auxiliary
fuzzy systems.
The remainder of the paper is organized as follows. Section 2 describes the
methodology for the development of adaptive and self-learning fuzzy con-
trollers in real time. This is followed by Section 3, dealing with the detailed
description of the proposed method. In Section 4, the performance of the
adaptive and self-organizing system is analyzed through two real problems:
temperature and liquid level control. Stability and robustness are experimen-
tally considered in Section 5. Discussions and conclusions are given in Sec-
tion 6.
2. On-line adaptive and self-learning fuzzy controllers
Many of the adaptive systems referenced in the bibliography focus on
modifying either the set of rules of a fuzzy system, or the scale factors (in the
input and output variables) [4,15,32]. To the best of our knowledge, no papers
have been published describing the accomplishment of a simultaneous ad-
justment of the rules and the scale factor of the output variable. The reason for
this seems apparent, as argued in [28]: ‘‘output gain tuning is subsumed by
look-up table modification’’. Indeed, by adjusting the conclusions of the rules
that constitute a fuzzy system we also alter the definition range of the output;
an adjustment of the output scale factor thus seems to be unnecessary and
simply adds complexity to the control system. However we have been able to
verify, through real examples, that when the control rules are unknown, and
when a set of empty rules is initially used, the performance of the output scale
factor plays a fundamental role in the first steps of the control process, al-
though its significance decreases as the system evolves. In eect, it will be
shown that the overshoot and the rise-time in the first iterations, where the
rules have not been correctly defined, are improved in an adaptive and self-
learning system by a simultaneous modification of the rules and the output
scale factor.
A very important characteristic of the proposed system is that only a lim-
ited, and not necessarily precise, knowledge of the system is required. In fact,
there is no need for either a mathematical model of the plant, or its approxi-
mation by means of a Jacobian matrix. Neither is it necessary to know the
response desired at each instant of time, nor need there be previously available
data. It will be the designed system itself which autonomously modifies the
rules of the controller to obtain the desired dynamics for the plant. Fig. 1
shows the architecture of the proposed controller.
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2.1. Tuning strategy of the output scale factor
When the membership functions and the rules of the controller are fixed, the
greatest influence on the output of the system is exercised by the defuzzification
method employed. The adaptive system will be focused on the modification of
this latter phase. The purpose is to alter the output scale factor (adjustment of
the output of the defuzzification stage) in real time by using a set of fuzzy rules.
A suitable adjustment of the input scale factors gives an adequate relationship
between the input of the system and the fuzzy rules, while an adjustment of the
output scale factor modifies the amplitude of the defuzzifier output. The output
scale factor will not be a constant, but rather a function dependent on the state
of the system. Using the Centre of Area method, and supposing a fuzzy system
with n-inputs in the form~x  x1; . . . ; xn, the output of the controller is obtained
according to Eq. (1)
Z  K0 x1; x2; . . . ; xn :
R
Z0 zlz0 z dzR
Z0 lz0 z dz
1
where Z0 is the fuzzy output set generated by the rule-base for the input vector
~x. Unfortunately, no systematic method yet exists for the on-line adjustment of
Fig. 1. Block diagram of the proposed adaptive and self-organizing fuzzy sytem.
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the scale factors of a fuzzy controller, which implies that the modification of
such constants will be much more dicult for fuzzy systems than for the PID
controller [4]. The adaptive system that modifies the output scale factor of the
main controller is also a fuzzy system (C1 in Fig. 1). This fuzzy system adjusts
deficiencies in the current output of the main controller, in order to directly
correct the input to the process. The tuning strategy will consist in setting the
output scale factor as follows:
K0~x  1 bt  FC1~x 2
where FC1~x is the output value of the auxiliary fuzzy controller C1 for the
input vector~x. As commonly occurs in the use of other paradigms intended for
knowledge acquisition (mainly in the field of neural network systems), a
learning factor bt is employed, which decreases exponentially with time
bt  eÿt=k. Therefore, modification of the output scale factor is of pro-
gressively less importance as time increases. This means that when a large
number of iterations have been performed (depending on parameter k), only
the rules of the main controller will be modified. The reason for modulating the
response of the auxiliary fuzzy controller C1 by the learning factor bt lies in
the important eect arising from the alteration of the output scale factor,
particularly in the initial iterations (when the control policy has not yet been
learned). As the rules of the main controller become more and more correct,
the C1 system can be discarded, and only the fuzzy rules need be learned, with
no prejudice to the response of the real plant.
2.2. Learning the rules of the main controller in continuous time
To improve the dynamics of the system not only is it necessary to accom-
plish a continuous adjustment of the output scale factor, but it is also funda-
mental to learn which are the rules that lead to the stabilization of the plant in
the desired state. Learning occurs when the algorithm alters the parameters (in
our case the conclusions of the rules of the main controller) in an attempt to
improve its control behaviour. In this case, the system learns in such a way that
the acquired knowledge is reflected in the new values of the rules. However, if
the knowledge represented by these new values is not memorized or retained,
together with the circumstances that provoked this changes, it is not possible to
claim that the system has really learnt. Indeed, if the same context is later
presented to the controller, the algorithm needs to recalculate the same oper-
ations and to alter the parameters in the same way; this is an adaptive algo-
rithm rather than a learning algorithm.
To accomplish the learning of the rules a new auxiliary fuzzy system (C2) is
used. This system characterizes, through its output, the current state of the
plant. The sign and magnitude of this output will provide the necessary in-
formation to appropriately modify the rules of the principal controller with the
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objective of improving the control of the plant. The fuzzy rules of the main
controller will be directly altered by C2, without the need for a model of the
plant, or the desired output at each instant of time. Furthermore, only a
minimal qualitative knowledge (capable of being expressed by fuzzy terms) is
required to determine the rules of this auxiliary fuzzy system together with
another important parameter for the learning algorithm: the delay of the plant.
In eect, a real plant including a term of the type eÿsT
0
in its transfer function,
produces a delay of T0 seconds between an input vector and the corresponding
response of the plant. This is a factor to take into account for the modification
of the rules, since otherwise a misadjustment of the system would be carried
out.
Not all the rules that constitute the controller are responsible after a certain
time T0 for the current state of the plant. Some rules contribute to a greater
degree than others. To decide among these, the information of the a-levels of
activation degrees of the premises for each of the rules that constitute the main
controller will be used. In this work, it is proposed that the modification of the
rules should be proportional to the activation level. Therefore, a fuzzy set
FSAR (fuzzy set of active rules) will be defined that represents the degree to
which the rules of the system are responsible for the current state of the plant.
FSARt  Ri; ai x1t
ÿ ÿ T 0; . . . ; xnt ÿ T 0; i  1; . . . ;N 0
Rules=ai x1t
ÿ ÿ T 0; . . . ; xnt ÿ T 0 > 0	 3
The elements of this set at time t are the activated rules of the system at the
time t ÿ T 0, defined through a membership function whose value is the mag-
nitude of the a-level of such rules.
3. Detailed description of the learning algorithm
The learning algorithm is developed in two dierent phases. In the initial
phase an o-line study of the system is accomplished. It is necessary to know
the number of inputs and outputs to be considered and the design of the
auxiliary controllers, as well as to possess an estimate of the delay of the plant.
During the second phase the self-learning in real time (during the normal
operation of the process) is achieved. The algorithm proposed is described by
the following phases.
3.1. Initial phase
1. Determination of the plant delay. To establish this parameter, it can be
simply observed as the output of the real plant evolves for several inputs, and
approximately quantifies the delay in the output for a given input vector. This
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parameter has been symbolized as T0 and it is needed to estimate which rules
are responsible for the state of the plant in each instant of time.
2. Construction of the set of rules of the main fuzzy controller and auxiliary
systems. First of all, we must determine the membership functions and rules for
the auxiliary systems and the main controller. However, the identification of
the fuzzy rule magnitudes commissioned to modify the control policy (systems
C1 and C2 in Fig. 1) are not particularly determinant. Thus, only qualitative
magnitudes are required. In fact, it has been verified through various real ex-
amples that the complete system is robust to the information (even if this is
qualitative or vague, e.g. only alteration signs) of the auxiliary fuzzy systems
(Section 5).
3.2. Real-Time control phase
3. Memorizing the matrix of a-levels of the main controller (construction of the
FSAR fuzzy set database). It is necessary to store the activation degrees of every
rule in each iteration, since for the following step it will be necessary to identify
the rules responsible for the current state of the plant, in order to accomplish
the alteration of the consequent of the rules. The depth of the queue of FSARs
will depend on the plant delay and the sample rate.
4. Modification of the rules of the main controller. For each time t (except the
initial iterations, where the time is less than the value of the delay of the sys-
tem), the vector of the a-levels of a fuzzy inference activated in the instant
t ÿ T 0 is known. The set of rules of the main system is adapted according to the
following equation:
DRit 
ai x1t ÿ T 0; . . . ; xnt ÿ T 0
ÿ   FC2 x1t; . . . ; xnt  if Rit 2 FSART t
0 otherwise

4
The index i runs over the whole set of rules of the system. In other words, the
auxiliary system C2 evaluates the current state of the plant and proposes a
correction factor. This correction must be made only in the rules responsible
for that current state, i.e. the rules activated t ÿ T 0 seconds before, taking into
account their degree of responsibility (i.e. their activation degrees).
5. Computation of the activations accomplished in each zone of the input space.
Simultaneously, in a new matrix the integral of each rule activation is stored.
This matrix is designated the Integral of Activations (IA). Each one of its
components is calculated as:
IAi 
Ztend
T 0
ai x1t
ÿ ÿ T 0; . . . ; xnt ÿ T 0 dt 5
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The variable t does not start at the initial instant of control, but due to the
delay of the plant, the matrix ID starts to be computed at the instant T0; this
finishes when the control process ends (tend). The index i runs over the number
of subspaces into which the input space is divided (i.e. the number of rules).
This information is of great relevance as it allows us:
· To analyze which rules are the most important (those with greater IA coef-
ficient), and which, on the contrary, have scarcely been activated since the
path in the state space has not crossed the subregion of the input space de-
fined by the premise of a specific rule.
· With this information it is possible to simplify the number of membership
functions in the input variables, selecting the most representative ones.
Though our stated intention is to introduce the smallest possible quantity
of a priori knowledge into the system, it is important to emphasize that ini-
tially the domain of each input variable must be divided into several inter-
vals for the construction of the membership functions. With the help of
IA it is possible to reassign the linguistic values of each of the input vari-
ables, so that the behaviour of the plant will be improved. If, for a specific
membership function of an input variable, the values of the IA matrix are
nearly equal to zero, this means that during the control phase of the plant,
the system has not needed the information of the associated rules. Therefore,
this membership function can be removed without prejudicing the perfor-
mance of the system. On the other way, if we want to improve the perfor-
mance of the control process, we can reassign the membership function
locations in order to increase the density of rules in those input spaces with
a higher activation degree.
6. Adaptation of the b factor. The modification of the output scale factor is of
progressively less importance as time increases. For each iteration, the b factor
for the adaptation of the output scale factor is updated with an exponential
decrease.
7. Repetition of the cycle. If further adjustment to the rules is necessary, the
cycle is repeated from step 3. Otherwise, the cycle finishes.
Thus, there exists a continuous real-time interaction between the process
to be controlled and the adjustment of the conclusions of the controller.
This interaction allows the controller to learn the proper rules to control
the plant and to adapt itself to any unexpected changes in the operation of
the plant. In Section 5 it will be shown that this adaptation is stable
and robust.
4. Analysis of the control of real applications
In this section, two real control problems are analyzed: level control in a
liquid-filled tank and temperature control.
118 I. Rojas et al. / Internat. J. Approx. Reason. 21 (1999) 109–136
4.1. Control of a liquid tank
The system studied in this section is a real liquid-filled tank (Fig. 2), for
which the aim is to control the level of the liquid. For this purpose, a pump is
available to control the flow Qinput into the tank by means of a 0–10 V input
level. To lower the level, since the pump cannot extract liquid, an electrovalve
is installed, allowing a Qoutput flow from the tank. In every experimental test,
the electrovalve is open and so, liquid is constantly leaving the tank. Provided
the Qinput flow supplied by the pump is equal to or greater than Qoutput, the
liquid can be maintained at or above the set point. In a liquid-filled tank, the
relation between the height of the liquid and the input and output flows is not
linear.
Fig. 3 shows a step response of the liquid tank. From this figure, the delay of
the plant can be determined (T 0  2 s). The sample period for this example was
1/3 s. Six and five membership functions are used to define the error and time
derivative of the error, respectively (Figs. 4 and 5). For simplicity, the rules of
the fuzzy adaptive systems C1 and C2 are the same, as illustrated in Table 1,
where Decr_S, Decr_M, Decr_B, (Incr_S, Incr_M, Incr_B) mean decrease
(increase) small, medium, big.
The joint adaptation of the scale factor of the output variable and the
modification of the rules produces satisfactory results in the dynamics of the
plant to be controlled. This is particularly evident in the first iterations, where
Fig. 2. Liquid-filled tank.
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the control policy has not yet been fully defined, and thus large overshoots and
long response times are avoided. This behaviour pattern is illustrated in Fig. 6
in which the solid line represents the adaptive and self-organizing system, and
the dashed line, the one in which the scale factor is unaltered. The overshoot in
Fig. 4. Membership functions for the liquid level error.
Fig. 3. Step response of the liquid tank.
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the first configuration is clearly less than in the second. Similarly, the time
required for the liquid level to fall to the set point is less in the first than in the
second configuration. As observed in the tests performed in the liquid-filled
tank, both systems learn to minimize the error between the actual level and the
set-point, the error in the last iterations being practically equal to zero and very
similar in both dynamics.
The system is initialized from a set of rules with the same conclusions (a
magnitude of 5). The output range is 0–10. The fuzzy rules finally learned for
the latter initialization are presented in Table 2. The shaded cells mean that the
Fig. 5. Membership functions for the derivative of the level error.
Table 1
Fuzzy rules of the systems C1 and C2 for the control of liquid-level
_e e
Negative
big
Negative
medium
Negative
small
Positive
small
Positive
medium
Positive
big
Negative big Decr_M Decr_S Zero Incr_M Incr_M Incr_B
Negative medium Decr_B Decr_M Decr_S Incr_S Incr_M Incr_M
Zero Decr_B Decr_B Decr_S Incr_S Incr_S Incr_M
Positive medium Decr_B Decr_B Decr_M Zero Incr_S Incr_M
Positive big Decr_B Decr_B Decr_B Decr_S Incr_S Incr_S
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index IA in these cells is zero or very small, and therefore, for this set-point
evolution, these rules were not considered.
4.2. Temperature control
The objective of the application is to control the temperature by means of an
actuator which regulates the current through the resistance of a thermostat.
The system to be controlled comprises a thermostat with a resistance acting as
Fig. 6. Comparison of the evolution of the system when the adaptation of the output scale factor is
used and when it is not.
Table 2
Fuzzy rules finally learned for the adaptive and self-organized fuzzy controller
_e e
Negative
big
Negative
medium
Zero Positive
medium
Positive
big
Negative big 0 0 0 0 0
Negative medium 0 0 0 0 0
Negative small 1.5 0.5 0.4 0 2.8
Positive small 5.0 5.6 2.5 0 0
Positive medium 10 5 9.3 8.6 7.2
Positive big 10 8.5 10 9.5 9.5
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a heater, a potentiometer and a temperature sensor. The whole system is
integrated into the fuzzyLab card manufactured by fuzzyTECH-Microchip
Technology (Fig. 7). The thermodynamic heat transference and the absorbency
of the system to be controlled define a non-linear system, and any analytical
representation of this process by means of dierential equations is complex.
Although many papers on the subject of fuzzy controllers have been pub-
lished, most of them only use error and error derivative inputs. Using just these
two inputs, the fuzzy controller may be incapable of distinguishing which re-
gion of the space state the system is operating in [13] (this is especially im-
portant in strongly non-linear systems). Qin et al. [25] introduced the concept
of multiregion fuzzy controllers for highly non-linear systems. This study
demonstrated the need to use an auxiliary variable in processes where plant
dynamics present a substantially dierent behaviour pattern for the dierent
regions of such a variable.
In this sub-section, the above concept is applied to the proposed adaptive
and self-organizing controllers as illustrated in Fig. 8. In the case of the ther-
mostat, without the information concerning the actual temperature, it would
not be possible to distinguish the non-linearities associated with each of the
possible temperature ranges in which the plant must operate (25–60°C). The
fuzzy controller to be analyzed has three inputs and one output (the actuator
being in the range [0,100]). The inputs are:
1. The temperature of the system T
2. The error in the temperature: eT  TDesired ÿ TActual
3. The time derivative of eT : _eT  deT=dt
There are six and five membership functions to define the temperature error
and derivative of the error, respectively (Figs. 9 and 10).
For the adaptive and self-learning system there exists a module responsible
for selecting the rule set(s) to be modified, taking into account the temperature
of the thermostat. The current temperature of the system has been divided into
three attributes: low temperature, medium temperature and high temperature
(Fig. 11). There are three dierent rule sets that should be adapted by the
system. The rule base selector indicates which set(s) must be adapted, together
with their magnitude, i.e the membership degree of the linguistic values. As the
overlap of the membership functions for the current temperature variable is
two, as most, this will be the number of rule sets that can be simultaneously
altered.
Fig. 12 shows the behaviour of the thermostat when several set points are
required. The initial fuzzy rules have a constant magnitude of 10, with the
actuator range being in the interval [0,100]. The dashed line represents the
desired temperature, and the solid line the output of the plant. Because the
sensor error is 0.5°C, there is a small oscillation around the desired tempera-
ture. For the sake of clarity, the rules of the fuzzy adaptive systems C1 and C2
are the same, as illustrated in Table 3.
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Fig. 9. Membership functions for the temperature error.
Fig. 10. Membership functions for the derivative of temperature error.
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Fig. 12. Evolution of the thermostat for dierent set points (all the initial rules have a consequent
magnitude of 10).
Fig. 11. Membership functions for the actual temperature.
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5. Stability and robustness of the proposed algorithm
When developing fuzzy controllers, and particularly adaptive and self-or-
ganizing systems such as the one described, it is very important to study their
stability and robustness [7]. In this paper, the terms robustness and stability are
interpreted as meaning that the closed-loop system remains stable and is ca-
pable of controlling the plant satisfactorily, even when confronted with
breakdowns or alterations (i.e the nominal system is altered, e.g. if an elec-
trovalve ceases to function correctly or if surrounding conditions change) and/
or there are substantial changes to the parameters defining the proposed al-
gorithm (the fuzzy rules responsible for modifying the system and the initially
non-defined rule set of the main controller). It is in such a situation that
adaptive control plays a central role since it is, at least in principle, able to deal
with significant plant changes. To verify the robustness of the system, the
evolution of the plant was analyzed for:
· Dierent sets of initial rules, starting with empty rule sets initialized with dif-
ferent values.
· Dierent information for modifying the rules of the main controller. This
corresponds to the fact that the human operator provides dierent strategies
for the adjustment of the rules.
· Variation of the nominal values of the system. Simulation of breakdowns
and alterations in the control plant.
5.1. Analysis of dierent information and initialization
As shown by the experimental results, under the dierent initial conditions
of the rule sets in the main controller and with dierent rule sets in the auxiliary
fuzzy systems that modify the former, the system is capable of achieving a
satisfactory control. This is, therefore, evidence of the eciency and robustness
of the self-organizing algorithm, given only the parameters initially required.
Table 3
Fuzzy rules of the system C1 and C2 for the control of a thermostat
_e e
Very hot Hot Ok Little cold Medium cold Very cold
Decrease a lot Decr_S Zero Incr_S Incr_M Incr_M Incr_M
Decrease Decr_M Zero Incr_S Incr_S Incr_M Incr_M
Stable Decr_M Decr_S Zero Incr_S Incr_M Incr_M
Increase Decr_M Decr_M Decr_S Zero Incr_S Incr_S
Increase a lot Decr_M Decr_M Decr_S Decr_S Zero Incr_S
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The control of the liquid filled-tank will be used in this subsection. The con-
figurations used to test the behaviour pattern of the liquid level were as follows:
· Configuration A: The initial empty rule set is initialized so that each presents
a magnitude of 5 V. The output range is 0–10 V. The auxiliary fuzzy rule set
to adapt the main controller is given by Table 4.
· Configuration B: Each component of the initial rule set has a consequent
value of 5, but the auxiliary fuzzy system is provided by Table 5.
· Configuration C: As above, but with a consequent value of zero, and using
Table 4.
· Configuration D: Each rule within the initial set presents a high value of 9,
and is adapted by Table 6.
A priori, configuration D is the worst configuration, as the initial rules
display an extreme behaviour pattern; moreover, Table 6 presents an incon-
gruity concerning the magnitude of the actions to be applied. The information
contained in Table 4 is, in principle, correct as regards quantification of the
output. Table 5, however, illustrates an extremely limited or imprecise know-
ledge of the system to be governed, and therefore only the correction sign is
Table 5
Fuzzy rule set to adapt the main controller in Configuration B
_e e
Negative
big
Negative
medium
Negative
small
Positive
small
Positive
medium
Positive
big
Negative big Decr_M Decr_M Incr_S Incr_S Incr_M Incr_S
Negative medium Decr_S Decr_M Decr_S Incr_S Incr_M Decr_S
Zero Decr_S Decr_B Decr_S Incr_S Incr_S Incr_B
Positive medium Decr_B Decr_S Decr_S Incr_S Decr_S Incr_S
Positive big Decr_B Decr_B Decr_S Decr_S Incr_S Incr_S
Table 4
Fuzzy rule set to adapt the main controller in Configurations A and C
_e e
Negative
big
Negative
medium
Negative
small
Positive
small
Positive
medium
Positive
big
Negative big Decr_M Decr_S Zero Incr_M Incr_M Incr_B
Negative medium Decr_M Decr_S Zero Incr_S Incr_M Incr_B
Zero Decr_M Decr_M Decr_S Incr_S Incr_S Incr_B
Positive medium Decr_B Decr_B Decr_M Zero Incr_S Incr_M
Positive big Decr_B Decr_B Decr_B Decr_S Incr_S Incr_M
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stated, but not its magnitude. Fig. 13 presents the evolution of the liquid-filled
tank for the above four configurations. Here we see that in the early learning
stages, the system response is far from optimum. When the system begins to
learn, the dynamics improve. As is to be expected, the worst-performer is
Configuration D. Despite a large initial overshoot, the system learns to mini-
mize the dierence between the actual liquid level and the target level such that,
in the final iterations, the error is practically zero. It is important to note that in
Fig. 13. Analysis of the behaviour of the controller when dierent sets of initial rules and dierent
information in the auxiliary fuzzy system is used.
Table 6
Fuzzy rule set to adapt the main controller in Configuration D
_e e
Negative
big
Negative
medium
Negative
small
Positive
small
Positive
medium
Positive
big
Negative big Decr_S Decr_S Zero Incr_S Incr_S Incr_S
Negative medium Decr_S Decr_S Decr_S Incr_S Incr_S Incr_S
Zero Decr_S Decr_S Decr_S Incr_S Incr_S Incr_S
Positive medium Decr_S Decr_S Decr_S Zero Incr_S Incr_S
Positive big Decr_S Decr_S Decr_S Decr_S Incr_S Incr_S
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a state of equilibrium the amplitude of oscillations is very small (and very
similar to that of the other three configurations).
Only Configuration C presented a very small overshoot in the early itera-
tions, due to the fact that the initial rule set was designed to have a consequent
of zero value, equivalent to not pumping any liquid, whatever the state of the
system. Under these premises, there will be no initial overshoot, although the
time required to reach the level is considerably greater than that of the other
configurations for the initial iterations. It is noteworthy that the dierent
configurations achieve a correct control of the liquid level in the tank, even if
the initial knowledge of the plant is extremely limited or presents a small in-
congruity.
5.2. Robustness of the system against breakdowns
This section examines the robustness of the system against unexpected
changes in the environment and simulated breakdowns in the system being
controlled. The liquid filled-tank and the thermostat will be used to experi-
mentally verify the robustness of the main fuzzy controller. For the latter
system, breakdowns are simulated by altering the current flow into the resis-
tance acting as a heater. Firstly, a breakdown of the heating system is simu-
lated, and thus a lower quantity of current is passed through the resistance for
a particular actuator value (25% less than under normal conditions). This
means the system does not raise the temperature as much as the thermostat.
This breakdown occurs from time t 108 s. Fig. 14 shows how, at first, this
malfunctioning produces system instability about the desired set point. The
logical reaction is to reduce the temperature, as for a given main fuzzy con-
troller output value, heat transference is less than previously learned when the
real plant functioned at its nominal values. However, after several iterations
(around 50), the system again satisfactorily controls the thermostat at the
desired, stable values. An analysis of the set of fuzzy rules of the main fuzzy
controller at time t < 108 and at time t 800 showed that, at the latter time,
the magnitudes of the consequents of the rules were greater, as was to be ex-
pected for the type of breakdown being simulated.
The second example demonstrating the robustness of the system consists of
a modification of external conditions (Fig. 15). For the first 90 s, the sur-
rounding temperature of the system is 14°C. At this time point, the rules of the
main fuzzy controller are stored in a file, the activity of the whole system is
halted, and the temperature raised in the room where the tests are carried out.
When the surrounding temperature stabilizes at 25°C, the controller is reacti-
vated, with the rules previously used for the first 90 s of the test. As the sur-
roundings are now warmer, in principle less current is required by the
resistance to stabilize the thermostat at a given temperature. Therefore, there is
an initial rise in the system temperature and increased overshoots, followed by
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Fig. 15. Behaviour of the thermostat when the surrounding temperature increases.
Fig. 14. Robustness of the thermostat against breakdowns.
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a modification by the auxiliary fuzzy system of the values of the consequents of
the main fuzzy controller, and thus a fall in the values of the consequents.
The external environment of the filled-liquid tank was also modified to ex-
perimentally analyze the response of the fuzzy controller. Instead of existing
only a controllable pump injecting liquid to the tank, a constant flow
Qsupplementary is added to the system (with Qsupplementary < Qoutput). Therefore, the
magnitudes of the conclusions of the rules within the main controller must be
modified (they must be smaller). This is illustrated in Fig. 16. The new constant
flow starts at time t 40 s, which produces a rise in the level of liquid in the
tank. The reaction of the controller is to reduce the quantity of liquid supplied
by the pump. It is important to note that the time required for the liquid to rise
to a certain level is now shorter, while times for a reduction in the level of liquid
are greater. This is because the potential flow of liquid from the tank is less
than under normal conditions.
6. Conclusions
In this paper, a new methodology is proposed for the development of
adaptive and self-learning controllers which, acting in continuous time and in
Fig. 16. Robustness of the liquid-filled tank against alterations in the plant. A constant flow into
the tank is added.
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an autonomous way, are able to modify the output scale factors and learn the
rules of the fuzzy controller. The proposed algorithm can learn on-line starting
from a vacuous control policy (i.e. no rules), and can deal with substantial
variations in plant and noise dynamics.
One of the most significant characteristics of the proposed algorithm is the
limited prior knowledge required for the development of the controller. As has
been shown in the paper, no approximation of the mathematical transfer
function of the plant to be controlled is required. Neither is it necessary to
know the response desired at each instant of time, nor need there be a con-
troller to use previously available data. Thus, only a qualitative knowledge of
the system is necessary, capable of being expressed in linguistic terms, and thus
the content is expressed through fuzzy rules. Therefore, auxiliary fuzzy con-
trollers will produce alterations in the parameters of the main fuzzy controller.
To verify the validity of the algorithm, two real control problems were used:
the stabilization of the temperature of a thermostat and level control within a
liquid-filled tank. An important characteristic when analyzing an adaptive and
self-organizing controller is the robustness and stability of the system. To ex-
perimentally corroborate these concepts, the evolution of the plant was ana-
lyzed for dierent sets of initial rules and information for modifying them.
Furthermore, the plant was confronted with breakdowns and alterations of the
nominal values. In all the experimental tests carried out, the fuzzy system was
capable of satisfactorily maintaining controlling satisfactory the plant at the
desired level.
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