Abstract. The problem of illumination estimation for color constancy and automatic white balancing of digital color imagery can be viewed as the separation of the image into illumination and reflectance components. We propose using nonnegative matrix factorization with sparseness constraints to separate these components. Since illumination and reflectance are combined multiplicatively, the first step is to move to the logarithm domain so that the components are additive. The image data is then organized as a matrix to be factored into nonnegative components. Sparseness constraints imposed on the resulting factors help distinguish illumination from reflectance. The proposed approach provides a pixel-wise estimate of the illumination chromaticity throughout the entire image. This approach and its variations can also be used to provide an estimate of the overall scene illumination chromaticity.
Introduction
A new approach to illumination estimation for color constancy and automatic white balancing is presented based on the technique of nonnegative matrix factorization (NMF) with sparseness constraints (NMFsc). The goal of illumination estimation is to determine the chromaticity of the light illuminating a scene given only a digital color image of the scene. Once the illumination chromaticity is known, it can be used to adjust the image colors to account for the illumination to a certain extent and therefore provide a degree of color constancy. This process is also commonly referred to as automatic white balancing.
Although there are many approaches [1] [2] [3] [4] [5] [6] [7] [8] [9] to illumination estimation in the literature, none is perfect. In terms of accuracy, the method proposed in this contribution is similar to that of existing methods; however, it is interesting in that it approaches the problem from an entirely different mathematical perspective, a perspective in which the input color image is viewed as a matrix to be factored subject to the constraints of nonnegativity and sparseness. The resulting factors represent the scene's illumination (possibly spatially varying) and its reflectance. The nonnegative constraint on the factorization is important because illumination and reflectance are both nonnegative physical quantities. It is a common assumption of virtually all color constancy methods to date that the illumination chromaticity remains either relatively constant or completely constant across the scene and, similarly, the proposed approach makes use of sparseness constraints-namely, the illumination image is less sparsely encoded spatially than the reflectance imageto force the factorization to obtain an illumination component that varies only slightly across the scene, while allowing the reflectance component to be more varied. Note that here and in what follows that the terms "illumination" and "reflectance" are being used in the sense of a 3-tuple (e.g., RGB) sampling of the full illumination spectrum and a surface's percent surface spectral reflectance. NMFsc does not recover the full spectrum of either, only the 3-tuple representation of each.
One feature of the NMFsc-based method is that, like Retinex, it provides an estimate of the illumination and reflectance at every pixel. Although there is one parameter to tune for optimal performance, the NMFsc illuminationestimation method, along with a few other methods 1, 4, 5, 10 avoids the major training step required by the many methods that rely on image statistics 6, [11] [12] [13] [14] or finite-dimensional models of spectra. 15 Finally, unlike methods where full-sized images are required, NMFsc can be applied to only a subset of the image pixels. This can be helpful when only thumbnail images are available or it is necessary to reduce computation time. In the tests section below, results are reported for a large set of images with the NMFsc method applied to full-sized images, to randomly sampled sets of image pixels, and to pixels only in the vicinity of edges.
Nonnegative Matrix Factorization With
Sparseness Constraints Nonnegative matrix factorization creates a nonnegative approximation to a given set of nonnegative input data that represents the data in terms of a linear combination of nonnegative basis features. Sparseness constraints can be imposed to change the results of the factorization. Hoyer 16 provides an excellent introduction to nonnegative matrix factorization and the use of sparseness constraints. In the context of color imagery, we will use the factorization to re-represent the log image data in terms of a linear combination of log illumination and log reflectance.
Following Hoyer, 16 let us assume that the data consists of T measurements of N-nonnegative scalar variables represented as N-dimensional measurement vectors v t ðt ¼ 1; : : : ; TÞ. An M þ 1-dimensional linear approximation for each data vector is given by
where W is an N × ðM þ 1Þ matrix containing the basis vectors w i as its columns, and h t is the vector of scalar coefficients h i . Arranging the measurement vectors v t as columns of an N × T matrix V, we can have
where each column of H contains the coefficient vector h t corresponding to the measurement vector v t . Writing it in this form makes it apparent that this linear data representation is simply a factorization of the data matrix.
Principal component analysis can also be viewed as a matrix factorization method, but with a different choice of objective function than that used in nonnegative matrix factorization. NMF forces all entries of W and H to be nonnegative. The advantage of this is that it means that the measurement data is modeled in terms of additive components only. Since imagery is based on light, and there are no subtractive lights, nonnegativity is a desirable feature of any model of it.
The idea of sparse coding originates in the neural network literature. 17 A sparse code is one that is based on only a few neurons being active, with the majority being inactive. In the case of the representation defined in Eq. (1), sparseness means that only a few of the elements of w i are significant, with the majority being near zero. The expectation is that a sparse encoding will be based on meaningful, somewhat localized features. In terms of our goal of separating the reflectance component of an image from its illumination component, we expect reflectance to be well represented by localized features, hence by a relatively more "sparse" coding, and illumination to be represented by somewhat more global features, hence a relatively less "sparse" coding.
Hoyer 16 extended NMF to find nonnegative factorizations with a specifiable degree of sparseness and provided the following definition of NMF with sparseness constraints (NMFsc). Given a nonnegative data matrix V of size N × T, find nonnegative matrices W of size N × ðM þ 1Þ and H of size ðM þ 1Þ × T while minimizing
under the optional constraints
The three variables M, S w , and S h are user-controlled parameters, with M þ 1 denoting the number of components, and S w and S h denoting the desired sparseness of W and H. Hoyer 16 uses a sparseness measure based on the relationship between the L 1 -norm and the L 2 -norm defined as
where n is the dimensionality of an arbitrary vector x. P jx i j is the L 1 -norm, and ffiffiffiffiffiffiffiffiffiffi ffi P x 2 i p is the L 2 -norm. The NMFsc algorithm is derived from the projected gradient descent algorithm. It essentially takes a step in the direction of the negative gradient and subsequently projects the data onto the constraint space, ensuring that each step taken is small enough that the objective function in Eq. (3) is reduced at each iteration. The essence of the algorithm is the projection operator, which enforces the desired degree of sparseness. The function in Eq. (4) evaluates to unity if and only if x contains a single nonzero component and takes a value of zero if and only if all components are equal. Similarly, a relatively uniform vector-uniform in the sense that its components are all almost equal-will have a very small sparseness value. The sparseness of Eq. (4) is therefore inversely related to the uniformity of a vector and hence sparseness provides a means to enforce uniformity during factorization. The full details and derivation of this algorithm can be found in Hoyer's original paper. 16 NMF with and without sparseness constraints has had empirical success in learning meaningful features from a diverse collection of real-life datasets. 18 For example, see Fig. 1 of Hoyer, 16 which shows how, when applied to a dataset of face images, the representation by NMFsc consists of basis vectors encoding the intuitive features of faces such as the mouth, nose, and eyes. Here we provide a synthesized example as illustrated in Fig. 1 (of this paper) that shows an example of the difference in the basis vectors obtained with and without sparseness constraints for the example of a two-dimensional (2-D) model (i.e., M ¼ 1).
Imaging Model
Let EðλÞ and SðλÞ be the illumination spectral power distribution and matte surface spectral reflectance functions, respectively, and R k ðλÞ be the sensor sensitivity function for color channel k; then for a particular pixel in a color image, the linear RGB sensor response is defined by
Assuming the camera has narrowband spectral sensitivity functions that can be modeled as Dirac delta functions centered at wavelength λ k (i.e., R k ½λ ¼ δ½λ − λ k ), Eq. (5) simplifies to
Taking the logarithm on both sides of Eq. (6) we have a new equation in terms of addition
This has the advantage that the nonlinear multiplicative combination of the illumination and reflectance becomes linear. Note also that if, as is common in digital cameras, the camera applies a nonlinear "gamma" function to the initial linear sensor responses such that the final output response becomes p 1∕γ k with typically γ ≈ 2.2, the consequence is simply that Eq. (7) becomes scaled by the simple multiplicative constant of 1∕γ. Since this has no effect on the subsequent derivation, it will be dropped, and linear and nonlinear images can be handled identically.
Appending all three channels of the RGB image data in log space to form a column vector I, whose elements are the log p k as described in Eq. (7), the following equation holds
where E and S are two vectors representing the illumination and surface reflectance components of the input image I in log space. The reflectance component in log space, S, can be further represented as a weighted linear combination of a number of M reflectance "features"
where the vectors F i are approximately independent reflectance features, and the h i are weighting coefficients. The variable M here also denotes the number of features used in modeling the reflectance component of the given image. Combining Eqs. (8) and (9), an image vector I can be represented in terms of the illumination and M surface features as
It is apparent that Eqs. (10) and (1) are similar in structure, and in what follows we will exploit this similarity in separating an image into its illumination and reflectance components.
Integrating Image Model and Nonnegative
Matrix Factorization The image model described in the previous section can be combined with nonnegative matrix factorization in order to estimate the illumination and reflectance components within a given image. Assuming the illumination is constant throughout the scene, then the image can be modeled, according to Eq. (10), in terms of an illumination component and a linear combination of reflectance features. However, what are the actual features making up the reflectance feature basis? This is where the sparseness constraints in NMFsc are useful because the "factorization" provides a means of extracting the reflectance basis, along with the single illumination component.
Associating corresponding terms of Eq. (10) with those of Eq. (1) yields:
In this case, the vector v t corresponds to I from Eq. (10) and represents an image stretched out as a vector. Since w 0 h 0 takes the role of E, the basis vector w 0 becomes the "illumination" basis with weighting factor h 0 . Additionally, since P i¼1 w i h i takes the role of P I¼1 F i h i , the basis vectors w i become the feature reflectance basis vectors with weighting factors h i .
In the above development, an image was assumed to contain M reflectance features. In practice, it is not necessary to explicitly extract all feature basis vectors, because we are only interested in the illumination component, which, once determined, can be used to easily compute the reflectance by Eq. (8) . In that sense, there will be one illumination basis vector, and so only a single feature basis vector is required, which can be obtained by setting M ¼ 1.
In this case, when M ¼ 1, Eq. (11) from the multiplereflectance model is simplified to be the single-reflectance model
Clearly, Eq. (12) parallels the image formation model described by Eq. (8). Here we still have w 0 as the "illumination" basis with weighting factor h 0 . However, we only have one feature reflectance basis vector, w 1 , with weighting factor h 1 . Let the input V now represent the entire image by appending the image's log R, log G, log B data into a column vector v t . Since NMFsc allows the number of input vectors to be less than the total number of generated basis vectors, we set V ¼ v t . NMFsc applied to V yields the basis matrix W having one illumination basis vector w 0 and one feature reflectance basis vectors w 1 . In other words, NMFsc decomposes V into the illumination and reflectance components.
Equation (12) is a purely additive model, and hence the nonnegative factorization provided by NMFsc is appropriate since the two basis vectors associated with the feature reflectance and illumination images are required by the physics of light to be nonnegative. Of course, the input data matrix V must be nonnegative, too. However, the logarithm of the original image data in [0, 255] could include both positive and negative values. To ensure that the input is always nonnegative, it is first scaled to [1∕255, 1] so that all pixel values in log space will be finitely negative or zero and then log is replaced with − log.
Another reason that NMFsc can be used to solve for the illumination and reflectance components is that it allows the sparseness for each basis vector to be controlled individually. The illumination basis vector is forced to be nonsparse, making its components relatively uniform, while the reflectance basis vector is forced to be sparse. A minor modification of NMFsc allows the sparseness of each portion of a single basis vector to be controlled and evaluated separately. During each iteration of the original NMFsc method, sparseness is enforced on the entire basis vector. The modification is to enforce the same sparseness on only a portion of the basis vector from each color channel separately. In other words, we evenly divided the illumination basis into three segments, apply the sparseness constraint to each segment independently, and then append them back into one vector. It is necessary to do this for the illumination vector because the R, G, and B components of the illumination are all packed into a single vector, which means that a global solution across the three channels with low sparseness enforced across this entire vector leads to solutions in which the three components are approximately equal (i.e., pure achromatic illumination). To avoid this problem, the sparseness of the illumination basis vector needs to be enforced separately for each of its R, G, and B segments. The reflectance vector does not need to be divided into three segments because it is of high sparseness.
The illumination-estimation algorithm based on using the NMFsc approach is summarized as follows. A graphical illustration of the above algorithm is shown in Fig. 2 . Equation (12) expresses the idea that an input color image can be separated into an illumination image and a reflectance image in log space. How well NMFsc does the separation depends on the choice of sparseness constraints for the two components. By setting a relatively low sparseness for one component and a relatively high sparseness for the other, we expect the result of factorization to be a close representation of the true illumination (uniform) and reflectance (nonuniform) components. Unfortunately, the optimal sparseness values are unknown for a given image; however, it can be statistically estimated for a whole dataset. In the tests section below, we study the impact of the sparseness values on the performance of NMFsc and estimate optimal sparseness values.
One advantage of the NMFsc approach is that it considers all three channels simultaneously since the factorization aims to minimize the objective functions based on a data matrix that includes all three channels. This is an advantage over methods like Retinex that estimate the illumination and reflectance for each color channel independently. It is also interesting to note that for NMFsc, the spatial location of the pixels is irrelevant. This is because the computation of the sparseness in Eq. (4) does not require the elements in the vector to be in a specific order. Therefore, the NMFsc approach can be applied to a set of unordered pixels or even to a random subset of the input image pixels. Given this property of NMFsc, it can be applied to sets of randomly sampled image pixels as a way of potentially increasing its computational efficiency. This version of NMFsc will be denoted NMFsc_R and is discussed in more detail below.
Sometimes large areas of uniform color in the scene may violate the NMFsc assumption that the reflectance varies sharply while illumination varies slowly. To help avoid NMFsc misinterpreting reflectance as illumination in these situations, we propose a variant of the basic NMFsc method based on using only pixels that are near edges. This edgebased NMFsc approach will be denoted NMFsc_E. In this edge-based approach, pixels from large uniform areas are eliminated and only those pixels in the vicinity of intensity (R þ G þ B) edges are retained. The details of the edge detection and a specification of the vicinity are given below. As with NMFsc_R, NMFsc_E again relies on the fact that the NMFsc result is independent of spatial location. The performance of NMFsc, along with its random-pixel and edge-based variants, is evaluated in the next section.
Tests

Test on Pixel-Wise Illumination Estimation
Our first test is based on a real image, and is intended primarily to be illustrative of the method rather than an evaluation of its performance. Figure 3 shows the result. Figure 3(a) is the original image of size 256 × 256. Figure 3(b) shows the color-corrected image based on von-Kries scaling using the ground truth, which is a single RGB triple measured as the average RGB of the gray board placed in the scene. Figure 3(c) shows the color-corrected image based on von-Kries scaling using the NMFsc result; i.e., the average chromaticity of the illumination image [ Fig. 3(d) ], as the estimated scene illumination chromaticity. Figure 3 (d) and 3(e) are the extracted illumination and reflectance images, respectively. Ideally, the multiplication of Fig. 3 (d) and 3(e) pixelby-pixel and channel-by-channel yields Fig. 3(a) . For comparison, the corresponding results using McCann99 Retinex 10 are shown in Fig. 3(g) , where the R, G, and B channels are processed independently for five iterations each. The purple and yellow pixels in Fig. 3(g) appear to relate to difficulties Retinex has in processing the almostzero values in the dark shadows. In comparison to Retinex, NMFsc treats the three color channels as a unit, which is one possible explanation as to why it obtains a better estimate of the global illumination.
We also tested the effectiveness of NMFsc in terms of its pixel-wise illumination estimate by computing the mean and median of the angular errors obtained at each pixel separately. Figure 4(a) shows another example of a singleilluminant scene. To obtain a ground-truth image, a white reflectance standard was introduced at the side of the scene and then an additional image was taken using a single source of white light, as shown in Fig. 4 In a scene lit by a single light source, the illumination can still vary locally due to light inter-reflecting off colored surfaces. McCann99 is able to capture some local illumination variation but does not guarantee a globally satisfactory estimate because it processes each color channel independently. On the other hand, the proposed NMFsc minimizes the reconstruction error across the three color channels simultaneously. With different sparseness values, NMFsc consistently shows superior results to those of Retinex, in terms of both visual appearance and median angular error. When the sparseness value is relatively low-for example, in Fig. 4 (m)-the surface color is better preserved but some illumination cast, such as the pink on the cover of the book, remains. However, as the sparseness value increases in Fig. 4 (o) and 4(p), the colors on the patches of the ball and the side of the book start being incorrectly attributed to the illumination component. Despite that, the angular errors continue to decrease for this image. Interestingly, with increasing sparseness in the reflectance component, the associated illumination estimate becomes less uniform. This nonuniformity corresponds primarily with the local variations in the illumination. It is a strength of NMFsc that it is able to recover these variations. Another potential advantage of NMFsc is that the illumination components include sharp edges, especially in comparison to Retinex's illumination component, which is generally smooth and blurry. As a result, NMFsc may avoid the "halo" effects that sometimes arise with Retinex.
Statistical Results Estimating a Single Illuminant
Color NMFsc provides an estimate of the illumination chromaticity at every pixel; however, there are no image datasets of multiple-illuminant scenes that contain ground-truth measurements for every pixel of the sort included in Fig. 4 , which makes it impossible to evaluate thoroughly the effectiveness of the pixel-wise error performance of it or Retinex.
Until such time as such a dataset is constructed, the best that can be done is to use the average of the pixel-wise estimates as a prediction of the overall scene illumination and compare it with the estimates of other existing illumination-estimation methods.
In this section, we report statistical results on the accuracy of the NMFsc-based illumination estimates on three different image datasets. The first dataset is the Barnard et al. 19 collection of 321 indoor images taken under 11 different illuminants. The second dataset is the Ciurea et al. 20 collection of 11,346 images derived from digital video sequences. The third are images from the Gehler et al. 21 dataset, which contains 568 images taken with two DSLR cameras (Canon 5D and Canon1D). The RAW images from this dataset have been reprocessed as described below. The images in the Barnard and Gehler datasets are linear (gamma ¼ 1), whereas, those in the Ciurea set have camera gamma applied. Note that dark pixels (digital count ≤ 9) are excluded in any case.
Each image is resized to 128 × 128 pixels. The sparseness of the illumination is set to 0.01 for all datasets. These sparseness parameters were determined experimentally for each dataset separately using leave-one-out (Tables 1, 2 , and 3) and threefold cross-validation (Table 4) .
For the edge-based NMFsc_E, the Canny edge detector 25 is used to detect edges and all pixels within a distance of k pixels (k ¼ 1 in the tests below) of an edge element are retained. All other pixels are discarded. For the random-sampling-based NMFsc_R, there is a potential trade-off between speed and accuracy as a function of the fraction of pixels used. To determine how random sampling affects the results, NMFsc is tested using random samples of 1%, 5%, 10%, 20%, and 50% of the pixels from the original image. The computation time using Matlab on a 2.0-GHz CPU decreases from 1.46 s for a full (128 × 128) image to 0.02 s with 1% sampling, with nearly equal performance as shown in Fig. 5(a) .
NMFsc and its edge-based and random-sampling variants are compared with the illumination-estimation results of Grayworld, 4 MaxRGB, 3 MaxRGB with preprocessing, 22 color by correlation, 8 shades of gray (SoG) 1 (with Minkowski norm p ¼ 6), as well as the first-and secondorder edge-based methods, 5 and related N-jet method. 24 Comparisons of the errors for all methods are given in Tables 1 to 4 .
Result on the Barnard et al. 321 Dataset
The results of different methods based on the 321 dataset are shown in Table 1 . Those images are taken under laboratory conditions and include 33 scenes, each taken under 11 different illuminants. The errors reported in Tables 1 and 5 are based on linear images of gamma ¼ 1. A uniformly colored background (the grey back of the light booth) is common to all the scenes, and this appears to hurt the performance of NMFsc, which outperforms the other methods on the other two datasets described in Tables 2 and 3 below.
Results on the Ciurea et al. 11,346 Dataset
The next test involves 11,346 real images extracted from over 2 h of digital video acquired with a SONY VX-2000
by Ciurea et al. 18 who set up a camera with a matte gray ball attached to it. The ball was made to appear at a fixed location near the right-bottom corner of each video frame. The average chromaticity value of the pixels in the brightest region is assumed to represent the chromaticity of the true scene illumination. These images are nonlinear, but the actual gamma value is unknown. The original images are 360 × 240 but are cropped to 240 × 240 in order to eliminate the gray ball. Results of various methods are compared in Tables 2 and 6 . The Ciurea dataset is divided into 15 separate groups of images based on location. Gijsenij et al.'s result 24 for color by correlation is based on training on 14 of these 15 groups and testing on the single remaining group, repeated for all 15 groups. The Leave-N-Out N-jet result is also reported by Gijsenij et al. 24 
Results on Gehler et al. 568 Dataset
Finally we test our method on a reprocessed version 1 of the original Gehler et al. 21 dataset. The original dataset contains 568 Canon 5D and Canon1D images saved in Canon RAW format plus tiff-format versions created from the RAW images using the automatic mode of the Canon Digital Photo Professional program for the conversion. Each image contains a MacBeth colorchecker for reference, and the image coordinates (measured by hand) of each colorcheckers' corners are provided with the dataset. 21 Because the tiff images in the Gehler dataset were produced automatically, they sometimes contain clipped pixels, are nonlinear (i.e., have gamma or tone curve correction applied), are demosaiced, and include the effect of the camera's white balancing. To avoid these problems, we chose to reprocess the raw data and created almost-raw 12-bit Color by correlation, Table 6 24 6.5 portable network graphics (PNG) format (lossless compression) images from the Canon RAW format images by decoding them using dcraw. 26 To preserve the original digital counts for each of the RGB channels, demosaicing was not enabled. The cameras both output 12-bit data per channel so the range of possible digital counts is 0 to 4095. The raw images contain 4082 × 2718 (Canon 1D) and 4386 × 2920 (Canon 5D) 12-bit values in an RGGB pattern. To create a color image the two G values were averaged, but no further demosaicing was done. This results in a 2041 × 1359 (for Canon 1D) or 21931460 (for Canon 5D) linear image (gamma ¼ 1) in camera RGB space. The colorchecker has six achromatic squares. The Canon 5D has a black level of 129, which was subtracted. The Canon 1D's black level is zero.
We used the median of the RGB digital counts from the brightest achromatic square containing no digital count greater than 3300 as the ground-truth measure of the illumination's chromaticity. The threshold eliminates any clipping or possible nonlinearity as the intensities approach the maximum of 4095. The median was chosen instead of the mean because the median automatically excludes any of the black Table 3 Performance comparison on the reprocessed set of 568 linear images from the Gehler et al. dataset. 21 Methods and labels as in 21 The list p indicates the optimal Minkowski normstuned separately for each of the three folds, and s indicates the optimal reflectance sparseness values for each fold. The error, e ang , is the median of all the angular errors from all the three folds. pixels surrounding each square that might have been incorrectly included in the square due to the inexactness in the hand labeling of a colorchecker's position. For testing, the colorcheckers were overwritten by zeros in all images. The performance of the NMFsc-based approaches is compared in Tables 3 and 7 to that of the other methods, including MaxRGB, 3 MaxRGB with preprocessing, 22 Grayworld (GW), 4 shades of gray (SoG), 1 firstand second-order edge-based approaches, 5 gamut mapping 23 (as a special case of N-jet 24 ), N-jet, 24 and Bayes-GT. 21 For NMFsc, the sparseness of the reflectance was based on leaveone-out 14 cross-validation (threefold cross-validation results are discussed below as well). To give the gamut mapping and the two N-jet methods the best possible training data, the full set of 568 images with the colorcheckers included was used. Testing was then done on images with the colorcheckers removed. Since this dataset consists of images from two different camera models, training and testing were done separately for each of the two corresponding image subsets. The results were then combined. For Bayes-GT, 21 it would also have been interesting to be able to include leave-one-out results in Tables 3 and 7 as well, but unfortunately that method is so computationally intensive that this is not practical. Bayes-GT requires 4 min per image so even the threefold validation required two days of computation. It seems doubtful that it could ever be sped up enough to be of any more than theoretical interest.
Statistical Analysis Based on the Wilcoxon
Signed-Rank Test Tables 5, 6 , and 7 provide a statistical comparison of the methods based on the Wilcoxon Signed-Rank test for the three datasets. Table 5 shows that the edge-based NMFsc is statistically equivalent to the other methods on the Barnard 19 dataset. The results based on the Ciurea 20 and Gehler 21 datasets demonstrate performance that is comparable or better than the other unsupervised methods, namely, shades of gray and edge-based (first and second order), and even the supervised approaches, such as color by correlation, gamut mapping, and N-jet.
Analysis of the Parameters
The NMFsc method has two tunable parameters: the sparseness for the illumination basis and the sparseness for the reflectance basis. Based on our tests over all three datasets, we found that what is primarily important is the relative value of the two sparseness parameters rather than their absolute values. Choosing and fixing the sparseness of the illumination at 0.01 (a reasonably low value) and varying only the sparseness of reflectance, we can then search for a good pairing. In particular, for each dataset we tested the NMFsc method using 12 reflectance sparseness values between 0.05 and 0.9 and determined the corresponding median angular error. The relationship between the sparseness of reflectance and the average median angular error is plotted in Fig. 5(b) for the 321, 11346, and 568 image datasets. As is evident from this plot, the average median angular error reaches a minimum (s ¼ 0.45, 0.1 and 0.25 for the three datasets, respectively) in that range.
To determine the reflectance sparseness setting automatically without biasing the results, we selected the best of the 12 choices based on both leave-one-out cross-validation and the threefold cross-validation. For leave-one-out, one image is selected for testing and the sparseness is then chosen that minimizes the median error on the remaining images. This Table 5 Comparison of the algorithms (for which the necessary data is available) from Table 1 via the Wilcoxon signed-rank test with rejection of the null hypothesis at the 5% significance level. A "þ" means the algorithm listed in the corresponding row is better than the one in corresponding column. A "−"indicates the opposite, and an "¼" indicates that the performance of the respective algorithms is statistically equivalent. The label "CC" stands for color by correlation as implemented by Gijsenij et al. (Table 2 in Ref. 23 ); "Edge1" and "Edge2" stand for the first-and second-order edgebased approaches; "NMFsc_R" stands for the NMFsc using 1% randomly sampled pixels, and "NMFsc_E" stands for the NMFsc applied only to pixels near edges.
stable in that it remains almost constant across the threefolds. The errors for the threefold case (4.1, 4.9, 2.8 median error from the three datasets) are also very similar to the leave-oneout results for the NMFsc_E reported in Tables 1, 2 , and 3 (4.2, 5.0, 2.8).
Although it could be advantageous to determine the optimal sparseness value for each particular image, that likely would require automatic understanding of the image content. The optimal reflectance sparseness for a given image appears to depend on many factors including the scene content, the overall image contrast, and the camera characteristics. As a result, determining the per-image optimal sparseness value may be at least as difficult a problem as estimating the scene illumination. Hence, choosing a single sparseness for a given camera, rather than a given image, is much more practical.
For the NMFsc using randomly sampled pixels, the parameter is the percentage of pixels to use. Figure 5(a) shows the results when it is set to 1%, 5%, 10%, 20%, 50%, and 100%. Overall, the performance in terms of median angular error is very consistent. NMFsc using only 1% as many pixels, performs as well as the NMFsc using all the pixels. There is no need for further tuning of this parameter so the fixed value of 1% was used during testing.
Conclusion
The problem of separating an image into its illumination and reflectance components has been formulated in terms of nonnegative matrix factorization. The advantage of a nonnegative factorization over other possible factorizations lies in the fact that reflectance and illumination are physically constrained to be nonnegative. Since NMF factors a matrix into additive components, the matrix to factor is created from the negative of the logarithm of the input image data scaled to [0, 1] . Sparseness constraints are imposed on the factorization so that it finds one component with little variation in its values, and a second component with significant variation. The sparseness constraints encode the assumptions that the scene illumination is more or less uniform throughout the image, and that the surface reflectance on the other hand is not uniform.
Tests of the NMFsc approach to illumination estimation show that its performance is at least comparable, and sometimes superior, to that of other methods. In particular, it demonstrates better performance than the edge-based method, 5 for example, which is one of the more accurate illumination-estimation methods to date. Not only does the proposed NMFsc method perform at least as well as existing methods in terms of statistical accuracy, it also that like Retinex, has the advantage that it provides a pixel-bypixel estimate of the illumination color across the entire scene. NMFsc is also interesting in that it approaches the problem from an entirely different mathematical perspective and exploits a slightly different set of assumptions than previous methods. In particular, the low sparseness constraint on the illumination does not directly imply spatially uniform illumination since the ordering of the data is irrelevant to the factorization. Similarly, there is no explicit assumption that either the average scene reflectance or its derivative be achromatic or that the maximal values of R, G, and B represent the illumination color in any way.
