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ABSTRACT
Development and Evaluation of an Improved Microbial Inactivation Model for Analyzing
Continuous Flow UV-LED Air Treatment Systems
Cole Holtom Thatcher
Department of Mechanical Engineering, BYU
Master of Science
This thesis discusses the development of an improved microbial inactivation model for
analyzing continuous flow UV-LED air treatment systems and use of the model to evaluate the
impact of several treatment system design parameters on inactivation. Model development
includes three submodels: a radiation submodel, a fluid flow submodel, and an inactivation
kinetics submodel. Radiation modeling defines the UV irradiance throughout the system. Fluid
flow modeling provides the residence times that microbes spend exposed to the UV irradiation
while passing through the system. Inactivation modeling combines irradiance and residence
times with inactivation kinetics to calculate species-specific inactivation in a treatment system.
The most significant development focuses on the radiation submodel as it is key to
linking the UV intensity emissions to treatment system properties and inactivation rates. Various
radiation transfer models previously developed by other researchers are evaluated for
computational efficiency and effectiveness in modeling non-uniform LED emission and diffuse
and specular wall reflections. The Discrete Ordinates Method (DOM) with Legendre-Chebyshev
quadrature sets is selected for use in this research due to its ability to represent both non-uniform
LED emission profiles and combined specular and diffuse surface reflection. The DOM and
associated quadrature schemes are reviewed in detail and limitations in representing LED
emissions discussed. Sensitivity to spatial and directional discretization is evaluated. The
radiation submodel is combined with a well-accepted inactivation kinetics correlation and two
simple fluid flow models: a uniform flow model and a fully-developed flow model. The use and
validity of these submodels is explained and their limitations discussed.
Predicted microbial inactivation from the overall model is shown to compare well with
limited data from a test system. Model flexibility in evaluating several system operating and
design parameters is illustrated. These analyses show that for a similar number of LEDs, highly
reflective surfaces (diffuse or specular) produce higher inactivation. Other parameters are shown
to impact inactivation but to a lesser degree. Square ducts result in higher inactivation than nonsquare ducts, a fully-developed flow profile slightly increases inactivation over a uniform flow
profile, positioning LEDs on all four duct walls slightly increases inactivation when surfaces are
non-reflective or diffuse, and positioning LEDs closer together results in slightly higher
inactivation.

Keywords: UV LED, microbial inactivation, UV radiation, Discrete Ordinates Method,
combined radiation reflection, air treatment system design
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1

INTRODUCTION

Ultraviolet (UV) radiation has long been known to be useful in air disinfection processes
(Riley & Nardell, 1989; Sharp, 1940). UV radiation between 200 and 280 nm, the UV-C
radiation wavelength band, is particularly effective at disrupting microbial DNA, and if a
sufficient dose of radiation is absorbed then the microbe can no longer function and will die
(Reed, 2010). This DNA disruption is referred to as inactivation in this research.
Until recently, the primary source of UV radiation has been mercury vapor UV lamps
(Miller et al., 2013). However, light emitting diodes (LEDs) have now been developed that can
produce wavelengths across the UV spectrum, including specific wavelengths appropriate for
microbial inactivation (Park et al., 2020; Song et al., 2016). These LEDs overcome many of the
drawbacks inherent in UV lamps. LEDs have a longer lifetime, are safer to operate and dispose
of due to the lack of mercury, and are more versatile due to their small geometric size (Richwine,
2014). Further, LEDs allow for more specific ranges of wavelengths in the UV spectrum to be
emitted rather than large ranges of wavelengths emitted from a UV lamp.
Current UV LEDs are significantly less energy efficient than UV lamps. As the emitted
intensity from UV LEDs increases with improvements in the technology, use in disinfection
applications is increasing (Richwine, 2014). One area of current research is the inactivation of
pathogens in air flow, including in-duct air disinfection. This application is relatively new and
little research has been done to guide design and use of such duct treatment systems. To better
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understand the use of UV LEDs in air treatment, computer models can be used to guide LED
layout and duct design and evaluate air disinfection performance. Such computer models must
represent the key physical processes occurring in the treatment process, including the irradiation
field produced by the LEDs and the residence time of the microbes in the treatment section,
which combine to determine the radiation dose. The processes to be modeled are described in
more detail below.

1.1

Microbial Inactivation Modeling
Modeling microbial inactivation relates microbial inactivation kinetics to the dose of UV

radiation that a microbe absorbs. Dose or dosage refers to the cumulative UV energy incident on
a microbe. UV dose is a function of UV irradiance, as emitted by LEDs, and the time a microbe
is exposed to the UV irradiance, or residence time. The UV irradiance in a treatment duct is
influenced primarily by the magnitude and directionally dependent emission of the radiation
source, the arrangement of LEDs in the duct, the reflectivity of the duct surfaces, and the
absorption of radiation in the air. For a flow through air treatment device, the residence time is
determined by the flow path and velocity of air inside the duct.
Little modeling of UV-LED systems has been done, though methods for simulating
systems using UV lamps have been used for quite some time (Bolton, 2000; Elyasi & Taghipour,
2006; Jenny et al., 2014; Sozzi & Taghipour, 2006). Many of these researchers have identified
important trends to consider such as the importance of modeling LED emission and surface
reflection in UV systems. Many important advancements in portions of the modeling process
have also been made such as the development of accurate inactivation kinetics models. Some of
these models will be discussed in more detail in Section 2.3.

2

1.1.1

LED Emission
LEDs can be designed to emit many different radiation patterns, most of which are not

uniform. Optics change the direction of radiation intensity into an emission pattern. The emission
pattern is usually defined as a manufacturer specification for a given LED and are commonly
described in polar coordinates. The most common LED emission patterns vary with the polar or
zenith angle, 𝜃, but are azimuthally symmetric (I. Moreno & Sun, 2008). An example can be
seen in Figure 1-1. The pattern of emitted radiation, along with the position of the LEDs and
reflection from duct surfaces determine the irradiance field in a treatment duct. Modeling this
irradiance must represent the LED emission magnitude and pattern, reflection at duct walls, and
combine effects from all LEDs in the treatment duct to determine the total irradiance in the duct.
The treatment of duct wall reflections is particularly important to this calculation.

Figure 1-1: Example radiation intensity pattern emitted from a UV LED illustrating
dependence on polar angle. The emission is uniform in the azimuthal direction (Nikkiso UV
LEDs, 2019).
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1.1.2

Reflection
Reflectivity is the degree to which a surface reflects irradiation. Reflection from a surface

falls into two general categories, diffuse and specular. Diffuse reflection redirects incoming
radiation uniformly over all directions. Specular reflection redirects incoming radiation in a
single direction as determined by Fresnel’s law (see Figure 1-2). The reflectivity of a surface is

Figure 1-2: Illustration of diffuse and specular reflection (𝜽𝒊 = 𝜽𝒓 ).
determined by the material properties of the surface and its surface finish. Energy that is not
reflected is transmitted through or absorbed by the material. For an opaque material, any energy
not reflected is absorbed. The extent of reflection from treatment duct walls can significantly
impact the irradiation field resulting from LEDs (Bolton, 2000; Heidarinejad et al., 2020;
Keshavarzfathy & Taghipour, 2019b; Krishnamoorthy & Tande, 2016; M. Li et al., 2012; W. Li
et al., 2017; Simons et al., 2014; Thatcher & Adams, 2021). Radiation emission from duct
surfaces is determined by the surface temperature and emissivity. For the purposes of this
research, it may be noted that emission from duct surfaces in the UV band is negligible for the
ambient temperatures involved.
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1.2

Research Objectives
The objectives of this research are 1) to develop an improved model to calculate

inactivation of a specified microbe flowing in air through a rectangular duct containing UV
LEDs on its surfaces, and 2) to evaluate the impact on inactivation of several treatment system
design and operating parameters. The following tasks will be used to achieve these objectives:
1. Develop flow and radiation models to improve microbial inactivation predictions for air
flow through rectangular UV LED treatment ducts.
2. Validate the radiation submodel and overall inactivation model predictions against
experimental measurements and analytical solutions.
3. Evaluate the sensitivity of inactivation model predictions to the air flow rates, flow
velocity profiles, and surface reflectivities.
4. Evaluate the impact of duct cross-section aspect ratios and LED layout patterns on
inactivation.
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2

METHODS

As noted previously, the overall microbial inactivation model combines information about
UV irradiance and fluid flows through a system to predict microbial inactivation. This requires
three distinct submodels: an inactivation kinetics submodel, a fluid flow submodel, and a
radiation submodel. Figure 2-1 shows a schematic of how these submodels interact. The specific
methods and models selected for each of these three submodels are discussed in the following
sections.

Figure 2-1: Flow chart showing the interaction between the three submodels involved in
calculating inactivation.
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2.1

Inactivation Submodel
Inactivation kinetics of most microbes is a function of the total UV energy absorbed and

the specific extinction coefficient unique to each type of microbe. A common model for
describing microbial inactivation is the Chick-Watson model (Keshavarzfathy & Taghipour,
2019a; Richwine, 2014) which is shown in Equation 2-1.

log (

𝑁
) = −𝑘′𝐹
𝑁0

2-1

Here 𝑘′ is the extinction coefficient of the microbe of interest (𝑚2 ⁄𝐽), 𝐹 is the delivered UV
energy dose (𝐽⁄𝑚2 ), and the ratio N/No is the ratio of living microbes before and after UV
exposure. This equation can also be written as a ratio of microbial concentrations before (𝐶0 ) and
after exposure (𝐶),
𝐶
log ( ) = −𝑘 ′ 𝐹.
𝐶0

2-2

Rearranging, the concentration of microbes after UV exposure is written as
𝐶 = 𝐶0 10−𝑘

′𝐹

2-3

where the UV dose (F) is the variable of interest that needs to be calculated. The UV dose that a
given microbe absorbs is a combination of the irradiance the microbe is exposed to at a given
time, and the amount of time that the microbe is exposed to that irradiation (Jenny et al., 2014).
𝑇𝑓

𝐹 = ∫ 𝐺(𝑡) 𝑑𝑡

2-4

𝑇0

Here, 𝐺 is irradiation a microbe is exposed to as a function of time and 𝑇0 and 𝑇𝑓 are initial and
final times.
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It should be noted that, in systems with constant input intensity, the irradiance (𝐺) across
the treatment area is constant in time. However, a microbe moving through the treatment area
encounters irradiance that does change in time because the microbe is moving. In order to
approximate this integral, the irradiance at any point in the duct as well as the time dependent
path that microbes travel through the duct must be known. To simplify this, it is assumed that
microbes are entrained in the fluid flow and well dispersed. This allows the residence time in any
cell to be determined by the cell size and the local fluid velocity. For simple axial flows,
Equation 2-4 simplifies so that the UV dose is only a function of the three-dimensional
irradiance field, the axial flow velocity, and the axial length of the treatment duct. If the
treatment duct is divided into discrete computational cells where the axial size of a cell is ∆𝑥 and
the cross-sectional area of the duct perpendicular to the flow is the 𝑦 and 𝑧 directions, the UV
dose received by a microbe traveling axially along a specific (𝑦𝑗 , 𝑧𝑘 ) line is calculated as
𝑛

𝐹 = ∑ {𝐺(𝑥𝑖 , 𝑦𝑗 , 𝑧𝑘 )
𝑖=1

∆𝑥
}
𝑉

2-5

where V is the local flow velocity, x is the size of the uniformly discretized grid in the xdirection, and G is the irradiance. Thus, a model seeking to calculate the inactivation rate
resulting from a treatment device must calculate the irradiance and the flow velocity at each
point or computational cell in the treatment area.

2.2

Flow Submodel
Calculating the flow velocity throughout a discretized treatment domain provides the

residence time an entrained microbe is present in each cell of the domain. That residence time
multiplied by the UV irradiance corresponding to the cell of interest determines the UV dose the
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microbe receives in each cell of the domain. Finally, the flow path that a microbe takes through
the domain defines which cells the microbe passes through. The doses from each of those cells
are summed to determine the total dosage that a microbe receives passing through the treatment
duct.
The flow field and residence time throughout a treatment section may be calculated using
a range of techniques appropriate for the complexity of the flow field. For highly complex multidimensional flows, computational fluid dynamics (CFD) techniques may be used to determine
the flow field within the treatment section. CFD allows complex channels and flow patterns to be
modeled but may require significant computational resources. Flow field calculations can be
simplified for less complex flows, such as one-dimensional flows down the axis of a treatment
duct. In these cases, CFD calculations do not improve the accuracy of the inactivation model and
are not warranted.
In this work, the model is used to study design parameters generally. As such, simplified
flow models have been implemented. These models are not intended to perfectly represent real
flows. Rather, they include flow profiles selected to represent bounding cases for flows within
simple rectangular ducts. The first of these models is a spatially uniform flow field, which
assumes that fluid flow in the duct is one-dimensional, parallel to the duct, unmixed, and
constant velocity resulting in a “plug-like” velocity profile. The second model is a fullydeveloped laminar flow profile.
Uniform flow is best used to approximate flows that would have a small variation in
velocity over the duct cross-section such as highly turbulent flows. Most applications for UV air
disinfection would require turbulent flows, such as in air circulation and conditioning
applications. A fully-developed laminar flow model is more representative of flows that have a
9

larger variation of velocity over the duct cross-section such as laminar developing or developed
flows. Realistic flows, like fully-developed turbulent flow, would have more variation than
uniform flow and less variation than fully-developed laminar flow.
In the uniform flow model, the fluid velocity is set to be the average velocity as
calculated from a specified mass flow rate or Reynolds number. For the fully-developed laminar
flow model, flow is assumed to be unidirectional in the axial direction of the duct, steady, and
fully developed with a laminar velocity profile. The flow velocities are generated by simplifying
the Navier-Stokes equations in the axial direction, which is written as
𝜕𝑢𝑥
𝜕𝑢𝑥
𝜕𝑢𝑥
𝜕𝑢𝑥
−𝜕𝑃
𝜕 2 𝑢𝑥 𝜕 2 𝑢𝑥 𝜕 2 𝑢𝑥
𝜌(
+ 𝑢𝑥
+ 𝑢𝑦
+ 𝑢𝑧
+ 𝜌𝑔𝑥 + 𝜇 ( 2 +
+
)
)=
𝜕𝑡
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑥
𝜕𝑥
𝜕𝑦 2
𝜕𝑧 2

2-6

where 𝑢𝑥 , 𝑢𝑦 , and 𝑢𝑧 are fluid velocities in the x, y, and z directions respectively, 𝜌 is the fluid
density, 𝜇 is the dynamic viscosity of the fluid,

𝜕𝑃
𝜕𝑥

is the pressure gradient in the x-direction, and

𝑔𝑥 is the magnitude of gravity pointing in the x-direction. Applying the assumptions of purely
axial flow, steady, fully developed, constant pressure gradient, and assuming the axial direction
is perpendicular to the force of gravity, Equation 2-6 becomes
∇𝑃 𝜕 2 𝑢𝑥 𝜕 2 𝑢𝑥
=
+
𝜇
𝜕𝑦 2
𝜕𝑧 2

2-7

The solution of this problem has been found using a eigenfunction expansion and
separation of variables. For a duct W wide and H tall, the resulting flow field is given by
Equations 2-8 and 2-9 (Shah & London, 1978).
∞

∞

𝑛𝜋
𝑚𝜋
𝑦) sin(
𝑧)
𝑊
𝐻

𝑢 = ∑ ∑ 𝐴𝑛𝑚 sin (
𝑚=1 𝑛=1
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2-8

𝐻

𝐴𝑛𝑚 =

𝑊 ∇𝑃

𝑛𝜋
𝑚𝜋
sin ( 𝑦) sin(
𝑧)𝑑𝑦𝑑𝑧
𝑊
𝐻
𝑛𝜋 2
𝑚𝜋 2
𝑊𝐻 (( ) + ( ) )
𝑊
𝐻

4 ∫0 ∫0

𝜇

2-9

Here 𝑊 is the duct width, H is the duct height, y is the lateral position in the duct ranging
from zero to W, z is the vertical position in the duct ranging from zero to H, and m and n are
vertical and lateral summation indices across the duct cross-sectional area, respectively, ∇P is
the static pressure change in the x-direction, and  is the dynamic viscosity of the air. Note that
this flow profile is directly related to the coefficient

𝛻𝑃
𝜇

. As such, in order to define the profile by

an average velocity rather than a pressure difference, this coefficient is set equal to unity and the
flow field is normalized by the resulting average velocity. This normalized field can then simply
be multiplied by the intended average velocity, 𝑈𝑜 . The resulting velocity field 𝑢𝑥 is given in
Equations 2-10 through 2-13.
𝑢𝑥 = 𝑈𝑜 𝑢𝑛𝑜𝑟𝑚
𝑢𝑛𝑜𝑟𝑚 =
∞

𝑢
1 𝐻 𝑊
𝑢 𝑑𝑦 𝑑𝑧
𝑊𝐻 ∫0 ∫0
∞

𝑛𝜋
𝑚𝜋
𝑦) sin(
𝑧)
𝑊
𝐻

𝑢 = ∑ ∑ 𝐴𝑛𝑚 sin (
𝑚=1 𝑛=1

𝐴𝑛𝑚

2.3

𝐻 𝑊
𝑛𝜋
𝑚𝜋
4 ∫0 ∫0 sin ( 𝑦) sin(
𝑧)𝑑𝑦𝑑𝑧
𝑊
𝐻
=
𝑛𝜋 2
𝑚𝜋 2
𝑊𝐻 (( ) + ( ) )
𝑊
𝐻

2-10

2-11

2-12

2-13

Radiation Submodel
The UV irradiance in a treatment duct is influenced primarily by the magnitude and

directionally dependent emission of the radiation source, the layout of LEDs in the duct, the
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emissivity and reflectivity of the duct surfaces, and the absorption of radiation in the air. Due to
these dependencies, determining the UV irradiance at arbitrary locations in a duct can be a highly
complex calculation.
As mentioned before, there is a sparsity of models aimed at analyzing UV-LED
disinfection systems. Part of the reason for this sparsity is that UV LEDs are a fairly new
technology. Also, LEDs introduce significant complications that are not traditionally handled in
currently accepted radiation modeling techniques.
Most modeling methods that have been used to analyze UV systems in the past were
developed to simulate emission from UV lamps. Liu et al. (2004) provide a thorough overview
of such models. However, these models are not immediately suitable for handling the nondiffuse emission patterns of LEDs. With the introduction of UV-LEDs, work has been done to
modify previous models to accommodate the specific requirements coming from LEDs being the
radiation source. Such models include those developed by Keshavarzfathy & Taghipour (2019b);
Thatcher & Adams (2021); Richwine (2014); and Kheyrandish et al. (2018). This set of models
is referred to generally as Fluence Rate Distribution Models. Fluence is defined here as the
radiant energy per unit area incident on a surface, however in this research the term dose is used
in place of fluence.
Fluence Rate Distribution models, though useful, fail to accurately capture the impact
that highly reflective surfaces have on the radiation field in a treatment system. These models
have been modified to incorporate reflection, but only do so in a limited fashion. Where
traditional models track rays or intensities emitted from sources, Fluence Rate Distribution
models opt to directly calculate the intensity or irradiance due to each source at every point
within the domain. In order to account for reflections, one model (Thatcher & Adams, 2021)
12

expands the domain artificially and maps points in the expanded domain back to the real domain.
This method is only suitable for specular reflection, but was shown to produce an improvement
in overall accuracy as compared to an unmodified Fluence Rate Distribution model. Another
model found to handle reflection (Keshavarzfathy & Taghipour, 2019b) tracks the total
irradiation of reflective cells, determines the quantity and direction of reflected radiation, and
then iteratively recalculates the field with all cells participating in the radiative exchange. This
method was used to accurately model water treatment systems. However, the authors note that
the reflectivity of the systems they modeled is very low, and as such they only accounted for one
reflection event. Both methods create extreme increases in computational cost for simulating
even a single reflection from any cell.
Another subset of radiation models has been used and improved for decades because of
their wide use in simulating thermal radiation. Such models include the Discrete Ordinates
Method (DOM), Finite Volume Method (FVM), Discrete Transfer Method, Spherical
Harmonics, and the Zonal Method (Modest, 2013). Commercial multi-physics simulation
software (e.g., ANSYS Fluent, COMSOL, OpenFOAM, StarCCM+) commonly implement the
DOM and FVM specifically. These models, though widely used and accepted in reacting flow
systems, have not been widely applied to UV systems. Work detailed in Ho (2009) and in
Heidarinejad et al. (2020) both applied the DOM to model water disinfection systems using UV
lamps and focused on the effects that reflection has within those systems. J. Moreno et al. (2019)
applied a modified DOM with adaptive quadrature to simulate LED emission accurately, but did
not examine a more complex system that includes multiple sources and reflective surfaces. These
works together suggest that the DOM can accurately model UV fields produced by LEDs in
complex reflective systems.
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2.4

Model Selection
To accomplish the purposes of this research, various models available for simulating UV

radiation in a disinfection device were evaluated based on their ability to calculate irradiance
throughout a treatment duct, incorporate diffuse and non-diffuse LED emission and combined
specular and diffuse wall reflections, and to provide for sufficient directional fidelity without
significant computational expense.
After considering the Fluence Rate Distribution Models and traditional thermal radiation
models, the model that was selected for this research was the DOM. The DOM was deemed
superior mainly due to its ability to efficiently simulate combined reflection and because J.
Moreno et al. (2019) proved its ability to effectively model LED emission. Fluence Rate
Distribution models do simulate LED emission more accurately because intensity in each cell is
calculated directly rather than being tracked along discrete directions, which allows for
anisotropic emission to be represented with high fidelity. However, since directional intensity is
not tracked by these methods, reflection is not accurately simulated as discussed in Section 2.3.
As will be shown in Section 6, the error incurred by inaccurate reflection modeling is
significantly larger than the error incurred by inaccurate modeling of LED emission. While the
DOM possesses notable advantages over the other models that were considered, it is worth
noting that the DOM contains numerical inaccuracies resulting from the discretization of the
directional domain.
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3

THE DISCRETE ORDINATES METHOD

The Discrete Ordinates Method (DOM) provides a logical method for transforming the
Radiative Transfer Equation (RTE) into a numerically solvable set of differential equations. This
is accomplished by discretizing the directional domain as well as the spatial domain. Thus, the
RTE is solved for each discrete direction at each spatial computational cell. A more thorough
explanation of the DOM can be found in (Modest, 2013).

3.1

Spatial and Directional Domain Discretization
Discretization of the spatial domain is straightforward because the geometries being

considered are cuboid and easily discretized using a uniform mesh. Though the DOM can
operate with most meshing techniques, a uniform mesh is sufficient for the purposes of this
research.
Many different methods for discretizing the directional domain have been created and
used for different purposes (Hunter & Guo, 2013; Koch et al., 1995; Tencer, 2015). The most
widely used method is known as the Level-Symmetric technique (SN). This technique produces a
quadrature set with a total of 𝑀 = 𝑁 ∗ (𝑁 + 2) ordinate directions over the 4-steradian sphere,
where 𝑁 is the order of the quadrature set. However, the technique is limited because functional
quadrature sets can only be constructed up to S20, which results in 440 discrete ordinates
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(Longoni, 2004). This level of discretization is insufficient to resolve the emission pattern of
LEDs, as will be shown in Section 3.3.1.
To achieve higher order quadrature sets, a technique developed by Longoni (2004) is
implemented. Longoni identifies these improved quadrature sets as Legendre-Chebyshev
quadrature sets (PN -TN) because they are constructed using roots of Legendre and Chebyshev
polynomials. A full explanation of their construction is given in Longoni (2004). Here it is
sufficient to comment that PN-TN quadrature sets yield functional sets for all positive N, where N
is the order of the quadrature set. This allows for an almost arbitrary number of ordinates to be
used in resolving emission patterns of LEDs. Further, PN -TN sets are similar to the SN sets in that
they possess a total of 𝑀 = 𝑁 ∗ (𝑁 + 2) discrete directions, ordinates are arranged on 𝑁/2
discrete levels with

𝑁
2

𝑁

− 𝑖 + 1 ordinates on each level for 𝑖 = [1, ], and the ordinates are
2

arranged the same in each octant but with different signs. Figure 3-1 shows P8-T8 and P36-T36
quadrature sets in one octant of a sphere for comparison and highlights the improved directional
refinement of the higher order quadrature set.

Figure 3-1: P8-T8 (left) and P36-T36 (right) quadrature sets for a single octant.
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3.2

Governing Equations
The discrete-ordinates representation of the RTE for a non-emitting medium is written as
𝑀

𝜕𝐼𝑚
𝜕𝐼𝑚
𝜕𝐼𝑚
𝑘𝑠
𝜇𝑚
+ 𝜂𝑚
+ 𝜉𝑚
= −𝑘𝑎𝑏𝑠 𝐼𝑚 +
∑ Φ(𝑚′ , 𝑚)𝐼𝑚′ 𝑤𝑚′
𝜕𝑥
𝜕𝑦
𝜕𝑧
4𝜋

3-1

𝑚′=1

where 𝜇𝑚 , 𝜂𝑚 , 𝜉𝑚 are the direction cosines for the mth discrete angular direction Ω𝑚 , 𝐼𝑚 is the
radiation intensity at position r in the direction Ω𝑚 , 𝑘𝑎𝑏𝑠 is the absorption coefficient of the
participating medium, 𝑘𝑠 is the scattering coefficient, Φ(𝑚′ , 𝑚) is the phase function, and 𝑤𝑚′ is
the quadrature weight. Air emission is neglected due to the ambient temperature coupled with the
minimal absorption coefficient of air at 260-280 nm wavelengths. Assuming that no scattering in
the medium occurs, Equation 3-1 becomes
𝜇𝑚

𝜕𝐼𝑚
𝜕𝐼𝑚
𝜕𝐼𝑚
+ 𝜂𝑚
+ 𝜉𝑚
= −𝑘𝑎𝑏𝑠 𝐼𝑚 .
𝜕𝑥
𝜕𝑦
𝜕𝑧

3-2

By applying a finite-difference approximation of the derivatives and multiplying by the volume
of a cell ∀= Δ𝑥Δ𝑦Δ𝑧, Equation 3-2 becomes
𝜇𝑚 Δ𝑦Δ𝑧(𝐼𝑚,𝑖+1 − 𝐼𝑚,𝑖 ) + 𝜂𝑚 Δ𝑥Δ𝑧(𝐼𝑚,𝑖+1 − 𝐼𝑚,𝑖 ) + 𝜉𝑚 Δ𝑥Δ𝑦(𝐼𝑚,𝑖+1 − 𝐼𝑚,𝑖 )

3-3

= −𝑘𝑎𝑏𝑠 𝐼𝑚 ∀.
For a given cell, the intensities in Equation 3-3 represent the inlet and outlet face
intensities where 𝑖, 𝑗, 𝑘 correlates to the 𝑥, 𝑦, 𝑧 directions, respectively. Inlet and outlet faces are
related to cell center intensities using an interpolation scheme. Many interpolation schemes now
exist for this purpose and different schemes should be evaluated in the context of this model in
future research. For the current research, a simple weighted diamond differencing scheme is used
where the center intensity 𝐼𝑚 is related to inlet and outlet intensities by
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𝐼𝑚,𝑖+1 + 𝑓𝐼𝑚,𝑖 = 𝐼𝑚,𝑗+1 + 𝑓𝐼𝑚,𝑗 = 𝐼𝑚,𝑘+1 + 𝑓𝐼𝑚,𝑘 = (1 + 𝑓)𝐼𝑚

3-4

where 𝑓 is a differencing factor ranging from 0 to 1. Conceptually, this scheme represents central
differencing when 𝑓 = 1 or upwind differencing when 𝑓 = 0. Applying Equation 3-4 to
Equation 3-3 and solving for 𝐼𝑚
𝐼𝑚 =

𝜇𝑚 Δ𝑦Δ𝑧𝐼𝑚,𝑖 + 𝜂𝑚 Δ𝑦Δ𝑧𝐼𝑚,𝑗 + 𝜉𝑚 Δ𝑦Δ𝑧𝐼𝑚,𝑘
.
𝜇𝑚 Δ𝑦Δ𝑧 + 𝜂𝑚 Δ𝑦Δ𝑧 + 𝜉𝑚 Δ𝑦Δ𝑧 + 𝑘𝑎𝑏𝑠 ∀

3-5

In order to solve Equations 3-4 and 3-5 for each of the 𝑀 directions and for each cell in the
domain, intensity boundary conditions must be defined.

3.3

Boundary Conditions
For the duct systems considered in this research, there are three possible boundary cells:

LED cells, wall cells, and inlet/outlet cells.

3.3.1

LED Cell
LED cells are a source boundary condition where the boundary intensity is defined by the

directional emission of the LED being modeled. The directional emission of azimuthally
symmetric LEDs is represented using the generalized method proposed by I. Moreno & Sun
(2008), which is written as

𝐼𝑒 (𝜃) = [

𝑃
2𝜋 ∫2𝜋 𝐼𝑛𝑜𝑟𝑚 (𝜃)𝑐𝑜𝑠𝜃𝑑Ω

] 𝐼𝑛𝑜𝑟𝑚 (𝜃).

3-6

Here 𝑃 is the radiant power of the LED in watts and the denominator represents the area of the
surface defined by the normalized intensity, 𝐼𝑛𝑜𝑟𝑚 , which is defined as
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𝐼𝑛𝑜𝑟𝑚 (𝜃) = 𝑐11 cos(|𝜃| − 𝑐21 )𝑐31 + 𝑐12 cos(|𝜃| − 𝑐22 )𝑐32 + 𝑐13 cos(|𝜃| − 𝑐23 )𝑐33

3-7

+ 𝑐0
where 𝜃 is the zenith angle and the ten 𝑐𝑖 coefficients are constants that define a specific LED
emission pattern. Coefficients for a sample LED are given in

Table 3-1. This sample LED emission pattern is based on an industrial UV LED (Nikkiso
VPS164-280; Nikkiso UV LEDs, 2019) and is used in the non-diffuse emission cases described in
Section 5.

Table 3-1: Coefficients Used in Equation 3-7 to Represent Non-diffuse LED Emission
Coefficient
c11
c21
c31
c12
c22
c32
c13
c23
c33
c0

Value
0.137565481129
0.913050521486
22.6744845754
-0.368989317217
20.0583631928
11.8148570305
1.2778057991
0.361424460219
1
-0.284775675578

Due to the discretization of the angular domain, a finite number of zenith angles are
defined and the integral in Equation 3-6 must be approximated numerically using Equation 3-8.
𝑀/2
∫2𝜋 𝐼𝑛𝑜𝑟𝑚 (𝜃)𝑑Ω = ∑𝑚=1 𝐼𝑛𝑜𝑟𝑚 𝑐𝑜𝑠𝜃𝑤𝑚 .

3-8

The order of angular discretization determines how accurately this model can resolve the
emission pattern of a given LED. As J. Moreno et al. (2019) notes, this accuracy requires higher
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order quadrature sets. Figure 3-2 shows two-dimensional plots (in polar coordinates) of actual
LED intensity emission along with discrete points for the P8-T8 and P36-T36 quadrature sets.
The P8-T8 ordinates do not appear to sufficiently resolve the emission curve while the
P36-T36 provides a more directionally-refined and accurate representation. As noted above the
PN-TN quadrature sets are laid out in discrete levels as in the level-symmetric technique. The

a
b
Figure 3-2: P8-T8 (left) and P36-T36 (right) approximations compared to the exact normalized
emission of a VPS164-280 LED (Nikkiso UV LEDs, 2019).
order, N, of the quadrature set defines N total levels in the sphere or N/2 levels in a hemisphere.
These can be seen in Figure 3-2, the P8-T8 approximation shows four ordinate levels representing
the curve while the P36-T36 has 18 levels. In general, more levels better represent the emission
curve profile.

3.3.2

Wall Cell
Wall cells comprise an absorptive and/or reflective boundary cell in a treatment duct.

Irradiation incident on a wall cell is therefore either absorbed or reflected. Absorbed radiation
does not influence the boundary condition at a particular cell. However, reflected radiation does
need to be taken into account as part of the boundary condition. Since the amount of reflected

20

radiation is not known until the incident intensity on a reflective cell is calculated, reflective
systems require iterative executions to update the boundary condition. This aspect is explained in
more detail in Section 3.5.
Reflected intensity from a wall cell falls into two general categories, diffuse and specular
reflection. Diffuse reflection redirects incoming radiation randomly over all directions, which
can be represented as reflecting uniformly in all directions. Specular reflection is mirror-like
reflection which redirects incoming radiation in a single, predictable direction as determined by
Fresnel’s law (see Figure 1-2). The amount of incident energy reflected is determined by
material properties of the surface being simulated. Energy that is not reflected is transmitted
through or absorbed by the material. For an opaque material, any energy not reflected is
absorbed. Mathematically, these relations are written as
𝐼𝑟 = (1 − 𝛼)𝐼𝑖 = 𝜌𝐼𝑖 = (𝜌𝑠 + 𝜌𝑑 )𝐼𝑖

3-9

where 𝐼𝑟 and 𝐼𝑖 are the reflected and incident intensities respectively, 𝛼 is the absorptivity of the
surface, 𝜌 is the total reflectivity of the surface, and 𝜌𝑠 and 𝜌𝑑 are the specular and diffuse
reflectivities, respectively. It should be noted that 𝜌𝑠 + 𝜌𝑑 = 𝜌 ≤ 1.
Directionally, the specular and diffuse reflections must be considered separately.
Specular reflection is governed by Fresnel’s law, which simply stated is that the incident zenith
angle is equal to the reflected zenith angle. For discrete ordinates, there are a finite number of
possible incident directions and therefore a finite number of reflected directions. The quadrature
set used to specify these directions must then allow for this specular behavior. As described in
Section 3.1, the PN-TN quadrature sets are symmetric in each octant, therefore there is always an
available reflected ordinate.
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For diffuse reflection, a single incident ray would be reflected uniformly over a
hemisphere of directions. However, since computational modeling requires finite areas and
discrete directions, incident radiation is always incident on a finite area and the reflected
radiation is reflected from the same area. As such, diffuse reflection can be modeled as though
the incident intensity along a single incoming direction is then redistributed equally to each
outgoing direction ensuring conservation of radiant energy. Therefore, the diffusely reflected
intensity into each direction 𝜃 (𝐼𝑟,𝑑𝑖𝑓𝑓,𝜃 ) from incident intensity along direction 𝜃𝑖 (𝐼𝑖,𝜃𝑖 ) is given
as

𝐼𝑟,𝑑𝑖𝑓𝑓,𝜃 =

𝜌𝑑 𝐼𝑖,𝜃𝑖
𝑀 ⁄2

3-10

where 𝑀⁄2 is the number of discrete ordinates in the hemisphere normal to the reflecting
surface.
Most models discussed in Section 2.3 do not model both specular and diffuse reflection if
they account for reflection at all. This model is able to model surfaces that are simultaneously
both diffuse and specular reflectors.

3.3.3

Inlet/Outlet Cell
The final type of boundary cell is an inlet/outlet cell located at the inlet or outlet of the

treatment duct. This should not be confused with the inlet/outlet faces of a cell within the
computational domain. These boundary cells are represented as perfectly absorptive and
therefore no incident radiation is reflected back into the domain, which would increase the
irradiance in the domain. In reality, radiation incident on these imposed surfaces would not be
entirely lost or absorbed but would continue to travel up or down the duct system and would still
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contribute to the overall UV field in some part. As such, modeling the domain inlet and outlet
close to UV sources results in larger portions of the emission being “absorbed” at the inlet and
outlet which lowers radiation intensities in the duct. However, decreasing the domain’s size in
this way allows the model to be more computationally efficient. This tradeoff should be kept in
mind when defining the modeling domain.

3.4

Irradiance
Once the cell inlet and exit intensities are determined, the irradiance on each cell and on

the boundaries can be determined. The hemispherical flux incident on boundary or cell face is
given as
𝑀/2

𝑞𝑖 = 2𝜋 ∑ 𝐼𝑚 𝜉𝑚 𝑤𝑚

3-11

𝑚=1

where 𝑀/2 is the number of discrete directions in a hemisphere, 𝐼𝑚 is the incident intensity
along direction 𝑚, 𝜉𝑚 represents the appropriate direction cosine (𝜇𝑚 , 𝜂𝑚 , 𝜉𝑚 ), and 𝑤𝑚 is the
quadrature weight for direction 𝑚. To calculate the total incident flux on an interior cell,
Equation 3-11 is applied to each face of the cell and summed together. Note that a different set of
the 𝑀 discrete directions are incident on each cell face. For example, on the positive x face of a
computational cell, incident radiation comes from the negative x hemisphere ordinates and vice
versa for the face on the opposite side of the cell. This total irradiance of a given cell is then used
to determine UV dose throughout the domain as described in Section 2.1a.
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3.5

DOM Solution Method
The solution algorithm used in this research for solving Equations 3-4 and 3-5 to

calculate inlet and exit intensities at each cell face and for all directions in the computational
domain follows these steps:
1. Define initial guess of the intensity boundary conditions based on LED placement
and emission (no emission for cells with no LED);
2. Pick the mth discrete direction on the sphere;
3. Based on the direction selected, pick the minimum cell along that direction (e.g.,
if 𝜇𝑚 , 𝜂𝑚 , and 𝜉𝑚 are positive, the minimum cell is where x, y, z coordinates are
smallest. For negative 𝜇𝑚 , 𝜂𝑚 , and 𝜉𝑚 , the minimum cell is where x, y, z are
largest);
4. Calculate the directional cell center intensity 𝐼𝑚 using Equation 3-5;
5. Extrapolate cell exit face intensities (𝐼𝑚,𝑖+1 , 𝐼𝑚,𝑗+1 , 𝐼𝑚,𝑘+1 ) using Equation 3-4;
6. Check exit face intensities for negative values. If intensities are negative, reduce
the differencing factor and start the algorithm again;
7. If no negative intensities appear at exit faces, assign those exit intensities to the
inlet of the appropriate adjacent cells;
8. Move to the next cell and repeat steps 4 – 7;
9. When each cell has been swept along the mth direction, pick the next discrete
direction and repeat until all cells have been swept in all directions.
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10. Update boundary conditions by adding reflected intensities to initial boundary
condition guess.
11. Repeat steps 2 – 9 until the maximum change in boundary irradiation between
iterations is within a user defined limit.
12. Perform an energy balance calculation to ensure sufficient agreement between
energy emitted from LEDs and energy exiting the system through absorption or at
inlet/outlet planes.
This iterative method allows for the boundary conditions to include reflected intensity,
and therefore accurately represent the contribution that reflection has on the total UV irradiation
within a system.
Depending on the needs of the system to be modeled, other criteria besides the change in
maximum wall flux can be used to control the iterations. Further, the order that discrete
directions and cells are swept is arbitrary and can be optimized to decrease computational
expense using vectorization and parallel computing depending on domain sizes and
discretization of domains.
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4

TEST SYSTEM

Test data from a prototype air treatment system was used to evaluate the Fluence Rate
Distribution Model developed by Thatcher and Adams (2021). This same test data is used as a
comparison for model predictions in this research, which can be found in Section 6.4. The
prototype air treatment test system and procedure is explained here for completeness.

4.1.1

Testing Procedure
A schematic of the test fixture and procedure is shown in Figure 4-1. Physical tests were

performed by an independent microbiology lab (Nelson Laboratories, LLC, 2019). The test
procedure was performed to evaluate the bacterial filtration efficiency (BFE) of the test fixture at

Figure 4-1: Layout of the physical test setup and illustration of testing procedure.
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specified challenge levels. A challenge specifies a flow rate and quantity of microbes that will
pass through the system during a single test iteration.
A suspension of Staphylococcus Aureus was delivered to the test article at a challenge
level of greater than 106 colony forming units (CFU). The challenge was aerosolized using a
nebulizer and delivered to the test article at a fixed air pressure and flow rate of 3, 6, 15, 30, and
60 liters per minute (LPM). The aerosol droplets were generated in a glass aerosol chamber and
drawn through the test article into all glass impingers (AGIs) for collection. The challenge was
delivered for a 1-minute interval and sampling through the AGIs was conducted for two minutes
to clear the aerosol chamber. The mean particle size (MPS) control was performed at a flow rate
of 28.3 LPM using a six-stage, variable particle, Andersen sampler for collection.
Collected samples after the test article were then incubated for 48 hours to determine the
number of surviving CFU. This allows the ratio N/N0 in Equation 2-1 to be calculated for each
test that was performed.

4.1.2

Test Article/Fixture
The air treatment fixture used in the testing procedure is pictured in Figure 4-2. It is

comprised of three 12 x 2 x 2 cm duct sections that are lined with UV-C LEDs on the top and
bottom surfaces and have static air mixers between each section. The whole duct is lined with a
highly UV reflective material (PTFE) which has a reflectivity of 𝜌 > 0.90 over the whole UV
spectrum (Janecek, 2012). In each of the three duct sections, LEDs are positioned on the floor
and ceiling of the treatment duct. Figure 4-3 shows LED positions in a single stage, and Figure
4-4 shows the configuration of the three duct sections together.
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Figure 4-2: Annotated rendering of the air treatment fixture used for testing. The treatment
duct is shown in more detail in Figure 4-3 and Figure 4-4.

Figure 4-3: Representation of a single duct stage used in testing with LEDs shown in yellow.

Figure 4-4: Schematic of treatment duct geometry including identical duct sections and
mixers. Does not show electronics, heat sinks, connectors to test equipment, etc.
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5

SIMULATED CASES

To calculate the total inactivation predicted by the model discussed in Section 2, many
inputs defining the case being simulated must be supplied to the model. For convenience, these
inputs are organized into three groupings:


Numerical inputs (spatial step-size, directional quadrature)



Design inputs (duct size, LED Type, LED power, LED positions)



Operational inputs (microbe specie, material reflectivities, Reynolds number/flowrate,
fluid properties)
In Section 6, variations to one or more of these inputs is used to discuss sensitivity to

inputs and draw insights into the impact that different system configurations have on microbial
inactivation. All relevant inputs are listed in Table 5-1 along with standard input values.
Most inputs are varied depending on the aspect of the model being analyzed and as such
are not consistent for every case. The Reynolds number (Re) or flowrate in particular is chosen
for the specific geometry and LED arrangement being used. Throughout Section 6, inputs that
differ from standard values will be given before results are presented.
It is also convenient to introduce a precise nomenclature for quickly communicating the
diffuse and specular reflectivities used in a given case. The nomenclature used throughout the
analysis results in Section 6 is: ρsS-ρdD. Therefore, a case with 0S-0D reflectivities is modeled as
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Table 5-1: Common Input Values for Cases Referenced in Section 6
Input
Value (units)
Step-Size
0.25 cm
Numerical
Quadrature
P36-T36
Duct-Size
G1,G2,G3 (see Sections 5.1 - 5.3)
Design
LED Positions
See Sections 5.1 - 5.3
VPS164-280 (see
LED Type
Table 3-1)
LED Power
40 mW
Re / Flowrate
Geometry dependent (G1,G2,G3)
Operational
Flow Model
Uniform
ρd
0
ρs
0
Microbe Species Staphylococcus Aureus (k = 0.086 m2/J)
Air ( = 1.46E-5 m2/s)
Fluid
kabs ≈ 0 (Forsythe, 2003)

ρs = 0 and ρd = 0, while a case with 0.25S-0.5D is modeled as ρs = 0.25 and ρd = 0.5. The
combination of ρs plus ρd cannot exceed one, since
𝜌𝑠 + 𝜌𝑑 = 𝜌 ≤ 1
5.1

5-1

Case G1 – Cubical Duct
The G1 base case geometry is pictured in Figure 5-1. The duct in this case is 10 x 10 x 10

a
b
Figure 5-1: Basic geometry for the G1_2Wall including LED positions (shown in yellow)
shown viewing downward at the top wall (a) and from a perspective view (b). Flow through
the domain is in the x-direction.
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cm. It is helpful to note the several different LED arrangements are used with this case. Figure
5-1 shows the G1_2Wall arrangement where the LEDs are located at positions listed in Table
5-3; this arrangement is considered the baseline for this geometry. Three other arrangements are
used, namely, G1_Single, G1_1Wall, and G1_4Wall. LED positions for these arrangements are
also listed in Table 5-3, and include LED positions on the bottom wall (Z=0) only (G1_1Wall),
distributed over bottom (Z=0), top (Z=10), and both side (Y=0, 10) walls (G1_4Wall), and a
single LED on the bottom wall (G1_Single). The G1_Single case is used to explore mesh and
quadrature sensitivities.

5.2

Case G2 – Test Duct
The G2 case is pictured in Figure 5-2. The duct in this case is 12 x 2 x 2 cm with LEDs

located on the top and bottom surfaces at the locations listed in Figure 5 2 where x, y, and z

a

b
Figure 5-2: Basic geometry for the G2 case including LEDs (shown in yellow) shown viewing
downward at the top wall (a) and from a perspective view (b). Flow through the domain is
in the x-direction.
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coordinates define the axial (x), horizontal (y), and vertical (z) position with the domain. This
case corresponds to the test system discussed in Section 4. The LED positions for the G2 case are
listed in Table 5-2.
Table 5-2: LED Positions for the G2 Case
LED # X (cm) Y (cm) Z (cm)

5.3

1

8

1.75

0

2

8

0.75

0

3

4

1.25

0

4

4

0.25

0

5

9

1.75

0

6

9

0.75

0

7

5

1.25

0

8

5

0.25

0

9

7

1.25

2

10

7

0.25

2

11

3

0.75

2

12

3

1.75

2

13

8

1.25

2

14

8

0.25

2

15

4

0.75

2

16

4

1.75

2

Case G3 – Nonsquare Duct
The G3 case is shown in Figure 5-3. The duct in this case is 10 x 20 x 5 cm. This

geometry is used with multiple LED arrangements similar to the G1 case and is used to study the
impacts of duct aspect ratio and LED groupings. Shown in Figure 5-3 is the G3_Base case with
LEDs located at the positions listed in Table 5-4. Two other arrangements are used:
G3_DenseInline and G3_DenseOffset. Positions for these arrangements are given in Table 5-4.
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Table 5-3: LED Positions for All G1 LED Arrangements

LED
#
1

G1_1Wall

G1_2Wall
X
Y
(cm) (cm)
4
2

G1_4Wall

G1_Single

Z
(cm)
0

LED
#
1

X
(cm)
4

Y
(cm)
2

Z
(cm)
0

LED
#
1

X
(cm)
5

Y
(cm)
4

Z
(cm)
0

2

4

6

0

2

4

6

0

2

5

8

0

3

6

4

0

3

6

4

0

3

5

10

4

4

6

8

0

4

6

8

0

4

5

10

8

5

4

4

10

5

4

4

0

5

5

2

10

6

4

8

10

6

4

8

0

6

5

6

10

7

6

2

10

7

6

2

0

7

5

0

2

8

6

6

10

8

6

6

0

8

5

0

6

LED
#
1

X
(cm)
5

Y
(cm)
5

Table 5-4: LED Positions for All G3 LED Arrangements
G3_Base

G3_DenseInline

G3_DenseOffset

LED # X (cm) Y (cm) Z (cm)

LED # X (cm) Y (cm) Z (cm)

LED # X (cm) Y (cm) Z (cm)

1

5

1.25

0

1

5

1.25

0

1

3

1.25

0

2

5

6.25

0

2

5

3.75

0

2

3

3.75

0

3

5

11.25

0

3

5

6.25

0

3

3

6.25

0

4

5

16.25

0

4

5

8.75

0

4

3

8.75

0

5

5

3.75

5

5

5

11.25

5

5

7

11.25

5

6

5

8.75

5

6

5

13.75

5

6

7

13.75

5

7

5

13.75

5

7

5

16.25

5

7

7

16.25

5

8

5

18.75

5

8

5

18.75

5

8

7

18.75

5
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Z
(cm)
0

a
b
Figure 5-3: Basic geometry for the G3_Base including LEDs (shown in yellow) shown viewing
downward at the top wall (a) and from a perspective view (b). Flow through the domain is
in the x-direction.
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6

RESULTS

This section will discuss the model’s sensitivity to numerical parameters and the impact
that operational and design parameters have on predicted inactivation. Trends relating to
treatment system performance will be repeated in Section 0.

6.1

Model Verification
A sensitivity study was performed using the G1_Single case with diffuse LED emission

and Re = 25000 to determine the effects of changing mesh size and quadrature order on model
results. Since both the spatial and directional domains are discretized, sensitivity to the
discretization of each will be examined.

6.1.1

Sensitivity to Spatial Discretization
As the spatial mesh of a numerical model is refined, it is expected that the results of that

model will converge to an answer. In the DOM, it is expected that as the spatial mesh is refined,
the discrete ordinates will be resolved more and more. This is exactly the result that is produced
by the model used here. Figure 6-1 shows the predicted axially summed UV dose predicted by
using a P8-T8 quadrature set and increasingly refined spatial meshes.
It can be clearly seen that as step-size decreases, the discrete directions become more
resolved. This behavior, though not representative of realistic diffuse emission, is expected and
confirms that the model is converging to a single radiation and dose result as the mesh is refined.
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a

b

c
d
Figure 6-1: Comparison of axially summed dose fields for the G1_Single case with diffuse
LED emission using P8-T8 quadrature set and step-size equal to a) 0.5 cm, b) 0.25 cm, c) 0.125
cm, and d) 0.05 cm. Re = 25000.

However, as the purpose of the full model is to calculate the inactivation resulting from a
treatment system, it is informative to inspect the effect that refining mesh has on the predicted
inactivation. Since increasing mesh refinement with this low order quadrature set results in less
realistic simulation of diffuse emission, it is expected that there will be error in the predicted
inactivation. Figure 6-2 shows the predicted inactivation as a function of step-size with the P8-T8
quadrature set.
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Figure 6-2: Predicted inactivation as a function of step-size for the G1_Single case with
diffuse emission and a P8-T8 quadrature set. Re = 25000.

It can be seen that as step-size decreases, predicted inactivation decreases divergently. This
is expected since the predicted UV dose is more densely grouped along the discrete ordinates,
which results in extremely high localized doses, but low doses everywhere else. The result of this
is near 100% predicted inactivation along the discrete ordinates but very low inactivation
everywhere else, which gives a net decrease in total inactivation as step size decreases.

6.1.2

Sensitivity to Directional Discretization
While the results shown in Figure 6-1 are expected, they do not accurately represent the

emission from an LED, even though the LED being simulated emits diffusely. A higher order
quadrature set is required to accurately represent the LED emission curve. Example intensity and
emissive power curves of a diffuse emission profile are compared using lower and higher order
quadratures in Figure 6-3. LEDs do no usually emit diffusely, but this emission pattern is used to
compare model results against analytical solutions.
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a

b

c
d
Figure 6-3: Comparison of P8-T8 (a, c) and P36-T36 (b, d) quadrature approximations with
exact profiles of intensity (a, b) and emissive power (c, d) for a diffuse LED.

The difference between the directional intensity and emission curves is simply
𝐸𝜃,𝜑 = 𝐼𝜃,𝜑 cos𝜃

6-1

where 𝐸𝜃,𝜑 is the normalized emissive power and 𝐼𝜃,𝜑 is the normalized intensity. This
relationship exists because the apparent area of the emitting surface in any direction varies with
cos𝜃 (Modest, 2013). Figure 6-4 similarly shows real LED emission curves compared to the
same lower and higher order quadrature sets. Coefficients for this LED’s emission curve as
defined by Equation 3-7 are given in Table 3-1. The lower order quadrature does not represent
well this emission curve particularly when the zenith angle is close to zero.
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a

b

c
d
Figure 6-4: Comparison of P8-T8 (a, c) and P36-T36 (b, d) quadrature approximations with
exact profiles of intensity (a, b) and emissive power (c, d) for a VPS164-280 LED.

The P8-T8 and P36-T36 quadrature sets used for Figure 6-3 and Figure 6-4 contain 80 and
1368 ordinates, respectively. Whereas the lower order set does not fully capture the emission
curves, the higher order set significantly improves this approximation. These results combined
with those shown in Section 6.1.1 are sufficient to confirm conclusions from J. Moreno et al.
(2019) that accurate modeling of LED emission requires high order quadrature sets.
To examine the sensitivity that the radiation submodel has to directional discretization,
the G1_Single case was simulated using 0.125 cm step-size but with increasing numbers of
discrete ordinates. The results are shown in Figure 6-5.
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b

a

3c
d
Figure 6-5: Comparison of axially summed dose fields for the G1_Single case with diffuse
LED emission using 0.125 cm step-size and a) P8-T8, b) P16-T16, c) P20-T20, and d) P36-T36
quadrature sets. Re = 25000.
As can be seen, for increasing quadrature order, the model better simulates the emissive
power from a diffuse LED as shown in Figure 6-3. However, ray effects persist along the two
ordinates closest to the normal direction. In order to determine how accurate this representation
of a diffuse LED is and how significant the ray effects are, these cases were compared to an
analytical case.
The analytical case matches the G1_Single case with diffuse emission and uses radiative
surface exchange principles to calculate the irradiance on the top wall. This is accomplished by
approximating the emitting LED and top wall cells as differential surfaces and defining an
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emitted intensity for the diffuse LED. Thus, the irradiance on a single cell of the top wall is
found as
𝑞 = 𝐼𝜃 (𝐴𝑒 𝑐𝑜𝑠𝜃)𝜔

6-2

where 𝑞 is the irradiance at a given cell on the top wall, 𝐼𝜃 is the directionally dependent
intensity emitted in the direction of the top wall cell being inspected, 𝐴𝑒 is the area of the
emitting surface, 𝜃 is the zenith angle between the emitting surface’s normal and the receiving
cell, and 𝜔 is the solid angle subtended by the top wall cell as seen from the emitting cell.
Calculating the irradiance on each cell of the top wall results in an irradiance distribution that is
shown in Figure 6-6. As is expected, a smooth profile results with the maximum irradiance
occurring at the center of the top wall (directly opposite the emitting cell) and decreasing
irradiance closer to the edges of the duct.

Figure 6-6: Top wall irradiance as function of x and y position calculated using Equation 6-2
resulting from the G1_Single case geometry with a single diffusely emitting LED and zero
reflectivity.
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This analytical solution was then compared against the predicted irradiance produced by
simulations using different numbers of discrete ordinates. Figure 6-7 shows the difference
between the analytical irradiance and the predicted irradiance profiles for four different
quadrature sets of increasing order. Note that the color-bar and z-axis scales are the same in each
of the four cases. It can be seen that for low quadrature orders, the magnitude of the ray effects
that were previously observed in Figure 6-1 is still fairly large and the predicted solution does

b

a

c
d
Figure 6-7: Comparison of the difference between analytically calculated irradiance and
predicted irradiance on the top wall for the G1_Single case with diffuse LED emission using
0.125 cm step-size and a) P8-T8, b) P16-T16, c) P20-T20, and d) P36-T36 quadrature sets. The
maximum differences are a) 0.91, b) 0.48, c) 0.39, and d) 0.19 mW/cm2.
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not agree well with the analytical solution. However, for higher order quadrature sets, the
magnitude of the ray effects decreases significantly and the predicted solution shows better
agreement with the analytical solution. The maximum difference between analytical and
predicted irradiances decreases from 0.91 to 0.19 mW/m2 moving from P8-T8 to P36-T36.
While ray effects still exist even when using high order quadrature sets, the trend that
refining the directional discretization improves model accuracy is crucial. To further confirm
this, the predicted total inactivation for these cases was also investigated.
As with the analysis of sensitivity to spatial discretization, it is beneficial to also evaluate
how predicted inactivation is affected by increasing quadrature set order. Since increasing
quadrature order converges to an accurate representation of emission, it is reasonable to expect
that predicted inactivation will also converge as order increases. Figure 6-8 shows the predicted
inactivation from the G1_Single case with a 0.125 cm or 0.25 cm step-size and various
quadrature sets ranging from 80 to 1368 discrete ordinates.
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Figure 6-8: Predicted inactivation as a function of number of discrete ordinates for the
G1_Single case with diffuse emission, a 0.125 cm and 0.25 cm step-size, and Re = 25000.
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As expected, the predicted inactivation does converge as the number of ordinates
(quadrature order) increases, which is further evidence that that model is functioning properly. It
can also be seen that for higher numbers of ordinates, there is less than a 1% change in
inactivation between P20-T20 and P36-T36 quadrature sets. There is also less than a 2% change
when comparing 0.25 cm and 0.125 cm step-sizes at high numbers of ordinates. This pattern
persists for most cases considered in this research, which suggests that the error introduced by
the numerical method is small when both domains are sufficiently refined. Further, as will be
shown in Section 6.3, the error that is introduced by the discretization of the two domains is
insignificant next to the benefit of accurately modeling reflection. Due to this observation, most
of the cases used to analyze various parameters implement a high order quadrature set (e.g., P36T36) and a 0.25 cm step-size in order to improve computational accuracy.

6.2

Validation Case
Further validation of the radiation submodel was performed using a case implemented by

J. Moreno et al. (2019) to validate their own modified DOM. In this case, an analytical method
was used to determine the irradiation on each face of 100 x 100 x 100 cm cube whose entire
bottom face emits 100 W/m2 diffusely. Each other face in the cube is assumed to be perfectly
absorbing. The analytical solution was calculated using view factors as given in Modest (2013).
Results of this analysis are shown in Table 6-1 which compares the analytical irradiances to
predicted irradiances and shows how well an energy balance on the cube is closed in each case.
In each simulated case, the energy balance is closed with high accuracy and the predicted
wall fluxes are in close agreement with the analytical solution, though it can be seen that the
discretization does bias the error so more radiation is incident on the top wall than the side walls.
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Table 6-1: Comparison of model results with an analytical calculations using view factors
to determine incident fluxes on top and side walls.
Case
Step-Size Quadrature
(cm)
Set
Exact
5
P 8 T8
5
P36T36
2.5
P 8 T8
2.5
P36T36

6.3

Flux
(W/m2)
19.982
20.69
21.70
19.95
20.81

Top Wall
Difference from
Exact (%)
3.54
8.57
0.17
4.15

Flux
(W/m2)
20.004
19.83
19.58
20.01
19.80

Side Wall
Difference from
Exact (%)
-0.88
-2.14
-0.04
-1.04

Error in
Energy
Balance (W)
5.82 E -14
2.91 E -14
5.82 E -14
4.37 E -14

Comparison of Reflection
The results presented and analyzed in Section 6.1 and 6.2 provide confidence that the

model is working properly and accurately. As such, the model was then used to analyze various
design and operating parameters as will be discussed in the following sections.
To compare different reflectivities, the G1_Single case using VPS164-280 LED emission
(see Figure 6-4) was modeled under various reflection conditions ranging from 0S-0D to 1S-0D
and 0S-1D. The Reynolds number used for the cases in this section was 25000, which allowed
for a larger range in predicted inactivation. That is, the higher Reynolds number reduced the
residence time in the treatment duct, resulting in a more distinguishable dependency on the duct
dose field. This allows the results, which are shown in Figure 6-9, Figure 6-10, and Figure 6-11,
to be more easily evaluated.
Results in Figure 6-9 confirm the importance of accurately representing reflection
discussed in Section 1.1.2. This figure compares different levels of completely specular or
completely diffuse reflection. It can be immediately seen that increasing reflectivity increases
inactivation drastically. More specifically, specular reflection increases inactivation more than
diffuse reflection. This can be explained by comparing the behavior of intensity rays for

45

100

Inactivation (%)

90

80

70

60
Fully Specular

Fully Diffuse

50
0

0.25

0.5

0.75

1

Total Reflectivity

Figure 6-9: Predicted inactivation for the G1_Single case as a function of total reflectivity (ρ)
for both purely specular or purely diffuse reflectivity. Re = 25000

perfectly specular reflection (ρs = 1) with perfectly diffuse reflection (ρd = 1). For perfect
reflection, the only boundary where radiation can be lost/absorbed is at the inlet and outlet
boundaries. For perfect diffusion, a notable portion of LED energy reflected from a wall is
emitted toward the inlet and exit, independent of the direction of incidence intensity. If an
incident ray reflects specularly, it is entirely reflected into one direction, which, based on the
LED emission profile, is not likely to be toward the duct inlet or exit. As such, rays can reflect
many more times within the duct and contribute to the total irradiance in the duct.
It is important here to note the magnitude of the changes in inactivation with changing
reflectivities. Even comparing 0S-0.25D to 0S-0D, there is approximately an 8% decrease in
inactivation. Meanwhile, as discussed in Section 6.1.2, for a comparable directional
discretization (see Figure 6-8), a change in step-size results in less than a 1% decrease in
inactivation. Similarly, for a comparable spatial discretization (step-size = 0.25 cm), a change in
quadrature from P36-T36 to P28-T28 produces an imperceptible change in inactivation. This shows
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that, while the DOM does produce some distortion of the LED emission, error resulting from
inaccurate representation of LED emission is far lower than error resulting from incorrect
reflection modeling. This justifies the selection of the DOM as it more rigorously represents
reflection.
Figure 6-10 displays similar input conditions to Figure 6-9 except that walls are
considered to be partially diffuse and partially specular. The independent axis shows ratios of
specular reflectivity to diffuse reflectivity and different lines show total reflectivity (e.g., 0.25S0.75D gives ρs/ρd=0.33 with ρtot=1.0, or 0.4S-0.1D gives ρs/ ρd=4.0 with ρtot=0.5). This figure
shows that if walls are more specular than diffuse, the resulting inactivation is higher as well,
consistent with the previous explanation of in-duct reflections.
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Figure 6-10: Predicted inactivation for the G1_Single case as a function of the ratio of
specular and diffuse reflectivities. Re = 25000.

Figure 6-11 shows a more qualitative assessment of how specular versus diffuse
reflection impacts the radiation field inside the duct. These figures show the UV dose at the duct
47

exit over the duct cross section. The dose at the duct exit has been summed in the axial direction
of the duct, in other words, it represents the sum of UV doses in each cell along the path that a
microbe would encounter when flowing axially through the duct.

a

b

c

d

Figure 6-11: Cross-sectional view of predicted UV dose at the duct exit for the G1_Single
case for different reflectivities: a) 0.25S-0D, b) 0.75S-0D, c) 0S-0.25D, d) 0S-0.75D. Displayed
dose values have been summed over the axial length of the duct. Re = 25000.

The “spike” in dose protruding upward normal to the LED is a numerical artifact of
intensity rays propagating from the LED through the domain. Ideally, the profile should be
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shaped like the profile in Figure 6-4d. While this spike is not physically realistic, the overall
inaccuracies from this artifact are minor and predicted results can still provide insights into dose
distribution trends and inactivation rates.
A comparison of the four separate figures in Figure 6-11 corroborates the conclusion that
the case of higher specular reflectivity (0.75S-0D) results in higher dose throughout the duct.
Less obvious in these figures is that the near field, i.e., the area directly surrounding the LED, is
similarly sized and has similar magnitude in each case with minor variations. This implies that
the major differences between the total inactivation of the cases is determined more by areas
farthest from the LED or by regions such as the corners nearest to the LED that are “shaded”
from direct irradiation.

6.4

Comparison with Testing
To compare predicted results against the measured results from testing discussed in

Section 4, this section uses model results for the G2 case at various levels of reflectivity and
Reynolds numbers. Figure 6-12 shows predicted inactivation for these cases and the test results.
It can be seen that very high inactivation resulted from the test system and that the reflective
cases accurately predicted this behavior. However, the non-reflective case under predicts
inactivation particularly for faster flows (larger Reynolds numbers, lower residence times). Since
the test system was designed to be highly reflective (𝜌 > 0.9), these observations give
confidence in the model’s ability to accurately predict physical behavior as well as support the
conclusion that accurately capturing reflection is vital for accurate inactivation calculations.
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Figure 6-12: Comparison of the G2 case predictions with test data from the apparatus and
measurements described in Section 4. The flow range of 3-120 LPM corresponds to Re =
17147 - 685890.

6.5

Flow Rates and Regimes
To compare the effects that flow rates and flow models have on predicted inactivation, the

G1_2Wall case was simulated using uniform and fully-developed flow models as well as
different levels of reflectivity and a range of Reynolds numbers. The fully-developed velocity
profile is equivalent to a fully-developed laminar flow profile. Figure 6-13 shows predicted
inactivation as a function of Reynolds number for different reflectivities and with a uniform flow
model in Figure 6-13a and a fully-developed flow model in Figure 6-13b.
It is logical to assume that as flow velocities increase, the inactivation will decrease
because the residence times would decrease. Figure 6-13 confirms this trend. In both Figure
6-13a and Figure 6-13b, regardless of the reflectivities, as Reynolds number increases the
inactivation decreases. Across all cases, it again can be seen that as total reflectivity increases,
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inactivation increases. Figure 6-14 shows the subset of the data from Figure 6-13 for cases with
zero total reflectivity, and it can be seen that for increasing Reynolds number the curves for
uniform and fully-developed flow diverge with fully-developed flow achieving higher
inactivation. However, fully-developed flow is physically unrealistic for these scales and is only
being used as a bounding case (see Section 2.2).
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Figure 6-13: Predicted inactivation for the G1_2Wall case as a function of Reynolds number
using a (a) uniform flow model and (b) fully-developed flow model for different levels of
reflectivity.
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Figure 6-14: Comparison of predicted inactivation for the G1_2Wall case for uniform and
fully-developed flows with 0S – 0D reflectivities (i.e., no reflection).

This higher predicted inactivation is due to higher concentrations of irradiance in the
center of the duct, where velocities are highest. The irradiance is higher due to the directional
emission from LEDs. An examination of Figure 6-15 yields more insight. These plots show the
axially summed radiation dose for G1_2Wall case with uniform and fully-developed flow. The
stark contrast between the two is because of the much higher velocities (lower residence times)
in the center of the duct produced by fully-developed flows (see Figure 6-15b) as well as the
extremely low velocities (longer residence times) near the boundaries of the duct. It should be
noted that, similar to Figure 6-11, the spikes in dose normal to the LEDs are artifacts of the
numerical method. However, as discussed in Section 6.3, these inaccuracies do not notably affect
inactivation calculations.
The case that produced Figure 6-15a predicted inactivation = 74.5% while the case that
produced Figure 6-15b predicted inactivation = 79.4%. Comparing the two dose fields shows
that uniform flow (Figure 6-15a) requires more evenly distributed UV intensity across the duct to
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a
b
Figure 6-15: Cross-sectional view of predicted UV dose at the duct exit for the G1_2Wall
case for (a) uniform flow model and (b) fully-developed flow model with 0S-0D reflectivities
and Re = 150000.

produce higher inactivation because the residence times near the duct boundary are the same as
those near the duct center. For flows that have significantly higher center velocities than
velocities near boundaries (e.g., fully-developed flows), concentrating UV emission toward the
center of the duct will result in higher inactivation because the residence times at the center are
much shorter than those near the boundary. For a given system then, if the flow field contains
high center velocities, LEDs should be positioned to focus emission into the center of the duct.
The divergence between the curves for uniform and fully-developed flow shown in
Figure 6-14 is also present in Figure 6-16 but is not immediately obvious because the point of
intersection moves to higher Reynolds numbers for higher levels of reflectivity. In Figure 6-16d,
the case with 0.75S-0D reflectivities, the intersection point is not visible for the modeled
Reynolds numbers. However, an analysis of the slopes shows that at some higher Reynolds
number the curves will intersect and diverge from each other. This means that for high Reynolds
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Figure 6-16: Comparison of predicted inactivation as a function of Reynolds number for uniform versus fully-developed flow.
Results are from the G1_2Wall case with reflectivities of: a) 0S – 0.5D, b) 0.5S – 0D, c) 0S – 0.75D, d) 0.75S – 0D.
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number the curves will intersect and diverge from each other. This means that for high Reynolds
number flows, a fully-developed flow profile will generally produce higher inactivation. In
reality though, higher and higher Reynolds number flows are more and more turbulent with
smaller and smaller boundary layers, which means that uniform flow profile would be the more
realistic model.

6.6

Duct Cross-section Comparison
Figure 6-17 shows a comparison of G1_2Wall and G3_Base. The cases have the same

cross-sectional area, duct length, and number of LEDs, but different cross-sectional aspect ratios
(1:1 for G1_2Wall and 2:1 for G3_Base). LEDs are spaced evenly and placed on two walls (see
Table 5-3 and Table 5-4). However, the G3 case results in lower inactivation than the G1 case
for all Reynolds numbers considered. The simple conclusion from this comparison is that more
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Figure 6-17: Comparison of predicted inactivation as a function of Reynolds number for the
G1_2Wall case versus the G3_Base case. Both cases have 0S–0D reflectivities and uniform
flows.
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square cross-sections will achieve higher inactivation. This is likely due to the emission pattern
of the LEDs, as more intensity is emitted normal to the LED than to the sides of the LED. Thus,
a wider duct has more volume to the sides of the LEDs in the duct and would have less of the
volume irradiated because of this non-uniform emission, which can be seen by comparing Figure
6-15a (G1_2Wall case) to Figure 6-22a (G3_Base case). This trend is also present for cases
where reflection is higher, though those cases are not shown here.

6.7

LED Configuration Comparison
This section will compare two aspects of LED arrangement within a duct: placement of

LED on different walls, and spacing of LEDs on a fixed number of walls.

6.7.1

LED Wall Configuration
To explore the impact that placing LEDs on different sets of walls has on predicted

inactivation, the G1_2Wall case is compared to G1_1Wall and G1_4Wall cases. Various levels
of reflectivity were modeled, the 0S-0D case is shown in Figure 6-18 while higher reflectivity
cases are shown in Figure 6-19. These cases all have similar spacing of LEDs, but the LEDs are
positioned on one, two, and four walls, respectively (see Figure 6-20). Figure 6-18 shows the
predicted inactivation at various Reynolds numbers for these three cases with 0S-0D
reflectivities. As can be seen, the four wall and two wall cases predict almost identical
inactivation. However, in Figure 6-19a and c, for higher reflectivities, the two wall and four wall
inactivation curves differ slightly when reflection is purely diffuse. For purely specular reflection
(Figure 6-19b and d), the two wall and four wall curves remain identical.
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Figure 6-18: Predicted inactivation for three LED arrangements of the G1 case with 0S-0D
reflectivities and uniform flow.

A more qualitative comparison of these cases in shown in Figure 6-20, which illustrates
how the different wall configurations leave certain portions of the duct relatively void of
radiation while concentrating radiation into other portions. These high and low areas of dose
explain the trends discussed above. The G1_1Wall underpredicts inactivation because so much
of the duct isn’t irradiated sufficiently. It is also reasonable to conclude that the G1_4Wall cases
with high diffuse reflection outperform the G1_2Wall diffuse cases because as noted in Section
6.3, diffuse reflection does not distribute the radiation as thoroughly throughout the duct. This
implies that the four wall configuration more effectively distributes radiation in the duct, but this
improvement is very small. It can be concluded that two and four wall cases are virtually
identical due to the uncertainty of the predictions.
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Figure 6-19: Predicted inactivation for three LED arrangements of the G1 case with a) 0S – 0.5D, b) 0.5S – 0D, c) 0S – 0.75D, d)
0.75S – 0D reflectivities.
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a

b

c
Figure 6-20: Cross-sectional view of predicted UV dose at the duct exit for the (a) G1_1Wall,
(b) G1_2Wall, and (c) G1_4Wall cases. All cases used 0S-0D reflectivities, Re = 150000, and
a uniform flow model.

6.7.2

LED Spacing
Exploring the impact of LED spacing on predicted inactivation was accomplished by

comparing the G3_Base, G3_DenseInline, and G3_DenseOffset cases. Results are shown in
Figure 6-21 and Figure 6-22. These three cases all position the same number of LEDs on the top
and bottom walls of the same size duct but positions were staggered in different ways. Exact
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Figure 6-21: Predicted inactivation for three LED arrangements of the G3 case geometry
with 0S-0D reflectivities and uniform flow.

LED positions for these cases are found in Table 5-4. In short, the G3_Base case has LEDs
spread evenly on the top wall and on the bottom wall, while the G3_DenseInline case has LEDs
more closely positioned on the bottom and top and then moved to the right and left of the duct,
respectively (see Figure 6-22). The G3_DenseOffset case has LEDs positioned similarly to the
G3_DenseInline case, but bottom wall LEDs are positioned closer to the inlet and top wall LEDs
are positioned closed to the outlet.
Comparing these curves, the G3_DenseInline case achieves slightly higher inactivation
than the other two cases. This implies that denser placement of LEDs is more beneficial than
sparse placement. This trend remains the same for cases with different reflectivities which are
not shown here. In all cases, inactivation differences due to LED spacing were negligible relative
to inactivation differences due to differences in flow rates (residence times).
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a

b

c
Figure 6-22: Cross-sectional view of predicted axially summed UV dose for the (a) G3_Base,
(b) G3_DenseInline, and (c) G3_DenseOffset cases. All cases used 0S-0D reflectivities, Re =
150000, and a uniform flow.
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7

CONCLUSION

An improved model was developed for calculating the inactivation of a target microbe
flowing in air through rectangular ducted, UV LED air treatment system. The model combines
an inactivation kinetics submodel, a fluid flow submodel, and a radiation submodel in order to
calculate inactivation based on user supplied system design and operation properties including
duct size and LED positions. This research focused on improving the radiation submodel
specifically. Therefore, a well-accepted model was chosen for the inactivation model and
simplified flow models were use. A comparison of various radiation models used for analysis of
UV systems was performed and the Discrete Ordinates Model (DOM) with Legendre-Chebyshev
quadrature was selected due to its ability to adequately model non-uniform LED emission
profiles and rigorously model combined diffuse and specular surface reflection.
Analyses were performed to determine model sensitivity to spatial and directional
discretization. Results showed high order quadrature sets are required to adequately discretize
the directional domain. Further, it was found that numerical inaccuracies occur due the
representation of a continuous LED emission curve using a discretized directional domain. The
severity of these inaccuracies depend on the spatial mesh being used.
Discretization inaccuracies were deemed acceptable because they resulted in much
smaller differences in predicted inactivation than inaccurate modeling of duct reflection physics.
Highly reflective systems achieve up to a 70% increase in inactivation over non-reflective
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systems. The DOM captures this behavior quite well, where the other radiation models
considered do not have this capability. Further, results showed that specular reflectivity has a
greater impact on predicted inactivation than diffuse reflectivity.
A comparison of model results versus limited test data from the literature showed that for
low flow velocities, predicted inactivation agreed very well with measured inactivation.
Predictions for this test apparatus configuration also corroborated the aforementioned conclusion
that reflection has a large impact on inactivation.
Finally, the improved model was used to evaluate impacts that several design parameters
have on inactivation in treatment systems. These analyses showed that, in the cases examined,
for similar flow rates and numbers of LEDs:


Square duct cross-sections resulted in higher inactivation (10-25% increase) than
ducts with non-square cross-sections.



Positioning LEDs on four walls or two walls of the duct increased predicted
inactivation (<5% change) over one wall configurations.



Positioning LEDs closer together, provided the whole cross-section can still be
irradiated, resulted in slightly higher inactivation (<3% change) than positioning
LEDs more spread out.



Surface reflectivities and air flow rates had the greatest impact on inactivation rates
with increased surface reflectivity resulting in up to 40% change in inactivation.

Future improvements to the model could include investigating adaptive quadratures such
as those used by J. Moreno et al. (2019), applying advanced differencing schemes to the DOM,

63

exploring the optimization of LED placement more thoroughly, and expanding the method to
more complex geometries.
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