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Abstract
Process fluids may be degraded by large concentrations of suspended particles, formations
of gel slugs, or the infiltration of air bubbles. The scattering of ultrasound is dependent
upon the relation of the wavelength and the
scatterers'
dimensions. Relatively large
objects are easily detected because of their strong scattering in the short wavelength limit
(SWL), but small ones may be missed because of their weak scattering in the long wave
length limit (LWL). When the object dimension is comparable with the wavelength of
ultrasound (intermediate region), the approximations of both the SWL and the LWL do
not apply. The work described in this thesis has experimentally investigated the scattering
characteristics of particles in the intermediate region in order to estimate the size distribu
tion ofparticles in some industrial fluids. A log normal particle size distribution which has
a mean close to the ultrasound wavelength is selected and three kinds of industrial fluids
are used in the experimentation. These lab-made fluids have various particle concentra
tions so that the possible ranges of real conditions could be covered. A circulating fluid
system is employed to simulate an industrial process. The ultrasonic images of particles in
fluids are produced by an acoustic imager and are processed by an image processing sys
tem. Different signal gains are used in the imager to test the effects of signal compensation
on images. In ultrasonic video images, echoes of independent particles are recognized,
adjoining or overlapping echoes are segmented by morphological operations, and each
echo area of particle is individually measured. Also, particle size distributions are found
and an exponential regression approach is proposed. The frame processing rate could be
considered real-time processing because it is less than a second. The results demonstrate
that moving scatterers detected by ultrasound can be recognized in real time by the system
and their sizes can be individually determined as well as their statistical distribution in
each trial period. Finally, rules have been found to estimate the original distribution ofpar
ticles from derived system parameter and observed data.
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1.0 Introduction
Process fluids may be degraded by large concentrations of suspended particles, formations
of gel slugs, or the infiltration of air bubbles. Occurrences of these anomalies are
unpredictable and are difficult to observe if the fluid is flowing through an opaque tube or
is sensitive to light. One method of detecting undesirable process conditions is to draw and
analyze fluid samples. However, this method may disrupt the system each time a sample is
taken. Also, the results of the analysis may not be representative of transient conditions
that may have existed before or occurred after the sample was taken. A method which is
noninvasive and which allows particle suspensions in process fluids to be monitored in
real time is therefore desirable.
Mecocci has proposed a PC-based system to monitor transparent fluid film [01]. The sys
tem is used to replace human film inspectors, but this system was designed to detect large
objects (size in cm) and assumed no particle overlap during detection. Also, it did not
attempt to estimate particle distributions in process fluid. This needs statistical analysis
from observation data.
In the past, acoustic waves have proven useful in the nondestructive evaluation of
materials [02]. Since these waves do not cause ionization and because they allow
investigation in real time, without disturbing the physical system in question, they are well
suited for the study of fluids moving through flow tubes.
The distinct ultrasonic scattering properties of particles and other process fluid
contami-
nants also suggest the use of acoustic waves in detecting and characterizing anomalous
conditions. Process fluids which contain particles have scattering characteristics that
depend on particle size, concentration, and distribution. Thus, by observing changes in the
ultrasonic images received, undesirable conditions may be determined in the fluid on line
and in real time.
According to acoustic theory, long wavelength ultrasound is scattered weakly by objects
and short wavelength ultrasound is scattered strongly by objects. So particles are hard to
detect in the region of the long wavelength limit and easily detected in the region of the
short wavelength limit. A long wavelength limit (LWL) region is where the ultrasonic
wavelength is much greater than the particle size to be detected; a short wavelength limit
(SWL) region is where the ultrasonic wavelength is much less than the particle size to be
detected. Since the scattering characteristics of ultrasound are well known in the regions
of both LWL and SWL [03], we are going to investigate the properties ofparticle distribu
tion in the ultrasonic image in the intermediate region where ultrasonic wavelength is
comparable with the size of particles. Hence, it is very important to investigate the inter
mediate region of ultrasound so that ultrasonic detection can be applied fully, extensively,
and thoroughly.
This study is conducted to explore the use of ultrasonic imaging techniques and various
image processing methods for recognition of particles and the statistical estimation of size
distributions. To this end, several typical industrial fluids with various concentrations are
selected for experimentation. A circulating system is used to simulate the fluid flow in the
industrial process and an acoustic imager is employed to generate ultrasonic images which
are recorded by a VCR. A variety of ultrasonic operating frequencies are available, but 5
MHz is selected for most of the experimental work.
After the ultrasonic images have been recorded, a sequence of image processing tech
niques is used to extract information. These techniques include digitization, classification,
and a number of morphological operations. Following the ultrasonic imaging, real-time
image processing, and automatic data gathering, an exponential regression model for the
observed particle distribution is developed and a statistical estimator is derived to estimate
the variance of the original particle size distribution from the observed data via a system
parameter. While it is certainly true that the system parameter depends on the particles of
the ultrasonic imaging and image processing employed, a key aspect of the study is to
show that, within an acceptable level variability, the system parameter is invariant relative
to the various process fluids of interest, namely, dispersion, gel, emulsion. Invariance is
statistically demonstrated by using fixed-effects analysis of variance to show that the null
hypothesis of system-parameter equality over the three fluids is accepted at the 0.05 level
of significance. Invariance having been demonstrated, the final value of the system param
eter is taken to be the average of the three values from the different fluids. Both the theo




When sound travels in a medium, it is reflected or scattered at the interfaces of different
kinds ofmaterials it encounters. Rayleigh scattering (long wavelength limit) occurs when
the size of the object ultrasound
"illuminates"
is much smaller than the ultrasonic wave
length, and specular reflection (short wavelength limit) occurs when the object size is
much greater than the wavelength. Fig. 1.1 illustrates the relationships between acoustic
wavelength (X) and particle radius (r).
Ultrasonic source




( radius = r )
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k = 2n/X krl kr\ kr~l
Specular reflection Rayleigh scattering Intermediate region
Fig. 1.1 The relationships between acoustic wavelength (X) and particle radius (r)
If we let k = 2nfk, where k is called wave number, then
k r 1 => Rayleigh Scattering
kr\ => Specular Reflection
The amount of returned echo of scattering or reflection is measured by the ratio PfJPe,
where Pe is the power emitted by the transducer with aperture a (Fig. 1.1) and Pr is the
received echo power. That is, Pr is the returned power after it has propagated through the
medium and been reflected at object interfaces.
The Kirchoff approximation [03] gives the result of PrlPe for reflection from a large





where T is the reflection coefficient and R is the distance from the acoustic source to the
object.
Also, a simplified approximation on particles like small rigid spheres under some addi






The decibel is generally used as the unit of the ratio Pr IPe. When we focus only on the
decibel relationships between Pr IPe and particle radius r by taking the logarithm of both
sides, then functions (1) and (2) become
logU- |
- log {/) = 21og (r) jfc r 1. (3)
logffflO-logtr6) = 61og(r) kr\. (4)
The restrictions of kr here carry the above approximations. Fig. 1.2 gives the decibel echo
response curves vs. logir, of different materials. Note that the region of kr near 1 cannot
be plotted because approximations were derived under either (kr 1) or (kr 1).
It can be seen that these curves are all linear with different slopes and offsets in the
Rayleigh scattering region and the specular reflection region (the linear curve is from
log(PrIPe) vs. log(r) ). The linear relation is obtained from the approximation of either
(kr 1) or (k r 1). But the theory does not give us a simple linear approximation in
the region where kr is close to 1, which means that the ultrasonic wavelength is compara
ble with the particle dimension. It is the characteristics in this region that we study.
log(P/Pe)
Fig. 1.2 Schematic Decibel Response ofP/Pe vs. log(r)
(1) Gel-PSL (2) Dispersion-PSL (3) Emulsion-PSL
log(r)
1.1.2 B-Scan Experiment Fundamentals
The ultrasonic imager used in this experiment is based on the pulse-echo and B-scan
principle [04]. According to the pulse-echo principle, a transducer sends an acoustic pulse
through some transmission medium. The pulse is subsequently reflected by discontinuities
in the medium and later received by the same transducer. The locations of the acoustic
interfaces in the fluid are determined from the times of travel and the speed of sound. A
linear array of transducer elements can be used to implement the B-scan principle in
which a cross-sectional image is produced by scanning a beam through a region. Echoes
are then positioned on a display according to their times of arrival and transducer posi
tions. With a linear array, a cross-sectional image is obtained by sequentially pulsing the
element in the array. Echo signal amplitudes are displayed in a raster. Repeating this pro
cess rapidly compared to the movements of echoes being imaged produces a sequence of
B-scans which shows motion and may be recorded on video tape. Actually, each ultra
sonic beam is generated by a group of elements which are fired with small time difference
so that the beam could focus well at a certain depth ([13], [14]).
In the experimental system employed in this study, particles or other anomalies which
have acoustic impedance properties that differ from those of the fluid form acoustic dis
continuities. It is from the discontinuities that the ultrasonic signal is reflected or scattered.
The B-scan image then contains information about all scatterers in the cross-section of the
medium through which the acoustic signals are sent. Thus, with the combination of the
pulse-echo and B-scan principles, the task of displaying a two-dimensional section of a
medium and monitoring the contents of the process fluid as it flows is accomplished. An
ultrasonic image of particles in process fluid is shown in Fig 1.3.
Since particles are represented by echoes in the ultrasonic image, we find that not all parti
cles in fluids are resolved. Although particles are not physically touching in fluid, their
echoes in the image could be too close to be individually resolved. This is because the
axial and lateral resolutions of the B-scan imager. Under the 5 MHz frequency we use at
the B-scan, the axial resolution (the resolution along the ultrasound beam propagation) is
about 0.5-1.0 mm and the two lateral resolutions (parallel and perpendicular to the direc
tion of probe element array) are about 2-3 mm and 2 mm, respectively. So we can see
sometime that some echoes are not independent in the ultrasonic images. Some of these
unresolved echoes could be segmented by image processing techniques.
Since the echoes of particles, not particles themselves, are seen in the ultrasonic images,
we can only process these echoes to obtain their information such as area, location, and
perimeters. But for simplicity, we use the word particles to represent the echoes of parti
cles in the ultrasonic image in this paper. For instance, a particle area means the area of the
particle's echo in image, not the actual one; and touching or multi-particles mean some
echoes of particles which cannot be resolved by the B-scan and these echoes are not sepa
rate in the ultrasonic image.
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Fig 1.3 An ultrasonic image of particles in fluid
It is important to note that a particle must be centered in the ultrasonic beam to obtain the
maximum echo of reflection. If the particle is only partially in the beam, ormoves out of it
altogether, reduction or complete loss of the return signal will occur. Some changes of
appearance of the scatterers in the sequential ultrasonic images can be explained by the
relative positions of the scatterers and the center of the ultrasonic beam.
While moving particles i.i fluids can be detected by a B-scan imager and recorded on
video tape, image processing techniques are needed to extract information from the video
tape. The first step in the image processing sequence is to find only moving particles in a
digitized sequence of video images. The ultrasonic images consist not only ofmoving par
ticles, but also of a background which changes in terms of signal gain of the imager and
slow variation of the loss properties of the fluids. It is necessary to eliminate the back
ground in order to improve the signal to noise ratio of the imaged particles. An approach
will be discussed in next section.
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1.2 Spatial and Temporal Differencing and Filtering
To detect a moving target. Rauch and others have proposed the use of temporal differential
filters to detect changes in the image [05]. Unfortunately, most algorithms designed to
detect changes caused by moving targets also detect changes introduced by background
motion. Patterson and others have evaluated several new algorithms and proposed the best
solution among them [06]
The spatial differential algorithm is a nonlinear three-dimensional filter which is essen
tially an ad hoc extension of an algorithm from the field of pattern recognition, the K near
est neighbor classifier [071. The spatial differential algorithm works on a time sequential
set of sub-windows of the spatial image in the same fashion as the spatial temporal adap
tive filter (Fig. 1.4). The algorithm takes the center pixel in a window in the current image
frame and subtracts all the pixels in the window from previous frame. The output of the
filter is the magnitude of the smallest difference. This has the effect of cancelling features
in the images which are correlated both spatially and temporally. The output image, Gn,
from an NxN spatial differencing filter when applied to the mxm image Fn at time n, is
G = min { I Fn> tj
-
Fn.lf i+kJ+i I } (5)









A logical extension of this algorithm is to use both the preceding and following frames to
provide data for the algorithm. This double-sided differencing subtracts the center pixel in
the window from all the pixels in both the preceding and following frames and outputs the
magnitude of the smallest difference. Tests have shown that this algorithm exhibits perfor
mance which is superior to other algorithms [05]. This idea is going to be applied to obtain










Fig. 1.4 Spatial differencing algorithm structure for a 3x3 window
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1.3 Particle Recognition
In this section, the methods of recognizing particles in fluids are going to be discussed.
Particle classification is made on binary images obtained by applying a spatially varying
threshold function on gray level differential images.
1.3.1 Spatially Varying Threshold and Binary Image Measurements
After the differential ultrasonic images have been obtained, a spatially varying threshold
function is going to be applied to obtain binary images. Before we do that, we need to
locate the boundary of tht fluid area on the screen that is the Region OfInterest (ROI) to
be processed. It is important to select a ROI so that the quantity of data is reduced. In the
area of fluid (ROI), a single threshold does not work well because the background of ultra
sonic images is not uniform, so that the noise is not evenly distributed throughout the ROI.
Fig. 1.5 shows the ROI of Fig 1.3 and a differential image from it. We find that the back
ground is brighter at the top and bottom than it is at the center of the flow channel. So the
noise amplitude in the differential images is not evenly distributed. Furthermore, the back
ground is also affected by signal gain. So we have decided to use a threshold function
along the vertical direction of the ROI and the function is also changed in terms of the sig
nal gain.
The threshold function is defined as T - t(v, g), where v is the vertical coordinate of the
ROI and g is the signal gain (which is one of -12, -6, 0, 6, 12 dB). Several functions can be
used as the threshold function. For simplicity and fast operation, the ROI is divided into
13
three rectangular ranges and a single threshold value is applied in each region. Fig. 1.6 illustrates
three of the threshold functions at -6 dB 0 dB and 6 dB, respectively. We make up a look-up table
for both the sizes of the ranges (heights wl,w2, w3 in Fig. 1.6) and their threshold values under
each signal gain. Thus, the threshold function t(v, g) is associatedwith the ROI vertical coordinate
and signal gains.
Fig 1.7 is a binary image resulting from the threshold function on the differential image in Fig 1.5.
Fig. 1.5 Gray level ROI (top) and the spatial differential image (bottom)
14
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Fig 1.6 Threshold area and threshold function t(v, g) at -6, 0 and 6 dB
Fig. 1.7 The binary ultrasonic image of Fig 1.5
After the binary image has been obtained, measurement of binary objects needs to be real
ized. We use blobs to represent any continuous object (echo) areas in the binary image
(Fig. 1.7). Some important measurement parameters are the area (i.e., pixel number) of
15
each blob, number ofblobs in the image, and the boundary of each blob. We have selected
an algorithm which is supported by hardware to accomplish the measurements.
An object doesn't always represent an independent particle. It is only an isolated binary
blob in the image. Sometimes, if particles are touching, or overlapping, the object looks
like multi-particles in the binary image. Thus, we find that particles detected by ultrasound
can be classified into two categories: independent particles and multi-particles touching
each other. These two categories are going to be processed in different ways. To do so, we
apply binary morphological image processing [8, 9, 17].
Since an independent particle should have an essentially convex shape and a multi-particle
object a nonconvex shape in the binary image, the two categories of particles can be dis
tinguished by the difference between the perimeters of an object and its convex hull.
Mathematically, a convex area is described as an area which can not be cut through by any
tangent of it. Fig. 1.8 illustrates these concepts.
(1) (2) (3)
Fig. 1.8 (1) Convex Object. (2) Non-convex Object. (3) Convex Hull of (2)
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1.3.2 TheMorphological Segmentation on Touching Particles
After all blobs are classified into independent particles and touching ones, an algorithm is
used to segment touching particles in order to obtain the area of each individual particle in
the binary image. The particular algorithm we apply is the binary watershed, which is
composed of a number of morphological operations. Its action is to segment touching
(overlapping) binary particles in such a way as to maintain the integrity of each particle.
There are two main steps when applying the watershed algorithm. The first is to find the
ultimate erosion set of the touching particle so that the pseudo-center of each particle in
the touching area can be addressed. The second is to build up the divide lines among these
pseudo-centers inside the boundary of touching blob. These divide lines segment the
touching particles. (For details of the binary watershed, see [10], [12]).
Fig. 1.9(a) shows an example of overlapping particles and Fig. 1.9(b) illustrates the ulti
mate erosion set in determining all pseudo-centers in touching particles. Fig. 1.9(c) gives
the procedures of setting up watershed divide lines in separating the touching particles.
These figures are from [10].
After the watershed segmentation algorithm is applied on the binary image, all touching
particles are properly segmented. Then we
measure the area of each individual particle.
Those areas compose the observed particle size distribution which is going to be statisti
cally analyzed. The methods are going
to be discussed in next Section.
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(a) A touching blob (b) Ultimate erosion set of (a)
(c) Procedures of building up the divide lines




The principle of least-squares errors is to minimize (with respect to some criterion) the
vertical distances of the observation data set to the fitted model. The results are the least-
squares estimators for the model parameters. Using the properties of these estimators, it is
possible to make inferences regarding the parameters in the underlying model [11].
In the classical deterministic setting, a dependent variable y is considered to be a function
y(x) of an independent variable x if, given x, there exists an exact corresponding value
y
= y(x). The independent variable x will continue to be deterministic but the dependent
variable Y, called a response variable, is considered to be random. Consequently, given x,
the best that can be done is to arrive at some prediction of Y. In practice, to accomplish the
estimation, observations will be made at n points, x\, X2, .... xn, each
x,-
being known as a
regressor or predictor variable. The result is a data set consisting of n points of the form
(xi, yi), each
y,-
being a sample value of the random variable Fix,-.
If yi
= yfxf), i = 0, 1, ..., n, is the observation data set andffri) is used to estimate y(xj) in
the same domain ofx, we define
e(xi) = y(xi)-f(xi) (7)
as the error of the estimation at point jc,-. The least-squares estimates are selected so as to
19
minimize the sum of the squares of these residuals. The sum is called the sum of squares
error (SSE) and is given by




Minimization of SSE results in a sample regression model f(x) that best fits the observa
tional data set y(xi), i=l, 2, ... n.
To accomplish the minimization of SSE, partial derivatives of SSE are investigated. Let
the estimation f(x{) be a function with m parameters: Pj , P2 > Pm- Then/fx,) can be
expressed in another form: /(x,- ) = f(X( \p\ ,P2> > Pm ) ^e parameters determine the
functionf(x) at the point x,, i = 1, 2, ..., n. All (X,-, y,j are known from observation data set,
only pi ,P2, .-, pm are to be estimated.
Treating SSE as a function of variablesPi , pi , ..., pm, minimization can be accomplished
by taking partial derivatives and setting them equal to zero.
-SSE = -2 Y [ (y (x.) -f(xi))^-f(xi)
= 0 7=1,2, ..., m. (9)
f(xt) will be decided by resolving px , pi , ..., pm from these m partial derivative functions.
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1.4.2 Least-Squares Regression for Normal Distribution
Iff(x) is a vertically scaled Gaussian, then there are two parameters in
(*-n)2




f(x) is a probability density function with mean (i and variance a2.
By putting (10) into (9), the two partial derivatives of normal distribution are (see
Appendix for derivation):
^SSE= ^xT(l)-^xT(0) (11)
-SSE = *xT(2)-^xT(l)+l r^-i|xr(0) (12)
where T(w) = [ (/(x,) -v,)/^.^] w=0,l,2. (13)
.= i
It is not apparent to resolve the mathematical solutions of [I and a from these two partial
derivative functions; however, our goal is to make them close to zero by adjusting |i and o
so that the minimization can be practically reached under this approximation. Several
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Fig 1.10 Curves of errors during minimizing SSE. (a) partial derivative on [i (top)
(b) partial derivative on a (middle) (c) Curve of SSE (bottom)
The practical realization of the minimization is done by the following steps:
1) set the initial values of u, and a tof(x) from some of the (x,-, y,J.
2) compute the two partial derivatives and their signs.
3) adjust these parameters to decrease the absolute values of the two partial derivatives
towards zero so that an approximation of the least squares sum of errors can be
22
achieved.
In the step (3), since all two partial derivatives are in direct proportion to u and a, respec
tively (see Appendix), the values of the partial derivatives can be increased (decreased)
gradually by adding (reducing) u. and o, respectively.When the updated partial derivatives
are relatively close enough to zero, the numeral minimization approximation is considered
to be reached and these (i and o are used as the parameters for/fx). Fig 1.10 gives error
curves of these partial derivatives of SSE.
1.4.3 Least-Squares Regression for Exponential Function
If the function to be regressed is an exponential density function, only one parameter is




where a needs to be found by the regression. From the partial derivative expression of SSE
in (9), the partial derivative of a is (see Appendix for derivation)
3-SSE=-xT(0)-2xT(l) (15)
da a
T(w), w = 0, 1, is defined in Equation (13). The method ofminimizing SSE is the same as
the one we stated in the previous section.
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2.0 Statement ofWork
Since the approximations of long and short wavelength limits have been given as linear
response curves of log(P^Pe) vs. log(r) (see Eq. (3), (4) and Fig. 1.2), the scattering char
acteristics of particles may be well understood in these two regions. The experiment has
been designed to find the scattering characteristics of particles in the intermediate region
where the ultrasound wavelength is near the object size (radius).
To study the characteristics in this region with a variety of industrial process fluids, we
have selected a particle distribution with a radius mean (|ir) close to the ultrasound wave
length (X,) and have measured the observed particle size distribution obtained from the
computer. By analyzing the distribution of observed data, we are not only finding the way
of estimating the original distribution but also determining the parameters which can
describe the scattering characteristics in this intermediate region.
2.1 Process Fluid Preparation and Particle Radius Distribution Selection
In the film industry, many kinds of process fluids can be selected so that the actions of
ultrasound on them can be understood. Some industrial fluids have been made in order to
cover certain variety of fluids in real circumstances. Polystyrene latex (PSL) is selected
here as the particle material in fluids. Dispersion, gel, and emulsion are used as the fluids.
The particle concentration sequence is 5.0, 10.0, 15.0, 20.0 (ppm) in the three fluids,
respectively. The gain of the acoustic imager is selected from -12 dB to 12 dB with 6 dB
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increment to examine the effects of signal gain on the ultrasound image.
Since 5 MHz is chosen as best trade-off between penetration and resolution in ultrasound
detection for this experimentation, it is used as the frequency in the experiment and all
velocities of ultrasound in the fluids are near 1500 m/sec. The particle mean should be
near 48 microns in order to keep kr=\. This is because
k = 2nfk and
X = vlf
then
r = I/k = v / (2nf) = 1500 /( 2*3. 14*5*
IO6




where X is ultrasound wavelength, r is particle radius in meters
(IO6
micron), v is velocity
of sound (m/sec) and/is the frequency of sound (Hz).
Table 1 gives the measured probabilities (percentage) of the polystyrene latex at the center
value of each radius (r) measurement step (increment). These values are measured by a
device called Full Range Analyzer (FRA) before particles are added to the fluids. All
points in Table 1 are illustrated in Fig. 2.1.
r
(microns)
26.17 31.12 37.00 44.00 52.33 62.23 74.00 88.00 104.65 124.45
% 0.00 1.97 10.03 25.74 31.48 20.71 8.03 1.88 0.16 0.00
Table 1: Measured Particle Radius Probabilities
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Particle Distribution vs log(r)
1,5 1.6 1.7 1.8 1.9 2 2.1
log(r) (r: particle radius)
Fig. 2. 1 Size distribution of original particles vs. radius (r)
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2.2 Circulating System, Ultrasonic Imager, and Image Acquisition
To simulate the industrial process, a fluid circulating system (Fig. 2.2) is designed to pump
the test fluids through a custom designed flow through cell for ultrasonic imaging. The
inside diameter (ID) of the cell is the same as the ID of the connecting hoses, which are
typical for process use. The attachment of the transducer to the cell has been accomplished
in such a way as to maximizing transmission of ultrasound into circulating fluid while at










Fig. 2.2 Circulating Fluid Configuration [15]
When the system has been set up, the detected particles (actually, they are the amplitudes
of returned echoes) can be displayed on the monitor of the acoustic imager and be
recorded by a VCR simultaneously. The acoustic imager used in experiments is a diagnos
tic acoustic imager called Acuson 128 which has been widely employed in medical diag
nosis.
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Fig 2.3 is one of the images obtained in this experiment. In the image, there are both x and
y axis scales for the observation window and a small arrow head on the left side
indicates
the focus of the acoustic beams so that the valid depth of ultrasound can be found visually.
The current status and settings of the imager are shown at the upper-right comer of the
















Fig. 2.3 The whole ultrasonic image displayed on Acuson 128
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2.3 Image Analysis and Processing System
The acoustic imager converts the returned ultrasonic echoes to a video signal which can be
displayed on the monitor and be able to be processed simultaneously if the image process
ing system is connected to the acoustic imager. For this experiment, we recorded the sig
nal on video tape for off-line processing and analysis.
2.3.1 Image Digitization, ROI Segmentation, and Noise Suppression
So far as the digital image acquisition is concerned, the method for image acquisition is to
digitize the video signal using a real time image digitization board from DATACUBE Co.
It samples a video image frame by a format of 512x512x8, which means 512 dots per scan
line, 512 lines per frame and 8 bits (256 grey levels) per pixel. (Actually, because of the
TV scanning format, only 482 lines can be used and displayed so we have to consider the
image as 512X482 pixels rather than 521X512 pixels.) The digitized images are put in
frame memories/buffers (called ROI store) for further processing. Our system has 2 image
hardware banks and each bank has 8 frame buffers for eight 512X512X8 images. By tak
ing advantage of this image processing system, we can process the video signal in real
time and the image from each processing step can be stored in the frame buffers.
From the acoustic image in Fig. 2.3, it is obvious that we need process only part of the
whole image, the observation channel window. The ultrasonic status window at the
upper-
right corner, however, is meaningful to us too. We call these windows Regions Of Interest
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measuring the coordinates of all ROIs, we cut these ROIs from the original image and re
arrange them and the resultant data in an output image. The layout of the final image can
be seen later.
Since all detected particles are in the fluid channel observation window, only this area
should be processed. The idea of processing ROIs in a window of an image is very impor
tant in processing sequential images (or video image). Because the frame rate is 30 per
second, which means the frame interval is 1/30 second, there is not much time to process
strictly sequential images in a normal playback speed. Saving process time on each frame
is important. Using hardware processing is the key issue. Current technology puts a lot of
algorithms in the hardware.
The average period of each experiment is about a minute, which includes 30X60 frames.
We do not restrict ourselves to process exactly frame by frame. We consider it is sufficient
to process each frame in less than a second in this study. The processing rate depends on
the operations in the algorithm and hardware configuration of the system.
Upon digitization, noise suppression is required in designing the motion detection
algorithm. From the video tape, we see that particles are moving in a nonuniform back
ground and the background becomes stronger when the signal gain is increased. Keeping
track of these moving particles from the background is important in further processing.
Sec. 1.2 and Sec. 1.3.1 proposed an algorithm which has proven to be successful in both
motion detection and noise suppression. The result of applying this algorithm is illustrated
in Fig. 2.4(b).
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Fig. 2.4 (a) Differential Image (top), (b) Binary Image (bottom)
2.3.2 Regional Scatterers Classification and Segmentation
We apply a spatially varying threshold function on the pure particle image to get a binary
image. This image is going to be measured to get the perimeters of all blobs. Because
these blobs are either independent or touching, we use the following procedures to seg
ment those multiparticles first, and then obtain all individual particles thereafter:
1) Find all isolated blobs in the image and label them
2) Measure the image to get perimeters and equivalent convex perimeters of each blob.
3) Classify independent and touching particles by the ratio of two perimeters.
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4) Find the area of each independent particle.
5) Segment touching particles by watershed algorithm and then count these segmented
particle areas respectively.
Blob# P ecp ecp/p area (pixels)
0 8.000 7.410 0.9268 4
1 6.000 1.000 0.1667 2
2 29.69 28.14 0.9478 53
3 19.02 18.05 0.9488 22
4 15.85 15.95 1.0070 14
5 15.39 15.24 0.9900 13
6 149.6 101.6 0.6791 504
7 22.95 22.53 0.9815 29
8 11.39 9.650 0.8472 7
9 15.39 15.24 0.9900 13
10 10.78 9.830 0.9116 7
11 15.56 14.48 0.9304 16
12 16.00 16.00 1.0000 15
13 30.52 28.31 0.9274 41
14 36.21 35.54 0.9815 67
15 28.12 28.42 1.0110 50
Table 2: Data of blobs (i.e.particles) before segmentation
p: perimeter of blob
ecp: equivalent convex-hull perimeter
area: blob area in pixels
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Blob# P ecp ecp/p area (pixels)
0 8.000 7.410 0.9268 4
1 6.000 1.000 0.1667 2
2 29.69 28.14 0.9478 53
3 28.57 27.91 0.9771 42
4 47.15 44.02 0.9336 118
5 19.02 18.05 0.9488 22
6 15.85 15.95 1.0070 14
7 15.39 15.24 0.9900 13
8 53.08 50.74 0.9559 127
9 59.39 57.25 0.964 191
10 22.95 22.53 0.9815 29
11 11.39 9.650 0.8472 7
12 15.39 15.24 0.9900 13
13 10.78 9.830 0.9116 7
14 15.56 14.48 0.9304 16
15 16.00 16.00 1.0000 15
16 30.52 28.31 0.9274 41
17 36.21 35.54 0.9815 67
18 28.12 28.42 1.0110 50
Table 3: Data of blobs (i.e.particles) after segmentation
p: perimeter of blob
ecp: equivalent convex-hull perimeter
area: segmented particle area in pixels
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Pixel connectivity determines the area of each blob. Searching the blob boundary brings
out the perimeter of each blob. The equivalent convex hull is the smallest convex blob
which contains the original one. ECP stands for Equivalent Convex Perimeter of a blob




Fig 2.5 (a) Pseudo centers of particles in binary image (Top)
(b) Particles after watershed segmentation (Bottom)
Because the ECP will never be greater than the real perimeter, the maximum value of the
ratio is 1 (some values are slightly greater than 1 because of the effects of digitization of
scaled X/Y aspect ratio). From the values in Table 2, a significant gap can be found
between independent particles and touching ones (bold ones). This is why we can classify
these two kinds of blobs by the ratio of ECP over real perimeter. A statistical value has
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been found after a large number of perimeters of blobs in both categories have been inves
tigated. When a multiparticle blob is classified, the morphological watershed segmenta
tion algorithm is applied on the blob to segment the touching particles. Fig. 2.5(a)~(b)
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Fig 2.6 Final Layout of the output image (Top) Original image window
(Middle) Differential image. (Bottom) Final segmented particles
(Upper-Right) Status of the imager
(Lower-Right) Statistical results
After all touching particles are properly segmented, the binary image should be measured
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again to get the final particle area in the image. Table 3 shows the particle data after seg
mentation. Blobs #3, #4, #8 and #9 in Fig 2.5(b) are those particles segmented from blob
#6 in Fig 2.4(b). A final image with measurement results is shown in Fig 2.6.
When the image processing is complete, all particles in the ultrasonic image have been
measured. Because of applying hardware operations and optimal algorithms, the process
ing time for each image frame is about 0.7-0.8 second, which is considered "real
time"
processing in dealing with process fluids. The next step is to perform a statistical analysis
on the observation data.
2.3.3 Observed Particle Area Distribution from Dispersion
When each individual particle area has been obtained, we accumulate all particles in all
sampled image frames and sort them in terms of area so that the particle area distribution
can be determined. It is important to keep in mind that the x-axis along the particle distri
bution should not be the actual discrete pixel number of particle. Since we took the loga
rithm of particle area (in square microns) as the x-axis of the original distribution, i.e.,
/og(area) = log(nr 2), we should keep the identical meaning of the x-axis for the observa
tion distribution, i.e., /og(area) = log(px), where px is the pixel number (area) of the parti
cle observed. Also, the count of particles under each area should be normalized so that the
y-axis represents the percentages (probabilities) of particles under each area.
Fig. 2.7 illustrates a normalized observation data distribution by taking logarithms of
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particles on the x-axis. It comes from all recognized particles in 59 images sampled from
40-second periods of the experiment for dispersion.




0.25 0.5 0.75 1 1.25 1.5 1.75 2
log(x) (x: area in pixel)
Fig. 2.7 A Normalized Observation Data Distribution
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2.4 Stability ofObservation Data Distribution
Before examining the experimental data from various fluids and signal gains, the distribu
tion stability of the observation data should be investigated. Since the particle number in a
single image frame is too small to estimate the distribution of particles in fluid, we need to
run through a period of experimentation to collect enough particles, not just those in a sin
gle frame. What is a sufficient quantity of particles from which a stable output
distribution
can be obtained? The effect of a series of selected sampling periods from each experiment
will be studied here.
(1)
(3)
12/3/91 Dispersion OdB 1.2ml
loq(r) <r: particle radius)
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(2)
(4)
Fig. 2.8 Output Distribution in Different Sampling Periods
(1) 20 Seconds. (2) 30 Seconds. (3) 40 Seconds. (4)
All (2)-(4)
We selected four periods (10, 20, 30, 40 in seconds) as the processing periods in the
approximately 50-second-long
experiments to test the fluctuation of the observed particle
distribution (Fig 2.8). We found that, if
the length is longer than 20 seconds, no matter
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what the fluid concentrations and the signal gains are, the normalized observation data dis
tribution doesn't change much. So we can say that 20 seconds is long enough to obtain a
stable output distribution from the three kinds of fluids under the current frame sampling
rate.
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2.5 Observed Particle Distributions from All Fluids
Three kinds of typical industrial fluids (dispersion, gel and emulsion) are selected for the
experiment.
Each processing procedure goes as below:
1) set up the gain and sampling period (20-40 seconds) for each fluid.
2) playback the video tape and start sampling and digitization simultaneously.
3) threshold image and segment touching particles.
4) measure binary image of sampled frame to get each particle area.
5) accumulate all particles and sort them in terms of area in all sampled frames.
6) take the logarithm of particle area as x-axis of the observed distribution.
7) normalize the particle count at each area by the total number of detected particles.
8) plot the probability curve as the output distribution vs. log(px).
All the fluids with different concentrations (5-20ppm) have been processed and the parti
cle distributions have been obtained. Fig 2.9(a)~(c) illustrates some of the results. Our
goal is to find the relationship between the original and observed distributions so that esti
mation rules can be obtained.
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Fig 2.9 (a) Two observed particle distributions obtained from dispersion.
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Gel, 10 ppm, OdB
0.25 0.5 0.75 1 1.25 1.5 1.75 2
log(x) (x: area in pixel)
Gel, 20 ppm, OdB
density
0.25 0.5 0.75 1 1.25 1.5 1.75 2
log<x) <x: area in pixel)
Fig 2.9 (a) Two observed particle distributions obtained from gel (continued).
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Fig 2.9 (a) Two observed particle distributions obtained from emulsion (continued).
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3.0 Analysis ofResults
Having obtained the discrete distributions of the original data (Fig. 2.1) and observation
data (Fig. 2.9). We need to analyze the two distributions and discover their relationship.
We do this in three steps. First, from particles in each of the three fluids, apply nonlinear
regression to find functional expressions fitting the original and observed distributions.
Second, find the relationship between the two simulation expressions in order to determine
some parameters which reflect the ultrasonic system in the region of kr=l. Third, test the
stability of the system parameter obtained from different concentrations and fluids by
applying analysis of variance.
3.1 Regression and Estimation
3.1.1. Regression for Original Particle Distribution
The radius probabilities (relative frequencies) for the original particle distribution in all
fluids are given in Table 1 , and the distribution curve is plotted in Fig 2.1. The curve does
not appear to represent a normal distribution (ND), but taking the logarithm of particle
radii ( log(r) ) yields the distribution of Table 4 and Fig 3. 1(a), and this new distribution is
fit well by a normal distribution (Fig. 3.1(b)) obtained by numerally rmnimizing the sum
of squares of errors (see Appendix I). Several numerical approaches are available in [11].
The curve of regression possesses mean 1.7056 and standard deviation 0.0918. Because
the log(r) distribution is modeled by a normal distribution, the original particle-radius
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distribution r is a Log NormalDistribution (LND).
Particle Distribution vs log(r)
1.5 1.6 1.7 1.8 1.9 2 2.1
log(r) (r: particle radius)
Normal Distribution Regression
1.4 1.5 1.6 1.7 1.8 1.9 2 2.1
log(r) (r: particle radius)
Fig 3. 1 (a). Original Particle Distribution vs. log(r) (top)
(b). (a) and Its Normal Distribution Regression, (bottom)
log(r) 1.418 1.493 1.568 1.643 1.719 1.794 1.869 1.944 2.020 2.095
% 0.00 1.97 10.03 25.74 31.48 20.71 8.03 1.88 0.16 0.00
Table 4: Probabilities of log(r)
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In order to keep the distribution's units identical at both input and output, we now take a spe
cial linear combination of log(r), i.e.,




= log( a ) (19)
where
"a"
is the cross-sectional area of the particle sphere. So we have \i.iog(a)
= 3.91, and
log(a)
~ 0-1836 which are used in future. The reason for using log(a) rather than log(r) in esti
mation is that the ultrasonic wave is faced by that area and what we have recognized from the
ultrasonic image is the digital area of a particle in pixels, which is the relative area of the real
particle under the current 512x482x8 image digitization format.
Since the distribution of log(r) is normal, so is the distribution of log(a), which is a linear
function of log(r). This is because if x is a random variable, x ~ N (p. , a ) , and y = mx+n,
where m and n are constants. Then
(J.y
=










= mx+n is normally distributed.
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3.1.2 Regression for Observed Particle Distribution
The original particle distribution have been described by the mean and standard deviation
of a fitted normal distribution, but it is important to discover a fitted function for the obser
vation data so that the relationship between input and output distributions can be
described. This is a key aspect of the thesis: to regress the observed distribution by a con
tinuous mathematical function which was not hitherto known. It is the discovery of the
mathematical expression that allows estimation of the original distribution by using the
parameters in the observed distribution and system as a whole. We have selected a log-
normal distribution as the input. What is the observed distribution after the original distri
bution has gone through the system?
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Fig 3.2 A normalized observation distribution in dispersion (points joined)







which has n undetermined coefficients,
a,-
, i = 0, 1, ... n-1. These
a,- can be determined by
n independent functions from the observation data set (XiJiXj) ), i
= 0, 1, ... n-1. In matrix
form
F = A*X (23)


















A = F *
X"1
iff X is reversible, which means that all xt are independent observation data.
Any analytic function g(x) can be expressed by a
Taylor's series at point x0:
g(x)
= g(x0) + g'(x0)(x-xQ)+-^-(x-xQ)





8(x) = g(0) +
g'(0)x+8-^x2
+ ... + 8-^xn+... (25)
*J! n!
g(n)(0)
with coefficients - : .
With a polynomial regression for the observation data, we found the averaged coefficients




= 0, which is
-qx









However, because we decided to ignore single-pixel particle in observation data as they
are easily disrupted by noise, the smallest particle area is 2 pixels, which represents a par
ticle area range from 1.5 to 2.5 pixels in the observation data. Moreover, the exponential
function is obtained after taking the logarithm of pixel area, so the regression density func-
49




log(l.5) = 0.1760 x<
Any density function should have \f(x) dx = 1 , so that
\peqxdx = J pe-qxdx= 1 (27)
log (1.5)
By resolving (27), we get/? = 1.5 qq. So
, 1.5V7*, * >= log(l.5) = 0.176
/W= (28)
L
0, x<log(\.5) = 0.176
The regressed exponenti?l distribution function has only one parameter, q to be deter
mined. We apply the method of least-squares to find q for the output distribution estima
tion.
Table 5-7 give the values of a, the mean \iq and the standard derivation aq obtained in
dispersion, gel and emulsion, respectively. No matter the fluid concentration and signal
gain, the values of a are quite stable. We select those a's which bring rninimum standard
deviation, Min(a?), in those tables and put these a's in Table 8. Fig. 3.3-3.5 illustrate
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some observed data curves and their exponential function regression curves, which fit the
former very well. In the next section, we are going to investigate the system parameter
from which the mathematical relationship between observed data and the original distribu
tion can be established.
Gain concentrations (ppm) mean stddev
(dB) 5.0 10.0 15.0 20.0 Hg ag
-12 3.2867 3.0030 2.4140 2.6348 2.8421 0.3917
-6 3.2117 2.4358 2.6328 2.6842 2.7411 0.3315
0 2.9896 2.7344 2.5688 2.6920 2.7462 0.1768
6 3.0173 2.8642 2.7682 2.8278 2.8694 0.1063
12 2.5331 2.6749 2.8099 2.6655 2.6709 0.1131
Table 5: a's obtained from dispersion with different concentrations and signal gains
Gain concentrations (ppm) mean stddev
(dB) 5.0 10.0 15.0 20.0 ^g Gg
-12 2.2018 2.4423 1.8742 2.0633 2.1454 0.2392
-6 2.4669 1.9552 1.8185 2.3457 2.1466 0.3090
0 2.7597 2.6867 2.7788 2.8808 2.7765 0.0801
6 2.6583 2.6892 2.4874 2.7428 2.6444 0.1104
12 2.8775 2.4472 2.6116 3.3080 2.8111 0.3757
Table 6: a's obtained from gel with different fluid concentrations and signal gains
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Gain concentrations (ppm) mean stddev
(dB) 5.0 10.0 15.0 20.0 ^g ag
-12 3.2553 1.5552 2.6592 3.3493 2.7048 0.8250
-6 2.9636 2.8747 2.6573 2.4615 2.7393 0.2255
0 2.9873 2.9209 2.9521 2.8808 2.9353 0.0453
6 3.2199 3.1886 2.8424 2.9659 3.0542 0.1809
12 3.2084 2.9489 2.7243 2.7984 2.9200 0.2138
Table 7: a's obtained from emulsion with different fluid concentrations and signal gains
concentrations (ppm) mean std dev
Fluids 5.0 10.0 15.0 20.0 ^g g
Dispersion 3.0173 2.8642 2.7682 2.8278 2.8694 0.1063
Gel 2.7597 2.6867 2.7788 2.8808 2.7765 0.0801
Emulsion 2.9873 2.9209 2.9521 2.8808 2.9353 0.0453
Table 8: a's with minimum standard deviation cgin Table 5-7, respectively
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Fig 3.3 Observed distributions in dispersion and their exponential regressions
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Exp. Regression of Gel <q=2.4867)
10 ppm, OdB
0.25 0.5 0.75 1 1.25 1.5 1.75 2
log(x> (x: area in pixel)
Exp. Regression of Gel (q=2.6808)
y(x) 20 ppm, OdB
0.25 0.5 0.75 1 1.25 1.5 1.75 2
log(x) (x: area in pixel)
Fig 3.4 Observed distributions in gel and their exponential regressions
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Exp. Regression of Emulsion (q=2.9209)
y<x) 10 ppm, OdB
0.25 0.5 0.75 1 1.25 1.5 1.75 2
log(x) (x: area in pixel)
Exp. Regression of Emulsion <q=2.9521)
y(x) 15 ppm, OdB
0.25 0.5 0.75 1 1.25 1.5 1.75 2
log(x) (x: area in pixel)
Fig 3.5 Observed distributions in emulsion and their exponential regressions
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3.1.3 Estimation of System Parameter from Each Fluid
As the regression of both the original and the observed distribution have been accom
plished, we next analyze both regressions so that the estimation rule between them can be
established. Recall the regression function of original data:
(*-n)2




where x = log(%r), r is particle radius in micron and p., a are mean and standard deviation
of \og(nr), respectively.
Let's rewrite the exponential regression distribution as a function of t for the observed
data:
g(t)=pe-*= 1.5 iqe-* (30)
where t = log(px) > log(l.5) andpx is particle area in pixels obtained from the processed
ultrasonic image. It is not difficult to realize thatflx) and git) are both exponential but the
former is quadratic to x and the later is linear to t. Since the original particles are detected
by the ultrasonic imager and recognized by the image processing system, we can use Fig.














Fig. 3.6 System Configuration and Particle Distribution at Input and Output
We need to give a hypothesis of the system response that can explain the output data distribu
tion. By considering the two regression functions, we postulate that the system response to
log(px) is
t = c ( x - [i f +b (3D
where c and b are the parameters of the whole system.
By replacing ( x p.
)2
by (t
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We consider that (32) is another form of regression function git)
= pe'qt, where p=\.5qq,
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which is derived from input distribution.
Setting (30) = (32) yields
\.5qqe~qt= J- e
2<5c






a = l/(2oc) (35)
The input distribution M(i,a) and the output distribution
l.5qqe'qt
are related by the
parameters c, b of the whole system. Solving for (34) and (35) yields
c = l/(2oa) (36)
& = /n(27toa)/a + /n(1.5) (37)
where
"In"
means the logarithm with base e. Note that p doesn't appear here. This is
because we are investigating the characteristic of ultrasound at the region of kr=\. If pr is
the mean of r, \ij. could be decided by the ultrasound frequency in the following manner:
k \ir
= 1 and k = 2nfk, so ( 2n/k ) Mr
= 1. Thus,
Mr
= M27t) = (v//)/(27t)-v/(27r/) (38)
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where X is the wavelength,/is the frequency and v is the velocity of ultrasound.
Note also that system parameters b and c are not independent in (36) and (37). One is a
function of the other:
b = jln(^)- In (1.5) (39)





System parameter c can be decided in (36).
Since we have regressed both the variance of original distribution (a = 0.1836 ) and the a's
of the observed distributions in three process fluids, we are able to get several c's at vari
ous concentrations from each regression curve of the observed data, i.e., a's in Table 8 can
be converted to c's in Tahie 9 by applying (36) which is c = l/(2oa) = l/( 2*0.1836*a) =
2.723/a.
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concentrations (ppm) mean std dev
Fluids 5.0 10.0 15.0 20.0 ^c "c
Dispersion 0.9025 0.9507 0.9837 0.9629 0.9499 0.03446
Gel 0.9867 1.0135 0.9799 0.9451 0.9813 0.02811
Emulsion 0.9115 0.9322 0.9224 0.9452 0.9278 0.01435
Table 9: System parameter c's obtained from Table 8 by applying (36)
Can we say that these c's represent a stable system-dependent parameter even their values
are different and they are from different fluids? To answer this question, we are going to
use a statistical test method called analysis of variance (ANOVA) to analyze the variance
of these c's obtained from different process fluids.
3.1.4 Invariance of the System Parameter
As stated in the instruction, a key aspect of the study is to determine whether c can be
taken to be invariant over the three process fluids and therefore be treated as independent
of these fluids. To demonstrate acceptability of the hypothesis of invariance, we use the
commonly employed analysis-of-variance (ANOVA) test. The purpose of ANOVA is to
test whether or not it is acceptable to assume that the means (in our case, estimates of c)
from different treatments (in our case, different process fluids) are equal. The data of the
Table 9, across the various concentrations, will be used in the ANOVA. The particular
sig-
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nal gains in Table 9 have been selected because they minimize the variance in sample data
and, because we use fixed -effects, rather than random-effects, ANOVA, the conclusion of
equality will apply to the parameters cdisp, cgeh and cemul for the gains of Table 9. Indeed,
it is important that the interfluid variability be minimized, since high interfluid variability
can mask interfluid differences and thereby inhibit detection of significant differences in
the estimates of c among the three fluids.
ANOVA utilizes a test statistic / which possesses an F distribution to determine accep
tance or rejection of the nail hypothesis. We use Fu(m, N) to represent the u-percentile of
the F distribution with m degrees of freedom and N sample size. Here we just apply the
method; details can be found in [11]. Using the data in Table 9, the ANOVA is summa
rized in Table 10. According the decision made in Table 10, the null hypothesis H0, equal
c means, is accepted with a = 0.05. Thus, the average of c's from three fluids can be
employed as a stable system parameter
c = ( Cdisp
+ Cgel + Cemul ) / 3 = 0.9530 (41)
which can be used to estimate the original particle distribution.
In practice, the system parameter c is used to estimate the original particle distribution
from the empirical value of a obtained from the ultrasound images and the image process
ing system. Thus, we have the estimator
a=l/(2ca) (42)
61
According the ANOVA, c can be assumed to be the same for the three fluids used in the
study and a can be taken from ant of the three fluids.









means all c's have a same mean.
Hy. Hq false
2. Level ofSignificance. a = 0.05
3. Test statistic. f-Pl-O.OsiM'N)
4. Sample size. W = 4 + 4 + 4 = 12
5. Groups ofSamples. m = 3
6. Critical value. ^l-0.05( m-1, N-m ) = Fu0_05( 2,9)= 4.26
7. Sample value t.
(from Table 8)
TY = 4






-9*0.005704/ (2*0.006529) = 3.9314
(m-
1) I2
5. Decision. t = 3.93 14 < F^.qsC 2,9) = 4.26.
The null hypothesis is accepted.
Table 10: ANOVA test for the stability of system parameter c's in Table 9
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3.2 Estimation of Input Particle Size Distribution
To check that the estimation procedure provides estimate close to the original-data stan
dard deviation, we note that the standard deviation for the log(r) data of the original-parti
cle distribution (Table 4) is o^ = 0.1876 and the standard deviation of the fit
distribution (Fig 3.1(b)) is o^, = 0.1836, whose error is within 2.2% ofo^. What about
the estimates derived from the estimator c of equation (42)? There are three we can con
sider, one from each fluid: a^
= 0.1828, bgd = 0.1889, hermd = 0.1787. Relative to
data> tnese possess errors of 2.6%, 0.7%, 4.7%, respectively. (It is not surprising that the
highest error from emulsion. This is because emulsion provides the weakest discontinuity
at the interfaces ofparticles and fluid.) In sum, relative to the original-data standard devia
tions, all three fluid-types provide satisfactory estimates within 5%.
By using three kinds of process fluids, we have obtained and then have verified that the
system parameter, c = 0.9530, is stable and can be used in estimating the original distribu
tion. So the variance of the original particle size distribution can be estimated from the
regressed observation distribution parameter a and system parameter c, i.e. o = l/(2ca).
In sum, if a log-normal distribution of particles in process fluids has a radius mean which
is comparable with the ultrasonic wavelength, the distribution of detected particles follows
an exponential distribution
l/^qe'^ and the standard derivation of the original distribu
tion can be estimated by 6\ There is no longer a linear response to log(r) as we had in long
and short wavelength limits. The system is a nonlinear one. Because of the difficulty of
using theoretical approximation,
we believe that the statistical analysis brings a good
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approach for solving the problem.
Since the results come from a log-normal particle distribution and its Gaussian properties
are generally used to study some common characteristics in statistical estimation,
we con
sider that the major scattering characteristic of particles in the intermediate
region of ultra
sound has been found. The conclusions are summarized in next Section.
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4.0 Summary and Conclusions
The purpose of the thesis is to study the scattering characteristic of particles in some pro
cess fluids in the intermediate region of ultrasound. To accomplish this, we need to recog
nize particles and then estimate their distributions based on ultrasonic particle detection.
The work of the thesis consists of three sections in order to accomplish its purpose. First, a
circulating system is designed for fluid image acquisition via an acoustic imager. Second,
an image processing system is employed to recognize and segment particles in ultrasonic
images and then measure the area of each individual particle. Third, the observed particle
area distribution is analyzed and a regression model is proposed so that system parameter
is found and the estimation rules between input and output distributions are established.
A log-normal distribution of particle sizes is added in all fluids in the experimentation.
When particles are detected by ultrasound, we apply several image processing technics to
segment touching particles and then measure the area of all individual ones. After that, an
exponential function is found from the observed distribution regression. The parameter in
the exponential distribution is used to estimate a system-dependent parameter which is
verified by the observed distributions of all three process fluids. Based upon the distribu
tion regressions of original and observation data, system parameter estimation is estab
lished. So the scattering characteristic of particles in some process fluids in the
intermediate region of ultrasound has been understood.
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Some suggestions for future studies are:
1) In order to get the best binary image from threshold function, it is suggested to apply
more general spatially varying threshold functions instead of step functions. This needs
more investigation on spatial noise distribution in ultrasonic images.
2) Apply gray-level watershed algorithm for touching particles segmentation. Because the
reflected power (i.e., gray -level in raster) of ultrasound is also a function of particle size,
gray-level watershed algorithm can give more precise segmentation.
3) By keeping k[ir
- 1, select another log normal distribution of particles corresponding to
another ultrasonic wavelength for the experiment. Although we only selected one fre
quency of ultrasound for the experiment, we expect the similar results from other
frequen-
cy(ies).
4) Choose other kinds of particle distribution for the experiment. Since log-normal distri
bution is used in the experiment, it is encouraged to investigate on other kinds of particle
distributions.
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5.0 Appendix I. The Derivation of Partial Derivatives in SSE
Suppose f(x) is a vertically scaled Gaussian, then there are three parameters in
_
(*-n)2
fix) =/U|m,o) = -pUe
2o2
V2jtc
f(x) is a probability density function with mean p and variance a2.
For an observed data set ( xt, yt ), i = 0, 1, ..., n, let
n n
SSE= Sef = S (?(*i>
-/(V)2
i=l i=l
ifwe set the partial derivatives to zero, i.e.
^-SSE = -2 X [
(>'
(*,-) -/(*,-) ) 4-/U.) = 0 7,2, ..., m.
The minimization of SSE can be reached by satisfying the m functions above. For the two
parameters in Gaussian, their partial derivatives are
3



















y U,o )/(*,) |(fi_^) -i
a 4^=
-3 I [(A*.) -y(xi))f(xi)x2} [(/(*,) -y(xi))f(xt)xl]
1=1 <*
, = 1
(-^--aj I t^U,) -?(*,))/(*)]
if we define r(w) = [ (/"(*.) -?,)/(*,.) J*]
i = l
w=l,2,3
thus the two partial derivatives become
J^SSE= 1xT(1)-^xT(0)
^SSE= l.xT(2)-^xT(l) +1(^-1 \xT(0)
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T(w), w = 0,1, is defined as before.
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