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1 Introduction
Mobile Ad Hoc networks (MANET) consist of groups of self-organizing mobile nodes
that communicate over the wireless medium without any form of pre-existent infras-
tructures. They are no centralized networks where, on the contrary, communication
and operations are distributed over all nodes taking part to MANET. Typical applica-
tions of such networks are conference events, disaster recovery and military operations.
In particular, in the past few years, the imposition of new technologies such as IEEE
802.11 [IEE99] and Blueooth [Blu00] facilitated the development and the growth of
many civilian applications, allowing the users to connect to each other sharing infor-
mation, also guaranteeing their mobility. In fact, nodes belonging to a MANET may
move rapidly and unpredictably, resulting in a possibly dynamic network topology.
As consequence, the network should be also able to react to the frequent topological
changes in a fast manner. To enable multi-hop communication in a distributed man-
ner, all nodes also act as routers for each other, guaranteeing that nodes not in direct
communication can exchange data.
The characteristics and the highly dynimic nature of mobile Ad Hoc network make
routing area the most active research area within the MANET domain. In fact, Inter-
net routing approaches are not appropriate for MANET, while special routing protocols
are required. Hence, they should be designed taking into account these peculiar charc-
teristics of the network but also the coinstrains existing on the node resources as poor
devices, limit bandwith and high bit error rate. Thus, the goal for a routing protocol
is to minimize the network traffic in favour of the useful data traffic. At the same
time it has to be capable to adapt to links failures/additions due to nodes mobility.
Moreover, it has to work in a completely distributed way, and be self starting and self
organizing.
Several routing protocols have been proposed in the last ten years [CCL03a] [Bel03],
but they can be typically divided into two main categories: proactive routing proto-
cols and reactive (on-demand) routing protocols [BT99]. Proactive routing protocols,
derived for legacy Internet distance-vector and link-state protocols, maintain consis-
tent and updated routing information for every pair of network nodes by propagating
1
1 Introduction
route updates at fixed time intervals. Reactive on demand routing protocols, on the
other hand, establish the route to a destination only when there is a demand for it
and maintain only routes towards nodes with active communications.
In this thesis we investigate the behaviour and the efficiency of routing protocols
for MANET adopting an experimental approach. In fact, in current MANET reaserch
most of them have been evaluated and compared through simulations, see for example
[DPR00] [DCY00]. Simulators allow the performance evaluation of protocols in differ-
ent scenarios, defined by varying several parameters (e.g. number of nodes, mobility
models, data traffic); however they often introduce simplifying assumptions (e.g., radio
propagation model) that mask important characteristics of the real protocols behav-
ior, see for example the so-called ”communication gray zones” problem [LNT02]. To
avoid these modeling approximations, it is necessary to complement simulation with
experiments on a real Ad Hoc network. This work provides a contribution in this di-
rection. In fact only few measurements studies on real Ad Hoc test-beds can be found
in literature, see e.g., [Dep] [GKN+04a]. To this aim, we set up a MANET prototype
implementing a full ad hoc network architecture, and we report our experiences and
results obtained by these measurements on a real Ad Hoc network.
This work started from the study of a single-hop Ad Hoc network where we investi-
gated the behaviour of IEEE 802.11 protocol. Understanding the real behaviour of the
MAC protocol and its real interaction with the environment represent the first step of
a complete analysis of an Ad Hoc network. Reaveling phenomenon usually neglected
in simulation studies as those decribed in [ABC+05] [ABCG05] [ABCG04] [ABCG03]
allows to explain and solve routing problems. Then we focused on multi-hop Ad
Hoc network analysing performance of routing protocols. In particular, we selected
two robust available implementations of routing protocols for MANET, specifically
OLSR [CJ03] and AODV [PR03], and we compared then in different scenarios and
environments, also investigating their reaction to nodes mobility. We started from a
small-scale network of 2/4-hop size up to 8 nodes [Bor05] [BCDP05] [BCDG05] and
we extended the experimental analysis to a medium-scale network of 7/8-hop size in-
volving up to 23 nodes [BCDP06] [D16]. To the best of our knowledge this represents
one of the largest testbed on multi-hop Ad Hoc networks. Our experimental results
highlight that, in contrast with MANET community, the use of a proactive proto-
col does not penalize the system performance. These results encourage to identify a
routing protocol suitable for multi-hop networks in terms of scalability, performance
and efficiency in the class of proactive protocol. As proved in [SMSR02] [SSR01], the
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Hazy Sighted Link State (HSLS) routing protocol [SR01] exhibits good perfor-
mance in term of scalability. In particular, in HSLS routing information is propagated
to the network nodes with a frequency that decreases with the distance using a binary
exponential sequence. As a result, each node builds a ”self-centered” topology view,
which becomes hazy as the distance grows. In the framework of this thesis, an en-
hanced version of the HSLS routing protocol has been designed and developed, adding
i) a mechanism to guarantee the reliabilty of LSU packets with any introduction of
additional control overhead, and ii) a module that allows cross-layer interactions, thus
resulting in an easy integration with the cross-layer prototype. The basic functionality
of HSLS module has been successfully tested in network of 4-5 nodes [D10].
The rest of the thesis is organized as follows. Chapter 2 analyzes the performance of
IEEE 802.11 on single-hop Ad Hoc network. A description of the main solutions exiting
for MANET routing protocols is introduced in Chapter 3. Chapter 4 focuses on the
routing protocols selected for the experimental analysis (OLSR and AODV) describing
their main functionality in details. The experimental comparison between OLSR and
AODV on small-scale and medium-scale Ad Hoc networks is reported in Chapters
5 and 6, respectively. The further optimized HSLS routing protocol for MANET is
presented in Chapter 7. Chapter 8 concludes the thesis with lessons learned and future
works.
3
1 Introduction
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In this chapter we investigate the performance of Ad Hoc network based on IEEE
802.11 technology. Specifically, we focus on single-hop networks of two or four stations
and we analyze the characteristics of the wireless medium by means of an experimental
study. Understanding the real behaviour of the MAC protocol and its real interaction
with the environment represents the first step of a complete analysis of the tecnology,
from the MAC layer to the application layer. Besides reaveling phenomenon usually
neglected in simulation studies, the experimental bottom-up approach guarantees to
construct robust protocol layers since they are based on information from lower layers
(e.g. routing problems could be explained and solved with a better knowledge of the
MAC layer). This results in a stable and efficient technology, thus offering a usable
product to final users.
2.1 Introduction
Self-organizing wireless networks are nowadays one of the hottest topics in the area
of pervasive-computing. The research community is devoting lot of effort in designing
protocols to support the Mark Weiser’s pervasive networking vision in wich 802.11-
based devices have emerged as the de-facto standard technology for investigating ad
hoc networks.
The vast majority of works on wireless networks rely on simulation models for evalu-
ations, the main reason being the ease of development and reproducibility with respect
to real experiments. However, relying just on simulations may be misleading. Specif-
ically, it is well known that accurately modeling the signal propagation on a wireless
medium is a hard task. Unfortunately, an accurate model is often required to correctly
evaluate the effectiveness of higher-layer protocols. For example, [GKN+04a], [TJB01]
show that the performances of routing protocols (e.g., AODV, DSR) highly depend
on the physical-layer model used in simulations. In some cases, simulation results
are extremely different from experimental measurements. Furthermore, the relative
comparison among couples of protocols can be completely swapped by changing the
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physical-layer model. These observations remind that simulation models and outcomes
should be validated against experimental measurements.
These remarks are the main motivation for the work presented. Specifically, we
report the main results from a wide measurement study focused on 802.11 networks.
The emphasis of the work is on characterizing key networking features such as the
maximum communication distance between a couple of nodes, and the interactions
between concurrent transmitting nodes. We study the effect on the communication
distance of several environmental parameters (e.g., humidity, distance from ground),
providing quantitative evidence of their impact. We also account for the effect of
technology-dependent parameters, such as the bit rate. We find that communication
distance of 802.11 nodes significantly varies with the data rate, and we sketch possible
side effects on routing protocols. Then, we study the effect of concurrent transmitters
on each other. Since 802.11 technology adopts a CSMA/CA MAC protocol, the Physi-
cal Carrier Sensing mechanism determines the interaction between concurrent senders.
Our measures show that Physical Carrier Sensing - and, thus, the dependence among
couples of transmitters - extends far beyond the maximum communication distance.
Roughly, the maximum Physical Carrier Sensing distance is (at least) twice as large
as the maximum communication distance. Based on these measurements we provide
a channel model for 802.11 devices. Finally, we exploit the channel model definition
to elaborate on the well-known hidden and exposed node problems. The formulations
currently reported in computer networking handbooks do not take into consideration
the effect of Physical Carrier Sensing beyond the communication distance. Due to the
large extension of Physical Carrier Sensing, we find that these formulations should be
significantly revised. Hence, we provide novel formulations, which comply with the
measurement outcomes.
2.2 IEEE 802.11 Architecture and Protocols
In this section we present the IEEE 802.11 architecture and protocols as defined in
the original standard [IEE99], with a particular attention to the MAC layer. Later,
in Section 2.4, we will emphasize the differences between the 802.11b standard with
respect to the original 802.11 standard.
The IEEE 802.11 standard specifies both the MAC layer and the Physical Layer
(see Figure 2.1). The MAC layer offers two different types of service: a contention free
service provided by the Distributed Coordination Function (DCF), and a contention-
free service implemented by the Point Coordination Function (PCF). These service
6
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Figure 2.1: IEEE 802.11 Architecture
types are made available on top of a variety of physical layers. Specifically, three
different technologies have been specified in the standard: Infrared (IF), Frequency
Hopping Spread Spectrum (FHSS) and Direct Sequence Spread Spectrum (DSSS).
The DCF provides the basic access method of the 802.11 MAC protocol and is based
on a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) scheme.
The PCF is implemented on top of the DCF and is based on a polling scheme. It
uses a Point Coordinator that cyclically polls stations, giving them the opportunity to
transmit. Since the PCF can not be adopted in ad hoc mode, it will not be considered
hereafter.
According to the DCF, before transmitting a data frame, a station must sense the
channel to determine whether any other station is transmitting. If the medium is
found to be idle for an interval longer than the Distributed InterFrame Space (DIFS),
the station continues with its transmission1 (see Figure 2.2). On the other hand (i.e.,
if the medium is busy), the transmission is deferred until the end of the ongoing trans-
mission. A random interval, henceforth referred to as the backoff time, is then selected,
which is used to initialize the backoff timer. The backoff timer is decreased for as long
as the channel is sensed as idle, stopped when a transmission is detected on the chan-
nel, and reactivated when the channel is sensed as idle again for more than a DIFS (for
example, the backoff timer of ”Other Station” in Figure 2.2 is disabled while ”Source”
and ”Destination” are transmitting their frame; the timer is reactivated a DIFS after
1To garantee fair access to the shared medium, a station that has just transmitted a frame and
has another frame ready for transmission must performthe backoff procedure before initiating the
second transmission
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Figure 2.2: 802.11 Basic Access Mechanism
”Destination” has completed its transmission). The station is enabled to transmit its
frame when the backoff timer reaches zero. The backoff time is slotted. Specifically,
the backoff time is an integer number of slots uniformly chosen in the interval (0, CW-
1). CW is defined as the Backoff Window, also referred to as Contention Window. At
the first transmission attempt CW=CWmin, and it is doubled at each retransmission
up to CWmax. In the standard CWmin and CWmax values depend on the physical
layer adopted. For example, for the FHSS Phisical Layer CWmin and CWmax values
are 16 and 1024, respectively [IEE99]. Obviously, it may happen that two or more
stations start transmitting simultaneously and a collision occurs. In the CSMA/CA
scheme, stations are not able to detect a collision by hearing their own transmission
(as in the CSMA/CD protocol used in wired LANs). Therefore, an immediate pos-
itive acknowledgement scheme is employed to ascertain the successful reception of a
frame. Specifically, upon reception of a data frame, the destination station initiates the
transmission of an acknowledgement frame (ACK) after a time interval called Short
InterFrame Space (SIFS). The SIFS is shorter than the DIFS (see Figure 2.2) in order
to give priority to the receiving station over other possible stations waiting for trans-
mission. If the ACK is not received by the source station, the data frame is presumed
to have been lost, and a retransmission is scheduled. The ACK is not transmitted
if the received frame is corrupted. A Cyclic Redundancy Check (CRC) algorithm is
used for error detection. After an erroneous frame is detected (due to collisions or
transmission errors), a station must remain idle for at least an Extended InterFrame
Space (EIFS) interval before it reactivates the backoff algorithm. Specifically, the EIFS
shall be used by the DCF whenever the physical layer has indicated to the MAC that a
frame transmission was begun that did not result in the correct reception of a complete
MAC frame with a correct FCS value. Reception of an error-free frame during the
EIFS re-synchronizes the station to the actual busy/idle state of the medium, so the
EIFS is terminated and normal medium access (using DIFS and, if necessary, backoff)
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Figure 2.3: The ”hidden station” problem
continues following reception of that frame.
2.3 Common Problems In Wireless Networks
In this section we shortly discuss the main problems that arise in wireless ad hoc
networks. A detailed discussion can be found in [ACG03]. The characteristics of the
wireless medium make wireless networks fundamentally different from wired networks.
Specifically, as indicated in [IEE99]:
• the wireless medium has neither absolute nor readily observable boundaries out-
side of which stations are known to be unable to receive network frames;
• the channel is unprotected from outside signals;
• the wireless medium is significantly less reliable than wired media;
• the channel has time-varying and asymmetric propagation properties.
In wireless (ad hoc) networks that rely upon a carrier-sensing random access protocol,
like the IEEE 802.11, the wireless medium characteristics generate complex phenomena
such as the hidden station and the exposed station problems. Figure 2.3 shows a
typical ”hidden station” scenario. Let us assume that station B is in the transmitting
range of both A and C, but A and C can not hear each other. Let us also assume
that A is transmitting to B. If C has a frame to be transmitted to B, according to the
DFC protocol, it senses the medium and finds it free because it is not able to hear A’s
transmissions. Therefore, it starts transmitting the frame but this transmission will
results in a collision at the destination Station B.
9
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Figure 2.4: Virtual Carrier mechanism
The hidden station problem can be alleviated by extending the basic mechanism by
a virtual carrier sensing mechanism (also referred to as floor acquisition mecha-
nism) that is based on two control frames: Request To Send (RTS) and Clear To Send
(CTS), respectively. According to this mechanism, before transmitting a data frame,
the source station sends a short control frame, named RTS, to the receiving station
announcing the upcoming frame transmission (see Figure 2.4). Upon receiving the
RTS frame, the destination station replies by a CTS frame to indicate that it is ready
to receive the data frame. Both the RTS and CTS frames contain the total duration
of the transmission, i.e., the overall time interval needed to transmit the data frame
and the related ACK. This information can be read by any station within the trans-
mission range of either the source or the destination station. Such a station uses this
information to set up a timer called Network Allocation Vector (NAV). While the NAV
timer is greater than zero the station must refrain from accessing the wireless medium.
By using the RTS/CTS mechanism, stations may become aware of transmissions from
hidden station and on how long the channel will be used for these transmissions. Fig-
ure 2.5 depicts a typical scenario where the ”exposed station” problem may occur. Let
us assume that Station A and Station C can hear transmissions from B, but Station A
can not hear transmissions from C. Let us also assume that Station B is transmitting
to Station A and Station C receives a frame to be transmitted to D. According to the
DCF protocol, C senses the medium and finds it busy because of B’s transmission.
Therefore, it refrain from transmitting to D although this transmission would not
cause a collision at A. The ”exposed station” problem may thus result in a throughput
reduction.
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Figure 2.5: The ”exposed station” problem
2.3.1 Simulation Analysis of IEEE 802.11 Ad Hoc Networks
The performance provided by the 802.11 MAC protocol in an ad hoc environment have
been extensively analyzed via simulation. The studies presented in the literature have
been pointed out several performance problems. They can be summarized as follows.
In a dynamic environment, mobility may have a severe impact on the performance of
the TCP protocol [HV99], [HV02], [CRVP01], [LS01], [LS02], [AAS00], [DB01]. How-
ever, even when stations are static, the performance of an ad hoc network may be quite
far from ideal. It is highly influenced by the operating conditions, i.e., TCP param-
eter values (primarily the congestion window size) and network topology [FZX+02],
[LBDC+01]. In addition, the interaction of the 802.11 MAC protocol (hidden and
exposed station problems, exponential back-off scheme, etc.) with TCP mechanisms
(congestion control and time-out) may lead to unexpected phenomena in a multi-hop
environment. For example, in the case of simultaneous TCP flows, severe unfairness
problems and - in extreme cases - capture of the channel by few flows [TG99], [XS01],
[XS02], [XBLG02] may occur. Even in the case of a single TCP connection, the in-
stantaneous throughput may be very unstable [XS01], [XS02]. Such phenomena do
not appear, or appear with less intensity, when the UDP protocol is used. All these
previous analysis were carried out using simulation tools (GloMosim [Glo], ns-2 [Ns0],
Qualnet [Qua], etc.), and thus the results observed are highly dependent on the phys-
ical layer model implemented in the simulation tool. In addition, these results have
been obtained by assuming the IEEE 802.11 original standard operating at 2 Mbps.
Currently, however, the IEEE 802.11b is the de facto reference technology for ad hoc
networking. Therefore, in our experimental analysis, we investigate the performance of
the IEEE 802.11b when operating in ad hoc mode. Our results point out that several
important aspects of IEEE 802.11b are not considered in the previous studies.
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2.4 Experimental Analysis of 802.11b Ad Hoc Networks
The 802.11b standard extends the 802.11 standard by introducing a higher-speed Phys-
ical Layer in the 2.4 GHz frequency band still guaranteeing the interoperability with
802.11 cards. Specifically, 802.11b enables transmissions at 5.5 Mbps and 11 Mbps,
in addition to 1 Mbps and 2 Mbps. 802.11b cards may implement a dynamic rate
switching with the objective of improving performance. To ensure coexistence and in-
teroperability among multirate-capable stations, and with 802.11 cards, the standard
defines a set of rules that must be followed by all stations in a WLAN. Specifically,
for each WLAN is defined a basic rate set that contains the data transfer rates that
all stations within the WLAN will be capable of using to receive and transmit.
To support the proper operation of a WLAN, all stations must be able to detect
control frames. Hence, RTS, CTS, and ACK frames must be transmitted at a rate
included in the basic rate set. In addition, frames with multicast or broadcast desti-
nation addresses must be transmitted at a rate belonging to the basic rate set. These
differences in the rates used for transmitting (unicast) data and control frames has a
big impact on the system behavior as clearly pointed out in [Eph02].
Actually, since 802.11b cards transmit at a constant power, lowering the transmission
rate permits the packaging of more energy per symbol, and this makes the transmis-
sion range increasing. In the next sections we investigate, by a set of experimental
measurements,
i) the relationship between the transmission rate of the wireless network interface
card (NIC) and the maximum throughput (two-stations experiments);
ii) the communication zone and the carrier sensing zone of a node S and their rela-
tionship with the transmission rate (two-stations experiments);
iii) Hidden and/or exposed station situations (four-stations experiments).
To better understand the results presented below, it is useful to provide a model of
the relationships existing among stations when they transmit or receive. In particular,
it is useful to make a distinction between the transmission range, the interference range
and the carrier sensing range. The following definitions can be given.
• The Transmission Range (TXrange) is the range (with respect to the transmitting
station) within which a transmitted frame can be successfully received. The
transmission range is mainly determined by the transmission power and the
radio propagation properties.
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• The Physical Carrier Sensing Range (PCSrange) is the range (with respect to
the transmitting station) within which the other stations detect a transmission.
It mainly depends on the sensitivity of the receiver (the receive threshold) and
the radio propagation properties.
• The Interference Range (IFrange) is the range within which stations in receive
mode will be ”interfered with” by a transmitter, and thus suffer a loss. The
interference range is usually larger than the transmission range, and it is function
of the distance between the sender and receiver, and of the path loss model.
In the previous simulation studies the following relationship has been generally as-
sumed: TXrange ≤ IFrange ≤ PCSrange. For example, in the ns-2 simulation tool
[Ns0] the following values are used to model the characteristics of the physical layer:
TXrange = 250m, IFrange = PCSrange = 550m. In addition, the relationship between
TXrange, PCSrange, and IFrange are assumed to be constant throughout a simulation
experiment. On the other hand, from our measurements we have observed that the
physical channel has time-varying and asymmetric propagation properties and, hence,
the value of TXrange, PCSrange, and IFrange may be highly variable in practice.
2.5 Experimental Environment
Before analysing the system performance, the description of the experimental environ-
ment is required. The 802.11b measurement test-bed is based on an Ad Hoc network
made up of laptops with different capabilities running the Linux operating system and
equipped with the D-Link DWL-650 wireless cards compliant to IEEE 802.11b stan-
dard. Since the main goal is investigating the main features of the 802.11b standard,
we consider only single-hop static scenarios, i.e., network where all the stations do not
change position during the experiments and where communicating stations are within
their transmission range. Thus, we set up the ad hoc network in an open field of
about 350 meters long. There were no phisical obstacles (e.g., buildings, trees) among
nodes, thus each pair of adjacent nodes was in line of sight. This guarantees that
other phenomenon can interfere with the performed experiments, e.g. link failures.
The specific setup of each experiment (e.g., number of used nodes, type of traffic, data
rate) is postponed to the beginning of each paragraph.
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Figure 2.6: Encapsulation overhead
2.6 Available Bandwidth
In this section we analyze the maximum throughput offered by the MAC protocol of
802.11b. In particular we show that only a fraction of the 11 Mpbs nominal bandwidth
of the IEEE 802.11b cards can be used for data transmission. This is performed
through an analytical model validated against experiments outcomes.
To this end we need to carefully analyze the overheads associated with the trans-
mission of each packet (see Figure 2.6). Specifically, each stream of m bytes generated
by a legacy Internet application is encapsulated by the TCP/UDP and IP protocols
that add their headers before delivering the resulting IP datagram to the MAC layer
for transmission over the wireless medium. Each MAC data frame is made up of: i)
a MAC header, say MAChdr, containing MAC addresses and control information
2,
and ii) a variable length data payload, containing the upper layers data information.
Finally, to support the physical procedures of transmission (carrier sense and recep-
tion) a physical layer preamble (PLCP preamble) and a physical layer header (PLCP
header) have to be added to both data and control frames. Hereafter, we will refer to
the sum of PLCP preamble and PLCP header as PHRhdr. Note that these different
headers and data fields are transmitted at different data rates to ensure the inter-
operability between 802.11 and 802.11b cards. Specifically, the standard defines two
different formats for the PLCP: Long PLCP and Short PLCP. Hereafter, we assume
a Long PLCP that includes a 144-bit preamble and a 48-bit header both transmitted
2Without any loss of generality we have considered the frame error sequence (FCS), for error detec-
tion, as belonging to the MAC header.
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at 1 Mbps while the MAChdr and the MACpayload can be transmitted at one of the
NIC data rates: 1, 2, 5.5, and 11 Mbps. In particular, control frames (RTS, CTS and
ACK) can be transmitted at 1 or 2 Mbps, while data frame can be transmitted at any
of the NIC data rates.
By taking into considerations the above quantities, Equation 2.1 defines the maxi-
mum expected throughput for a single active session (i.e., only a sender-receiver couple
active) when the basic access scheme (i.e., DCF and no RTS-CTS) is used. Specifically,
Equation 2.1 is the ratio between the time required to transmit the user data and the
overall time the channel is busy due to this transmission:
ThnoRTS/CTS =
m
DIFS + TDATA ++SIFS + TACK +
CWmin
2 ∗ Slot T ime
(2.1)
where
m is the number of bytes generated by the application.
TDATA is the time required to transmit a MAC data frame using one of the NIC
data rate, i.e., 1, 2, 5.5 or 11 Mbps; this includes the PHYhdr, MAChdr, MACpayload
and FCS bits for error detection.
TACK is the time required to transmit a MAC ACK frame; this includes the PHYhdr,
and MAChdr.
CWmin
2 ∗ Slot T ime is the average back off time.
When the RTS/CTS mechanism is used, the overheads associated with the trans-
mission of the RTS and CTS frames must be added to the denominator of (1). Hence,
in this case, the maximum throughput ThRTS/CTS, is defined as
ThRTS/CTS =
m
DIFS + TRTS + TCTS + TDATA + TACK + 3 ∗ SIFS +
CWmin
2 ∗ Slot T ime
(2.2)
where TRTS and TCTS indicate the time required to transmit the RTS and CTS frames,
respectively.
Equation 2.1 and 2.2 are used to obtain the theoretical throughput for a single
session with UDP traffic. Indeed, when using the TCP protocol, overheads due to
the TCP ACK transmission must be considered. More precisely, the technique of
cumulative ACK answering to two consecutive TCP DATA is used. Thus, a TCP
handshake is composed by TCP DATA1, TCP DATA2 and TCP ACK. Figure 2.7
shows the TCP handshake on the channel when using the basic acess mechanism and
the RTS/CTS mechanism, respectively. In particular, DATA1 and DATA2 packets
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Figure 2.7: TCP handshake with the basic and the RTS/CTS mechanism
Slot T ime τ PHYhdr MAChdr BitRate(Mbps)
20µsec ≤ 1µsec 192 bits (9.6tslot) 272 bits 1, 2, 5.5, 11
DIFS SIFS ACK CWmin CWmax
50µsec 10µsec 112 bits + PHYhdr 32 tslot 1024 tslot
Table 2.1: IEEE 802.11b parameter values
are obtained by the encapsulation of TCP DATA1 and TCP DATA2, instead DATA3
is obtained by the encapsulation of the TCP ACK. The theoretical throughput is the
ratio between the time to transmit two user data frame and the overall time for the
complete transmission on the channel:
Th =
2 ∗m
y1 + y2 + y3
(2.3)
where yi represents the time required to the transmission of the DATAi packet on the
channel.
The numerical results presented in the next sections depend on the specific setting
of the IEEE 802.11b protocol parameters. Table 2.1 gives the values for the protocol
parameters used hereafter.
In Table 2.2 and Table 2.3 we report the expected throughputs (with and without
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m = 512 Bytes m = 1024 Bytes
No RTS/CTS (Mbps) RTS/CTS (Mbps) No RTS/CTS (Mbps) RTS/CTS (Mbps)
11 Mbps 3.337 2.739 5.120 4.386
5,5 Mbps 2.490 2.141 3.428 3.082
2 Mbps 1.319 1.214 1.589 1.511
1 Mbps 0.758 0.738 0.862 0.839
Table 2.2: Maximum throughputs in Mbps at different data rates for a UDP connection
m = 512 Bytes m = 1024 Bytes
No RTS/CTS (Mbps) RTS/CTS (Mbps) No RTS/CTS (Mbps) RTS/CTS (Mbps)
11 Mbps 2.456 1.979 4.015 3.354
5,5 Mbps 1.931 1.623 2.858 2.507
2 Mbps 1.105 0.997 1.423 1.330
1 Mbps 0.661 0.620 0.796 0.766
Table 2.3: Maximum throughputs in Mbps at different data rates for a TCP connection
the RTS/CTS mechanism), for different data rates, for a UDP and TCP connection,
respectively. These results are computed by applying Equations 2.1 and 2.2 and 2.3,
and assuming a data packet size at the application level equal to m=512 or m=1024
bytes. As shown in the tables, only a small percentage of the 11 Mbps nominal band-
width can be really used for data transmission. Obviously, this percentage increases
with the payload size. However, even with large packets sizes (e.g., m=1024 bytes) the
bandwidth utilization is in the order of 46% for UDP traffic and 36% for TCP traffic.
The above theoretical analysis has been complemented with measurements of the
actual throughput for a single connection at the application level in a real environment.
Specifically, we have considered two types of applications: ftp and CBR. In the former
case the TCP protocol is used at the transport layer, while in the latter case the UDP
is adopted. In both cases the applications operate in asymptotic conditions (i.e., they
always have packets ready for transmission) with constant size packets of 512 bytes.
The results obtained from this experimental analysis are reported in Figure 2.8.
The experimental results related to the UDP traffic are very close to the maxi-
mum throughput computed analytically. On the other hand, in the presence of the
TCP protocol the measured throughput is much lower than the theoretical maximum
throughput, as expected. Similar results have been also obtained by comparing the
maximum throughput derived according to 2.1 and 2.2, and the real throughputs mea-
sured when the NIC data rate is set to 1, 2 or 5.5 Mbps.
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Figure 2.8: Comparison between the teoretical throughput and the actual throughput
achieved by TCP/UDP connections.
2.7 Communication Zone
The goal of this section is to characterize the ”communication zone” of a sending
node S, meaning the zone around S where other nodes can receive S’s transmissions.
Mostly, we are interested in understanding which is the maximum communication
distance (TXrange) at which a receiver can correctly receive S transmissions.
Several works in the literature highlight that the shape of the communication zone
greatly depends on the environment where nodes are placed [ABB+04], [GKN+04a].
To have a reference point, we firstly try to avoid measurements biasing by environment
parameters. To this end, we collect a first set of measures by using a couple of nodes -
say S and R -, where S is the sender and R the receiver. S and R communicate in open
space to avoid influence of obstacles. Experiments are run in sunny days, as humidity
has a great impact on the communication distance (see below). In addition, nodes are
placed high enough to avoid signal reflections on ground and antennas are oriented so
as to maximize their performance in connecting S and R. We place S and R at variable
distance from each other, and we measure the probability of R to correctly receive a
packet sent by S.
2.7.1 Ideal Environment
The dependency between the data rate and the transmission range was investigated
by measuring the packet loss rate experienced by two communicating stations whose
network interfaces transmit at a constant (preset) data rate. Specifically, four sets of
measurements were performed corresponding to the different data rates: 1, 2, 5.5, and
18
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Figure 2.9: Packet loss rate as a function of the distance between two communicating
stations for different data rates.
11 Mbps 5.5 Mbps 2 Mbps 1 Mbps
Data TXrange 30m 70m 90-100m 110-130m
Control TXrange ≈ 90m 120m
Table 2.4: Estimates of the transmission ranges at different data rates.
11 Mbps. In each set of experiments the packet loss rate was recorded as a function of
the distance between the communicating stations. Fig 2.9 reports the behaviour for
each data rate defined in the 802.11b standard. Taking into account that we define
the maximum communication distance as the point where the packet loss drops above
25%, the Table 2.4 summerizes the transmission estimes for each data rates.
Results plotted in Figure 2.9 are interesting in many respects. Specifically:
i) some gray-zone phenomenon can be observed also in this case, mainly at 1 Mbps
data rate;
ii) the maximum communication distance is larger for lower data rates. This is
intuitive, since at low data rates more energy is packed with each bit transmitted,
and hence transmissions can travel further away;
iii) the maximum communication distance changes significantly with the data rate
(see table 2.4).
Point iii) above has two very important consequences. First of all, it is interesting to
compare the communication distance used in the most popular simulation tools, like ns-
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2 and Glomosim/Qualnet, with the outcomes of our experiments. In these simulation
tools a communication distance equal to 250 m and 376 m is assumed, respectively.
Since the above simulation tools only consider a 2 Mbps bit rate we refer to the
communication distance estimated for the 2-Mbps data rate. As it clearly appears,
the value used in the simulation tools (and, hence, in the simulation studies based on
them) is 2-3 times higher than the values measured in practice. This difference is very
important for example when studying the behavior of routing protocols: the shorter is
the communication distance, the higher is the frequency of route re-calculation when
the network nodes are mobile. Clearly, the maximum communication distance depends
on the transmission power. Our results are obtained by setting the transmission power
to 15 dBm.
The large difference in communication distances at different data rates has another
important side effect. It is worth recalling that, to allow interoperability with legacy
802.11 nodes, different MAC-level frames are transmitted at different rates by 802.11b
nodes. For example, control frames such as RTS, CTS and ACK are typically trans-
mitted at 1 or 2 Mbps, irrespective of the data rate used to transmit data frames.
Therefore, assuming that the RTS/CTS mechanism is active, if a node transmits a
data frame at 11 Mbps to another node within its transmission range (i.e., less then
30 m apart) it reserves the channel for a radius of approximately 90 (120) m around
itself. Such kind of behaviors may severely impact routing-protocols performance, as
shown in [LNT02].
2.7.2 Non-Ideal Environment
The setup of the experiments presented so far is quite optimistic, since it limits as
much as possible factors that may reduce the signal propagation such as obstacles,
humidity, etc. In this section we show much the maximum communication distance
is affected by two environment parameters, i.e., the humidity, and the nodes’ height
from ground. In these experiments, the other test-bed parameters are as in the optimal
configuration.
Figure 2.10 highlights the influence of humidity on the communication distance.
Specifically, it shows the difference between the packet reception probability experi-
enced by 802.11 nodes transmitting at 1 Mbps in a sunny and a cloudy day, respectively.
It clearly emerges that humidity plays a substantial role in determining nodes’ commu-
nication distance. The decrease of the communication distance in humid environments
is caused by water particles that interact with electromagnetic waves and absorb part
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Figure 2.10: Communication distance in humid environment.
of their energy causing signal attenuation.
While running the experiments presented so far, we observed a dependence of the
communication distance on the mobile devices’ height from the ground. Specifically,
in some cases we observed that, while the nodes were not able to communicate when
located on stools, they started to exchange packets by lifting them up. Thus, we
decided a careful investigation of this phenomenon. Figure 2.11 plots the achieved
throughput as a function of ohe nodes’height from ground, in the case of 802.11 nodes.
In particular, the measures are collected by placing the nodes, S and R, 30 m apart,
and by setting the data rate to 11 Mbps and 2 Mbps. In general, when S and R
are within the corresponding maximum communication distance in both cases, the
packet reception probability should be close to 100%. On the contrary, Figure 2.11
shows that the communication distance depends on the nodes’ height from ground,
and is reduced when nodes’ height is low. The work presented in [GO02] provides
a theoretical framework to explain this phenomenon. The analytical model predicts
that - in our test-bed configuration - effects related to ground reflections disappear if
the distance from ground of 802.11 nodes is greater than 0.97 m. Results from this
analytical framework are thus aligned with our measurements.
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Figure 2.11: Relationship between throughput and devices’s height.
Figure 2.12: Reference network scenario.
2.8 Phisical Carrier sensing Zone
In the previous section we have analyzed the networking features of 802.11 devices in
terms of communication distance. This analysis is not sufficient to derive the channel
models for the reference technology. The wireless medium has neither absolute nor
readily observable boundaries outside of which nodes are known to be unable to sense
signal. Therefore, due to the carrier sensing nature of the MAC protocols used by
802.11, couples of nodes may interact also at a distance far greater than the maximum
communication distance. In this section we investigate the extent of the Physical
Carrier Sensing zone, i.e., we measure the maximum distance at which a node A
senses the channel busy due to an ongoing transmission of a node B. A direct measure
of this quantity seems difficult to achieve because it is not possible to have information
about the channel carrier sensing. Therefore, we define an indirect way to perform
these measurements. We utilize the scenario shown in Figure 2.12. Nodes A and C
are the senders, while node B and D are the receivers. The distance between each
sender-receiver couple is fixed (d(A,B) = d(C,D) = 10m), while the distance between
the two couples (i.e., d(B,C)) is variable. All the other test-bed parameters are as
in the optimal configuration. We increase optimal d(B,C) until no correlation is
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Figure 2.13: Sessions’ throughput as function of distance.
measured between the couples of nodes. To quantify the correlation degree between
the two sessions we measure (at the application-level) the throughput of each session in
isolation, i.e., when the other session is not active. Then we measure the throughput
achieved by each session when both sessions are active. Obviously, no correlation
exists when the aggregate throughput is equal to the sum of the throughput of the two
sessions in isolation. Figure 2.13 shows the results from our measurements. Specifically,
the aggregated throughput experienced by the two sessions in isolation, and while
concurrently running, is plotted. To show that, as expected, the Carrier Sensing is
independent of the data rate, we replicate the 802.11 experiments by setting the data
rate at 11 Mbps and 2 Mbps (see Figure 2.13). As it clearly appears from Figure
2.13, there are two steps in the 802.11 aggregate throughput: one after 180 m and
the other after 250 m. This behavior can be explained as follows. Taken a session
as a reference, the presence of the other session may have two possible effects on
the performance of the reference session: 1) if the two sessions are within the same
Physical Carrier Sensing zone, they share the same physical channel; 2) if they are
outside of the Physical Carrier Sensing zone of each other, the radiated energy from
one session may still affect the quality of the channel observed by the other session.
As the radiated energy may extend over unlimited distances, we can expect that the
second effect completely disappears only for very large distances among the sessions
[Eph02]. Hence, we can assume that the first step in both graphs of Figure 2.13
coincides with the end of the Physical Carrier Sensing zone, while the second one
occurs when even the second effect becomes almost negligible. Note that the extent of
the Physical Carrier Sensing zone is almost the same for the two different transmission
rates. The Physical Carrier Sensing mainly depends on two parameters: the nodes’
transmitting power and the distance between transmitting nodes. The rate at which
data are transmitted has no effect on these parameters. Based on the above results,
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a very interesting outcomes can be drawn: the Physical Carrier Sensing zone extends
for at least twice as much as the communication zone.
2.9 Channel Model for 802.11b Network
The results shown in Sections 2.7 and 2.8 allow us to derive a very interesting channel
structure observed in 802.11. This technology presents a zone around the sender where
the packet reception probability is high and pretty stable. Beyond the maximum
communication distance, a gray zone exists, where the packet reception probability
drops towards 0 in a somehow random way. Finally, a pretty large zone exists where
the packet reception probability is 0, but carrier sensing is active. Based on these
remarks it is possible to define a channel model as shown in Figure ??. Specifically,
given a node S trasmitting with a rate x (x ∈ {1, 2, 5.5, 11}), nodes around it can be
partiioned into four classes depending on their distance, d, from S:
1. stations within the communication zone (d < TXrange(x)) are able to correctly
receive transmissions from S;
2. stations beyond the communication zone but within the gray zone may correctly
receive transmissions from S; nodes close to each other in this region may expe-
rience completely different qualities of the link with S;
3. station beyond the gray zone but within the Physical Carrier Sensing zone
(TXrange(x) < d < PCSrange) are not able to correctly receive transmissions
from S; however, when S is transmitting they observe the channel busy and thus
they defer their transmissions;
4. stations beyond the Physical Carrier Sensing zone (PCSrange > d) do not mea-
sure any significant energy on the channel when S is transmitting, therefore they
can start transmitting contemporarily to S; however, the quality of the channel
they observe may be affected by the energy radiated by S.
In addition, in case 4, if d < PCSrange + TXrange(x) some interference phenomena
may occur (see below). This interference depends on the IFrange value. This value is
difficult to model and evaluate since it depends on several factors (mainly the power
at the receiving site). Adopting our experiment-based channel model leads to very
interesting remarks. For example, once this channel model is assumed, the traditional
formulations of the hidden and exposed node problems do not hold anymore. The
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Figure 2.14: 802.11 Channel model.
hidden station phenomenon, as it is usually defined in the literature (see Section 2.3), is
almost impossible with the ranges measured in our experiments. Indeed, the PCSrange
is more than twice TXrange(1), i.e., the larger transmission range. Furthermore, two
stations, say S1 and S2, that can start transmitting towards the same receiver, R,
must be at a distance ≤ 2 ∗ TXrange(1), and thus they are inside the physical carrier
sensing range of each other. Hence, if S1 has an ongoing transmission with R, S2 will
observe a busy channel and thus will defer its own transmission. This means that, in
this scenario, virtual carrier sensing is not necessary and the RTS/CTS mechanism
only introduces additional overhead.
While the hidden station phenomenon, as defined in the literature, seems not rele-
vant for this environment point iiii above highlights that packets cannot be correctly
received due to the interference caused by a station that is ”hidden” to the sending
station. An example of this type of hidden station phenomenon is presented in Fig-
ure 2.15. In this figure we have two transmitting stations, S and S1 that are outside
their respectively PCSrange and hence they are hidden to each other. In addition
we assume that the receiver of station S (denoted by R in the figure) is inside the
interference range (IFrange) of station S1. In this scenario S and S1 can be simultane-
ously transmitting and, if this occurs, station R cannot receive data from S correctly.
Also in this case the RTS/CTS mechanism does not provide any help and new coor-
dination mechanisms need to be designed to extend the coordination in the channel
access beyond the PCSrRange. Note that, in our channel model, the exposed station
definition (see Figure 2.16) must be modified too. In this scenario, exposed stations
are those stations at a distance PCSRange − TXRange(1) < d < PCSRange. Indeed,
these stations are exposed to station S transmissions, while they are in the transmis-
sion range of stations with d > PCSRange. The following example outline problems
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Figure 2.15: Interference-based hidden station phenomenon.
that may occur in this case. Let us denote with S1 a station at a distance d from S:
PCSRange < d < PCSRange + TXRange(x). Station S1 can start transmitting, with a
rate x, towards a station E that is inside the physical carrier sensing of S; station E
cannot reply because it observes a busy channel due to the ongoing station S trans-
missions, i.e., E is exposed to station S. Since station S1 does not receive any reply
(802.11 ACK) from E, it assumes an error condition (collision or CRC error condition),
hence it backoffs and then tries again. If this situation repeats for several times (up
to 7), S1 assumes that E is not anymore in its transmission range, gives up the trans-
mission attempt and (wrongly) signals to the higher layer a link breakage condition,
thus forcing higher layers to attempt a recovery action (e.g., new route discovery, etc.
- see Section 2.3.1).
To summarize, results obtained in the configuration we analyzed indicate that the
hidden station and exposed station definitions must be extended. These new hidden-
station and exposed-station phenomena may produce undesirable effects that may
degrade the performance of an ad hoc network, mainly if the TCP protocol is used.
Extending the coordination in the channel access beyond the PCSRange seems to be the
correct direction for solving the above problems. This may be achieved by cross-layer
interactions among a link-state routing protocol and the MAC layer. For example,
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Figure 2.16: Interference-based exposed station phenomenon.
periodic link-state advertisements sent by C might be exploited to spread information
about the channel load C is experiencing. The MAC layer of B and D may use this
information to tune the CSMA algorithm. The interested reader is referred to [D10]
for details.
2.10 Conclusions
In this chapter we have characterized several key networking features of Ad Hoc net-
works based on 802.11 technology. We have adopted an experimental approach, since
real measurements are strongly required to understand the actual behavior of wireless
networks. The experimental results presented have confirmed that basing wireless net-
work models on experiments, and validating simulation outcomes against experimental
results, is necessary to derive reliable conclusions about wireless network behavior.
First of all, we have analyzed the communication zone (TXrange(x)), i.e., the max-
imum distance at which two nodes are able to correctly detect transmissions of each
other. This part of the analysis has shown that several assumptions that are commonly
used in simulation and analytical models should be carefully revised. For example, the
dependence of the communication distance on the physical data rate is typically not
modeled in 802.11 simulations. Furthermore, common simulation models assume com-
munication distances far greater than what we measured in reality. Among other
effects, this may lead to unreliable evaluations of routing protocol performances.
A second set of experiments has been devoted to analyze the Physical Carrier Sensing
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zone (PCSrange), i.e., the zone around a sending node within which another node
senses the channel busy. Interestingly, we have found that this zone is at least twice
as large as the communication zone. Based on these measurements, we have defined
an innovative wireless link model for 802.11 devices.
The model we have derived from experimental results is quite different from tra-
ditional wireless network models. Specifically, no sharp boundary exists between the
region (around a sending node) where packets can be correctly received, and the region
where packets are not received at all. Instead, a pretty large ”gray zone” exists, where
the packet reception probability is almost unpredictable. Finally, a large Carrier-
Sensing zone extends outside the gray zone. Experiments have also shown that the
shape of these zones (i.e., the communication zone, the gray zone, and the Carrier-
Sensing zone) is not a perfect sphere around the sender, but is quite irregular, and
depends on several environment and node-configuration parameters. We believe that
using such a realistic channel model in simulation and analytical evaluations is key to
clearly understand wireless network performances. For example, the traditional hidden
and exposed node formulations has to be revised once our model is assumed.
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The highly dynamic nature of a mobile ad hoc network results in frequent and un-
predictable changes of network topology, adding difficulty and complexity to routing
among the mobile nodes. The challenges and complexities, coupled with the critical
importance of routing protocol in establishing communications among mobile nodes,
make routing area the most active research area within the MANET domain. In par-
ticular, to be efficient a routing protocol for MANET has to meet some requirements:
• minimize the control overhead due to the routes creation and maintenance;
• adapt dynimically to the network changes;
• minimize the limited available resources such bandwith and power devices;
• minimize the processing overhead in term of complexity of algorithm and allo-
cated resources.
Taking into account these targets, the MANET Community has proposed numerous
routing protocols and algorithms, studing and comparing their performance under
various network environments and traffic conditions. Several surveys and comparative
analysis of MANET routing protocols have been published [BT99], [Bel03]. [Per00]
provides a comprehensive overview of routing solutions for ad hoc network, while
an updated and in depth analysis of routing protocols for mobile ad hoc network is
presented in [Bel03].
A preliminary classification of the routing protocols can be done via the type of
cast property, i.e. whether they use a Unicast, Geocast, Multicast, or Broadcast
forwarding [PK]. Broadcast is the basic mode of operation over a wireless channel; each
message transmitted on a wireless channel is generally received by all neighbors at one-
hop from the sender. The simplest implementation of the broadcast operation to all
network nodes is by naive flooding, but this may cause the broadcast storm problem
due to redundant re-broadcast [NTCS99]. Schemes have been proposed to alleviate
this problem by reducing redundant broadcasting. [SW03] surveys existing methods
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for flooding a wireless network intelligently. Unicast forwarding means a one-to-one
communication, i.e., one source transmits data packets to a single destination. This
is the largest class of routing protocols found in ad hoc networks. Multicast routing
protocols come into play when a node needs to send the same message, or stream
of data, to multiple destinations. Geocast forwarding is a special case of multicast
that is used to deliver data packets to a group of nodes situated inside a specified
geographical area. Nodes may join or leave a multicast group as desired; on the other
hand, nodes can only join or leave a geocast group only by entering or leaving the
corresponding geographical region. From an implementation standpoint, geocasting
is a form of restricted broadcasting: messages are delivered to all the nodes that are
inside a given region. This can be achieved by routing the packets from the source
to a node inside the geocasting region, and then applying a broadcast transmission
inside the region. Position-based (or location-aware) routing algorithms, by providing
an efficient solution for forwarding packets towards a geographical position, constitute
the basis for constructing geocasting delivery services. Hereafter, we surveyed the
characteristics of unicast routing protocols, while a comprehensive analysis of MANET
routing protocols can be found in [Bel03] [CCL03b].
3.1 Unicast Routing Protocols for MANET
A primary goal of unicast routing protocols is the correct and efficient route establish-
ment and maintenance between a pair of nodes, so that messages may be delivered reli-
ably and in a timely manner. MANET routing protocols are typically subdivided into
two main categories: proactive routing protocols and reactive on-demand routing
protocols [BT99]. Proactive routing protocols are derived for legacy Internet distance-
vector and link-state protocols. They attempt to maintain consistent and updated
routing information for every pair of network nodes by propagating, proactively, route
updates at fixed time intervals. As the routing information is usually maintained in
tables, these protocols are sometimes referred to as Table-Driven protocols. Reactive
on demand routing protocols, on the other hand, establish the route to a destination
only when there is a demand for it. The source node through the route discovery
process usually initiates the route requested. Once a route has been established, it is
maintained until either the destination becomes inaccessible (along every path from
the source), or until the route is no longer used, or expired [BT99] [Bel03]. Most
work on routing protocols is being performed in the framework of the IETF MANET
working group, where four routing protocols are currently under active development.
30
3.2 Proactive Routing Protocols
These include two reactive routing protocols, AODV and DSR, and two proactive
routing protocols, OLSR and TBRPF. There has been good progress in studying the
protocols’ behavior (almost exclusively by simulation), as can be seen in the large
conference literature in this area, but the absence of performance data in non-trivial
network configurations continues to be a major problem. The perception is that of a
large number of competing routing protocols, a lack of WGwide consensus, and few
signs of convergence [MAN]. To overcome this situation, a discussion is currently on-
going to focus the activities of the MANET WG towards the design of IETF MANET
standard protocol(s), and to split off related long-term research work from IETF. The
long term research work may potentially move to the IETF’s sister organization, the
IRTF (Internet Research Task Force) that has recently established a group on ”Ad
hoc Network Scaling Research”.
3.2 Proactive Routing Protocols
As previously said, proactive routing protocols are derived from the traditional distance
vector [MS95] and link state [Moy95] protocols designed and used in the wired Internet.
Their main characteristic is the constant maintaining of a route by each node to all
other network nodes in the routing table. The route creation and maintenance are
performed through both periodic and event-driven messages. Periodic update means
that nodes exchange routing information every fixed interval, indepentently of the
nodes mobility. On the contrary, event-driven update means that each time an event
such as links breakages occurs an update message is sent in the network. Obviously,
in the last case, the higher is the mobility nodes the higher is the frequency of event-
driven updates. When a node receives a message, it first updates its internal data
structures and then computes the shortest path towards each destination applying the
Dijkstra algorithm. Using this approach there is no initial delay in communication
since routes are always avalaible, hence when a node application has to send data it
checks its routing table and start communicating immediately. However, the control
overhead introduced due the periodic information exchange can increase the overall
network load, especially in quick mobility scenarios.
The main MANET IETF proactive protocols are: Destination Sequenced Distance
Vector (DSVD) [PB94], Optimized Link State Routing (OLSR) [CJ03], Topology
Dissemination Based on Reverse-Path Forwarding (TBRPF) [BOT01], Fisheye State
Routing (FSR) [PGH00].
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Figure 3.1: Multipoint relays selection
3.2.1 Destination Sequenced Distance Vector (DSDV)
DSDV protocol [PB94] is a distance vector protocol that adopts many optimizations
to be more suitable for Ad Hoc networks. In particular, it uses a per-node sequence
number to avoid the couting to infinity problem. Each node increments its sequence
number whenever there is a change in the nearby, thus a node can use the most recent
information to select the route to a destination when more choises are available. To
propagate topology information, DSDV encapsulates the node’s routing table in mes-
sages and sends them in the network using both periodic and event-triggered updates.
In order to reduce the bandwith consumption, the full updates cointaining the entire
routing table are unfrequently, while the incremental updates storing only the routing
entries changed during the last interval.
3.2.2 Optimized Link State Routing (OLSR)
OLSR protocol [CJ03] is an optimization for MANET of legacy link-state protocols.
The key point of the optimization is the multipoint relay (MPR). Each node identifies
(among its neighbors) its MPRs, as shown in Fig. 4.1 . By flooding a message to its
MPRs, a node is guaranteed that the message, when retransmitted by the MPRs, will
be received by all its two-hop neighbors. Furthermore, when exchanging link-state
routing information, a node lists only the connections to those neighbors that have
selected it as MPR, i.e., its Multipoint Relay Selector set. The protocol selects bi-
directional links for routing, hence avoiding packet transfer over unidirectional links.
A more detail overview of OLSR is in Chapter 4.
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Figure 3.2: FSR scopes
3.2.3 Topology Dissemination Based on Reverse-Path Forwarding
(TBRPF)
Like OLSR, TBRPF [BOT01] is a link-state routing protocol that employs a different
overhead reduction technique. Each node computes a shortest-path source tree to all
other nodes, but to optimize bandwidth only part of the tree is propagated to neigh-
bors. More precisly, the reportable subtree (RT) is sent in the network in two different
messages: periodic updates piggyback the entire RT, while differential updates (more
frequent) piggyback only those changes of RT between two consecutive periodic up-
date. The first type of updates allows new nodes to be aware of RT; the second one
guarantees a fast propagation of network information due to the smaller dimension of
messages. In addition to the routing module for topology discovery and route compu-
tation, TBRPF performs the neighbor discovery using differential HELLO messages
which report only changes in the status of neighbors. This results in HELLO messages
that are much smaller than those of other link-state routing protocols such as OSPF.
3.2.4 Fisheye State Routing (FSR)
FSR [PGH00] is an optimization of the link state routing protocols since it uses the
partial dissemination of routing information. Adopting the fisheye tecnique [KS71],
FSR nodes exchange link state information with a frequency which depends on dis-
tance (in terms of hop-number) to the destination, see Fig. 3.2. More precisly, entries
of routing tables related to nodes in the nearby are propagated with the highest fre-
quency to neighbors, while the rest of the entries are sent out at a lower frequency.
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Consequently, each node has its own view of the topology and precisly it is more pre-
cise toward closer nodes but hazy toward distant nodes. This inaccurancy of path
does not affect the deliver of data traffic towards destinations since it is compensated
by two factors: it is normalized with respect of distance and when a data packet is
flooded to the destination the forwarding nodes have a more accurate knowledge of the
current position of the destination, and hence they forward the data packet through
the optimal path.
3.3 Reactive Routing Protocols
The reactive protocols, also called on demand, depart from the legacy Internet ap-
proach. In contrast with the wired network in which connectivity between nodes is
stable, in the Ad Hoc networks links vary quickly, thus maintaining the complete
topology graph is quite expensive. To reduce the control overhead, reactive protocols
adopt a different strategy: instead of compute all paths towards all nodes, routes are
discovered only when it is needed. When a node wants to initiate a communication
with a destination, it first checks its route cache looking for a valid route to that node.
If any route is available, it starts a route discovery procedure in the network to discover
a valid path. In addition, the source applies a route maintainance procedure in order
to maintain the found paths.
As said previously, the main advantage is the reduction of the introduced control
overhead. On the other hand, since routes are not yet available in the route cache
there is an initial delay at the beginning of data session.
Representative reactive routing protocols include: Dynamic Source Routing (DSR)
[JM03], Ad hoc On Demand Distance Vector (AODV) [PR03].
3.3.1 Dynamic Source Routing (DSR)
DSR is a loop-free, source based, on demand routing protocol [JM03], where each node
maintains a route cache storing the source routes learned by the node. Since it is a
source routing protocol, each data packet sent in the network containes the complete
sequence of nodes that the packet will cross through to reach the destination. The route
discovery process is initiated when a source node do not already have a valid route
to the destination in its route cache. The source broadcasts in the network a Route
Request message (RREQ) cointaining the destination IP address and a route record to
store other nodes IP addresses, see Fig. 3.3. When a neighbor receives the message, it
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Figure 3.3: DSR route discovery
first updates its cache, then appends its address in the RREQ route record and finally
broadcasts the RREQ message again. Thus, the complete path to destination is built
in the message. When the destination or a node with a valid route to the destination
receives a RREQ, it creates a Route Replies message (RREP) storing the complete
source path and sends back to the source using the reverse discovered path. Note that
entries in the route cache are continually updated through the maintainance procedure:
when a link between couple of nodes is broken it is removed from the cache and a Route
Error message (RERR) is sent back to the sender. Once arrived at the sender, the
source removes the broken link from its cache, also deleting all other paths that contain
that link. Afterwords, since nodes in DSR maintain in their cache multiple routes to
a destination, if the source has another route to destination it can use it immediately,
otherwise it should perform another Route Discovery for that target. In addition,
DSR nodes can use the promiscuos listening to gratuitously learn new routes for other
destinations.
3.3.2 Ad hoc On Demand Distance Vector (AODV)
AODV is a reactive improvement of the DSDV protocol. AODV minimizes the number
of route broadcasts by creating routes on-demand [PR03], as opposed to maintaining
a complete list of routes as in the DSDV algorithm. Similar to DSR, route discovery is
initiated on-demand, the route request is then forward by the source to the neighbors,
and so on, until either the destination or an intermediate node with a fresh route
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to the destination, are located. DSR has a potentially larger control overhead and
memory requirements than AODV since each DSR packet must carry full routing
path information, whereas in AODV packets only contain the destination address. A
deep AODV description can be found in Chapter 4.
3.4 Hybrid Routing Protocols
Hybrid routing protocols integrate the characteristics of proactive and reactive routing
protocols reducing the protocol overhead and the latency necessary to recover a new
route. They exhibit proactive behavior given a certain set of circumstances, while
exhibiting reactive behavior given a different set of circumstances. These protocols
allow for flexibility based on the characteristics of the network. Hybrid approachs
include the Zone Routing Protocol (ZRP) [Hsi01].
3.4.1 Zone Routing Protocol (ZRP)
The Zone Routing Protocol (ZRP) [Hsi01] integrates both proactive and reactive rout-
ing components into a single protocol. It is based on the concept of routing zone.
Around each node, ZRP defines a routing zone whose radius is measured in terms of
hops, for example in fig. 3.4 the routing zone radius is 2 hops. The nodes of a zone
are divided into peripheral and interior nodes. The peripherial nodes are nodes whose
distance to central node is exactly equal to the zone radius, as shown in fig. 3.4. Each
node utilizes proactive routing within its zone (Intrazone Routing Protocol - IARP)
and reactive routing outside of its zone (Interzone Routing protocol - IERP). Hence,
a given node knows the identity of and a route to all nodes within its zone. When
the node has data packets for a particular destination, it checks its routing table for
a route. If the destination lies within the zone, a route will exist in the route table.
Otherwise, if the destination is not within the zone, a search to find a route to that
destination is needed. Thus, the source sends a query message in the network using
the peripheral nodes to cross the adjacent zones and reach the destination. Once a
node discovers the destination, it unicasts a reply message to the source node.
3.5 Other Approaches
All routing protocols discussed in the previous sections are flat protocols and, as said
before, their main advantage is the control overhead to create the paths toward nodes.
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Figure 3.4: ZRP Zone Radius
Another approach to increase the scalability of Ad Hoc network is the use of hier-
chical [RS98] or clustering protocols. The MANET is divided into groups of nodes
clusters basing on specific criteria (i.e. position, functionality). Each cluster has a
cluster leader, initialzed through distributed algorithm, that generally processes con-
trol packets on behalf of their member nodes. Moreover, cluster can be group forming
a multi-level hierarchies. Advantages of this approach is the use of hierarchical rout-
ing: routes are stored at the cluster level, specifying only the clusters leader and not
the intermediate nodes. Thus, the routing is more flexible and robust since routes can
be repaired more easily. The main disadvantages are creating and maintaining cluster
leaders and the centralization of routes through their use.
Other routing protocols have been designed with the specific goal of minimization of
power consumption. These protocols decrease the energy adopting several techniques.
For example, the Geographical Adaptive Fidelity protocol (GAF) [XHE01] un-utilized
nodes are powered down. In Battery Energy Efficient protocol (BEE) [CR00] a cost
function based on energy cost and battery lifetime is assigned to each route, and the
best route in term of minimum cost function is selected each time.
Other works focus the security problem for Ad Hoc networks. Examples of routing
protocols designed with this primary goal are Authenticated Routing for Ad Hoc Net-
works (ARAN) [SDL+02] in which all network nodes can obtain a certificate from a
trusted certificate server before joining the network, or the Secure Routing Protocol
(SRP) [PH02] based on a secure association between the source and the destination
obtained with an initial negotiation of a shared secret key.
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Despite the large volume of research activities and rapid progress made in the MANET
routing protocols, only four routing protocols are currently under active development.
These include two reactive, AODV and DSR, and two proactive routing protocols,
OLSR and TBRPF. Specifically, AODV and OLSR are the most mature from the
implementation standpoint. For this reason, we selected these two routing protocols
as reference protocols for our experimental evaluation of a real MANET. This chapter
focuses on the description of the general behavior, summarizing the main functionality
of both protocols.
4.1 Optimize Link State Routing Protocol: OLSR
The OLSR routing protocol [CJ03] is a proactive routing protocol belonging to the link
state family. Due its proactive nature it has the advantage of having routes immedi-
ately available. To minimize the overhead introduced in the network due the flooding
of control traffic, each nodes selects its Multipoint Relay (MPR) to retransmit con-
trol messages. This strategy allows to reduce the number of retransmissions. OLSR
consists of a set of ”core” functionality (always requiered to provide routing in a
MANET, e.g. link sensing, topology dissemination, route calculation) and a set of
auxiliary functionality that can be used in other scenarios (e.g., in order to connect
the MANET with other networks).
4.1.1 Multipoint Relays
To reduce the overhead of flooding messages in the network, each node selects a set
of nodes among its neighbors, named Multipoint Relays (MPR), with the task to
retransmit its packets. More precisely, each node identifies the set of MPRs among its
symmetric neighbors so that it can reach all its two-hops neighbors through the MPR
nodes. In Figure 4.1, node S elects its MPR set, node A, B and C in figure. They
broadcast packets received by the source S, while all the other nodes not in the MPR
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Figure 4.1: Multipoint relays selection
set of S receive and process packets coming from S but do not retransmit them. Each
node maintains also information about which nodes have elected it as MPR, collecting
their addresses in the MPR Selector Set. As a consequence, each node must retransmit
only packets coming from nodes stored in its MPR Selector Set. This strategy limits
the number of retransmissions in the network and, In addition, to reduce the overhead
again, each node declares only a subset of its neighbors.
4.1.2 Link Sensing and Neighbor Discovery
To obtain a complete knowledge of the network topology, a node first has to detect
which are its neighbors and which is the state of each link, on each wireless interface. To
this aim, in the Link Sensing & Neighbor Discovery phase, it periodically sends Hello
messages cointaining the list of status links on that interface together with the list of
the entire 1-hop neighbood and the associated neighbor type. The Hello messages are
sent using broadcast transmissions and, once received, they are not transmitted again.
Figure 4.2 a. shows the format for an Hello message. In particular:
⋆ Htime: it specifies the emission interval of an Hello message
⋆ Willingness: it represents the willigness of a node to carry and forward traffic to
other nodes
⋆ Link Code: it specifies information about the status link between the interface of
the sender and the interfaces of its neighbors list in the message
⋆ Link Message Size: it represents the size of the message
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⋆ Neighbor Address: it is the address of the neighbor
In the Hello messages a node lists either bidirectional links and unidirectional links
towards its 1-hop neighbors. Adopting this mechanism, a node can know all its 2-hop
neighbors and hence is able to compute its MPR set. The node announces its selected
MPRs in the following Hello messages setting the Link Code field. Upon receiving an
Hello message, nodes that are announced as MPRs, update its MPR selector set.
4.1.3 Topology Dissemination
Basically, the Link Sensing and Neighbor Discovery phase gives to nodes: i) the list
of neighbors with which they could directly communicate, and ii) an optimized mech-
anism to flood information in the network based on MPRs. In order to compute and
build routes to nodes, some of this information has to be disseminate to the entire net-
work. To this aim, in the Topology Dissemination phase each node periodically sends
Topology Control (TC) messages cointaining the list of nodes that has elected itself
as MPR, i.e. nodes stored into its MPR selector set. This information carried into
TC messages reduces the size of messages and is enough to build the routing table.
The TC messages are sent using broadcast transmissions and, once received, they are
transmitted again by MPRs in order to diffuse topology information in the network.
Figure 4.2 b. shows the format for a TC message. In particular:
⋆ Advertised Neighbor Sequence Number (ANSN): it is the sequence number
associated to the set of advertised nodes. Each time a node detects a change in
its advertised set, it increases ANSN to take note about fresh information
⋆ Advertised Neighbor Main Address: it contains the main address of the ad-
vertised node
Each node stores information coming from TCmessages in a repository named Topology
Set.
4.1.4 Route Calculation
Due to the proactive nature of OLSR, each node maintains in the Routing Table the
routes towards all nodes in the network. Using information of Link Set and Topology
Set, routes are built and stored using a shortest path algorithm as the Dijkstra’s
algorithm. For each path the associated entry maintains the next hop (gateway) and
the metric (measured in number of hops) to reach a known destination. The Routing
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(a) Hello message. (b) TC message.
Figure 4.2: OLSR messages used in the Neighbor Discovery and Topology Dissemina-
tion.
Table is updated each time a change is detected in Link Set or in Topology Set (e.g., a
neighbor appears or is lost), not implying any transmission of specific message, neither
in the neighborhood nor in the entire network.
4.1.5 Auxiliarity Functionality
As mentioned previously, the functionality of OLSR is divided into core and auxiliary.
This last group provides to OLSR nodes additional functionality that can be used in
specific scenarios. In the following a brief description of the auxiliary funtionality is
given; for additional details see [CJ03].
A node may have multiple interfaces, each of them with a distinct IP address, that
may partecipate or not in the OLSR routing domain. These additional features allow
nodes to announce their multiple interfaces, offering them also the external connec-
tivity towards non-OLSR domain. In such situations a node with multiple interfaces
acts as a node with a single interface, i.e. performing the link sensing, neighbor de-
tection, topology dissemination and route calculation. However, it is identify uniquely
with a Main Address, i.e. the address of a wireless interface of the node operating in
the OLSR domain, and it always uses its Main Address as Originator Address of its
packets.
When all interfaces of a multiple interface node are in the OLSR domain, peri-
odically the node sends information describing its interfaces configuration. Thus, a
Multiple Interface Declaration (MID) message is broadcasted in the network
and, consequently, retransmitted by MPRs in order to diffuse it in the entire network.
When a node is connected to an extra-OLSR domain (e.g. the Internet), the node has
to inform the network that exists a possibility to reach other domains. In particular,
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it periodically sends an Host and Network Association message in the network
announcing itself as gateway to specific networks. This information is broadcasted
and, through MPRs, transmitted in the network.
4.2 Ad hoc On-Demand Distance Vector Routing
Protocol: AODV
The AODV routing protocol [PR03] is a reactive routing protocol that offers quick
adaptation to dynamic link conditions, low processing and memory use, low network
utilization, and determines unicast routes to destinations in an on-demand manner.
AODV nodes have to maintain routing information only of active communications.
They are also able to respond to link breakages and changes in network topology in
a timely manner. AODV associates a sequence number to each route, avoiding the
”counting to infinity” problem and guaranteeing loop-free operations.
4.2.1 Route Discovery
As previously mentioned, in AODV the route discovery is an on-demand procedure.
When a node wants to communicate with an unknown node (i.e. a node without any
routing information available), it starts a route discovery procedure broadcasting a
Route Request (RREQ) message in the network, as shown in Figure 4.3 a. In
particular:
⋆ Hop Count: it is the number of hops from the Originator IP Address to the
Destination IP Address
⋆ RREQ ID: it is the sequence number that identies uniquely, together with the
source IP address, the particular RREQ
⋆ Destination IP Address: it is the IP Address of the destination node for which
a route is required
⋆ Destination Sequence Number: it represents the last known destination se-
quence number for this destination
⋆ Originator IP Address: it is the IP Address of the node that has generated the
RREQ message
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(a) RREQ packet. (b) RREP packet.
Figure 4.3: AODV packets used in the Route Discovery phase.
⋆ Originator Sequence Number: it represents the sequence number to be used in
the routing table to identify the originator of RREQ
Before broadcasting the RREQ, the originator buffers the RREQ ID and the Originator
IP Address with an associated timeout. This allows the node to identify and discard
copies of its RREQs forwarded by its neighbors.
Each node receiving the RREQ message checks in its cache if it has a ”fresh enough”
route to the destination, i.e. a valid route entry for the destination whose associated
sequence number is at least as great as the one cointaned in the RREQ message. If any
route to the destination is available, the intermediate node caches a route back to the
originator of the request. This reverse route can be used to send back a RREP message
(i.e., the answer to the RREQ as explained below) or, in general, application traffic. In
addition, if any route is available, the intermediate node first increases the Hop Count
field and then broadcasts the RREQ in the network.
A route can be determined if the RREQ reaches the destination itself or an intermedi-
ate node that has a valid route stored in its cache. In such situations, a Route Reply
(RREP) message is generated and sent back to the destination with a unicast trans-
mission. The format of a RREP message is shown in Figure 4.3 b. When generating a
RREP message, a node copies the Destination IP Address and the Originator Sequence
Number from the RREQ message into the corresponding fields of the RREP message. In
addition:
• if the generating message is the destination, it copies its sequence number into
the Destination Sequence Number and puts zero into the Hop Count field
• if the generating message is an intermediate node, it copies its known sequence
number for that destination into the Destination Sequence Number field and
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Figure 4.4: Route Discovery procedure.
stores its distance (in hops) from the destination into the Hop Count field of
RREP. It also updates the forward cache and the reverse cache with the new next
hop.
Figure 4.4 shows an example of a route discovery procedure started at node S to find
a valid route towards a node G.
To guarantee the use of bidirectional links in the route discovery procedure, each
node maintains a Blacklist set. When a node detects that a RREP transmission is failed
(e.g., due to the presence of unidirectional link), it stores in the Blacklist set the next
hop of the failed RREP. Thus, a node discards RREQs from nodes of its Blacklist set
avoiding the creation of routes composed of unidirectional links.
An originator node has several attempts to discover a valid route to the destination.
After broadcasting a RREQ, a node waits for a RREP. If any reply is received in a specific
time window, the node tries to discover the route again broadcasting another RREQ,
up to maximum number of attemps. If any route is found, all data packets to that
destination are dropped from the buffer and a message of Destination Unreachable is
delivered to the application.
4.2.2 Local Connectivity
In addition to the Route Discovery process, AODV nodes maintain the local connec-
tivity with its neighbors broadcasting also local Hello messages. More precisely, each
node periodically xchecks if it has sent a broadcast message (e.g., a RREQ message) in
the last time interval. If not, it broadcasts an Hello message that is a RREP message
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with TTL field equal to 1. Thus, a node can determine its local connectivity even
though there’s no explicit route request by listening for packets from its set of neigh-
bors. If a node receives an Hello message from a neighbor in a specific time window
it deduces that the link is active, otherwise it assumes that the link is lost.
4.2.3 Route Maintainance
Each node detects continuously the status of its active neighbors. This operation is
possible through: i) the reception of Hello messages as explained previously or any
other packet; ii) a RREQ unicast to the next hop, asking for a route to the next hop; iii)
a link-layer notification if available. If a node deduces that an active link towards a
node is lost, a Route Maintainance procedure starts. More precisely, the node emittes
a Route Error (RERR) message, also invalidating active routes in the cache that
use the unreachable neighbor as the next hop. The format of RERR packet is shown in
Figure 4.5 and the main fields are:
⋆ Dest Count: it is the number of unreachble destinations included in the packet
⋆ Unreachable Destination IP Address: it is the IP Address of the unreachable
destination node
⋆ Unreachable Destination Sequence Number: it represents the sequence num-
ber in the route table for the unreachable destination declared in the previous
Unreachable Destination IP Address field
When a node receives a RREP, it updates its data structures and forwards the message
towards the originator. Once arrived at the originator node, it removes the route using
that unreachable link and, if it wants to communicate towards the same destination,
it starts a new Route Discovery. Figure 4.5 shows the explained procedure.
4.2.4 AODV optimizations
The AODV protocol adopts several strategies in order to reduce the overhead intro-
duced in the network.
To prevent unnecessary dissemination of RREQs, especially in large scale networks,
an expanding ring search technique can be used. As explained previously, the discovery
procedure is executed performing several attempts. Using an expanding ring search
technique, the searching area is increased each time setting the TTL field. More
precisely, in the first attempt the TTL field is set to 1 and the node waits for the
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Figure 4.5: Route Maintainance procedure.
corresponding RREP. If the RREQ timeout expires without any answer, the originator
node broadcasts the RREQ again increasing the TTL field to 2, etc.. This procedure
continues until the TTL field reaches a threshold.
As further optimization, AODV prevents the loop’s creation in the route discovery
phase. Each request is uniquely identified by the values (RREQ-ID, Originator IP
Address), thus each node can detect if it has already received it. Consequently, a
node replies only to the first received request, discarding the others. This mechanism
reduces the overhead and limits the choices for the reverse paths.
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network
In this chapter we report an experimental comparison between two Ad Hoc routing
protocols on real networks. Specifically, we evaluate performance of OLSR and AODV
either in indoor and outdoor environments on networks of 2-4 hops size with up to
8 nodes, representing realistic scenarios of few people exploiting the Ad Hoc network
to share documents. In fact, as pointed out in [GLNT05], with current technology,
benefits of Ad Hoc network will vanish beyond the Ad Hoc horizon of 2-3 hops and
10-20 nodes. Our analysis shows that with semi-static topology the proactive approach
performs much better than the reactive from the efficiency and QoS standpoint, and
it introduces a limited overhead. On the other hand, even in these simple scenarios,
AODV performances are often poor introducing delays of seconds in order to ping a
node few hops away.
5.1 Introduction
Ad Hoc wireless networks consist of groups of mobile nodes that may communicate
without any form of pre-existent infrastructures. Nodes belonging to MANET may
move dynamically and unpredictably, so the network should be able to react to the
frequent topological changes. For this reason conventional Internet routing approaches
are not appropriate, while special routing protocols adapting to the peculiar charac-
teristics of these networks are required. Several routing protocols have been proposed
in the last ten years [CCL03a] [Bel03] and most of them have been evaluated and com-
pared through simulations, see for example [DPR00] [DCY00]. Simulators allow the
performance evaluation of protocols in different scenarios, defined by varying several
parameters (e.g. number of nodes, mobility models, data traffic); however they often
introduce simplifying assumptions that mask important characteristics of the real pro-
tocols behavior. Chapter 2 gives some examples in this direction [ABCG04]. Another
example is the so-called ”communication gray zones” problem [LNT02]. This problem
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was revealed by a group of researchers at the Uppsala University, while measuring the
performance of their own implementation of the AODV routing protocol in an IEEE
802.11b ad hoc network. Observing an unexpected large amount of packets’ losses,
mainly during route changes, it was found that an increase in packet loss occurred
in some specific geographic areas called ”communication gray zones”1. Note that
the communication-gray-zone problem was not revealed by commonly used simulation
tools (e.g., NS-2, Glomosim) as in their 802.11 models both unicast and broadcast
transmissions are performed at 2 Mbps, hence having the same transmission range.
In order to obtain more realistic performance results, and to evaluate the actual inac-
curacy of simulation’s models, protocols evaluation via simulation has to be comple-
mented by experiments with real prototypes, even though experimental testbed are
not so easy to implement and only small-medium size testbeds can be generally set
up. The availability of prototypes can also increase the creation of user communities
that, experimenting this technology, can provide feedbacks on usability and possible
relevant applications for the contemporary society.
Currently, only few measurements studies on real ad hoc test-beds can be found in
literature, see e.g., [Dep] [GKN+04a]. The Uppsala University APE test-bed [Dep]
is one of the largest, having run tests with more than 30 nodes. The results from
this test-bed are very important [GLNT05] and point out that more research in this
direction is required to consolidate the ad hoc networking research field.
This work provides a contribution in this direction. Hereafter, we report our expe-
riences and results obtained by measurements on a real ad hoc network, implementing
a full ad hoc network architecture. In particular, we set up a MANET prototype on
which we performed several sets of experiments; specifically we focused the study on
different solutions for routing protocols and middleware platforms. The novelty of this
work is twofold:
1. we investigate a full protocol stack with particular attention to routing and
middleware layers;
2. we evaluate through experimental results the advantages of a cross-layer archi-
tecture, presented in [Del05], mainly focusing on routing and middleware inter-
actions.
In this chapter we focus the discussion on the network layer. The interested read-
1This phenomenon is due to the different ranges between unicast (data) and broadcast frames (i.e.,
routing information) in 802.11 networks. A station inside a gray zone is considered using the
routing information reachable by a neighboring station, while actual data communication between
the station is not possible.
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ers referred to [Del05][BCDG05] to go into middleware results and cross-layer results.
In this experimental testbed we evaluate the performances of two routing protocols
(i.e., the reactive AODV [PR03] and the proactive OLSR [CJ03]). Having in our test-
bed one proactive and one reactive routing protocol enables us to compare these two
approaches in a realistic scenario. In the literature, it is a common use to consider
that on-demand reactive protocols are more efficient than proactive ones. As deeply
explaned in Chapter 3, on-demand protocols minimize control overhead and power
consumption since routes are only established when required. By contrast, proactive
protocols require periodic route updates to keep information current and consistent; in
addition, maintaining multiple routes, which might never be needed, causes unneces-
sary routing overheads. On the other hand, proactive routing protocols provide better
quality of service than on-demand protocols. As routing information is constantly up-
dated in the proactive protocols, routes to every destination are always available and
up-to-date, and hence end-to-end delay can be minimized. For on-demand protocols,
the source node has to wait for the route to be discovered before communication can
happen. This latency in route discovery might be intolerable for real-time communica-
tions. Thus we compare and contrast them in different environments, i.e. indoor and
outdoor, and different topology, i.e. static and mobile, evaluating their performance
from the efficiency and QoS standpoint on network on 2-4 hops size with up to 8 nodes.
5.2 Experimental Environment
Before analyzing system performances, a detailed description of the testbed architec-
ture and the experimental environment is needed. The measurement test-bed is based
on an Ad Hoc network made up of laptops with different capabilities running Linux
and equipped with two different wireless cards compliant to IEEE 802.11b standard
working at a constant data rate (11 Mbps). Moreover, we considered a static network
where all stations do not change their position during the experiments, introducing
also scenarios with topology changes due to events of nodes’ connection/disconnection.
In the performed experiments we used a limited number of nodes. This scenario could
seem not meaningful if compared to those simulations scenarios using hundreds of
mobile nodes. However, recent results pointed out the existence, with the current
technology, of an ad hoc horizon of 2-3 hops and 10-20 nodes. Beyond these limits
the benefit from wireless multi-hop ad hoc networking virtually vanishes [GLNT05].
Indeed all the experiments presented hereafter fall inside this ad hoc horizon. This
may represent a scenario consisting of few people forming an ad hoc network to share
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Figure 5.1: Experimental Area
documents.
5.2.1 Software
As mentioned in the previous Chapter, most work on routing protocols is being per-
formed in the framework of the IETF MANET working group, but only four rout-
ing protocols are currently under active development. These include two reactive
routing protocols, AODV and DSR, and two proactive routing protocols, OLSR and
TBRPF. In particular, AODV and OLSR are the most mature routing protocols from
the implementation standpoint; for the other MANET protocols either updated im-
plementations are not available (DSR) or there is no freely available implementation
(TBRPF). For this reason, we integrated in our test-bed the implementation of one
reactive (AODV) and one proactive (OLSR) routing protocol. Furthermore, some
DSR experimentations are carried out. However, due to some problems with existing
implementations (existing implementations are CPU intensive, thus causing poor per-
formance), we decided not to include, at this stage of our study, DSR in our testbed.
The considered routing protocol implementations were the UNIK-OLSR [OLSR] by
the University of Oslo (Norway), and the UU-AODV [UU] by the Uppsala University
(Sweden).
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5.2.2 The network topology
Indoor
All the indoor tests were conducted at the ground floor in the CNR campus in Pisa
(see Figure 5.1). At this level there is the computing center (CED) together with
some companies offices and measurement laboratories with several kinds of instrumen-
tations. The structural characteristics of the building, and particularly of this floor,
strictly determine the transmission capabilities for the nodes of a wireless network sit-
uated within. Rooms (offices, laboratories, etc.) are generally delimited by masonry
padding walls situated between reinforced concrete pillars; in the CED area, instead,
locations are separated by either ”sandwich panel” of plastic materials which dont
reach the height of the ceiling) or metal panels till the ceiling: these generally cause
minor impediments to the waves compared to masonry walls or reinforced concrete
pillars. Wireless links are also influenced by the presence nearby of Access Points and
measurement instrumentation which introduce quite a lot of noise. Moreover, about
30-40 people work in this floor every day and get around from office to office or towards
service areas with coffee machines, toilets, etc. This makes the transmission coverage
characteristics of the floor and the stability of the links modify continuously and in an
unpredictable manner. As a result the whole place can be considered quite a realistic
environment for testing an ad hoc network. Figure 5.2 presents the detailed map of the
place together with the static transmission coverage characteristics of the area: nodes
are situated where devices were placed during the experiments and straight lines are
used to point out the presence of wireless links (two nodes see each other at one hop
distance if a single straight line joins them).
Outdoor
In order to perform experiments on string topology we also set up the network in an
open field of about 300 meters long. There were no physical obstacles (e.g., buildings,
trees) among nodes, thus each couple of adjacent stations was in line-of-sight and in
their respective transmission ranges. In order to obtain an open environment aligned
with the indoor scenario (i.e., a string topology where only adjacent nodes are in the
transmission range of each other) we had to increase the distances between stations
up to 70 meters, while in indoor, due to walls, doors obstacles, they were at a distance
of about 15m. The characteristics of open spaces are quite different from indoor
spaces. In both environments, wireless links can vary frequently and rapidly in time
and space due to several factors but in the open space the node-distance increase makes
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Figure 5.2: Network Topology
the wireless links more unstable. For example, [GKN+04b] shows with an extensive
test-bed that wave’s propagation in a real environment is very complex depending
on phenomena such as background noise, obstacles’ presence and orientation between
sender and receiver antennas. In the outdoor systems, the longer distances cause
higher links variability. In addition, it is possible that not all nodes are in the same
carrier sense range as illustrated in Chapter 2, thus the coordination may result very
complex.
5.3 Routing Experiments Warm-up: A Qualitative
Analysis
As the first step, we conduct a qualitative analysis of the routing protocols to check
if the selected software behaves correctly. Thus, we test the selected implementations
of proactive OLSR and reactive AODV routing protocols with a real experimentation.
We check their state of implementation, validating their functionality and conducting
a comparative analysis on them all. Hereafter, we report the main results of this phase.
A detailed presentation about all experimentation can be found in [D8].
5.3.1 UNIK-OLSR Testing
Due to the proactive nature of the protocol the test was based on observing the sta-
tus of the nodes routing tables while nodes were added/removed to/from the Ad Hoc
network. This testing was subdivided in two steps. In the first step we used a 5-
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node network. In this case the kernel routing tables were small and could be read
in real-time, hence it was possible to follow configuration changes while in progress.
Upon the beginning of the experiments, node insertions and removals were provided
so to check that configuration updates effectively took place. Moreover, by chang-
ing the time lag duration between successive node insertions and/or deletions, it was
also possible, to some extent, measure the configuration-update delays after the ap-
pearance/disappearance events. In all the experiments the protocol showed a correct
behavior. The routing tables quickly updated upon node insertion and removal. We
then considered a 12-node network. The increased number of nodes led to the increase
of the number of protocol packets exchanged. This allowed the validation of UNIK-
OLSR behavior in a more congested context. Also in this set of experiments, all the
routing-forwarding operations were correctly performed.
After this analysis, we investigated the ability of an OLSR-based network to transfer
data between nodes at a distance of few hops. To this end, the UNIK-OLSR protocol
was started on all the nodes at the same time, then after a little delay to let the routes
stabilize, an FTP transfer was started between two nodes. The destination was at
three hops distance from the source. The aim was to transfer a 34 megabytes (MB) file.
Several problems were experienced in this case. Intermediate nodes along the sender-
destination path stopped working correctly after a while. This was due to the wireless
card do not properly working. It seemed that the excessive traffic they have to manage
caused problems to their cards’ drivers. In these experiments the routing protocol still
behaved correctly by selecting alternative routes to avoid the out-of-service nodes. The
file continued until a network partition occurred. At this time the destination host
had received only the first 15MB of the file. The throughput during the transmission
had been just about 180Kbps. We repeated the experiment and similar problems were
notised. Specifically, we observed that the file-transfer started correctly but while the
transfer proceeded the throughput of the connection reduced. This type of behavior
can be explained with problems produced by the interaction between TCP and the
802.11 MAC extensively investigated in the literature, see Chapter 3 in [BCGI04] for
a summary.
5.3.2 UU-AODV Testing
As this protocol is reactive, some application-level traffic was introduced in order to
observe the route creation process. Specifically, each node sent periodically a set of
pings to different destinations and this forced the routing protocol to set up, for each
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ping operation, a route toward the ping-destination node. In this case, each sender
was always able to discover the correct paths towards chosen destinations, however the
discovery of the paths was very time-expensive. In the next section, some estimates of
these delays will be provided.
After this, we tested the UU-AODV ability to support user-data transfer. Once
again we used a file transfer application. The file transfer was started, from a couple
of nodes at a 3-hop distance, with the aim to transfer a 5MB file. The transfer was
definitely too slow and after 16 minutes only 140KB had reached the destination; the
experiment was then interrupted. Again, the problem seemed related to interaction
of MAC and TCP mechanisms. Packet losses caused a TCP congestion-reaction that
slowed down the connection throughput. In addition, in this case, the reactive nature
of the routing protocol made the things worse.
5.4 Static Scenario
In this section we present the performance of OLSR and AODV routing protocols for
MANET in static scenarios. The performance comparison is based on the following
performance indices:
• the network overhead introduced by routing messages
• the delay introduced in data transfer
• the packet loss suffered at the application level
To have a meaningful comparison, we introduced some traffic at the application layer
using the ping utility. This guarantees that AODV runs in a complete manner; oth-
erwise, without any application-level traffic, its routing information is reduced only to
Hello packets exchanges.
5.4.1 8-Nodes Experiments
The experiments reported in this subsection were made in the indoor environment
shown in Figure 5.2. For ease of reading, in Figure 5.3 we report the derived network
graph in which we label the MANET nodes in order to identify them in the following
discussion. A line among a couple of nodes indicates that a link exists among them.
In this scenario we focused on the overhead introduced and the delay introduced in
the network due to routing protocols. In our scenario, a selected node generates ping
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Figure 5.3: Network Topology Graph.
traffic towards the remaining nodes of the network according to a random selected
sequence, and precisely it pings a node for 1 minute, and then starts pinging the next
node in the sequence. We performed the following two sets of experiments changing
the ”pinger”, e.g. the node selected as the source of ping traffic, in order to evaluate
the impact of node position on the routing load.
• Experiment 1: all nodes started running the routing protocol together. After
30 sec, the central node E starts pinging all the other nodes with the following
sequence: A, H, D, F, G, B, C. Each ping operation lasts for 1 minute.
• Experiment 2: all nodes started running the routing protocol together. After
30 sec, the external node H starts pinging continuously (for 400 sec) the same
destination A following the shortest path available in the network (H-G-E-B-A).
After x seconds from the beginning of the experiment (x equals 250 and 180 sec
in OLSR and AODV experiments, respectively), node B disconnects itself from
the network. This topology change forces the network to react, searching for a
new route in order to deliver packets to node A. After B disconnection, packets
start to follow the unique available path through nodes D and C.
We repeated the same set of experiments several times producing similar results, so
we present just one of them.
Experiment 1 Analysis
The resulting behavior of the network in terms of the overhead introduced by OLSR
and AODV is presented in Figure 5.4 and 5.5, respectively. The curves show the
amount of control traffic observed by each node of the network as the sum of rout-
ing traffic generated locally by the node and the one received from other nodes and
forwarded by it.
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Figure 5.4: Pinger E: OLSR Overhead
As it clearly appears in the graphs, the position of the node and how it is connected
to the other nodes strictly determine the control traffic observed by it. If we look at
Figure 5.4 for example we can notice that curves seem to form four clusters. Specifi-
cally, node B and D observe the highest traffic of about 1.1 KBps, nodes C, E and G
have an intermediate load around 800 Bps, nodes A and F observe traffic of about 400
Bps and at last node H obtains the lowest load (300 Bps) that represents 1/4 of the
traffic load performed by B and D. Thus, we can conclude that there is a connection
between the obtained load and the role in the network graph and, more precisely, the
traffic load scales with the node’s degree. Since node H is a leaf and it is connected to
the network with one link it observes the lowest load; while increasing the number of
neighbors the introduced overhead is higher. For AODV protocol (see Figure 5.5) we
do not observe the same regular relationship as pointed out previously for OLSR. For
example, nodes with the highest degree (B and E) experience an intermediate load.
An explanation of this behavior is the reactive nature of AODV protocol that makes
routing overhead dependent on the traffic flows at the application level. From the
quantitative standpoint, obviously the overhead introduced by OLSR is significantly
higher than the one produced by AODV due to the different policy to create and
maintain routes. Specifically, OLSR overhead falls in a range of [200-1200] Bps, while
using AODV it is around [200-400] Bps. However, it is important to highlight that
these values reduce the available 802.11 bandwidth only of a negligible percentage, in
the worst case of a quantity of 1.2 KBps.
To evaluate the delay introduced by the selected routing protocols we measured the
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Figure 5.5: Pinger E: AODV Overhead
end-to-end latency for completing a simple ping operation between couples of nodes.
In the following analysis, we refer to results for nodes at 2 hops distance.2 At the
start-up, when both protocols are not yet stabilized and all data structures are empty,
AODV suffers a delay of 19-20 seconds to find the path toward the destination A, while
OLSR requires about 8 seconds to complete the same operation. The subsequent ping
operations take about 200 msec (or less) when using OLSR (because of its frequent
updates of routing tables) and about 1 sec in case of AODV. In the last case, those
performances happen when the route has just been stored in some neighbor’s cache,
and hence the RREQ doesn’t need to reach the destination. Observing that the first
path discovery requires many seconds, we decided to investigate AODV’s performance
when routes’ entries expire in the cache, thus we introduced a sleep time of 20 seconds
between two consecutive ping operations. The measured delay is about 2 sec in almost
all cases except the node A case where we still measure 20 sec. This difference can
be explained taking into account that when H pings nodes in the network (excluding
A) AODV protocol has already achieved a steady state since each node knows at least
1-hop neighbors due to the Hello’s exchange. To summarize, in this experiment de-
lays introduced by AODV are significantly longer compared to those obtained using
OLSR. Furthermore numerical results indicate that QoS problems may occur when
using the AODV protocol; applications with time constrains may suffer a long latency
to discover paths in a reactive way.
2As expected there is no difference among protocols when pinging 1-hop neighbors
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Figure 5.6: Disconnection’s event: OLSR Overhead
Experiment 2 Analysis
The results for OLSR overhead and AODV overhead are summarized in Figure
5.6 and 5.7, respectively. Referring to OLSR (see Figure 5.6), we can note a load
distribution similar to the one observed in the first set of experiments, e.g., node
B and node H experience the highest and lowest load, respectively. After node B
disconnection, there is a transient phase in which the nodes’ traffic decreases (due to
some missing routes); after this period, a new steady state is achieved. In this new
state, we can observe a significant decrease of the traffic in the nodes that are connected
with node B (A, E, D, C), while nodes far from the “dead” node perform almost the
previous overhead. Once again, the position of a node in the network determines its
load. Looking at AODV results (see Figure 5.7) we observe less marked differences in
the entire duration of the experiment. After the transient state following the B shut
down, the active nodes almost observe the same load: the traffic has a range variability
of about 100 Bps. This confirms that in this case protocol overhead is correlated to
the application flow.
As far as the delay is concerned, we got results similar to those observed during the
start-up phase of the first set of experiments (i.e, larger delays with AODV). Moreover,
referring to the disconnection’s event, the ping operation performed while OLSR is
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Figure 5.7: Disconnection’s event: AODV Overhead
updating its routing tables experience a delay of about 6 sec to be completed; while
AODV introduces a delay of [9-14] sec to discover a new route to the same destination
A.
5.4.2 4-Nodes String Experiments
In a third set of experiments, we compared OLSR and AODV performances in a
string topology (see Figure 5.8), both in indoor and outdoor environments. The main
performance index used in this case is the Packet Delivery Ratio. The PDR index is
calculated as the total number of packets received at the intended destinations and
divided by the total number of generated packets. We also check briefly the introduced
delay comparing them with the previous result.
The string testing methodology is similar to the one adopted in the previous sce-
nario: the sender A pings continuously each node in the network with the sequence
B, C, D. However, in this case the duration of each ping operation is variable and in
particularly it scales with the distance to the intended destination (i.e., 1 minute for
1-hop node, 2 min for 2-hops node and so on).
Looking at the introduced delay, the outdoor results add no new qualitative infor-
mation respect of the previous discussion. However, in outdoor, times required to
complete a ping operation may further increase due to the links variability; for exam-
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Figure 5.8: String Topology
INDOOR OUTDOOR
B C D B C D
OLSR 1 0.97 0.98 0.98 0.65 0.47
AODV 0.85 0.9 0.49 0.95 0.01 0
Table 5.1: Overall Packet Delivery Ratio
ple, OLSR introduces a 1 sec delay in a 3-hops connection.
Table 5.1 shows the PDR for the two protocols averaged over several repeated test-
runs. Looking at the indoor results, we noticed that OLSR delivers packets with high
probability to all nodes in the string topology; AODV works properly with node in 2-
hops neighborhood, but its performance decreases up to 50% of packets delivery when
the distance sender-receiver grows up to 3 hops. We investigated which phenomena
caused the enormous packet loss on AODV examining the log files. We discovered
that sometimes unidirectional links between not adjacent nodes may appear in the
network. Since AODV exploits also unidirectional links, it is possible that ICMP pack-
ets follow different paths in the end-to-end communication. Furthermore, since these
links vary with high frequency, every time they disappear a RERR packet is generated
and a new path discovery starts (we observed that several times). If no route is found
before a timeout expiration all buffered application packets are lost. OLSR doesn’t
suffer this problem because only symmetrical links are considered resulting in a more
stable network. The outdoor results show a good behavior of the two protocols only
in the nearby; in fact when the sender-receiver distance increases, both algorithms
suffer significant packets’ losses. The packet delivery ratio of OLSR decreases up to
50% when it pings the farthest node D. Performances of AODV drastically degenerate
when running in outdoor environment: almost all ping operations to nodes distant
more than 1 hop failed. In addition, we run the same set of experiments varying the
data rate to 2 Mbps. In this case AODV reaches a better performance increasing its
PDR up to 0.8 when pinging node C (OLSR result is aligned with AODV), but no
improvement is obtained towards node D. It seems that in open space the reactive
nature of AODV is more penalized than the OLSR proactive one. Due to walls etc.
one-hop distances involved in indoor environment are much shorter than those used in
open space, thus a better coordination at the MAC layer guarantees a higher packets
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delivery. As previously explained, in outdoor it is possible that not all nodes are in the
same carrier sense range, affecting the overall performance. Having in advance redun-
dant routing information, as with proactive protocols, guarantees that each node is
able to create and maintain its own view of the entire network, even in bad conditions,
and consequently delivering at least a percentage of packets successfully. Hence OLSR
results more robust than AODV in outdoor environments.
5.5 Mobile Scenario
In this section we present the performance evaluation of the routing protocols on
a string topology. In the previous section we considered only static networks and we
focused on the overhead introduced by them; here we introduced mobile nodes in order
to evaluate the impact of the mobility on routing protocols. To this end, we considered
a string topology network of four nodes and we performed three sets of experiments
increasing the number of mobile nodes (all the scenarios are shown in fig.5.9). In this
scenarios the connectivity between the sender and the receiver changes from 1 hop to
3 hops and viceversa during the experiments. To have a comparison between OLSR
and AODV, we studied the same parameters used in the static scenarios:
• the Packet Delivery Ratio (total number of packets received at the intended
destinations divided by the total number of generated packets)
• the delay needed for the network’s reconfiguration due to the movements of nodes.
In particular, in our scenarios, all the nodes start running the routing protocol and,
after an initial period necessary for the network topology stabilization, node A pings
continuously node D until the end of the experiment. We repeated the same set of
experiments several times; obtained results were similar, so we present an average
of them. One may argue that similar set of experiments were already available in
literature. On the other hand we think that there are several main reasons to perform
these experiments in our environment:
1. Our cross layer architecture assumes an underlying proactive routing protocol.
Comparing AODV and OLSR performance enable us to better understand if and
how the proactive assumption impacts on the overall system performance. Re-
sults presented in the previous section and those presented here indicate that in
small-medium scale networks and low mobility scenarios OLSR does not penalize
the system performance;
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2. Measurements related to the topology management provide a reference to un-
derstand the behavior of the p2p protocols [BCDP05] and, in the specific case
of CrossROAD (see [Del05]), also give a direct measurement of the expected
delays in the overlay construction and reconfiguration. Therefore, a better un-
derstanding of the routing protocol performance will be useful when analyzing
the behavior of the p2p platforms.
The configuration and the methodology used for the experiments follow those published
in [Lun], and can be taken as a reference for our performance evaluation.
• Experiment 1: In the first set of experiments, called Roaming node, there
are 3 static nodes (B, C, D) and the ”roaming” node A. The experiment lasts
2 minutes: from the initial position W, node A starts moving and every 20sec
it reaches the next position in the line (X, Y, Z); once it has reached the last
position Z, it immediately moves in the opposite direction following the reverse
path and reaches the starting position near node D after another minute.
• Experiment 2: The second set of experiments is referred as End node swap
due to the movement of the two communicating nodes (A and D), while the rest
of the network remains in the same configuration. More specifically, the two end
nodes maintain their initial position for the first 20sec of the ping operation,
then they start moving reaching the next position in the line every 20sec. The
experiment lasts other 20sec after the end nodes have swapped their positions.
• Experiment 3: The last set of experiments, named Relay swap, is similar to
the previous one: there are 2 mobile nodes in the network that change positions
during the test. In this case after 20sec from the beginning of the ping operation,
central nodes start moving and swap their positions after 20sec, then they remain
in this new configuration until the end of the experiment (it lasts 60sec).
In all the performed experiments each mobile node moves along the line with a speed
of about 1m/s, since we are interested in investigating low mobility scenarios.
Looking at the Packet Delivery Ratio index, as shown in Table 5.2, we notice that
increasing the complexity of the proposed scenarios, the performance of the two routing
protocols decreases up to about 60% of packets delivery in case of Relay swap scenario.
Specifically, in the Roaming node scenario we can note that both protocols have similar
behaviors: there is a packet loss of about 25%. Examining the log files, we observe that,
for both protocols, packet losses mainly occur when node A goes beyond position Y and
reaches the string’s end; specifically this represents the time in which the connection
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Figure 5.9: Mobility Scenario.
A-D changes from 2-hop to 3-hop connection, due to the loss of the direct link A-C.
In the End swap scenario, the proactive protocol performs better than the reactive
protocol: delivered packets increase of 10%. OLSR introduces the high percentage of
its packet loss in the last 40sec of the test-run when the connection becomes again a
3-hop connection; on the other hand at the beginning of the experiment all packets
were correctly received since the network was already stabilized when data transfer
started. In contrast AODV distributes uniformly its packet loss during the entire test-
run. As previously said, in the third set of the experiments the packet delivery ratio
of OLSR and AODV decreases up to 66% and 60%, respectively. In particular, from
the log files we notice that packet losses occur during the relay swap phase (i.e., from
20 to 40sec), in which only half of the number of packets generated by node A reaches
the destination successfully.
To evaluate the delay introduced by the two routing protocols due to nodes’ move-
ments, we measured the time needed to update the routing table for OLSR and to
discover new paths to the destination for AODV. In the first scenario, when node A
moves toward position Z, OLSR requires 5sec to discover a 2-hop path to D after the
direct link A-D is lost; while it needs 10sec when the path in the connection increases
from 2 to 3 hops. AODV introduces a delay of 2sec for the first topology change, and
7sec for the second one. Both protocols do not introduce any additional delay in the
reverse path (from Z to W position). In the End swap scenario, OLSR introduces a
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PDR Roaming node End node swap Relay swap
AODV 0.87 0.67 0.60
OLSR 0.83 0.77 0.66
Table 5.2: Overall Packet Delivery Ratio.
delay of 15sec when the topology changes from a fully connected (each node see all the
others) to a topology of three hops. In the same topology change, AODV experiences
a delay of 10sec but it also introduces a similar delay to move from the starting config-
uration to a fully connected topology. In the last scenario, during the relay movement,
OLSR introduces a delay of 15sec for the routing table reconfiguration, while AODV
requires 11sec to discover a new route to the destination.
5.6 Conclusions
The aim of this experimental testbed was investigating the performances of two routing
protocols for small scale ad hoc networks, i.e. network of 2-4 hops size up to 8 nodes
falling inside this ad hoc horizon. Thus, we selected two robust implementation of the
proactive OLSR and the reactive AODV. Firstly, we conducted a qualitative analysis
on them, checking their state of implementation and validating their functionality.
Then we analyzed their performance with a quantitative analysis, setting up a real
Ad Hoc network and comparing them in different scenarios and environments. Our
results in this small scale Ad Hoc network point out severe QoS problems, mainly
when using AODV due to the reactive nature of the protocol, and indicate that, with
a proactive protocol: i) the response times are much better (200 ms vs. 2 sec when
pinging 2-hops neighbors), ii) the protocol overheads, at least inside our small network,
are not heavy (i.e., in the worst case 1.2 KBps), and iii) the success of packets delivery
is higher. Note that the conclusions of the work represent only the measurements of
our selected testing environment. A different environment would produce different
results. Nevertheless, our results indicate that OLSR performs better than AODV
protocol. Furthermore, when considering higher level protocols on top of Ad Hoc
test-bed, e.g. FreePastry [D8][D16][BCDP05], benefits in using a proactive approach
are more evident. Moreover, the advantages increase when considering a cross-layer
architecture exploiting interactions between proactive protocols and enhanced p2p
platforms (CrossROAD) (see [Del05]). For details of these results refer to [Del05]
[BCDG05].
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In this chapter we present experimental results of an innovative testbed on a 23 nodes
MANET with particular attention to routing and middleware performance, represent-
ing an extension of the work in small scale network. Specifically, a proactive and a
reactive routing protocol have been analysed before experimenting a new optimized p2p
system based on cross-layer interactions with a proactive routing protocol. The exper-
imental analysis on this medium-scale MANET has been carried out in the framework
of the FET-IST MobileMAN project. Main results show that the proactive approach
does not negatively influence system performance, even better it supports upper-layer
protocols sharing complete network topology information.
6.1 Introduction
In this chapter we report the experimental activity on medium scale Ad Hoc network.
This work represents an extension of the work discussed in the previous chapter on
networks of up 8 nodes. This extensive experimentation was carried out in Pisa, setting
up in the CNR campus a multi-hop network involving up to 23 nodes. The novelty
of this work is represented by testing different protocol solutions in networks of such
dimension. Even though we mainly consider static scenarios, this testbed, together
with the APE testbed [Dep], represents one of the largest tesbed on multi-hop network.
The experimentation focused on the analysis of different layers of the protocol stack
in order to compare results of a legacy-layer architecture with those of a cross-layer
architecture. Specifically, we mainly focused on:
• a comparative analysis of two different routing protocols (OLSR and AODV)
and the evaluation of their performance on static and mobile scenarios;
• a comparative analysis of two different middleware platforms (Pastry for the
legacy architecture and CrossROAD for the cross-layer architecture).
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Figure 6.1: Experimental Area.
In the following sections we refer only to experiments at the network layer. The
interested readers refer to [D16] for details about middleware performance. Referring
to the routing experiments, we study the performance of OLSR and AODV considering
the overhead introduced by them, the packet loss suffer at the application layer and
the delay introduced in data transfer as major indices.
6.2 Experimental Environment
All the experiments took place at the ground floor in CNR campus in Pisa. Since more
than 20 nodes were involved in this experimentation, a wide area has been used for
testing a medium scale network. Hence, in addition to the CED Area used in previous
testbed (see Chapter 5), the Conference Area located in the adjoining building was
also used (see Figure 6.1). The structural characteristics of these buildings strictly
determine the transmission capabilities for nodes of a wireless network located within.
Rooms are generally delimited by masonry padding walls situated between reinforced
concrete pillars; in addition, in the CED area some locations are separated by either
”sandwich panels” of plastic materials which don’t reach the height of the ceiling or
metal panels till the ceiling. Wireless links are also influenced by the presence nearby of
Access Points and measurement instrumentations which introduce quite a lot of noise.
Moreover, about 30-40 people work in this floor every day and get around from office
to office or towards service areas with coffee machines, toilets, etc. This makes the
transmission coverage characteristics of the floor and the stability of the links modify
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Figure 6.2: Physical position of nodes.
continuously and in an unpredictable manner. For this reason all the experiments
were executed during Saturday or non-working days to reduce human interferences
maintaining a realistic environment to test an ad hoc network.
6.2.1 Devices and Software
Devices used for these experiments were laptops running Linux with different hard-
ware capabilities. They were equipped with wireless cards compliant to IEEE 802.11b
standard working at the constant data rate of 11Mbps. The most sort of laptops was
equipped with an integrated wireless card, while for the others PCMCIA cards were
used. The variety of devices caused appearing/disappearing of some links in different
experiments, depending on the power of wireless cards. As in the experimentation
on small-scale ad hoc networks, the main goal of this work was to test different im-
plementations of protocols. In particular more recent software versions of the two
selected routing protocols were considered. In this phase we used UU-AODV v.0.8. 2,
developed by Uppsala University (Sweden), as reactive protocol. On the other hand
we used UNIK-OLSR v.0.4.8 2, developed by University of Oslo (Norway) as proactive
protocol.
During the experiments we used the simple ping utility to evaluate delays and packet
loss, while we used a distributed application on top of a p2p system to evaluate the
overhead introduced by routing protocols in case of a more realistic scenario involving
a complete MANET architecture. Note that, due to the reactive nature of AODV, we
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need any sort of application traffic to establish paths between distant nodes, otherwise
only Hello packets are exchanged.
6.2.2 The network topology
The first step to set up the Ad Hoc network and start investigating software features
was configuring the network topology. We had 23 nodes to be distributed inside the
CNR campus to carry out a multi-hop ad hoc network as much large as possible. For
this reason we used an heterogeneous environment consisting of indoor and outdoor
spaces since not all buildings are strictly connected between them. We started from
the same configuration used in the experimental session with 12 nodes, explained
in Chapter 5. Since we used a greater number of laptops with different capabilities
(also for the transmission range of wireless cards), a new measurement of the link
connectivity had to be done. In this case the interested area was extended from the
CED area to the nighborhood of the conference area as shown in Figure 6.2. Most
part of nodes (17) was located inside buildings. In particular 13 at the ground floor
(red circles), three at the first floor (yellow circles), and one on the stairs (the white
circle). The last six nodes were located outside the buildings (blue circles) along the
street or the corridor between the involved buildings. In order to verify the coverage
area of every device, each node started running UNIK-OLSR for five minutes storing
the kernel routing table in a log file every second. Then, we analysed the set of 1-
hop neighbors of each node to define the final network topology. Considering a large
multi-hop ad hoc network we could test and evaluate features and performance of a
complete MANET architecture. For this reason, since many devices had a wireless
card with a high trasmission power, we had to reduce it on single nodes (if allowed
by the driver of the wireless card) to remove some redundant links. We repeated this
procedure many times to check if the obtained configuration was stable. Fig. 6.3
shows the final network topology, where straight lines point out the presence of stable
links (two nodes directly see each other), dashed lines show the presence of weaker
links (the communication between two nodes is affected by a considerable packet loss).
We thus obtained a multi-hop MANET of 23 nodes with the maximum extension of
8 hops. To simplify the explanation of single experiments, we referred to the network
topology through the graph illustrated in Fig. 6.4.
70
6.2 Experimental Environment
Figure 6.3: Network Topology.
Figure 6.4: Topology graph.
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6.3 Routing Experiments
The second step was investigating the performance of OLSR and AODV routing pro-
tocols for MANET in static and mobile scenarios. We analysed several parameters to
make a comparison between them. We focused on:
• the network overhead introduced by routing messages
• the packet loss suffered at the application level
• the delay introduced in data transfer
In case of mobility, we reduce the analysis to packet loss and average delays, since
it is interesting to evaluate the impact of network reconfigurations due to topology
changes on the system performance.
The description and the analysis of the performed experiments divided into static
and mobile scenarios are detailed in the following sections.
a. STATIC SCENARIO:
• Experiment 1: all nodes started running the OLSR protocol at the same
time. After 30 sec the external nodes A and Y started pinging all the other
nodes in the network using a random sequence. Each ping operation lasts
for 1 minute. The two sequences used for the ping operation were different
and precisely:
– Pinging sequence for node A: R, S, C, T, N, Q, Y, E, F, M, X, H, K,
B, L, O, I, J, G, P, W, D.
– Pinging sequence for node Y: E, F, M, X, H, K, B, L, O, I, J, G, P, W,
D, A, R, S, C, T, N, Q.
At the end of the ping operation, each node kept running OLSR for other
30 sec and then stopped. The whole experiment lasted 23 minutes.
• Experiment 2: all nodes started running the OLSR protocol at the same
time. After 30 sec used to stabilize the network topology, all the nodes
started pinging all the other nodes in the network using a selected sequence.
First of all, we ordered the nodes in a random sequence independently of
their physical positions.
The reference sequence is A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L,
O, I, J, G, P, W, D.
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PINGER PINGING SEQUENCE
A R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L, O, I, J, G, P, W, D.
B L, O, I, J, G, P, W, D, A, R, S, C, T, N, Q, Y, E, F, M, X, H, K.
C T, N, Q, Y, E, F, M, X, H, K, B, L, O, I, J, G, P, W, D, A, R, S.
D A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L, O, I, J, G, P, W.
E F, M, X, H, K, B, L, O, I, J, G, P, W, D, A, R, S, C, T, N, Q, Y.
F M, X, H, K, B, L, O, I, J, G, P, W, D, A, R, S, C, T, N, Q, Y, E.
G P, W, D, A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L, O, I, J.
H K, B, L, O, I, J, G, P, W, D, A, R, S, C, T, N, Q, Y, E, F, M.
I J, G, P, W, D, A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L, O.
J G, P, W, D, A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L, O, I.
K B, L, O, I, J, G, P, W, D, A, R, S, C, T, N, Q, Y, E, F, M, X, H.
L O, I, J, G, P, W, D, A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B.
M X, H, K, B, L, O, I, J, G, P, W, D, A, R, S, C, T, N, Q, Y, E, F.
N Q, Y, E, F, M, X, H, K, B, L, O, I, J, G, P, W, D, A, R, S, C, T.
O I, J, G, P, W, D, A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L.
P W, D, A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L, O, I, J, G.
Q Y, E, F, M, X, H, K, B, L, O, I, J, G, P, W, D, A, R, S, C, T, N.
R S, C, T, N, Q, Y, E, F, M, X, H, K, B, L, O, I, J, G, P, W, D, A.
S C, T, N, Q, Y, E, F, M, X, H, K, B, L, O, I, J, G, P, W, D, A, R.
T N, Q, Y, E, F, M, X, H, K, B, L, O, I, J, G, P, W, D, A, R, S, C.
X H, K, B, L, O, I, J, G, P, W, D, A, R, S, C, T, N, Q, Y, E, F, M.
Y E, F, M, X, H, K, B, L, O, I, J, G, P, W, D, A, R, S, C, T, N, Q.
W D, A, R, S, C, T, N, Q, Y, E, F, M, X, H, K, B, L, O, I, J, G, P.
Table 6.1: Sequence for the Ping operation used by each node.
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As first destination each node chooses its next node in the sequence. It
pings continuously that destination for 1 minute and then moves to the
next one in the sequence. It executes the same operation for each node
in the sequence. For example, node X starts from node H and ends with
node M. Table 6.1 shows the complete sequences used by each node during
the ping operation. Nodes ran the routing protocol for other 30 sec before
stopping. The whole experiment took 23 minutes.
• Experiment 3: in this case we used ADOV as routing protocol; the method-
ology and the duration of the testrun are equal to the previous experiment.
The sequences used in the ping operations are the same of Table 6.1 in order
to have a direct comparison between the two routing protocols.
• Experiment 4: all the nodes are synchronized and started running the rout-
ing protocol at the same time. After 30 seconds used to stabilize the net-
work topology, each node ran the distributed application on top of the
Pastry middleware and, more precisely, joined the overlay using a random
sequence and maintaining the Pastry overlay for 4 minutes.
b. MOBILE SCENARIO: We performed three different types of experiments, chang-
ing the number of mobile nodes. In the first experiment referred as Roaming
node, a node moves along the network. In the second experiment two central
nodes exchange their position, we refer to it as 2-Central node swap. Finally,
in the third experiment 4 central nodes rotate their positions (4-Central node
swap). A detailed description of the performed experiments follows.
• Roaming node: all the nodes are static except the ”roaming node” Y
that moves along a fixed path, crossing the entire network. The reference
scenario is shown in Figure 6.6. All the nodes start running the routing
protocol at the same time and, after 30 seconds, node Y starts pinging
node A (see Figure 6.6) continuously for 380 seconds. After 1 minute from
the beginning of the ping operation, the pinger Y starts moving along the
corridor with a speed of about 1 m/sec reaching the position of other nodes
in the order A-C-I-K-O-S-X. Each step requires a different time interval
due to the physical distance of nodes as explained in Table 6.2. Once it has
reached the last position near node X, it immediately moves in the opposite
direction following the reverse path and maintaning the same speed as in the
forward path. After having reached the starting position, it keeps pinging
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Distance to cover (nodes) Required time interval (x sec)
A-C 30
C-I 15
I-K 15
K-O 15
O-S 30
S-X 30
Table 6.2: Required time (sec) needed to cover a distance between nodes in the Roam-
ing node scenario.
node A for another minute and then it stops. The whole experiment lasts
410 sec.
• 2-Central node swap: in this experiment the central nodes J and N
change their position during a continuous ping operation from two external
nodes. More precisely, all the nodes start running the routing protocol at
the same time. After 30 seconds the external node Y starts pinging node
A continuously for 210 sec. At t=90sec nodes J and N (two central nodes)
start moving and swap their positions after 30 seconds (t=120sec). Then
they remain in the new configuration until the end of the experiment. The
experiment ends at t=240sec.
• 4-Central node swap: in this case the four central nodes J, M, O and
N change their positions in clockwise manner during a continuous ping
operation between the two external nodes Y and A. More precisely, all the
nodes start running the routing protocol at the same instant and, after 30
seconds, the external node Y starts pinging node A continuously for 300
seconds. After 1 minute from the beginning of the ping operation, the four
nodes started moving in turn reaching a new position in the network in 30
seconds and remaining in this new location until the end of the experiment.
Since the mobile nodes are four, we identified four different events taking
place in sequence, one after the other. More precisely, in Event 1 (see Figure
6.5) N is the mobile node and it reaches the position of node J; in Event 2
node J moves towards the location of node M; in Event 3 node M reaches the
position of node O; finally in Event 4 node O moves to the initial location
of node N. At the end of the four events nodes keep running the routing
protocol until the end of the experiment.
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Figure 6.5: 4-Central nodes Swap scenario.
Figure 6.6: Roaming node scenario.
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6.4 Static Scenario
In this section we compare OLSR and AODV referring to results obtained in experi-
ment 2, 3 and 4. The reference scenario is shown in Fig. 6.4. We evaluate their perfor-
mance basing on all the three indices as explained in the previous section. Specifically,
in order to evaluate the overhead introduced by the routing protocols on the network
we consider an experiment that involves not only the routing layer but also the p2p2
system. In this way, the traffic generation on top of the routing protocols is more
complete than a single ping utility due to the presence of TCP and UDP connections.
This results in a more realistic evaluation of the bandwidth utilization. Referring then
to performance evaluation of the routing protocols in terms of overall packet loss and
delay suffered in the network, we simplify the proposed scenario using a lighter data
traffic as the ICMP traffic. In fact, the ping utility is sufficient to measure the RTT of
a small application packet and it points out how a simple application can suffer such
low performance in a medium scale MANET.
6.4.1 Overhead analysis
In order to evaluate the overhead introduced by the routing protocols on the network
we referred to the experiment 4. Figure 6.7 presents the total overhead introduced
by OLSR and AODV as a function of time. The curves are obtained averaging the
total control traffic generated and forwarded by each single node over the number of
nodes taking part to the experiment. As it clearly appears from the picture, OLSR
and AODV have different behavior. Specifically, the proactive protocol introduces an
overhead of about 600 Bps in the starting phase (first 40 sec), then its load decreases to
400 Bps for the next 50 sec, finally a new steady state is achieved till the end around
250 Bps. On the contrary, AODV reaches a steady phase with a load of 400 Bps
between 40 and 80 sec, then its load doubles with a peak of about 750 Bps around 90
sec, finally it stabilizes again varying from 300 and 500 Bps till the end of the test-run.
OLSR introduces a higher overhead during the starting phase, then after a second
phase in which its performed throughput coincides with AODV throughput, OLSR
performs better for the rest of the experiment. In fact, AODV peaks of traffic are
mainly due to several discovery procedures to maintain the overlay network. However,
in an overall view the overhead of both protocols falls in a range of [200, 700]Bps. These
results confirm that also in medium scale network the overhead introduced by routing
protocols, either using proactive and reactive approaches, doesn’t affect negatively the
system performance, indeed it reduces the available 802.11 bandwidth only of a small
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Figure 6.7: Average overhead introduced by OLSR and AODV.
quantity.
Figure 6.8 and Figure 6.9 show the average overhead introduced by OLSR and
AODV, respectively, for different nodes depending on their position in the network.
Since there are 23 nodes in the network, in order to obtain a sharper graph only some
of them are plotted. Referring to OLSR results (see Figure 6.8), note that node C, J,
and O observe the highest load since they are better connected with the rest of the
network with 5 or more neighbors each, instead nodes E, H, and T have an intermediate
load since they have less neighbors. At last nodes A and W obtain the lowest traffic
around 100 Bps because they are located in marginal position since they are leaves
for the network (see figure 6.4). For AODV (see Figure 6.9) node F and O have the
highest throughput, instead an intermediate load is performed by nodes L and B. In
this case the lowest load is experienced by node E that, even though it is not a leaf, has
a marginal location with only two neighbors. This is mainly due to the reactive nature
of AODV that makes the network load also dependent on the application traffic.
6.4.2 Packet Loss analysis
In the following paragraphs we analyse network’s performance taking experiment 2 and
3 as reference scenarios. To evaluate the overall packet loss suffered at the application
level, we averaged all Ping operations between couples of nodes at x-hop distance.
Table 6.3 shows the percentages obtained for different number of hops. Looking at the
obtained results we can notice that OLSR performs better than AODV. In particular,
OLSR delivers almost all packets at 1-hop distance, suffering a packet loss of [15%,
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Figure 6.8: Overhead introduced by OLSR for different nodes.
HOPS 1 2 3 4 5 6 7
OLSR (Packet Loss) 5% 15% 28% 35% 45% 52% 67%
AODV (Packet Loss) 20% 15% 51% 61% 67% 86% 89%
Table 6.3: Overall Packet Loss for different number of hops
45%] for nodes distant [2, 5] hops. Finally it delivers less than 50% of the application
traffic with connections of 6-7 hops. On the contrary, problems with the reactive
protocol are more evident. AODV does not properly work even nearby, achieving 20%
packet loss even at 1 hop. Its performance further decreases to 50% at a distance of
2-3 hops, drastically degenerating (more than 85%) beyond 5 hops.
Another observation can be derived taking into account results from the indoor
string topology as explained in Chapter 5. To summarize, in that scenario the OLSR
performance was acceptable in all Ping operations towards each node in the string,
instead AODV loses 50% of ICMP packets while communicating with nodes at 3-
hop distance (see Table 5.1.). On the contrary, in this medium scale environment
we observe greater percentages of undelivered packets also with few hops. Possible
explanations of these results are the different network size (small vs medium) and the
complexity of the experiment (1 Ping operation vs 23 simultaneously Ping operations).
In particular with concurrent connections each node can act as destination for a Ping
operation and also as router for another one. Thus the probability of collision at MAC
layer is increased considerably causing also several route failures.
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Figure 6.9: Overhead introduced by AODV for different nodes.
6.4.3 Delay analysis
To evaluate the delay introduced by the routing protocols, we measured the end-to-end
latency for completing a Ping operation between couples of nodes. In particular, we
consider two different delays in the network:
• the Average delay to deliver the first successful ICMP packet to a selected des-
tination
• the Average delay to deliver all the other packets of the ping operation
Each value is avereged over couples of nodes distant x nodes. Figures 6.10 (a) and
(b) present the obtained results (expressed in msec) for different number of hops.
Figure 6.10(a) shows the average delay needed to complete successfully the first ping
operation. As it clearly appears, OLSR curve is obviously lower than AODV curve due
to the different nature of the routing protocols. In particular OLSR increases almost
linearly up to 6 hops, and then it doubles at 7 hops. This is mainly due to the network
instability that implies some network reconfiguration and the consequent increase of
the delays. On the contrary, AODV curve is a step function. It needs about 2 seconds
to discover routes to 1-hop neighbors, about 10 seconds for nodes in the range of 2-5
hops distance, and finally [15, 17] seconds to discover valid paths towards nodes distant
6 hops and more. These high delays are due to several attempts performed in the route
discovery process. In fact, we have seen that each node makes about 5-6 attempts in
order to discover a valid route to its destination. Looking at Figure 6.10(b), note that
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Figure 6.10: Average Delay suffered by OLSR and AODV for different number of hops.
OLSR requires delays in the range of [20msec, 60msec] independently from the number
of crossed hops, while AODV introduces higher delays. More precisely, AODV Ping
connections perform the following delays: about 200 msec when they are shorter than
6 hops, about 700 msec towards nodes distant 6 hops and about 1 sec toward nodes at
7-hop distant. From the log files of the experiment we noticed that AODV is not able
to maintain the first discovery path to the same destination for the entire connection,
but it requires 1 or 2 attempts in order to re-establish a valid route to the destination.
This is the main reason of low performance of AODV in the static scenario.
6.5 Mobile Scenario
In this section we compare routing protocols considering mobile scenarios with nodes
that change positions during the entire last of the experiment. Specifically, we per-
formed three different types of experiments, changing the number of mobile nodes,
as explained previously. In all the performed experiments each mobile node moves in
the network with a speed of about 1m/s, thus we are interested in investigating low
mobility scenarios. We analyse their results with particular attention to the packet
loss and the introduced delays for network reconfiguration.
6.5.1 Packet Loss analysis
Analyze the packet loss in the Roaming node experiment, OLSR performs a packet
loss of 25% while AODV delivers only 50% of packets. Examining the log files, we
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observe that for OLSR the packet loss mainly occurs in the way back between node
X and Q (see Fig. 1.2.3). The gap in the packet delivery corresponds to the time
interval in which Y’s routing table get emptied. Node Y recovers the route to the
destination only in the proximity of node Q, losing all the packets sent in that time
interval. AODV instead loses all ICMP packets when node Y goes beyond node D.
In this case, when the connection becomes longer than 4 hops none of ICMP packets
reach the destination.
Increasing the complexity of the proposed scenarios the performance of the routing
protocols worsen: only a little percentage of Ping operation is successfully completed.
Two are the main causes:
1. the ping operation between node Y and A is a 7-hop connection. In the previ-
ous section we have shown how the network’s performance decreases with long
connection in static network.
2. the complexity of the network increases adding nodes mobility. To better under-
stand, let us consider the similar scenario analysed in the small scale network
(see Chapter 5). Also in that case more than 40% of packets were lost with both
routing protocols.
Hence, these two factors cause the network breakdown.
6.5.2 Delay analysis
To evaluate the delay introduced in the network in the three scenarios, we investigate
the time needed to update the routing tables with a valid route to the destination after
topology changes, independently from the correct delivery of packets. All the values
are measured as the RTT of ICMP packets sent by node Y.
Starting from the Roaming node scenario, OLSR performs a delay in a range of [4-9]
sec to update routing table each time the connection becomes 1 hop longer than the
previous one. AODV suffers delays between [4-10] sec to discover routes to node A
from 1 to 4 hops long. The route discovery process takes more than 10 seconds when Y
goes beyond node O (in this case routes are 5 or 6 hops long), but since valid paths are
maintained in the routing table only for few seconds no ICMP packets are successfully
delivered. Both protocols do not introduce any additional delay in the reverse path.
In the 2-Central node Swap they lose the path to the destination as soon as the
mobile nodes start moving. The central nodes’ exchange needs 30 seconds. OLSR is
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able to reconfigure a 8-hop route only after 5 seconds from the end of the exchange,
instead AODV requires other 90 seconds to discover a valid route to node A.
In the 4-Central nodes scenario OLSR and AODV suffer higher delays for each event.
Specifically, OLSR loses the routing table’s entry to node A from 1 to 4 seconds after
the start of each event and it needs delays between 5 and 50 seconds to reconfigure
properly the routing table. AODV becomes aware of the new event after 3-8 seconds
from the beginning and needs from 5 to 10 seconds to re-establish a valid route with
also a peak of 60 seconds when all the network changes are completed. Note that, in
case of AODV, most of the discovered routes are stored in routing tables only for few
seconds, thus the discovery process is repeated frequently. This is due to the nature
of AODV that stores also unstable paths in its routing tables. Consequently, ICMP
packets are not correctly received by the destination decreasing the overall system
performance. On the contrary, even though OLSR performs on average higher delays
for network reconfigurations due to a slow propagation of topology changes, its new
paths are maintained in the routing tables till the beginning of the new event. In fact,
the proactive protocol looks for more stable routes and this allows the source to send
and receive application data successfully.
6.6 Conclusions
We really examined system features and performance in real conditions, setting up a
wireless network of 7-8 hops size with up to 23 nodes. We performed an extensive set
of experiments comparing AODV and OLSR routing protoocols in static and mobile
scenarios. The overhead analysis confirms that also in medium scale networks the
use of a proactive protocols doesn’t reduce the system performance since it introduces
an overhead of the same order of AODV. In addition with a OLSR a higher amount
of data are delivered successfully even through long connections. Referring to delay
introduced in the network, OLSR time responses are much better than AODV. Finally
considering the mobile scenario, even though OLSR is slower than AODV to propagate
the network changes, it performs better than the reactive protocols discovering more
stable routes and hence delivering more application data.
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7 Towards a further optimized scalable
proactive routing protocol: Hazy
Sighted Link State
Our experimental results on real Ad hoc networks highlight that, in contrast with
MANET community, the use of a proactive protocol does not penalize the system per-
formance. These results encourage to identify a routing protocol suitable for multi-hop
networks in terms of scalability, performance and efficiency in the class of proactive
protocol. As proved in [SMSR02] [SSR01], the Hazy Sighted Link State (HSLS)
routing protocol [SR01] exhibits good performance in term of scalability. In the frame-
work of this thesis, an enhanced version of the HSLS routing protocol has been designed
and developed. This chapter will provide a description of the protocol together with
the added features.
7.1 Introduction
The experimental evaluation presented in previous chapters shows that, in contrast
with MANET community, the use of a proactive protocol as OLSR does not penalize
the system performance. Our results on small and medium scale environments point
out that having in advance a knowledge of the network topology seems more suitable
in the Ad Hoc architecture, either in legacy architecture and in the cross-layer archi-
tecture. In addition, in a cross-layer architecture, the richer amount of information
collected by proactive protocols can be exploited, for purposes other than routing, at
other layers. Overheads cannot be evaluated in isolation focusing on a certain level,
but new cross-layer metrics must be applied. An example of this concept could be the
service location for middleware: once the routing protocol has discovered the topology
of the network, the middleware can use it to identify the node that provides a certain
service without performing a new route discovery. We can identify many other exam-
ples that clearly indicate the advantages for a node to have knowledge of the network
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topology. The result is that proactive approaches may better satisfy the self-organizing
requirement of general-purpose Ad Hoc networks.
In the framework of this thesis, we worked to identify, if possible, a routing protocol
suitable for multi-hop networks in terms of scalability, performance and efficiency, but
also able to provide a rich set of information about the network that can be exploited
to improve the other protocols of the cross-layer architecture. A very promising indi-
cation has been recently provided by the theoretical analysis presented in [SMSR02]
[SSR01]. Here, the authors develop an analytical framework to evaluate the protocol
scalability taking into consideration, in addition to the proactive and reactive over-
heads, also the effect introduced by the sub-optimality of routes, accounted for as the
additional bandwidth required for using a sub-optimal path. From this perspective,
the authors show that a simple Link State protocol with Limited dissemination
scales better than more complex hierarchical protocols and hence this class of proto-
cols can be an efficient routing alternative for large-scale ad hoc networks. In such
protocols, the link-state updates (LSU) are sent through the network controlling the
scope and the frequency of floods. In particular routing information is propagated to
the network nodes with a frequency that decreases with the distance. As a result,
each node builds a ”self-centered” topology view, which becomes hazy as the distance
grows. This analytical results are very important since they indicates that link-state
routing strategies based on limited dissemination of state information not only provide
several qualitative advantages when used in a cross-layer architecture, but also provide
effective solutions from a quantitative standpoint. Even though this result cannot be
apparently intuitive, it can be explained by observing that nodes that are far away do
not need to have precise topological information to make a good next hop decision. As
pointed out in [BCSW98], the inaccuracy in the topological information is balanced
by the distance effect: ”the greater the distance separating two nodes, the slower they
appear to be moving with respect to each other”. Hence, the required accuracy of
the location information decreases with the distance from the node. Examples of this
approach are hierarchically link state [RS98], FSR [PGH00], GSR [CG98]. In particu-
lar, as proved in [SMSR02], the best among them is the Hazy Sighted Link State
(HSLS) [SSR01] [SR01] in which routing updates are flooded in the network with a
binary exponential sequence. Hence, taking into account these analytical studies and
our experimental results, a prototype of the HSLSL protocol has been developed from
scratch. This decision is twofold:
• any HSLS implementation is not available
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• an implementation from scratch allows us to add new features to the prototype,
increasing the value of the work
In addition to the basic functionality, the HSLS protocol has been enhanced with:
1. a mechanism to guarantee the reliabilty of LSU packets with any introduction
of additional control overhead
2. a module that allows cross-layer interactions, thus resulting in an easy integration
with the cross-layer prototype
In the following sections an overview of how HSLS works and a complete view of
the system architecture with tecnical details are described.
7.2 Hazy Sighted Link State Routing Protocol (HSLS)
In Hazy Sighted Link State protocol [SSR01] [SR01], similarly to others link-state
proactive protocols, each node sends periodic route updates (LSU packets) containing
its one-hop neighborhood, allowing other nodes to have a complete view of the network;
but, as explained previously, to reduce the overall control overhead, and have good
scalability properties, there is a restriction of the scope of routing updates in time
and/or space. Specifically, periodically each node broadcasts the list of its 1-hop
neighbors over the network with a frequency that decreases with distance. Thus each
node has a partial knowledge of the topology (i.e. not real-time uploaded); its topology
view is more precise in the nearby and more hazy far from a node. This strategy, if
coupled with a forwarding strategy that in each node independently selects the next
hop towards a destination, is expected not causing any major impact on the selection
of the path towards the destination.
In HSLS periodic updates occur at discrete time interval. A node collects one or
more link status changes in a single packet which is transmitted only at particular
time instants that are multiple of te seconds. Furthermore, the dissemination of this
information is controlled by specifying the area of the network in which the Link State
Update (LSU) will be distributed. This control is implemented by setting the TTL
(Time To Live) field of the LSU packets thus limiting the number of hops the packet
will perform in the network. More precisely, let us indicate with 0 the time instant
at which a node sends a global LSU (packet that travels over the entire network),
providing a complete knowledge of link changes to all nodes in the network, then a
node wakes up:
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Figure 7.1: LSUs generation process in high mobility scenario.
• every te seconds, and transmits an LSU with the TTL field equal to 2 if there
has been a link status change in the last te seconds;
• every 2∗ te seconds, and transmits an LSU with TTL field equal to 4 if there has
been a link status change in the last 2 ∗ te seconds;
• ...
In general, a node wakes up every 2i ∗ te seconds (with i = 0, 1, 2, 3) and sends an
LSU with TTL = 2i+1 if there has been a link status change in the last 2i ∗ te seconds.
If the value 2i+1 is greater than the distance from this node to any other node in the
network, the TTL field is set to infinity (i.e., a global LSU) and all counters and timers
are reset.
Figure 7.1 and 7.2 show some examples of HSLS’s LSUs generation process. In
Figure 7.1 we assume a high mobility scenario in which a link change occurs every
te seconds, and hence LSU packets, represented by vertical arrows, are sent in the
network every te seconds; The height of the arrow represents the TTL value. On
the other hand, the Figure 7.2 represents a lower mobility scenario in which there is
not a link change every te seconds. Specifically, changes are marked with an ’x’ on
time axis and, as it appears in the figure, that LSU packets are less frequent, and it
may happen that some updating points are skipped if in the last interval no change
occurred. The above approach guarantees that 2i+1 hops neighbors from a tagged
node will realized topology changes at most after 2i ∗ te seconds. Figure 7.3 shows the
latency in propagation of link state information performed by HSLS protocol.
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Figure 7.2: LSUs generation process in low mobility scenario.
Figure 7.3: Maximum refresh time as a function of distance from link event.
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7.3 HSLS enhancements
7.3.1 Reliable HSLS
Generally, link state routing protocols don’t provide any form of acknowledgement for
the control packets because link state information is spread in the network using a
broadcast process. Moreover, the 802.11 MAC protocol delivers broadcast packets in
an unreliable fashion, i.e. without an explicit acknowledgement. Therefore if a node
sends an LSU and it is lost due to collisions or channel interference, that packet is never
retransmitted neither at network, nor at link layer. To guarantee a reliable delivery of
LSU packets, a reliability mechanism should be added to HSLS. Hereafter, we present
our approach to improve HSLS reliability in an efficient way.
Instead of introducing additional control packets, broadcasted LSUs are used as ac-
knowledgements of the LSU previously sent. In order to record the history about LSUs
sent and received from the network, each node stores them in two caches: sentLSUcache
maintains information about LSUs generated by the node itself; instead receivedLSU-
cache stores LSUs coming from other nodes.
Referring to Figure 7.4, let’s suppose that a node X is a originator of an LSU packet;
after its reception, a generic node A forwards it with TTL = i. Node A will consider
an ACK for this LSU packet, ACK LSU, any LSU packet it will receive from its 1-hop
neighbors with originator node X and TTL = i − 1. More precisely, the following
procedure is executed on each node to guarantee reliability of the LSU dissemination
process:
1. Node A sends an LSU with TTL = i;
2. Node A counts the number of ACK LSU packets received from its 1-hop neighbors
during a fixed time window T ≪ te; in particular, it stores the number of received
ACK LSU for each LSU into sentLSUcache if it is the originator of this LSU, or into
receivedLSUcache otherwise;
3. If the number of ACK LSU ≥ ACK threshold, it can be assumed that the LSU sent
by A has been correctly received from most of its neighbors; on the other hand,
if the number of ACK LSU < ACK threshold node A has to retransmit the same
LSU again;
4. An explicit ACK LSU is sent in the last hop. The explicit ACK LSU, named
ACK exp, is a copy of the received LSU without message body.
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Figure 7.4: ACK LSUs generation process.
The fourth point assures the uniformity in the reliability process also in the last hop.
Suppose that node C (in Figure 7.4) forwards an LSU packet with TTL = 0; nodes D
and E receive and process it, but they will not forward it anymore because of the TTL
value. Consequently, the timeout T at node C would expire without having received
any acknowledgment. Thus, node C would make a wrong decision to retransmit that
LSU packet. To avoid this, node D and E will send an explicit ACK LSU (ACK exp)
to the sender C as confirmation of their previously correct reception. In this way only
negligible additional control traffic is added to the original protocol.
The ACK threshold should be a value between 1 and the number of 1-hop neighbors.
For instance, using the lowest value 1 we guarantee that at least one neighbor has
received the original LSU propagating route updates in one direction. We are currently
investigating how the ACK threshold value affects the HSLS’s behavior in terms of
both overhead and reliability.
7.3.2 Cross-layer interactions with HSLS
One of the major challenges in the research on mobile ad hoc networks is to form a
functional network with good performance and, at the same time, able to communicate
with the rest of the Internet. The IETF MANETWG proposes a view of mobile ad hoc
networks as an evolution of the Internet. It consists of a layered architecture with an
IP-centric view of the network. The use of the IP protocol simplifies MANET intercon-
nection to the Internet, also guaranteing the independence from wireless technologies
[MC04]. However, current results show that the layered approach is not equally valid in
terms of performance [GW02]. The layered approach leads the research efforts mainly
to target isolated components of the overall network design (e.g., routing, MAC, power
control). Each layer in the protocol stack is designed and operated separately, with
interfaces between layers that are static and independent of the individual network
91
7 Towards a further optimized scalable proactive routing protocol: Hazy Sighted Link State
constraints and applications. However, in a MANET some functions cannot be as-
signed to a single layer. For example, energy management, security and cooperation,
quality of service cannot be completely implemented in a single layer but they are
developed by combining and exploiting mechanisms implemented in all layers.
Two solutions allow to export informations between not-adjacent layers. At one end,
solutions based on layer triggers are still compatible with the principle of separation
among layers. Layer triggers are pre-defined signals to notify some events to the higher
layers, e.g., failure in data delivery, thus increasing the cooperation among layers. On
the other end, solutions based on a full cross-layering-design represent the other ex-
treme in order to exploit, in the protocols design, layers’ interdependencies to optimize
the overall network performance. These approaches allow the possibility of protocols
belonging to different layers to cooperate by sharing network-status information still
maintaining layers’ separation for protocols design. In this case, control information
is continuously flowing top down and bottom up through the protocols’ stack and a
protocol behavior adapts both to higher and lower protocols’ status. For example,
the physical layer can adapt rate, power, and coding to meet the requirements of the
application given current channel and network conditions; the MAC layer can adapt
based on underlying link and interference conditions as well as delay constraints and
bit priorities. Adaptive routing protocols can be developed based on current link, net-
work, and traffic conditions. Finally, the application layer can utilize a notion of soft
QoS that adapts to the underlying network conditions to deliver the highest possible
application quality [GW02].
In the framework of the IST-FET MOBILEMAN project we have defined a reference
architecture for MANET able to exploit the advantages of a balanced cross-layer de-
sign (see [D10]). Figure 7.5 shows the MOBILEMAN cross-layer reference architecture.
Briefly, in this architecture, cross layering is limited to parameters and implemented
through data sharing. As shown in the figure, the Network Status module is a shared
memory that stores all the network status information collected by the network proto-
cols. All protocols can access this memory to write the information to share with the
other protocols, and to read information produced/collected from the other protocols.
This avoids duplicating the layers’ efforts for collecting network-status information,
thus leading to a more efficient system design. In addition, inter-layer co-operations
can be easily implemented by variables sharing. However, protocols are still imple-
mented inside each layer, as in the traditional layered reference architecture. This
guarantees several advantages:
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Figure 7.5: Cross-layer reference architecture.
• full compatibility with standards since it is not necessary to modify the core
functions of each layer.
• robust to upgrading, and protocols belonging to different layers can be added/removed
from the protocol stack without modifying the operations at the other layers.
• all the advantages of a modular architecture are maintained.
To summarize the MOBILEMAN reference architecture tries to achieve the advantages
of a full cross layer design (i.e., joint optimization of protocols belonging to different
layers) still satisfying the layer separation principle. Information regarding the network
topology, energy level, local position, etc., is made available by the NeSt to all layers,
in order to achieve optimizations, and offer performance gains from an overhead point
of view. Although this awareness is restricted to the node’s local view, protocols can be
designed so as to adapt the system to highly variable network conditions (the typical
ad hoc characteristic).
In particular, in the framework of the MOBILEMAN project, we focus on cross-layer
interactions between routing and the middleware layers, as shown in Figure 7.6. We
investigate how middleware level can benefit of information collected at network layer
to build its overlay network. In this case the network layer could contribuite export-
ing its network topology helping the middleware layer to maintain a corrispondence
between phisical and logical space address. In addition the middleware layer could
exploit the presence of a proactive routing protocol to run a Service Discovery process
spreading middleware information encapsulated into routing packets.
To this aim the prototype of HSLS routing protocol is able to be integrated with the
cross-layer prototype allowing cross-layer interactions between routing and middleware
layers.
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Figure 7.6: Cross-layer interactions between routing and middleware protocols.
7.4 HSLS Implementation
In the following subsections an overwiew of the prototype implementing the enhanced
HSLS routing protocols is presented. The complete HSLS architecture, the used infor-
mation repositories and the interactions between packages are shown, also specifying
implementation decisions and tecnical details. The HSLS module is implemented for
the Linux platform due to its open-source nature that allows accessing to OS kernel
freely. Furthermore, since the Linux kernel, together with most other parts of the OS,
is written in C, we have decided to use the C language; in this way, direct communi-
cations such as recovering of network information or frequently interactions with the
kernel routing table (e.g. routes’ addition and removal) become easier and faster.
7.4.1 Neighbor Discovery
Obviously, HSLS needs some mechanism to discover its 1-hop neighbors and detect
the status of link communication with them. To this aim Hello packets are sent in
the network periodically. Figure 7.7 shows the simple procedure used by a node to
discover its 1-hop neighbors. Node A sends an empty Hellomessage (event 1 in figure).
Node B receives this message and stores node A as its asymmetric 1-hop neighbor. B
generates an Hello message declaring node A as its asymmetric neighbor (event 2).
A receives B’s Hello and stores B as its symmetric neighbor since it has found its
address in B’s Hello. In the next Hello message generated by node A, it declares
node B as symmetric (event 3). This time node B updates the status of node A in
symmetric. The next Hello message emitted by node B cointains node A declared as
symmetric (event 4).
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Figure 7.7: Neighbor discovery procedure using Hello packets.
In Hellomessages each node transmits information about its 1-hop neighbors related
to the wireless interface on which the message is sent, declaring also the type of the
link. 1-hop neighbors are stored in Hello messages groupping by the link status. The
Section 7.4.7 explains the format of Hello packet.
7.4.2 Topology Dissemination
Link-state routing protocols are based on a flooding process of topology information.
Each node trasmits its local topology information encapsulated into LSU packets,
thus the other nodes in the network are able to build their own view of the topology.
In particular, in order to reduce the network load, the HSLS protocol implements an
efficient dissemination procedure as deeply discussed in Section 7.2. The Figure 7.8
shows the procedure for LSU generation.
In LSU messages each node transmits only information about its 1-hop neighbors
that are declared as symmetric, omitting those stored as asymmetric since they are
not required in the routing calculation process. Thus, the size of LSU packets is reduced.
The Section 7.4.7 explains the format of LSU packet.
7.4.3 Processing & Route Calculation phase
In this phase all incoming packets are processed and the corrispondent information
repositories are updated. In addition, the routing table is computed. Basically, once
a packet comes from the network, the following actions can be executed:
• Discard the packet if it is found invalid (e.g. if the packet type is not valid or if
it is a duplicate packet)
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Figure 7.8: Diagram for LSU generation.
• Process the packet according to specific instructions related to the packet type
• Update the related data structures
• Compute the routes towards all nodes in the network using the Dijkstra’s algo-
rithm
• Forward the packet if it is an LSU and its TTL field is ≥ 1
7.4.4 Garbage Collector
The heart of a table driven routing protocol is the repositories in which the current
state of the network is stored. All these tables have an associated timeout to maintain
fresh all stored information. This means that when the timeout is expired the relative
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entry has to be deleted. Thus, all table’s entries are periodically checked and deleted
if the associated timeout is expired. As consequence, a new recalculation of all routes
is needed and the Dijkstra’s algorithm is used to this aim.
7.4.5 HSLS Software Architecture
The Figure 7.9 shows the software architecture for HSLS. It consists of six main pack-
ages with different functionalities and able to manage related data structures. Specif-
ically, we have:
♦ Initialization: it initializes data structures, manages wireless interface and sets
socket options
♦ Socket Manager: it manages the socket used to send and receive packets from
the network
♦ Packet Manager: it is the core of the HSLS deamon. It defines, generates and
process HSLS messages and updates data structures
♦ Information Repositories: it contains all data structures used to store local
node information and usd by the HSLS protocol to collect routing information
♦ Garbage Collector: it always maintains fresh and valid routing information
deleting old entries in the information repositories
♦ NeSt Communicator: it is used in the cross-layer architecture in order to inter-
face the routing protocol with the NeSt functionalities
Specifically, the Packet Manager package implements the most number of HSLS
functionalities. In particular it can be divided into the following four sub-packages:
⋆ Hello: it defines and generates the Hello messages used for the neighbor discovery
procedure
⋆ LSU: it defines and generates the LSU messages according to LSU generation
procedure as explained in Section 7.2
⋆ Processing: it processes all the messages defined by HSLS, updates the data
structures and computes the routing table
⋆ Reliability: it implements the Reliability process as previously explained (see
Section 7.3.1)
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Figure 7.9: Package scheme of the HSLS implementation.
7.4.6 HSLS Data Structures
The HSLS deamon maintains running state into several information repositories. These
data structures are inizialized during the start-up of the HSLS protocol and updated
dynamically during the processing phase; the stored information is used to generate
messages. Here follows a brief look at the different information repositories used in
HSLS.
⋆ Interface: it contains local information of the node (e.g. socket descriptor, name
interface, wireless interface, network information, ).
⋆ Topology Table (TT): it stores information of all known nodes of the network.
For each connected couple of nodes, the associated link status is also maintened
(i.e. ASYM/SYM).
⋆ Minimum Tree (MT): it used to apply the Dijkstra’s algorithm in order to find
the shortest path towards each node in the network.
⋆Routing Table (RT): it contains the result of the Dijkstra’s algorithm. Each entry
registers the next hop (gateway), the corrispondent mask and the associated
cost to reach each node of the network. Moreover, the RT cointains general
information of the network, such as number of nodes, number of stored routes
and the maximum distance in term of hops to the farthest node.
⋆ SentLSUcache (LSC): it maintains information about LSUs generated by the
node itself. In particular, for each emitted message, a copy of the message,
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together with the number of ACK LSU received in the fixed time window, are
stored in the cache.
⋆ ReceivedLSUcache (RLC): it stores information about LSUs coming from other
nodes. In particular, for each received message, a copy of the message, together
with the number of received ACK LSU received in the fixed time window, are
stored in the cache.
⋆ Monitor Topology: it is responsible for detecting changes in the Topology Table.
Whenever changes are being made to entries in TT (e.g. insertion/removal due to
topology changes or timeout expiration of some entries), the change topology field
in this data structure is setted causing the recalculation of all routes performing
the Dijkstra’s algorithm.
⋆ Service: it is used in the cross-layer architecture to exchange information between
routing and middleware layer. The optional information to be encapsulated or
extracted by LSU packets are stored here.
As previously said, SentLSUcache (LSC) and ReceivedLSUcache (RLC) are used as
repositories of LSU information. In particular, they are used for a twofold reason: to
implement the reliability process (as explained in Section 7.3.1), but also to detect
duplicate packets in order to avoid their processing.
The correct behavior of the HSLS behavior is strictly correlated to these struc-
tures; stored information must be always fresh and valid to assure good decisions in
routes’ calculation and packets’ delivery. Hence some data structures’ entries have an
associated timeout, i.e. the Topology Table and the two caches. More precisely:
i) in TT this value indicates how long the stored information can be considered valid
and it is set according to a validity time contained in the packets, as explained
in the following section. The timeout is set to the sum of the current time and
the validity time. As a result, when the current time is higher than the stored
time, the tuple is invalided and its content is not used
ii) in the other two caches (i.e. LSC and RSC) the timeout is set to the time window T
used for the reliability process; after its expiration there will be a retransmission
of the same LSU
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Figure 7.10: HSLS packet format.
7.4.7 HSLS Packets
HSLS utilizes several control packets. It sends routing information over the network
using Hello packets during the 1-hop neighborhood’s discovery phase, and LSU packets
during the topology dissemination phase. Furthermore, in our HSLS implementation,
special packets for the reliability process (ACK exp) and packets for the cross-layer
interaction (LSU opt) must be generated, as well.
As in the other link-state routing protocols, all packets are trasmitted with a broad-
cast transmission. They are further encapsulated in UDP datagrams and then sent
through the network using UDP connections.
Our HSLS module uses a unified packet format to flood information in the network.
As shown in Figure 7.10, the HSLS packet is made of a Packet Header, a Message
Header and a Message Payload of a variable length. More precisely:
♦ Packet Sequence Number (PSN): (2 byte) it is incremented each time a new
HSLS packet is generated and transmitted in the network.
♦ Packet Length (PL): (2 byte) the field stores the total length (in byte) of the
packet.
♦ Originator Address (OA): (4 byte) since each node in the network is uniquely
identified with an IP address, this field represents the IP address of the node
that has generated the packet. This value does not change during the flooding
process.
♦ Time to Live (TTL): (1 byte) it contains the maximum number of propagation
hops for a packet; each time a node receives a packet it decrements the TTL field
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before broadcasting it to the network; if its value is equal to 0 the forwarding
process is stopped.
♦ Packet Type (PT): (1 byte) it indicates which type of packet is encapsulated.
Possible values are Hello, LSU, LSU opt and ACK expl.
♦ Validity Time (VT): (2 byte) this value indicates how long a node can consider
valid the packet information after its reception.
♦ Link Type (LT): (2 byte) it indicates the type of link between the originator node
and the advertised neighbors listed after this field. Possible values are symmetric
link (SYM) and asymmetric link (ASYM).
♦ Address Size (AS): (2 byte) this field stores the length (in byte) of the list of
advertised neighbors that follow a LT field.
♦ Neighbor Address (NA): (4 byte) it represents the main IP address of the
advertised neighbor node.
♦ Optional: this field contains information coming from other levels that are not
strictly correlated with the routing protocol (i.e. services for middleware).
As explained in the previous sections, the Hello packet contains the list of neigh-
bors considering both symmetric and asymmetric links, while only 1-hop neighbors
connected through symmetric links are stored in LSU packets. The LSU opt packet is
an ordinary LSU which also encapsulates in the Optional field extradata coming from
the NeSt. The ACK exp packet, used in the reliability process, is made only of Packet
and Message Header without any Message Payload.
7.4.8 HSLS Modules Interactions
To optimize the system performance, the software architecture of HSLS protocol is
represented by a multi-thread system consiting of several threads running concurrently,
using the POSIX thread library pthread. After an initialization phase in which all
repositories are initialized, six main threads are created: Hello thread, LSU thread,
Reliability thread, Processing thread, Route Calculation thread, the Garbage Collector
thread.
As previously explained, the Hello and LSU threads generate their own messages
according to the relative procedures recovering information from the TT and then
update the SLC cache. The Reliability thread checks the relative caches (SLC and
101
7 Towards a further optimized scalable proactive routing protocol: Hazy Sighted Link State
Figure 7.11: HSLS information repositories relation overview.
RLC) and generate its message according to the Reliability procedure. The Processing
thread receives all incoming packets, checks for duplicate packets looking into the RLC
cache, processes them, updates the TT and in case sets the Monitor Topology if it has
modified the TT. The Garbage Collector thread periodically checks data repositories
to delete expired entries, setting the Monitor Topology if the TT has been modified.
The Route Calculation thread checks the Monitor Topology and when its value is
changes, it wakes up computing the routing table according the Dijkstra’s algorithm
using information in TT; as consequence it updates the RT and the Kernel Routing
Table using ioctl system call.
Since HSLS system runs in thread, it is possible that there can be simultaneously
multiple accesses to the same data structures. The Figure 7.11 displays an overview
of the information repositories and their relationship with the different threads. For
example when a Hello packet is generated by reading information stored in TT, and
at the same time an LSU packet is processed causing the update of the same repository.
In order to guarantee data integrity, (part of the code of) threads must run in mu-
tual exclusion locking and unlocking shared resources when they are needed; pthread
mutex are used with this aim.
7.5 Conclusions
In the framework of this thesis, we worked to identify, if possible, a routing protocol
suitable for multi-hop networks in terms of scalability, performance and efficiency, but
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also able to provide a rich set of information about the network that can be exploited in
a cross-layer architecture. The experimental evaluation presented in previous chapters
shows that, in contrast with MANET community, the use of a proactive protocol as
OLSR does not penalize the system performance. Moreover, recent studies [SMSR02]
[SSR01] have analytically proved that theHazy Sighted Link State (HSLS) routing
protocol [SR01] exhibits good performance in term of scalability. HSLS is a Link
State protocol with Limited dissemination in which routing updates are flooded in the
network with a binary exponential sequence. In the framework of this thesis, a software
module that implements the HSLS routing protocol has been designed and developed.
In addition to the basic functionality, the HSLS protocol has been enhanced with:
i) a mechanism to guarantee the reliabilty of LSU packets with any introduction of
additional control overhead; ii) a module that allows cross-layer interactions, thus
resulting in an easy integration with the cross-layer prototype. Its basic functionality
has been successfully tested in network of 4-5 nodes. As next step a new experimental
phase is planned in order to verify HSLS advantages promised by theoretical analysis
and to compare it with the other MANET routing protocols.
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In this thesis we have investigated the behaviour and the efficiency of routing protocols
for MANET adopting an experimental approach. In fact, in current MANET reaserch
most of them have been evaluated and compared through simulations, but they in-
troduce simplifying assumptions (e.g., radio propagation model) that mask important
characteristics of the real protocols behavior.
This work started from the study of a single-hop Ad Hoc network where we have
evaluated the behaviour of IEEE 802.11 protocol, with particular attention to analyze
the communication zone (TXrange(x)), (i.e., the maximum distance at which two
nodes are able to correctly detect transmissions of each other) and the Physical Carrier
Sensing zone (PCSrange), (i.e., the zone around a sending node within which another
node senses the channel busy). Based on these measurements, we have defined an
innovative wireless link model for 802.11 devices with a consequent redifinition of the
traditional hidden and exposed node formulations.
Then we focused on multi-hop Ad Hoc network analysing performance of routing
protocols. In particular, we selected two robust available implementations of routing
protocols for MANET, specifically OLSR [CJ03] and AODV [PR03], and we compared
them in different environments, i.e. indoor and outdoor, and different topology, i.e.
static and mobile, starting from small-scale network (2-4 hops size with 8 nodes) up
to medium-scale network (7-8 hops size with up to 23 nodes). We evaluated their
performance from the efficiency and QoS standpoint. Our results highlight severe
QoS problems when using AODV due to the reactive nature of the protocol, and
indicate that, with a proactive protocol the network perform better. Furthermore,
when considering higher level protocols on top of Ad Hoc test-bed, e.g. FreePastry or
an optimized p2p platform named CrossROAD [Del05], benefits in using a proactive
approach are more evident [D8][D16][BCDP05].
These results encourage to identify a routing protocol suitable for multi-hop net-
works in terms of scalability, performance and efficiency in the class of proactive pro-
tocol. As proved in [SMSR02] [SSR01], the Hazy Sighted Link State (HSLS)
routing protocol [SR01] exhibits good performance in term of scalability. In particu-
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lar, in HSLS routing information are propagated to the network nodes with a frequency
that decreases with the distance using a binary exponential sequence. As a result, each
node builds a ”self-centered” topology view, which becomes hazy as the distance grows.
In the framework of this thesis, an enhanced version of the HSLS routing protocol has
been designed and developed, adding i) a mechanism to guarantee the reliabilty of
LSU packets with any introduction of additional control overhead, and ii) a module
that allows cross-layer interactions, thus resulting in an easy integration with the cross-
layer prototype. The basic functionality of HSLS module has been successfully tested
in network of 4-5 nodes [D10]. As next step a new experimental phase is planned in
order to verify HSLS advantages promised by theoretical analysis and to compare it
with the other MANET routing protocols.
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