Two-body loss rates for reactive collisions of cold atoms by Cop, Christian & Walser, Reinhold
Two-body loss rates for reactive collisions of cold atoms
C. Cop∗ and R. Walser
TU Darmstadt, Institut für Angewandte Physik, D-64289 Darmstadt, Germany
(Dated: January 10, 2018)
We present an effective two-channel model for reactive collisions of cold atoms. It augments
elastic molecular channels with an irreversible, inelastic loss channel. Scattering is studied with the
distorted-wave Born approximation and yields general expressions for angular momentum resolved
cross sections as well as two-body loss rates. Explicit expressions are obtained for piece-wise constant
potentials. A pole expansion reveals simple universal shape functions for cross sections and two-
body loss rates in agreement with the Wigner threshold laws. This is applied to collisions of
metastable 20Ne – 21Ne atoms, which decay primarily through exothermic Penning-, or Associative-
ionization processes. From a numerical solution of the multichannel Schrödinger equation using the
best currently available molecular potentials, we have obtained synthetic scattering data. Using the
two-body loss shape functions derived in this paper, we can match these scattering data very well.
I. INTRODUCTION
Understanding reactive collisions of metastable rare
gas atoms (Rg*) is a central topic in trapping such
species. Major loss processes in Rg* collisions are Pen-
ning Ionization (PI) and Associative Ionization (AI) [1, 2]
PI : Rg* + Rg* −→ Rg + Rg+ + e−,
AI : Rg* + Rg* −→ Rg+2 + e−.
(1)
In current trapping experiments [3], it is possible to ob-
serve the reaction kinetic with high resolution and in
real-time, as the ionic fragments can be detected with
single-ion precision.
In order to parametrize cold ionizing collisions such as
PI and AI, different models have been presented. The
quantum reflection model [4] has been applied success-
fully to explain two-body loss rates in cold collisions of
metastable rare gas atoms, for He* collisions [5–7], Xe*
collisions [8] and Kr* collisions [9]. This model assumes
complete ionization at short-range and predicts universal
scattering rates for collisions of different isotope mixtures
in agreement with mass scaling.
Current cold Ne* experiments of G. Birkl et al. [10–
12] have provided new data on elastic as well as inelastic
scattering. The isotope composition of the Ne gas con-
sists of the bosonic (B ) and fermionic (F) isotopes with
natural abundance, i.e. 20Ne (90.48%, B), 21Ne (0.27%,
F), 22Ne (9.25%, B) [13]. Homonuclear [10, 12] and het-
eronuclear collision rates [11] were obtained, preparing
polarized as well as unpolarized subensembles with re-
spect to the internal magnetic substates. The experiment
uncovers deviations from a fundamental mass scaling law
for the elastic and inelastic scattering rates of different
isotopes. Thus, a simple quantum reflection model is in-
sufficient.
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Figure 1. (Color online) Effective two-channel reaction model:
molecular scattering channel 1 coupled to loss channel 2. Ra-
dial molecular potentials v11(r) (solid, blue) and loss poten-
tial v22(r) (dashed, red) are coupled by v12(r) (dash-dotted,
black). At large separations, the potentials approach the
channel thresholds ∆ii with ∆11 > ∆22 and all couplings
vij(r) vanish. The straight thin dashed black lines indicate
bound states.
To match these experimental facts, we consider an ef-
fective two-channel model using molecular potentials [14,
15] with van-der-Waals interaction at long-range [16] for
the elastic channels as shown in Fig. 1. The free param-
eters of the fictitious inelastic loss potential, as well as
the coupling strength were obtained from a finite tem-
perature fit to the scattering data with very good agree-
ment. The threshold scattering rates of the numerical
two-channel model are also in very good agreement with
recent non-universal models for reactive collisions [17–
19], which have been applied successfully to atom-ion col-
lisions [20], polar molecule collisions [21–25] and collisions
of other species [26]. For details, we refer to Ref. [27].
In this article, we will complement the numerical ap-
proach with an analytical study of the two-channel model
using piecewise constant couplings and potentials, only.
Within this hypothesis, scattering can be studied ana-
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2lytically in the complex k- or E-plane. The coupling
strength between the molecular channel and the loss
channel should be weak on physical grounds. There-
fore, we will employ the distorted-wave Born approx-
imation (DWBA), which is introduced in Sec. II and
yields a general expression for the partial-wave resolved
two-body loss rates. Moreover, we introduce the con-
cepts of the pole expansion of the S-matrix. Coupled
square-wells are an illuminating application of the pre-
vious discussion. Exact and DBWA solutions are pre-
sented in Sec. III. However, even this simple model yields
explicit expressions, which are too complex for interpre-
tation. Therefore, we will step back to single channel
scattering in Sec. IV and revisit the well known results
s-, p-, and d-wave scattering phases and cross sections
[28]. Already there, the complex analytical expression
conceal the essential physics, which is uncovered only
by a pole expansion. In Sec. V, we merge the insights
from the previous sections and study the two-body loss
rates. Exact square-well results for s-, p-, and d-waves
are compared to explicit expressions (shape functions)
using the pole approximation. These shape functions are
consistent with the Wigner threshold laws and are de-
picted for some suitably chosen parameters. Finally, in
Sec. VI, we demonstrate the utility of these physically
motivated shape functions. While originally derived for
square well potentials, they are also very well suited to
interpolate synthetic scattering data obtained from the
two-channel van-der-Waals model for the 20Ne-21Ne col-
lisions [27]. The article ends with conclusions and two
appendices regarding definitions of Riccati-Bessel func-
tions and details on the pole expansion in the complex
plane.
II. MULTICHANNEL SCATTERING
In order to understand the reactive quantum kinetics
of Eqs. (1) quantitatively, one needs to consider two cou-
pled channels, as depicted in Fig. 1. There, a molecular
state manifold or channel 1 can either scatter elastically
within the manifold, or inelastically to a loss channel 2.
This removes particles irreversibly from the interaction
zone. In the rest-frame of the collision partners, the state
manifold H= span{k ∈ R3, i ∈ {1, 2}||k, i〉} is spanned
by plane-waves decorated with a channel subscript. The
energy
H = H0 + V (r). (2)
consists of a asymptotically free Hamiltonian operator
H0 and a short range, matrix-valued potential V (r). To
keep the notation compact, we will use natural units ~ =
2µ = 1, with the reduced mass of the collision partners
µ = m1m2/(m1 + m2). Thus, H0 = p2 + ∆ denotes
the relative kinetic energy of the collision partners with
respect to the collision thresholds energies ∆ij = δij∆ii
with ∆11 > ∆22. Plane-waves are eigenfunctions of the
non-interacting two-particle system
H0|ki, i〉 = E|ki, i〉, E = k2i + ∆ii, (3)
with channel wave-numbers ki(E) =
√
E −∆ii deter-
mined by the energy E relative to the threshold energies
∆ii. The short range molecular potential
V = V I + V II =
(
v11 0
0 v22
)
+
(
0 v12
v∗12 0
)
(4)
can be decomposed into the potentials V I for each indi-
vidual channel and their coupling V II.
A. Two-potential formula for the T-matrix
Scattering in the presence of two potentials can be de-
scribed using the two-potential formula [29] for the T -
matrix elements
tij(ki,kj) = 〈ki, i|T |kj , j〉 (5)
= 〈ki, i|V I|kj , j,+I〉+ 〈ki, i,−I|V II|kj , j,+〉.
This expression introduces the scattering states |ki, i,±I〉
that are obtained in the absence of potential V II and the
fully coupled scattering states |ki, i,±〉. They are defined
by their corresponding Lippmann-Schwinger equations as
|ki, i,±I〉 = |ki, i〉+G±0 (E)iivIii|ki, i,±I〉, (6)
|ki, i,±〉 = |ki, i〉+
2∑
j=1
G±0 (E)iivij |kj , j,±〉, (7)
with G±0 (E) ≡ lim→+0 (E ± i−H0)−1 denoting the
free advanced (-) and retarded (+) Green’s functions.
The exact result Eq. (5) is most useful if the second
potential is weak and the Born series expansion is appli-
cable. To first order, the distorted-wave Born approxi-
mation for the T-matrix reads
tij(ki,kj) = t
(0)
ij (ki,kj) + t
(1)
ij (ki,kj) + O
(
V II
2
)
(8)
= 〈ki, i|V I|kj , j,+I〉+ 〈ki, i,−I|V II|kj , j,+I〉+ . . .
It is important to note that first order corrections due to
the second potential only occur in the off-diagonal ti 6=j
matrix element.
B. Scattering states in terms of Jost functions
To proceed in the analysis of reactive two-body scat-
tering, we will assume rotational invariant interactions
[27]. This implies angular momentum conservation and
suggests to use symmetry adapted, spherical coordinates
(r, θ, φ). Single channel scattering states with outgoing-
3or incoming asymptotics (±) are conventionally [29] de-
fined as
〈x|E, l,m,±〉 = il
(
2
pi
√
E
)1/2
ψ±l (E, r)
r
Ylm(θ, φ), (9)
with the reduced scalar wave-functions ψ±l (E, r), the
eigenvalues of the angular projection m on the quanti-
zation axis z and angular momentum l . If this is gener-
alized to multichannel scattering, the Schrödinger Eq. (2)
reads(
K2(E) + ∂2r − V (r)−
l(l + 1)
r2
)
Ψ±l (E, r) = 0, (10)
where the wave-number matrix Kij(E) = δijki(E) is de-
fined by the individual channel wave-numbers ki(E) as
in Eq. (3). In turn, the reduced scattering wave-function
Ψ±l (E, r) =
(
ψ±l,11(E, r) ψ
±
l,12(E, r)
ψ±l,21(E, r) ψ
±
l,22(E, r)
)
, (11)
becomes a 2 × 2 matrix to account for the two linearly
independent solutions in the scattering channels. They
are determined from the boundary condition at the origin
Ψ±l (E, r = 0) = 0 (12)
and the asymptotic behavior for the outgoing solution
Ψ+l (E, r) −→r→∞
i
2
{
hˆ−l (Kr)−
hˆ+l (Kr)√
K
Sl(E)
√
K
}
, (13)
as well as Ψ−l =
(
Ψ+l
)†. Here, hˆ±l are the Riccati-Hankel
functions as defined in appendix A and Sl(E) denotes the
S-matrix with angular momentum l.
The regular solution Φl(E, r) is another solution to
the Schrödinger equation Eq. (10). It is defined by the
boundary condition at the origin
Φl(E, r) −→
r→0
ˆl(Kr). (14)
In each channel, the solution approaches a Riccati-Bessel
function ˆl(kir) close to the origin and is smaller in ampli-
tude in all other coupled channels (cf. appendix A). Since
the coupled radial Schrödinger equation Eq. (10) and the
boundary condition Eq. (14) are real for real energies, the
regular solution is real as well. In the asymptotic region
the regular solution reads
Φl(E, r) −→
r→∞
i
2
{
hˆ−l (Kr)Fl(K)− hˆ+l (Kr)Fl(−K)
}
,
(15)
with the Jost matrix Fl(K) and its matrix elements fl,ij .
Comparing the asymptotic form of the scattering wave-
function Eq. (13) to the asymptotic form of the regular
solution Eq. (15) leads to the relation of the scattering
wave-function and the regular solution, given by
ψ+l (E, r) = Φl(E, r)F
−1
l (K), (16)
and to the relation of the Jost matrix and the S-matrix
Sl(E) =
√
KFl(−K)F−1l /
√
K. (17)
Using the constitutive relation between the S and the T
operator
S(E) = 1− 2piiδ(E −H0)T (E), (18)
one can connect all relevant entities. Within the
distorted-wave Born approximation from Eq. (8), the S-
matrix reads to first order as
Sl(E) =
(
s
(0)
l,11(E) s
(1)
l,12(E)
s
(1)
l,21(E) s
(0)
l,22(E)
)
+ O
(
V II
2
)
, (19)
where the diagonal S-matrix elements
s
(0)
l,ii(E) =
f
(0)
l,ii(−ki(E))
f
(0)
l,ii(ki(E))
= e2iηl,i(ki(E)). (20)
are the uncoupled solutions for the potential VI and given
in terms of the uncoupled Jost functions f(0)l,ii(ki), or
equivalently by scattering phases ηl,i(ki). For the sake
of readability, we have not included a further superscript
(0) in the scattering phase. The scattering phases
ηl,i(ki(E)) = η
b
l,i(ki(E)) + η
r
l,i(ki(E)), (21)
can be decomposed into a background contribution ηbl,i,
which is a slowly varying function of ki and a resonant
contribution ηrl,i, which changes rapidly across a reso-
nance. With this decomposition we can write for the
S-matrix elements
s
(0)
l,ii(E) = s
(0)b
l,ii (E) · s
(0)r
l,ii (E). (22)
In the following, we prefer to switch from the energy
parameter E to the wave-number k. All functions will
become functions of ki(E) while being implicitly func-
tions of E due to Eq. (3). The observable available for
measurement is the partial elastic scattering cross sec-
tion [29]
σ
(0)
l,ii(ki) = 2pi
2l + 1
k2i
(1− Re s(0)l,ii(ki)). (23)
The cross section for scattering of channel 1 to channel
2 in the DWBA is given by
σ
(1)
l,12(k1) = pi
2l + 1
k21
|s(1)l,12(k1)|2. (24)
The off-diagonal S matrix-elements are obtained from
the DWBA approximation Eq. (8) and the constitutive
relation Eq. (18) as
s
(1)
l,12(E) =
2
∫∞
0
dr ψ
(0)+
l,11 (E, r)v
II
12(r)ψ
(0)+
l,22 (E, r)
i
√
k1k2
(25)
=e2iηl,12(k1(E)),
4where ψ(0)+l,ii (E, r) are the uncoupled solutions of the ra-
dial Schrödinger Eq. (10) for the potential V I only, using
(ψ
(0)−
l,ii (E))
∗ = ψ(0)+l,ii (E). The complex phase ηl,12(k1) ∈
C considers also attentuation and can be decomposed
into a resonance- and a background contribution as in
Eq. (21).
The observable for measurement of atom loss in chan-
nel 1 is the two-body loss rate [8] which is given in terms
of the cross section from channel 1 to channel 2
β
(1)
l (k1) = 2k1σ
(1)
l,12(k1) = 2pi
2l + 1
k1
|s(1)l,12(k1)|2. (26)
It quantifies the loss of probability current from the elas-
tic scattering channel 1.
C. Pole expansion of the S-matrix
Scattering theory greatly benefits from complex anal-
ysis and the continuation of real parameters, like the en-
ergy E or the wave-number k, into the complex plane.
For finite-range potentials, it can be shown that the Jost
functions are entire functions of k. Then, the S-matrix is
analytic everywhere in the complex E-, or k-plane except
at singular points, when the Jost function vanishes [29].
For complex channel wave-numbers ki, the analytic
continuation of the uncoupled Jost functions reads
fl(k)
∗ = fl(−k∗). (27)
With the help of the Weierstrass factorization theorem
[30–32], one can express the Jost function
fl(k) =fl(0)e
ik
N ′∏
n=1
(
1− i k
κn
) N∏
n=1
(
1 + i
k
Kn
)
×
∞∏
n=1
(
1 +
k
k∗n
)(
1− k
kn
)
, (28)
as an infinite product of its zeros. For each of the N ′
virtual states of the scattering potential, there is a zero
of the Jost function on the negative imaginary axis at
k = −iκn with κn > 0. For each of the N bound states,
the Jost function vanishes on the positive imaginary axis
at k = iKn with Kn > 0. Moreover, there are always
infinitely many scattering resonances of the potential,
which correspond to the zeros of the Jost function at
k = kn and k = −k∗n with Rekn > 0.
From this representation of the Jost function, one ob-
tains the S-matrix of Eq. (20) as an infinite product of
poles in the complex k = k(E) plane
sl(E) =e
−2ik
N ′∏
n=1
κn + ik
κn − ik
N∏
n=1
Kn − ik
Kn + ik
∞∏
n=1
kn + k
k∗n + k
k∗n − k
kn − k
= e2iη
b
l (k) srl (E). (29)
For low-energy collisions, the analytical behavior of the
S-matrix is dominated by the resonant contribution srl
originating from states closes to the energy threshold.
The effect of the infinitely many other poles of the pole
expansion can be summarized in a slowly varying back-
ground scattering phase ηbl .
III. COUPLED SQUARE-WELLS
In order to put these general considerations to practical
use, we will study an elementary example of a weakly
coupled square-well potential, which is shown in Fig. 2.
There, the piecewise constant potential matrix reads
vij(r) =
{
vij r ≤ 1,
∆ij r > 1.
(30)
The two levels i ∈ {1, 2} are coupled within a radius
r < 1 and decouple outside ∆i6=j = 0. The depths of
the attractive potentials are parametrized by κi and the
inner level spacing is conveniently abbreviated by δv as
κ2i = ∆ii − vii > 0, (31)
δv = v11 − v22. (32)
Figure 2. (Color online) Effective two-channel square-well po-
tential vs. radius r. Within the range r < 1, the potentials v11
(solid, blue), v22 (dashed, red) and v12 (dash-dotted, black)
are constant. For radii r > 1, the potential matrix decouples
into the channel thresholds ∆11 and ∆22. The channel wave-
numbers k1, k2 are defined as in Eq. (3). The straight thin
dashed black lines indicate bound states.
The utility of the model is seen by solving it pertur-
batively in Sec. IIIA and exactly in Sec. III B. The com-
plexity of the solution conceals resonances and a simple
interpretation is possible only by the pole expansion pre-
sented in Sec. IV, eventually.
5A. Distorted-wave Born approximation
First, to initialize the DWBA, we need the solution
for the uncoupled square-well Schrödinger Eq. (10) with
v12 = 0. In the inner and outer region the solution reads
ψ
(0)+
l,ii (E, r) =
(
ki
qi
)l+1 ˆl(qir)
f
(0)
l,ii(ki)
, r ≤ 1,
s
(0)
l,ii(E)hˆ
+
l (kir)−hˆ−l (kir)
2i , r > 1,
(33)
where we have introduced channel wave-numbers qi and
ki for the inner and outer regions
q21 ≡ E − v11 = k21 + κ21, (34)
q22 ≡ E − v22 = k22 + κ22, (35)
and ki as in Eq. (3). The ansatz for the wave-function of
Eq. (33) introduces the Jost function f(0)l,ii(ki) by the re-
lation between the regular solution at the origin Eq. (14)
and the scattering solution Eq. (16). By matching the
wave-function smoothly at r = 1, one obtains the Jost
function f(0)l,ii(ki) = gl(ki, qi(ki)), from the auxiliary func-
tion
gl(k, q) = 2i
[
k
q
]l
qˆ′l(q)hˆ
+
l (k)− khˆ+
′
l (k)ˆl(q)
q(hˆ+
′
l (k)hˆ
−
l (k)− hˆ−
′
l (k)hˆ
+
l (k))
, (36)
and the S-matrix elements from Eq. (20) as
s
(0)
l,ii(E) =
qiˆ
′
l(qi)hˆ
−
l (ki)− kihˆ−
′
l (ki)ˆl(qi)
qiˆ′l(qi)hˆ
+
l (ki)− kihˆ+
′
l (ki)ˆl(qi)
. (37)
Second, in the next order of the DWBA the transition
matrix element reads
s
(1)
l,12(E) =
2v12
iδv
√
k1k2
(
k1k2
q1q2
)l+1
1
f
(0)
l,11(k1)f
(0)
l,22(k2)
× [q1 ˆl−1(q1)ˆl(q2)− q2 ˆl−1(q2)ˆl(q1)]. (38)
using Eqs. (25) and (33). Thus, we obtain the interesting
result that the transition matrix elements are given in
terms of the uncoupled Jost functions. Thus, their zeros
determine the poles of the S-matrix elements.
B. Exact solution
Obtaining the full Jost matrix Fl for the coupled
square-well analytically is a standard exercise. By match-
ing the wave-function at the intersection, one finds for the
diagonal elements
fl,11(k1) = gl(k1, q+) cos
2 α+ gl(k1, q−) sin2 α, (39)
fl,22(k2) = gl(k2, q−) cos2 α+ gl(k2, q+) sin2 α, (40)
and for the off-diagonal elements
fl,12(k1) =
sin 2α
2
[
k2
k1
]l+1
[gl(k1, q+)− gl(k1, q−)] , (41)
fl,21(k2) =
sin 2α
2
[
k1
k2
]l+1
[gl(k2, q+)− gl(k2, q−)] , (42)
defining a mixing angle α by tan 2α = 2v12/δv. The lin-
early independent solutions of the Schrödinger equation
in the inner region are characterized by the two wave-
numbers q± =
√
k2 − ε±, with an energy splitting
ε± =
1
2
(v11 + v22 ±
√
δv2 + 4v212). (43)
Finally, the solution for the S-matrix can be found from
the Jost matrix by Eq. (17). In particular, we are inter-
ested in the off-diagonal element and find
sl,12(E) =
√
k1
k2
f∗l,12(k1)fl,11(k1)−f∗l,11(k1)fl,12(k1)
fl,11(k1)fl,22(k2)−fl,12(k1)fl,21(k2) ,
(44)
with ki ≡ ki(E). Clearly, one recovers the DWBA ex-
pression for s(1)l,12 of Eq. (38) from a first order expansion
in O(v12/δv).
IV. SINGLE CHANNEL SCATTERING
The understanding of the coupled channel scatter-
ing process is complex as single-channel scattering res-
onances are intertwined with two channel mixing. It
is therefore prudent to dissect the problem and analyze
single-channel scattering first. This is achieved by turn-
ing off the coupling v12 = 0 between the channels and to
study scattering in channel 1 exclusively. Now, we have
the freedom to set the threshold energy ∆11 = 0.
With the goal of parameterizing cross sections and loss
rates for cold collisions of atoms analytically, we only
consider the lowest s-, p-, d- partial-waves. We will not
exhaustively study all conceivable cases, but demonstrate
the benefits of the pole expansion for certain instances.
In particular, for s-waves, we consider a potential with a
single weakly bound state in Sec. IVA and in Sec. IVB
for p- and d-waves with a single quasi-bound state. These
states dominate the behavior of the cross sections. We
will compare exact square-well results to the results from
a single-pole expansion due to the weakly bound state
for s-waves and from a two-pole expansion due to the
quasi-bound states for p- and d-waves, eventually.
To enhance the visibility of resonances in the examples,
we have deliberately chosen different potential depths for
each angular momentum channel as listed in Table I.
6Angular momentum l 0 (s) 1 (p) 2 (d)
Potential depth κ21 4.0 9.0 19.5
Zero of Jost function k1 0.638i 0.539 0.628
−0.100i −0.009i
Binding/resonance energy Er −0.407 0.281 0.395
Table I. Potential depth κ21, complex zero k1 of Jost function
f
(0)
l,11(k1) and binding or resonance energy Er = Re
2 k1−Im2 k1
in the uncoupled channel 1 for different angular momenta.
Potential depths were deliberately chosen individually, so that
each potential only supports one bound state (s), or one quasi-
bound state (p,d).
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1
)
Figure 3. Zero contour lines of the s-wave Jost function
Ref
(0)
0,11(k1) = 0 (solid) and Imf
(0)
0,11(k1) = 0 (dashed) in the
complex k1-plane for a potential depth κ21 = 4. The black dot
indicates the position of a bound state at k1 = iK1 = 0.638i
and corresponds to a binding energy of Er = −K21 = −0.407.
A. Scattering in the s-channel
Shallow three-dimensional attractive square-wells can
have zero, one, or more bound states. By increasing the
potential depth continuously, a virtual state with posi-
tive energy transforms into a half bound state at zero
energy and becomes a bound state with negative energy,
eventually. In the following, we will present the exact
scattering phase and cross section for s-waves and com-
pare these with the pole expansion approximations.
a. Exact solution For l = 0, the Jost function of
Eq. (36) reads
f
(0)
0,11(k1) =
eik1 sin q1
q1
(q1 cot q1 − ik1), (45)
and the S-matrix element follows from Eq. (20) as
s
(0)
0,11(k1) = e
−2ik1 q1 cot q1 + ik1
q1 cot q1 − ik1 . (46)
For real k1, it is unimodular |s(0)0,11| = 1 and the real
scattering phase reads
η0(k1) = npi − k1 + arctan k1
q1 cot q1
, (47)
where Levinson theorem [29] determines the zero energy
phase from the number of bound states n in the scattering
potential.
b. Single-pole expansion To be specific, we will con-
sider the s-potential well-depth in Table 3, which only
supports one weakly bound state. It emerges as a zero
of the Jost-function f (0)0,11(k1) = 0 at k1 = iK1 in the
complex k1-plane. Its zero contours are shown in Fig. 3.
For wave-numbers close to threshold, we assume that
the Weierstrass expansion Eq. (28) is dominated by this
value. All other zeros contribute to the background scat-
tering phase ηp,b0 .
◇□○
0.5 1.0 1.5 2.0
k1
π
2
πηl
Figure 4. (Color online) Exact scattering phase ηl(k1) (solid)
and single-pole approximation ηpl (k1) (dashed) versus k1 for
the l = 0 (black, ), l = 1 (blue, ) and l = 2 (red, ◦) partial
waves.
Now , the single-pole expansion of the S-matrix reads
s
(0)p
0,11(k1) = s
p,b
0,11(k1)s
p,r
0,11(k1) = e
2iηp,b0
K1 − ik1
K1 + ik1
, (48)
and the background scattering phase is approximated
from a Taylor series at k1 = 0 of Eqs. (46) and (48)
up to linear order as
ηp,b0 (k1) =
1
2i
log
s
(0)
0,11
sp,r0,11
≈ npi + (1− ascK1) k1
K1
. (49)
7The mathematical phase ambiguity is resolved physically
by Levinson’s theorem, counting the number of bound
states n ∈ N0 [33]. Moreover, we denote the s-wave
scattering length for the square-well potential [28] as
asc = 1 − tanκ1/κ1. The resonance contribution ηp,r0
can be obtained from the second term in Eq. (48). For
real k1, it can be transformed into
ηp,r0 (k1) = − arctan
k1
K1
, (50)
using trigonometric relations [34]. Consequently, the
single-pole expansion of the total scattering phase
Eq. (21) is
ηp0(k1) = npi + (1− ascK1)
k1
K1
− arctan k1
K1
. (51)
In Fig. 4, the scattering phase ηp0 of the pole expansion
is compared to the exact scattering phase η0. It can be
seen that they coincide almost perfectly for small wave-
numbers. We have chosen the potential depth parameter
to accomodate one bound state, thus the scattering phase
approaches pi at threshold. Analogously, we depict in
Fig. 5 the exact s-wave elastic cross sections of Eq. (23)
with the pole expansion. On the scale shown in the figure,
there is hardly any difference.
◇ □
○
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Figure 5. (Color online) The exact partial cross section
σ
(0)
l,11(k1) (solid) and the single-pole approximation (dashed)
versus k1 for l = 0 (black, ), l = 1 (blue, ) and l = 2
(red, ◦) partial waves are almost indistinguishable. Using only
the Breit-Wigner approximation σ(0)p,rl=1,11(k1) (dotted, blue) of
Eq. (59) leads to significant deviations in shape and resonance
position kr =
√
Er = 0.530 (vertical black line).
B. Scattering in the p-channel
In contrast to the s-channel, one can not have any vir-
tual states for higher angular momenta. Resonant states
with energies below the angular momentum barrier are
called quasi-bound states.
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Figure 6. Zero contour lines of the p-wave Jost function
Ref
(0)
1,11(k1) = 0 (solid) and Imf
(0)
1,11(k1) = 0 (dashed) in the
complex k1-plane for a potential depth κ21 = 9. The black
dots indicate the positions k1 = 0.539− 0.100i and −k∗1 .
a. Exact solution For l = 1, the Jost function of
Eq. (36) becomes
f
(0)
1,11(k1) =
eik1 sin q1
q31
(
k21q1 cot q1 + κ
2
1 − ik1q21
)
, (52)
and the uncoupled S-matrix element can be derived from
Eq. (20) as
s
(0)
1,11(k1) = e
−2ik1 k
2
1q1 cot q1 + κ
2
1 + ik1q
2
1
k21q1 cot q1 + κ
2
1 − ik1q21
. (53)
The corresponding scattering phase is given by
η1(k1) = npi − k1 + arctan k1q
2
1
k21q1 cot q1 + κ
2
1
. (54)
Again, the physical scattering phase is determined by the
number of bound states n in the p-wave potential.
b. Two-pole expansion The p-wave potential of Ta-
ble 3, supports one quasi-bound state. Mathematically, it
is represented by two closely spaced zeros k1 = {k1,−k∗1}
of the p-wave Jost function in the complex k1-plane. Its
zero contours are shown in Fig. 6. For low values of
the wave-number, the Weierstrass expansion of the Jost-
function is dominated by the pair of zeros. All the other
zeros contribute cumulatively to the background scatter-
ing phase ηp,b1 . Then, the two-pole expansion of the S-
matrix reads
s
(0)p
1,11(k1) = s
p,b
1,11 s
p,r
1,11 = e
2iηp,b1
(k1 + k1)(k
∗
1 − k1)
(k∗1 + k1)(k1 − k1)
, (55)
8and ηp,b1 is found from Eqs. (53) and (55)
ηp,b1 (k1) =
1
2i
log
s
(0)
1,11
sp,r1,11
≈ npi + 2k1 Imk1|k1|2 , (56)
with a Taylor series at threshold k1 = 0 up to linear
order. The resonance scattering phase is defined by the
second term in Eq. (55) and one finds for real k1
ηp,r1 (k1) = − arctan
2k1 Imk1
|k1|2 − k21
. (57)
Then, the total scattering phase of the pole expansion
reads
ηp1(k1) = npi +
2k1 Imk1
|k1|2 − arctan
2k1 Imk1
|k1|2 − k21
. (58)
In Fig. 4, the scattering phase ηp1 of the pole expansion
is compared to the exact solution η1. The phase vanishes
at zero energy as there is no bound state. While there is
good qualitative overall agreement, there are noticeable
deviations around the resonance position.
The resonant part of the elastic cross section can be
evaluated by inserting sp,r1,11 in Eq. (23) and one obtains
the Breit-Wigner formula [32]
σ
(0)p,r
1,11 (k1) =
12pi
Re2 k1
(Γ1/2)
2
(k21 − κ21)2 + (Γ1/2)2
, (59)
Γl = 4 Rekl Imkl, (60)
Er = κ2l = Re
2 kl − Im2 kl, (61)
where we have introduced a resonance energy Er and a
width Γl. In Fig. 5, we compare the p-wave elastic cross
sections Eq. (23) from the exact S-matrix s(0)1,11 with the
pole expansion s(0)p1,11 and find excellent agreement. Using
only the Breit-Wigner approximation Eq. (59) leads to
significant deviations.
C. Scattering in the d-channel
D-wave scattering is qualitatively similar to the p-wave
results. However, the increasing complexity of the exact
solution conceals the physics. Only the pole expansion
unveils the essential resonance features.
a. Exact solution For l = 2, the Jost function of
Eq. (36) reads
f
(0)
2,11(k1) =
eik1 sin q1
q51
[(
k41 − 3κ21 + 3ik1κ21 + k21κ21
)
×q1 cot q1 − i
(
k51 + 3iκ
2
1 + 3k1κ
2
1 + k
3
1κ
2
1
)]
. (62)
The S-matrix element follows from Eq. (20) as
s
(0)
2,11(k1) =
f
(0)
2,11(−k1)
f
(0)
2,11(k1)
, (63)
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Figure 7. Zero contour lines of the d-wave Jost function
Ref
(0)
2,11(k1) = 0 (solid) and Imf
(0)
2,11(k1) = 0 (dashed) in the
complex k1 plane for a potential depth κ21 = 19.5. The black
dots indicate the positions k2 = 0.628− 0.009i and −k∗2 .
and for real k1 the scattering phase reads
η2(k1) = npi − k1
− arctan k1[(k
4
1 + 3κ
2
1 + k
2
1κ
2
1)− 3κ21q1 cot q1]
(k41 − 3κ21 + k21κ21)q1 cot q1 + 3κ21
. (64)
b. Two-pole expansion The quasi-bound state of the
d-wave potential emerges from two zeros k1 = {k2,−k∗2}
of the Jost function f (0)2,11(k1) in the complex k1-plane.
Its zero contours are shown in Fig. 7. We assume that
the pole expansion of the S-matrix
s
(0)p
2,11(k1) = s
p,b
2,11(k1) · s
p,r
2,11(k1)
= e2iη
p,bg
2 (k1)
(k2 + k1)(k
∗
2 − k1)
(k∗2 + k1)(k2 − k1)
, (65)
is dominated by the two poles for low k1. The effect of all
the other poles contributes to the background scattering
phase ηp,b2 . Using Eqs. (63) and (65), the background
scattering phase is found from a Taylor series at k1 = 0
up to linear order as
ηp,b2 (k1) =
1
2i
log
s
(0)
2,11
sp,r2,11
≈ npi + 2k1 Imk2|k2|2 . (66)
It has the same structure as the p-wave result (56), which
presumably holds also for higher angular momenta. It
holds definitively for the resonance phase as the structure
of the Weierstrass expansion is identical. Therefore, the
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Figure 8. Zero contours lines of the s-wave Jost func-
tions in channel 1 and 2: Ref(0)0,11(k1) = 0 (solid, black),
Imf
(0)
0,11(k1) = 0 (dashed, black) and Ref
(0)
0,22(k1) = 0 (solid,
gray), Imf(0)0,22(k1) = 0 (dashed, gray) in the complex k1-
plane. The black dot indicates the position k1 = iK1 =
0.638i. The potential parameters are given in Table II.
total scattering phase for the pole expansion reads
ηp2(k1) = npi +
2k1 Imk2
|k2|2 − arctan
2k1 Imk2
|k2|2 − k21
, (67)
analogously to Eq. (58).
In Fig. 4, the scattering phase ηp2 of the pole expan-
sion is compared to the exact solution η2. Around the
resonance position and for larger k1, η
p
2 deviates from the
exact solution. In Fig. 5, the d-wave elastic cross sections
Eq. (23) found from the exact S-matrix s(0)2,11 and found
from the pole expansion s(0)p2,11 are compared. Only for
larger k1 the solutions start to deviate from each other,
the resonant behavior is explained perfectly by the pole
expansion.
V. TWO-BODY LOSS RATES
Now, we will extent the discussion from the single-
channel case to the coupled two-channel case within the
DWBA. We use the same potential parameters for the
upper channel as in the single channel case given in Ta-
ble I. The weakly bound s-state in the upper channel as
well as the quasi-bound p- and d-states will dominate the
behavior of the partial two-body loss rates as the chan-
nels are only weakly coupled to the loss channels. Given
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Figure 9. Zero contour lines of p-wave Jost function in chan-
nels 1 and 2: Ref(0)1,11 = 0 (solid, black), Imf
(0)
1,11 = 0 (dashed,
black) and Ref(0)1,22 = 0 (solid, gray), Imf
(0)
1,22 = 0 (dashed,
gray) in the complex k1 plane. The black dots indicate the
positions k1 = 0.539−0.100i and −k∗1 . The potential param-
eters are given in Table II.
a sufficiently large separation of channel threshold ener-
gies ∆11  ∆22, one can assume that the potential depth
κ22 of channel 2 does not influence the scattering behavior
of channel 1. For simplicity, we have chosen them equal.
All other parameters are listed in Table II.
Angular momentum l 0 1 2
Potential depth κ22 4.0 9.0 19.5
Threshold energy channel 1 ∆11 0.0 0.0 0.0
Threshold energy channel 2 ∆22 −3.0 −3.0 −3.0
Coupling strength v12 0.1 0.1 0.1
Table II. Potential parameters of two-channel scattering used
in the examples.
The transition amplitude between the channels is de-
termined by the S-matrix element s(1)l,12 of Eq. (38). Its
poles follow from the zeros of the uncoupled Jost func-
tions f(0)l,11, f
(0)
l,22 of channel 1 and 2, respectively.
We present the zero contours of the s-wave Jost func-
tions f(0)l,11 and f
(0)
l,22 in Fig. 8, and in Fig. 9 the p-wave
result. It can be seen that the zeros of f(0)l,22 are fur-
ther away from the origin than the smallest zero(s) of
f
(0)
l,11 marked in blue. A similar picture arises for l = 2.
Therefore, we assume that the pole expansion of s(1)l,12 is
10
dominated by the zeros of f(0)l,11 at k1 = iK1 (l=0) and the
pair of zeros k1 = {kl,−k∗l } for l = 1, 2. Non-resonant
features contribute to the background scattering phase
ηp,bl,12. We obtain for the pole expansion
s
(1)p
0,12(k1) =
a0k1
1
2 eξ
p,b
0,12(k1)
K1 + ik1
, (68)
s
(1)p
l,12 (k1) =
alk
2l+1
2
1 e
ξp,bl,12(k1)
(k∗l + k1)(kl − k1)
, (69)
where the second line holds for l > 0 and the background
attenuation coefficients are given by
ξp,b0,12(k1) = log
[
s
(1)
0,12(k1)
(K1 + ik1)
a0
√
k1
]
=
1
2
(b0k1 + c0k
2
1 + . . .), (70)
ξp,bl,12(k1) = log
[
s
(1)
l,12(k1)
(k∗l + k1)(kl − k1)
alk
2l+1
2
1
]
=
1
2
(
blk1 + clk
2
1 + . . .
)
. (71)
Here, a Taylor expansion of the background scatter-
ing phases around k1 = 0 yields expansion coefficients
al, bl, cl, . . ., which depend on the potential parameters
and the pole positions.
From this expansion, one can obtain the two-body loss
rates of Eq. (26). In lowest order, they read
β
(1)p
0 (k1) =
2pi|a0|2
k21 +K
2
1
, (72a)
β
(1)p
l (k1) =
2pi(2l + 1)|al|2
(k21 − κ2l )2 + (Γl/2)2
k2l1 , (72b)
An important feature of the pole expansion of the two-
body loss rates in the Eqs. (72) is the power law behavior
k2l1 . This is known as the Wigner threshold behavior [35–
37].
In Fig. 10, we compare the partial two-body loss rates
of the DWBA Eq. (26) with the pole expansion Eqs. 72.
The pole expansion describes the low-energy and the res-
onant behavior of the two-body loss rates very well and
starts to deviate from the DWBA solution only beyond
the resonance positions.
VI. ANALYSIS OF SYNTHETIC SCATTERING
DATA WITH SHAPE FUNCTIONS
Here, we employ the pole expansion of the partial two-
body loss rates Eq. (72) to analyze the synthetic scatter-
ing data of [27] for heteronuclear 20Ne-21Ne PI and AI
collisions. In the simulations of [27], the two-body loss
rate β was calculated in terms of a partial-wave decom-
position
β =
1
2
∑
l
βl, (73)
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Figure 10. (Color online) DWBA partial-wave two-body loss
rates β(1)l (solid) and the single-pole approximation β
(1)p
l
(dashed) versus channel wave-number k1 for l = 0 (black,
), l = 1 (blue, ), l = 2 (red, ◦) for the potential parameters
of Table II.
with the partial two-body loss rates βl.The factor 1/2
accounts for the collisions of non-identical particles [38].
In the experimental temperature regime T ' 1 mK, only
few partial-waves l ≤ 2 contribute to the total loss rate.
In order to obtain a high quality interpolation of the
two-body loss rates of the available synthetic scattering
data, we have to consider the higher order corrections of
Eqs. (70,71) in the two-body loss rates of Eq. (26) and
find
βp0(k) =
2pi|a0|2
k2 +K21
eRe c0k
2
, (74a)
βp1(k) =
6pi|a1|2
(k2 − κ21)2 + (Γ1/2)2
k2eRe c1k
2
, (74b)
βp2(k) =
10pi|a2|2
(k2 − κ22)2 + (Γ2/2)2
k4eRe(c2k
2+e2k
4). (74c)
In the additional attenuation factors of the two-body
loss rates all odd power of k1 vanish as the coefficients
bl, dl, . . . are purely imaginary.
A least square fit of the partial two-body loss rates
in the Eqs. (74a), (74b), (74c) to the synthetic data of
Ref. [27] leads to the coefficients given in Table III.
In Fig. 11, we compare the synthetic data with the
optimal fits from the shape functions obtained from the
pole expansion. We also included the single available
experimental data point from Ref. [11] to the picture.
It can be seen that the pole expansion agrees very well
with the synthetic data as well as with the experimen-
tal data point. Technically speaking, the two-body loss
rates should be averaged thermally to match the exper-
imental data point. However, the width of the relative
velocity distribution in the thermal gas is large compared
to the widths of the two-body loss rates. Moreover, the
error bar for the experimental data point is large, too.
Therefore, we neglect the effects of thermal averaging.
11
l = 0 l = 1 l = 2
al 0.1477 0.1326 2.3141
Re cl 57.3641 76.8736 −64.7843
Re el — — −642.3825
Kl 0.0408 — —
Rekl — 1.5e−10 0.0304
Imkl — −0.0198 −0.0100
Table III. Expansion coefficients and pole positions found
from fit of βpl to the synthetic data.
Figure 11. (Color online) Synthetic scattering two-body loss
rates βsynt (solid, green,4) and pole expansion βp (dashed,
green,4) with the coefficients of Table III versus relative col-
lisions energy Erel = ~k2/2µ in units of kB for 21Ne-20Ne
collisions. Additionally shown are the partial-wave contribu-
tions 1/2×βsyntl [solid, (black, ), (blue, ), (red, ◦)], 1/2×βpl
[dashed, (black, ), (blue, ), (red, ◦)] for l = 0, 1, 2, respec-
tively, and experimental data point (green filled circle with
error bars).
VII. CONCLUSION
In this article, we have presented a coupled two-
channel model for the reactive collisions of atoms at low
collision energies. Transitions from the elastic scatter-
ing channel to the lower ionization channel models loss
of atoms in two-body collisions, as observed in auto-
ionization and Penning ionization processes. In particu-
lar, we study the two-channel square-well model. On one
hand, this model can be solved in closed form and, on the
other hand, one can use the pole approximation to obtain
physically motivated shape functions from it. To extract
useful approximations, we employed the distorted-wave
Born approximation and studied the poles in the com-
plex k1 plane for the lowest s-, p- and d-partial-waves.
From this analysis, we obtain simple analytic expressions
for the partial two-body loss rates. Fitting these ana-
lytic two-body loss rates to available synthetic scattering
data [27] on cold heteronuclear 20Ne–21Ne collisions gives
very good agreement and also matches the experimental
data point of Ref. [11].
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Appendix A: Riccati-Bessel functions
Bessel function are a core element of three-dimensional
scattering theory. In order to avoid definitional ambigu-
ities, we use the Riccati-Hankel functions
hˆ±l (z) ≡ nˆl(z)± iˆl(z), (A1)
as in Ref [29], where ˆl(z) is the Riccati-Bessel function
and nˆl(z) is the Riccati-Neumann function [39]
ˆl(z) ≡
√
piz
2
J
l+
1
2
(z), (A2)
nˆl(z) ≡(−1)l
√
piz
2
J−l− 12
(z), (A3)
with the Bessel function of the first kind Jl(z). The
Riccati-Hankel functions have the symmetry properties
hˆ±l (−z) = (−1)l+1hˆ∓l (z). (A4)
The behavior of ˆl(z) for small arguments z is given by
ˆl(z) −→
z→0
zl+1
(2l + 1)!!
. (A5)
Appendix B: Analytic pole approximation
One can determine the zeros of the Jost functionf(0)l,11 in
the complex k1 plane either numerically or analytically
by introducing simple approximations. In the case of
the s-wave Jost function Eq. (45), one can use complex
transformations k1 ≡ zκ1, z ≡ −i cosw, to find
κ1 sinw = w + npi, n ∈ N+0 . (B1)
By solving this equation for w and for all n, we obtain
all zeros of f(0)0,11. For the zeros close to the origin of the
complex plane, we can assume |k1|/κ1  1 and it follows
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w ' pi/2. A Taylor series of (B1) at w = pi/2 to second
order leads to
w± =
−1 + piκ1 ±
√
1− piκ1 − 2npiκ1 + 2κ21
κ1
. (B2)
The zero of the Jost function due to the first bound state
of the potential is given by w+ and n = 0, the zero of
the Jost function due to the second bound state by w+
and n = 1 and so forth. For N bound states present in
the scattering potential, the zero of the Jost function of
the first virtual state is given by w+ for n = N , for the
second virtual state by w+ for n = N + 1 and so forth
up to n = N +N ′ − 1 for N ′ virtual states present. The
zeros of the Jost function due to scattering resonances
are given by the two solutions w± for n > N +N ′ − 1.
For κ1 = 4 and n = 0, we find w+ = 1.895 from
Eq. (B2). Resubstitution leads to a zero of the Jost func-
tion at k1 = iK1 with K1 = 0.637. The numerically
determined value is given by K1 = 0.638.
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