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Abstract
We consider the actions on -Markov measures of multiplicative chaos operators associated to
Mandelbrot cascades. Necessary and sufficient conditions are obtained for the singularity and the
regularity and for the existence of moments. The Hausdorff dimension of the image measures
is determined. These results generalize those of Kahane–Peyrière for the action on the Lebesgue
measure. We also consider the actions on Gibbs measures.
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Résumé
Nous étudions les actions sur les mesures de -Markov des opérateurs du chaos multiplicatif
associés aux cascades de Mandelbrot. Nous obtenons des conditions nécessaires et suffisantes de
la singularité, de la régularité, et de l’existence des moments. Nous calculons aussi la dimension de
Hausdorff de la mesure image. Ces résultats généralisent ceux de Kahane–Peyrière sur l’action de
l’opérateur sur la mesure de Lebesgue. Nous étudions aussi les actions sur les mesures de Gibbs.
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1. Introduction and main result
Let Tc = (Z/cZ)N (c integer  2). We represent Tc as the boundary of a tree and equip
Tc with the ultrametric d(t, s)= e−n(t,s) where n(t, s) is the cardinality of the first common
coordinates of t, s ∈ Tc. We denote by [t1, t2, . . . , tn] the ball of radius e−n containing
t = (tk)k1. Such a ball corresponds to the vertex t1t2 · · · tn of the tree. We denote by
M(Tc) the space of positive Borel measures on Tc. Let {Wt1,t2,...,tn} be a family of i.i.d.
positive random variables of expectation 1, indexed by the vertices of the tree. We denote
the common law of the family by W . For any t = (tk)k1 ∈ Tc, the following sequence is
a positive martingale:
Qn(t)=Wt1Wt1,t2 · · ·Wt1,t2,...,tn .
We call it the Mandelbrot cascades martingale. For any measure µ ∈M(Tc), the random
measure Qn(t)dµ(t) converges almost surely (a.s.) weakly to a random measure, which
we denote by Qµ [10]. Thus Q behaves as an operator carrying measures into random
measures. We call Q a multiplicative chaos operator. We say that µ is Q-singular if
Qµ= 0 a.s. or equivalently the martingale
Zn =
∫
Tc
Qn(t)dµ(t)
converges to zero a.s. If the martingaleZn converges in L1(Ω), we say thatµ is Q-regular.
A general theorem due to Kahane says that every measure µ is uniquely decomposed into
µ= µr + µs with a Q-regular measure µr and a Q-singular measure µs [10]. The main
questions about the operator Q are:
(i) to characterize the Q-singular measures and the Q-regular measures;
(ii) to study the measure Qµ when µ is Q-regular.
Up to now, there are few satisfactory answers to these questions.
The study of such operators Q was motivated by Mandelbrot’s work on turbulence
[16–18]. Kahane and Peyrière had fully studied the measure Qµ when µ is the Lebesgue
measure [14]. In the special case P(W = cβ) = c−β = 1 − P(W = 0) (called β-model,
or percolation model), Fan had completely determined the Q-singular measures and the
Q-regular measures by mean of the β-Riesz potential theory [7]. There are many other
works done in the directions of generalizing the tree structure [3,15,19] and of relaxing
the independence [1,2,6,24]. See [13,20] for surveys of the subject. There are also some
works on the action on other measures than the Lebesgue measure or natural homogeneous
measures on (deterministic or random) trees, for example, in [9] the Gaussian multiplica-
tive chaos operator and in [12] the Dvoretzky covering multiplicative chaos operator are
treated. Complete characterizations of Q-regular measures and Q-singular measures are
only obtained in the cases of the Dvoretzky covering [12] and of the β-model [7].
In the present paper, we study the actions of the operator Q on Markov measures or
on more general Markov measure with finite dependence. A complete characterization is
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obtained for this class of measures and the Hausdorff dimension of the image measure is
determined.
There is a (left) shift transformation σ on the space Tc. Let µ be an ergodic invariant
Markov measure defined by its transition probability matrix P = (pi,j ). Then P is
primitive, i.e. Pm > 0 for some m  1 [21, p. 539–540]. For any h ∈ R, let ρ(h) be the
spectral radius of the matrix P(h) defined by (phi,j ) (by convention, 0h = 0 for any h), i.e.
P(h)=

ph0,0 p
h
0,1 · · · ph0,c−1
ph1,0 p
h
1,1 · · · ph1,c−1
...
...
. . .
...
phc−1,0 p
h
c−1,1 · · · phc−1,c−1
 . (1.1)
The function ρ(h) is real analytic. For the Bernoulli product measure defined by
(p0,p1, . . . , pc−1), the function ρ(h) has the explicit expression
∑c−1
j=0 phj . We prove the
following result:
Theorem A. Let Q be the operator associated to a positive random variable W with
EW = 1 and let µ be an ergodic invariant Markov measure with transition probability
matrix P . Then:
(a) µ is Q-regular if and only if EW logW <−ρ′(1);
(b) µ is Q-singular if and only if EW logW −ρ′(1);
(c) 0 < E(Qµ(Tc))h <∞ with h > 1 if and only if EWhρ(h) < 1;
(d) If EW logW <−ρ′(1), then dimµ= (−ρ′(1)−EW logW)/ log c a.s., where ρ(h) is
the spectral radius of the matrix P(h) defined by (1.1).
See Theorem B (Section 4) for the generalization to Gibbs measures. Theorem A
contains the result of Kahane and Peyrière for the Lebesgue measure µ [14,11]. The
derivative −ρ′(1) is nothing but the entropy of the Markov measure µ, i.e.
ρ′(1)=
∑
i,j
pipi,j logpi,j ,
where π = (p0,p1, . . . , pc−1) is the unique stationary probability distribution of P , i.e.
πP = π . The function logρ(h) is just the pressure function of the potential (see (1.2)
below with = 1) which defines the Markov measure as the equilibrium state, also called
Gibbs measure. Actually Theorem A holds for -Markov measures (for any integer  1).
An -Markov measure µ may be regarded as the equilibrium state associated to the
following potential:
ψ(x)= logµ([t1, t2, . . . , t+1])− logµ([t1, t2, . . . , t]). (1.2)
See [4,23] for the notions of pressure and equilibrium state.
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The proofs of (a) and (b) are based on a system of recursive relations (see (2.3) below)
and on ideas due to Kahane in [14]. The proof of (c) uses a decomposition technique of
Kahane [11] and the characterization of singularity and regularity for β-model [7].
Before proving Theorem A in Section 3, we state some basic facts in Section 2. In
Section 4, we explain why Theorem A remains valid for -Markov measures and how we
can generalize it to Gibbs measures (Theorem B).
2. Some basic facts
Let µ be a measure on Tc such that µ([i]) = 0 for all 0 i < c. For each 0 i < c, we
define a martingale as follows: Z1,i = 1 and for n 2,
Zn,i = 1
µ([i])
∑
t2,...,tn
Wi,t2Wi,t2,t3 · · ·Wi,t2,...,tnµ
([i, t2, . . . , tn]). (2.1)
If µ is a Markov measure defined by:
µ
([t1, t2, . . . , tn])= pt1pt1,t2 · · ·ptn−1,tn ,
we can write
Zn,i =
∑
t2,...,tn
Wi,t2Wi,t2,t3 · · ·Wi,t2,...,tnpi,t2pt2,t3 · · ·ptn−1,tn . (2.2)
These c martingales {Zn,i} (i = 0,1, . . . , c − 1) are linked by the following system of c
recursive relations in law
Zn,i =
∑
j
pi,jWi,j Yn−1,i,j (n 2, 0 i < c), (2.3)
where Y1,j = 1 and for n 3,
Yn−1,i,j =
∑
t3,...,tn
Wi,j,t3 · · ·Wi,j,t3,...,tnpj,t3 · · ·ptn−1,tn .
Notice that for each i the variables {Wi,j , Yn−1,i,j } are independent and that the martingales
{Yn,i,j } (i = 0,1, . . . , c − 1) are identically distributed and have the same law as the
martingale {Zn,j }. In particular, Yn,i,j has the same moments as Zn,j . Let:
Z∞,i = lim
n→∞Zn,i, Y∞,i,j = limn→∞Yn,i,j .
We get the following system of c equations:
Z∞,i =
∑
j
pi,jWi,j Y∞,i,j (0 i < c). (2.4)
The two systems (2.3) and (2.4) will be our starting point for proving the results (a) and
(b) stated in Theorem A.
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Also notice that the total mass Zn of Qnµ is equal to Zn =∑i µ([i])WiZn,i . Let Z∞
be the limit of Zn Then we have:
Z∞ =
∑
i
µ
([i])WiZ∞,i . (2.5)
Lemma 1. Suppose that µ is an ergodic Markov measure. Then P(Z∞,i > 0) > 0 for
some i implies P(Z∞ > 0) > 0 and conversely, P(Z∞ > 0) > 0 implies P(Z∞,i > 0) > 0
for all i .
Proof. Taking the expectation in both sides of (2.5) we get:
EZ∞ =
∑
i
µ
([i])EZ∞,i .
The first assertion follows. We prove now the second assertion. Since µ is ergodic,
there is an integer m  1 such that Pm > 0 (i.e. all elements are strictly pos-
itive). Then for any i, j ∈ {0, i, . . . , c − 1} there is a sequence si,j := it2 · · · tmj
such that qi,j := pi,t2 · · ·ptm,j > 0. Choose such a sequence si,j for each (i, j). Let
W(i,j) =Wi,t2 · · ·Wi,t2,...,tm,j . By (2.2), for n >m+ 1 we have:
Zn,i 
∑
j
qi,jW
(i,j)
∑
tm+2,...,tn
×Wsi,j tm+2Wsi,j tm+2tm+3 · · ·Wsi,j tm+2···tnpjtm+2ptm+2tm+3 · · ·ptn−1tn .
Let q =mini,j qi,j . By the independence of W(i,j)’s and the fact that P(W > 0) > 0, there
is a positive number ε > 0 such that P(E) > 0 where E = {W(i,j)  ε: ∀i, j }. Then on the
event E we have:
Zn,i
qε

∑
j
∑
tm+2,...,tn
Wsi,j tm+2Wsi,j tm+2tm+3 · · ·Wsi,j tm+2···tnpjtm+2ptm+2tm+3 · · ·ptn−1tn .
However, the right hand side defines a martingale which is independent of E and has
the same law as Zn−m. If Zn tends to a nonzero value with probability q > 0, then Zn,i
converges to a nonzero value with probability qP(E) > 0. ✷
Lemma 2. If X and Y are two positive integrable random variables such that
P(Y  X > 0) > 0 then there exists a constant ε = ε(X,Y ) > 0 such that
EXh1{YX}  εEXh for all h ∈ [0,1].
Proof. Since the two sides of the desired inequality are continuous functions of h on [0,1],
we have only to show that they are strictly positive for each h. Only the positivity of the
left hand side needs to be explained. This follows from,
P
(
Xh1{YX} > 0
)= P(Y X > 0) > 0. ✷
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The case where X and Y are identically distributed was used in [14]. The following
three inequalities are directly taken from [14], which we state as lemmas. The first one
is an improvement of the subadditivity of xh as a function of x > 0 (0 < h  1). The
second one is a kind of inverse inequality to the subadditivity. The third one is a kind of
subadditivity of xh for h > 1 (its error term is a polynomial and the order of each xk is at
most k
k+1h k).
Lemma 3. (x + y)h  xh + hyh for x  y  0 and 0 < h 1.
Lemma 4. For 1−√3/3 < h 1 and any finite number of positive numbers xk , we have:(∑
k
xk
)h

∑
k
xhk − (1− h)
∑
i =j
(xixj )
h/2.
Lemma 5. Let h > 1 and let k be the unique integer such that k < h  k + 1. For any
xk  0 (k = 1,2, . . . , r and r  1), we have:(∑
k
xk
)h

∑
k
xhk +
∑
γα1,...,αr
(
x
α1
1 · · ·xαrr
) h
k+1 ,
where 0 αj  k are the integers,∑
αi = k + 1 and
∑
γα1,...,αr = rk+1 − r.
In the sequel, the following column vectors will be used several times,
zn(h)=

EZhn,0
EZhn,1
...
EZhn,c−1
 , z∞(h)=

EZh∞,0
EZh∞,1
...
EZh∞,c−1
 . (2.6)
We will use vn(h) to denote the normalized left eigenvector (row vector) associated to the
eigenvalue ρ(h). That is to say:
v(h)P (h)= ρ(h)v(h). (2.7)
3. Proof of Theorem A
Proof of (a) and (b). Suppose P(Z∞ > 0) > 0. By Lemma 1, P(Z∞,i > 0) > 0 for
all i . We now exploit (2.4). For some i , there are at least two terms pi,j = 0. Without
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loss of generality, we assume that pi,0 = 0 and pi,1 = 0. Let X = pi,0Wi,0Y∞,i,0 and
Y = pi,1Wi,1Y∞,i,1. We claim that either
P(Y X > 0) > 0 or P(X  Y > 0) > 0.
Otherwise, P(Y  X > 0) = P(X  Y > 0) = 0. In this case we get two partitions
{A0,B0} and {A1,B1} with:
A0 = {X = 0}, B0 = {X> 0, Y < X},
A1 = {Y = 0}, B1 = {Y > 0,X < Y }.
Consider the refinement of these two partitions. It is clear that B0 ∩ B1 = ∅. This implies
P(A0)+ P(A1 ∩B0)= 1. However
P(A0)= P(X = 0), P (A1 ∩B0)= P(Y = 0,X > 0).
Thus we have P(X > 0, Y > 0)= 0 which is impossible.
Let 0 < h 1. By (2.4) we have for each i:
Zh∞,i 
∑
j
phi,jW
h
i,j Y
h
∞,i,j . (3.1)
Then
EZh∞,i  EWh
∑
j
phi,jEZ
h∞,j . (3.2)
Without loss of generality, we assume that pi,0 = 0, pi,1 = 0. By the claim made at the
beginning of the proof, we can assume that P(X1 X0 > 0) > 0 with X0 = pi,0Wi,0Y∞,i,0
and X1 = pi,1Wi,1Y∞,i,1. For this i , by (2.4) and Lemma 3, we have:
Zh∞,i  hphi,0Whi,0Yh∞,i,0 +
∑
j =0
phi,jW
h
i,j Y
h
∞,i,j on {X1 X0}. (3.3)
Then, by (3.1) and (3.3),
Zh∞,i  (h− 1)phi,0Whi,0Zh∞,01X1X0 +
∑
j
phi,jW
h
i,j Y
h
∞,i,j .
We take the expectation. By Lemma 2, there is a constant ε > 0 such that
EZh∞,i  (h− 1)phi,0εEWhEZh∞,0 +EWh
∑
j
phi,jZ
h
∞,j . (3.4)
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We may write (3.2) and (3.4) in a matrix form:
z∞(h) EWhP(h)z∞(h)+ (h− 1)EWhξ(h),
where ξ(h) is the vector which has all zero elements but the ith element phi,0εEZ
h
∞,0 = 0.
We multiply from the left both sides by the eigenvector v(h). We divide both sides by 1−h
and then let h ↑ 1. We get:
d
dh
(
EWhρ(h)
)∣∣
h=1− −
pi,0εv(1)ξ(1)EZ∞,0
v(1)z∞(1)
< 0.
This means EW logW + ρ′(1) < 0.
We prove now that EW logW + ρ′(1) < 0 implies P(Z∞,i > 0) > 0 for all i . For
1−√3/3 < h< 1, using (2.3) and the inequality in Lemma 4, we have:
Zhn,i 
∑
j
Whi,j p
h
i,j Y
h
n−1,i,j − (1− h)
∑
j =j ′
W
h/2
i,j p
h/2
i,j Y
h/2
n−1,i,jW
h/2
i,j ′ p
h/2
i,j ′ Y
h/2
n−1,i,j ′ .
We take the expectation to get:
EZhn,i  EWh
∑
j
phi,jEZ
h
n−1,j − (1− h)
(
EWh/2
)2 ∑
j =j ′
p
h/2
i,j EZ
h/2
n−1,jp
h/2
i,j ′EZ
h/2
n−1,j ′
 EWh
∑
j
phi,jEZ
h
n,j − (1− h)
∑
j =j ′
p
h/2
i,j EZ
h/2
n−1,jp
h/2
i,j ′EZ
h/2
n−1,j ′
because EZhn,i  EZhn−1,i (supermartingale inequality) and EWh/2  EW = 1. Let ξn,i,h
be the last sum
∑
j ′ =j and let ξn,h be the column vector with elements ξn,i,h . Then the
previous inequalities may be written in matrix form:(
EWhP(h)− I)zn(h) (1− h)ξn,h.
Multiplying both sides from the left by the vector v(h), we get:(
EWhρ(h)− 1)v(h)zn(h) (1− h)v(h)ξn,h.
We divide both sides by 1− h. If h ↑ 1 then n ↑∞. Since v(1)= (p0,p1, . . . , pc−1) is a
probability vector and zn(1) is the vector with coordinates equal to 1, we get:
− d
dh
(
EWhρ(h)
)∣∣
h=1−  limn→∞ limh→0
∑
i
piξn,i,h.
However, on one hand,
d
dh
(
EWhρ(h)
)∣∣
h=1− = EW logW + ρ′(1−)=:D < 0
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and, on the other hand,
lim
n→∞ limh→0
∑
i
piξn,i,h =
∑
i
pi
∑
j =j ′
p
1/2
i,j p
1/2
i,j ′EZ
1/2
∞,jEZ
1/2
∞,j ′ .
So, ∑
i
pi
∑
j =j ′
p
1/2
i,j p
1/2
i,j ′EZ
1/2
∞,jEZ
1/2
∞,j ′ −D > 0.
Thus P(Z∞,i ) > 0.
It remains to show that P(Z∞ > 0) > 0 implies the L1-convergence of Zn. We first
remark that
EZ∞,0 = EZ∞,1 = · · · = EZ∞,c−1 = EZ∞ =:M.
In fact, we see this by taking expectation of (2.4) and (2.5) and by using the fact that P ,
being an ergodic stochastic matrix, has a unique right positive eigenvector.
Let Fn be the σ -field generated by all Wt1,...,tj (1  j  n). By (2.2), for p  1 and
n > m (m is such that Pm > 0) we can write:
Zn+p,i =
∑
t2,...,tn
Wi,t2Wi,t2,t3 · · ·Wi,t2,...,tnpi,t2pt2,t3 · · ·ptn−1,tnYi,t2,...,tn;p
where {Yi,t2,...,tn;p}p1 is a martingale which has the same law as the martingale Zp,tn and
is independent of the σ -field Fn. Let p→∞. We get:
Z∞,i =
∑
t2,...,tn
Wi,t2Wi,t2,t3 · · ·Wi,t2,...,tnpi,t2pt2,t3 · · ·ptn−1,tnYi,t2,...,tn;∞.
It follows that
E(Z∞,i |Fn)=Zn,iM.
Thus Zn,i is uniformly integrable hence L1-convergent. So is Zn. We get actually
M = EZ∞ = EZn = 1. ✷
Proof of (c). Suppose 0 < EZh∞ <∞. Using the super-additivity of xh (h > 1), we derive
from (2.4):
Zh∞,i 
∑
j
Whi,j p
h
i,j Y
h
∞,i,j .
For at least one i , the above inequality is strict on some event of strictly positive probability.
We take the expectations.
EZh∞,i  EWh
∑
j
phi,jEZ
h
∞,j
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(one of these inequalities is strict). Again we write these inequalities in a matrix form and
multiply it by the eigenvector v(h) of P(h). We get:
v(h)z∞(h) > EWhρ(h)v(h)z∞(h).
Hence 1> EWhρ(h).
Conversely, suppose that the last condition is satisfied. By the recursion (2.3) and the
inequality in Lemma 5, we have:
Zhn,i 
∑
i,j
Whi,j p
h
,jY
h
n,i,j +
∑
γα1,...,αc
(∏
j
W
αj
i,j p
αj
i,j Y
αj
n−1,i,j
)h/(k+1)
,
then
EZhn,i EWh
∑
j
phi,jEZ
h
n,j +
∑
γα1,...,αc
∏
j
EWαj h/(k+1) EZαjh/(k+1)n−1,j .
Notice that αjh/(k+ 1) k. By the Hölder inequality, we get:
EZ
αjh/(k+1)
n−1,j 
(
EZkn−1,j
)αjh/(k(k+1)).
There is a similar estimate for EWαj h/(k+1). Since αj  k and
∑
j αj = k + 1, we have:
∏
j
EWαjh/(k+1)EZαjh/(k+1)n−1,j 
(
EWk
)h/k(∏
j
EZkn−1,j
)h/(k+1)
.
Thus
EZhn,i  EWh
∑
j
phi,jEZ
h
n,j +
(
ck+1 − c)(EWk)h/k(∏
j
EZkn−1,j
)h/(k+1)
.
We write these in a matrix form and multiply it by the eigenvector v(h) of P(h). We get:
v(h)zn(h)
(
1− ρ(h)EWh) C(∏
j
EZkn−1,j
)h/(k+1)
,
where C is a constant depending on h, c, k. Thus we get the following principle:
Zn,j L
k
-converges ⇒ Zn,j Lh-converges.
Under the condition 1− ρ(h)EWh > 0 we have EW logW + ρ′(1) < 0. It was proved that
Zn,i are L
1
-convergent. So, the above principle finishes the proof for 1 < h 2. Suppose
h > 2. The condition ρ(h)EWh < 1 implies ρ(k)EWk < 1 for all integers k  h. So, we
can inductively prove the Lh-convergence of Zn,i using the above principle. ✷
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Proof of (d). Let Wβ be a variable such that
P
(
Wβ = cβ
)= c−β and P(Wβ = 0)= 1− c−β.
Let Qβ be the operator associated to Wβ (β-model). Suppose that Qβ is independent
of Q. Then the product QβQ is associated to WβW . According to the technique of
decomposition due to Kahane [12], if µ is QβQ-regular then Qµ is a.s. β-regular; if µ is
QβQ-singular then Qµ is a.s. β-singular. Let us also recall the useful characterization
of β-regularity and β-singularity relative to the β-model [7]: µ is β-regular iff µ is
a countable sum of measures each of which has finite β-energy; µ is β-singular iff
it is supported by a Borel set of zero β-capacity. We use this decomposition and this
characterization to determine the dimension of Qµ.
Notice first that
E
(
WβW log(WβW)
)= EW logW + β logc.
Suppose that EW logW <−ρ′(1). For any β such that EW logW + β log c <−ρ′(1),
i.e.,
β logc <−ρ′(1)−EW logW,
by Theorem A (a), µ is QβQ-regular. Then Qµ is Qβ -regular a.s. So, dimQµ β a.s. It
follows that
dimQµ 1
log c
(−ρ′(1)−EW logW) a.s.
If β is chosen so that
β logc >−ρ′(1)−EW logW,
then µ is QβQ-singular by Theorem A (b). Thus Qµ is Qβ -singular a.s. So, dimQµ β
a.s. It follows that
dimQµ 1
log c
(−ρ′(1)−EW logW) a.s. ✷
4. Remarks
4.1. Generalization to -Markov measures
Theorem A is valid for Markov measures of finite dependence and it has the same form.
We are going to explain why it holds and what ρ(h) means.
Recall first the definition of Markov measures of finite dependence [5,8]. It is more
convenient to consider them for subshifts of finite type. Let A = (ai,j ) be a c × c matrix
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with entries 0,1 such thatAm > 0 for some m 1. Then we can define the subshift of finite
type ΣA which is an invariant closed subset of Tc . For k  1, ΣA,k denotes the set of finite
sequences ω = (x1, . . . , xk) such that axi,xi+1 = 1 for all 1 i < k. These sequences ω are
called (admissible) words of length |ω|(= k). For ω = (a1, . . . , ak) ∈ΣA,k , [ω] denotes the
ball {x ∈ΣA: x1 = a1, . . . , xk = ak} of radius e−k . There is a one-to-one correspondence
between ΣA,k and the set of balls of radius e−k .
A Borel probability measure µ on ΣA is uniquely determined by its values on balls.
On the other hand, any set function µ defined on balls satisfying the following conditions:
∀a ∈ΣA,n, ∀n 1, ∑
a∈ΣA,n
µ
([a])= 1, ∑
ε
µ
([a, ε])= µ([a])
may be uniquely extended to a Borel probability measure on ΣA. Such a measure µ is
invariant (relative to the shift σ ) if and only if ∀a ∈ΣA,n, ∀n 1,∑
ε
µ
([ε, a])= µ([a]).
Let   1 be an integer. By a Markov measure of  dependence or simply -Markov
measure, we mean an invariant measure µ having the Markov property:
µ
([ε1, . . . , εn])= µ([ε1, . . . , εn−1]) µ([εn−, . . . , εn])
µ([εn−, . . . , εn−1]) (n > ),
or equivalently:
µ
([ε1, . . . , εn+])= µ([ε1, . . . , ε+1]) n∏
j=2
µ([εj , . . . , εj+])
µ([εj, . . . , εj+−1]) (n 1).
It follows that an -Markov measure is uniquely determined by the function pµ defined
on ΣA,+1 by:
pµ(x1, . . . , x+1)= µ
([x1, . . . , x+1]).
The following lemma is easy to see from the definition of the Markov property (see
[4,23] for the definition of equilibrium state).
Lemma 6. Let µ be an -Markov measure on ΣA such that pµ(x) > 0 for x ∈ ΣA,+1.
Then µ is the equilibrium state associated to the potential
ψ(x)= logpµ(x1, . . . , xk)− log
∑
ε
pµ(x1, . . . , xk−1, ε).
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The Markov property is stated as
µ
([x1, . . . , xn+])= µ([x1, . . . , x])exp
(
n−1∑
j=0
ψ
(
σj x
))
.
Thus we see that an -Markov measure on Tc may be regarded as a Markov measure
on ΣNA, whose shift transformation is identified with σ. In fact,
µ
([x1, . . . , xn])= µ([x1, . . . , x]) exp( n−1∑
j=0
ψ
(
σjx
))
,
with
ψ(x)=
−1∑
k=0
ψ
(
σkx
)
.
We say that µ is a Markov measure on ΣNA, associated to the potential ψ.
Let W(1),W(2), . . . ,W() be  independent copies of W . We denote:
W˜ =
∏
j=1
W(j).
Using W˜ , we can define the martingale Q˜n and the operator Q˜ on ΣNA, identified with
ΣA (⊂ Tc), in the same way as we define Qn and Q using W . For an -Markov measure
µ, the sequence of total measures of Q˜ndµ, denoted by Z˜n, is just the subsequence Zn
of Zn. So, Z˜n and Zn converge at the same time in Lp for each 1 p <∞.
Notice that
EW˜h = (EWh).
The function log ρ˜(h) is the pressure, relative to the dynamics x → σx , of the potential
function ψ. It is related to the pressure function logρ(h), relative to the dynamics
x→ σx , of the potential function ψ(h) via
ρ˜(h)= ρ(h).
Notice that
EW logW + ρ′(1) < 0 ⇐⇒ EW˜ log W˜ + ρ˜′(1) < 0,
EWhρ(h) < 1 ⇐⇒ EW˜hρ˜(h) < 1.
So, for an -Markov measure µ, the theorem holds with ρ(h) replaced by the logarithm of
the pressure function of the potential ψ defined in Lemma 6.
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4.2. Actions on general measures
For any measure µ defined on Tc and for h > 0, define ρ(h)= eτ (h) with
τ (h)= lim sup
n→∞
1
n
log
∑
t1,t2,...,tn
µ
([t1, t2, . . . , tn])h. (4.1)
It is clear that τ is convex such that τ (1)= 0.
Theorem B. Let Q be the operator associated to a positive random variable W with
EW = 1 and let µ be a measure on Tc and ρ(h) be the function defined by (4.1). Suppose
EW 1+δ <∞ for some δ > 0. Then:
(a) µ is Q-regular if EW logW <−ρ′(1+);
(b) µ is Q-singular if EW logW >−ρ′(1−);
(c) If EW logW <−ρ′(1+), then almost surely
−ρ
′(1+)+EW logW
log c
 dimQµ−ρ
′(1−)+EW logW)
log c
. (4.2)
Proof. We have only to show (a) and (b) because (c) may be proved in the same way as
Theorem A (d).
To prove (a), we will use the following Von Bahr–Esseen inequality [22]: let (Ui) and
(Vi) be two sequences of real random variables such that the two σ -fields generated by
the two sequences are independent and that the variables Vi are independent and have zero
means. Then for 1 p  2 there is a constant C = C(p) > 0 such that
E
∣∣∣∣∑
i
UiVi
∣∣∣∣p  C∑
i
E|Ui |pE|Vi |p.
We write the difference Zn+1 −Zn as
∑
t1,t2,...,tn+1
n∏
k=1
Wt1,t2,...,tk (Wt1,t2,...,tn+1 − 1)µ
([t1, t2, . . . , tn+1]).
For 1 hmax(2,1+ δ), we apply the Von Bahr–Esseen inequality to get:
E|Zn+1 −Zn|h  C
(
EWh
)n
E|W − 1|h
∑
t1,t2,...,tn+1
µ
([t1, t2, . . . , tn+1])h.
Since the hypothesis implies that EWheτ (h) < 1 for some h > 1 sufficiently close to 1, we
may assume that EWheτ (h) < e−ε for some ε > 0. By the definition of τ (h), we have for
large n,
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∑
t1,t2,...,tn+1
µ
([t1, t2, . . . , tn+1])h  en(τ(h)+ε/2).
So we get:
E|Zn+1 −Zn|h  CE|W − 1|h
(
EWheτ (h)+ε/2
)n  CE|W − 1|he−εn/2.
Then
∑
n ‖Zn+1 − Zn‖h <∞, which implies the Lh-convergence of Zn, a fortiori, the
L1-convergence of Zn.
The conclusion (b) is just a consequence of the Fatou lemma: for any 0 < h< 1,
EZh∞  lim infn→∞ E
∑
t1,...,tn
Wht1W
h
t1,t2 · · ·Wht1,t2,...,tnµ
([t1, t2, . . . , tn])h
= lim inf
n→∞
(
EWh
)n ∑
t1,...,tn
µ
([t1, t2, . . . , tn])h.
The hypothesis implies that there is 0 < h < 1 such that EWheτ (h) < 1. We take a
sufficiently small ε > 0 such that EWheτ (h) < e−ε . For large n, the last sum is bounded by
en(τ(h)+ε). So,
EZh∞  lim infn→∞
(
EWheτ (h)+ε
)n = 0.
Consequently, Z∞ = 0 a.s. ✷
Suppose that µ is a Gibbs measure. Then ρ is differentiable so that we get equality
in (4.2). We guess that, for a Gibbs measure µ, the condition EW logW =−ρ′(1) implies
the singularity of µ. However, we remark that there are singular and regular measures
such that their ρ’s are differentiable at 1 and EW logW = −ρ′(1). So, for more general
measures, we do not know what is the exact singularity condition and what is the exact
regularity condition.
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