Abstract A method to determine the spectral parameters, spectral level X 0 , corner frequency f 0 , and attenuation factor Q, using a genetic algorithm (GA), is presented. An adequate strategy for the GA was chosen by means of the 2D Ackley function. For modeling the seismic spectrum, a Boatwright source model and an attenuation factor independent of the frequency were used. Several objective functions are tested, and the best was found to be the L2 norm of the log difference between the observed and modeled spectra. To check the accuracy of the method, some tests with synthetic spectra were made, including spectra with noise. Real data, which have been already studied with other spectral methods, were analyzed to compare the results. The spectral parameters of 13 earthquakes (Granada, southern Spain) were calculated, as well as its source parameters: the seismic moment M 0 , the source radius r, and the stress drop Dr, following Brune's model. The seismic moments ranged from 3.65E ‫ם‬ 17 to 9.98E ‫ם‬ 18 dyne cm; the radii were between 0.08 and 0.2 km, and the static stress drops ranged from 0.32 to 1.73 bars. The attenuation factors ranged from 53 to 726, with an averaged value of 303. The results obtained are similar to those obtained by other researchers working with events of comparable magnitudes in the region.
Introduction
The resolution of source parameters with decreasing magnitude is of fundamental interest in the derivation of earthquake scaling relationships and the determination of the stress drops of local earthquakes. Previous investigations found that the corner frequency of small events increases very slowly or becomes constant with decreasing seismic moment below a certain value, implying a breakdown in the self-similarity of the rupture processes for small earthquakes (Jin et al., 2000) . But other studies, using borehole data, revealed that the apparent corner frequencies of microearthquakes are significantly higher than those estimated from surface recordings (Hauksson et al., 1987; Abercrombie, 1995) . Thus, the apparent high-frequency limit to corner frequency observed using seismograms recorded at the surface may be due mainly to high attenuation in the weathered, near-surface material, as concluded by Frankel and Wennerberg (1989) and Abercrombie (1995 Abercrombie ( , 1997 , among others.
There are a few ways to obtain the source parameters, both in time and frequency domains: by using empirical Green's functions, where waveform records of a small event whose hypocenter and focal mechanism are similar to that of the target event are used as the empirical Green's functions (Irikura, 1986; Miyake et al., 1999; Frankel et al., 1986; Mori and Frankel, 1990; Hough and Dreger, 1995; Roumelioti et al., 2004) ; by calculating the P rise time (O'Neill and Healy, 1973; Frankel and Kanamori, 1983) ; or by means of a spectral analysis (Brune, 1970 (Brune, , 1971 Boatwright, 1978; Gibowicz et al., 1990; Sokolov, 1998; García et al., 2004) . The present study is based on spectral methods: a theoretical spectrum is proposed and the spectral parameters are calculated by fitting the model to the data (Ichinose et al., 1997; Prejean and Ellsworth, 2001 ). First, a simple spectral model is proposed, which takes into account the source and attenuation effects; next, a fitting algorithm, based on a genetic algorithm (GA), is fine tuned by using synthetic spectra, without and with noise. The results after these tests are used to consider the utilization of this simple spectral model (with Q independent of the frequency) for calculating the source parameters of real spectra, because of the inherent uncertainty when working with a high level of noise, commonly found in real data.
The observed spectrum, R(f), can be expressed by (Margaris and Hatzidimitriou, 2002) :
where f is the frequency, C is a scaling factor, S(f) is the source spectrum, A(f) is the site amplification factor, D(f) is the diminution factor, and I(f) is a factor that includes the instrumental response. The problem here is to distinguish each contribution in the seismic spectrum; the instrumental effect is retrieved by dividing the recorded spectra into the instrumental frequency response; the other contributions have to be theoretically modeled. For spectra recorded on hard bedrock sites, the term A(f) can be neglected, so the displacement spectrum yields to (Sokolov, 1998) :
Following Abercrombie (1995) , and after correcting for the geometrical spreading and instrumental response, the problem is solved for the spectral level X 0 and the corner frequency f 0 , while simultaneously correcting for pathaveraged attenuation Q, by fitting P-and S-wave spectra with the x ‫2מ‬ source model proposed by Boatwright (1978) . Initial trials with real data were made, in order to best reproduce the shape of the spectra. The spectral source models checked were Brune's and Boatwright's, both with x ‫2מ‬ and x ‫3מ‬ falloffs. So, the spectral shape is described by:
where X 0 is the spectral level, f 0 is the corner frequency, Q is the path-averaged attenuation factor, and t is the travel time. With the values of X 0 and f 0 , the seismic source parameters can be obtained from the well-known relationships established for a circular fault (Brune, 1970 (Brune, , 1971 Hanks and Wyss, 1972) . Additional information is the knowledge of the attenuation factor Q. It represents the loss of the energy of the waves along the path between the source and the station, and it can give useful information about the structure of the earth .
For small earthquakes, the spectral falloffs caused by the attenuation and the source are superimposed at higher frequencies, so the attenuation affects mainly the corner frequency estimations. Therefore an accurate determination of source parameters becomes difficult, and a robust fitting method is needed.
Optimization Method: Genetic Algorithm Genetic algorithms are methods of global optimization, which have proven effective when the models are described by a few parameters, the problem is nonlocal (the global optimum is needed, but there are many local optima) and nonlinear, and there is no a priori knowledge of the behavior of the function. In geophysics, and particularly in seismology, many problems often have such features. GA have been used in these fields to find volcanic sources (Tiampo et al., 2002) , to invert phase velocities and group velocities for determining the lithosphere seismic structure (Stoffa et al., 1994; Boschetti et al., 1996) , to relocate hypocenters (Billings et al., 1994) , to find the geometry of a fault (Yu, 1995; Yu et al., 1998) , and to calculate the site response and source parameters (Jin et al., 2000) .
The basic principles of GA were established by Holland (1975) , and are well described, for example, by Goldberg (1989) , Davis (1991) , Michalewicz (1992) , and Reeves (1993) . They are probabilistic searches inspired by the evolution theory of Darwin: a population of individuals, each one representing a possible solution to a problem, is initially randomly created. Then, couples of individuals (solutions) are mated to produce other individuals (offspring) of the next generation. A process of mutation, also randomly generated, modifies the genetic structure of some members in each new generation. In each cycle, individual fitness is evaluated with respect to the objective, and the system is executed again for many hundreds of generations. Depending on the type of algorithm, the fitness of each individual will have an influence on its mating probability, or on the probability of its staying within the population, so that the quality of the solution becomes better as the generation number becomes higher.
The GA used in this paper has been implemented following the outlines described in Bartlett (1995) . The purpose of the GA is to search for a starting configuration that will produce a particular desired outcome. To achieve this there are two types of factors in the program: first, the control factors, which are the ones that the GA will manipulate. Each control factor must have its domain, that is, the range of useful values that it may take, declared. The set of control factors forms the solution to the model, and this is what the GA will try to optimize. The second class of factors is the target factors. When the model has been run, the final values of these factors are compared against the target values defined by the user. The closer they are to the target values the better. The deviations from the targets are aggregated to determine the total fitness of the model. A fitness of zero is a perfect solution.
The two distinct elements in the GA are individuals and populations. An individual is a single solution, and the population is the set of individuals currently involved in the search process. The term "individual" is used to group together the two forms of a solution: the chromosome, which is the raw genetic information (genotype) that the GA deals with, and the phenotype, which is the expression of the chromosome in the terms of the model, in this case representing the factor starting values. A chromosome is divided into genes, a gene being the GA's representation of a single value for a control factor. Each factor in the solution set corresponds to a gene in the chromosome.
A gene is a bit string, of arbitrary length, which is a binary representation of the number of intervals from a lower bound. As previously mentioned, control factors must have an upper and lower bound; the range between them is divided into the number of intervals that can be expressed by the gene's bit string. A string of length n can represent (2 n ‫מ‬ 1) intervals. The size of the bit string is very important, because it gives the resolution used for each control factor. The flow diagram of our program is represented in Figure 1. The population is randomly initiated, producing an initial set of potential values for each of the model parameters, which are coded as genes. These individuals are ranked from best to worst according to an external fitness function, and the breeding cycle is repeated until the GA stops. The breeding cycle is the heart of the GA, and it is here that the search process creates new, and hopefully fitter, individuals. The breeding process consists of three steps: selecting parents; crossing the parents to create new individuals (the possibility of mutation is included here); and replacing old individuals in the population with the new ones. There are many possibilities for these genetic operators, and the search strategy is the combination of them. There can be several, somewhat opposed, goals for the search process, one of which is to find the global optimum. Other goals are quick convergence and diversity of solutions, due to the chance of converging on a local optimum.
In the selection, two parents from the population have to be choosen. The selection techniques implemented are roulette, a linear search through a roulette wheel with slots weighted in proportion to the individual's fitness value; random; fit-fit, an individual is paired with the next fittest individual; fit-weak, the fittest individual is paired with the least fit; Goldberg-style fitness scaling (Goldberg and Richardson, 1987) , individuals that are very similar are devaluated so that the diversity is favored; rank wheel, the probability of being selected is proportional to the rank and not to the fitness; and finally, the tournament selection, a number of individuals are picked using roulette-wheel selection, and then the best of these is (are) chosen for mating.
Once the individuals to be mated are selected, there is a high probability of being crossed (0.8 in this case). If so, the crossover can be done by a one-site splice, in which for each gene in each pair of parents a splice point is randomly selected, and then the two portions of the parents genes are exchanged; a two-site splice, in which two splice points are selected for each gene; uniform crossover (Syswerda, 1989) , where for each bit the possibility of belonging to a parent is evaluated, with 50% probability for each parent; crossover based on the fitness (Larrañaga and Poza, 1994) , where the probability of the fittest parent's bit is 2/3, and the least fit's bit is 1/3; and, finally, a crossover based on simulated annealing (Sirag and Weiser, 1987) . Mutation, or the process of randomly disturbing genetic information, is also included in the crossover. The probability that each bit may become mutated is usually low. The optimum value has been studied by many researchers. Here, the one adopted by Schaffer et al. (1989) is used (length of the chromosome/number of individuals^0.9318).
Replacement is the last stage of any breeding cycle. Two parents are drawn from a fixed-size population; they breed two children, but only two of the family can return to the population, so two must be replaced. The techniques implemented in this paper are weak parent replacement, in which the fittest two, parent or children, return to the population; replacement of both parents; weakest individual, in which the two weakest individuals in the population are replaced with the children; random; simulated annealing for the weakest individuals; simulated annealing for the weakest parents; De Jong-style crowding, in which individuals in the population are replaced by others that are most similar to them (De Jong, 1975) ; and, finally, the rank wheel, where the probability of being replaced is proportional to the rank (here, the weakest individual has the highest probability of being replaced).
Several combinations of the three operators were tested by using the 2D Ackley function, which has a minimum equal to 0 at the origin and several local minima (Figure 2 ). Search strategies may find the global minimum successfully and not converge very quickly. The first condition is due to the random component of this search, and the second to the phenomenon called premature convergence, which can cause the solution to remain at a local minimum. After several attempts, the definitive search strategy chosen was selection by rank wheel, crossover based on fitness, and replacement by rank wheel. This strategy is moderately elitist, because the best individuals are easily selected, but there is low selection pressure (Mahfoud, 1995) . It is the use of the rank wheel, and not the wheel, which makes high differences between the best individual and the remainders. Simulated annealing avoids finding premature convergence, but it in- norm of the log difference between the synthetic and modeled spectrum, weighted inversely proportional to the frequency (a), and L2 norm of the log difference between the synthetic and modeled spectrum (b). (The scale used is linear, to distinguish better the differences).
troduces too much noise and it is more expensive in time. This also occurs with other operators that select randomly or by individual similarities.
The simple GA can be improved by reinitializing the population when the convergence stays blocked (Mahfoud, 1995; Grefenstette, 1992) . If this occurs, the best individual is chosen, and the remainders are reinitialized, but with a difference of bits between the best and the reinitialized below 35% (Eshelman and Schaffer, 1991) . This method was used in this work because it contributed to a higher robustness.
Tests with Synthetic Spectra
Using the spectral model, described in equation (3), a synthetic spectrum is generated with the parameters X 0 ‫ס‬ 5 ‫ן‬ 10 ‫7מ‬ l•sec; f 0 ‫ס‬ 10 Hz; Q ‫ס‬ 500; a source-station distance, d, of 20 km, and a wave velocity, m, of 6 km/sec. Such values are similar to those expected in a real problem from a small-to moderate-sized earthquake. Then, the objective function was introduced with the goal of minimizing the distance between the model and the data. The distance, in general, was based on the L2 norm. Four fitting functions were tested. First, the L2 norm of the log difference between the synthetic and modeled spectra, weighted inversely pro- portional to the frequency (a in Figure 3 and Table 1 ), was used. The synthetic and modeled spectra are very similar in the graph, but there is a large error in the Q parameter, around 20%, taking into account that the spectrum is not contaminated by noise (Table 1) . Errors in Xo and f 0 are below 5%. The first explanation for the large error in Q is the very low number of generations (only 15) and individuals (25). So, another trial was done with a population of 50 individuals and 100 generations; however, the results were similar. So, it was deduced that such a fitting function is not good for the problem proposed. Doing the weight inversely proportional to the frequency leads to equalizing all the contributions of the spectrum (Prejean and Ellsworth, 2001 ), but we think the purpose is to discriminate between the contribution of the attenuation and that of the corner frequency, because of the trade-off between them. After that, the L2 norm of the log difference between the synthetic (observed, in a real case) and modeled spectra was tried, without weighting by the inverse of the frequency (b in Figure 3 and Table 1 ). As can be observed, the improvement is notable. All errors are below 3%. So, this function was chosen instead of the first one. Also, the L2 norm of the difference between the synthetic and modeled spectra were tested, but errors were much higher than the others. The next step was to introduce a white noise into the signal, ( Table 2 ). The spectrum now has the shape given by
is the maximum amplitude of the noise, between 0 and 1, and rand(f) is a random number between ‫1מ‬ and ‫,1ם‬ so that if a ‫ס‬ 1 there is a 100% noise level in the signal.
First, a value of 0.1 (10% noisy) was tested (Figure 4 ). Errors of X 0 and f 0 were found below 5%, and that of Q was around 10%; these are acceptable taking into account the noise and the errors that can be expected for Q with other techniques . In addition, the random component of the search introduced some deviation from the exact values. A noise level of 20% was tested too, with similar results. Finally, a noise level of 30% was tried, with large errors; an increase in the number of generations did not improve the results. Therefore, a new attempt was made by smoothing the spectrum with a median filter of five points. It did not work either, in particular for the Q values. This means that the original spectrum has more information than the smoothed one; therefore, we did not smooth the spectra to obtain the source parameters.
Error levels in the Q values become important when noise is introduced. Even by using a powerful search algorithm such as a GA and knowing the spectral shape, the errors are large. This result is in agreement with that obtained by Hough et al. (1989) , who showed that the trade-off between Q and the corner frequency is strong when a wide range of values for both parameters are used to fit the data. Fehler and Phillips (1991) demonstrated that variation of Q from 600 to 3000 changed the corner frequency by less than 15% from the result obtained by assuming a constant average Q. A more complex attenuation function does not result in a better fit to the data, and produces multiple equivalent solutions, in the sense that they have the same fitting accuracy. Note that some trials with Q, as well as with the j parameter, dependent on the frequency were made, but the solutions were very unstable. This led to the use of a simple spectral model for calculating the source parameters from real data, with Q being independent of the frequency and accounting for all the attenuation effect, in an averaged way, when the events were shallow, recorded near the hypocenter, and of small magnitude.
Before the application of our method to real data, other fitting methods were tried with the synthetic spectra. Software based on a nonlinear squares fit (NLSF) minimizes the function v 2 by means of the Levenberg-Marquardt fitting method (ORIGIN software), but the results obtained were unstable, and the values were not reasonable, particularly for the attenuation factor, due to the wide range of possible values given for the parameters. This algorithm needs a first value near the global minimum to converge. Also a Simplex Nelder-Mead algorithm (MATLAB software) was tested, whose results had the same features as the previous method. Another possibility was to hybridize the genetic algorithm with the Simplex algorithm, as Boschetti et al. (1996) , but the results were not as good as those obtained with the GA with the reinitialization used here, in particular for the attenuation values. With these methods, the fit tended toward the highest value of Q proposed, even if the range was extended.
Data Selection and Analysis
The digital data used in this work were recorded by short-period seismic stations, five permanent ones from the RSA (Andalusian Seismic Network) and three portable ones from the RSP (Portable Digital Seismic Network), located around the Granada basin ( Figure 5 ). All stations were in a low-noise environment, and the geophones had a vertical component with a 1-Hz natural frequency (Kinemetrics Ranger SS-1 and Mark L-4C). The signals were radio-telemetered to the Central Recording Station at the Andalusian Institute of Geophysics. Each channel signal was filtered to avoid aliasing with a 30-Hz seven-pole Butterworth lowpass filter and converted to digital form at a frequency of 100 Hz with a resolution of 12 bits. The overall response was flat to ground velocity in the range 1-30 Hz, the lower limit being imposed by the seismometer and the higher one by the cut-off frequency of the anti-alias low-pass filter. The station sites, on hard bedrock (Morales et al., 1990) , combined with the electronic characteristics of the instruments ensured a practical dynamic range of 66 to 72 dB . The site effects were minimized as the stations were on hard bedrock.
A set of 13 events, 1989-1990 (Table 3) , was selected on the basis of a good signal-to-noise ratio, accurate epicentral location, and sufficient separation between P and S phases. All the earthquakes were recorded by at least five stations. The epicenter locations were between 36.982 and 37.221 north latitude and 3.784 and 4.081 west longitude. The duration magnitude (M D ) of the selected events, ranging between 1.7 and 2.8, was estimated following the formulae given by Miguel et al. (1989) . The maximum depth was 15.5 km, and the maximum distance between source and station was 42.1 km. The P-and S-wave amplitude spectra analyzed were calculated from the Fourier transform of the signals. First, the signal was baseline corrected by removing the mean. The time series were windowed from the start of each phase by using a double-ended 10% cosine taper. Signal windows of varying lengths were tested in order to select a length that avoided contamination from other phases and maintained the resolution and stability of the spectra. The spectra were subsequently corrected for instrumental response. The amplitude decay of ground motion due to geometrical spreading was assumed to be l/d, with d being the hypocentral distance, since all the spectra were recorded at distances less than 100 km and body waves were used (Singh et al., 1982; Hermann, 1985; Ordaz and Singh, 1992) . This value corresponds to a medium with constant velocity. How- Sis is the identification number of each event.
ever, when a velocity increasing with depth or strong lateral inhomogeneities are considered, the wavefront geometry is modified, and the term d ‫1מ‬ can change to d ‫מ‬n with n Ͼ 1. Ibáñez et al. (1993) , using data from 11 earthquakes that occurred in southern Spain, applied two methods to estimate the geometrical spreading factor n: one with S waves and another with coda waves. They concluded that n, for S waves, was slightly frequency dependent, increasing linearly with frequency.
Each real spectrum was introduced in the GA implemented, with the following considerations for the fitting parameters: first, the spectral level limits were obtained by visualizing the spectrum; second, the corner frequency ranged between 0.1 and 25 Hz, corresponding to the frequency band of the instrumental response; and finally, a maximum of 800 was introduced for the Q values, after consulting several studies made in the zone Del Pezzo et al., 1995; Pujades et al., 1990) . The resolution for each parameter was of 5, 6, and 7 bits, respectively. The population and number of generations were 20 and 100, respectively. The algorithm was executed three times and the spectra whose parameter dispersions were greater than 10% were discarded, because those solutions were not stable. So, only 29 spectra were finally selected, whose solutions are presented in Table 4 . To obtain the source parameters, the best fit was chosen for introducing its spectral parameters to the relationships given by Brune (1970) and Hanks and Wyss (1972) :
where q is the density of the medium (2.7 gm/cm 3 ); m the velocity (6 km/sec for the P wave, following Zappone et al. (2000) , and 3.46 km/sec for the S wave); d the hypocentral distance; K the wave amplification at the free surface (1, after García et al., 1996) ; and R the radiation pattern coefficient for the P-and S-waves. Since the focal mechanism could not be determined (the spectra correspond to small earthquakes), the root mean square (rms) averages R(P) ‫מ‬ 0.52 and R(P) ‫מ‬ 0.63 were used (Aki and Richards, 1980) . For each event, the average values for seismic moment, source radius, and stress drop were computed (Table 5) . Calculations were made using P and S-wave data combined. The average values were estimated following Archuleta et al. (1982) :
where N is the number of stations used, because the errors associated with X 0 and r are log-normally distributed. The standard deviation of the logarithm, SD (log x), was estimated by calculating the variance of the individual logarithms about the mean logarithm:
and multiplicative error factors, Ex, were calculated as: Ex ‫ס‬ antilog(SD(logx))
The calculated seismic moments ranged from 3.65E ‫ם‬ 17 to 9.98E ‫ם‬ 18 dyne cm; the radii were between 0.08 and 0.20 km, and the static stress drops spanned from 0.32 to 1.73 bars. The same events were studied by García et al. (1996) , following Snoke's method (Snoke, 1987) , with very similar results and values within the interval errors. The attenuation factors ranged from 53 to 726, with an averaged value of 303. These values are in agreement with those obtained by other researchers in the same area (Pujades et al., 1990; Del Pezzo et al., 1995) , and correspond to a high scattering zone. This is caused by the use of shallow events and records close to the hypocentral region (Zelt et al., 1999) .
The Q values calculated from P and S waves did not present any definitive correlation. This could be due to the small number of events. The trend shown in Figure 6 reflects that Q(S)/Q(P) Ͻ 1, as is generally expected (Knopoff, 1964) . This relation is broken when there is a fluid layer or a high scattering (Winkler and Nur, 1982; Menke and Dubendorff, 1985) . The Betic region is strongly heterogeneous, so a high scattering can be expected. The results for the relationship between the seismic moment and the source radii obtained (inversely proportional to the corner frequency) are shown in Figure 7 . The correlation coefficient is significant (0.70), and its trend is to increase the seismic moment ID is composed of the phase wave (P or S), the identification number of each event, and the recording station. D, distance between source and station.
with an increase of the radius (by decreasing the corner frequency). These preliminary results are consistent with the hypothesis of Frankel and Wennerberg (1989) and Abercrombie (1995 Abercrombie ( , 1997 , among others, of a nonlimited high frequency in the corner frequencies; the possible explanation for this apparent limit is the high attenuation found in weathered and near-surface material. However, the data analyzed are not sufficient to decide these questions.
Conclusions
An automated method for estimating simultaneously the source parameters, X 0 and f 0 , and the Q value by using a genetic algorithm (with reinitialization) is introduced. When the spectrum is corrected by instrumental response and geometrical spreading, the shape can be expressed by Equation (3). A Boatwright (1978) model is used for the source, and a spectral falloff with Q not dependent on the frequency for the attenuation. The parameters to be found are X 0 , f 0 , and Q.
The GA is implemented and tuned by using the 2D Ackley function; then, synthetic spectra are used in order to test the best-fitting function. The L2 norm of the log difference between the synthetic/observed and modeled spectra was shown to be the best. Different noise levels were introduced in the signal to check the errors, and we concluded that smoothing the original signal did not improve the solution.
This method was applied to real spectra, corresponding to 13 earthquakes from the Granada basin (southern Spain) with magnitudes ranging from 1.7 to 2.8. The source parameters were calculated by using the formulae by Brune (1970 Brune ( , 1971 and Hanks and Wyss (1972) . The results obtained are very similar to those calculated by other researchers for the same events, and the attenuation factors are consistent with other works made in the region. When low distances are involved, near-surface materials contribute the most and attenuation is very important. This is reflected in the shape of the spectra, where the effects of attenuation and cornerfrequency falloffs for small earthquakes superimpose. If this is not taken into account, the corner frequencies could be underestimated, with a conclusion of a breakdown in the self-similarity of the rupture processes for small earthquakes but with less attenuation. The results of the present work point to a continuity in the self-similarity, even for small earthquakes, but it is necessary to apply the method to more events for a definitive trend estimation.
