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Abstract
We find a basis for the free Malcev algebra on three free generators over a
field of characteristic zero. The semiprimity and speciality of this algebra are
proved. Also, we prove the decomposability of this algebra into a subdirect
sum of the free Lie algebra of rank three and the free algebra of rank three of
the variety generated by a simple seven-dimensional Malcev algebra. These
results were announced in [1].
The problem of finding of a basis for a free algebra is important for different varieties.
For free Malcev algebras this problem is posed by Shirshov in [2, problem 1.160].
For alternative algebras with three generators similar problem is solved in [3]. The
base of the free Malcev superalgebra on one odd generator was constructed in [4].
Recall that a Malcev algebra is called special if it is a subalgebra of a commutator
algebra A− for some alternative algebra A. The question of the speciality of a Malcev
algebras was posed by Malcev in [5]. In the present paper we find the basis of the free
Malcev algebra with three free generators, and prove the speciality of this algebra.
In addition, we prove decomposition of this algebra into a subdirect sum of free Lie
algebra of rank three and the free algebra of rank three of the variety generated by
a simple seven-dimensional Malcev algebra.
Shestakov [6] in 1977 proved that a free Malcev algebra of n > 8 generators over
commutative ring Φ is not semiprime provided 7! 6= 0 in Φ. Filippov [7] in 1979 then
∗Supported by FAPESP grant No. 2008/57680-5.
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proved that in fact a free Maltsev Φ-algebra of n > 4 generators is not semiprime if
6Φ 6= 0. We prove that the free Malcev algebra of rank three is semiprime.
For brevity, we omit the brackets in terms of the type (...((x1x2)x3)...)xn. In
addition, the products of the form axx...x we denote by axn.
A linear algebra M over a field F , which satisfies following identities
x2 = 0,
J(x, y, xz) = J(x, y, z)x,
where J(x, y, z) = xyz+ zxy+ yzx, is called a Malcev algebra. In what follows, the
characteristic of F is assumed to be zero. Let Ra be the operator of right multipli-
cation by an element a of the algebra M , and let R(M) be the algebra generated
by all Ra. We will adhere to following notations:
La,b = 1/2(RaRb +RbRa),
[Ra, Rb] = RaRb − RbRa,
(a, b, c) = (ab)c− a(bc).
In addition, by ∆ia(b) we denote the operator of partial linearization defined in [8,
Chapter 1, §4], by Z(M) we denote the Lie center of Malcev algebra M and by
G(a, b, c, d) we denote the function defined in [9] as follows:
G(a, b, c, d) = J(ab, c, d)− bJ(a, c, d)− J(b, c, d)a.
Let X = {x, y, z} and M3 be the free Malcev algebra on the set of free generators
X . For brevity, the expressions of the form G(...(G(G(t, x, y, z), x, y, z)...), x, y, z)
will be denoted as tGn.
By Alt[X ] denote the free alternative algebra generated by the set of free generators
X and by Ass[X ] denote the free associative algebra, generated by the set of free
generators X . Furthermore, for a, b ∈ Alt[X ] we denote a ◦ b = 1/2(ba + ab) and
for a ∈ Alt[X ] denote by R+a the operator in the algebra Alt[X ] defined as follows:
xR+a = x ◦ a for any x ∈ Alt[X ]. Now L
+
a,b, is the operator in the algebra Alt[X ],
defined as follows: L+a,b = R
+
a R
+
b − R
+
a◦b for any x ∈ Alt[X ] and a, b ∈ Alt[X ]. If B
is an alternative algebra, then by B− denote the commutator algebra of the algebra
B.
The main result:
Theorem. Let M3 be the free Malcev algebra with free generators X = {x, y, z}
Let U = {J(x, y, z)GkLlx,xL
m
y,yL
n
z,zL
p
x,yL
q
x,zL
r
y,z | k, l,m, n, p, q, r ∈ N ∪ {0}}. Then
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the set of the vectors U ∪Ux ∪Uy ∪Uz ∪Uxy ∪Uxz ∪Uyz forms a basis of the
space J(M3,M3,M3). Furthermore, M3 is special.
Any Malcev algebra M and the algebra R(M) satisfy the following identities:
uLa,bt = utLa,b + uLat,b − uLa,tb. (1)
(ab)(cd) = acbd + dacb+ bdac + cbda, (2)
G(t, a, b, c) = 2(J(ta, b, c) + J(t, a, bc)), (3)
G(t, a, b, c) = 2/3(J(t, b, c)a+ J(a, t, c)b+ J(a, b, t)c− J(a, b, c)t), (4)
3J(wa, b, c) = J(a, b, c)w − J(b, c, w)a− 2J(c, w, a)b+ 2J(w, a, b)c, (5)
J(J(a, b, c), a, b) = −3J(a, b, c)(ab), (6)
J(c, ba2k−1, b) = −J(c, b, a)a2k−2b, (k ≥ 1), (7)
The identity (1) is the identity (12) of [10, §1] rewritten in our notation. The iden-
tities (2), (3), (4), (5) and (6) are proved in [9] and (7) is the identity (5) of [10, §1].
Moreover, from the identity (4) it is clear that the function G is skew-symmetric for
any two arguments.
Lemma 1. Any Malcev algebra M satisfies the following identities:
J(a, b, c)Lkb,ba = J(a, b, c)aL
k
b,b, (8)
J(a, b, c)Lka,aL
l
b,b = J(a, b, c)L
l
b,bL
k
a,a, (9)
(ta)J(a, b, c) =
− 1/2J(a, t, c)ab+ 1/2J(a, t, b)ac− J(b, c, ta)a− 3/2J(a, t, cb)a, (10)
J(a, b, tac) = −1/2J(a, t, c)[Ra, Rb] + J(a, b, t)La,c. (11)
Proof. The identity (8) easy follows from the identity (21) of [11].
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The identiy (9). We apply the identities (7) and (8).
J(a, b, c)Lka,aL
l
b,b = −J(ba
2k+1, b, cb2l−1) = −J(a, b, cb2l−1)Lka,ab =
−J(a, b, cb2l−1)bLka,a = J(a, b, c)L
l
b,bL
k
a,a.
The identiy (10). Applying the operator ∆1b(h) to the identity bJ(a, b, c) =
J(a, b, cb) we obtain
hJ(a, b, c) = J(a, h, c)b+ J(a, h, cb) + J(a, b, ch).
From the identity (5):
hJ(a, b, c) = 1/3J(a, h, c)b+J(a, h, cb)+1/3J(a, b, h)c−2/3J(b, c, h)a+1/3hJ(a, b, c).
That is,
hJ(a, b, c) = 1/2J(a, h, c)b− J(b, c, h)a + 1/2J(a, b, h)c+ 3/2J(a, h, cb).
Replacing now h by ta we obtain the identity (10).
The identiy (11). Applying twice the first the identity (5) to the identity (10),
we obtain the identity
(ta)J(a, b, c) = −1/2J(a, t, c)ab− 1/6J(a, b, t)ca− 1/6J(a, t, c)ba− 1/6J(t, b, c)aa+
+2/3J(a, b, c)ta− 1/2J(a, b, t)ac.
From the identity (5) we obtain
J(a, b, tac) = 2/3J(ta, c, a)b− 2/3J(b, ta, c)a− 1/3J(a, b, ta)c+ 1/3J(c, a, b)(ta) =
−2/3J(t, c, a)ab+ 4/9J(a, b, t)ca+ 4/9J(a, t, c)ba− 2/9J(t, b, c)aa+
2/9J(a, b, c)ta+ 1/3J(a, b, t)ac− 1/3(ta)J(a, b, c).
Applying now the previous identity, we obtain (11).
Lemma 2. For an arbitrary polynomial f of degree n from the subalgebra gen-
erated by the elements a and b of Malcev algebra M , the following equalities are
true:
1) J(a, b, J(a, f, c)) + (−1)nJ(a, f, J(a, b, c)) = 0,
2) J(a, b, J(f, b, c)) + (−1)nJ(f, b, J(a, b, c)) = 0,
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3) J(a, b, fc) = (−1)nfJ(a, b, c).
Proof. We shall prove all three statements by induction on n. For n = 1 all
identities are obvious. We suppose they are correct when n = k, and prove them for
n = k+1. Since M is a binary Lie algebra, we can assume that f = f1a or f = f1b.
1) If f = f1a, the proof is obvious. Let f = f1b. Applying operator ∆
1
c(f1) to the
identity J(a, cb, c) = J(a, b, c)c we obtain
J(a, f1b, c) = J(a, f1, cb) + J(a, b, c)f1.
Next, using this equation and the induction hypothesis, obtain
J(a, b, J(a, f1b, c))+(−1)
k+1J(a, f1b, J(a, b, c)) = J(a, b, J(a, f1, cb))+J(a, b, J(a, b, c)f1)+
+(−1)k+1J(a, f1, J(a, b, c)b) + (−1)
k+1J(a, b, J(a, b, c))f1 = 0
2) The proof is similar to 1).
3) Let f = f1a.
J(a, b, f1ac) = J(a, b, J(f1, a, c)− cf1a− acf1) =
−J(a, b, J(a, f1, c)) + (−1)
k+1(f1J(a, b, c)a+ J(a, b, c)af1) =
−J(a, b, J(a, f1, c))+(−1)
k+1(J(J(a, b, c), a, f1)−af1J(a, b, c)) = (−1)
k+1f1aJ(a, b, c).
If f = f1b, then the arguments are similar and use the equality 2).
Corollary 1. Under the conditions of Lemma 2 the following equalities hold :
J(a, f, c)b− J(b, f, c)a =
3(−1)n + 1
2
fJ(a, b, c), (12)
J(a, fb, c) = −J(a, f, c)b+ (−1)nfJ(a, b, c). (13)
Proof. From Lemma 2: J(a, b, fc) = (−1)nfJ(a, b, c). From the identity (5):
J(a, b, fc) = 2/3J(f, c, a)b− 2/3J(b, f, c)a− 1/3J(a, b, f)c+ 1/3J(c, a, b)f.
Combining, we obtain the first equality. The second equality follows from the first
after the application of the identity (5) to J(a, fb, c). 
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Proposition 1. Let u ∈ J(M3,M3,M3). There exist αi from F such that
u =
∑
i
αiJ(x, y, z)xi1xi2...xiki ,
where xij ∈ X, ki ∈ N ∪ {0}.
Proof. In any Malcev algebra M the following identity is fulfilled:
J(a, b, c)abv = J(a, b, v)cba + J(a, b, c)vba + J(a, b, v)bca+
+ J(a, b, c)bva− J(a, b, v)abc− J(a, b, c)avb− J(a, b, v)acb. (a)
Applying the operator ∆1b(c) to identity (8) for k = 1 obtain:
J(a, b, c)cba + J(a, b, c)bca = J(a, b, c)acb+ J(a, b, c)abc.
After the application of the operator ∆1c(v) we obtain the desired identity.
We prove the proposition by induction on the degree d of the element u. Corollary
2 [8, Chapter 1, §3] implies the homogeneity of any variety of Malcev algebras over
a field F . Therefore, the proposition is valid for d = 3. Assume the proposition true
for all d ≤ k. From the identity (5) and the induction hypothesis it follows that u
can be written in the form
u =
∑
i
αiJ(x, y, z)xi1xi2...xikivi,
where xij ∈ X, ki ∈ N ∪ {0}, vi ∈ M3. It is obvious that the elements vi = vi +
J(M3,M3,M3) of the Lie algebra M3/J(M3,M3,M3) are linear combinations of the
monomials of the form yi1yi2...yil, where yij ∈ X and l ∈ N. Hence vi can be written
as vi = yi1yi2...yil+ui, where ui ∈ J(M3,M3,M3). From homogeneity it follows that
the degrees of the elements ui does not exceed k, therefore, the induction hypothesis
implies that vi can be represented as a linear combination of the monomials of the
form ti1ti2...tis, where tij ∈ X and s ≤ k. Thus, to prove the proposition it is
sufficient show that expressions of the form J(x, y, z)x1x2...xr(wt), where xj , t ∈ X
and w ∈ M3, belong to the subspace generated by the set J(M3,M3,M3)X . We
prove this by induction on r. From the identity (10) it follows that this is true for
r = 0. Let r = 1. There are two cases.
1. x1 = t. Without loss of generality we can assume that x1 = t = x. We have
J(x, y, z)x(wx) = J(J(x, y, z), x, wx)− (wx)J(x, y, z)x+ (wxx)J(x, y, z) =
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−J(J(x, y, z), x, w)x− (wx)J(x, y, z)x+ (wxx)J(x, y, z).
From the identity (10) it follows that the third term, and therefore all expressions
lie in J(M3,M3,M3)X .
2. x1 6= t. Without loss of generality, we may assume that x1 = x, t = y. Applying
the identities (2) and (10), we obtain
J(x, y, z)x(wy) = J(x, y, z)wxy + yJ(x, y, z)wx+ xyJ(x, y, z)w + wxyJ(x, y, z) =
J(x, y, z)wxy+yJ(x, y, z)wx+wxyJ(x, y, z)+1/2J(x, y, z)xyw−1/2J(x, y, z)yxw.
The identities (10) and (a) imply the required result.
Let r ≥ 1 and J(x, y, z)x1...xr−1(wt) ∈ J(M3,M3,M3)X . We denote J(x, y, z)x1...xr−2
by J0. The identity (2) gives
J0xr−1xr(wt) = −wtJ0xr−1xr − xr(wt)J0xr−1 − xr−1xr(wt)J0 + J0xr(xr−1(wt)) =
−wtJ0xr−1xr + wtxrJ0xr−1 − xr−1xr(wt)J0 − J0xr(wtxr−1).
This equality and the induction hypothesis imply the required. 
Corollary 2. Let f, g, h be the polynomials from the subalgebra, generated by
elements x and y of the Malcev algebra and degf = n. Then
1) J(yx, f, z) = (−1)
n
−1
2
fJ(x, y, z),
2) J(x, f, yz) = J(x, f, z)y − ((−1)n + 1)fJ(x, y, z),
3) if f has even degree, then J(z, g, h)Lf,y = 0.
Proof. 1) Applying the operator ∆1y(f) to the identity J(yx, y, z) = J(x, y, z)y
we obtain
J(yx, f, z) = J(y, fx, z) + J(x, f, z)y − fJ(x, y, z).
From the identity (13):
J(yx, f, z) = −J(y, f, z)x− (−1)nfJ(x, y, z) + J(x, f, z)y − fJ(x, y, z).
Using (12) we obtain 1).
2) Applying the operator ∆1z(f) to identity J(x, zy, z) = J(x, y, z)z we obtain
J(x, fy, z) + J(x, zy, f) = J(x, y, z)f.
Using now (13), we obtain the required result.
3) We first show that J(x, y, z)Lf,y = 0. Combining (12) and (13) we obtain
J(x, f, z)y = J(fx, y, z) +
(−1)n + 1
2
fJ(x, y, z).
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Applying this equality and 2) of this corollary, we obtain
J(x, y, z)fy = −J(x, f, z)yy+J(fx, y, z)y = −J(x, f, yz)y−2fJ(x, y, z)y+J(fx, y, yz).
That is
J(x, y, z)fy = J(x, f, yz)y − J(fx, y, yz).
Using the identities (12) and (13) we transform the right part of the last equality:
J(x, y, z)fy = J(y, f, yz)x+ 2fJ(x, y, yz) + J(y, fx, yz) =
−fJ(x, y, yz) + 2fJ(x, y, yz) = −J(x, y, z)yf.
Then, from Proposition 1 it follows that J(z, g, h) can be represented as
∑
i
αiJ(z, x, y)xi1xi2...xiki ,
where ki ∈ N∪ {0}, αi ∈ F . From homogeneity it follows that xij ∈ {x, y}. Thus, it
is clear that
J(z, g, h) = J(±
∑
i
αizxi1xi2...xiki , x, y).
This implies the required assertion. 
We recall that the Lie center Z(M) of Malcev algebra M is the set of elements c
of algebra M such that J(c, a, b) = 0 for any a and b from the algebra M . It is well
known (see, for example, [9] ) that the Lie center of any Malcev algebra is ideal
and that fg belongs to Z(M) if J(f, g, a) = 0 for any a. The central elements play
important role in the theory of Malcev algebras The Lemma 3 [10, §3] implies that
the elements yx2k−1(yx) are central for any k > 0. The following assertion gives
some central elements of more general form.
Corollary 3. If f and h are the polynomials of even degree from the subalgebra
generated by the elements x and y of the Malcev algebra M , then fh belongs to
Z(M).
Proof. Induction on the degree k of the polynomial h. When k = 2 the
assertion obviously follows from 1) of Corollary 2. Now suppose that the statement
is true in the case when the degree is equal to k = 2l. Prove it for a polynomial h1
of polynomial degree k = 2l + 2.
1) Let h1 = hxy. We rewrite the identity (11) as
J(z, x, txy) = 1/2J(x, t, y)xz − 1/2J(x, t, y)zx− J(x, z, t)Lx,y.
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Apply the operator ∆1x(f) to this equation and replace t by h
J(z, f, hxy) + J(z, x, hfy) = 1/2J(f, h, y)xz + 1/2J(x, h, y)fz−
−1/2J(f, h, y)zx− 1/2J(x, h, y)zf − J(f, z, h)Lx,y − J(x, z, h)Lf,y.
That is, J(z, f, hxy) = J(z, x, h)Lf,x = 0.
2) Let h1 = hxx. Apply the operator ∆
1
x(f) to the equation J(z, x, txx) = J(z, x, t)xx
and replace t by h, obtain
J(z, f, hxx)+J(z, x, hfx)+J(z, x, hxf) = J(z, f, h)xx+J(z, x, h)fx+J(z, x, h)xf.
Hence, J(z, f, hxx) = J(z, x, h)Lf,x = 0.
The proofs of the cases h1 = hyy and h1 = hyx are similar. 
Lemma 3. In any Malcev algebra M the following identities hold:
J(aca2k+1(RcRa)
n−1, b, c) = J(a, b, c)Lka,aL
n
a,c, (14)
J(aca2k+1, b, c) = J(a, b, c)Lka,aLa,c, k ≥ 0. (14
′)
J(aca(RcRa)
n−1, b, c) = J(a, b, c)Lna,c, n ≥ 1. (14
′′)
Proof. We write the identity (6) of [10, §1]
J(ca2k+2, b, c) = J(a, b, c)a2k(ca)− J(a, b, c)a2k+1c.
Applying (10) we obtain
J(aca2k+1, b, c) = −1/2J(a, ba2k, c)ac+ 1/2J(a, ba2k, c)ca+ J(a, b, c)a2k+1c.
That is J(aca2k+1, b, c) = J(a, b, c)Lka,aLa,c. Using the identities (7) and (11):
J(a, b, c)Lka,aL
n
a,c = J(aca
2k+1, b, c)Ln−1a,c = J(aca
2k+1(RcRa)
n−1, b, c).

We denote Lzy,zy + Ly,yLz,z − L
2
y,z by D(z, y).
Proposition 2. Let T = {Lx,x, Ly,y, Lz,z, Lx,y, Lx,z, Ly,z, Lx,zy}. For all Si, Ti
from T and for any n from N ∪ {0}:
J(x, y, z)T1T2...Tn[S1, S2] = 0, (15)
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J(x, y, z)T1T2...TnLy,zy = 0, (16)
J(x, y, z)T1T2...TnD(y, z) = 0. (17)
Proof. In first we prove the equalities (15), (16) and (17) with the assumption
that Si and Ti belong to the set T0 = T\{Lx,zy}.
In what follows we will apply the condition charF = 0 to collect similar terms
arising after linearization.
We prove the equality (15) with the assumption that Si and Ti belong
to the set T0 = T\{Lx,zy}.
1. We prove the identity
J(x, y, z)Lkx,xL
l
y,yL
m
z,z[Lx,x, Ly,y] = 0. (a)
1) k = l = m = 0. Follows from the identity (9).
2) k = l = 0, m 6= 0. Applying (7), (8) and again (7) we have:
J(x, y, z)Lmz,zLx,xLy,y = J(x, y, z)L
m
z,zxxLy,y = J(x, y, xz
2m+1)xLy,y =
J(x, y, xz2m+1)Ly,yx = J(x, xy
3, xz2m+1)
Applying (7), (8) and again (7) we have:
J(x, xy3, xz2m+1) = J(x, xy3, z)Lmz,zx = J(x, xy
3, z)xLmz,z =
J(x, y, z)Ly,yxxL
m
z,z = J(x, y, z)Ly,yLx,xL
m
z,z
Applying (9), (7), (8) and again (7) we have:
J(x, y, z)Ly,yLx,xL
m
z,z = J(x, y, z)Lx,xLy,yL
m
z,z = J(x, y, z)Lx,xyyL
m
z,z =
J(yx3, y, z)yLmz,z = J(yx
3, y, z)Lmz,zy = J(yx
3, y, yz2m+1)
Applying (7), (8) and again (7) we have:
J(yx3, y, yz2m+1) = J(x, y, yz2m+1)Lx,xy = J(x, y, yz
2m+1)yLx,x =
J(x, y, z)Lz,zyyLx,x = J(x, y, z)L
m
z,zLy,yLx,x.
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3) k = m = 0, l 6= 0. It is obvious from (9).
4) k = 0, l 6= 0, m 6= 0. From the identity (9):
J(x, y, z)Lly,yL
m
z,z[Lx,x, Ly,y] = −J(x, y, yz
2m+1y2l−1)[Lx,x, Ly,y] = 0.
5) k 6= 0, l = m = 0. Follows from the identity (9).
6) k 6= 0, l = 0, m 6= 0. It is similar to the case 4).
7) k 6= 0, l 6= 0, m = 0. Follows from (9).
8) k 6= 0, l 6= 0, m 6= 0. It is easy to see
J(x, y, z)Lkx,xL
l
y,yL
m
z,z[Lx,x, Ly,y] =
J(x, y, z)Lkx,xL
l
y,yL
m
z,zLx,xLy,y − J(x, y, z)L
k
x,xL
l
y,yL
m
z,zLy,yLx,x
Using (7), (8) and (9) we transform the first term
J(x, y, z)Lkx,xL
l
y,yL
m
z,zLx,xLy,y = −J(x, xy
2l+1x2k−1, z)Lmz,zLx,xLy,y =
= J(x, xy2l+1x2k, xz2m+1)Ly,y = J(x, xy
2l+1, xz2m+1x2k)Ly,y =
J(x, y, xz2m+1x2k)Lly,yxLy,y = J(x, y, xz
2m+1x2k)Ll+1y,y x =
J(x, xy2l+3x2k, xz2m+1) = J(x, xy2l+3x2k, z)Lmz,zx =
−J(x, xy2l+3x2k+1, z)Lmz,z
In the same way we can transform the second term of the commutator
−J(x, y, z)Lkx,xL
l
y,yL
m
z,zLy,yLx,x = J(yx
2k+3y2l+1, y, z)Lmz,z
Applying (7) to the sum of the two last equalities we obtain the required.
2. We show that
J(x, y, z)Lkx,xL
l
y,yL
m
z,z[Lx,y, Lx,x] = 0. (b)
1) k = l = m = 0. It follows from (9) by linearization. 2) m = 0.
J(x, y, z)Lkx,xL
l
y,y[Lx,y, Lx,x] = J(x, y, zx
2ky2l)[Lx,y, Lx,x] = 0.
3) m 6= 0, k = l = 0. From the identity (a):
J(x, y, z)Lmz,z[Lx,x, Ly,y] = 0.
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Using the operator ∆1x(y) we obtain
J(x, y, z)Lmz,z[Lx,y, Lx,x] = 0.
4) m 6= 0 and k+ l > 0. Without loss of generality we can assume that, for example,
k 6= 0. From the identitie (a) and (7):
J(x, y, z)Lkx,xL
l
y,yL
m
z,z[Lx,y, Lx,x] = −J(x, y, xz
2m+1x2k−1y2l)[Lx,y, Lx,x] = 0.
3. Prove now that
J(x, y, z)Lkx,xL
l
y,yL
m
z,z[Lx,y, Lz,z] = 0. (c)
1) k = l = m = 0. From the identity (b) follows J(x, y, z)[Lx,z, Lz,z] = 0. Applying
the operator ∆1z(y) we obtain
J(x, y, z)[Lx,y, Lz,z] + 2J(x, y, z)[Lx,z, Ly,z] = 0.
Appplying the identity (14′′) to each term of the commutator we transform
J(x, y, z)[Lx,z, Ly,z] = J(x, y, z)Lx,zLy,z − J(x, y, z)Ly,zLx,z = J(xzx, y, z)Ly,z−
−J(x, yzy, z)Lx,z = J(xzx, yzy, z)− J(xzx, yzy, z) = 0.
Hence, J(x, y, z)[Lx,y, Lz,z] = 0.
2) k = l = 0, m 6= 0. From the identity (a) follows J(x, y, z)Lmz,z[Lx,x, Lz,z] = 0.
Applying the operator ∆1x(y) we obtain J(x, y, z)L
m
z,z[Lx,y, Lz,z] = 0.
3) k = 0, l 6= 0, m = 0. From the identity (a) it follows J(x, y, z)Lly,y[Lx,x, Lz,z] = 0.
Applying the operator ∆1x(y) we have J(x, y, z)L
l
y,y[Lx,y, Lz,z] = 0.
4) k = 0, l 6= 0,m 6= 0. From the identity (a) it follows J(x, y, z)Lly,yL
m
z,z[Lx,x, Lz,z] =
0. Applying the operator ∆1x(y) we obtain J(x, y, z)L
l
y,yL
m
z,z[Lx,y, Lz,z] = 0.
5) k 6= 0, l = m = 0. From the identity (a) it follows J(x, y, z)Lkx,x[Ly,y, Lz,z] = 0.
Applying the operator ∆1y(x) we obtain J(x, y, z)L
k
x,x[Lx,y, Lz,z] = 0.
6) k 6= 0, l = 0,m 6= 0. From the identity (a) follows J(x, y, z)Lkx,xL
m
z,z[Ly,y, Lz,z] = 0.
Applying the operator ∆1y(x) we have J(x, y, z)L
k
x,xL
m
z,z[Lx,y, Lz,z] = 0.
7) k 6= 0, l 6= 0, m = 0.
J(x, y, z)Lkx,xL
l
y,y[Lx,y, Lz,z] =
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J(x, y, z)Lkx,xL
l
y,yLx,yLz,z − J(x, y, z)L
k
x,xL
l
y,yLz,zLx,y
Applying the identities (b) and (14′) to the first term of commutator we obtain
J(x, y, z)Lkx,xL
l
y,yLx,yLz,z = J(x, y, z)L
k
x,xLx,yL
l
y,yLz,z = J(xyx
2k+1, y, z)Lly,yLz,z
From (9) and (7)
J(xyx2k+1, y, z)Lly,yLz,z = J(xyx
2k+1, y, z)Lz,zL
l
y,y = J(xyx
2k+1, y, z)Lz,zyyL
l−1
y,y =
J(xyx2k+1, y, yz3)yLl−1y,y = J(xyx
2k+1, y, yz3)y2l−1 = −J(xyx2k+1, y, yz3y2l−1)
From (14′), (7) and (a)
−J(xyx2k+1, y, yz3y2l−1) = −J(x, y, yz3y2l−1)Lkx,xLx,y = J(x, y, yz
3)yLl−1y,y L
k
x,xLx,y =
J(x, y, z)Lly,yLz,zL
k
x,xLx,y
In the same way we can transform the second term of the commutator
−J(x, y, z)Lkx,xL
l
y,yLz,zLx,y = −J(x, y, z)L
k
x,xL
l
y,yLz,zLx,y
Applying (a) to the sum of the two last equalities we obtain the required.
8) k 6= 0, l 6= 0, m 6= 0. Induction on m. For m = 0 this statement was proved
in 7). We suppose that
J(x, y, z)Lkx,xL
l
y,yL
i
z,z[Lx,y, Lz,z] = 0
for all i < m.
J(x, y, z)Lkx,xL
l
y,yL
m
z,z[Lx,y, Lz,z] =
J(x, y, z)Lkx,xL
l
y,yL
m
z,zLx,yLz,z − J(x, y, z)L
k
x,xL
l
y,yL
m+1
z,z Lx,y
We transform the first term of the commutator. From the induction hypothesis, (a),
(14′) and (7) we obtain
J(x, y, z)Lkx,xL
l
y,yL
m
z,zLx,yLz,z = J(x, y, z)L
k
x,xL
l
y,yLx,yL
m+1
z,z =
J(x, y, z)Lkx,xLx,yL
l
y,yL
m+1
z,z = J(yx
2k+1, y, z)Lly,yL
m+1
z,z =
J(yx2k+1, y, z)Lm+1z,z L
l
y,y = −J(yx
2k+1, y, yz2m+3y2l−1) =
14
−J(x, y, yz2m+3y2l−1)Lkx,xLx,y = J(x, y, z)L
l
y,yL
m+1
z,z L
k
x,xLx,y =
J(x, y, z)Lkx,xL
l
y,yL
m+1
z,z Lx,y
4. We now prove the identity
J(x, y, z)Lkx,xL
l
y,yL
m
z,z[Lx,y, Lx,z] = 0 (d)
1) m = 0. From (c) using the operator ∆1z(x).
2) l = 0. From the identity (c):
J(x, y, z)Lkx,xL
m
z,z[Ly,y, Lx,z] = 0.
Applying the operator ∆1y(x), we obtain the required result.
3) k = 0. The proof is similar to the cases 1) and 2).
4) k 6= 0, l 6= 0, m 6= 0. Using the identities (a), (c), (b) and (14′):
J(x, y, z)Lkx,xL
l
y,yL
m
z,zLx,yLx,z = J(x, y, z)L
l
y,yLx,yL
k
x,xL
m
z,zLx,z =
J(x, yxy2l+1, z)Lkx,xL
m
z,zLx,z = J(x, yxy
2l+1, zxz2m+1x2k) =
J(x, y, zxz2m+1x2k)Lly,yLx,y = J(x, y, z)L
k
x,xL
m
z,zLx,zL
l
y,yLx,y =
J(x, y, z)Lkx,xL
l
y,yL
m
z,zLx,zLx,y.
It finishes the proof of the equality (d).
From the proven identities (a),(b),(c) and (d) it follows
J(x, y, z)Lkx,xL
l
y,yL
m
z,z[S1, S2] = 0,where Si ∈ T0.
Hence, with the operator ∆1x(y) it is easy to prove the identity
J(x, y, z)Lnx,yL
k
x,xL
l
y,yL
m
z,z[S1, S2] = 0,
using induction on n. The induction on p and operator ∆1z(y) give the identity
J(x, y, z)Lnx,yL
p
y,zL
k
x,xL
l
y,yL
m
z,z[S1, S2] = 0.
Finally, induction on q and the operator ∆1x(z) give the identity
J(x, y, z)Lnx,yL
p
y,zL
q
x,zL
k
x,xL
l
y,yL
m
z,z[S1, S2] = 0.
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This is the equality (15) assuming that the Si and Ti belong to the set T0 =
T\{Lx,zy}.
We prove the equality (16) with the assumption that Ti belong to the
set T0 = T\{Lx,zy}.
That is,
J(x, y, z)Lnx,yL
q
x,zL
p
y,zL
k
x,xL
l
y,yL
m
z,zLy,zy = 0. (e)
Induction on q. In first we consider the case q = 0. That is
J(x, y, z)Lnx,yL
p
y,zL
k
x,xL
l
y,yL
m
z,zLy,zy = 0 (e
′)
1) n = k = 0. Obviously follows from the Proposition 1 and from equality 3) of the
Corollary 2.
2) n = 0, k 6= 0.
2.a) p = l = m = 0. Applying the identity (7) and identities already proven in this
proposition we obtain
J(x, y, z)Lkx,xyLy,z = J(yx
2k+1, y, z)Ly,z = J(yx
2k+1, y, zyz) = J(x, y, zyz)Lkx,xy =
J(x, y, z)Ly,zL
k
x,xy = J(x, y, z)L
k
x,xLy,zy.
That is, J(x, y, z)Lkx,xLy,zy − J(x, y, z)L
k
x,xyLy,z = 0. From the identity (1):
0 = J(x, y, z)Lkx,xLy,zy − J(x, y, z)L
k
x,xyLy,z = J(x, y, z)L
k
x,xLy,yz.
2.b) p 6= 0, l = m = 0 Using the identity (7) we obtain
J(x, y, z)Lpy,zL
k
x,xLy,zy = 1/2J(x, y, z)L
k
x,xyzL
p−1
y,z Ly,zy+1/2J(x, y, z)L
k
x,xzyL
p−1
y,z Ly,zy =
−1/2J(yx2k+1Lp−1y,z z, y, z)Ly,zy − 1/2J(zx
2k+1Lp−1y,z y, y, z)Ly,zy = 0.
2.c) If p = 0 and l 6= 0 or p = 0 and m 6= 0 it is sufficient to apply the identity (7)
3) n 6= 0, k 6= 0. Using identity (14)
J(x, y, z)Lnx,yL
p
y,zL
k
x,xL
l
y,yL
m
z,zLy,zy = J(x, y, z)L
k
x,xL
n
x,yL
p
y,zL
l
y,yL
m
z,zLy,zy =
J(xyx2k+1(RxRy)
n−1, y, z)Lpy,zL
l
y,yL
m
z,zLy,zy =
J(xyx2k+1(RxRy)
n−1Lpy,zL
l
y,yL
m
z,z, y, z)Ly,zy = 0
4) n 6= 0, k = 0. It is sufficient to apply (14′′).
Applying the operator ∆1x(z) to the identity (e
′) and using induction hypothesis it
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is easy to prove the required identity (e).
We prove the equality (17) with the assumption that Ti belong to the
set T0 = T\{Lx,zy}.
1) n = p = k = l = m = 0. We transform the first term of this sum. Substituing
in the identity (10) t by b we obtain J(a, b, c) = −1/2J(a, b, c)ab + 1/2J(a, b, c)ba.
Applying this identity to the first term of the sum
J(x, y, z)D(y, z) = J(x, y, z)Lyz,yz + J(x, y, z)Ly,yLz,z − J(x, y, z)L
2
y,z
we have:
J(x, y, z)(yz)(yz) = 1/2J(−xyz + xzy, y, z)(yz) =
−1/4J(−xyz + xzy, y, z)yz + 1/4J(−xyz + xzy, y, z)zy =
1/4(J(x, y, z)yzyz − J(x, y, z)yzzy − J(x, y, z)zyyz + J(x, y, z)zyzy) =
−1/4J(x, y, z)yyzz+1/2J(x, y, z)yLy,zz−1/4J(x, y, z)yLz,zy−1/4J(x, y, z)zLy,yz−
−1/4J(x, y, z)zzyy + 1/2J(x, y, z)zLy,zy = −J(x, y, z)Ly,yLz,z + J(x, y, z)L
2
y,z
That is, J(x, y, z)D(y, z) = 0.
2) n = p = l = m = 0, k 6= 0. Apply to the identity
J(x, y, z)Lkx,xLy,y = J(x, y, z)Ly,yL
k
x,x
the operator ∆2y(zy):
J(x, y, z)Lkx,xLzy,zy+2J(x, zy, z)L
k
x,xLy,zy = J(x, y, z)Lzy,zyL
k
x,x+2J(x, zy, z)Ly,zyL
k
x,x,
We show that the second term in each part of this equality is zero. Really, from the
identity (7) it follows J(x, zy, z)Lkx,xLy,zy = J(x, y, z)zL
k
x,xLy,zy = J(zx
2k+1, y, z)Ly,zy =
0. And J(x, zy, z)Ly,zyL
k
x,x = 0. Therefore, J(x, y, z)L
k
x,xLzy,zy = J(x, y, z)Lzy,zyL
k
x,x.
From the identities proven above and item 1) it follows
J(x, y, z)Lkx,xD(y, z) = J(x, y, z)D(y, z)L
k
x,x = 0,
that required. The remaining cases are proved similarly to the equality (16).
We prove the equality (15) with the assumption that Ti belong to the
set T0 and Sj belongs to the set T .
That is,
J(x, y, z)T1T2...Tn[S1, S2] = 0, Ti ∈ T0, Sj ∈ T (f)
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Let none of the operators Ti be not equal Lx,x. From the equalities proven above
it follows
J(x, y, z)T1T2...Tn[Lx,x, Ly,y] = 0.
Apply the operator ∆1x(zy).Obtain Lx,y∆
1
x(zy) = Lzy,y, Ly,y∆
1
x(zy) = 0, Lz,z∆
1
x(zy) =
0, Lx,z∆
1
x(zy) = Lzy,z, Ly,z∆
1
x(zy) = 0 and, therefore,
J(x, y, z)T1T2...Tn[Lx,zy, Ly,y] = 0, for Ti 6= Lx,x.
The proof of identity (f) is obtained by induction on the degree of the operator Lx,x
using the operator ∆1z(x). Really, Lx,z∆
1
z(x) = Lx,x and the remaining terms arising
from the action of this operator are equal to zero by the previously proven identities.
Applying to the resulting identity corresponding operator ∆1xi(xj),where xi, xj ∈ X,
we obtain the equality (f).
We prove all statements of this Proposition without restrictions on Ti
and Sj. We shall prove the conjunction of all three statements using induction on
l, where l is number of operators Lx,zy in the sequence T1, T2, ..., Tn. For l = 0 all
three identities are proved. Assume now that all three identities hold for all l ≤ k.
We show that these identities hold for l = k + 1.
First, we note that the induction hypothesis for (15) implies that if we have any
sequence of operators from T and it contains not more than k + 1 copies of Lx,zy,
then we can permute these operators acting on J(x, y, z). Suppose now that among
the T1, T2, ..., Tn there are k + 1 copies of Lx,zy. Let Ti = Lx,zy. Replace it by the
operator Lx,x. From the induction hypothesis:
J(x, y, z)T1T2...Lx,x...Tn[S1, S2] = 0.
Applying to this identity the operator ∆1x(zy) and taking into account equalities:
Lx,x∆
1
x(zy) = 2Lx,zy, Lx,zy∆
1
x(zy) = Lzy,zy, Lx,z∆
1
x(zy) = 2Lz,zy, Lx,y∆
1
x(zy) =
2Ly,zy, Ly,y∆
1
x(zy) = Lz,z∆
1
x(zy) = Ly,z∆
1
x(zy) = 0, and equalities (16) and (17) for
l ≤ k we obtain
J(x, y, z)T1T2...Lx,zy...Tn[S1, S2] = 0.
Similar arguments prove equalities (16) and (17) for a sequence T1, T2, ..., Tn con-
taining k + 1 copies of Lx,zy. 
Corollary 4. Let w = J(x, y, z)T1T2...Tn, for some
Ti ∈ T = {Lx,x, Ly,y, Lz,z, Lx,y, Lx,z, Ly,z, Lx,zy},
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k, l,m, n ∈ N ∪ {0}. The following equalities hold:
wLx,zy = wLy,xz = wLz,yx (18)
w[Lx1,x2, Rx3] = 0, xi ∈ X (19)
J(x, y, z)Lkx,xL
l
y,yL
m
z,z(xz)Lx,xy =
= J(x, y, z)Lkx,xL
l
y,yL
m
z,zxzLx,xy = J(x, y, z)L
k
x,xL
l
y,yL
m
z,zzxLx,xy = 0. (20)
J(x, y, z)Lkx,xL
l
y,yL
m
z,zzx[Rx, Lx,y] = 0. (21)
Proof. The equality (18). From the (16): wLx,xy = 0. Apply the operator
∆1x(z) to this equality. From the (15) we obtain wLz,xy + wLx,zy = 0. That is,
wLz,yx = wLx,zy. Similarly, the operator ∆
1
y(z), applied to the identity wLy,yx = 0
gives wLz,yx = wLy,xz.
The equality (19). The equalities w[Lx,y, Rx] = w[Lx,y, Ry] = 0, w[Lx,z, Rx] =
w[Lx,z, Rz] = 0, w[Ly,z, Ry] = w[Ly,z, Rz] = 0 follow from the identity (1) and equal-
ity (16). The equalities w[Lx,y, Rz] = w[Ly,z, Rx] = w[Lx,z, Ry] = 0 follow from the
identity (1) and from the equality (18).
The equality (20). From the equalities (19) and (15):
J(x, y, z)Lly,yL
m
z,zzL
k
x,xLx,y = J(x, y, z)Lx,yL
l
y,yL
m
z,zzL
k
x,x.
Apply to this identity the operator ∆2y(xy). From the (15) and (16) we have:
J(x, xy, z)Ll−iy,yLy,xyL
i−1
y,y L
m
z,zzL
k
x,xLx,y = J(x, y, xz)Lx,yL
l−i
y,yLy,xyL
i−1
y,y L
m
z,zzL
k
x,x = 0,
J(x, y, z)Ll−iy,yLy,xyL
i−1
y,y L
m
z,zzL
k
x,xLx,xy = J(x, y, z)Lx,xyL
l−i
y,yLy,xyL
i−1
y,y L
m
z,zzL
k
x,x = 0,
J(x, y, z)Ll−iy,yLxy,xyL
i−1
y,y L
m
z,zzL
k
x,xLx,y = J(x, y, z)Lx,yL
l−i
y,yLxy,xyL
i−1
y,y L
m
z,zzL
k
x,x,
J(x, xy, z)Lx,xyL
l
y,yL
m
z,zzL
k
x,x = 0.
Therefore, the application of the operator gives
J(x, xy, z)Lly,yL
m
z,zzL
k
x,xLx,xy = 0.
Furthermore,
0 = J(x, xy, z)Lly,yL
m
z,zzL
k
x,xLx,xy = J(x, y, z)L
l
y,yL
m
z,zxzL
k
x,xLx,xy =
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−J(x, y, z)Lly,yL
m
z,zzxL
k
x,xLx,xy + 2J(x, y, z)L
l
y,yL
m
z,zLx,zL
k
x,xLx,xy =
−J(x, y, z)Lly,yL
m
z,zzxL
k
x,xLx,xy = −J(x, y, z)L
l
y,yL
m
z,zzxx
2kLx,xy =
−J(x, y, z)Lly,yL
m
z,zzx
2kxLx,xy = −J(x, y, z)L
l
y,yL
m
z,zL
k
x,xzxLx,xy =
J(x, y, z)Lly,yL
m
z,zL
k
x,xxzLx,xy − 2J(x, y, z)L
l
y,yL
m
z,zL
k
x,xLx,zLx,xy =
J(x, y, z)Lly,yL
m
z,zL
k
x,xxzLx,xy.
That is,
J(x, y, z)Lly,yL
m
z,zL
k
x,xxzLx,xy = −J(x, y, z)L
l
y,yL
m
z,zL
k
x,xzxLx,xy = 0. (a)
We prove now the equality
J(x, y, z)Lkx,xL
l
y,yL
m
z,z(xz)Lx,xy = 0.
1) m > 0. Then
J(x, y, z)Lly,yL
m
z,zL
k
x,x(xz)Lx,xy = −J(x, zy
2l+1z2m−1x2k, z)(xz)Lx,xy =
−1/2J(x, zy2l+1z2m−1x2k, z)zxLx,xy + 1/2J(x, zy
2l+1z2m−1x2k, z)xzLx,xy =
1/2J(x, y, z)Lly,yL
m
z,zL
k
x,xzxLx,xy − 1/2J(x, y, z)L
l
y,yL
m
z,zL
k
x,xxzLx,xy = 0.
2) k > 0 It is similar to the case 1).
3) k = l = m = 0. Easy to see from (10)
J(x, y, z)(xz)Lx,xy = 1/2J(x, y, z)zxLx,xy − 1/2J(x, y, z)xzLx,xy =
−J(x, y, z)xzLx,xy = −J(x, xy, z)zLx,xy = −J(x, xy, z)Lx,xyz = 0
4) k = m = 0, l 6= 0. From (10) and (16):
J(x, y, z)(zx)Lly,yLx,xy = 1/2J(x, y, z)xzL
l
y,yLx,xy − 1/2J(x, y, z)zxL
l
y,yLx,xy =
J(x, y, z)xzLly,yLx,xy. (b)
Applying the operator ∆1z(zx) to the identity
J(x, y, z)Lly,yz = J(x, y, z)zL
l
y,y
we obtain
J(x, y, zx)Lly,yz + J(x, y, z)L
l
y,y(zx) = J(x, y, z)(zx)L
l
y,y + J(x, y, zx)zL
l
y,y
20
and
−J(x, y, z)Lly,yxzLx,xy + J(x, y, z)L
l
y,y(zx)Lx,xy =
J(x, y, z)(zx)Lly,yLx,xy − J(x, y, z)xzL
l
y,yLx,xy.
From the identities (a) and (b) obtain:
J(x, y, z)Lly,y(zx)Lx,xy = 0.
The identity (21) follows from (20) and (1). 
Lemma 4. In any Malcev algebra M the following identities hold:
t(yx)z + t(zy)x+ t(xz)y = tLx,zy + tLy,xz + tLz,yx − 1/2J(x, y, z)t, (22)
G(t, x, y, z) + J(x, y, z)t = 2/3(tyzx− txzy) + 2/3(tzxy − tyxz)+
+ 2/3(txyz − tzyx) + 2/3tLx,zy + 2/3tLy,xz + 2/3tLz,yx. (23)
G(tx, x, y, z) = G(t, x, y, z)x− 2J(x, y, z)(tx), (24)
G(tx2, x, y, z) = G(t, x, y, z)x2 + 2J(x, t, z)Lx,xy + 2J(x, y, t)Lx,xz, (25)
Proof. The equality (22). From the identity (2) we have:
t(xy)z+t(yz)x+t(zx)y = zxyt+tzxy−tyzx−xt(yz)+xyzt+txyz−tzxy−yt(zx)+
yzxt + tyzx− txyz − zt(xy) = ty(zx) + tx(yz) + ty(zx) + J(x, y, z)t.
That is,
t(xy)z + t(yz)x+ t(zx)y = ty(zx) + tx(yz) + tz(xy) + J(x, y, z)t.
Hence (22) follows.
The equality (23). Further, from this identity and the identities (2) and (4) we
obtain:
3/2G(t, x, y, z) + 3/2J(x, y, z)t = J(t, y, z)x+ J(x, t, z)y+ J(x, y, t)z− J(x, y, z)t =
tyzx+ ztyx+ yztx+ xtzy + zxty + tzxy + xytz + txyz + ytxz =
tyzx− txzy + tzxy − tyxz + txyz − tzyx− t(xy)z + t(yz)x+ t(zx)y =
tyzx− txzy + tzxy − tyxz + txyz − tzyx+ tLx,zy + tLy,xz + tLz,yx.
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The equality (24). From the identities (4), (3) and the definition of the function
G:
3/2G(tx, x, y, z) = J(tx, y, z)x+ J(x, tx, z)y + J(x, y, tx)z − J(x, y, z)(tx) =
J(tx, y, z)x+ J(yz, x, tx)−G(y, z, x, tx)− J(x, y, z)(tx) =
J(tx, y, z)x− J(yz, x, t)x+G(tx, x, y, z)− J(x, y, z)(tx) =
G(tx, x, y, z)− J(x, y, z)(tx) + 1/2G(t, x, y, z)x,
whence follows the desired identity.
The identity (25). From the identities (10), (4), (3) and the definition of the function
G:
(tx)J(x, y, z) = −1/2J(x, t, z)xy − 1/2J(t, x, y)xz− J(y, z, tx)x− 3/2J(x, t, zy)x =
1/2J(x, t, z)yx+1/2J(t, x, y)zx−J(y, z, tx)x−3/2J(x, t, zy)x−J(x, t, z)Lx,y−J(t, x, y)Lx,z =
1/2(J(x, t, z)y+J(t, x, y)z+J(t, x, zy))x−1/2G(t, x, y, z)x−J(x, t, z)Lx,y−J(t, x, y)Lx,z =
1/2(G(y, z, t, x)− 2J(t, x, yz))x− 1/2G(t, x, y, z)x− J(x, t, z)Lx,y − J(t, x, y)Lx,z =
−J(x, t, z)Lx,y − J(t, x, y)Lx,z − J(t, x, yz)x.
Further, from the identity (24) we have:
G(tx, x, y, z) = G(t, x, y, z)x− 2J(x, y, z)(tx) =
G(t, x, y, z)x− 2J(x, t, z)Lx,y − 2J(x, y, t)Lx,z − 2J(t, x, yz)x.
Thus, from this identity and the identity (1) we obtain:
G(tx2, x, y, z) = G(tx, x, y, z)x−2J(x, tx, z)Lx,y−2J(tx, x, y)Lx,z−2J(tx, x, yz)x =
G(t, x, y, z)x2−2J(x, t, z)Lx,yx−2J(x, y, t)Lx,zx−2J(t, x, yz)x
2+2J(x, t, z)xLx,y+
+2J(t, x, y)xLx,z+2J(t, x, yz)x
2 = G(t, x, y, z)x2+2J(x, t, z)Lx,xy+2J(x, y, t)Lx,xz.
It implies (25). 
Lemma 5. Let T = {Lx,x, Ly,y, Lz,z, Lx,y, Lx,z, Ly,z, Lx,zy}, and Ti ∈ T , n ∈
N ∪ {0}. In the algebra M3 the following relations hold:
J(x, y, z)T1T2...TnJ(x, y, z) = 0, (26)
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J(x, y, z)T1T2...Tn(J(x, y, z)Lx,x) = 0, (27)
J(x, y, z)T1T2...Tnx(J(x, y, z)x) = 0. (28)
Proof. We prove (26). We first prove that
J(x, y, z)Lkx,xL
l
y,yL
m
z,zJ(x, y, z) = 0.
Further, we denote J(x, y, z)Lkx,xL
l
y,yL
m
z,z by v. From the identity (25) :
G(vLx,x, x, y, z)−G(v, x, y, z)Lx,x = 2J(x, v, z)Lx,xy + 2J(x, y, v)Lx,xz.
If k +m 6= 0 and k + l 6= 0, then from identity (20) and (6) we obtain:
G(vLx,x, x, y, z)−G(v, x, y, z)Lx,x =
2J(x, J(x, y, z)Lkx,xL
l
y,yL
m
z,z, z)Lx,xy + 2J(x, y, J(x, y, z)L
k
x,xL
l
y,yL
m
z,z)Lx,xz =
−2J(x, J(x, xy2l+1x2k−1z2m, z), z)Lx,xy − 2J(x, y, J(x, y, xz
2m+1x2k−1y2l))Lx,xz =
6J(x, y, z)Lkx,xL
l
y,yL
m
z,z(xz)Lx,xy + 6J(x, y, z)L
k
x,xL
l
y,yL
m
z,z(xy)Lx,xz = 0.
Suppose for example k + l = 0, that is v = J(x, y, z)Lmz,z. Easy to see
J(x, y, J(x, y, z)Lmy,y)Lx,xz = J(x, y, J(x, y, zy
2m))Lx,xz = 3J(x, y, z)L
m
y,y(xy)Lx,xz = 0.
That is, J(x, y, J(x, y, z)Lmy,y)Lx,xz = 0. Applying the operator ∆
2m
y (z) to this iden-
tity we obtain J(x, y, J(x, y, z)Lmz,z)Lx,xz = 0. Further,
G(vLx,x, x, y, z)−G(v, x, y, z)Lx,x = 2J(x, v, z)Lx,xy + 2J(x, y, v)Lx,xz = 0.
Thus, we have G(vLx,x, x, y, z) − G(v, x, y, z)Lx,x = 0, for all t of the form v =
J(x, y, z)Lkx,xL
l
y,yL
m
z,z. Using this equality and induction on k + l +m we obtain:
J(x, y, z)Lkx,xL
l
y,yL
m
z,zG = J(x, y, z)GL
k
x,xL
l
y,yL
m
z,z. (a)
We have:
vLz,zxyz = vzzxyz = −vzxzyz + 2vzLx,zyz = vzxyzz − 2vzxLy,zz + 2vzLx,zyz =
−vxzyzz + 2vLx,zyzz − 2vzxLy,zz + 2vzLx,zyz =
vxyzzz − 2vxLy,zzz + 2vLx,zyzz − 2vzxLy,zz + 2vzLx,zyz =
vxyzLz,z − 2vxLz,zLy,z + 2vLx,zyLz,z − 2vzxLy,zz + 2vzLx,zyz =
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vxyzLz,z − 2vxLz,zLy,z + 2vLx,zyLz,z + 2vxzLy,zz − 2vLx,zzzy−
−4vLx,zLy,zz + 4vzLx,zLy,z =
vxyzLz,z − 2vxLz,zLy,z + 2vxzLy,zz.
From (21) it follows that the sum of the last two terms is 0. That is,
vLz,zxyz = vxyzLz,z.
Similarly, the equalities vLy,yxyz = vxyzLy,y and vLx,xxyz = vxyzLx,x can be
verified. Therefore,
J(x, y, z)Lkx,xL
l
y,yL
m
z,zxyz = J(x, y, z)xyzL
k
x,xL
l
y,yL
m
z,z. (b)
Recall that we agreed to denote the action of the operator t 7→ G(t, x, y, z) by tG
and the superposition of n these operators by tGn. From the identities (23), (a), (b)
and (15) for v = J(x, y, z)Lkx,xL
l
y,yL
m
z,z we have:
vJ(x, y, z) =
vG+2/3(−vyzx+ vxzy− vzxy+ vyxz− vxyz+ vzyx− vLx,zy − vLz,yx− vLy,xz) =
J(x, y, z)GLkx,xL
l
y,yL
m
z,z − 2/3
(
J(x, y, z)yzx+ J(x, y, z)xzy − J(x, y, z)zxy+
J(x, y, z)yxz − J(x, y, z)xyz + J(x, y, z)zyx+ J(x, y, z)Lx,zy + J(x, y, z)Lz,yx+
+J(x, y, z)Ly,xz
)
Lkx,xL
l
y,yL
m
z,z = J(x, y, z)J(x, y, z)L
k
x,xL
l
y,yL
m
z,z = 0
That is,
J(x, y, z)Lkx,xL
l
y,yL
m
z,zJ(x, y, z) = 0.
We prove the idetntity
J(x, y, z)Lnx,yL
k
x,xL
l
y,yL
m
z,zJ(x, y, z) = 0.
by induction on n. For n = 0 it is already proven. Suppose that
J(x, y, z)Lix,yL
k
x,xL
l
y,yL
m
z,zJ(x, y, z) = 0, i ≤ n.
Applying the operator ∆1x(y) to this identity and using the induction hypothesis we
obtain the required.
From this identity by induction on the degree of the operator Ly,z using the operator
∆1z(y) we obtain:
J(x, y, z)Lpy,zL
n
x,yL
k
x,xL
l
y,yL
m
z,zJ(x, y, z) = 0.
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From this identity by induction on the degree of operator Lx,z using the operator
∆1z(x) we obtain:
J(x, y, z)Lqx,zL
p
y,zL
n
x,yL
k
x,xL
l
y,yL
m
z,zJ(x, y, z) = 0.
From this identity by induction on the degree of operator Lx,zy using the operator
∆1x(zy) and the equalities (16) and (17) we obtain:
J(x, y, z)Lsx,zyL
q
x,zL
p
y,zL
n
x,yL
k
x,xL
l
y,yL
m
z,zJ(x, y, z) = 0,
for all k, l,m, n, p, q, s ∈ N ∪ {0}.
Now we prove (27). First, we prove that
J(x, y, z)Lkx,xL
l
y,yL
m
z,z(J(x, y, z)Lx,x) = 0.
From (1) and (16) we obtain:
J(x, y, z)Lkx,xL
i
y,yLy,yx2 = −J(x, y, z)L
k
x,xL
i
y,yLyx,yx − J(x, y, z)L
k
x,xL
i
y,yxLy,yx+
+J(x, y, z)Lkx,xL
i
y,yLy,yxx = −J(x, y, z)L
k
x,xL
i
y,yLyx,yx + J(x, y, zL
k
x,xL
i
y,yx)Ly,yx =
−J(x, y, z)Lkx,xL
i
y,yLyx,yx.
Therefore, the application of the operator ∆1y(yx
2) with (16) and the equality (26)
give:
J(x, y, z)Lkx,xL
l
y,yL
m
z,z(J(x, y, z)Lx,x) = 0.
Induction on the degree of the operator Lx,y and application of ∆
1
y(x) gives:
J(x, y, z)Lnx,yL
k
x,xL
l
y,yL
m
z,z(J(x, y, z)Lx,x) = 0.
Induction on the degree of the operator Ly,z and application of ∆
1
z(y) gives:
J(x, y, z)Lpy,zL
n
x,yL
k
x,xL
l
y,yL
m
z,z(J(x, y, z)Lx,x) = 0.
Induction on the degree of the operator Lx,z and application of ∆
1
z(x) gives:
J(x, y, z)Lqx,zL
p
y,zL
n
x,yL
k
x,xL
l
y,yL
m
z,z(J(x, y, z)Lx,x) = 0.
Induction on the degree of the operator Ly,xz, application of ∆
1
y(xz) and the equality
(18) give the equality (27).
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We now prove (28). The following equality is obvious: Lz,yx∆
1
z(zx) = Lzx,yx.
From (17):
J(x, y, z)T1T2...TiLzx,zx = J(x, y, z)T1T2...TiLx,xLz,z − J(x, y, z)T1T2...TiL
2
x,z,
for all Tj ∈ T, i ∈ N ∪ {0}. Applying the operator ∆
1
z(y) to this equality we obtain:
J(x, y, z)T1T2...TiLzx,yx = J(x, y, z)T1T2...TiLx,xLz,y − J(x, y, z)T1T2...TiLx,zLx,y.
From (26) and (15) the identity follows:
J(x, y, z)T1T2...TmJ(x, y, z) = 0,
where Ti ∈ T ∪{Lx,zx, Lz,zx}. The application of the operator ∆
1
z(zx) to this identity,
gives:
J(x, y, zx)T1T2...TmJ(x, y, z) + J(x, y, z)T1T2...TmJ(x, y, zx) = 0,
for all Ti ∈ T ∪ {Lx,zx, Lz,zx}. Now write (26) as follows:
J(x, y, z)Lsz,yxL
q
x,zL
p
y,zL
n
x,yL
k
x,xL
l
y,yL
m
z,zJ(x, y, z) = 0,
for any k, l,m, n, p, q, s ∈ N ∪ {0}.
Applying to it the operator ∆2z(zx), grouping corresponding terms, and considering
the previous identity, we obtain (27). 
Lemma 6. In the algebra M3 the following relations hold:
J(y, z, x(RzyRx)
n) = J(y, z, x)Lnx,zy, (29)
J(x, y, z)Gn = 6nJ(x, y, z)Lnx,zy. (30)
Proof. Prove first the identity
J(x, x(RzyRx)
nRzy, y) = J(x, y, z)yxL
n
x,zy
by induction on n. For n = 0 this identity is obvious. Suppose that it holds for
n = k. Prove it for n = k + 1. Applying the operator ∆1y(zy) to the identity
J(x, txy, y) = J(x, t, y)xy,
we obtain
J(x, tx(zy), y) + J(x, txy, zy) = J(x, t, zy)xy + J(x, t, y)x(zy).
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If t = x(RzyRx)
kRzy, then
J(x, tx(zy), y) = −J(x, txy, zy) + J(x, t, y)x(zy).
And from the identity (11) we obtain:
J(x, tx(zy), y) = −J(x, txy, zy)+J(x, t, y)x(zy) = 1/2J(x, t, y)[Rx, Rzy]+J(x, t, y)x(zy) =
J(x, t, y)Lx,zy = J(x, y, z)yxL
k+1
x,zy.
We now prove the identity (29) by induction on n. Let n = 1. Apply the operator
∆1y(zy) to the identity
J(y, z, xyx) = J(y, z, x)Lx,y.
We have J(y, z, x(zy)x) = J(y, z, x)Lx,zy. Suppose the identity holds for n = k. We
prove for n = k+1. Substituing in the identity (11) a by y, b by z, c by x, applying
to it the operator ∆1y(zy) and substituing t by x(RzyRx)
k we have
J(z, y, t(zy)x)− J(z, y, t)Lx,zy =
−J(z, y, tyx)z + J(z, y, t)zLx,y + 1/2J(zy, t, x)[Rz, Ry] + 1/2J(y, t, x)[Rz, Rzy] =
−1/2J(y, t, x)yz2 − 1/2J(y, t, x)zyz − J(z, y, t)Lx,yz+
+J(z, y, t)zLx,y + 1/2J(zy, t, x)[Rz, Ry] + 1/2J(y, t, x)[Rz, Rzy].
Let t = x(RzyRx)
k. From (19) and the induction hypothesis:
J(z, y, t(zy)x)−J(z, y, t)Lx,zy = −1/2J(y, t, x)yz
2+1/2J(y, t, x)zyz+1/2J(y, t, x)[Rz, Rzy].
From the proven identity, (16), and the identity (14):
J(z, y, t(zy)x)−J(z, y, t)Lx,zy = 1/2J(zy, y, x)xL
k
x,zyxyz
2−1/2J(zy, y, x)xLkx,zyxzyz+
+1/2J(zy, y, x)xLkx,zyx[Rz , Rzy] = 1/2J(zy, y, x)L
k
x,zyxxyz
2−1/2J(zy, y, x)Lkx,zyxxzyz−
+1/2J(zy, y, x)Lkx,zyxx[Rz , Rzy] = 1/2J(zy, y, x(zy)x
3(RzyRx)
k−1)yz2−
−1/2J(zy, y, x(zy)x3(RzyRx)
k−1)zyz − J(zy, y, x(zy)x3(RzyRx)
k−1)(zy)z = 0.
We now prove the identity (30) by induction on n. Let n = 1. From (4), (22) and
(18) we obtain:
G(J(x, y, z), x, y, z) = 2/3J(J(x, y, z), y, z)x+ 2/3J(x, J(x, y, z), z)y+
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+2/3J(x, y, J(x, y, z))z − 2/3J(x, y, z)J(x, y, z) =
2J(x, y, z)(zy)x+ 2J(x, y, z)(xz)y + J(x, y, z)(yx)z =
2J(x, y, z)Lx,zy + 2J(x, y, z)Ly,xz + 2J(x, y, z)Lz,yx = 6J(x, y, z)Lx,zy.
Suppose the identity holds for n = k. We prove it for n = k+1. From the identities
(4), (18), (26) and (29):
6kG(J(x, y, z)Lkx,zy, x, y, z) = 2/3 · 6
k(J(J(x, y, z)Lkx,zy, y, z)x+
J(x, J(x, y, z)Lkx,zy, z)y + J(x, y, J(x, y, z)L
k
x,zy)z − J(x, y, z)L
k
x,zyJ(x, y, z)) =
2/3·6k(J(x(RzyRx)
k, y, z), y, z)x+J(x, J(x, y(RxzRy)
k, z), z)y+J(x, y, J(x, y, z(RyxRz)
k))z) =
2·6k(J(x(RzyRx)
k, y, z)(zy)x+J(x, y(RxzRy)
k, z)(xz)y+J(x, y, z(RyxRz)
k)(yx)z) =
2·6k(J(x(RzyRx)
k, y, z)(zy)x+J(x(RzyRx)
k, y, z)(xz)y+J(x(RzyRx)
k, y, z)(yx)z) =
2 · 6k(J(x(RzyRx)
k, y, z)Lx,zy + J(x(RzyRx)
k, y, z)Ly,xz + J(x(RzyRx)
k, y, z)Lz,yx) =
2 · 6k(J(x(RzyRx)
k, y, z)Lx,zy + J(x(RzyRx)
k, y, z)Lx,zy + J(x(RzyRx)
k, y, z)Lx,zy) =
6k+1J(x, y, z)Lk+1x,zy.
Lemma 7. The set
U ∪Ux ∪Uy ∪Uz ∪Uxy ∪Uxz ∪Uyz
generates a linear space J(M3,M3,M3) over the field F.
Proof. We first prove that if
w ∈ U = {J(x, y, z)GkLlx,xL
m
y,yL
n
z,zL
p
x,yL
q
x,zL
r
y,z|k, l,m, n, p, q, r ∈ N ∪ {0}},
then
wG = 6wLx,zy = 3w(xyz − zyx) = 3w(yzx− xzy) = 3w(zxy − yxz), (31)
wxyz = 1/6wG+ wLy,zx− wLx,zy + wLx,yz. (32)
From the identity (24):
G(wLx,x, x, y, z)−G(w, x, y, z)Lx,x = −2J(x, y, z)(wx)x− 2J(x, y, z)(wLx,x)
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On the other hand, from the identity (2):
(wx)(J(x, y, z)x) = wJ(x, y, z)xx+ xwJ(x, y, z)x+ J(x, y, z)xxw.
From (26), (27), (28):
wxJ(x, y, z)x = −(wx)(J(x, y, z)x) = 0.
Thus,
G(wLx,x, x, y, z)−G(w, x, y, z)Lx,x = 0
and the operators ∆1x1(x2), xi ∈ X give the identities:
G(wLx1,x2, x, y, z)−G(w, x, y, z)Lx1,x2 = 0,
for all xi ∈ X. Since w = J(x, y, z)T1T2...Tn, where
Ti ∈ T = {Lx,x, Ly,y, Lz,z, Lx,y, Lx,z, Ly,z, Lx,zy},
and n ∈ N ∪ {0} then the equality (15) implies that w can be written
w = J(x, y, z)Lkx,zyS1S2...Sn−k,
where Si ∈ T\{Lx,zy}. Therefore, using the proven identity and the identity (30)
and (18) we obtain:
G(w, x, y, z) = G(J(x, y, z)Lkx,zyS1S2...Sn−k, x, y, z) =
G(J(x, y, z)Lkx,zy, x, y, z)S1S2...Sn−k =
6J(x, y, z)Lk+1x,zyS1S2...Sn−k = 6wLx,zy = 6wLy,xz = 6wLz,yx.
From the identities (23), (18), (26) and (19):
G(w, x, y, z) = 2/3(wyzx− wxzy) + 2/3(wzxy − wyxz) + 2/3(wxyz − wzyx)+
+2/3wLx,zy + 2/3wLy,xz + 2/3wLz,yx − J(x, y, z)w =
2/3(wyzx− wxzy) + 2/3(wzxy − wyxz) + 2/3(wxyz − wzyx) + 2wLz,yx =
2/3(wyzx− wxzy) + 2/3(wzxy − wyxz) + 2/3(wxyz − wzyx) + 1/3wG.
That is,
wG = wxyz−wzyx+wyzx−wxzy+wzxy−wyxz = wxyz−wzyx−wyzx+2wLy,zx+
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+wxyz − 2wxLy,z − wzyx+ 2wzLy,z + wxyz − 2wLx,yz = 3wxyz − 3wzyx.
The remaining equalities in (31) can be proved similarly. Further, from (31) and
(19):
wxyz = 1/3wG+ wzyx = 1/3wG− wzxy + 2wzLx,y =
1/3wG+wxzy−2wLx,zy+2wzLx,y = 1/3wG−wxyz+2wLy,zx−2wLx,zy+2wLx,yz,
which implies (32).
Let w ∈ J(M3,M3,M3). Proposition 1 implies that there are αi from F for which
w =
∑
i
αiJ(x, y, z)xi1xi2...xiki , xij ∈ X, ki ∈ N ∪ {0}.
Therefore, it suffices to show that the polynomials of the form J(x, y, z)x1x2...xk, xi ∈
X, where k ∈ N ∪ {0} are the linear combinations of the polynomials from the set
U ∪Ux ∪Uy ∪Uz ∪Uxy ∪Uxz ∪Uyz.
A proof by induction on k obviously follows from the identities (19) and (32).
Proof of the Theorem. We prove the speciality of the algebra M3. That
is, we show that free Malcev algebra on the free generators X is isomorphic to the
subalgebra of the algebra (Alt[X ])−, generated by the set X . Let f be the canonical
homomorphism f : M3 −→ (Alt[X ])
−. From Lemma 7 it follows that it suffices to
show that the set f(U∪Ux∪Uy∪Uz∪Uxy∪Uxz∪Uyz) is linearly independent
in Alt[X ]. We prove first the linear independence of the set f(U). As in [3] we
define in Alt[X ] the following subsets:
W0 = {(x, y, z)(L
+
x,y)
n1(L+y,z)
n2(L+z,x)
n3(L+x,x)
n4(L+y,y)
n5(L+z,z)
n6(L+
x,[y,z])
n7 | ni ∈ N∪{0}},
W1 = {[w, a] | w ∈ W0, a ∈ X},
W2 = {(w, x, y), (w, y, z), (w, z, x) | w ∈ W0},
W =W0 ∪W1 ∪W2,
W ′ = {w ◦ (x, y, z) | w ∈ W0}.
We prove that for each u from U there exists α ∈ F, α 6= 0, such that f(u) = αw,
where w ∈ W . Using the equality (15) we can write u in the form
u = J(x, y, z)T1...TnT
′
1...T
′
m,
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where Ti ∈ {Lx,y, Lx,z, Ly,z, Lx,zy} and Ti ∈ {Lx,x, Ly,y, Lz,z}.Denoting J(x, y, z)T1...Tn
by u0 we have u = u0T
′
1...T
′
m. In first we prove the assertion for u0 = J(x, y, z)T1...Tn
using the induction on n For n = 0 it is obvious. Assume that the assertion is proved
for u = J(x, y, z)T1...Tn−1 and assume that Tn = Lx,y. It is easy to show that then
f : uLx,y 7−→ 1/2([[f(u), x], y] + [[f(u), y], x]) =
1/2(f(u)xy−xf(u)y−y(f(u)x)+y(xf(u))+f(u)yx−yf(u)x−x(f(u)y)+x(yf(u))) =
−2f(u)L+x,y − 2f(u)L
+
y,x.
The equalities (8), (9) and (24) of [3] can be written in the following form
(a, b, a)+ = 0,
aL+b,c − aL
+
c,b = (b, a, c)
+,
(xi, (x, y, z)T
+
1 ...T
+
n , xj)
+ = 0,
for xi, xj ∈ X and T
+
s ∈ {L
+
x,y, L
+
x,z, L
+
y,z, L
+
x,zy}, where (a, b, c)
+ denotes aL+b,c. From
these relations and from the induction hypothesis it follows that f(u)L+x,y = f(u)L
+
y,x.
Therefore,
f : uLx,y 7−→ −4f(u)L
+
x,y.
Similarly,
f : uLx,zy 7−→ 4f(u)L
+
x,[y,z].
From (30) we obtain
f : uG 7−→ 24f(u)L+
x,[y,z].
Finally, direct calculation gives for any t from M3:
f : tLx,x 7−→ [[f(t), x], x] = x(xf(t)) + f(t)xx− xf(t)x− x(f(t)x) =
−4(f(t) ◦ x ◦ x− f(t) ◦ (x ◦ x)) = −4f(t)L+x,x.
That is,
f : tLx,x 7−→ [[f(t), x], x] = −4f(t)L
+
x,x.
From the proven identities and from results of [3] the linear independence of f(U)
follows.
Note that for any u ∈ U the following holds
f : uxy 7−→ 4f(u)L+x,y + 2(f(u), x, y).
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It means that f(U) = FW0 and the set U is linearly independent.
Now suppose that there exist ui ∈F (U) such that the following relations are fulfilled.
f(u0 + u1x+ u2y + u3z + u4xy + u5xz + u6yz) = 0.
Denoting f(ui) = wi we obtain
w0+[w1, x]+[w2, y]+[w3, z]+4w4L
+
x,y+2(w4, x, y)+4w5L
+
z,x+2(x, z, w5)+4w6L
+
y,z+
+2(y, z, w6) = (w0+4w4L
+
x,y+4w5L
+
z,x+4w6L
+
y,z)+[w1, x]+[w2, y]+[w3, z]+2(w4, x, y)+
+2(x, z, w5) + 2(y, z, w6).
Hence, from the linear independence of the set W , proven in [3], we have: w1 =
w2 = w3 = w4 = w5 = w6 = 0 and w0+4w4L
+
x,y+4w5L
+
z,x+4w6L
+
y,z = 0. Therefore,
w0 = 0 and from proven we have ui = 0, i ∈ {0, 1, 2, 3, 4, 5, 6}.
Obviously, from Lemma 7 it follows that the set
U ∪Ux ∪Uy ∪Uz ∪Uxy ∪Uxz ∪Uyz
is a basis of the space J(M3,M3,M3). 
Corollary 5. Let S be the free algebra of rank three of the variety generated
by a simple seven-dimensional Malcev algebra. The free Malcev algebra M3 of rank
three is a subdirect sum of the free Lie algebra L of rank three and the free algebra S.
Proof. Let K be the free algebra of the variety generated Cayley-Dickson al-
gebra over a field F with a set of free generators X . It is easy to see that the
subalgebra of the Malcev algebra K−, generated by X is isomorphic to S. From
Theorem 1 of [3] we obtain that M3 is the subalgebra in K
− ⊕ (Ass[X ])−. The
projection K− ⊕ (Ass[X ])− −→ K− induces a homomorphism g1 : M3 −→ S,
which obviously is surjective. In addition, it is similar to show that the homomor-
phism g2 : M3 −→ L, induced by the projection K
− ⊕ (Ass[X ])− −→ (Ass[X ])− is
surjective.
Corollary 6. The free Malcev algebra of rank three is special.
Proof. It follows from corollary 5.
In [12] particularly it was shown that the free algebra of the variety generated
by the Cayley-Dickson algebra is prime. From this result and corollary 5 it can be
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easily obtained
Corollary 7. The free Malcev algebra of rank three is semiprime.
In conclusion the author expresses his gratitude to I. P. Shestakov both for pos-
ing the problems and for his valuable remarks. Also the author is very grateful to
S.V. Pchelintsev for his inestimable aid of preparing this article.
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