ABSTRACT Noise level estimation is a challenging area of digital image processing with a variety of applications, including image enhancement, image segmentation, and feature extraction. In this paper, an adaptive estimation of additive white Gaussian noise level based on the singular value decomposition (SVD) of images is proposed. The proposed algorithm aims to improve the performance of noise level estimation in the SVD domain at low noise levels. An initial noise level estimate is used to adjust the parameters of the algorithm in order to increase the accuracy of noise level estimation. The proposed algorithm exhibits the ability to adapt the number of considered singular values and to accordingly adjust the slope of a linear function that describes how the average value of the singular value tail varies with noise levels. Although, for each image, the proposed algorithm performs the noise level estimation twice in two distinct stages, the singular value decompositions are only performed in the first stage of the algorithm. The experimental results demonstrate that the proposed algorithm improves the noise level estimation at low noise levels without a significant increase in computational complexity. At noise level σ = 15, the improvements in the mean square level are about 39% at the expense of slightly higher additional computational time.
I. INTRODUCTION
This paper considers the problem of noise level estimation from still digital images. Accurate and reliable noise level estimation has applications in various fields of image processing and computer vision. Noise level estimation algorithms are used in image enhancement and denoising [1] - [4] . Other notable applications of noise level estimation include edge detection [5] , image segmentation [6] , [7] , and feature extraction [8] , [9] .
Images can get degraded by noise during image acquisition, transmission, storage and image processing. In this paper, the problem of noise level estimation is restricted to a zero mean additive white Gaussian noise (AWGN). In AWGN level estimation, it is particularly challenging to ascertain the extent to which the observed local variations are associated with the underlying image signal and the extent to which they can be attributed to noise.
In general, noise level estimation algorithms can be classified into two broad groups: spatial domain algorithms and transform domain algorithms. Block-based methods and filter-based methods are the most common approaches to noise level estimation in the spatial domain. In block-based algorithms [10] , [11] , images are tessellated into blocks. This is usually followed by an attempt to identify homogeneous image segments from which the local noise level estimates are obtained. Subsequent, statistical analysis of the local noise level estimates is used to produce a noise level estimate for the entire image.
On the other hand, filter-based methods use the low-pass filters to suppress the underlying image signal before noise level estimates are evaluated [12] - [14] . Filter-based noise estimation algorithms offer a higher degree of accuracy for a large number of different image types and noise levels. In contrast, block-based algorithms exhibit simplicity and lower computational load. There are also hybrid algorithms that combine the block-based and filter-based approaches [15] .
The transform domain methods [16] - [18] tend to produce accurate noise level estimates, especially at high noise levels. Transform domain noise level estimation algorithms are commonly based on wavelet transform [19] and discrete cosine transform [20] . Recently, algorithms based on principal component analysis [21] , [22] and singular value decomposition (SVD) have received much of the research interest [23] - [25] .
The proposed noise level estimation algorithm is based on the SVD algorithm in [23] , where it is demonstrated that noise level estimation in the SVD domain offers accuracy levels that are comparable to the state-of-the-art methods [23] . Furthermore, it has been shown that the noise level estimation algorithm in [23] is not affected by a specific nature of the underlying image signal and that accurate estimation is achieved across a wide range of different noise levels. The algorithm in [23] applies the singular value decomposition on the entire image. It is an accurate and a robust noise level estimation algorithm. On the other hand, noise level estimation algorithm in [24] is a hybrid method as it performs image tessellation in the spatial domain and image analysis in the SVD domain. The principal objective of the algorithm in [24] is to perform accurate noise level estimation in SVD domain with a reduced computational load.
In this paper, an adaptive algorithm for AWGN noise level estimation in the SVD domain is proposed. The principal objective of the proposed method is to improve the performance of the noise level estimation algorithm in [23] at low noise levels. Our algorithm consists of two stages. In the first stage of the algorithm, an initial noise level estimate is produced. The first stage of noise level estimation is based on the noise level estimation algorithm [23] . In the second stage, the initial noise level estimate is used to adjust the parameters of the algorithm in order to increase the accuracy of noise level estimation. In general, the noise level estimation in the SVD domain requires the number of considered singular values and parameter α to be specified, where parameter α represents the slope of a linear function that describes how the average value of the singular value tail varies with noise levels. The number of considered singular values in the process of noise level estimation denotes the length of the singular value tail. Note that the image analysis in the SVD domain considers only the tail end of the singular value sequence.
Liu and Lin [23] recommend a fixed singular value tail length for a given image size. On the other hand, parameter α is evaluated on a range of different image sizes offline and stored in a lookup table prior to noise level estimation. The use of lookup tables is not very practical. Also, the procedure for parameter α estimation is a nontrivial task.
The proposed noise level estimation algorithm uses the adaptive singular value tail length, which is varied according to the initial noise level estimates. Furthermore, this paper proposes a number of mathematical models with varying degree of complexity to directly relate parameter α to image size and the singular value tail length. Each stage of the proposed noise level estimation algorithm uses the proposed mathematical model to specify parameter α value. The proposed model for parameter α can also be used in conjunction with the noise level estimation algorithm in [23] to eliminate the need for offline calculation of parameter α. The main contributions of this paper are:
• A novel SVD-based noise level estimation algorithm that adapts the length of singular value tail according to the initial noise level estimates in order to improve the noise estimation performance at low noise levels.
• A number of mathematical models to represent parameter α as a function of image size and the number of considered trailing singular values. This paper is organized as follows. Noise level estimation in the SVD domain is discussed in Section II. The proposed noise level estimation algorithm is presented in Section III. In Section IV, the relationship between the considered number of singular values and the noise level estimation accuracy is investigated over a range of noise levels. A simple model to represent how the singular value tail length is to be adapted according to the initial noise level estimates is proposed. In addition, the proposed model requires the parameter α to be specified for a range of considered singular values and image sizes. Section V presents the proposed parameter α models. Section VI presents the simulation results. Noise level estimation performance of the proposed method is compared to the relevant alternative methods on a dataset of images with varying visual content and resolutions across a range of different noise levels. Section VII concludes the paper.
II. NOISE LEVEL ESTIMATION IN SVD DOMAIN
Singular value decomposition is a fundamental linear algebra tool that has been widely applied to various problems including regression, signal representation and feature extraction. Singular value decomposition of some real rectangular m × n matrix A is given as:
Here, U ∈ R mxm and V ∈ R nxn are orthogonal matrices. The columns of matrix U are the left singular vectors and denote eigenvectors of AA T , whereas the rows of V T are right singular vectors an denote eigenvectors of A T A. Matrix S is a diagonal matrix of singular values and it has the same size as matrix A. Singular values constitute a non-increasing sequence, where s(1) ≥ s (2) . . . ≥ s(r) > 0. The number of nonzero singular values corresponds to the matrix rank, r. When an image is corrupted by an additive noise, the singular values of the image are the sum of singular values due to the signal and noise, s (i) = s s (i) + s n (i). Fig. 1 demonstrates how various levels of Gaussian noise effect the singular value curve. In general, increase in noise levels leads to an increase in singular values. However, the underlying image signal mainly contributes to the first few singular values, whereas the noise mostly affects the tail end of the singular value sequence. Since the SVD domain enables separation of the image signal and noise, it is particularly suitable for noise level estimation. The proposed algorithm is based on the noise level estimation approach that was first presented in [23] . For each image, the noise level estimation algorithm in [23] requires that singular value decomposition to be performed twice. First, the SVD decomposition is performed on an input image that is corrupted by an unknown noise source and subsequently, the SVD decomposition is performed on an image that is obtained when that input image is further degrade by a known noise source. The use of a known noise source in conjunction with multiple SVD decompositions is the basis for the noise level estimation invariability with respect to different image contents.
Noise level estimation in the SVD domain entails six distinct steps that are presented in Fig 2. In the first step, SVD is applied on the input image A that is corrupted by an unknown noise source. The result of singular value decomposition is a sequence of singular values, s A (i) . In the second step, the tail of singular value sequence is considered and an average of M trailing singular values is evaluated as:
Here, P A is a function of parameter M , where 1≤ M ≤ r. The tail length of the singular value sequence needs to be defined by a user. In [23] , M is set to 3r/4. In the third step, the input image A is further degraded by a zero mean AWGN with a known noise level, σ B = 50, to obtain a new image B.
The resulting image B is processed in a similar manner as the input image A. First, the singular value decomposition is performed on the image B to obtain a set of singular values, s B (i) . Subsequently, parameter P B (M ) is evaluated as:
In the final step, the noise level estimate is obtained using the following expression:
The noise level estimate in (4) is a function of the known noise source level σ B and parameters P A (M ), P B (M ) and α. The only remaining undefined parameter in (4) is α.
It has been shown in [23] that the average of M trailing singular values is a linear function with respect to the noise level σ :
The parameter α describes the slope of this linear relationship, where constant β is an image dependent parameter. The noise level estimation in the SVD domain requires parameters M and α to be defined by a user. Liu and Lin [23] have recommended that the number of considered singular values M is taken as any arbitrary value within a range [r/4, 4r/5].
On the other hand, parameter α depends on the noisy image matrix rank r and also on the number of considered singular values M . In [23] , it has been proposed that the parameter α is evaluated offline, prior to noise level estimation.
III. PROPOSED NOISE LEVEL ESTIMATION ALGORITHM
In this paper, an adaptive approach to noise level estimation in the SVD domain is proposed. The proposed algorithm is presented in Fig. 3 . Noise level estimation is conducted in two successive stages. The first stage of the algorithm is exactly the same as the noise level estimation approach described in Section II. The principal results of the first stage of the proposed algorithm are a course noise level estimateσ and the singular value sequences s A (i) and s B (i) that are associated with images A and B, respectively. Here, the image A denotes a noisy input image. The image B denotes an image that is obtained by further degrading the input image A by AWGN of a known noise level. The initial noise level estimate is used to adjust the parameters of the algorithm, specifically the number of trailing singular values M and parameter α. In the second stage of the algorithm, the adjusted parameters are used to obtain a more accurate noise level estimateσ .
The second stage of the proposed algorithm requires a function to map the initial noise level estimateσ and the matrix rank r to an adjusted number of trailing singular values M . A more detailed discussion on this issue is provided in Section IV. Following the adjustment of singular value tail length, the proposed algorithm adjusts the value of parameter α.
Since the noise level estimation during the second stage of the proposed algorithm can be conducted for a range of different number of trailing singular values and for a range of image sizes, developing a mathematical model for α is a much more practical solution than using a lookup table.
In Section V, a number of different mathematical models with varying degrees of complexity are proposed. Although the noise level estimation is performed in two stages, the second stage of the algorithm is significantly faster than the first stage. The second stage of the proposed noise level estimation algorithm does not entail the singular value decomposition of images. Instead, the algorithm uses the singular value sequences obtained in the first stage of the algorithm to generate the adjusted averages of trailing singular values, as presented in Fig. 3 .
The adjusted average of M trailing singular values associated with the image A is obtained as:
Similarly, the adjusted average of M trailing singular values associated with the image B is obtained as:
Finally the noise estimate is obtained from the following equation:
The proposed algorithm consists of two stages. The first stage is used to obtain an initial noise level estimate. The first stage is essentially the SVD algorithm in [23] . The initial noise level estimation is presented in Section II of the paper. Based on the initial noise level estimate, the number of considered singular values and parameter α are adjusted. After adjusting these two parameters, the noise level estimation is performed again to obtain a final noise level estimate. The two issues, how to adjust the singular value tail length and parameter α according to the initial noise level estimates are considered in Sections IV and V, respectively.
IV. SINGULAR VALUES AND NOISE LEVELS
The second stage of the proposed algorithm requires the number of considered trialing singular values M to be adjusted according to the initial noise level estimateσ and matrix rank r. However, instead of using the actual number of trailing singular values, the relationship between the initial noise level and the normalized singular value tail length is established instead. Parameter k is introduced to denote the fraction of singular value tail length with respect to the matrix rank, k = M /r. In order to study the relationship between the accuracy of noise level estimation and the number of trailing singular values, the following experiment is proposed. The accuracy of noise level estimation is evaluated for range of k and r values on a dataset of N = 10 images. The simulation is repeated L = 30 times for each noise level σ n and k value. The noise level estimation is evaluated in terms of mean square error:
Parameter k is varied from 0.05 to 1 in increments of 0.05, whereas σ n is varied from 5 to 40 in increments of 5. The results are reported in Table 1 . 
The function is also presented in Fig. 4 . A more complex model is not required as this simple model represents k values for which a near minimum MSE is attained across a range of considered noise levels.
In [23] , it is stated that the accurate noise level estimation requires parameter k to be in a range k ∈[0.25,0.8], and k = 0.75 is recommended. In this paper, a simple linear model is proposed to reduce k when initial noise level estimates are low.
In order to limit the maximum k value, the following mechanism is proposed. If the initial noise level estimate is above σ = 40 threshold, parameter k is set to k = 0.75. In doing so parameter k is restricted to the recommended range [23] . If the initial noise level estimates are above the specified σ = 40 threshold, the proposed algorithm does not enter the second stage and the final noise level estimate is equated to the initial noise estimate. In this case, the proposed algorithm and the SVD algorithm in [23] behave identically.
V. MODEL DESIGN
The offline evaluation of the parameter α is a nontrivial task. For a specified number of considered trailing singular values M , and for a given image size, P(M ) is evaluated on pure AWGN images across a range of different noise levels. For each considered noise level, P(M ) is evaluated on 50 different pure AWGN images and an average value is recorded. Table 2 number of data points in Table 2 is sufficient to accurately estimate parameter α.
In order to study how parameter α behaves with respect to varying image sizes and the number of considered trailing singular values, a representative dataset is required. The previously described procedure is used to obtain α values for a range of different image sizes and a range of k values. Again, the normalized singular value tail length k = M /r is used instead of the actual number of singular values M .
Parameter k is varied from 0.05 to 1, in increments of 0.05. Thus, 20 different k values are considered in total. The dataset is formed using the rectangular r × r images, where r is varied in range from 4 to 1024. Specifically, a set of r values is obtained by varying r from 4 to 16, in increments of 4, and subsequently from 16 to 1024, in increments of 16. Thus, a total of 68 different image sizes are considered.
Parameter α is evaluated for each combination of r and k values. The results are presented in Fig 6 . In some instances, r values are slightly adjusted. For specific combinations of k and r values, the number of trailing singular values M is not an integer value. Since M must be an integer, k is adjusted so that the number of trailing singular values is an integer value for all considered image sizes. Fig. 6 shows that there is a considerable amount of regularity and structure in the relationship between parameter α and parameters k and r.
A. LEAST SQUARE REGRESSION
Let us consider the dataset presented in Fig. 6 in more detail. Fig. 7 shows the relationship between parameter α and parameter k for different image sizes. It can be observed that for a given image size, there is a near linear relationship between parameters α and k, and especially in the range 0.25 ≤ k ≤ 0.8.
The relationship between parameter α and image size is somewhat more complex. Fig. 8 shows a graph of parameter α as a function of √ r. We can observe that for a given k value, there is a linear relationship between the parameter α and √ r. Also alternative relationships have also been studied including different exponent values. However, the linear relation between α and √ r still remains the most accurate and the simplest representation. In accordance with the previous discussion, the following mathematical model is proposed to relate the parameter α to parameters r and k:
The equation (11) can be formulated as a multiple regression model with two independent variables: where x 2 = √ r and x 3 = k √ r. The coefficients b 1 , b 2 , and b 3 can be obtain by minimizing the sum of the squared difference between the observed parameter α and the fitted plane,α. The sum of the squared difference is given by:
Equating the partial derivatives for each coefficient with zero generates a set of normal equations. The system of normal equations can be presented in matrix format, Xb = c, as in:
Here, n denotes the total number of data samples. When (14) is evaluated on a dataset in The data in Fig. 6 is obtained empirically. Fig. 6 shows how parameter α varies with k and r. The procedure how to estimate α with respect to the specific values of k and r is demonstrated in Table 2 
In this way, a more accurate model is developed over the range of k values where the greatest degree of linearity between parameters α and k exists. This range of k values is also recommended in [23] . The proposed α models in (16) 
For a range of different k values, the coefficients of the model in [23] and the associated MSE values are presented in Table 3 . The results show that by keeping k value fixed, a very accurate α models can be proposed. These models can be applied to a nonadoptive approach to noise level estimation in the SVD domain. The models can be applied to [23] to eliminate the need for offline parameter α calculation. Fig. 9 shows the parameter α as a function of image size. Each graph is associated with a specific k value, where parameter k is varied from 0.25 to 0.8, in increments of 0.05. Fig. 9 shows the raw α data from Fig. 6 as well as the data generated using a generalized α model defined in (17) and the model developed for specific k values, defined in (18) and Table 3 . The graphs demonstrate that both models are able to accurately represent α values across a range of considered r and k values. 
B. ARTIFICIAL NEURAL NETWORKS
Artificial neural networks are widely used in digital image processing [26] , [27] . In this paper, we propose the use of feedforward artificial neural network, specifically, the multilayer perceptron (MLP) to predict the value of parameter α from parameters r and k. MLP has the ability to capture and model complex input-output relationships and thus, it is expected that MLP will be able to accurately represent the parameter α as a function of parameters r and k. In order to keep the complexity of the model low, the MLP architecture is restricted to a single hidden layer with 10 neurons. Fig. 10 presents a diagram of MLP architecture that is used to predict α; input layer has two inputs; hidden layer has H = 10 neurons; and the output layer has one output. Each network layer is fully connected to the next one. Hyperbolic tangent sigmoid is the selected choice of activation function. The supervised MLP training is based on the iterative Levenberg-Marquardt algorithm, where the weight update at i th iteration is defined by the following rule:
Here, the expression J T (w i ) J (w i ) + µI constitutes a Hessian matrix approximation based on the Jacobian matrix J . Parameters µ and e describe the dumping parameter and network error vector, respectively. The proposed MLP model for parameter α is trained and evaluated across a full range of r values, from 4 to 1024, and a full range of k values, from 0.05 to 1. The mean square errors of 6.731 × 10 −5 is attained. The proposed MLP model with a relatively simple network architecture is able to very accurately represent the dataset in Fig 6. Thus, this MLP model is used in the implementation of the proposed noise level estimation algorithm.
VI. SIMULATION RESULTS
In this section, a comparative analysis of the proposed algorithm with the alternative SVD-domain-based noise level estimation algorithms is presented. This section is organized in two parts. In subsection A, the noise level estimation algorithms are evaluated in terms of MSE and the average estimation error, whilst in subsection B, the performance of the algorithm is evaluated in terms of computational time. The subsection A presents two different sets of experiments. The first set of experiments presents a comparative analysis of the proposed method with the SVD algorithm in [23] on a set of test images of different size. The proposed algorithm is a modification of the SVD noise estimation algorithm in [23] and it is designed to improve the performance of the SVD noise level estimation algorithm in [23] at low noise levels. Both algorithms perform the SVD analysis on the entire image. These two algorithms are compared directly on specific test images. Their performance is evaluated in terms of MSE as this measure combines the estimator variability and estimator bias. In a second set of experiments, a comprehensive study involving more noise level estimation algorithms is presented. The proposed algorithm is compared to the SVD domain based algorithms in [23] and [24] , and the transform based algorithms, [19] and [20] . The noise level estimation performance is evaluated in terms of MSE and average error.
The subsection B compares the computational time of the proposed method with the alternative SVD domain based algorithms, [23] , [24] , on test images of different size. All the algorithms have been implemented in MATLAB 2017 and all the experiments, including the computational time experiments, have been performed on Intel i7-4510U 2.0GHz CPU with 8 GB of RAM.
A. MSE AND AVERAGE ESTIMATION ERROR
In the first set of experiments, the performance of the proposed method is compared to the SVD noise level estimation algorithm in [23] using a set of test images shown in Fig. 11 . The presented images are 512 × 512 grayscale images. The proposed method adapts the number of considered singular values according to the observed initial noise level estimate, whereas the algorithm in [23] uses a fixed number of singular values. Both algorithms perform the noise level estimation in SVD domain. Hence, from here on ASVD and SVD abbreviations are used to denote the proposed algorithm and algorithm in [23] , respectively. Algorithms are evaluated on a range of different noise levels. For each noise level and each image, simulations are repeated 50 times and MSE results are presented in Table 4 . The SVD and ASVD noise level estimation algorithms are also evaluated on test images of different sizes, 256 × 256 and 1024 × 1024. The results are reported in Table 5 and Table 6 , respectively.
The results show that the SVD algorithm in [23] does not offer a consistent performance across a considered range of noise levels. Noise level estimation accuracy can significantly drop at low noise levels. This is observed in all test images, irrespective of image size. In some instances, such as 256 × 256 'Peppers' image, estimation MSE at noise level σ = 5 is nearly seven times higher than at noise level σ = 10.
On the other hand, the proposed algorithm offers a more consistent noise level estimation performance across the considered range of noise levels. The proposed ASVD algorithm outperforms the SVD algorithm at low noise levels, whereas at high noise levels the two algorithms behave similarly. This is an expected result. Consider the function relating the optimal k values to different noise levels in Fig 4. At low noise levels, the proposed algorithm uses a significantly smaller number of singular values compared to the SVD noise level estimation algorithm. Hence, it is expected that the two algorithms would behave very differently at low noise levels. At low noise levels, the underlying image signal dominates the singular values and the effective singular value tail is shorter. Since the proposed algorithm has the ability to adjust the singular value tail length, it is able to attain accurate noise level estimates even at low noise levels. As the initial noise level estimate increases in value, more singular values are considered in the process of noise level estimation during the second stage of the algorithm. For an initial noise level estimateσ A = 38.59, the adjusted normalized singular value tail length is k = 0.75. In this instant, both algorithms consider the same number of singular values to generate the noise level estimates and thus, their performance is identical. This the reason why σ = 40 is selected as the decision threshold. The results show that at noise levels σ = 45 and σ = 50, the performance of the ASVD and the SVD VOLUME 6, 2018 algorithms is identical. If the initial noise level estimate is above the σ = 40 threshold, the final noise level estimate is equated to the initial noise level estimate, and thus, the second stage noise level estimation is not performed. In this case, the proposed algorithm reduces to the original SVD algorithm in [23] . At noise levels σ = 45 and σ = 50, all initial noise level estimates are above the σ = 40 threshold, and the performances of ASVD and SVD algorithms are identical. Since the proposed algorithm behaves exactly the same as the SVD algorithm at any higher noise levels, in all subsequent experiments, the range of noise levels is restricted to σ = 40. In consideration of the borderline case σ = 40, two algorithms will behave similarly, but not identically as it is expected that some initial noise level estimates are above the threshold value and some below the threshold value.
In the next experiment, a more comprehensive study is conducted. The performance of the proposed method is compared to the SVD noise estimation algorithm in [23] and the SVD block-based approach in [24] . In addition, the performance of the proposed ASVD algorithm is also compared to the noise level estimation algorithms that employ wavelet transform [19] and DCT transform [20] .
For a given image size, the approach in [23] uses a fixed number singular values and the singular value decomposition is performed on an entire image. On the other hand, the blockbased approach [24] performs the analysis in SVD domain on image blocks rather than on the entire image at once. The algorithm in [24] performs tessellation of images into rectangular blocks of fixed dimensions 64 × 64. Subsequently, the SVD-based noise level estimation is applied on a random selection of blocks and the average of estimates is used as a noise level estimate for the whole image.
Comparative analysis of the noise level estimation algorithms is performed on a dataset of N = 30 images, including ten 1024 × 1024 images, ten 512 × 512 images, and ten 256 × 256 images. The algorithms are evaluated on a range of noise levels, from σ = 5 to σ = 40, in increments of σ = 5. For each noise level and each image, the simulations are repeated L = 20 times. Consequently, a total of 600 test images are used to evaluate the performance of each algorithm at each specific noise level. Noise level estimation performance is evaluated in terms of mean square error and average noise estimation error. The average noise estimation error is defined:
The mean square error and the average estimation error results are presented in Fig 12 and Fig. 13 , respectively. The results clearly show that the proposed algorithm improves the performance of the SVD noise level estimation algorithm in [23] at low noise levels. In terms of MSE, it significantly outperforms the SVD algorithm over the range of noise levels σ < 30. At higher noise levels, MSE results associated with these two algorithms are similar. Compared to the block-based SVD algorithm, the proposed ASVD algorithm offers lower MSE across an entire range of considered noise levels. The algorithm in [20] outperforms the proposed method for σ < 7.4. However, at higher noise levels, the proposed method offers lower estimation MSE values. The proposed method outperforms the algorithm [19] over the entire considered range of noise levels.
In terms of average error, the proposed method offers a more consistent performance across a considered range of noise levels compared to the considered alternative algorithms. The ability to change the number of considered singular values according to the observe noise levels enables the proposed method to attain low average estimation error across noise levels. The two SVD based [23] and [24] behave similarly and tend to overestimate the level of noise, especially at low noise levels. The reason for this is the fact that at low noise levels the trailing singular values can contain the underlying image signal and not just the noise. Thus, at low noise levels, the reliability and accuracy of the SVD algorithm is reduced.
B. COMPUTATIONAL TIME
The computational complexity is an important issue in algorithm design. Table 7 shows the average computational time for different SVD-domain-based noise level estimation algorithms evaluated on different image sizes. Thus, in terms of computational time, the proposed method is only compared to the relevant methods that use a similar approach to perform noise level estimation. The proposed ASVD algorithm is compared to two other alternative SVD domain based noise level estimation algorithms, the SVD algorithm in [23] that also performs singular value decomposition of the entire image and the block-based SVD algorithm in [24] that performs singular value decomposition on image patches of size 64 × 64. Note that the computational complexity of singular value decomposition of some dense m × n matrix is O(m × n × min{m, n}).
For images of size 512 × 512, the block-based SVD noise level estimation algorithm in [24] is 50% faster than the SVD algorithm in [23] . The proposed algorithm performs the noise estimation twice in two distinct stages, thus it is expected that it will take a longer time to execute. However, the second stage noise level estimation uses the sequence of singular values obtained in the first stage of the algorithm. Thus, for each image, singular value decompositions are only performed in the first stage. Nevertheless, for smaller images the increase in computational time can be significant. For images of size 256 × 256, the proposed algorithm doubles the computational time from 18.3 ms to 36.5 ms. However, for larger images, the increase in computational time is much smaller.
Compared to the noise estimation algorithm in [23] , the proposed algorithm increases the computational time by 11% for 512 × 512 images and 8.3% for 1024 × 1024 images. The small increase in computational time is justified by the significant increase in the estimation accuracy and consistency of performance across a range of noise levels. At noise level σ = 15, the improvement in MSE levels is about 39% at the expense of slight additional computational time; for example for images of size 512 × 512 the increase in computational time is only about 11%.
VII. CONCLUSION
In this paper, an adaptive AWGN level estimation algorithm in the SVD domain is proposed. The algorithm VOLUME 6, 2018 is based on approach described in [23] . The proposed algorithm is designed with an objective to improve the noise level estimation performance at low noise levels.
The algorithm consists of two distinct stages. The result of the first stage is a course noise level estimate. This initial noise level estimate is used to adjust the parameters of the algorithm in order to increase the noise level estimation accuracy in the second stage of the algorithm. The paper proposes a simple function to relate the initial noise level estimate to the number of considered trailing singular values. In addition, a number of mathematical models with varying degree of complexity are proposed to describe the parameter α in terms of image size and matrix rank. The results of comparative analysis show that the proposed algorithm outperforms the SVD algorithm in [23] at low noise levels. At higher noise levels, the two algorithms exhibit an identical noise level estimation performance. Due to the ability to change the number of considered singular values according to the observed initial noise level estimates, the proposed algorithm is able to accurately estimate noise levels even in lower noise level environments. One notable drawback of the proposed method is added computational complexity of the algorithm. Although, for each image, the proposed algorithm performs noise level estimation twice, the singular value decompositions are only performed in the first stage of the algorithm when the initial noise level estimates are ascertained. Thus, the increase in computational time due to the second-stage processing, where the parameters of the algorithms are adjusted and the final noise level estimates are generated may well be justified in different application domains especially where accuracy is more important than the added slight increase in complexity. What is gained as a result of this drawback is a significant improvement in the MSE levels at low noise levels; we believe that the benefit may outweighs the aforementioned drawback for many application scenarios. At noise level σ = 15, the improvement in estimated MSE is about 39% at the expense of slight additional computational time; for example for images of size 512 × 512, the increase in computational time is only about 11%. Improving computational efficiency of the proposed algorithm based on identification of homogenous image areas will be the subject of future research. The subjects of future research include the noise level estimation of different noise types and the use of measures such as SSIM, PSNR and subjective assessments to evaluate the levels of image degradation. The proposed noise level estimation algorithm can be used in various digital image processing fields, including image denoising, feature extraction, image segmentation and other problems where prior knowledge of noise level might be useful.
