Abstract-This technical note addresses gradient estimation for the cost performance of a two-component maintenance system with respect to the threshold parameter of an age replacement policy. We derive a new gradient estimator based on the measure-valued differentiation (MVD) approach. The performance of the phantom estimator is compared with that of the known smoothed perturbation analysis (SPA) estimator. We show that the phantom estimator has a lower variance, and requires less computational effort than the SPA estimator.
I. INTRODUCTION
Individuals and companies depend more and more on complex systems for their daily functioning. The potential costs of breakdowns of these systems are quite high, so the maintenance of these systems is crucial in order to increase their availability, and the following age policy is widely used in practice [1] . Suppose the system consists of J 1 components that are prone to failure. When a component fails, it is immediately replaced. Any other component whose age exceeds a threshold , is also preventively replaced. With each maintenance action, such as replacement after failure or preventive replacement, costs are associated. The optimal age policy is given by the value for that yields minimal long-run average cost per failure C(). Unfortunately, even in the case of a two-component system, no closed-form analytical solution for the cost performance is known. Thus, one has to resort to simulation for obtaining the optimal threshold value. A standard method for finding the optimal threshold value in an iterative procedure is stochastic approximation (SA), see [8] and Section V-B, which needs gradient information to operate.
A well-known simulation-based method for gradient estimation is smoothed perturbation analysis (SPA) [4] . For maintenance systems with age replacement policy, Fu et al. have proposed a derivative estimator based on the SPA method [3] , [4] , however, no empirical results are provided. Another approach for gradient estimation via simulation is measure-valued differentiation (MVD) [6] . For a multicomponent maintenance system, a MVD gradient estimator has been established in [7] . Unfortunately, the estimator in [7] is quite complex and involves computing a polynomial that can only be explicitly solved in special cases (and, thus, typically, has to be numerically approximated). Also no empirical validation of the proposed estimator has been provided. To summarize, two gradient estimator are available in the literature. For both estimators, no numerical results exemplifying their performance are known. Furthermore, the phantom estimator in [7] is infeasible due to its complexity.
Efficient gradient estimation for maintenance system remains an open problem. The goal of this technical note is to identify the type of gradient estimator that is most suitable for optimization of maintenance system. In order to do so, we analyze a maintenance system that SPA claimed to be numerically efficient. More specifically, we study a two-component maintenance system under the assumption that the lifetime of the components are uniformly distributed on [0; 2 1 ], for 21 > 0. We then investigate whether a phantom type gradient estimator obtained by MVD will lead to better performance, where performance is measured in "standard deviation" and "computation time."
In the technical part of the technical note, we establish a phantom type gradient estimator. The analysis is new and independent of [7] , and in particular, the phantom estimator applies to bounded lifetime distributions and overcomes computing the polynomial required in the estimator presented in [7] . With respect to SPA, we show that unbiasedness of SPA relies on the correct choice of initial residual lifetimes in the off-line simulation. This aspect of the SPA estimator was omitted in [3] and as numerical results show, the estimator in [3] is biased.
For the methodological part, we provide for the first time numerical experiments which give insights into the performance of the SPA and the phantom estimator. Moreover, we illustrate gradient based optimization. Apart from the theoretical insight of the performance of the various gradient estimator, the analysis of this technical note is of interest for maintenance theory as well, since even two-component maintenance system can be not analyzed analytically.
The remainder of this technical note is organized as follows. In the next section, we present a detailed description of the system model. In Section III, we describe the SPA estimator. In Section IV, we derive the phantom estimator by using MVD and address implementation issues. In Section V, we compare the performance of the SPA and the phantom estimator. (1 ) . We consider the following age replacement policy: components are replaced upon failure; moreover, if upon the failure of component, say, j + , the age of the other component j 0 is older than an age threshold value , we preventively replace component j 0 .
We introduce the following two variables:
• A(j; k), the age of the jth component right after the kth failure epoch;
• T (k), the time elapsed between the (k 0 1)st and the kth failure.
The system can be described by a Markov chain 
We consider the following classical cost function gc, which is the same as the one analyzed by Fu et al. in [3] . The replacement cost is c R > 0, the set-up cost is c S > 0, and for (t; a 1 ; a 2 ) = s 2 S, we set We are interested in the long-run average cost per time unit
; w.p. 1 (2) where existence of the limits follows from ergodicity of the system. We will show that for fixed m it holds that
; m > 0: (3) For m sufficiently large, the expression on the right-hand side (RHS)
of (3) is approximately equal to (d=d)C( [3] . The key idea is to construct two sample paths in order to estimate the effect of the perturbation on the performance measure. For example, for 1 > 0, at the kth replacement epoch an increase of to + 1 may cause a preventive replacement to be eliminated. The later case is called the perturbed path (PP) (under a certain limit) and the former is called the degenerative nominal path (DNP) (under a certain limit). Intuitively, the SPA estimator is the sum of the following types of terms with respect to k:
The first term is the probability rate of exchange of critical events conditioned at the kth replacement epoch, whereas the second term is the expected effect of this exchange.
According to [3] , for large m, the term (G
) can be estimated independent of k by (1=m +m)(Ĝm0mGm),wherem and is the age of j 0 k , see [3] . For unbiasedness of the above SPA estimator, it is of importance to carefully choose the lifetime initialization in the offline simulation for estimating (1=m +m)(Ĝm 0mGm). Denote the lifetime of component 2 by X 2 and the residual lifetime by R 2 . For initial state s = (0;0;), the age of component 2 is set to , and then the distribution of R2 at state (0;0;) is P (R 2 = X 2 0 t j X 2 ) = P ( X2 + t)
In the offline simulation, we should use the conditioned distribution in (5) to generate the lifetime of component 2 in the initial state. This has been omitted in [3] and as later numerical examples will show, the SPA estimator without this "age correction" is biased.
IV. MVD

A. Differentiating the Markov Kernel by MVD
MVD is an extension of the concept of weak differentiation. For a thorough treatment of weak differentiation, we refer to [10] . The key step in applying MVD is to derive a (general state space) Markov chain description of the system process, such that the transition kernel, say Q , is differentiable as a function of . Here,"differentiability" has to ) is called a D-derivative of Q , see [6] . The existence of D-derivatives follows from a Hahn-Jordan-type decomposition for Markov kernels [5] . Let X 6 (s) be such that for all g 2 D and s 2 S: IE [g (X 6 (s))] = g(u)Q 6 (s; du). Then, the above definition can be expressed in terms of random variables X 6 (s) as follows: 
For s = (t; a 1 ; a 2 ) 2 S, we define now X 6 (s) as follows: X + (s) ( 0 a2; 0;) with probability p1(s) ( 0 a1; ; 0) with probability p2(s)
X 0 (s) ( 0 a2; 0; 0) with probability p1(s) ( 0 a1; 0; 0) with probability p2(s):
As shown in the following theorem, X 6 (s) defined in (12) and (13) satisfy (7) for D = , which yields that Q is -differentiable.
Theorem 1: For s = (t; a 1 ; a 2 ) 2 S, let X 6 (s) be defined as in (12) and (13 (16) With the notation introduced in (8) and (9), (16) 
With the notation introduced in (10) and (11), regrouping and introducing probabilities, expression at the RHS in (17) Rewriting (18) in terms of random variables X 6
(s) defined in (12) and (13) proves the claim. 
B. Phantom Estimator
We now introduce "plus" and "minus" processes fX 6 (n; s)g n2IN , (n; X (k)))) : (19) Let (s) be the first time that both components are simultaneously replaced in both phantoms. Then, by the strong Markov property, the expression for the derivative in (19) can be written as (n; X (k)))) :
We call the expression in (20) the Phantom Estimator. Since gc; gt 2
, substituting g by g c and g t , yields an unbiased gradient estimator
The estimator in (20) can be phrased as follows: at each state X (k) of the nominal path fX (k) : 1 k mg, the phantom processes fX + (n; X (k))g and fX 0 (n; X (k))g are generated and they terminate after min((s);m 0 k) transitions. In order to compare the performance of the SPA estimator with that of the phantom estimator, we have implemented the finite differences (FD) method for estimating the "true" derivative. More specifically, we As we have explained in Section III, the residual lifetimes in the offline simulation of the SPA estimator needs to be generated conditioned on the age parameter. We have implemented both SPA versions, with and without age correction We compare the three estimators using criteria: (i) the standard deviation and (ii) the computation time required by the estimator for producing a confidence interval with half length of approximately 0.001. Table I shows the results. The phantom estimator requires significantly less computation time than SPA and FD. Moreover, the standard deviation of the phantom estimator is significantly smaller than that of SPA. As can be seen from Table I , the standard deviation of phantom estimator is only 1=300 of the one of SPA. This implies that SPA requires a much larger sample size than the phantom estimator to come up with the confidence interval of predefined length.
Standard deviation is, however, not a fair means of comparison since the additional simulation overhead per sample path of the two estimators is different. Therefore, the computation time is a better means of comparing the estimators. As can be seen in Table I , the advantage of the phantom estimator over the SPA estimator becomes less dramatic when computation time is considered. But the phantom estimator still outperforms the SPA estimator by a factor of approximately 9.4.
B. The Optimization Over the Long-Run Average Cost
We perform a simulation experiment illustrating the use of the phantom estimator for optimization in the case of a 2-component maintenance system. We use the SA iteration algorithm, see [8] . The general form of SA is as follows 3 n+1 = 5 (0;1) ( 3 n 0 a n rC n ), where 3 n is the parameter value at the beginning of iteration n; rCn is an estimate of rC( 3 n ) (the derivative of C( 3 n )), a n is a (positive) sequence of step sizes, and 5 (0;1) is the projection onto (0; 1). It can be shown that under suitable conditions 3 n ! 3 for n toward 1 with probability one.
As we have already explained in Section IV-B, the phantom estima- We choose a 0 = 0:07 and a n = a 0 =n. We terminate the algorithm when the difference between two successive iterations is smaller than 0.01, i.e., jC( n+1 ) 0 C( n )j < 0:01. The iteration traces of the phantom estimator during the SA optimization are shown in the right plot in Fig. 2 . The phantom estimator only needs four iterations with in total 54 CPU seconds to obtain the optimal result of C( 3 ) = 17:266 with 3 = 0:239.
VI. CONCLUSION
In this technical note, we have derived a new gradient estimator based on MVD for the derivative of the long-run average cost per time unit of a two-component maintenance system with respect to the threshold parameter of an age replacement policy. This phantom estimator is noticeably different from the SPA estimator. We have compared the performance of the phantom estimator with the SPA estimator. The results have shown that the phantom estimator has lower variance and requires less computational effort.
As future work, we plan to provide an in depth analysis of phantom estimators for a multicomponent maintenance system with a general number of components and a general lifetime distribution. We also envision to extend our estimator to more complex models, such as one with additional opportunity replacement or one with a modified m-failure group replacement policy (as described in [2] ).
