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SIMPLE AMBISKEW POLYNOMIAL RINGS
DAVID A. JORDAN AND IMOGEN E. WELLS
Abstract. We determine simplicity criteria in characteristics 0 and p for a ubiquitous class
of iterated skew polynomial rings in two indeterminates over a base ring. One obstruction
to simplicity is the possible existence of a canonical normal element z. In the case where
this element exists we give simplicity criteria for the rings obtained by inverting z and the
rings obtained by factoring out the ideal generated by z. The results are illustrated by
numerous examples including higher quantized Weyl algebras and generalizations of some
low-dimensional symplectic reflection algebras.
1. Introduction
The first Weyl algebra A1(F) over a field F of characteristic 0 is the best known example of
a simple skew polynomial ring of the form R[x; δ] where δ is a derivation of R. It illustrates
the well-known result that, for an algebra R over a field F of characteristic 0, R[x; δ] is simple
if and only if R contains no non-zero proper δ-invariant ideal and the derivation δ is outer.
See [9, Theorem 3.2], [29, Theorem 1.8.4] or [14, Proposition 2.1]. The algebra A1(F) is
obtained on taking R = F[y] and δ = d
dy
.
The situation for simple skew polynomial rings of the form R[x;α, δ] where α is an en-
domorphism of R and δ is an α-derivation of R is less well understood and there are few
documented examples in which α is not an inner automorphism. One significant but difficult
example, due to Cozzens [8] and fully documented in [9], features a division ring in the role
of R and a non-surjective endomorphism in the role of α and has interesting asymmetric
properties. Detailed examples with an automorphism α that is not inner are surprisingly
difficult to track down in the literature. Results are also mostly restricted to division rings;
see the survey in the introduction to the recent paper [30]. Here we find simplicity criteria
for a class of iterated skew polynomial rings in two indeterminates x and y over a base ring A
which, for convenience, we assume to be an F-algebra for a field F. These have been studied,
at a variety of levels of generalisation, in a sequence of papers including [17, 18, 19, 21, 22, 23]
and were given the name ambiskew polynomial ring in [23].
For our purposes here, the construction of an ambiskew polynomial ring R(A, α, v, ρ)
requires three commuting automorphisms α, β, γ of A, with β = α−1γ, a non-zero element
ρ of F and an element v of A such that va = γ(a)v for all a ∈ A and v = γ(v). The
indeterminates satisfy the relations xy = ρyx + v and, for all a ∈ A, ya = α(a)y and
xa = β(a)x. Thus y is adjoined in the formation of A[y;α] and the adjunction of x involves
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extending β to an automorphism of A[y;α], with β(y) = ρy, and then forming A[y;α][x; β, δ]
where δ is a β-derivation of A[y;α] such that δ(A) = 0 and δ(y) = v. If v is central then
β = α−1. Taking A = F, α = β = idF and ρ = v = 1 gives the first Weyl algebra A1(F) and
iteration yields the higher Weyl algebras An(F), n ≥ 2, where A = An−1(F), α = β = idA
and ρ = v = 1.
The development of the theory of ambiskew polynomial rings began in [17] where R is
commutative, ρ = 1 and v = u − α(u) for some u ∈ A. Examples included the enveloping
algebra U(sl2), its quantization Uq(sl2) and the coordinate ring Oq(M2(F)) of quantum
2 × 2 matrices. Each of these examples has a distinguished central element, namely the
quantum determinant in Oq(M2(F)) and the Casimir elements in U(sl2) and Uq(sl2). These
are examples of a general phenomenon. In the construction presented in [17], the element
xy − u = yx − α(u) is central and is called the Casimir element. The algebras covered in
[17] include the algebras considered by Smith in [34] and that paper heavily influenced the
subsequent development of the theory of ambiskew polynomial rings.
Arbitrary non-zero values for ρ were introduced in [19, 21], where v became u−ρα(u) and
the Casimir element became xy−u = ρ(yx−α(u)). Although not central when ρ 6= 1, xy−u
is normal. Among the new examples included by this generalization were the quantized Weyl
algebra Aq1(F), where, for q ∈ F\{0, 1}, xy − qyx = 1, the dispin enveloping algebra, where
ρ = −1, and an algebra introduced by Woronowicz [37] in the context of quantum groups.
At this stage, the Weyl algebra A1(F) was excluded and there were no simple examples,
due to the existence of the normal Casimir element which can never be a unit. In [24], A
remained commutative but no conditions were imposed on the element v. The condition
that v = u − ρα(u) for some u ∈ A, giving rise to a normal Casimir element, was named
conformal and its negation was named singular. Thus singularity is a necessary condition
for simplicity and A1(F) is a singular ambiskew polynomial ring.
To allow for iteration, and application to the higher quantized Weyl algebras arising from
the quantum calculus of Maltsiniotis [31], noncommutative coefficient rings where introduced
in [22] but only in the conformal case with v = u−ρα(u) for some u ∈ A such that ua = γ(a)u
for all a ∈ A. The higher quantized Weyl algebra AΛ,qn will be specified in detail in Section
6 but a brief discussion of the second quantized Weyl algebra, which requires three non-zero
parameters q1, q2 and λ, will set the pattern and illustrate the role of Casimir elements in
iteration. Renaming the generators, the first quantized Weyl algebra Aq11 (F) is generated by
x1 and y1 subject to the relation
x1y1 − q1y1x1 = 1. (1)
Let v = 1 + (q1 − 1)y1x1 which, if q1 6= 1, is a multiple of the first Casimir element and, for
all q1, satisfies the equations vy1 = q1y1v and vx1 = q
−1
1 x1v. The second quantized Weyl
algebra Aλ,q1,q22 (F) is constructed using the F-automorphisms α and β such that α(x1) = λx1,
α(y1) = λ
−1y1, β(x1) = (q1λ)
−1x1 and β(y1) = q1λy1. Thus A
λ,q1,q2
2 (F) is generated by
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x1, y1, x2 and y2 subject to (1) and the further relations
y2x1 = λx1y2,
y2y1 = λ
−1y1y2,
x2x1 = (q1λ)
−1x1x2,
x2y1 = q1λy1x2,
x2y2 − q2y2x2 = 1 + (q1 − 1)y1x1.
When q1 = q2 = λ = 1 this is the Weyl algebra A2(F). The element v + (q2 − 1)y2x2, which
is either a multiple of a second Casimir element or equal to v, is normal and can be used for
further iteration.
The higher generalized Weyl algebra A
Λ,q
n , where q = (q1, . . . , qn) is an n-tuple of elements
of F, and Λ = (λi,j) is an appropriate n×n matrix over F, has 2n generators y1, x1, . . . , yn, xn
and is constructed by iteration. It has n distinguished normal elements v1, v2, . . . , vn which
are distinct if each qi 6= 1. It is shown in [22] that if qi 6= 1 for all i, the algebra obtained by
inverting these n normal elements is simple. We shall see that if each qj = 1 and charF = 0
then the higher quantized Weyl algebra is itself simple. This follows from one of our main
results, Theorem 3.10, which says that if charF = 0 then the ambiskew polynomial ring
R(A, α, v, ρ) is simple if and only if
(i) A has no non-zero proper ideal invariant under α,
(ii) R is singular, and
(iii) for all m ≥ 1, the element ∑m−1l=0 ρlαl(v) is a unit.
A more complex criterion for non-zero characteristic appears in Theorem 3.15.
When charF = 0, the simple quantized Weyl algebra Aλ,1,12 (F) has a claim to being the
most accessible example of a simple skew polynomial ring of the form B[x;α, δ] with α not
inner. Two competitors, whose simplicity follows from Theorem 3.10, are skew versions of
the first Weyl algebra that have not, to our knowledge, previously appeared in the literature.
For these, view C as an R-algebra with conjugation as an R-automorphism α. We shall see
that the R-algebra extension of C generated by x and y subject to the relations
xi = −ix, yi = −iy, xy − yx = 1
is a simple ambiskew polynomial ring, as is the R-algebra in which the third of these relations
is replaced by xy + yx = i.
New examples of ambiskew polynomial rings have continued to emerge, including the
down-up algebras of Benkart and Roby [6], the generalized down-up algebras of Cassidy
and Shelton [7] and, most recently, the augmented down-up algebras of Terwilliger and
Worawannatoi [35]. To accommodate the non-Noetherian down-up algebras, the definition
of ambiskew polynomial ring was amended to allow α to be non-bijective and ρ to be zero
but here we shall assume that α is bijective and ρ = 0.
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In a higher quantized Weyl algebra with each qi 6= 1, the only barrier to simplicity is
the existence of the normal Casimir elements. The localization obtained by inverting these
elements is simple. In Section 4, we find a simplicity criterion for the localization of a
conformal ambiskew ring at the powers of the Casimir element z to be simple. The barrier
can also be removed by factoring out the ideal generated by z which yields a generalized Weyl
algebra in the sense of Bavula [3]. A mild generalization is needed to cover the possibility
that v is not central. In Section 5, we give a simplicity criterion generalizing simplicity
criteria from [20, 6.1 Theorem] and its subsequent generalization [5, Theorem 4.2]. Section
6 presents the application of results from Sections 3, 4 and 5 to examples.
All the examples mentioned so far are domains but simple ambiskew polynomial rings
may have zero-divisors. There has been much interest in the symplectic reflection algebras
of Etingof and Ginzburg [12]. In common with enveloping algebras, quantized enveloping
algebras and quantum matrices, it turns out that low-dimensional examples of these algebras
are ambiskew polynomial rings or iterated ambiskew polynomial rings over the group algebra
of a finite cyclic group. Two such examples are documented as Examples 6.17 and 6.20.
Although simplicity criteria for these algebras are known, they provide nice illustrations of
Theorem 3.10 and it is interesting to see how they fit into this picture. In both cases the
parameter ρ is 1 but we shall also discuss some similar examples in which ρ 6= 1.
Some of the results presented here appeared in the PhD thesis [36] of the second author.
2. Preliminaries
Definitions 2.1. Let γ be an automorphism of a ring A and let v ∈ A. If vA = Av then v
is normal in A and if va = γ(a)v for all a ∈ A and γ(v) = v, we shall say that v is γ-normal.
If v is a regular normal element then v is γ-normal for a unique automorphism γ, while 0 is
γ-normal for every automorphism γ of A.
Let Γ be a set of automorphisms of A. An ideal I of A is a Γ-ideal of A if γ(I) ⊆ I for
all γ ∈ Γ. The ring A is Γ-simple if 0 and A are the only Γ-ideals of A. If Γ = {α} is a
singleton, we write α-ideal and α-simple rather than {α}-ideal and {α}-simple.
Definition 2.2. The level of generality of the construction of ambiskew polynomial ring
varies through the papers [17, 18, 19, 21, 22, 23]. Here we shall work with a common
generalization of the constructions given in [22] and [24]. Let F be a field, and let A be an F-
algebra. Let ρ ∈ F\{0} and let v be a γ-normal element of A for some F-automorphism γ of
A. Let α ∈ AutFA be such that αγ = γα and let β := α−1γ = γα−1, so that αβ = γ = βα.
Extend β to an F-automorphism of A[y;α] by setting β(y) = ρy. By [14, Exercise 2ZC], there
is a β-derivation δ of A[y;α] such that δ(A) = 0 and δ(y) = v. The ambiskew polynomial
ring R(A, α, v, ρ) is the iterated skew polynomial ring A[y;α][x; β, δ]. Thus
ya = α(a)y for all a ∈ A,
xa = β(a)x for all a ∈ A and
xy = ρyx+ v.
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Strictly speaking, we should write R(A, α, γ, v, ρ). However if v is regular then v determines
γ and the only zero-divisor appearing as v in any example that we shall consider is 0, in
which case we take γ = idA. There is some symmetry in the roles of x and y inasmuch that
R(A, α, v, ρ) can also be presented as A[x; β][y;α, δ′], where α(x) = ρ−1x, δ′(A) = 0 and
δ′(x) = −ρ−1(v). If v is central then the actions of x and y on A involve twisting using α
from opposite sides: ya = α(a)y and ax = xα(a). This is the reason for the name.
Let v(0) := 0 and v(m) :=
∑m−1
l=0 ρ
lαl(v) for m ∈ N. In particular v(1) = v. Each v(m) is
γ-normal and it is easily checked, by induction, that, for m ≥ 0,
xym − ρmymx = v(m)ym−1 and (2)
xmy − ρmyxm = xm−1v(m) = βm−1(v(m))xm−1. (3)
Notation 2.3. Let w := xy = ρyx+ v. For all a ∈ A,
wa = (xy)a = βα(a)xy = γ(a)w
and the subring of R generated by A and w may be identified with A[w; γ]. Note that,
as γ(v) = v, w commutes with v, so that v is normal in A[w; γ]. Also γ extends to an
F-automorphism of A[w; γ], with γ(w) = w, and v is γ-normal in A[w; γ] as well as in A.
The F-automorphisms α and β can be extended to A[w; γ] by setting α(w) = ρ−1(w−v) and
β(w) = α−1(w) = ρw+α−1(v). Then yw = α(w)y, xw = β(w)x and the following identities,
in which m ≥ 1, are easily established by induction on m:
αm(w) = ρ−m(w − v(m)); (4)
α−m(w) = ρmw + βm(v(m)); (5)
xmym =
m−1∏
l=0
α−l(w); (6)
ymxm =
m∏
l=1
αl(w). (7)
The factors in the products on the right hand sides of (6) and (7) commute so the products
are well-defined.
Definitions 2.4. Suppose that there is a γ-normal element u ∈ A such that v = u− ρα(u).
Then the element z := xy−u = ρ(yx−α(u)) is such that zy = ρyz, zx = ρ−1xz, za = γ(a)z
for all a ∈ A and zu = uz. Hence z is γ-normal in R, where γ is extended to an F-
automorphism of R by setting γ(y) = ρy and γ(x) = ρ−1x. If such an element u exists
then it will be called a splitting element and we shall say that the 4-tuple (A, α, v, ρ) is
conformal and that R is a conformal ambiskew polynomial ring; otherwise (A, α, v, ρ) and R
are singular. In the conformal case there need not be a unique splitting element. In general,
if u is a splitting element and u′ ∈ A then u′ is a splitting element if and only if u − u′ is
γ-normal and α(u − u′) = ρ(u − u′). For example if ρ = 1, γ = idA and u is a splitting
element then u + λ is a splitting element for all λ ∈ F. If u is not unique we shall adopt a
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convention of choosing one splitting element u and fixing it subsequently. We then refer to
the element z := xy−u = ρ(yx−α(u)) as the Casimir element of R. In the conformal case,
note that A[z; γ] = A[w; γ], that α(z) = ρ−1z and that v(m) = u− ρmαm(u) for all m ≥ 0.
Lemma 2.5. Suppose that v is regular in A and let u ∈ A be such that, for some n ≥ 1,
ua = γn(a)u for all a ∈ A. Then γ(u) = u. In particular, if ua = γ(a)u for all a ∈ A and
v = u− ρα(u) then u is a splitting element.
Proof. In this situation, uv = γn(v)u = vu = γ(u)v so, by the regularity of v, γ(u) = u.
In the particular case, γ(u) = u is the remaining condition required for u to be a splitting
element 
Remark 2.6. The use of the word conformal here is a possible source of confusion, due
to the conformal SL2 algebras of [26], which take their name from physical considerations
and happen to be ambiskew polynomial rings. In [32], the term J-conformal is used for this
reason.
Notation 2.7. For a ring A, the group of units of A will be denoted U(A).
3. Simplicity of R(A, α, v, ρ)
Throughout this section, R will denote an ambiskew polynomial ring R(A, α, v, ρ) where
A is an algebra over a field F. The set Y = {yi}i≥1 is a β-invariant right and left Ore set
in A[y;α] and, by [13, Lemma 1.4], it is a right and left Ore set in R. The localization
RY is generated, as a ring extension of A, by y, y
−1 and w or, in the conformal case, by y,
y−1 and z. It can be identified with A[w; γ][y±1;α], where α(w) = ρ−1(w − v), or, in the
conformal case, with A[z; γ][y±1;α], where α(z) = ρ−1z. Similarly X = {xi}i≥1 is a right
and left Ore set in R and the localization RX can be identified with A[w; γ][x
±1; β], with
β(w) = ρw + α−1(v) or, in the conformal case, with A[z; γ][x±1; β], with β(z) = ρz.
The following lemma, which in the Noetherian case is an immediate consequence of [29,
2.1.16(vi)], will be useful in handling the passage between R and RX and in similar situations
later in the paper.
Lemma 3.1. Let B be a ring with a regular element y such that Y := {yi}i≥1 is a right and
left Ore set and let C = BY = BY−1 = Y−1B be the localization of B at Y. If C is simple
and I is a non-zero ideal of B then ys ∈ I for some s ≥ 0.
Proof. Let J be the set of elements of C that are finite sums of elements of the form y−aiy−b
where i ∈ I and a, b ≥ 0. As y−aiy−b = y−(a+1)(yi)y−b = y−a(iy)y−(b+1), any element of J
can be written as a single term y−miy−n. Using the right (resp. left) Ore condition it is
readily checked that J is a right (resp. left) ideal of C. By the simplicity of C, 1 = y−miy−n
for some i ∈ I and some m,n ≥ 0, whence ym+n ∈ I. 
Lemma 3.2. The ring R is simple if and only if RY is simple and v
(m) is a unit of A for
all m ≥ 1.
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Proof. Suppose that R is simple. Then RY is simple by [29, 2.1.16(iii)] and its left analogue.
Suppose that, for some m ≥ 1, v(m) is not a unit, and let I = v(m)A which, as v(m) is normal,
is an ideal of A. Every element of R has a unique expression as a sum of elements of the
form xiai,jy
j, where ai,j ∈ A, i ≥ 0 and j ≥ 0. Let J be the subspace of R spanned by the
elements of the form xiayj where i > 0 or j ≥ m or a ∈ I. Clearly Jy ⊆ J , JA ⊆ J and,
as v(m) is not a unit, 1 /∈ J . Also xiayjx ∈ J if i > 0 or, by (2), if j > m. By (2) and the
γ-normality of v(j),
ayjx = ρ−j(xβ−1(a)yj − v(j)γ(a)yj−1)
for all a ∈ A. It follows that ayjx ∈ J if either j = m, in which case v(j)γ(a) ∈ I, or a ∈ I.
Consequently J is a proper right ideal of R. Moreover Rym ⊂ J so annR(R/J) is a non-zero
proper ideal of R, contradicting the simplicity of R. Hence v(m) is a unit for all m ≥ 1.
For the converse, suppose that RY is simple and that each v
(m) is a unit of A. Let I be
a non-zero ideal of R. By Lemma 3.1, yd ∈ I for some d ≥ 0. Choose the least such d. If
d > 0, then, by (2),
yd−1 = (v(d))−1(xyd − ρdydx) ∈ I,
contradicting the minimality of d. So d = 0, 1 ∈ I, and I = R, whence R is simple. 
The following result is well-known; see [29, 1.8.5] or [16, Theorem 1].
Theorem 3.3. If σ is an automorphism of a ring T , the skew Laurent polynomial ring
T [y±1; σ] is simple if and only if T is σ-simple and there does not exist m ≥ 1 such that σm
is inner on T .
For the following variation, see [16, Theorem 0].
Theorem 3.4. If σ is an automorphism of a ring T , the skew Laurent polynomial ring
T [y±1; σ] is simple if and only if T is σ-simple and there does not exist m ≥ 1 for which
there is a unit d of T such that σ(d) = d and σm(a) = dad−1 for all a ∈ T .
Corollary 3.5. The localization RY is simple if and only if A[w; γ] is α-simple and α
m is
outer on A[w; γ] for all m ≥ 1.
Proof. Given that RY = A[w; γ][y
±1;α], this is immediate from Theorem 3.3. 
Lemma 3.6. Let m ≥ 1. If αm is inner on A[w; γ] then v(m) = 0.
Proof. Suppose that αm is inner on A[w; γ]. Thus there is a unit c = cnw
n+ . . .+ c1w+ c0 of
A[w; γ] such that αm(w)c = cw. By (4), ρ−m(w−v(m))c = cw whence γ(c)w−v(m)c = ρmcw,
where γ is extended to A[w; γ] with γ(w) = w. Comparing constants in A[w; γ] shows that
v(m)c0 = 0. But as c is a unit in A[w; γ], c0 is a unit in A so v
(m) = 0. 
Remark 3.7. As each v(m) is γ-normal, if some v(m) is a unit then γ(a) = v(m)a(v(m))−1 for
all a ∈ A and every ideal of A is a γ-ideal.
There are different simplicity criteria for R in characteristic 0 and characteristic p. The
next lemma is common to both.
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Lemma 3.8. Suppose that A is α-simple and let J be a non-zero α-ideal of A[w; γ]. There
exists a non-negative integer m and an element f = amw
m+ am−1w
m−1+ . . .+ a1w+ a0 ∈ J
such that am = 1 and, for 0 ≤ j ≤ m,
aj =
m−j∑
i=0
(
m− i
j
)
ρiα(am−i)(−v)m−i−j , (8)
and, for all a ∈ A,
aaj = ajγ
j−m(a). (9)
Proof. For m ≥ 0, let
τm(J) = {0} ∪ {a ∈ A : awm + am−1wm−1 + . . .+ aiw + a0 ∈ J}.
Then τm(J) is an ideal of A and if a0, . . . , am ∈ A then
α
(
m∑
i=0
aiw
i
)
=
m∑
i=0
ρ−iα(ai)(w − v)i.
Thus τm(J) is an α-ideal of A, and, by α-simplicity, τm(J) = A or τm(J) = 0. Let m ≥ 0 be
minimal such that τm(J) 6= 0. Since τm(J) = A, there exist a0, a1 . . . , am ∈ A, with am = 1,
such that f := amw
m + am−1w
m−1+ . . .+ a1w+ a0 ∈ J . Then f − ρmα(f) ∈ J . As w and v
commute,
f − ρmα(f) =
m∑
l=0
(alw
l − ρm−lα(al)(w − v)l)
=
m∑
l=0
(alw
l − ρm−lα(al))
(
l∑
j=0
(
l
j
)
(−v)l−jwj
)
=
m∑
j=0
(
aj −
m−j∑
i=0
(
m− i
j
)
ρiα(am−i)(−v)m−i−j
)
wj.
The coefficient of wm is 0 so, by the minimality of m, f − ρmα(f) = 0 and (8) follows.
For all a ∈ A, af − fγ−m(a) ∈ J and
af − fγ−m(a) =
m∑
j=0
(aajw
j − ajwjγ−m(a)) =
m∑
j=0
(aaj − ajγj−m(a))wj.
The coefficient of wm here is 0, so by the minimality of m, af − fγ−m(a) = 0 for all a ∈ A
and (9) follows. 
Lemma 3.9. Suppose that charF = 0, that v is regular in A and that every α-ideal of A is
a γ-ideal. Then A[w; γ] is α-simple if and only if A is α-simple and the 4-tuple (A, α, v, ρ)
is singular.
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Proof. Suppose that A[w; γ] is α-simple. If I is a non-zero proper α-ideal of A then, as
I is also a γ-ideal of A, IA[w; γ] is a non-zero proper ideal of A[w; γ]. It is clearly an α-
ideal so IA[w; γ] = A[w; γ], whence I = A and A is α-simple. If (A, α, v, ρ) is conformal,
with v = u − ρα(u), then the Casimir element z = w − u is a non-zero normal non-unit of
A[w; γ], and α(z) = ρ−1z, so zA[w; γ] is a non-zero proper α-ideal of A[w; γ], contradicting
the α-simplicity of A[w; γ]. Hence (A, α, v, ρ) is singular
Conversely, suppose that A is α-simple and that (A, α, v, ρ) is singular. Let J be a non-
zero α-ideal of A[w; γ] and let m and f be as in Lemma 3.8. Suppose that m 6= 0. By (8)
with j = m− 1,
am−1 − ρα(am−1) = −mv. (10)
By (9) with j = m − 1, am−1a = γ(a)am−1 for all a ∈ A. Let u = −am−1/m. Then
ua = γ(a)u for all a ∈ A and, by (10), v = u − ρα(u). By Lemma 2.5, u is a splitting
element, contradicting the singularity of (A, α, v, ρ). Therefore m = 0, 1 = f ∈ J , and
J = A[w; γ], which is therefore α-simple. 
We are now in a position to give a simplicity criterion for R when F has characteristic 0.
Theorem 3.10. Suppose that charF = 0. The ring R is simple if and only if
(i) A is α-simple;
(ii) the 4-tuple (A, α, v, ρ) is singular;
(iii) for all m ≥ 1, v(m) is a unit of A.
Proof. Suppose that (i), (ii), (iii) hold. By (iii) v = v(1) is regular and Remark 3.7, every α-
ideal is a γ-ideal so, by (i), (ii) and Lemma 3.9, A[w; γ] is α-simple. By (iii) and Lemma 3.6,
each αm is outer on A[w; γ]. By Lemma 3.2 and Corollary 3.5, R is simple.
Conversely, suppose that R is simple. By Lemma 3.2, RY is simple and v
(m) is a unit
for m ≥ 1. So (iii) holds and, as above, v is regular and every α-ideal is a γ-ideal. By
Corollary 3.5, A[w; γ] is α-simple and, by Lemma 3.9, (i) and (ii) hold. 
Remark 3.11. In the conformal case an ambiskew polynomial ring has a normal element,
namely the Casimir element, and this allows for iteration. The next result shows that
iteration is also often available in the simple case. Examples of both types of iteration will
appear in Section 6.
Theorem 3.12. Suppose that charF = 0 and let S = R(A, α, v, ρ) be a simple ambiskew
polynomial ring such that v is an eigenvector for α with eigenvalue µ. Let λ ∈ F∗ and extend
the automorphism α to an automorphism of S by setting α(y) = λy and α(x) = µλ−1x. The
iterated ambiskew polynomial ring R(S, α, v, ρ) is simple.
Proof. Using the relations ya = α(a)y, xa = β(a)x and xy − ρyx = v it is routine to check
that the specified extension of α to S is indeed an automorphism, that γ and β also extend
to S with γ(y) = µ−1y, γ(x) = µx, β(y) = (λµ)−1y and β(x) = λx, and that v is γ-normal
in S. As R is simple, it is α-simple and, as ρ and v are unchanged, v(m) is a unit for all
m ≥ 1. Finally if R has a splitting element u =∑ ui,jyixj then u0,0 is a splitting element in
A and no such element exists. By Theorem 3.10, R(S, α, v, ρ) is simple. 
10 DAVID A. JORDAN AND IMOGEN E. WELLS
Remark 3.13. The situation in finite characteristic p is more complex than in Theorem 3.10.
We shall need to handle binomial coefficients modulo p and this will be done using Lucas’
Congruence [11, p 271] which has the consequence that if n ≥ r ∈ N have p-ary representa-
tions
n = nsp
s + ns−1p
s−1 + . . .+ n1p+ n0 and r = rsp
s + rs−1p
s−1 + . . .+ r1p+ r0
where 0 ≤ ni, ri ≤ p− 1 for s ≥ i ≥ 0, then(
n
r
)
6≡ 0 mod p⇔ ni ≥ ri for all i.
Singularity does not appear explicitly in the following analogue of Lemma 3.9 but is
covered by condition (ii), with n = 0, in which case (a) is vacuous and (b) states that u is
γ-normal and v = ρα(u)− u.
Lemma 3.14. Suppose that charF = p 6= 0, that v is regular in A and that every α-ideal of
A is a γ-ideal. Then A[w; γ] is α-simple if and only if
(i) A is α-simple;
(ii) there do not exist a non-negative integer n and elements u and bi, 0 ≤ i ≤ n− 1, of
A such that
(a) for 0 ≤ i ≤ n− 1, γ(bi) = bi, bi is γpn−pi-normal and α(bi) = ρpi−pnbi;
(b) γ(u) = u, u is γp
n
-normal and ρp
n
α(u)− u = vpn +∑n−10 bivpi.
Proof. Suppose that A[w; γ] is simple. As in the proof of Lemma 3.9, A is α-simple. Suppose
that (ii) does not hold, and let h := wp
n
+ (
∑n−1
i=0 biw
pi) + u where the elements u and bi,
0 ≤ i ≤ n − 1, have the properties specified in (a) and (b). Routine calculations show that
ha = γp
n
(a)h for all a ∈ A, that hw = wh and that ρpnα(h) = h. Therefore hA[w; γ] is a
non-zero proper α-ideal of A[w; γ], contradicting the α-simplicity of A[w; γ]. Thus (ii) holds.
For the converse, suppose that (i) and (ii) hold. Let J be a non-zero α-ideal of A[w; γ]
and let m and f be as in Lemma 3.8. Suppose that m 6= 0. Let J be a non-zero α-
ideal of A[w; γ] and proceed as in the proof of Lemma 3.9 to obtain a non-zero element
f = wm + am−1w
m−1 + . . . + a0 of J with minimal degree, to establish (8) and (9) and to
show that f − ρmα(f) = 0 and that af − fγ−ma = 0 for all a ∈ A. By (9) and Lemma 2.5,
γ(ai) = ai for all i. As in the proof of Lemma 3.9, applying (8) and (9) with j = m−1 shows
that am−1 − ρα(am−1) = −mv and am−1a = γ(a)am−1 for all a ∈ A. If p does not divide m
then −am−1/m is a splitting element, contradicting (ii) with n = 0. Hence p divides m.
Express m in the form pnr, where p does not divide r and let q = m − pn. By (8) with
j = q,
aq =
pn∑
i=0
(
m− i
q
)
ρiα(am−i)(−v)pn−i. (11)
We claim that, for 0 ≤ i ≤ pn, if am−i 6= 0 then i = pn or i = pn − pt for some t with
1 ≤ t ≤ n and that α(am−pn+pt) = ρ−ptam−pn+pt for 1 ≤ t ≤ n. To see that the result will
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follow from this claim, suppose that this claim has been established. By (8),
aq =
(
n∑
t=1
(
m− pn + pt
m− pn
)
am−pn+pt(−v)pt
)
+ ρp
n
α(am−pn). (12)
By Lucas’ Congruence, N :=
(
m
m−pn
)
=
(
m
pn
) 6≡ 0 mod p. Let u = N−1am−pn and, for
0 ≤ i ≤ n − 1, let bi = N−1
(
m−pn+pi
m−pn
)
am−pn+pi. For 0 ≤ i ≤ n − 1, γ(bi) = bi, bi is
γp
n−pi-normal and α(bi) = ρ
pi−pnbi. Also γ(u) = u, u is γ
pn-normal and, by (12),
ρp
n
α(u)− u = vpn +
(
n−1∑
i=0
biv
pi
)
. (13)
This contradicts (ii) so m = 0 and J = A[w; γ], which is therefore α-simple. It remains to
establish the claim.
Suppose that the claim is false. It holds, vacuously, when i = pn and, as am = 1, it holds
when i = 0. So there exists i, with 0 < i < pn, such that am−i 6= 0 and either pn − i 6= pt
for all t with 1 ≤ t < n or i = pn − pt for some t with 1 ≤ t < n and α(am−i) 6= ρ−iam−i.
For each i with 0 < i < pn, write pn − i = uipti , where p does not divide ui and 0 ≤ ti < n.
Thus if i is a counterexample to the claim then either ui > 1 or ui = 1, i = p
n − pti and
α(am−i) 6= ρ−iam−i. Let t be the minimal value of ti taken over all counterexamples and,
among counterexamples with ti = t, let u be the maximal value of ui. Let l = p
n − upt be
the counterexample chosen optimally in this way.
Let 0 < k < l. We shall show that
(
m−k
m−l
)
am−k = 0. There are three cases. First suppose
that tk < t. Then uk > 1 otherwise
k = pn − ptk > pn − upt = l
so, by the minimality of t, am−k = 0. Next suppose that tk = t. In this case, uk > u
otherwise
k = pn − ukpt ≥ pn − upt = l.
By the maximality of u, am−k = 0. Finally, suppose that tk > t. In the p-ary representations
of m− k = (r− 1)pn + ukptk and m− l = (r− 1)pn + upt, the coefficient of pt is 0 for m− k
and non-zero for m− l. It follows from Lucas’ Congruence that(
m− k
m− l
)
≡ 0 mod p.
This is also true if k = 0. Combining the three cases,
(
m−k
m−l
)
am−k = 0 =
(
m−k
m−l
)
α(am−k)
for 0 ≤ k < l. By (8), with j = m − l, it follows that α(am−l) = ρ−lam−l. As l is a
counterexample to the claim and α(am−l) = ρ
−lam−l, it must be the case that u = ul > 1.
Now let s = l + pt and let j = m − s = m − pn + (u − 1)pt. Let 0 ≤ i ≤ s be such that
the ith term on the right hand side of (8), is non-zero. Thus am−i 6= 0 and
(
m−i
j
) 6≡ 0 mod p.
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We shall see that i = l or i = s. By Lucas’ Congruence,(
m− i
j
)
=
(
rpn
(r − 1)pn + (u− 1)pt
)
≡ 0 mod p
so we can assume that i > 0. Now suppose that ti > t. Then, by Lucas’ Congruence,(
m− i
j
)
=
(
(r − 1)pn + uipti
(r − 1)pn + (u− 1)pt
)
≡ 0 mod p.
So ti ≤ t. Suppose that ti < t. As am−i 6= 0 it follows, by minimality of t, that ui = 1 and
hence
i = pn − pti > pn − pt ≥ pn − (u− 1)pt = p−(pn − l − pt) = s,
which is false. So ti = t. As am−i 6= 0 either i = l or ui = 1 in which case, as above,
i = pn − pt ≥ s, or i = pn − uipt, where ui ≤ u by the maximality of u. In the final
possibility, i = pn − uipt ≥ pn − (u− 1)pt = l + pt = s. Thus i = l or i = s. By (8), we now
know that
aj =
(
m− l
m− j
)
ρlα(am−l)(−v)pt + ρm−jα(aj). (14)
Now am−l is a unit, by α-simplicity and (9), and α(am−l) = ρ
−lam−l so α(a
−1
m−l) = ρ
la−1m−l.
Also M :=
(
m−l
m−j
)
=
(
pnr−pn+upt
pt
) 6≡ 0 mod p by Lucas’ Congruence. Multiplying throughout
(14) on the left by M−1a−1m−l, gives v
pt = u − ρptα(u), where u = M−1a−1m−laj , so that
ρp
t
α(u) = M−1ρm−ja−1m−lα(aj). In view of (9), and as γ(ai) = ai for all i, u is γ
pt-normal.
Setting n = t and bi = 0 for 0 ≤ i ≤ n − 1, this contradicts (ii) so the claim is established
and the result follows. 
Theorem 3.15. If charF = p 6= 0, then R(A, α, v, ρ) is simple if and only if
(i) A is α-simple;
(ii) there do not exist a non-negative integer n and elements bi, n− 1 ≥ i ≥ 0, and u of
A such that
(a) for 0 ≤ i ≤ n− 1, γ(bi) = bi, bi is γpn−pi-normal and α(bi) = ρpi−pnbi;
(b) γ(u) = u, u is γp
n
-normal and ρp
n
α(u)− u = vpn +∑n−10 bivpi;
(iii) for all m ≥ 1, v(m) is a unit of A.
Proof. The proof is similar to that of Theorem 3.10, with Lemma 3.14 replacing Lemma 3.9.

4. Simple localizations
In this section, we suppose that the 4-tuple (A, α, v, ρ) is conformal with splitting element
u. Thus R is not simple because the Casimir element z = xy−u is normal in R and generates
a proper non-zero ideal. This obstruction to simplicity can be removed by localizing at
Z := {zi}i≥0 or by factoring out zR. In this section we shall give simplicity criteria for
the localization S := RZ and, as with R, approach the problem through the localization
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SY . As zy = ρyz, Y remains a right and left Ore set in S and SY can be identified with
A[z±1; γ][y±1;α], where α(z) = ρ−1z.
Lemma 4.1. The ring S is simple if and only if SY is simple and, for all m ≥ 1, there
exists n ≥ 0 such that un ∈ v(m)A.
Proof. Suppose that S is simple. Then SY is simple by [14, Proposition 10.17(a)]. Let
m ≥ 1. As in the proof of Lemma 3.2, let J be the F-subspace of R spanned by the elements
of the form xiayj where i > 0 or j ≥ m or a ∈ v(m)A. Then J is a right ideal of R and
I := annR(R/J) is a non-zero proper ideal of R contained in J . Note that J ∩ A = v(m)A.
As S = RZ is simple, z
n ∈ I for some n ≥ 0 by Lemma 3.1. Thus (xy − u)n ∈ J and, as
x ∈ J and urxy = xα(ur)y ∈ J for 1 ≤ r < n, it follows that un ∈ J ∩A = v(m)A.
Conversely, suppose that SY is simple and that, for all m ≥ 1, there exists n ≥ 0 such
that un ∈ v(m)A. Let I be a non-zero ideal of S. By Lemma 3.1, ym ∈ I for some m ≥ 0.
Choose the least such m and suppose that m 6= 0. There exists n ≥ 0 such that un ∈ v(m)A.
By (2), v(m)ym−1 ∈ I and, by the normality of v(m), v(m)Aym−1 ⊆ I so unym−1 ∈ I. Choose
t ≥ 0 minimal such that utym−1 ∈ I and suppose that t 6= 0. Recall that uz = zu so
zut−1ym−1 = ut−1zym−1 = ut−1xym − utym−1 ∈ I. As z is invertible in S, it follows that
ut−1ym−1 ∈ I, contradicting the choice of t. Thus t = 0 and ym−1 ∈ I, contradicting the
choice of m. Therefore m = 0, 1 ∈ I and S is simple. 
Lemma 4.2. Let m ≥ 1. If αm is inner on A[z±1; γ] then v(m) = 0.
Proof. The element uz−1 is central in A[z±1; γ] so if αm is inner then αm(uz−1) = uz−1. As
αm(z) = ρ−mz it follows that αm(u) = ρ−mu and hence that v(m) = u− ρmαm(u) = 0. 
Definition 4.3. Let m, j ∈ Z. A non-zero element c of A will be called (m, j)-special if
γ(c) = ρmc, α(c) = ρjc and c is αmγ−j-normal. Thus cγj(a) = αm(a)c for all a ∈ A. If A is
{α, γ}-simple then any (m, j)-special element of A is necessarily a unit in A and its inverse
is (−m,−j)-special.
Remark 4.4. If ρ is a root of unity and γ = idA then 1 is (0, j)-special for all j such that
ρj = 1.
Lemma 4.5. Suppose that A is {α, γ}-simple and let m ≥ 1. Then αm is inner on A[z±1; γ],
induced by a unit d such that α(d) = d, if and only if there exists j ∈ Z such that A has an
(m, j)-special element.
Proof. First suppose that c ∈ A is (m, j)-special. By {α, γ}-simplicity, c ∈ U(A). Let
d = czj . Thus d ∈ U(A[z±1; γ]) and α(d) = ρjcρ−jzj = d. Also
dz = czj+1 = zγ−1(c)zj = ρ−mzczj = αm(z)d
and, for a ∈ A,
da = cγj(a)zj = αm(a)czj = αm(a)d.
Thus α(d) = d and αm is the inner automorphism of A[z±1; γ] induced by d.
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Conversely, suppose that αm is inner on A[z±1; γ] induced by a unit d =
∑j
i=t ciz
i ∈
A[z±1; γ] such that α(d) = d and cj 6= 0. (If A is a domain then t = j.) Then df = αm(f)d
for all f ∈ A[z±1; γ] and α(cj) = ρjcj . As(∑
ciz
i
)
z = αm(z)
(∑
ciz
i
)
= ρ−m
(∑
γ(ci)z
i
)
z,
we also have γ(cj) = ρ
mcj . Finally, for a ∈ A,
αm(a)
(∑
ciz
i
)
=
(∑
ciz
i
)
a =
∑
ciγ
i(a)zi,
so cjγ
j(a) = αm(a)cj . Thus cj is {m, j}-special. 
Lemma 4.6. The ring A[z±1; γ] is α-simple if and only if A is {α, γ}-simple and there does
not exist j ≥ 1 such that A has a (0,−j)-special element.
Proof. Suppose that A[z±1; γ] is α-simple. If I is a non-zero proper {α, γ}-ideal of A then
IA[z±1; γ] is a non-zero proper ideal of A[z±1; γ] and, as α(z) = ρ−1z, it is an α-ideal. Hence
A is {α, γ}-simple. Let j ≥ 1 be such that A has a (0,−j)-special element c. Then
(zj − c)z = z(zj − c), α(zj − c) = ρ−j(zj − c) and (zj − c)a = γj(a)(zj − c)
for all a ∈ A, whence (zj − c)A[z±1; γ] is a non-zero proper α-ideal of A[z±1; γ]. Thus no
such j exists.
Conversely, suppose that A is {α, γ}-simple, and that, for j ≥ 1, A has no (0,−j)-special
element. Let J be a non-zero α-ideal of A[z±1; γ]. For each m ≥ 0, let Lm denote the ideal
of A consisting of the leading coefficients of those elements of J ∩A[z; γ] which have degree
m, together with 0. For a0, . . . , am ∈ A,
ρmα
(
m∑
i=0
aiz
i
)
=
m∑
i=0
ρm−iα(ai)z
i and z
(
m∑
i=0
aiz
i
)
z−1 =
j∑
i=0
γ(ai)z
i,
whence Lm is an {α, γ}-ideal of A. Choose j minimal such that Lj 6= 0, whence Lj = A,
and suppose that j 6= 0. There exist c0, . . . , cj ∈ A, with cj = 1 such that g :=
∑j
i=0 ciz
i ∈
J ∩A[z; γ]. By the minimality of j, c0 6= 0. Then
g − zgz−1 =
j−1∑
i=0
(ci − γ(ci))zi ∈ J ∩ A[z; γ],
whence γ(c0) = c0. Also
g − ρjα(g) =
j−1∑
i=0
(ci − ρj−iα(ci))zi ∈ J ∩ A[z; γ],
whence ρjα(c0) = c0. Finally,
bg − gγ−j(b) =
j−1∑
i=0
(bci − ciγi−j(b))zi ∈ J ∩ A[z; γ]
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for all b ∈ A, whence c0 is γj-normal. Thus c0 is (0,−j)-special. This is a contradiction so
j = 0, 1 = g ∈ J and J = A[z±1; γ], which is therefore α-simple. 
Theorem 4.7. The ring S = RZ is simple if and only if the following hold:
(i) A is {α, γ}-simple;
(ii) there do not exist c ∈ A and m, j ∈ Z, with m and j not both 0, such that c is
(m, j)-special;
(iii) for all m ≥ 1, there exists n ≥ 0 such that un ∈ v(m)A.
Proof. Suppose that S is simple. By Lemma 4.1, (iii) holds and SY is simple. By The-
orem 3.4, A[z±1; γ] is α-simple and there does not exist m ≥ 1 for which αm is inner on
A[z±1; γ], induced by a unit d such that α(d) = d. By Lemma 4.6, A is {α, γ}-simple so (i)
holds. Finally, suppose that c ∈ A and that m, j ∈ Z are such that c is (m, j)-special. By
Lemma 4.5, we cannot have m > 0 and, by the symmetry arising from {α, γ}-simplicity, we
cannot have m < 0. Thus m = 0. By Lemma 4.6 we cannot have j < 0 and, by symmetry,
we cannot have j > 0. Thus m = j = 0 and (ii) holds.
Conversely suppose that (i), (ii) and (iii) hold. By Lemma 4.5, there does not exist m ≥ 1
for which αm is inner on A[z±1; γ], induced by a unit d such that α(d) = d. By Lemma 4.6,
A[z±1; γ] is α-simple. It follows, by Theorem 3.4, that SY is simple and, by Lemma 4.1 and
(iii), that S is simple. 
Remark 4.8. When u is nilpotent, statement (iii) of Theorem 4.7 holds vacuously so the
theorem simplifies. In particular, this applies when u = 0, in which case v = 0, z = xy = ρyx,
y−1 ∈ S and S = SY is an iterated skew Laurent extension A[z±1; γ][y±1;α]. When u is not
nilpotent, statement (ii) can be relaxed, as follows.
Theorem 4.9. Suppose that u is not nilpotent. The ring S is simple if and only if
(i) A is {α, γ}-simple;
(ii) there does not exist j ∈ Z\{0} such that A has a (0, j)-special element;
(iii) for all m ≥ 1, there exists n ≥ 0 such that un ∈ v(m)A.
Proof. Suppose that (i) and (iii) hold. Suppose that there exists m 6= 0 such that A has a
normal (m, j)-special element c for some j ∈ Z. By (i) c is a unit so, replacing c by c−1 if
m < 0, we can assume that m ≥ 1. By Lemma 4.5, αm is inner and, by Lemma 4.2, v(m) = 0,
contradicting (iii). Therefore statement (ii) of Theorem 4.7 can be relaxed as stated. 
Remark 4.10. Recall from Remark 4.4 that if ρ is a root of unity and γ = idA then 1
is (0, j)-special for all j ∈ Z such that ρj = 1 and consequently S is not simple. In this
situation zj − λ is central for all λ ∈ F.
5. Generalized Weyl algebras
In this section, we again suppose that the 4-tuple (A, α, v, ρ) is conformal with splitting
element u. Here we consider the simplicity of T := R/zR and letX = x+zR and Y = y+zR.
As zR∩A = 0, A embeds in T and we can identify each element a of A with a+zR. Then T is
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the ring extension of A generated by X and Y subject to the relations XY = u, Y X = α(u),
and, for all a ∈ A, Xa = β(a)X and Y a = α(a)Y . Note that T , which we occasionally
denote by T (A, α, u), depends on u rather than on v and ρ. In the case where u is central
this ring was studied by Rosenberg in [33], under the name hyperbolic ring, by the author in
[20], without a name, and by Bavula in a sequence of papers, including [2, 3, 5], under the
name generalized Weyl algebra. We shall extend use of the latter name to the case where u
is normal and not necessarily central.
Lemma 5.1. For all i ∈ Z, αi(u) is γ-normal in A and αi(u)αj(u) = αj(u)αi(u) for all
j ∈ Z.
Proof. As αγ = γα, it is readily checked that αi(u) is γ-normal in A for all i and hence that
αi(u)αj(u) = γ(αj(u))αi(u) = αj(γ(u))αi(u) = αj(u)αi(u).

Remark 5.2. Here we list some basic properties of generalized Weyl algebras. These are
well-documented in the above papers, in particular [20] where the notation is close to that
used here, and remain true in the present generality.
(i) For all m ≥ 1,
XmY m =
m−1∏
i=0
α−i(u) and Y mXm =
m∏
i=1
αi(u).
By Lemma 5.1, these products are independent of the order of the terms.
(ii) Every element of T can be written uniquely in each of the forms
a+
m∑
i=1
biY
i +
n∑
j=1
cjX
j = a+
m∑
i=1
Y ib′i +
n∑
j=1
Xjc′j,
where a, bi, cj, b
′
i, c
′
j ∈ A, 1 ≤ i ≤ m, 1 ≤ j ≤ n.
(iii) If A is a domain then T is a domain.
(iv) The ring T is Z-graded with deg Y = 1, degX = −1, and T0 = A. For m ≥ 1,
Tm = AY
m = Y mA and T−m = AX
m = XmA.
Notation 5.3. For the remainder of this section, let Y = {Y i : i ∈ N} and X = {X i : i ∈ N},
the images in T of the right and left Ore subsets of R for which the notation Y and X was
used previously. Thus Y and X are right and left Ore sets in T . If u is regular in A then
Y and X are regular in T and the localizations TY and TX are isomorphic to A[Y
±1;α] and
A[X±1; β] respectively, with X 7→ uY −1 in the former and Y 7→ α(u)X−1 in the latter.
The following result generalizes [20, Theorem 6.1], where A is commutative. Bavula [5]
gives a proof for the case where u is central.
Theorem 5.4. Let α and γ be commuting F-automorphisms A of an F-algebra A, let u ∈ A
be γ-normal and let T be the generalized Weyl algebra T (A, α, u). Then T is simple if and
only if
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(i) A is α-simple;
(ii) αm is outer for all m ≥ 1;
(iii) u is regular;
(iv) uA+ αm(u)A = A for all m ≥ 1.
Proof. Suppose that T is simple. As {t ∈ T : tY n = 0 for some n ≥ 1} and {t ∈ T :
Y nt = 0 for some n ≥ 1} are proper ideals of T , Y is regular in T . Similarly X is regular
in T . If a ∈ A is such that if au = 0 then aXY = 0, whence a = 0. On the other side,
if ua = 0 then α(u)α(a) = 0, Y Xα(a) = 0, α(a) = 0 and a = 0. Hence u is regular in A
and TY ≃ A[Y ±1;α], which is simple by [14, Proposition 10.17(a)]. By Theorem 3.3, A is
α-simple and αm is outer for all m ≥ 1. Thus (i), (ii) and (iii) hold.
Suppose that (iv) does not hold. Then there exist m ≥ 1 and a maximal right ideal
M of A with u, αm(u) ∈ M . Let I denote the right ideal MT + XT + Y mT . Let t ∈ I.
Then XY = u ∈ M and, by Remark 5.2(i), Y mXm ∈ M so, in the Z-grading on T ,
t0 ∈ M +XY A + Y mXmA ⊆ M . Thus I is proper and annT (T/I) is a proper ideal of T .
Also, X iAY m ⊆ I for i ≥ 1 and Y iAY m ⊆ I for i ≥ 0, so TY m ⊆ I, Y m ∈ annT (T/I) and
annT (T/I) 6= 0, contradicting the simplicity of T . Thus (i)–(iv) hold.
Conversely, suppose that (i)–(iv) hold. As u is regular in A, Y is regular in T and
TY ∼= A[Y ±1;α]. By (i), (ii) and Theorem 3.3, TY is simple. Suppose that T has a non-zero
proper ideal J . By Lemma 3.1, Y n ∈ J for some n ≥ 1. Then XnY n ∈ J and Y nXn ∈ J ,
that is, by Remark 5.2(i), uα−1(u) . . . α1−n(u) ∈ J and α(u)α2(u) . . . αn(u) ∈ J . Let N be
a maximal ideal of A containing J ∩ A. By Lemma 5.1, each αi(u) is normal in A so there
are integers s and t such that s < t, αs(u) ∈ N and αt(u) ∈ N. Setting m = t − s > 0
and M = α−s(N), we see that M ⊇ uA + αm(u)A = A, contradicting (iv). Therefore T is
simple. 
Remark 5.5. Every ambiskew polynomial ring R(A, α, v, ρ] is isomorphic to a generalized
Weyl algebra over A[w; γ], where w and γ are as in Notation 2.3. Thus xy = w and
yx = ρ−1(w− v). See [24, 2.6 Corollary] for the case where A is commutative. This gives an
alternative approach to the simplicity criteria in Section 3 by means of the above Theorem
and the passage, via Lemmas 3.9 and 3.14, between A[w; γ] and A.
6. Examples
Example 6.1 (Ambiskew polynomial rings over F). If, in the definition of ambiskew
polynomial ring in 2.2, we take A = F then we obtain an F-algebra R generated by x and
y subject to the relation xy − ρyx = v, for some v, ρ ∈ F with ρ 6= 0. (The case ρ = 0 can
be included by relaxing the condition that α should be an automorphism, see [23].) If v 6= 0
then, replacing x by v−1x, we can assume that v = 1. To fit with existing literature, we
write q for ρ. Apart from the commutative polynomial algebra, there are essentially three
cases:
(i) xy = qyx, q 6= 1; (ii) xy − yx = 1; (iii) xy − qyx = 1, q 6= 1.
These correspond to the co-ordinate ring of the quantum plane, the first Weyl algebra A1(F),
and the quantized Weyl algebra Aq1(F) respectively. Simplicity issues for these algebras are
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well-understood, for example see [14, Corollary 1.18] or [29, Example 1.8.7(ii) with n = 1]
for (i), [14, Corollary 2.2 and the passage following it] for (ii) and [13, 8.4 and 8.5] for (iii).
However they illustrate Theorems 3.10, 3.15, 4.7 and 5.4 nicely.
In (i), R is conformal with splitting element 0 and Casimir element z = xy so, by The-
orems 3.10, 3.15 and 5.4, R and R/zR are not simple. Also statements (i) and (iii) of
Theorem 4.7 are true. The localization S = RZ is the quantized co-ordinate ring Oq(T2) of
the 2-torus, that is F[x±1, y±1; xy = qyx]. For 0 6= c ∈ F, α(c) = c = γ(c) so c cannot be
(m, j)-special if m 6= 0 6= j and q is not a root of unity. If q is an mth root of unity then 1
is (m,m)-special. By Theorem 4.7, S is simple if and only if q is not a root of unity.
In (iii), R is again conformal, with splitting element (1 − q)−1 and Casimir element z :=
xy − (1 − q)−1, and α = idF is inner. By Theorems 3.10, 3.15 and 5.4, R and R/zR are
not simple. As in (i), there is an (m, j)-special element with m 6= 0 6= j if and only if q
is a root of unity. Also u = (1 − q)−1 and v(m) = [m]q, where, for m ∈ N and q ∈ F∗,
[m]q := 1 + q + q
2 + . . . + qm−1, which, if q 6= 1, is q
m − 1
q − 1 . Thus if q is not a root of unity
then v(m) is a unit for all m ≥ 1. By Theorem 4.7, RZ is simple if and only if q is not a root
of unity.
In (ii), where ρ = 1 = v, v(m) = m for m ≥ 1, and α = idF, u − ρα(u) = 0 6= v for all
u ∈ F so R is singular. If charF = 0 then v is a unit so R is simple by Theorem 3.10. In
characteristic p > 0, both conditions (ii) and (iii) of Theorem 3.15 fail. To see the failure of
(ii), take a = 1, n = 1 and b0 = −1, so that the element h in the proof of Lemma 3.14 is wp,
and for (iii), note that v(p) = 0.
Example 6.2. Consider C as an R-algebra and let α : C→ C be the R-automorphism of C
given by complex conjugation. Thus we can form R = R(C, α, a + ib, ρ) for any a, b, ρ ∈ R
with ρ 6= 0. As an R-algebra, R is generated by i, x and y subject to the relations
i2 = −1, xi = −ix, yi = −iy, xy − ρyx = a+ ib.
It is readily checked that R is singular if and only if either ρ = 1 and a 6= 0 or ρ = −1 and
b 6= 0. Also, for m ≥ 1,
v(m) =


am if m is even and ρ = 1,
am+ ib if m is odd and ρ = 1,
ibm if m is even and ρ = −1,
a+ ibm if m is odd and ρ = −1.
As C is α-simple, it follows from Theorem 3.10 that R is simple if and only if either ρ = 1
and a 6= 0 or ρ = −1 and b 6= 0. In particular R(C, α, 1, 1), in which xy − yx = 1, and
R(C, α, i,−1), in which xy + yx = i, are simple.
Similar examples can be constructed for any quadratic field extension K of a field F with
charF = 0, for example K = Q(
√
d) and F = Q with d ∈ Z square-free.
Example 6.3 (Quantum tori). Let n be a positive integer and, for 1 ≤ i, j ≤ n, let
Q = (qi,j) be an n × n matrix over F such that qi,j 6= 0 for all i, j, qi,i = 1 for all i and
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qj,i = q
−1
i,j whenever j 6= i. The quantized co-ordinate ring OQ(Tn) of the n-torus is the F-
algebra generated by x1, x2, . . . , xn and their inverses subject to the relations xixj = qi,jxjxi
for 1 ≤ i < j ≤ n. When n = 2 this is the algebra Oq(T2) from 6.1, with q = q1,2.
Thus it is the localization of a conformal ambiskew polynomial ring at the powers of the
Casimir element. To obtain OQ(T3) in a similar way, take A = F[x±11 ], α(x1) = q3,1x1,
γ(x1) = q2,1q3,1x1, β(x1) = q2,1x1, v = 0 and ρ = q2,3, setting y = x3, x = x2 and inverting
xy. For n ≥ 4, OQ(Tn) can be constructed, inductively, by forming R(OQ(Tn−2), α, 0, qn−1,n),
with α(xi) = qn,ixi, γ(xi) = qn−1,iqn,ixi, β(xi) = qn−1,ixi, y = xn and x = xn−1 and inverting
the Casimir element xy.
McConnell and Pettit [28, Proposition 1.3] have shown that OQ(Tn) is simple if and only
if Q has the property (∗) that if m1, m2, . . . , mn ∈ Z are such that qm11,i qm22,i . . . qmnn,i = 1 for
1 ≤ i ≤ n, then m1 = m2 = . . . = mn = 0. Although Theorem 4.7 does not give a quicker
method of proof of this simplicity criterion, it is instructive to interpret the conditions of
that theorem in this example. As u = 0, the statement in Theorem 4.7(iii) is always true
here. Statement (i) of Theorem 4.7, that OQ(Tn−2) is {α, γ}-simple, is equivalent to the
special case of (∗) where mn−1 = 0 = mn, that is, if m1, m2, . . . , mn−2 ∈ Z are such that
qm11,i q
m2
2,i . . . q
mn−2
n−2,i = 1 for 1 ≤ j ≤ n then m1 = m2 = . . . = mn−2 = 0. If this holds then any
(m, j)-special element c must be invertible and therefore of the form µxm11 x
m2
2 . . . x
mn−2
n−2 for
some µ ∈ F∗ and some m1, m2, . . . , mn−2 ∈ Z. Such an element is (m, j)-special if and only
if
qm11,i q
m2
2,i . . . q
mn−2
n−2,i q
j
n−1,iq
j−m
n,i = 1
for 1 ≤ i ≤ n. The cases where 1 ≤ i ≤ n− 2 correspond to the condition that c is αmγ−j-
normal and the cases where i = n−1, n correspond to the conditions that γ(c) = qmn−1,nc and
α(c) = qjn−1,nc. It follows that the statements in Theorem 4.7(i) and (ii) are consequences of
of (∗). Moreover if (i) and (ii) hold and m1, m2, . . . , mn ∈ Z are such that qm11,i qm22,i . . . qmnn,i = 1
for 1 ≤ i ≤ n then mn = mn−1 = 0 by (ii) and m1 = m2 = . . . = mn−2 = 0 by (i).
Note that if OQ(Tn) is simple then, although OQ(Tn−2) must be {α, γ}-simple, it need not
be simple. For an example, take n = 4 and
Q =


1 1 2 3
1 1 5 7
2−1 5−1 1 11
3−1 7−1 11−1 1

 ,
where OQ(T2) is a commutative Laurent polynomial ring in two indeterminates.
Example 6.4 (Higher Weyl algebras and quantized Weyl algebras). Let n ≥ 1, let
q = (q1, . . . , qn) be an n-tuple of elements of F, and let Λ = (λi,j) be a n× n matrix over F,
with non-zero entries, such that λj,i = λ
−1
i,j for 1 ≤ i, j ≤ n and λi,i = 1 for 1 ≤ i ≤ n. For
1 ≤ i < j ≤ n, let µi,j = qiλi,j and µj,i = µ−1i,j = q−1i λj,i. The nth quantized Weyl algebra AΛ,qn
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given by these data is the F-algebra generated by y1, x1, . . . , yn, xn subject to the relations
yjyi = λj,iyiyj, 1 ≤ i < j ≤ n;
yjxi = λi,jxiyj, 1 ≤ i < j ≤ n;
xjyi = µi,jyixj , 1 ≤ i < j ≤ n;
xjxi = µj,ixixj , 1 ≤ i < j ≤ n;
xjyj − qjyjxj = vj−1, 1 ≤ j ≤ n.
where
v0 = 1, and, for 2 ≤ j ≤ n+ 1, vj−1 = 1 +
j−1∑
i=1
(qi − 1)yixi.
In the case where qi 6= 1 for 1 ≤ i ≤ n, it is shown in [22, 2.8] that AΛ,qn is ob-
tained from F by n iterations of the ambiskew polynomial ring construction, with A
Λ,q
n =
A(A
Λ,q
n−1, αn, vn−1, qn), where for 1 ≤ i ≤ n− 1,
αn(yi) = λn,iyi and αn(xi) = λi,nxi.
In this case, each step is conformal and vi−1 is a scalar multiple of the Casimir element of
A
Λ,q
i−1. The normal elements v0, v1, . . . , vn of A
Λ,q
n satisfy the equations
vjyi =
{
qiyivj if i < j
yivj if i ≥ j,
and vjxi =
{
q−1i xivj if i < j
xivj if i ≥ j
for 1 ≤ i, j ≤ n. Hence vivj = vjvi for 0 ≤ i, j ≤ n.
If qi = 1 for some i then the construction remains valid but the step from A
Λ,q
i−1 to A
Λ,q
i is
singular. To see this, note that A
Λ,q
n has a Z-grading such that deg yi = 1 and deg xi = −1
for 1 ≤ i ≤ n, that each vj is homogeneous of degree 0, that αn is Z-graded and that α(a) = a
for homogeneous elements of degree 0. It follows that the degree 0 component of u − α(u)
is 0 for all u ∈ AΛ,qi−1 whereas the degree 0 component of vi is vi itself. Note also that, in this
case vi = vi−1 and, for each j 6= i, µi,j = λi,j. In particular, if qi = 1 for all i then each vi = 1
and the relations are
yjyi = λj,iyiyj, 1 ≤ i < j ≤ n;
yjxi = λi,jxiyj, 1 ≤ i < j ≤ n;
xjyi = λi,jyixj , 1 ≤ i < j ≤ n;
xjxi = λj,ixixj , 1 ≤ i < j ≤ n;
xjyj − yjxj = 1, 1 ≤ j ≤ n.
In this case we write A
Λ,q
n as AΛn . If each λi,j = 1 then A
Λ
n is the usual nth Weyl algebra An(F).
In [22], where it was assumed that qi 6= 1 for all i, it was shown that, in all characteristics, the
localization of A
Λ,q
n at the multiplicatively closed set V generated by the n normal elements
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v1, v2, . . . , vn is simple provided no qi is a root of unity. The companion result for the case
where charF = 0 and each qi = 1 is the following generalization of the simplicity of the usual
Weyl algebras.
Theorem 6.5. If charF = 0 then AΛn is simple for all Λ.
Proof. This follows inductively from Theorem 3.10. At each step, v = 1 and v(m) = m and,
as observed above, the ambiskew extension is singular. Alternatively the induction may be
carried out using Theorem 3.12, with ρ = µ = 1. 
Remark 6.6. The algebras AΛn can be interpreted in terms of quantum differential operators
in the sense of Lunts and Rosenberg [27], see [15].
Next we consider hybrid cases where some, but not all, of the parameters qi are 1.
Notation 6.7. With q, Λ and V as above, let BΛ,qn denote the localization of AΛ,qn at V.
In particular, if qi = 1 for all i then B
Λ,q
n = AΛn . As αn(vi) = vi for 0 ≤ i ≤ n − 1, the
automorphism αn of A
Λ,q
n−1 extends to an automorphism of B
Λ,q
n−1 and, by [13, Lemma 1.4],
localization at the powers of each vi commutes with each of the subsequent skew polynomial
extensions. In particular, if qn 6= 1 then BΛ,qn is the localization of R(BΛ,qn−1, αn, vn−1, qn) at
the powers of vn. If qn = 1 then B
Λ,q
n = R(B
Λ,q
n−1, αn, vn−1, 1).
The following Lemma will be used to keep track of the units through the various localiza-
tions in the construction of B
Λ,q
n .
Lemma 6.8. Let B be a right Noetherian ring with a regular normal element v such that vB
is a completely prime ideal and let U = {uvj : u ∈ U(B), j ∈ Z}. Let C be the localization
of B at the right and left Ore set {vi : i ≥ 0}. Then U(C) = U .
Proof. The result is trivial if v is a unit in B so we can assume that v /∈ U(B). Let
U ′ = U ∩ B = {uvj : u ∈ U(B), j ≥ 0} and note that, by the normality of v, vU ′ ⊆ U ′.
Suppose that the result is false. Then there exist a ∈ B and i ≥ 0 such that av−i ∈ U(C)\U .
In particular, a /∈ U ′, otherwise av−i has the form uvj−i ∈ U . Also a ∈ U(C). Let bv−ℓ be
the inverse of a in C and note that ℓ > 0, otherwise a ∈ U(B) ⊂ U ′. Thus ab = vℓ. Also
b /∈ U ′, for if b = uvj for some u ∈ U(B) and j ≥ 0 then
av−i = vℓb−1v−i = vℓ−ju−1v−i = wvℓ−j−i ∈ U
for some w ∈ U(B).
Now let ℓ > 0 be minimal such that there exist a, b ∈ B such that ab = vℓ but a /∈ U ′ and
b /∈ U ′. As vB is completely prime, either a ∈ vB or b ∈ vB. Suppose that a = va′ ∈ vB.
Then va′b = vℓ so a′b = vℓ−1. By the minimality of ℓ, either ℓ = 1, in which case, by [14,
Corollary 4.25], b ∈ U(B) ⊂ U ′, or a′ ∈ U ′, in which case a = va′ ∈ vU ′ ⊆ U ′. Each case
gives rise to a contradiction. A similar argument on the other side yields a contradiction if
b ∈ vB. Therefore the result is true. 
22 DAVID A. JORDAN AND IMOGEN E. WELLS
Theorem 6.9. If charF = 0 then B
Λ,q
n is simple if and only if, for all i such that 1 ≤ i ≤ n,
either qi = 1 or qi is not a root of unity.
Proof. Suppose that, for 1 ≤ i ≤ n, either qi = 1 or qi is not a root of unity. The proof that
B
Λ,q
n is simple is by induction. Note that B
Λ,q
1 , which is either the usual Weyl algebra or
the localization of Aq11 at the powers of the Casimir element, is simple from the discussion
in Subsection 6.1. Let n > 1 and suppose that B
Λ,q
n−1 is simple. Let q = qn, α = αn and
v = vn−1.
First suppose that q = 1. Then B
Λ,q
n = R(B
Λ,q
n−1, α, v, 1). Note that B
Λ,q
n−1 is the localization
of A
Λ,q
n−1 at the multiplicatively closed set V generated by v1, v2, . . . , vn−1 and that α(vi) = vi
for 1 ≤ i ≤ n − 1. Let u ∈ AΛ,qn−1 and w ∈ V be such that uw−1 − α(uw−1) = v. Then
α(w) = w and u−α(u) = vw. In the Z-grading of AΛ,qn−1, v and w are homogeneous of degree
0, whereas the component in degree 0 of u−α(u) is 0. Hence (BΛ,qn−1, α, v, 1) is singular. Also,
for m ≥ 1, v(m) = mv which, as v is already a unit in BΛ,qn−1, is a unit. By Theorem 3.10,
B
Λ,q
n is simple in this case.
Now suppose that q 6= 1, in which case Theorem 4.9 is applicable with R = BΛ,qn−1, which
is simple, and S = B
Λ,q
n . Here v(m) = [m]qv, which is a unit as q is not a root of unity,
so statements (i) and (iii) of Theorem 4.9 both hold. For 1 ≤ j ≤ n − 1, AΛ,qj /vjAΛ,qj is
a domain, being a generalized Weyl algebra over A
Λ,q
j−1. It follows from Lemma 6.8 that
the group U(B
Λ,q
n−1) is generated by F
∗ and {v±1i : 1 ≤ i ≤ n − 1}. Hence α(c) = c for
all c ∈ U(BΛ,qn−1). For statement (ii), a (0,−j)-special element c would be a unit in BΛ,qn−1
satisfying α(c) = qj(c), where j > 0. As q is not a root of unity, no (0,−j)-special element
c exists and hence, by Theorem 4.9, B
Λ,q
n is simple in this case also.
Conversely, suppose that there exists j, 1 ≤ j ≤ n, such that qj 6= 1 but qmj = 1 for
some m > 0. Consider ymj , which is a non-unit both in A
Λ,q
n and B
Λ,q
n . If i 6= j then
yiy
m
j = λ
m
i,jy
m
j yi and xiy
m
j = λ
m
j,iy
m
j xi. Also, by (2),
xjy
m
j = q
m
j y
m
j xj + v
(m)
j y
m−1
j = q
m
j y
m
j xj
as v
(m)
j−1 = [m]qjvj−1 = 0. Hence y
m
j is a normal non-unit in B
Λ,q
n which can therefore not be
simple. 
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Remark 6.10. A similar result is true for the alternative quantized Weyl algebra A
Λ,q
n
studied in [1] where the relations are
yjyi = λj,iyiyj, 1 ≤ i < j ≤ n;
yjxi = λi,jxiyj, 1 ≤ i < j ≤ n;
xjyi = λi,jyixj , 1 ≤ i < j ≤ n;
xjxi = λj,ixixj , 1 ≤ i < j ≤ n;
xjyj − qjyjxj = 1, 1 ≤ j ≤ n.
When qi = 1 for all i, A
Λ,q
n = A
Λ,q
n .
Example 6.11 (A simple ambiskew polynomial ring in characteristic p). For an
example of a simple ambiskew polynomial ring in characteristic p, take A to the field of
rational functions, over a field F of characteristic p, in countably many indeterminates ti,
i ∈ Z, and let α be the F-automorphism of A such that α(ti) = ti+1 for all i ∈ Z. Let ρ ∈ F∗
and let v ∈ F(t0)\F. It is clear that A, being a field, is α-simple and that, for all m ≥ 1, v(m)
is a unit of A. Suppose that condition (ii) of Theorem 3.15 fails due to the existence of n,
u and bi, 0 ≤ i ≤ n − 1, with the precluded properties. As α(bi) = ρpi−pnbi, it is clear that
each bi ∈ F. Then, for all n ≥ 0, vpn +
∑n−1
0 biv
pi ∈ F(t0)\F whereas, for all u ∈ A either
u ∈ F, in which case ρpnα(u)− u ∈ F, or ρpnα(u)− u /∈ F(t0). In each case this contradicts
the failure of (ii). Therefore R(A, α, v, ρ) is simple by Theorem 3.15.
Example 6.12 (Ambiskew polynomial rings over F[t] and F[t±1]). Given any F-
automorphism α of the polynomial algebra F[t] the generator t can be chosen so that
α(t) = t+ 1 or α(t) = λt for some λ ∈ F∗.
(i) Suppose that α(t) = t+1. If charF = p > 0 then R(F[t], α, v, ρ) need not be conformal.
For example, if charF = 2 then R(F[t], α, t, 1) is singular. However tp−t generates an α-ideal
so the rings R = R(F[t], α, v, ρ) and, when they exist, RZ and R/zR are never simple when
charF = p > 0. So we restrict to the case where charF = 0, in which F[t] is α-simple and
R(F[t], α, v, ρ) is always conformal with deg(u) = deg(v) + 1 if ρ = 1 and deg(u) = deg(v) if
ρ 6= 1. When ρ = 1 these are the Smith algebras introduced in [34].
By Remark 4.10 and Theorem 4.9, the localization S is not simple when ρ is a root of
unity. If v ∈ F∗ and ρ is not a root of unity then S is simple by Theorem 4.9, as there is no
(0,−j)-special element with j ≥ 1 and v(m) = [m]ρv is always a unit.
Finally suppose that deg v ≥ 1 and that ρ is not a root of unity. Then d := deg v ≥ 1. Let
vd be the coefficient of t
d in v. Then the coefficient of td in u is vd/(1−ρ) and, for all m ≥ 1,
the coefficient of td in v(m) is vd[m]ρ. Thus deg v
(m) = d > 0 and each v(m) has an irreducible
factor. Let f be an irreducible factor in F[t] of u. Then there exists m ≥ 1 such that f is
not a factor of αm(u). Otherwise u ∈ I := ∩m≥0α−m(fA) and α(I) ⊆ I, contradicting the
α-simplicity of F[t]. As u has only finitely many irreducible factors, up to associates, there
exists M ≥ 1 such that u and αM(u) are coprime in F[t]. But, by Theorem 4.9, un ∈ v(M)F[t]
for some n ≥ 0 so that any irreducible factor of v(M) = u− ρMαM must be a common factor
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of u and αM(u). This is a contradiction so S is not simple in this case. Thus S is simple if
and only if v ∈ F∗ and ρ is not a root of unity.
(ii) When α(t) = qt for some q ∈ F∗, F[t] is clearly not α-simple so we will consider
here the ambiskew polynomial rings over the Laurent polynomial ring F[t±1] determined by
α. Moreover, we shall assume that q is not a root of unity so that F[t±1] is α-simple. Let
v =
∑s
i=r ait
i ∈ F[t±1] and let ρ ∈ F∗. As α is Z-graded, any splitting element u must have
the form
∑s
i=r bit
i, in which case u− ρα(u) =∑si=r(1− qiρ)biti. Therefore (F[t±1], α, v, ρ) is
singular if and only if there exists n ∈ Z such that an 6= 0 and ρ = q−n. For R(F[t±1], α, v, ρ)
to be simple, v must be a unit so set v = atn, where a ∈ F∗, 0 6= n ∈ Z and ρ = q−n.
Without loss of generality, we can, by replacing x by a−1x, assume that a = 1. The relations
in R are
yt = qty, xt = q−1tx and xy − q−nyx = tn.
Note that ρα(v) = v, so v(m) = m for m ≥ 1. By Theorem 3.10, R := R(F[t±1], α, tn, q−n)
is simple if charF = 0. On the other hand, if charF = p 6= 0 then v(p) = 0 and, by
Theorem 3.10, R is not simple.
Example 6.13 (quantized Heisenberg algebras). Here we discuss a two-parameter
quantization of the enveloping algebra of the three-dimensional Heisenberg algebra over
F, namely the F-algebra Uq,ρ generated by t, x and y subject to the relations
yt = qty, xt = q−1tx, xy − ρyx = t
and its localization U ′q,ρ at the powers of t. Thus U1,1 is the enveloping algebra of the three di-
mensional Heisenberg algebra over F. Here Uq,ρ = R(F[t], α, t, ρ) and U
′
q,ρ = R(F[t
±1], α, t, ρ).
In [25], two one-parameter quantizations or ‘q-analogues’ of U1,1 are discussed and contrasted.
In our notation, these are Uq,q and Uq,q−1. From Example 6.12(ii) with n = 1, we can see
that U ′q,ρ is simple if and only if ρ = q
−1. Hence every non-zero ideal of Uq,q−1 contains a
power of t whereas, in Uq,q, the Casimir element z = xy − (1 − q2)−1t generates a non-zero
proper ideal.
Suppose that ρq 6= 1 so that Uq,ρ and U ′q,ρ have a Casimir element z = xy−(1−ρq)−1t. Let
S be the localization of U ′q,ρ at the powers of z. We apply Theorem 4.9 to determine when
S is simple. Firstly, F[t±1] is α-simple if and only if q is not a root of unity. Secondly, for
j ∈ Z, there is a (0,−j)-special element if and only if ρjqi = 1 for some i ∈ Z, in which case
α(ti) = ρ−jti. For all m ≥ 1, v(m) = [m]ρqt which is 0 if (ρq)m = 1 and is a unit otherwise.
By Theorem 4.9, S is simple if and only if the subgroup of F∗ generated by q and ρ is free
abelian of rank 2. In particular, when ρ = q, z− t−1 is normal in U ′q,q and generates a proper
ideal of S.
For the remainder of the paper, we assume that the field F has characteristic 0.
Example 6.14 (Ambiskew polynomial rings over finite cyclic group algebras). In
all previous examples, the base ring A has been a domain. Here we consider ambiskew
polynomial rings over the group algebra A := FCn of the cyclic group Cn = 〈s〉 of order
n. Fix a positive integer n for which F contains a primitive root of unity and fix one
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such root of unity ε. Let α be the F-automorphism of FCn such that α(s) = εs. Let
v = c0 + c1s + c2s
2 + . . . + cn−1s
n−1 ∈ A and ρ ∈ F∗. The ambiskew polynomial ring
R(A, α, v, ρ) is the F-algebra R1 generated by s, x and y subject to the relations
sn = 1, ys = εsy, xs = ε−1sx,
xy − ρyx = c0 + c1s+ c2s2 + . . .+ cn−1sn−1.
When ρ = v = 1, R is the skew group algebra A1(F) ∗ Cn for the action of Cn in which the
generator s acts by y 7→ εy and x 7→ ε−1x. When ρ = 1, R is, in the notation of [10], the
algebra Sλ in the case where Γ = Cn and λ = v. It is also the symplectic reflection algebra
for the diagonal action of Cn on h⊕ h∗, where h is a 1-dimensional vector space over F [12].
From [10] we know that, when ρ = 1, R is simple for generic values of the parameters. We
shall see that this is true if ρn = 1 and that R is never simple if ρn 6= 1. In the statement
and proof of the following result the subscripts i+ d should be interpreted modulo n.
Proposition 6.15. With the above notation, let R = R(A, α, v, ρ). Then R is simple if and
only if there exists i, 0 ≤ i ≤ n− 1, such that ρ = ε−i, ci 6= 0 and
mci 6= −
n−1∑
d=1
[m]εdci+dε
ld (15)
for all m ≥ 1 and all l, 0 ≤ l ≤ n− 1.
Proof. First note A is α-simple. To see this, let I be a non-zero α-ideal, let 0 6= a =
a0 + a1s+ a2s
2 + . . .+ an−1s
n−1 ∈ I and let e(a) = | supp(a)| where supp(a) := {i : ai 6= 0}.
Multiplying by si for some i if necessary, we can assume that 0 ∈ supp(a). Then a−α(a) ∈ I,
e(a−α(a)) < e(a) and e(a−α(a)) > 0 if e(a) > 1. If a ∈ I\{0} is chosen with s(a) minimal,
it follows that e(a) = 1 and hence that I = A.
Let u = b0 + b1s + b2s
2 + . . . + bn−1s
n−1 ∈ A. Then u − ρα(u) = ∑n−1i=0 (1 − ρεi)bisi. It
follows that (A, α, v, ρ) is conformal unless, for some i, 0 ≤ i ≤ n − 1, ρ = ε−i and ci 6= 0.
In the singular case, for m ≥ 1 and 0 ≤ j ≤ n− 1, the coefficient of sj in ρmαm(v) and v(m)
are, respectively, (ε(j−i)m)cj and [m]ε(j−i)cj. In particular, the coefficient of s
i in v(m) is mci.
Thus
v(m) = fm(s) :=
(
mci +
n−1∑
d=1
[m]εdci+ds
d
)
si.
As v(m) is a unit if and only if fm(ε
l) 6= 0 for 0 ≤ l ≤ n − 1, the result now follows from
Theorem 3.10. 
Remark 6.16. When t 6= 0 the sequence ([m]εt)m≥0 is periodic, with period dividing n, and
takes the value 0 whenever n divides m. Therefore as m varies, the set F of values that can
be taken by the right hand side of (15) is finite and includes 0. In particular v(m) = mcis
i
whenever n divides m.
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Example 6.17. In Example 6.15, let ρ = 1. By Proposition 6.15, R is simple if and only if
c0 6= 0 and
mc0 6= −
n−1∑
j=1
[m]εjcjε
lj
whenever m ≥ 1 and 0 ≤ l ≤ n− 1.
Example 6.18. In Example 6.15, let n = 2, so that ε = −1, the values of ρ for which R1
can be simple are 1 and −1, and v = c0+c1s. Note that [m]−1 = 1 if m is odd and [m]−1 = 0
if m is even. When ρ = 1,
fm(s) =
{
mc0 + c1s if m is odd
mc0 if m is even
so R is simple if and only if c0 6= 0 and c1 6= ±mc0 for all odd m ∈ N. When ρ = −1, the
relations for R1 become
s2 = 1, ys = εsy, xs = ε−1sx, xy + yx = c0 + c1s
and
fm(s) =
{
c0 +mc1s if m is odd
mc1s if m is even
so R is simple if and only if c1 6= 0 and c0 6= ±mc1 for all odd m ∈ N.
Example 6.19. Let R(FCn, α, v, ρ) be as in Example 6.15 and, with a view to iterating
the ambiskew polynomial construction, rename x, y, v, ρ, α and R as x1, y1, v1, ρ1, α1 and R1.
Suppose that R1 is simple, so that ρ1 = ε
−i for some i. Suppose also that, for some g, j
with 0 ≤ g, j ≤ n − 1, αj1(v1) = εgv1. The values j = 0 and g = 0 work for any choice of
v1 but other possibilities will be explored in Examples 6.21 and 6.22 below. Let λ, ρ2 ∈ F∗.
There is an F-automorphism α2 of R1 such that α2(s) = α
j
1(s) = ε
js, α2(y1) = λy1 and
α2(x1) = ε
gλ−1x1. The choice of v2, compared to the choice of v1 in the construction of
R1 from the commutative algebra FCn, is restricted by the requirement that v2 should be
normal. Let 0 ≤ h ≤ n − 1, let d ∈ F∗ and let v2 = dsh. Then v2 is normal in R1 inducing
the inner automorphism γ of R1 such that γ(y1) = ε
−hy1, γ(x1) = ε
hx1 and γ(s) = s while
β := γα−12 is such that β(y1) = ε
−hλ−1y1, β(x1) = ε
hλx1 and β(s) = s. The defining
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relations for R := R(R1, α2, v2, ρ2) are
sn = 1,
y1s = εsy1, x1s = ε
−1sx1,
y2s = ε
jsy2, x2s = ε
−jsx2,
x2x1 = ε
hλx1x2, x2y1 = ε
−hλ−1y1x2,
y2x1 = λ
−1x1y2, y2y1 = λy1x2,
x1y1 − ρ1y1x1 = c0 + c1s+ c2s2 + . . .+ cn−1sn−1,
x2y2 − ρ2y2x2 = dsh.
If (R1, α2, v2, ρ2) is conformal then the splitting element u, such that v2 = u− ρ2α2(u), must
have the form u = csh where d = c(1 − εghρ2). Hence (R1, α2, v2, ρ2) is singular if and only
if ρ2 = ε
−gh. When ρ2 = ε
−gh, v
(m)
2 = mds
h is a unit for all m ≥ 1 so, by Theorem 3.10,
R2 = R(R1, α2, ds
h, ε−gh) is simple.
Example 6.20. One particular example of the construction of R in Example 6.19 yields,
after a change of generators, another symplectic reflection algebra. The symplectic reflection
algebra Ht,c(S2) for the diagonal action of S2 on h ⊕ h∗, where h = F2 and s acts on h by
transposition (a, b) 7→ (b, a) is generated by s, w1, z1, w2, and z2 subject to the following
relations [12]:
s2 = 1,
sw1 = w2s, sz1 = z2s,
w1w2 = w2w1, z1z2 = z2z1,
w1z1 = z1w1 − t + cs, w2z2 = z2w2 − t + cs,
w1z2 = z2w1 − cs, w2z1 = z1w2 − cs,
where t, c ∈ F. If we change generators to s, x1 := (z1 + z2)/2, y1 := (w1 − w2)/2, x2 :=
(z2 − z1)/2 and y2 := (w2 − w1)/2 then the relations become:
s2 = 1,
x1s = −sx1, y1s = −sy1,
x2s = sx2, y2s = sy2,
x2x1 = x1x2 x2y1 = y1x2,
y2x1 = x1y2, y2y1 = y1y2,
x1y1 − y1x1 = 2t− 4cs, x2y2 − y2x2 = 2t.
To construct this using the method of Example 6.19, first form R1 = R(FC2, α1, 2t− 4cs, 1).
Then take j = g = h = 0, λ = 1, d = 2t and ρ2 = 1 = ε
gh and take α2 = idR1 . By
Example 6.18, R1 is simple if and only if t 6= 0 and 2c 6= ±mt for all odd m ≥ 1. As
ρ2 = ε
gh, it follows from Example 6.19 that if R1 is simple then so too is R. The converse is
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true by Theorem 3.10, because α2 = γ = id, so R is simple if and only if t 6= 0 and 2c 6= ±mt
for all odd m ≥ 1.
This example can be obtained by iterating the ambiskew construction in an alternative
order. If R2 is the subalgebra generated by x2 and y2, then B1 = R(FC2, idF, 2t, 1), which,
provided t 6= 0, is isomorphic to the group algebra A1(F)C2 which is not simple but is τ -
simple for the automorphism τ of R2 under which s 7→ −s, x2 7→ x2 and y2 7→ y2. The
element 2t− 4cs is central in R2 and R = R(R2, τ, 2t− 4cs, 1). It is a routine matter to use
Theorem 3.10 to get an alternative proof that R is simple if and only if t 6= 0 and 2c 6= ±mt
for all odd m ≥ 1.
Example 6.21. Here we give specific instances of Example 6.19 in which j need not be 0.
Let R1 = R(FCn, α1, s
a, ε−a), where 0 ≤ a ≤ n− 1. Then
y1s = εsy1, x1s = ε
−1sx1 and x1y1 − ε−ay1x1 = sa,
(FCn, σ1, s
a, ε−a) is singular, each v(m) = msa and R1 is simple. For any j, 0 ≤ j ≤ n − 1,
observe that αj1(s
a) = εajsa so, in the notation of Example 6.19, g = aj. Let λ ∈ F∗. There is
an F-automorphism α2 of R1 such that α2(s) = ε
js, α(y1) = λy1 and α(x1) = ε
ajλ−1x1. For
each 0 ≤ b ≤ n−1, sb is normal in R1 and, for each ρ ∈ F∗, we can form R2 = R(R1, α, sb, ρ).
The extra relations for R2 are:
y2s = ε
jsy2, x2s = ε
−jsx2,
y2x1 = ε
ajλ−1x1y2, y2y1 = λy1y2,
x2x1 = ε
a(1−j)λx1x2, x2y1 = ε
−aλ−1y1x2,
x2y2 − ρy2x2 = sb.
Here (R1, α2, ρ, s
b) is singular if ρ = ε−jb in which case v(m) = msb for all m ≥ 1 and R2 is
simple.
Example 6.22. Our purpose here is to exhibit an instance of Example 6.19 in which neither
v1 nor v2 is homogeneous in the Cn-grading of FCn. Let n = 4, ε = ρ = i and v1 = s+ µs
3,
where µ ∈ F∗\{1,−1}. Thus
y1s = isy1, x1s = −isy1 and x1y1 − iy1x1 = s+ µs3.
It is easy to check that (FC4, α1, s + µs
3, i) is singular and that v1 is a unit with inverse
(1− µ2)−1(s3 − µs).
The sequence (ijαj2(v))j≥1 has period two and repeating block s+µs
3,−s+µs3. Therefore
v
(m)
1 =
{
s+mµs3 if m is odd
mµs3 if m is even
By Theorem 3.10, R1 is simple if and only if µ 6= ±1/a for all odd positive integers a.
Note that α21(v1) = −v1 = ε2v1 so, taking j = g = 2 in Example 6.19, there is, for each
λ ∈ F∗, an F-automorphism α2 of R1 such that α2(s) = −s, α2(y1) = λy1 and α2(x1) =
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−λ−1x1. Let v2 = v1 = s + µs3. If γ is the inner automorphism of R1 induced by v2 and
β = γα−12 then
γ(s) = s, β(s) = −s,
γ(y1) =
i
µ2 − 1
(
µ2 + 1 + 2µs2
)
y1, γ(x1) =
−i
µ2 − 1
(
µ2 + 1 + 2µs2
)
x1,
β(y1) =
iλ−1
µ2 − 1
(
µ2 + 1 + 2µs2
)
y1, β(x1) =
iλ
µ2 − 1
(
µ2 + 1 + 2µs2
)
x1.
As R1 is Z-graded with deg(y1) = 1, deg(x1) = −1 and deg(s) = 0 and α2 respects this
grading, it follows easily that (R1, α2, s+µs
3,−1) is singular whereas, for example, (R1, α2, s+
µs3, i) is conformal. The relations for R2 := R(R1, α2, s + µs
3,−1) are the relations above
for R1 together with:
y2s = −sy2, x2s = −sx2,
y2x1 = −λ−1x1y2, y2y1 = λy1y2,
x2x1 =
iλ
µ2 − 1
(
µ2 + 1 + 2µs2
)
x1x2, x2y1 =
iλ−1
µ2 − 1
(
µ2 + 1 + 2µs2
)
y1x2,
x2y2 + y2x2 = s+ µs
3.
Let µ be such that R1 is simple, that is aµ 6= 1 for all odd integers a. For m ≥ 1, v(m)2 = mv
is a unit so, by Theorem 3.10, R2 is also simple.
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