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Abstract
Consistency relations – which relate an N-point function to a squeezed (N+1)-point function – are useful
in large scale structure (LSS) because of their non-perturbative nature: they hold even if the N-point
function is deep in the nonlinear regime, and even if they involve astrophysically messy galaxy observables.
The non-perturbative nature of the consistency relations is guaranteed by the fact that they are symmetry
statements, in which the velocity plays the role of the soft pion. In this paper, we address two issues:
(1) how to derive the relations systematically using the residual coordinate freedom in the Newtonian
gauge, and relate them to known results in ζ-gauge (often used in studies of inflation); (2) under what
conditions the consistency relations are violated. In the non-relativistic limit, our derivation reproduces
the Newtonian consistency relation discovered by Kehagias & Riotto and Peloso & Pietroni. More
generally, there is an infinite set of consistency relations, as is known in ζ-gauge. There is a one-to-one
correspondence between symmetries in the two gauges; in particular, the Newtonian consistency relation
follows from the dilation and special conformal symmetries in ζ-gauge. We probe the robustness of the
consistency relations by studying models of galaxy dynamics and biasing. We give a systematic list
of conditions under which the consistency relations are violated; violations occur if the galaxy bias is
non-local in an infrared divergent way. We emphasize the relevance of the adiabatic mode condition, as
distinct from symmetry considerations. As a by-product of our investigation, we discuss a simple fluid
Lagrangian for LSS.
1 Introduction
In studies of large scale structure (LSS), we are familiar with the consequence of linearly realized sym-
metries. For instance, consider a time-independent spatial translation:
~x→ ~x+ ~ǫ , (1)
where ~ǫ is constant in time and space. For a small ~ǫ, we can think of its effect on the density field δ as:
δ → δ +∆δ where ∆δ ≡ −~ǫ · ~∇δ . (2)
Notice how the change in the field ∆δ depends linearly on the field i.e. the symmetry is linearly realized.
Its consequence for an N-point correlation function is well known:
∆〈δ(~x1)...δ(~xN )〉 = −~ǫ ·
N∑
a=1
~∇a〈δ(~x1)...δ(~xN )〉 = 0 , (3)
1
where ~∇a stands for ∂/∂~xa. This is nothing other than an infinitesimal form of the statement that
the correlation function is translationally invariant: 〈δ(~x1)...δ(~xN )〉 = 〈δ(~x1 − ~ǫ)...δ(~xN − ~ǫ)〉. Assuming
the initial conditions were translationally invariant, the correlation function at late times has the same
property since the dynamics itself does.
What is somewhat less familiar in LSS is the consequence of nonlinearly realized symmetries. By this,
we mean that the symmetry involves transforming the field of interest in a nonlinear way. In this paper,
a field that transforms this way will turn out to be the velocity field ~v, i.e.
∆~v = ∆lin.~v +∆nl.~v , (4)
where ∆lin.~v depends linearly on the fluctuating variable ~v, while ∆nl.~v does not depend on the fluctuating
field, or any fluctuating field for that matter – in this sense, it might be more precise to call ∆nl.~v sublinear.
An example is a time-dependent spatial translation:
~x→ ~x+ ~n(η) , (5)
where ~n depends on (conformal) time η but not space. It is evident that under such a transformation, in
addition to the usual linear transformation ∆lin.~v = −~n · ~∇~v, the velocity experiences a nonlinear shift:
∆nl.~v = ~n
′ , (6)
where ′ denotes a time derivative. It was pointed out recently by Kehagias & Riotto and Peloso &
Pietroni [1, 2] (KRPP) that just such a time-dependent spatial translation is in fact a symmetry of
the familiar system of equations for pressureless fluid coupled to gravity in the Newtonian limit: the
continuity, Euler and Poisson equations. As pointed out by the same authors, the consequence of such a
nonlinearly-realized symmetry is not the simple invariance of a general correlation function (such as in
Eq. 3), but rather a relation between an (N+1)-point function and an N-point function:
lim
~q→0
〈~v(~q)O~k1O~k2 ...O~kN 〉
c′
Pv(q)
∼ 〈O~k1O~k2 ...O~kN 〉
c′ , (7)
where Pv is the velocity power spectrum, the superscript c
′ denotes a connected correlation function with
the overall delta function removed, and O denotes some observable, which could be different for each ~k.
This sort of consistency relation, which relates a squeezed (N+1)-point function to an N-point func-
tion, is well known in the context of single field inflation. The first example was pointed out by Malda-
cena [3] (see also [4]):
lim
~q→0
〈ζ~qζ~k1 ...ζ~kN 〉
c′
Pζ(q)
= −
(
3(N − 1) +
N∑
a=1
~ka · ∂
∂~ka
)
〈ζ~k1 ...ζ~kN 〉
c′ , (8)
where ζ is the curvature perturbation. It arises from a spatial dilation symmetry, which is non-linearly
realized on ζ. Recently, more non-linearly realized symmetries were uncovered, including the special
conformal symmetry [5, 6] and in fact a whole infinite tower of symmetries [7] (H2K hereafter). Recent
work has emphasized the non-perturbative nature of these consistency relations as Ward/Slavnov-Taylor
identities [7–13]. They can be viewed as the cosmological analog of the classic soft-pion theorems, which
relate a scattering amplitude with N particles to another one with the same set of particles plus a
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soft Nambu-Goldstone boson. In the case of the strong interactions, the symmetry in question is chiral
symmetry, which is spontaneously broken. The corresponding Nambu-Goldstone boson is the pion, which
shifts nonlinearly under chiral symmetry. In the examples above, ζ and the velocity play the role of the
pion – both shift nonlinearly under the respective symmetries.
The non-perturbative nature of the consistency relations, such as Eq. (7), makes them very interesting
for LSS studies. The hard modes, with momenta labeled by ~k, can be highly nonlinear and can even be
astrophysically messy observables, such as galaxy density as opposed to mass density. The robustness of
these consistency relations is not completely surprising: we are familiar with the statement that correlation
functions should be translationally invariant (Eq. 3), even if they involve fluctuations that are highly
nonlinear and/or astrophysically complex. The robustness stems from the fact that these statements,
whether the analogs of Eq. (3) or (7), are derived from symmetries, linearly or nonlinearly realized.
Nonetheless, the consistency relations from nonlinearly realized symmetries are less familiar in the context
of LSS, and deserve further investigation.
First, we wish to probe the consistency relations by studying them in the context of concrete models of
galaxy dynamics and biasing. An often instructive way to understand supposedly robust relations is to ask
when they actually break down. We will delineate the assumptions underlying the consistency relations
and study examples where they are violated. We will see that the consistency relations stand on three
legs: the existence of nonlinearly realized symmetries, the single field initial condition, and the adiabatic
mode condition. We emphasize especially the role of the last in the breakdown of consistency relations.
Using the language of galaxy-biasing, we can phrase a general violation as the sign of a particular kind
of non-local galaxy bias. As a by-product of our analysis, we also write down a Goldstone boson effective
Lagrangian for a pressureless fluid coupled to gravity, similar to effective actions for quintessence [14,15].
Second, we wish to establish the connection between the Newtonian consistency relation found by
KRPP (Eq. 7), and the relativistic consistency relations in the context of inflation. How are they related?
Given the infinite number of consistency relations known for inflation, could there be more such relations
for the context of large scale structure? The inflationary consistency relations are usually phrased in
unitary or ζ gauge, while the Newtonian gauge is more natural for LSS. We will show, not surprisingly,
that there is a one-to-one correspondence between symmetries in the two gauges. The time-dependent
spatial translation of KRPP (Eq. 5) turns out to correspond to the special conformal symmetry in ζ
gauge. The full list of symmetries in the Newtonian gauge can be inferred from the known list in ζ gauge.
The KRPP consistency relation is the only one with a non-trivial Newtonian/sub-Hubble limit, as we
will show.
While this paper was in preparation, several papers appeared on the archive which treated related
issues. The issue of multiple species and velocity bias is taken up in [17], the role of non-local galaxy
bias is discussed in [18], and the importance of the equivalence principle is emphasized in [16, 18, 21].
Redshift-space and non-perturbative issues are discussed in [20]. A different kind of approximate consis-
tency relation, one not based on symmetries in the traditional sense, is discussed in [22,23]. Our overlap
with [16] is the greatest, in that we both view the consistency relations through the prism of diffeomor-
phism invariance. We also overlap with [24] in the attempt to spell out the assumptions underlying the
consistency relations. We are especially indebted to Filippo Vernizzi for initial collaboration and many
illuminating discussions.
The paper is organized as follows. Section §2 treats the Newtonian system while §3 treats the full
general relativistic problem. In §2.1, we review the symmetry discovered by KRPP and the derivation
of the corresponding consistency relation, paying special attention to the underlying assumptions. In
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§2.2, we discuss the robustness and limitations of the consistency relations, and delineate the underlying
assumptions concerning the galaxy dynamics and biasing. We mention in §2.3 a simple Lagrangian that
reproduces the Newtonian LSS equations for dark matter, though this Lagrangian is not needed for the
analyses in this paper. In §3, we place the KRPP consistency relation in a larger context: all consistency
relations result from residual coordinate transformations (diffeomorphisms) allowed within a given gauge.
We establish the connection between such symmetries in the ζ gauge and the Newtonian gauge. The
KRPP symmetry is the sub-Hubble limit of one (or more precisely, two) of these symmetries. We conclude
in §4. Readers not interested in the detailed arguments can find here a summary of our main results. A
few technical results are collected in the Appendices.
A few words are in order on our notation and terminology. We use the symbol π to represent the
Nambu-Goldstone boson of a non-linearly realized symmetry (the pion), in accordance with standard
practice. For our LSS application, π is the velocity potential. The same symbol is also used to denote the
numerical value 3.14.... Which is meant should be obvious from the context. Essentially, the numerical π
always precedes the Newtonian constant G in the combination 4πG. In cases where both could potentially
appear, we use M2P ≡ 1/(8πG) to avoid confusion. Also, we use the term nonlinear to refer to quantities
that are not linear in the LSS observables (fields such as density or velocity). Sometimes, this has the
usual meaning that such quantities go like the fields raised to higher powers: quadratic and so on. But,
sometimes, this means the quantities of interest do not depend on the field variables at all, such as the
nonlinear part of certain symmetry transformations e.g. Eq. (6). We rely on the context to differentiate
between the two.
2 Consistency Relation from Time-dependent Translation
– a Newtonian Symmetry
In this section, we focus on the Newtonian symmetry uncovered by KRPP. §2.1 is a review of the
symmetry and its implied consistency relation. In §2.2 we discuss the robustness and limitations of the
consistency relation, and go over what assumptions can or cannot be relaxed, especially concerning the
nonlinear, astrophysically messy, galaxy observables. We discuss what kind of galaxy dynamics, and
what sort of galaxy selection, could lead to violations of the consistency relation. As a by-product of our
investigation, we describe a simple Lagrangian for LSS in §2.3.
2.1 Time-dependent Translation Symmetry and the BackgroundWave
Argument – a Review
We begin with a review of the Newtonian symmetry discovered by KRPP. We go over the background
wave derivation of the consistency relation in some detail, emphasizing the underlying assumptions, and
making the derivation easily generalizable to the general relativistic case. Two fundamental concepts are:
(1) the existence of a non-linearly realized symmetry (one that shifts at least some of the LSS observables
by an amount that is independent of the observables), and (2) an adiabatic mode condition, which is an
additional condition that dictates the time-dependence of the symmetry.
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Time-dependent Translation Symmetry. The set of Newtonian equations of motion for LSS is: 1
δ′ + ∂i[(1 + δ)v
i] = 0 , vi′ + vj∂jv
i +Hvi = −∂iΦ , ∇2Φ = 4πGρ¯a2δ , (9)
where δ is the mass overdensity, ′ ≡ ∂/∂η denotes the derivative with respect to conformal time η, ∂i
denotes the derivative with respect to the comoving coordinate xi, vi is the peculiar velocity dxi/dη, Φ
is the gravitational potential, G is Newton’s constant, ρ¯ is the mean mass density at the time of interest,
a is the scale factor, and H ≡ a′/a is the comoving Hubble parameter. The first equation expresses
continuity or mass conservation. The second equation is the Euler equation or momentum conservation
for a pressureless fluid. The third equation is the Poisson equation. Let us start with this basic set. We
will later consider generalizations to include pressure, relativistic corrections, and even complex galaxy
formation processes.
KRPP pointed out that this system of equations admits the following symmetry:
η → η˜ = η , xi → x˜i = xi + ni , vi → v˜i = vi + ni′ , Φ→ Φ˜ = Φ− (Hni′ + ni′′)xi , δ → δ˜ = δ , (10)
where ni is a function of time but not space. It can be shown that under this set of transformations, Eq.
(9) takes on exactly the same form, with all the variables replaced by ones with a ˜ on top. To see that
this is true, it is important to keep in mind:
∂
∂η˜
= −ni′ ∂
∂xi
+
∂
∂η
, (11)
where on the left, x˜i is held fixed, and on the right, ∂/∂xi is at a fixed η, and ∂/∂η is at a fixed
xi. On the other hand ∂/∂x˜i = ∂/∂xi. The symmetry transformation described by Eq. (10) is a time-
dependent spatial translation. (Henceforth, we will occasionally refer to this somewhat sloppily as simply
translation.) Under this translation, the velocity gets shifted in the expected manner. The gravitational
potential needs to be shifted correspondingly to preserve the form of the Euler equation. The density δ,
on the other hand, does not change at all, in the sense that δ˜(x˜) = δ(x).
Eq. (10) is a symmetry regardless of the time-dependence of ni. For the purpose of deriving the
consistency relations, however, we need to impose an additional condition. Suppose we start with vi =
0 in Eq. (10); we would like the velocity generated by the transformation, i.e. v˜i = ni′, to be the
long wavelength limit of an actual physical mode that satisfies the equations of motion. We say long
wavelength because ni′ has no spatial dependence and so is strictly speaking a q = 0 mode (q being the
wavenumber/momentum in Fourier space). What we want to impose is this: if we take a physical velocity
mode at a finite q, and make its q smaller and smaller, we would like ni′ to match its time-dependence.
Following terminology used in general relativity, we refer to it as the adiabatic mode condition [25]. This
condition ensures the symmetry transformation generates a velocity mode that evolves in a physical way.
It is easy to see that at long wavelength, where the equations can be linearized, Eq. (9) can be combined
into a single equation:
∂iv
i′ +H∂ivi = 4πGρ¯a2∂i
∫
dη vi , (12)
1Throughout this paper, we will be cavalier about the placement of indices for objects with Latin indices, e.g.
vi, xi are the same as vi, xi.
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or written in a more familiar form:
δ′′ +Hδ′ = 4πGρ¯a2δ with δ′ = −∂ivi . (13)
One might be tempted to say a velocity going like ni′ satisfies Eq. (12) trivially for an ni′ of arbitrary
time-dependence, since ni′ has no spatial dependence. What we want, however, is for ni′ to have the
same time-dependence as that of a velocity mode at a low, but finite momentum. In other words, we
impose the adiabatic mode condition:
ni′′ +Hni′ = 4πGρ¯a2ni (14)
i.e. ni(η) has the same time-dependence as the linear growth factor D(η), assuming growing mode initial
conditions. Effectively, we demand that our symmetry-generated velocity-shift (or more precisely, the
nonlinear part thereof) satisfy Eq. (12) with the spatial gradient removed.
The Background Wave Argument. Next, we give the background wave derivation of the consistency
relation. More sophisticated and rigorous derivations exist [7, 8, 11–13], but the background wave argu-
ment has the virtue of being fairly intuitive. Our goal here is to go over the underlying assumptions, and
formulate the argument in such a way to ease later generalizations. The form of our expressions follow
closely those in H2K [7].
Before we carry out the argument, it is convenient (especially for later discussions) to introduce the
velocity potential π, assuming potential flow on large scales,2 in which case, the symmetry transformation
of Eq. (10) tells us:
π → π˜ = π + ni′xi with vi = ∂iπ . (15)
The velocity potential π has the hallmark of a pion or Nambu-Goldstone boson: it experiences a nonlinear
shift under the symmetry transformation.3 Note that π also implicitly has a linear shift:
π˜(x˜) = π(x) + ni′xi ∼ π(x˜)− ni∂iπ + ni′xi (16)
where we have Taylor expanded π(x) to first order in x˜i − xi, assuming a small ni. Here, linear and
nonlinear refer to whether or not the transformation is linear in π (or any other LSS fields). The total
shift in π, i.e. π˜(x˜)− π(x˜), thus has both linear and nonlinear pieces:
∆lin.π = −ni∂iπ , ∆nl.π = ni′xi . (17)
Similarly, the overdensity changes by the amount δ˜(x˜)− δ(x˜):
∆lin.δ = −ni∂iδ , ∆nl.δ = 0 , (18)
2 Assuming potential flow is not strictly necessary, as the argument can be made using the velocity vi itself in
place of ∂iπ. The reason we make this assumption is that the velocity enters into our derivation mainly as a large
scale or low momentum mode. Assuming the growing mode initial condition, the large scale velocity does take the
form of a potential flow. Indeed, vorticity remains zero until orbit crossing. We do not assume potential flow on
small scales.
3Note that Φ also experiences a nonlinear shift (Eq. 10), and thus can also be used as the pion in this derivation.
The two give the same result, see §3.3.
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i.e. δ experiences no nonlinear shift.
Consider an N-point function involving a product of N LSS observables. Let us denote each as
O, labeled by momentum, so that the N-point function is 〈O~k1O~k2 ...O~kN 〉. Here, the O’s at different
momenta need not be the same observable. For instance, one can be δ, the other can be the gravitational
potential, et cetera. They need not even be evaluated at the same time. We are interested in this N-point
function in the presence of some long wavelength (soft) π. Let us imagine splitting all fluctuations into
hard and soft modes, with ~k1, ..., ~kN falling into the hard category. The N-point function obtained by
integrating over the hard modes, but leaving the soft modes of π unintegrated, can be Taylor expanded
as:
〈O~k1 ...O~kN 〉πsoft ≈ 〈O~k1 ...O~kN 〉0 +
∫
d3~p
(2π)3
δ〈O~k1 ...O~kN 〉πsoft
δπ∗~p
∣∣∣
0
π∗~p , (19)
where we have taken the functional derivative with respect to, and summed over the Fourier modes of,
π with soft momenta ~p. Multiplying both sides by π~q (where ~q is also soft) and ensemble averaging over
the soft modes, one finds
〈π~qO~k1 ...O~kN 〉
Pπ(q)
=
δ〈O~k1 ...O~kN 〉πsoft
δπ∗~q
∣∣∣
0
. (20)
We have used the definition of the power spectrum: 〈π~qπ∗~p〉 = (2π)3δD(~q − ~p)Pπ(q), with δD being the
Dirac delta function. We can on the other hand compute the derivative on the right hand side this way:
∫
d3~p
(2π)3
δ〈O~k1 ...O~kN 〉πsoft
δπ∗~p
∣∣∣
0
∆nl.π
∗
~p = ∆lin.〈O~k1 ...O~kN 〉 . (21)
This statement says that the change to the N-point function induced by the symmetry transformation
(the right hand side) is equivalent to the change to the N-point function by adding a long-wavelength
background π induced by the same symmetry (the left hand side). We will unpack it a bit more in §2.2.
A careful reader might note that there is no reason why one should include on the right hand side only
the linear part of the transformation of the N-point function. That is true: by including only the linear
transformation, we are effectively dealing with the connected N-point function. For a proof, see H2K. 4
Combining Eqs. (20) and (21), and adding the superscript c for connected N-point function, we have:
∫
d3q
(2π)3
〈π~qO~k1 ...O~kN 〉
c
Pπ(q)
∆nl.π
∗
~q = ∆lin.〈O~k1 ...O~kN 〉
c . (22)
It is important to note that the connected correlation functions on both sides contain delta functions. This
way of writing the consistency relation follows the Ward identity treatment of H2K, and is applicable
4The restriction to the connected N-point function will not be so relevant for the Newtonian (KRPP) consistency
relation or the general relativistic dilation consistency relation, i.e. they take the same form whether the consistency
relation is phrased in terms of connected or general correlation functions. The restriction is relevant for those
consistency relations that involve more than one derivative on the right hand side. For them, it is important to
keep in mind that the N momenta on the right hand side sum to zero (see [11]); deriving general consistency
relations from connected ones necessarily introduce extra terms.
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to any symmetries with π as the Nambu-Goldstone boson. The background wave argument has the
advantage of being intuitive, but is a bit heuristic. Readers interested in subtleties can consult e.g. H2K.
Our final result here matches theirs.
Let us apply Eq. (22) to the translation symmetry. To be specific, let us take our observable O to be
the mass overdensity δ. We use the following convention for the Fourier transform of some function f :
f(~q) =
∫
d3xf(~x)ei~q·~x , f(~x) =
∫
d3q
(2π)3
f(~q)e−i~q·~x . (23)
Eqs. (17) and (18) thus implies:
∆nl.π
∗
~q = i n
j ′ ∂
∂qj
[(2π)3δD(~q)] , ∆lin.δ~k = in
jkjδ~k . (24)
Substituting into Eq. (22), we find
lim
~q→0
nj ′(η)
∂
∂qj
[〈π~qδ~k1 ...δ~kN 〉c
Pπ(q)
]
= −
N∑
a=1
nj(ηa)k
j
a 〈δ~k1 ...δ~kN 〉
c , (25)
where η is the time implicitly assumed for π~q, and ηa is the time for δ~ka . Note that k
j
a refers to the
j-component of the vector ~ka. Since n
j(η) has the time-dependence of the linear growth factor D(η)
(from the adiabatic mode condition), but can otherwise point in an arbitrary direction, we conclude:
lim
~q→0
∂
∂qj
[〈π~qδ~k1 ...δ~kN 〉c
Pπ(q)
]
= −
N∑
a=1
D(ηa)
D′(η)
kja 〈δ~k1 ...δ~kN 〉
c . (26)
We have yet to remove the delta functions from both sides. To do so, we use the following, pure shift,
symmetry:
π → π˜ = π + const. , (27)
This symmetry does not involve transforming space-time at all, and so none of the observables receive a
linear shift. The argument leading to Eq. (22) thus tells us
lim
~q→0
〈π~qδ~k1 ...δ~kN 〉
c′
Pπ(q)
= 0 . (28)
We use the superscript c′ to denote the connected correlation function with the overall delta function
removed:
〈O~k1 ...O~kN 〉
c = (2π)3δD(~k1 + ...+ ~kN )〈O~k1 ...O~kN 〉
c′ (29)
Combining Eqs. (26) and (28), we have the Newtonian translation consistency relation:
lim
~q→0
∂
∂qj
[〈π~qδ~k1 ...δ~kN 〉c′
Pπ(q)
]
= −
N∑
a=1
D(ηa)
D′(η)
kja 〈δ~k1 ...δ~kN 〉
c′ , (30)
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where η is the time for the soft mode π~q, and each ηa is the time for the corresponding hard mode δ~ka .
This turns out to be a common feature for all consistency relations as we will see: Eqs. (28) and (26) are
two consistency relations that differ by one derivative with respect to q; the former allows us to remove
the delta function from the latter in a straightforward way – the result is Eq. (30). The form adopted by
KRPP is to integrate the above over q, and using Eq. (28), to obtain:5
lim
~q→0
[〈π~qδ~k1 ...δ~kN 〉c′
Pπ(q)
]
= −
N∑
a=1
D(ηa)
D′(η)
~q · ~ka 〈δ~k1 ...δ~kN 〉
c′ . (31)
The soft mode π~q, by the linearized continuity equation, is related to δ~q by
6
δ~q(η) = q
2 D(η)
D′(η)
π~q(η) . (32)
One can therefore rewrite Eq. (31) as7
lim
~q→0
[〈δ~qδ~k1 ...δ~kN 〉c′
Pδ(q)
]
= −
N∑
a=1
D(ηa)
D(η)
~q · ~ka
q2
〈δ~k1 ...δ~kN 〉
c′ . (33)
In the context of this Newtonian derivation, we would like to think of the form expressed in Eq. (30)
and Eq. (28) as more fundamental, since it is π that experiences a nonlinear shift in the symmetry
transformation, acting as the pion, and since the expression in in Eq. (33) contains two non-relativistic
consistency relations, one trivial and one nontrivial. It is also worth stressing that Eq. (30) does not
constrain ∂2/∂q2 of [〈π~qδ~k1 ...δ~kN 〉
c′/Pπ(q)] in the soft limit, i.e. Eq. (31) can in principle contain O(q
2)
corrections, and Eq. (33) can contain O(q0) corrections.
Let us close this derivation by observing that the only assumption made about the hard modes is how
they transform under the symmetry (in particular, the linear part of their transformation; see Eqs. 18,
24). Thus, suppose we have some observable O whose linear transformation under the spatial translation
is:
∆lin.O~k = injgjO~k . (34)
For instance, if O is the galaxy overdensity, we expect gj = kj, but gj could take other forms for other
observables. Exactly the same derivation then gives the Newtonian translation consistency relation in a
more general form:
lim
~q→0
∂
∂qj
[〈π~qO~k1 ...O~kN 〉c′
Pπ(q)
]
= −
N∑
a=1
D(ηa)
D′(η)
gja 〈O~k1 ...O~kN 〉
c′ , (35)
5 We are grateful to Lasha Berezhiani and Justin Khoury for helping us understand this point.
6In the context of a consistency relation which is purported to be non-perturbative, one might wonder if using
the linear relation between δ and π (for the soft mode only) is justified. It can be shown that including nonlinear
corrections to this relation leads to terms subdominant in the squeezed limit of the correlation function. See [20].
7 The use of the equation of motion within the connected correlation function does not lead to contact terms.
See e.g. H2K and [11] on the role of contact terms in Ward identity arguments.
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where we have allowed the possibility that the N hard modes correspond to different observables, thus
potentially a different gja for each a = 1, ..., N . Corollaries – analogs of Eqs. 31, 33 – follow in the same
way:
lim
~q→0
[〈π~qO~k1 ...O~kN 〉c′
Pπ(q)
]
= −
N∑
a=1
D(ηa)
D′(η)
~q · ~ga 〈O~k1 ...O~kN 〉
c′ , (36)
and
lim
~q→0
[〈δ~qO~k1 ...O~kN 〉c′
Pπ(q)
]
= −
N∑
a=1
D(ηa)
D(η)
~q · ~ga
q2
〈O~k1 ...O~kN 〉
c′ , (37)
where it should be understood that Eq. (36) and Eq. (37) contain O(q2) andO(q0) corrections respectively.
Phrased as such, the consistency relation is fairly robust: the detailed dynamics of the hard modes has
no relevance; it matters not whether the corresponding observables are astrophysically messy or highly
nonlinear. All we need to know is how they transform under a spatial translation. To understand this
robustness better, it is helpful to study concrete examples, which is the subject of the next section.
2.2 Robustness and Limitations of the Consistency Relation(s)
To understand better the robustness of the consistency relation, it is instructive to ask the question:
when does it fail? As we will see, the consistency relation stands on three legs: the existence of the time-
dependent translation symmetry, the single-field initial condition, and the adiabatic mode condition. All
three are necessary in order for the consistency relation to hold. Here, we focus on the KRPP consistency
relation as a specific example, but the points we raise are general, pertaining to other consistency relations
(§3) as well.
1. Initial condition: the single-field assumption. A crucial step in the derivation is Eq. (21): that
linear transformations of a collection of hard modes, represented by O~k, can be considered equivalent
to placing the same hard modes in the presence of a soft mode – the pion π~q. That this single soft
mode is sufficient to account for all the transformations of the hard modes is an assumption about initial
conditions. In the context of inflation, the assumption is often phrased as that of a single field or a single
clock. In our Newtonian LSS context, in addition to keeping only the growing modes, essentially the
assumption is that of Gaussian initial conditions.8 More precisely, one demands that the initial condition
does not contain a coupling between soft and hard modes beyond that captured by Eq. (21). We will
follow the inflation terminology and call this the single-field assumption.
2. Adiabatic mode condition. Another crucial ingredient in the derivation is the adiabatic mode
condition, that the symmetry transformation have the correct time-dependence so that the nonlinear
shift ∆nl.π may be the long wavelength limit of an actual physical mode. We stress that this is an
additional requirement on top of demanding a symmetry, with some non-trivial implications. To spell
them out, it is useful to have a concrete example. Since the consistency relation is purported to be robust,
in the sense that the hard modes can be highly nonlinear and even astrophysically complex, let us write
8Note that in the inflationary context, Gaussianity is also assumed – for the wave-function in the far past.
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down a system of equations that allow for these complexities:
δ′(a) +
~∇ · [(1 + δ(a))~v(a)] = R(a) , ~v(a)′ + ~v(a) · ~∇~v(a) +H~v(a) = −~∇Φ+ ~F(a) . (38)
Here a labels the species: for instance, it can be dark matter, populations of galaxies, baryons and so
on. R(a) represents a source term for the density evolution. For dark matter, we expect R(a) = 0
(barring significant annihilation or decay). For galaxies, R(a) quantifies the effect of galaxy formation
and mergers. All particles are subjected to the same gravitational force plus a species-dependent force
~F(a). The gravitational potential Φ is sourced by the total mass fluctuation:
∇2Φ = 4πGa2ρ¯δT , (39)
where δT represents the effective total mass density fluctuation from all particles.
A natural generalization of the (time-dependent) translational symmetry from the previous section
would be:
η → η˜ = η , xi → x˜i = xi + ni , v(a)i → v˜(a)i = v(a)i + ni′ , Φ→ Φ˜ = Φ− (Hni′ + ni′′)xi ,
δ(a) → δ˜(a) = δ(a) , δT → δ˜T = δT , R(a) → R˜(a) = R(a) , F(a)i → F˜(a)i = F(a)i (40)
This means that R(a) and ~F(a) remain invariant under this symmetry. For instance, they are invariant
if R and ~F depend only on δ, on the spatial gradient of ~v, or on the second gradients of Φ. R and ~F
could even have explicit dependence on time η. What would violate invariance is if R or ~F depends on
~v with no gradients – that is, unless the dependence is of the form ~v(a) − ~v(b) (in which case the shifts
in the velocities of the two different species (a) and (b) cancel out). Specializing to the case of galaxies,
what this means is that the number density evolution and dynamics of the galaxies does not care about
the absolute size of the velocity, but only about the velocity difference (either between neighbors, or
between species). The only context in which the absolute size of velocity plays a role is through Hubble
friction – this is the origin of the H dependent term in the nonlinear shift of Φ. In other words, Hubble
friction aside, galaxy formation and dynamics is frame invariant, which seems a fairly safe assumption.
For instance, dynamical friction or ram pressure, which no doubt exerts an influence on galaxies, should
depend on velocity difference.
Thus, let us assume Eq. (40) is a symmetry of our system – note that this is a symmetry regardless
of the time-dependence of ni. As emphasized earlier, this is not enough to guarantee the validity of
the consistency relation. To derive the consistency relation, ni must have the correct time-dependence:
ni′ (the nonlinear shift in vi) must match the time-dependence of a physical long-wavelength velocity
perturbation.9 This has to hold for all species, meaning the same ni′ matches the long-wavelength velocity
perturbation of each and everyone of the species. In other words, all species should move with the same
velocity on large scales. This leads to two subtleties, which are best illustrated by assuming an explicit
form for ~F . Consider:
~F(a) = −cs2(a)~∇ ln(1 + δ(a))− β(a,b)(~v(a) − ~v(b))− α(a)~∇ϕ , ∇2ϕ = 8πG
∑
a
α(a)a
2ρ¯aδa . (41)
9 This typically means ni should satisfy Eq. (14), i.e. ni must evolve like the linear growth factor D. This
holds if all particles, on large scales, evolve like dark matter and if gravity is the only long-range force. See further
discussion below.
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The first term on the right of the expression for ~F represents some sort of pressure – cs is the sound
speed – this would be relevant if the subscript (a) represents baryons at finite temperature. The second
term represents some sort of friction that depends on the velocity difference between two species, with a
coefficient β. The third term represents an additional fifth force, mediated by the scalar ϕ, with a coupling
α. The scalar ϕ obeys a Poisson-like equation. In scalar-tensor theories, the tensor part of the theory
mediates a universal gravitational force (described by the gravitational potential Φ), but the scalar need
not be universally coupled: hence we allow the coupling α(a) to depend on the species (see e.g. [26, 27]).
The form for the additional force ~F proposed in Eq. (41) is fairly generic: counting derivatives, we can see
that the pressure term goes like ∂δ, whereas the other two terms go like ∂−1δ. In terms of the symmetry
transformation, one can see that
ϕ→ ϕ˜ = ϕ (42)
is compatible with Eq. (40). Thus, we have a system (Eq. 38) that respects the translational symmetry
spelled out in Eq. (40), even if many different kinds of forces are present, including non-gravitational
or modified gravitational ones such as in Eq. (41). We wish to see how, despite the presence of the
(time-dependent) translational symmetry, there can still be a breakdown of the consistency relation, due
to obstructions in satisfying the adiabatic mode condition – that the velocity perturbations of all species
should be equal on large scales.
2a. Soft dynamics constraint. In the long wavelength limit, one can ignore the pressure term
compared to the other two terms in the expression for ~F(a). Let us first focus on the fifth-force term.
This term is at the same level in derivative as the normal gravitational force −~∇Φ, and thus both have
to be taken into account on large scales. The problem with a long-range fifth-force is the non-universal
coupling: if there is a different coupling α(a) for each kind of particles, the different species will move with
different velocities even on large scales. This means no single ni′ can possibly generate long-wavelength
velocity perturbations for all species. In other words, unless the soft (large-scale) dynamics obeys the
equivalence principle, the consistency relation would be violated, as emphasized by [18, 21]. We stress
that, in our example, the violation of equivalence principle occurs without the violation of the translation
symmetry described by Eq. (40). The fact that the consistency relation is not obeyed is entirely because of
the failure to satisfy the adiabatic mode condition when the equivalence principle is violated. The friction
term (second term on the right of Eq. 41), on the other hand, is compatible with the adiabatic mode
condition – it simply vanishes if the velocities of different species are equal, and is therefore consistent
with the large scale requirement that all species flow with the same velocity. To sum up, the soft dynamics
constraint is: for the consistency relation to be valid, the dynamics on large scales must be consistent
with all species moving with the same velocity.
2b. Squeezing constraint. Let us next turn to the pressure term (first term on the right of Eq. 41).
Since different species have different sound speeds, this also leads to differences in velocity flows. This is
relatively harmless though, since the pressure term becomes subdominant on large scales. Thus, there is
no problem with the adiabatic mode condition, which is really a condition on motions in the soft limit
q → 0. The presence of pressure does lead to a practical limitation on the application of the consistency
relation, however. The consistency relation is a statement about an (N+1)-point function in the squeezed
limit q ≪ k1, ..., kN . There is the practical question of how small q has to be. An important requirement
is: q must be sufficiently small such that the velocity perturbations of different species have the same
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time-dependence as that generated by a single ni′. In the present context, it means q < H/cs, i.e. the
length scale must be above the Jeans scale.10We refer to this as the squeezing constraint: the soft leg
of the consistency relation must be sufficiently soft that any difference in force on the different species
becomes negligible. This is worth emphasizing, because clearly dark matter and baryons are subject to
different forces: while that does not by itself lead to the breakdown of the consistency relations, one has
to be careful to make sure that the squeezed correlation function is sufficiently squeezed.
3. Galaxy-biasing. It is also instructive to approach the subject of consistency relation violation from
the viewpoint of galaxy-biasing. What kind of galaxy-biasing would lead to the violation of consistency
relation? We can only address this question in the perturbative regime, but it nonetheless provides some
useful insights. Suppose the galaxy overdensity δ(a) (of type a) and matter density δ are related by:
δ(a)~k = b(a)
(
δ~k +
∫
d3k′
(2π)3
d3k′′
(2π)3
(2π)3δD(~k − ~k′ − ~k′′)W(a)(~k′, ~k′′)
[
δ~k′δ~k′′ − 〈δ~k′δ~k′′〉
])
, (43)
where b(a) is a linear bias factor (independent of momentum) andW(a) is a kernel that describes a general
quadratic bias. To the lowest order in perturbation theory, it can be shown that the bispectrum between
three types of galaxies a, b and c, at momenta ~q,~k1, ~k2 and times η, η1, η2 respectively, is
B(abc)(~q, η;~k1, η1;~k2, η2) =
2b(a)b(b)b(c)Pδ(k1, η, η1)Pδ(k2, η, η2)
[(5
7
+
1
2
kˆ1 · kˆ2
(
k1
k2
+
k2
k1
)
+
2
7
(kˆ1 · kˆ2)2
)
+W(a)(−~k1,−~k2)
]
+2b(a)b(b)b(c)Pδ(q, η, η1)Pδ(k2, η1, η2)
[(5
7
+
1
2
qˆ · kˆ2
(
q
k2
+
k2
q
)
+
2
7
(qˆ · kˆ2)2
)
+W(b)(−~q,−~k2)
]
+2b(a)b(b)b(c)Pδ(q, η, η2)Pδ(k1, η1, η2)
[(5
7
+
1
2
qˆ · kˆ1
(
q
k1
+
k1
q
)
+
2
7
(qˆ · kˆ1)2
)
+W(c)(−~q,−~k1)
]
(44)
where Pδ is the linear mass power spectrum – its two time-arguments signify the fact that the two δ’s
involved can be at different times. We are interested in the ~q → 0 limit:
lim
~q→0
b(a)
B(abc)(~q, η;~k1, η1;~k2, η2)
P(aa)(q, η, η)
= E +
D(η1)
D(η)
[
~q · ~k2
q2
+ 2W(b)(−~q,−~k2) +O(q0)
]
P(bc)(k2, η1, η2)
+
D(η2)
D(η)
[
~q · ~k1
q2
+ 2W(c)(−~q,−~k1) +O(q0)
]
P(bc)(k1, η1, η2)
= E −
[
D(η1)
D(η)
(
~q · ~k1
q2
− 2W(b)(−~q,~k1)
)
+
D(η2)
D(η)
(
~q · ~k2
q2
− 2W(c)(−~q,~k2)
)
+O(q0)
]
P(bc)(k1, η1, η2) ,
where E ≡ 2 D(η)
2
D(η1)D(η2)
b2(a)
b(b)b(c)
P(bc)(k1, η1, η2)P(bc)(k2, η1, η2)
P(aa)(q, η, η)
[
O(q2) +W(a)(−~k1,−~k2)
]
. (45)
We have used P(aa)(q, η, η) = (D(η)/D(η1))b
2
(a)Pδ(q, η, η1), P(bc)(k1, η1, η2) = b(b)b(c)Pδ(k1, η1, η2) and so
on (appropriate only perturbatively). Comparing this expression with the consistency relation expressed
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in Eq. (37) (identifying ~ga with ~ka), we see that the two agree if E, W(b) and W(c) can be ignored, and
b(a) = 1. A number of comments are in order.
First, let us focus on the case with no galaxy biasing, so that Eq. (45) simply constitutes a perturbative
check of the consistency relation for the mass overdensity i.e. Eq. (33). We see that the term E can be
ignored compared to the terms kept only if the soft power spectrum is not too blue: assuming P(aa)(q) ∼ qn
for small q, the validity of the consistency relation requires n < 3. This is a limitation on the consistency
relation that is not often emphasized. In practice though, the realistic power spectrum has no problem
satisfying this requirement.
Let us next consider the effects of galaxy biasing. The second point we would like to raise is that the
soft mode must be kept unbiased. There are two reasons for this, one trivial, the other less so. The trivial
reason is that the left hand side of the consistency relation has to be corrected by a factor of b(a), the
linear bias factor for the soft mode. This is not a big problem: one can obtain an estimate of the linear
bias and correct the consistency relation when comparing against observations of the galaxy bispectrum.
The more non-trivial problem is the presence of the quadratic bias kernel W(a) in E. Consider for
instance a local biasing model of the form: δ(a) = b(a)δ+ b(a),2δ
2/2 in real space, where b(a) and b(a),2 are
constants, typically referred as the linear and quadratic bias factors. In this case W(a) = b(a),2/(2b(a))
has no momentum dependence, and so E contains a contribution that goes like q−n for P(aa) ∼ qn. This
means one needs n < 1 for E to be negligible compared to the terms we keep in the consistency relation.
On the largest scales, n approaches 1, though observations suggest it is slightly less than 1. On smaller
scales (but still keeping q ≪ k1, ..., kN ), the relevant n is on the safe side. Nonetheless, this perturbative
check suggests that one should be careful in using the a biased observable for the soft-mode.
Henceforth, let us assume the soft-mode is unbiased but the hard modes are biased, in which case E is
safely negligible in the squeezed limit as long as n < 3. The third point we wish to raise is that the validity
of the consistency relation requires the hard modes be biased in a way that is not too infrared-divergent:
W(b)(−~q,~k1) and W(c)(−~q,~k2) cannot contain terms that go like k1/q or k2/q i.e.
W(b)(−~q,~k),W(c)(−~q,~k) < 1/q (46)
in the q → 0 limit. As mentioned above, the local biasing model typically assumed in LSS studies implies
the kernelsW(b) andW(c) are momentum independent, and is thus consistent with the consistency relation.
It is worth emphasizing that the word local in local biasing is a bit misleading: it merely states that the
galaxy density at a given point in real space is related to the mass density at the same point. In reality,
galaxies form out of the collapse of larger regions, influenced by the tidal field of the environment: there
are therefore good reasons to believe that galaxy biasing is at some level non-local, i.e. the galaxy density
at a given point is affected by the mass density at other points. This non-locality is not non-locality in the
field theory sense, in that there is nothing non-local in the dynamics, and the so-called non-local galaxy
bias arises completely out of local processes. A violation of the consistency relation requires more than
10Since the Jeans scale changes with time in general, the formal requirement is therefore that the soft-mode
be longer than the Jeans scale at all times: q < (H/cs)rec. where the maximum size of the sound horizon may be
conservatively estimated to be the size at recombination. In practice, since most of the present day non-Gaussianity
is generated at late times, it is typically sufficient to require that the contribution from early times be subdominant.
Using second order perturbation theory, we estimate that q < H/csrec.(D(ηobs.)/D(ηrec.)) is a sufficient parametric
condition for Eq. 30 to be valid (at least away from the equal time limit).
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a non-local galaxy bias though. It requires the non-local biasing kernel to be infrared divergent. This
does not appear to be so easily obtained in a random-walk halo-biasing model, even if tidal effects are
taken into account [28]. One way it arises is in a model in which galaxies are born with a velocity bias, as
pointed out by [29]: the quadratic kernel W(c) (or W(b)), for some galaxy population with a velocity bias
of b∗v at birth (i.e. the galaxy velocity equals b
∗
v times the dark matter velocity when the galaxy forms):
W(c)(~q,~k) ∼ 2b−1(c)(b∗v − 1)
(
D∗
D
)3/2
qˆ · kˆ
(
q
k
+
k
q
)
, (47)
where D∗ is the linear growth factor at the time of birth, and D is growth factor at the time of interest.
We display only the term that has a dipolar dependence on the angle between ~q and ~k, and have taken
the late time limit. This has precisely the kind of infrared divergence in the q ≪ k limit which would
invalidate the consistency relation. It is interesting that this is also an example where we should have
expected a violation of the consistency relation based on earlier arguments – the existence of a scale-
independent velocity bias b∗v means dark matter and galaxies do not flow in the same way, even on large
scales. This violates the adiabatic mode condition, and so it is not a surprise that the consistency relation
fails. Realistically, velocity bias is present at some level of course, but is expected to approach unity on
sufficiently large scales, unless of course the equivalence principle is violated [21]. As a general statement,
we can say that a non-local galaxy bias that is more infrared-divergent than Eq. (46) is what one needs
to violate the consistency relation. It is interesting to ask whether there are other ways to physically
generate such a galaxy bias besides through equivalence principle violations. This naturally brings us to
the issue of selection.
It is worth emphasizing that the galaxy bias is also partly a selection bias: one chooses to study
galaxies of a certain luminosity, color, morphology or some other property of interest. The question is
then: can one choose the galaxy sample in such a way as to violate Eq. (46)? What if one chooses galaxies
based on their motions, for instance, selecting galaxies that have systematically large velocities? It would
seem by hand we have introduced a velocity bias, and thus a violation of the consistency relation. This is
actually not a violation in the technical sense. Choosing galaxies based on their motions can be thought
of as weighing the galaxies by velocities, i.e. δg → δg(1 + π). From the point of view of violating the
consistency relation, it is most relevant to consider weighing by the large scale velocity. In that case, it
is not surprising one finds additional terms that diverge in the squeezed limit of the correlation function
– this is because we have included in the correlation function additional soft modes that carry with them
additional powers 1/q.11
4. Robustness. Let us close this section by reiterating how robust the consistency relation is. As long
as the underlying assumptions – the existence of the time-dependent translation symmetry, single field
initial condition and adiabatic mode condition – are satisfied, the consistency relation is robust. The hard
or high momentum modes can be those of any LSS observable (or even mixtures of observables), referred
to as O~k in Eq. (37). No assumption is made about the size of O~k: it matters not at all how nonlinear
or non-perturbative these high momentum observables are. Indeed, we do not even need to know their
detailed dynamics: all we need to know is how they transform under the symmetry in Eq. (34).12 Their
evolution can be a lot more complicated than that of dark matter (e.g. Eq. 38). In other words, O~k can
11We thank Paolo Creminelli and Guido D’Amico for discussions on this point.
12If the observable turns out to transform differently from Eq. (34), one can go back to the more fundamental
Eq. (22) to figure out the correct consistency relation.
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be astrophysically messy observables, such as those associated with galaxies. The presence of pressure
effects, multiple components, multiple-streaming,13 star formation, supernova explosions, etc. does not
lead to violations of the consistency relations, as long as the adiabatic mode condition – i.e. the soft
dynamics constraint and the squeezing constraint – is satisfied. This is why the LSS consistency relations
are interesting: they provide a reliable window into the non-perturbative, astrophysically complex regime.
2.3 A Simple Fluid Lagrangian for LSS
The time-dependent translation symmetry laid out above was justified at the level of the equations of
motion. It would be useful to see the same at the level of the action. In this section, we provide the
action that describes the dark (i.e. pressureless) matter dynamics under gravity.14 We should stress that,
for our discussion of the consistency relation, the action is not strictly necessary; the equations of motion
are as good a guide to the symmetry. Moreover, the action we will write down concerns only dark matter;
it does not cover realistic observables such as galaxies, while the consistency relation applies regardless
of the complex astrophysics that might be present in such observables. Nonetheless, the dark matter
action is useful for conceptual understanding. We provide it here for completeness, and connect it with
a more well known fluid action in Appendix A. For simplicity, we assume potential flow; an extension to
allow for vorticity should be straightforward, along the lines of [30]. Readers not interested in the action
perspective can skip to §3 – the rest of the paper does not depend on this section.
Let us motivate the construction of the action by reducing the standard pressureless LSS equations
(9) into a single equation for the velocity potential π. The Euler equation can be integrated once to give:
Φ = −1
a
[
(aπ)′ +
1
2
a(∇π)2
]
, (48)
where (∇π)2 stands for ∂iπ∂iπ.15 The Poisson equation then gives us:
δ = −2M
2
P
ρ¯a3
∇2
[
(aπ)′ +
1
2
a(∇π)2
]
. (49)
The continuity equation can thus be turned into a single equation for π:
− 2M2P∇2
[
(aπ)′ +
1
2
a(∇π)2
]′
+ ρ¯a3∇2π − 2M2P∇i
(
∇iπ∇2
[
(aπ)′ +
1
2
a(∇π)2
])
= 0 . (50)
This is a complicated looking equation, but it is not too difficult to guess the form of the associated
action:
S = −
∫
d4x
[
1
2
ρ¯a4(∇π)2 +M2P
(
∇
[
(aπ)′ +
1
2
a(∇π)2
])2 ]
. (51)
13 The soft-mode, by the assumption of growing mode initial condition, is potential flow, but the hard modes
need not be, and can even involve multiple streams. See footnote 2.
14We are indebted to Alberto Nicolis and Filippo Vernizzi who showed us this action.
15We use ∇i and ∂i interchangeably, preferring the former where there is the danger of confusing ∂ with the
space-time derivative.
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The overall normalization (and sign) is arbitrary from the point of view of reproducing the desired
equation of motion, but is chosen to conform to a more general action discussed in Appendix A. It is
straightforward to check that this action is invariant under the time-dependent translation symmetry
discussed earlier, namely:
η → η˜ = η , xi → x˜i = xi + ni , π → π˜ = π + ni′xi . (52)
The dynamics of the velocity potential π is completely fixed by this action. From this point of view,
the π equation of motion has the interpretation of the continuity equation, if δ is defined by Eq. (49);
the gravitational potential Φ is defined by Eq. (48) so as to reproduce the Poisson equation. With this
understanding, the action takes a fairly simple form:
S =
∫
d4x
ρ¯a4
2
(
Φδ − ~v2) , (53)
i.e. the Lagrangian is the difference between what resembles potential energy and kinetic energy, though
with an unexpected overall sign, which can be understood from the larger context of a fluid with pressure
(see Appendix A).
3 Consistency Relations from Diffeomorphisms – General
Relativistic Symmetries
The time-dependent translation symmetry noted by KRPP (Eq. 10) appears to be a global symmetry of
the Newtonian LSS equations. (Or, more generally, the time-dependent translation as described by Eq.
40 is a symmetry of the equations of motion for dark matter and galaxies.) Our goal in this section is to
place it in a larger context: the claim is that this symmetry is actually part of a diffeomorphism in the
context of general relativity. This perspective is useful for two reasons: first, it helps us make contact
with the earlier work on consistency relations in inflation, which are based on diffeomorphism invariance;
second, diffeomorphism invariance allows us to systematically write down further consistency relations.
The earlier work generally uses the ζ-gauge, alternatively referred to as the unitary or comoving gauge.
On the other hand, in LSS studies, the Newtonian gauge is the more natural one to use. Here, we
take advantage of the fact that the full list of consistency relations are already known in the unitary or
ζ-gauge [7], and transform each known symmetry in ζ-gauge into a symmetry in the Newtonian gauge.
This way, we will obtain an infinite tower of consistency relations in the Newtonian gauge. We emphasize
that we could equally well proceed by directly working in the Newtonian gauge, and obtain the same
results (see [16] on the dilation and special conformal consistency relations obtained this way). One might
wonder why writing down consistency relations in the Newtonian gauge is useful if we already know what
they are in the unitary gauge. It has to do with the taking of the Newtonian limit, a subject we will
discuss later in this section, and in §4.
In the interest of generality, we allow the presence of multiple components of which pressureless
matter/dust is one. We assume adiabatic initial conditions in the sense that all components fluctuate in
the same way in the long wavelength limit: in particular their velocity potentials coincide in this limit.
We give in §3.1 the general prescription for transforming symmetries known in the unitary gauge to
symmetries in Newtonian gauge. In §3.2 we focus on the dilation and the special conformal symmetries,
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which are the symmetries that generate only scalar modes, and we show how the KRPP Newtonian
consistency relation arises as the sub-Hubble limit of the latter. We comment on the robustness and
limitations of the consistency relations in §3.3, adding a relativistic twist to some of the comments made
earlier. We also discuss the taking of the Newtonian/sub-Hubble limit. We close with §3.4 on further
consistency relations that form an infinite tower – they generally involve the tensor modes. We comment
on why there is no useful sub-Hubble limit in these cases.
3.1 Symmetry Transformations from Diffeomorphisms
Here we are interested in symmetry transformations coming from residual gauge/coordinate transforma-
tions (i.e. diffeomorphisms)
x′µ = xµ + ξµ , (54)
that are allowed even after we have applied the usual gauge-fixing. In the context of inflation, a common
gauge is the unitary or ζ−gauge:
ds2 = ...+ a2e2ζ(eγ)ijdx
idxj , δφ = 0, (55)
where we have omitted the time-time and time-space components of the metric which are obtainable
from the given space-space parts by solving the Hamiltonian and momentum constraints. Here, ζ repre-
sents the scalar perturbation and the transverse traceless γij represents the tensor perturbation. Vector
perturbations are ignored because they are not generated by single field models (a brief discussion of
vector modes can be found in Appendix D). The equal time surface is chosen so that the matter field,
which we have called φ, has no spatial fluctuation. For our application, there can in general be multiple
components, in which case δφ is chosen to vanish for one of them. To be concrete, let us choose this to
be the dark matter fluid, i.e. we model it as a fluid described by a Lagrangian of the form P (X), where
P is some function of X ≡ −(∂φ)2. The velocity potential π is related to φ by δφ = φ− φ¯ = −φ¯′π, where
φ¯ is the background, and φ¯′ is its conformal time derivative (see Appendix A).16
The full list of residual diffeomorphisms that respect the unitary gauge is worked out in H2K. Since the
unitary gauge is a complete gauge-fixing for diffeomorphisms that vanish at spatial infinity, the residual
diffeomorphisms must be those that do not vanish at infinity. They take the form:
ξ0 = 0 , ξi = ξiunit. ∼ xn . (56)
No time-diffeomorphism is allowed since that would violate the δφ = 0 (or π = 0) unitary gauge condition,
and the allowed spatial diffeomorphism, which we refer to as ξiunit.), goes like x
n, where n = 1, 2, .... We
will give explicit expressions for ξiunit. later. They satisfy:
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scalar + tensor symmetries : ∇2ξiunit. +
1
3
∂i(∂kξ
k
unit.) = 0 . (57)
16By describing the dark matter using a single fluid field φ, we are ignoring orbit-crossing and also vorticity. As
is clear in the Newtonian discussion, neither one of these assumptions is strictly necessary. We make them only to
simplify the general relativistic discussion.
17This holds only to the lowest order in tensor modes. See H2K, and discussion in footnote 32.
18
This set of symmetries contains subsets that only generate (nonlinearly) scalar modes, and subsets that
only generate tensor modes:
scalar symmetries : ∂iξ
j
unit. + ∂jξ
i
unit. −
2
3
δij∂kξ
k
unit. = 0
tensor symmetries : ∂iξ
i
unit. = 0 , ∇2ξiunit. = 0 . (58)
The spatial diffeomorphism ξiunit. can be considered to be time-independent.
18
In LSS studies, it is more common to employ the Newtonian gauge instead:
ds2 = a2
[−(1 + 2Φ)dη2 + 2Sidxidη + ((1 − 2Ψ)δij + γij)dxidxj] , (59)
where we no longer impose π = 0, Φ and Ψ are the scalar modes, the transverse traceless γij denotes the
tensor modes as before, and the divergence-free Si represents the vector modes (which is set to zero in
this paper). Here, we work perturbatively in the metric perturbations, since the Newtonian-gauge metric
perturbations are expected to be small even in the highly nonlinear regime where the density fluctuation
δ is large, and including higher order metric perturbations corrects the consistency relations by negligible
amounts.19 Under a small diffeomorphism ξµ, the nonlinear transformations of the metric fluctuations
are:20
∆nl.Φ = −ξ0′ −Hξ0 , ∆nl.Ψ = Hξ0 + 1
3
∂kξ
k ,
∆nl.g0i = a
2(∂iξ
0 − ∂0ξi) , ∆nl.gij − 1
3
δij∆nl.gkk = −a2
(
∂iξ
j + ∂jξ
i − 2
3
δij∂kξ
k
)
. (60)
Given each symmetry in the unitary gauge, it is straightforward to deduce the corresponding sym-
metry in the Newtonian gauge. Let us break it down into a number of steps. First, we begin with the
metric in Newtonian gauge, where π = π0 6= 0. We assume Ψ = Φ, in the absence of anisotropic stress.21
To convert to the unitary gauge, we apply a time-diffeomorphism ξ0 = −π0 to make the scalar field φ
spatially homogeneous. Second, we apply the known unitary-gauge symmetry transformation ξi = ξiunit..
Third, we wish to return to Newtonian gauge. The first and second steps in general make Ψ 6= Φ. To
restore equality, we apply an additional time-diffeomorphism ξ0 = π0 + ξ
0
add.. We also need to ensure
g0i = 0 (no vector modes
22), and thus an additional spatial diffeomorphism ξiadd. may be necessary. It is
shown in Appendix B that the requisite additional time- and space-diffeomorphisms are:
ξ0add. = −
1
3c
D′∂iξ
i
unit. , ξ
i
add. =
1
c
D∇2ξiunit. . (61)
18Adiabatic mode conditions in the unitary gauge actually make ξiunit. time-dependent in general. As shown
in H2K, its time-independent part alone is sufficient to deduce the consistency relations. We will implement the
adiabatic mode conditions separately in the Newtonian gauge computation.
19See footnote 32 for a more detailed discussion of this point.
20The net (linear + nonlinear) transformation of the metric is given by ∆gµν = −ξα∂αgµν − gαµ∂νξα− gαν∂µξα.
21This is an adiabatic mode condition in the Newtonian gauge. See discussions in Appendix B.
22 The absence of vector modes is assumed in two places. Assuming ∇2ξiunit. + ∂i(∂ · ξ)/3 = 0 means there is no
vector mode in the spatial part of the metric. In addition, our choice of ξµadd. ensures there is no vector mode in
the space-time part of the metric either.
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Here, D is the linear growth factor satisfying the following equation:
D′′ + 2HD′ − c = 0 , (62)
where c is a constant (independent of time and space). In other words, the following diffeomorphism is
a symmetry of Newtonian gauge:
ξ0 = ξ0add. , ξ
i = ξiunit. + ξ
i
add. , (63)
where ξiunit. is the residual (time-independent) diffeomorphism allowed by the unitary gauge (Eqs. 57
& 58). Furthermore, it can be shown that this diffeomorphism satisfies the adiabatic mode conditions,
i.e. the perturbations that are nonlinearly generated match the time-dependence of very soft (growing)
physical modes. This is why the linear growth factor D appears in the diffeomorphism. The derivation
is given in Appendix B. (The attentive reader might wonder why the linear growth factor D – a quantity
that shows up in the Newtonian discussion of sub-Hubble perturbations – appears also in a general
relativistic discussion, and how Eq. (62) is related to the more familiar growth equation (Eq. 14). This is
discussed in Appendix C). An important underlying assumption is that all fluid components move with
the same velocity in the soft limit. Under this assumption, it is shown in Appendix C that the velocity,
or velocity potential π, evolves as:
lim
~q→0
π~q ∝ D′ . (64)
In the context of a general relativistic discussion, this statement (strictly speaking) holds in the super-
Hubble limit q ≪ H. What is interesting is that for the π~q of pressureless matter, this statement holds
also for sub-Hubble (but linear) scales . It is this fact that makes an interesting Newtonian consistency
relation possible.23
For the purpose of deducing the consistency relations, we also need to know how other LSS observables
transform under a diffeomorphism. From the way a scalar should transform, one can see the velocity
potential π ≡ −δφ/φ¯′ should transform by
∆π = ∆lin.π +∆nl.π where ∆lin.π = −ξ0 (φ¯
′π)′
φ¯′
− ξi∂iπ , ∆nl.π = ξ0 . (65)
We will mostly need only the nonlinear part of the π transformation. As emphasized above, the assump-
tion of potential flow is not strictly necessary. The nonlinear transformation of the velocity can also be
deduced by transforming the 4−velocity Uµ:24
∆nl.v
i = ξi ′ (66)
Another LSS observable of interest is the mass density fluctuation δ. Its transformation is:
∆δ = ∆nl.δ +∆lin.δ , ∆nl.δ = −ξ0 ρ¯
′
ρ¯
, ∆lin.δ = −ξµ∂µδ − ξ0 ρ¯
′
ρ¯
δ . (67)
23The fact that the soft π is proportional to D′ is nicely consistent with ξ0 ∝ D′, since ∆nl.π = ξ0 (see Eq. 65).
24One can use Uµ = (1−Φ, vi)/a, valid to the lowest order in velocity and perturbations, with the understanding
that vi = dxi/dη. In this paper, by relativistic effects, we are generally interested in effects on super-Hubble scales
as opposed to effects associated with high peculiar velocities.
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One could set −ρ¯′/ρ¯ = 3H for ρ¯ that redshifts like pressureless matter, but we will keep the discussion
general. The generalization to the galaxy density fluctuation δg (or the fluctuation of any component) is
immediate:
∆δg = ∆nl.δg +∆lin.δg , ∆nl.δg = −ξ0
ρ¯′g
ρ¯g
, ∆lin.δg = −ξµ∂µδg − ξ0
ρ¯′g
ρ¯g
δg , (68)
where ρ¯g is the mean galaxy number density. In both cases, the linear part of the transformations would
resemble more what one expects for a scalar if we consider δρ = ρ¯δ instead of δ:
∆nl.δρ = −ξ0ρ¯′ , ∆lin.δρ = −ξµ∂µδρ . (69)
3.2 Scalar Consistency Relations
Let us first derive the consistency relations that involve only scalar modes, i.e. where only scalar modes
are nonlinearly generated. Recall from §3.1 that the scalar symmetries take the form:
ξ0 = ξ0add. , ξ
i = ξiunit. + ξ
i
add. , (70)
with ξiunit. and ξ
µ
add. satisfying:
∂iξ
j
unit. + ∂jξ
i
unit. −
2
3
δij∂kξ
k
unit. = 0 , (71)
ξ0add. = −
1
3c
D′∂iξ
i
unit. , ξ
i
add. =
1
c
D∇2ξiunit. , (72)
where D is the linear growth factor obeying D′′ + 2HD′ − c = 0, with c being a constant.
As discussed before, since the unitary gauge is a complete gauge-fixing for diffeomorphisms that vanish
at spatial infinity, the residual diffeomorphism of interests must be one where ξiunit. does not vanish at
infinity. Following H2K, we can express ξiunit. as a power series:
ξiunit. =
∞∑
n=0
1
(n+ 1)!
Miℓ0...ℓnx
ℓ0 ...xℓn , (73)
where each Miℓ0...ℓn represents a constant coefficient, symmetric in its last n+ 1 indices. As pointed out
by [5, 6], the only scalar symmetries are those associated with n = 0: ξiunit. ∼ x (dilation) and n = 1:
ξiunit. ∼ x2 (special conformal transformation).
3.2.1 The Dilation Consistency Relation
Dilation is described by ξiunit. = λx
i where λ is a constant. Plugging this into Eq. (72) tells us ξ0add. =
−(λ/c)D′ and ξiadd. = 0. In other words, the net residual diffeomorphism in Newtonian gauge is
ξ0 = ǫ , ξi = λxi with ǫ ≡ −λ
c
D′ , (74)
where λ is a constant. This symmetry involves a spatial dilation + an accompanying time translation,
with the two related by a differential equation: ǫ′+2Hǫ+λ = 0. We will refer to the resulting consistency
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relation simply as the dilation consistency relation, even though the symmetry involves more than spatial
dilation. To deduce the associated consistency relation, we employ Eq. (22). Two pieces of information
are needed to use it. One is the nonlinear shift of π in Fourier space, obtained by taking the Fourier
transform of Eq. (65):
∆nl.π
∗
~q = (2π)
3δD(~q) ǫ . (75)
The other piece of information we need is the linear transformation of the high momentum observable(s).
Here, let us use the density fluctuation δ~k as the observable at high momentum. By a Fourier transform
of Eq. (67), we find
∆lin.δ~k =
[
−ǫ
(
ρ¯′
ρ¯
+ ∂η
)
+ λ(3 + ~k · ∂~k)
]
δ~k . (76)
Plugging these two pieces into the master equation (22), we see that
lim
~q→0
〈π~qδ~k1 ...δ~kN 〉c
Pπ(q)
ǫ(η) =
N∑
a=1
[
−ǫ(ηa)
(
ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)
+ λ
(
3 + ~ka · ∂~ka
)]
〈δ~k1 ...δ~kN 〉
c , (77)
where the time-dependence should be understood as follows: the soft ~q mode is evaluated at time η, while
the hard mode ~ka is evaluated at time ηa, meaning each hard mode can be at a different time. This is
why the ǫ on the left is at time η – it is associated with the nonlinear shift in π and therefore the soft
mode – and the ǫ’s on the right are evaluated at the respective ηa, since each is associated with the linear
transformation of the corresponding hard mode.
The connected N- and (N+1)-point functions on both sides contain the momentum conserving delta
function. Its removal requires some care since the derivatives with respect to momentum on the right
hand side act on the delta function:
N∑
a=1
~ka · ∂~kaδD(~k1 + ...+ ~kN ) = −3δD(~k1 + ...+ ~kN ) , (78)
which can be established by rewriting the delta function as (2π)−3
∫
d3x ei(
~k1+...+~kN)·~x, and integrating by
parts. Thus, removing the delta function on both sides, with 〈...〉c′ representing the connected correlation
function without δD, we have
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lim
~q→0
〈π~qδ~k1 ...δ~kN 〉
c′
Pπ(q)
ǫ(η) =
(
3λ(N − 1) +
N∑
a=1
[
−ǫ(ηa)
(
ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)
+ λ~ka · ∂~ka
])
〈δ~k1 ...δ~kN 〉
c′ , (79)
with the understanding that ǫ and (the constant) λ are related by Eq. (74), and where the N-point
function depends on the time associated with each of the N modes. Using the relation, we can rewrite
the dilation consistency relation as
lim
~q→0
〈π~qδ~k1 ...δ~kN 〉
c′
Pπ(q)
= −
(
3c
D′(η)
(N − 1) +
N∑
a=1
[
D′(ηa)
D′(η)
(
ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)
+
c
D′(η)
~ka · ∂~ka
])
〈δ~k1 ...δ~kN 〉
c′ , (80)
25 Note that 〈δ~k1 ...δ~kN 〉c
′
should be understood to be a function of only N − 1 momenta. For instance, we
can think of ~kN = −~k1 − ~k2... − ~kN . Thus the derivative ∂~kN , keeping ~k1, ..., ~kN−1 fixed, vanishes. This point is
particularly important for the higher consistency relations. See [11].
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with the understanding that c = D′′ + 2HD′ is a constant. It is trivial to generalize the consistency
relation by changing the hard modes from δ for the mass density to δg for the galaxy density: simply
change the mean mass density ρ¯ on the right hand side to the mean galaxy number density ρ¯g . This
consistency relation can be further rewritten in different forms. We will postpone this discussion until
after we discuss the special conformal consistency relation.
3.2.2 The Special Conformal Consistency Relation – Containing the Newtonian
Translation Consistency Relation
Next, we consider the special conformal transformation: ξiunit. = 2
~b · ~xxi − bi~x · ~x, where ~b is a constant
vector. Plugging this into Eq. (72), we see that the requisite accompanying diffeomorphism is: ξ0add. =
−(2/c)D′~b · ~x and ξiadd. = −(2/c)Dbi. Putting everything together, we see that the symmetry is:
ξ0 = ni′ xi , ξi = ni + 2~b · ~x xi − bi ~x · ~x with ni ≡ −2
c
Dbi (81)
where ~b is a constant vector. We refer to the implied consistency relation as the special conformal
consistency relation, even though the full symmetry transformation involves a time diffeomorphism and
a spatial translation in addition to the special conformal transformation – these transformations are
related via ni′′ + 2Hni′ + 2bi = 0. As we will see, the Newtonian translation consistency relation is
contained in here.
Once again, we employ the master equation (Eq. 22), for which we need the nonlinear transformation
of the velocity potential π and the linear transformation of the hard modes – as in the case of dilation, we
choose the observable to be the density fluctuation δ for the hard modes. Under the current symmetry
transformation, we have:
∆nl.π
∗
~q = i~n
′ · ∂~q[(2π)3 δD(~q)] , (82)
∆lin.δ~k = i
[
~n′ · ∂~k
(
ρ¯′
ρ¯
+ ∂η
)
+ ~n · ~k − (6~b · ∂~k + 2bjki∂kj∂ki −~b · ~k∇2k)
]
δ~k . (83)
Substituting the above into Eq. (22), we see that the left hand side (LHS) is
LHS = lim
~q→0
(−i~n′(η)) · ∂~q
[
(2π)3δD(~q + ~k1 + ...+ ~kN )
] 〈π~qδ~k1 ...δ~kN 〉c′
Pπ(q)
−i(2π)3δD(~q + ~k1 + ...+ ~kN )~n′(η) · ∂~q
[〈π~qδ~k1 ...δ~kN 〉c′
Pπ(q)
]
. (84)
The right hand side (RHS) is
RHS =
N∑
a=1
i
[
~n′(ηa) · ∂~ka
(
ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)
+ ~n(ηa) · ~ka − (6~b · ∂~ka + 2b
ikja∂kja∂kia −~b · ~ka∇
2
ka)
]
〈δ~k1 ...δ~kN 〉
c .(85)
23
The connected N-point function 〈δ~k1 ...δ~kN 〉
c contains an overall momentum conserving delta function.
The momentum derivative acts non-trivially on it. To simplify, it is useful to know:
N∑
a=1
(
2bjkia∂kja∂kia −~b · ~ka∇
2
ka
)
δD(~ktot.) = −6~b · ∂~ktot.δD(~ktot.) , (86)
where ~ktot ≡ ~k1 + ... + ~kN , and which can be proved by rewriting the delta function as the spatial
integral of a plane wave. The term
∑
a 6
~b · ∂~kaδD(~ktot.) can be rewritten as 6N~b · ∂~ktot.δD(~ktot.); indeed,
any ∂kiaδD(
~ktot.) can be written as ∂kitot.δD(
~ktot.). Then there are terms that involve one momentum
derivative on the delta function and one momentum derivative on the N-point function:
N∑
a=1
2bikja ∂kja〈δ~k1 ...δ~kN 〉
c′ ∂kiaδD(
~ktot.) + 2b
i∂
kja
δD(~ktot.)
(
kja∂kia〈δ~k1 ...δ~kN 〉
c′ − kia∂kja〈δ~k1 ...δ~kN 〉
c′
)
=
[
2~b · ∂~ktot.δD(~ktot.)
] N∑
a=1
~ka · ∂~ka〈δ~k1 ...δ~kN 〉
c′ , (87)
where we have used rotational invariance of the N-point function to remove the last two terms on the
first line. With this understanding, Eq. (85) can be expressed as
RHS = −i
[
∂kitot.(2π)
3δD(~ktot.)
][
6bi(N − 1) +
N∑
a=1
(
−ni′(ηa)
(
ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)
+ 2bi~ka · ∂~ka
)]
〈δ~k1 ...δ~kN 〉
c′
−i(2π)3δD(~ktot.)
N∑
a=1
[
−
(
ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)
~n′(ηa) · ∂~ka − ~n(ηa) · ~ka
+(6~b · ∂~ka + 2b
ikja∂kja∂kia −~b · ~ka∇
2
ka)
]
〈δ~k1 ...δ~kN 〉
c′ , (88)
The first line of the above can be equated with the first line of Eq. (84), since what multiplies the
derivative of the delta function on both sides replicates the dilation consistency relation Eq. (79). Note
that ni and bi are related by Eq. (81). Using this, eliminating the dilation consistency relation from both
sides,26 and removing the delta function, we obtain the special conformal consistency relation:
lim
~q→0
∂qi
[〈π~qδ~k1 ...δ~kN 〉c′
Pπ(q)
]
= −
N∑
a=1
[( ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)
D′(ηa)
D′(η)
∂kia +
D(ηa)
D′(η)
kia
+
c
D′(η)
(
3∂kia + k
j
a∂kja∂kia −
1
2
kia∇2ka
)]
〈δ~k1 ...δ~kN 〉
c′ ,
(89)
with the understanding that c = D′′ + 2HD′ is a constant (Eq. 165). Just as in the case of the dilation
consistency relation, this consistency relation can be easily generalized to the hard modes being the
26This is a general pattern: one can obtain the correct consistency relation for a given symmetry by using the
master equation (22), and simply ignoring the delta functions on both sides. At first sight, this might appear
dangerous as there are derivatives acting on the delta functions, but they invariably multiply consistency relations
from symmetries at the lower levels, and so can be removed.
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galaxy overdensity – changing δ to δg, and changing ρ¯ to ρ¯g. Examining the terms on the right hand
side, we see that in the sub-Hubble limit, i.e. k ≫ H, the term that dominates on the right hand side
is −∑a(D(ηa)/D′(η))kia〈δ~k1 ...δ~kN 〉c′ , reproducing the translation consistency relation (Eq. 30) derived
from the Newtonian equations. We will have more to say about the non-relativistic limit in §3.3.
At the level of the spatial diffeomorphisms, dilation and special conformal transformations exhaust
the list of purely scalar symmetries, since it is only dilation and special conformal transformations that
respect the second expression of Eq. (71) and do not generate vector or tensor modes. It is also worth
noting that the special conformal transformation consistency relation strictly speaking receives (small)
corrections on the right hand side, a point to which we will return (footnote 32).
3.3 Robustness and Limitations of the Consistency Relations - a Rel-
ativistic Perspective and the Newtonian Limit
It is useful to pause, and reflect on the fully relativistic consistency relations derived so far. Some of our
discussions here mirror the earlier ones in the Newtonian context (§2.2), but with a relativistic twist. We
also discuss the issue of taking the Newtonian, i.e. sub-Hubble, limit.
1. Newtonian limit. The special conformal consistency relation Eq. (89) is the relativistic analog of
the Newtonian translation consistency relation Eq. (30). The former reduces to the latter in the sense
that:
lim
~q→0
∂
∂qj
[〈π~qδ~k1 ...δ~kN 〉c′
Pπ(q)
]
= −
N∑
a=1
D(ηa)
D′(η)
kaj 〈δ~k1 ...δ~kN 〉
c′ × (1 +O(H2/k2)) , (90)
where the H2/k2-suppressed terms can be ignored in the sub-Hubble limit. Note that the unsuppressed
(Newtonian) terms are of the order of k
H
〈δ~k1 ...δ~kN 〉
c′ . Similarly, we can think of the dilation consistency
relation Eq. (80) as the relativistic analog of Eq. (28). The dilation consistency relation takes the form:
lim
~q→0
〈π~qδ~k1 ...δ~kN 〉
c′
Pπ(q)
= O
(
k
H〈δ~k1 ...δ~kN 〉
c′
)
×O (H2/k) = O(q kH〈δ~k1 ...δ~kN 〉c′
)
×O(H/k)(H/q) , (91)
which can be compared against q× Eq. (90). We can see that the right hand side of the above expression
is O(H/k)O(H/q) times q× Eq. (90). In the sub-Hubble limit where H is small compared to both q and
k, it is therefore consistent to think of Eq. (91) as vanishing – reducing to Eq. (28).27
2. Combining consistency relations. It is worth pointing out that, just as in the Newtonian case
where Eqs. (28) and (30) can be combined into a single equation (31), the general relativistic dilation
27Eq. (28) was derived using the shift symmetry π → π+ b, where b is a constant. The reader might wonder how
that argument breaks down in the relativistic context. The point is that a constant shift in π has to be accompanied
by a time-dependent shift in Φ (see e.g. Eq. 48). Such a time-dependent shift is not a symmetry of the kinetic
term for the metric once time-derivatives are taken into account, unless coordinates change too. It is interesting
to note that π → π + b/φ¯′ is a symmetry (see Appendix A) because of the shift symmetry in φ; however, this
symmetry does not correspond to the growing mode vacuum and therefore does not lead to a consistency relation.
See Appendix D for a further discussion.
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and special conformal consistency relations can be combined into:
lim
~q→0
〈π~qδ~k1 ...δ~kN 〉c
′
Pπ(q)
= −
( 3c
D′(η)
(N − 1) +
N∑
a=1
[D′(ηa)
D′(η)
(
ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)(
1 + ~q · ∂~ka
)
+
D(ηa)
D′(η)
~q · ~ka
+
c
D′(η)
(
~ka · ∂~ka + 3~q · ∂~ka + q
ikja∂kja∂kia −
1
2
~q · ~ka∇2ka
)])
〈δ~k1 ...δ~kN 〉
c′ ,
(92)
where the constant c = D′′ + 2HD′.
3. Alternative pions. Recall that π, δ and Φ all shift nonlinearly under the symmetries of interest.28
One might wonder whether we could have derived the consistency relation with δ or Φ playing the role
of the pion instead. The answer is affirmative. Let us compare these nonlinear shifts: ∆nl.π = ξ
0,
∆nl.δ = −ξ0ρ¯′/ρ¯, ∆nl.Φ = −ξ0′ − Hξ0. Recalling that ξ0 ∝ D′, we see that ∆nl.δ = −ρ¯′/ρ¯ × ∆nl.π,
and ∆nl.Φ = −(D′′ +HD′)/D′ ×∆nl.π. One can thus run the same arguments as before, and arrive at
essentially the same consistency relation Eq. (92), with the right hand side unaltered, but the left hand
side replaced by
LHS → − ρ¯
′
ρ¯
∣∣∣
η
× lim
~q→0
〈δ~qδ~k1 ...δ~kN 〉
c′
Pδ(q)
, (93)
or
LHS → −D
′′ +HD′
D′
∣∣∣
η
× lim
~q→0
〈Φ~qδ~k1 ...δ~kN 〉
c′
PΦ(q)
. (94)
The consistency relations expressed using π, δ or Φ as the soft pion are all equivalent – with one important
caveat, which is related to the squeezing constraint.
4. Squeezing constraint. The reader might want to consult §2.2 for a parallel discussion of the
squeezing constraint in the Newtonian context. The consistency relation, whether expressed in terms of
π as in Eq. (92), or expressed in terms of δ or Φ as in Eq. (93) or (94), is a statement about the ~q → 0
limit. In the relativistic context, this means, in addition to q ≪ k1, ..., kN , the soft mode should strictly
speaking be super-Hubble, i.e. q < H. On the other hand, in LSS we are typically interested in sub-
Hubble modes, so the question arises: under what conditions does the consistency relation remain valid
when all modes, including the soft one, are sub-Hubble (while maintaining the hierarchy q ≪ k1, ..., kN )?
We show in Appendix C a special fact about the velocity potential π for pressureless matter: it has the
same time dependence ∝ D′ (Eqs. 164 & 165) regardless of whether the wave-mode of interest is inside or
outside the Hubble radius. (When it is outside the Hubble radius, this statement is true throughout the
entire history of the universe; when it is inside the Hubble radius, this statement is strictly true only after
radiation domination.) The consistency relation written in terms of the matter π (92) can therefore be
safely taken inside the Hubble radius, even for the soft mode, since the same diffeomorphism is capable
of generating the correct π regardless of whether it is on super- and sub-Hubble scales. In this limit, we
28We could also discuss the nonlinear shift of δn, which coincides with δ for pressureless matter. (See Appendix
C.)
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recover the Newtonian consistency relation: the term −∑a[D(ηa)/D′(η)]~q · ~ka〈δ~k1 ...δ~kN 〉c′ dominates on
the right hand side.29 Similar statements hold for Φ as the soft pion.
The same is not true for δ (here, we focus on the matter δ as the soft mode): from the continuity
equation (143), it is evident that the time dependence of δ (which is the same as δn for pressureless
matter) depends on whether the wave-mode is inside or outside the Hubble radius. The consistency
relation written using δ as the soft mode takes the form of Eq. (93) only for q < H. If the soft δ mode
is within the horizon, the continuity equation tells us δ~q = q
2(D/D′)π~q, and so the left hand side of the
consistency relation should read:
LHS→ lim
~q→0
q2
D(η)
D′(η)
×
〈δ~qδ~k1 ...δ~kN 〉
c′
Pδ(q)
, (95)
while as discussed above, the right hand side reduces to −∑a[D(ηa)/D′(η)]~q · ~ka〈δ~k1 ...δ~kN 〉c′ . This
reproduces the Newtonian translation consistency relation written in terms of δ~q (Eq. 33). To conclude:
the consistency relation expressed in terms of a soft δ~q takes a different form outside versus inside the
Hubble radius i.e. Eq. (93) versus Eq. (95). The consistency relation expressed using the matter π or Φ
as the soft pion maintains the same form regardless.30
5. The existence of an interesting Newtonian limit. From the discussion above, we see that
the special conformal consistency relation has a non-trivial Newtonian limit (i.e. the right hand side is
non-vanishing), whereas the dilation one does not. What is the underlying reason? From Eq. (72), we
see that for a given unitary-gauge transformation ξiunit., the corresponding residual diffeomorphism in
Newtonian gauge is
ξ0 ∼ H−1∂iξiunit. , ξi ∼ ξiunit. +H−2∇2ξiunit. . (96)
The associated consistency relation, making use of the relation δ~q ∼ q2π~q/H in the sub-Hubble limit, can
be written schematically as:
lim
~q→0
q2
H2
〈δ~qδ~k...〉c
′
Pδ(q)
[
∂iξ
i
unit.
]
q
∼ ([∂iξiunit.]k + ki [ξiunit.]k + kiH−2 [∇2ξiunit.]k) 〈δ~k...〉c′ . (97)
Here, [ ]k denotes the Fourier transform of the quantity of interest at momentum k, with the delta function
removed. For instance, for ξiunit. ∼ xn+1, we have [ξiunit.]k ∼ k−n−1, [∂iξiunit.]k ∼ k−n, [∂iξiunit.]q ∼ q−n,
and [∇2ξiunit.]k ∼ k−n+1. This gives
lim
~q→0
〈δ~qδ~k...〉c
′
Pδ(q)
∼
( q
k
)n(H2
q2
+
k2
q2
)
〈δ~k...〉c
′
. (98)
29There is one subtlety though: for a wave-mode that enters the Hubble radius during radiation domination, its
time-evolution deviates from D′ during part of its history, and so strictly speaking the consistency relation does
not apply if the soft mode belongs to this category. An alternative way to put it is this: when the wave-mode is
within the Hubble radius (or more precisely, within the sound horizon) during radiation domination, neither the
matter nor the radiation moves with a velocity that agrees with D′. A diffeomorphism that obeys the adiabatic
mode conditions (e.g. Eq. 74 for dilation, or Eq. 81 for special conformal transformation) cannot generate the
correct velocity for either component. Even in this case, we expect the consistency relation to still be a good
approximation in the late universe, to the extent that most of the late-time non-Gaussianity is generated after
radiation domination. We thank Paolo Creminelli for discussions on this point.
30Using the baryon π as the soft pion is permissible too, as long as one stays above the Jeans scale.
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In the sub-Hubble (and squeezed) limit where H ≪ q ≪ k, this suggests we have the dimensionless
ratio 〈δ~qδ~k...〉c
′
/(Pδ(q)〈δ~k...〉c
′
) ∼ (q/k)n(k/q)2. For n = 1, the special conformal case, this reproduces
correctly the Newtonian translation consistency relation. For n = 0, the dilation case, this does not
work. The reason is that the k2/q2 term in Eq. (98), which is the dominant term in the sub-Hubble limit,
originates from ∇2ξiunit., which vanishes for the dilation ξiunit. = λxi. Our na¨ıve power-counting argument
also suggests there could be additional n > 1 consistency relations that are non-trivial in the Newtonian
limit. As we will see in the next section, the n > 1 consistency relations generally involve tensors, which
complicates taking the squeezed mode to within the Hubble radius.
Let us close this section by emphasizing the robustness of the consistency relations. As in the
Newtonian derivation, the general relativistic derivation makes no assumptions about the dynamics of
the hard modes – all we need to know is how they transform under diffeomorphisms. Thus, we expect the
consistency relations to hold even for nonlinear, or astrophysically messy, hard modes (though the right
hand side of the consistency relations might need to be modified depending on exactly how the modes of
interest transform; see comments after Eq. 80 and in footnote 32). Besides the existence of symmetries,
which according to the general relativistic perspective are nothing but residual diffeomorphisms, the two
key assumptions are the same as in the Newtonian derivation: single field initial condition and adiabatic
mode conditions, in particular that all species move with the same velocity in the soft limit.
3.4 Consistency Relations Involving Tensor Modes
In this section, we move beyond dilation and special conformal transformation to discuss residual dif-
feomorphisms that generate tensor modes (with or without accompanying scalar modes). We apply the
same strategy as the one used for the pure scalar symmetries: use the full set of symmetries derived in
the unitary gauge by H2K, and map each to a symmetry in the Newtonian gauge by Eq. (63).
The unitary gauge residual diffeomorphisms can be written as (Eq. 73):
ξiunit. =
∞∑
n=0
1
(n+ 1)!
Miℓ0...ℓnx
ℓ0 ...xℓn , (99)
where the constant coefficients M satisfy:
Miℓℓℓ2···ℓn = −
1
3
Mℓiℓℓ2···ℓn . (100)
This condition is derived by substituting the power series into Eq. (57): ∇2ξiunit. + ∂i(∂kξkunit.)/3 = 0.
Note that M by definition is symmetric in its last n + 1 indices. Since we are interested in M that
generates tensor modes (in addition to possibly scalar modes), we should impose an additional adiabatic
transversality condition:
qˆi
[
Mij···(qˆ) +Mji···(qˆ)− 2
3
Mkk···(qˆ)δij
]
= 0 . (101)
This condition can be understood as enforcing that the tensor generated by our diffeomorphism be
extensible to the ~q → 0 limit of a transverse physical tensor mode. Imagine an M that is nearly constant
but tapers off to zero at sufficiently large x: while a constant M yields (derivatives of) a delta function
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peaked at ~q = 0 in Fourier space, a tapering M yields a smoothed-out version thereof. A tensor mode at
a small but finite momentum should be transverse to its own momentum. We demand that even as we
take the ~q = 0 limit (allowing the tapering of M to occur at larger and larger distances), transversality
continues to hold, keeping the direction qˆ fixed. This is the content of Eq. (101). The choice of qˆ is
arbitrary; one could for instance choose it to point in the z direction. In addition, if the diffeomorphism
generates only tensor modes, further conditions on M come from Eq. (58): ∂iξ
i
unit. = 0 & ∇2ξiunit. = 0,
which implies
Mℓℓℓ1ℓ2···ℓn = 0 & Miℓℓℓ2···ℓn = 0 , (102)
i.e. M is traceless over any pairs of indices, which also trivially satisfies Eq. (100).
As discussed in §3.1, for each unitary gauge residual diffeomorphism, there is a corresponding one in
Newtonian gauge:
ξµ = ξµunit. + ξ
µ
add. where ξ
0
add. = −
1
3c
D′∂iξ
i
unit. , ξ
i
add. =
1
c
D∇2ξiunit. , (103)
with D being the linear growth factor and where c is a constant satisfying D′′ + 2HD′ − c = 0. Thus, at
the level n, the Newtonian gauge diffeomorphism is:
ξ0 = − D
′
3cn!
Mℓℓℓ1...ℓnx
ℓ1 ...xℓn , ξi =
1
(n+ 1)!
Miℓ0ℓ1...ℓnx
ℓ0 ...xℓn +
D
c(n− 1)!Miℓℓℓ2...ℓnx
ℓ2 ...xℓn . (104)
This expression holds for all n, with the exception of n = 0, in which case the last term on the right for ξi
is absent. One thing which is immediately clear is that for purely tensor symmetries — diffeomorphisms
that generate only tensor modes — we have ξ0add. = ξ
i
add. = 0, and so they are identical in the unitary
gauge and the Newtonian gauge, as expected. It is worth emphasizing that Eqs. (104) and (100) are
general: they apply to symmetries that generate only scalar modes, or only tensor modes, or both. For
symmetries that generate tensor modes, adiabatic transversality expressed in Eq. (101) is an additional
requirement, and Eq. (102) applies if only tensor modes are generated.
To derive the corresponding consistency relations, we need a master equation analogous to Eq. (22)
but generalized to allow for the possibility of tensor modes:∫
d3q
(2π)3
[〈π~qO~k1 ...O~kN 〉c
Pπ(q)
∆nl.π
∗
~q +
∑
s
〈γs~qO~k1 ...O~kN 〉c
Pγ(q)
∆nl.γ
s
~q
∗
]
= ∆lin.〈O~k1 ...O~kN 〉
c . (105)
Here, the label s denotes one of the two possible tensor polarization states; a given tensor perturbation
γij(~q) can be decomposed as γij(~q) =
∑
s ǫ
s
ij(qˆ)γ
s
~q , where the symmetric traceless polarization tensor
ǫsij(qˆ) obeys qˆ
iǫsij(qˆ) = 0 and ǫ
s
ij(qˆ)ǫ
s′
ij(qˆ)
∗ = 2δss
′
. The tensor power spectrum is defined by 〈γs~qγs
′
~q′ 〉 =
(2π)3δD(~q + ~q
′)δss
′
Pγ(q). Note that
∆nl.γij = −
(
∂iξ
j + ∂jξ
i − 2
3
δij∂kξ
k
)
. (106)
Eq. (105) can alternatively be written as:
∫
d3q
(2π)3
[〈π~qO~k1 ...O~kN 〉c
Pπ(q)
∆nl.π
∗
~q +
1
2
〈γij(~q)O~k1 ...O~kN 〉
c
Pγ(q)
∆nl.γij(~q)
∗
]
= ∆lin.〈O~k1 ...O~kN 〉
c , (107)
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using the fact that ∆nl.γ
s
~q
∗ = ∆nl.γij(~q)
∗ǫsij(qˆ)/2. Let us step through a few low n examples to get a feel
for the kind of consistency relations that arise from these diffeomorphisms. The discussion follows that
of H2K, with suitable deformations to the Newtonian gauge.
For n = 0, Miℓ0 can be written as a trace (dilation), an antisymmetric part (which does not generate
a nonlinear shift in the metric31) and a symmetric traceless part (anisotropic rescaling, which generates
tensor perturbations). Note that n = 0 is a special case, in the sense that the last term of Eq. (104) does
not exist (because ∇2ξiunit. = 0). Focusing on a symmetric traceless Miℓ0 , there are 5 independent compo-
nents. Imposing the adiabatic transversality condition qˆiMiℓ0(qˆ) = 0 reduces the number of independent
tensor modes to 2. Thus, at the level of n = 0, we have one pure scalar and 2 pure tensor symmetries.
It is straightforward to infer the corresponding symmetries in Newtonian gauge: dilation gets deformed
as discussed in §3.2.1; the purely tensor symmetries take exactly the same form in the two gauges. The
n = 0 anisotropic rescaling tensor consistency relation reads:
lim
~q→0
〈γs~q δ~k1 ...δ~kN 〉
c′
Pγ(q)
= −1
2
ǫsij(qˆ)
∗
N∑
a=1
kia∂kja〈δ~k1 ...δ~kN 〉
c′ , (108)
a relation first pointed out by Maldacena [3]. To derive this, we use ∆nl.γiℓ0(~q)
∗ = −2Miℓ0(2π)3δD(~q),
which gives ∆nl.γ
s
~q
∗ = −2(2π)3δD(~q) if we choose Miℓ0 = ǫsiℓ0(qˆ)∗; the linear transformation of δ under
the diffeomorphism ξi =Miℓ0x
ℓ0 is ∆lin.δ~k =Miℓ0k
i∂kℓ0δ~k.
For n = 1, there are 3 purely scalar symmetries (the special conformation transformations) and 4
purely tensor ones. The special conformal transformations correspond to
Miℓ0ℓ1 = 2(b
ℓ1δiℓ0 + b
ℓ0δiℓ1 − biδℓ0ℓ1) . (109)
This is manifestly symmetric between ℓ0 and ℓ1, and satisfies Eq. (100). We see that plugging this into
Eq. (104) reproduces Eq. (81), and thus the special conformal consistency relation of Eq. 89 follows. Each
of the 4 tensor symmetries come from an Miℓ0ℓ1 that is symmetric between ℓ0 and ℓ1, fully traceless over
any pair of indices, and transverse in the sense of Eq. (101). The corresponding n = 1 tensor consistency
relation reads:
lim
~q→0
Miℓ0ℓ1
∂
∂qℓ1
[〈γiℓ0(~q)δ~k1 ...δ~kN 〉c′
Pγ(q)
]
= −Miℓ0ℓ1
N∑
a=1
[
1
2
kia
∂2
∂kℓ0a ∂k
ℓ1
a
]
〈δ~k1 ...δ~kN 〉
c′ , (110)
where the dependence on Miℓ0ℓ1 can be removed by applying suitable projectors (see H2K).
For each n ≥ 2, there are 4 purely tensor symmetries and 2 mixed symmetries where both π and γ
31Such a transformation would correspond to a time-independent rotation. See Appendix D though for the
corresponding decaying mode, which although visible corresponds to a nonstandard choice of initial conditions.
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transform nonlinearly. In general, any n ≥ 0 consistency relation reads:
lim
~q→0
Miℓ0ℓ1...ℓn
∂n
∂qℓ1 ...∂qℓn
[〈γiℓ0(~q)δ~k1 ...δ~kN 〉c′
Pγ(q)
+ δiℓ0
D′(η)
3c
〈π~qδ~k1 ...δ~kN 〉
c′
Pπ(q)
]
=−Miℓ0ℓ1...ℓn
N∑
a=1
[
δiℓ0
∂n
∂kℓ1a ...∂k
ℓn
a
− δiℓ0
δn0
N
+
kia
n+ 1
∂n+1
∂kℓ0a ...∂k
ℓn
a
+ δiℓ0
D(ηa)
′
3c
(
ρ¯′
ρ¯
∣∣∣
ηa
+ ∂ηa
)
∂n
∂kℓ1a ...∂k
ℓn
a
− n
c
δℓ0ℓ1 (D(ηa)−D(η)(1− δn1)) kia
∂n−1
∂kℓ2a ...∂k
ℓn
a
]
〈δ~k1 ...δ~kN 〉
c′ .
(111)
This is our most general result: each Newtonian gauge residual diffeomorphism described by Eq. (104)
gives rise to a consistency relation given by Eq. (111).32 The consistency relations can also be written in
a form in which the matrix M is projected out (see H2K). The familiar dilation and special conformal
consistency relations are contained here and the M ’s in those cases take a form that projects out the
tensor term on the left hand side. Note that the soft modes are assumed to be at time η, while the
hard modes are at time ηa for each momentum ~ka. Purely tensor consistency relations follow from those
M ’s that are fully traceless, hence setting the scalar contributions on the left hand side to be zero (and
zeroing out terms proportional to the Kroenecker delta on the right hand side as well). For n>−2, there
are choices of M (2 for each n ≥ 2) that have a structure that gives both non-vanishing tensor and scalar
contributions on the left hand side. It is worth pointing out that on the right hand side, the first set of
terms (second line) are time-independent; they originate from the unitary gauge diffeomorphisms. 33 The
second set of terms (third line) originate from ξ0add., the additional time diffeomorphism that is necessary
to keep us in Newtonian gauge. Likewise, the last set of terms (fourth line) come from ξiadd., and we have
used the pure tensor consistency relation at level (n− 2) to move the terms proportional to D(η) to the
right hand side.
Let us study the taking of the Newtonian, i.e. sub-Hubble, limit. As explained in §3.3, it is helpful
to rewrite the consistency relations using δ~q ∼ q2π~q/H (the precise relation is δ~q = q2π~qD/D′ for the δ
and π of pressureless matter in the sub-Hubble limit). Recalling that c = D′′ + 2HD′ ∼ H2, we see that
Eq. (111) na¨ıvely has a sub-Hubble limit of the schematic form:
lim
~q→0
{H2
q2
〈γ~qδ~k...〉c
′
Pγ(q)
+
〈δ~qδ~k1 ...〉c
′
Pδ(q)
}
∼
( q
k
)n(H2
q2
+ n
k2
q2
)
〈δ~k...〉c
′
, (112)
32 With the exception of the dilation consistency relation (n = 0 with Miℓ0 ∝ δiℓ0), these consistency relations in
general receive corrections on the right hand side which either involve replacing one of the hard modes by a hard
(scalar or tensor) metric perturbation, or involve higher powers of the metric perturbations. These corrections arise
because the associated diffeomorphisms generally need to be corrected order by order in metric perturbations (H2K,
[16]). What we focus on in this paper are the lowest order terms in the diffeomorphisms (i.e. metric-independent
contributions). Even in the nonlinear regime where density perturbations are large, the metric perturbations are
in general small. Thus, the corrections to the consistency relations are negligible in applications where the hard
modes are density (as opposed to metric) perturbations on sub-Hubble scales.
33The term −δiℓ0δn0/N arises from the removal of delta functions. See H2K for discussion.
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where we have equated ∂q ∼ 1/q and ∂k ∼ 1/k. Of the terms on the right hand side, the term suppressed in
the sub-Hubble limit by (H2/q2) arises from the second and third lines of Eq. (111), and the unsuppressed
term comes from the last line of Eq. (111). It is also worth noting that the unsuppressed term is in general
non-vanishing even if all the hard modes are at the same time, as long as the soft mode is at a different
time; the n = 1 case (that gives rise to the KRPP consistency relation) is an exception rather than the
rule.
At first sight, this suggests there is a non-trivial Newtonian limit for each n > 0, with the n = 1
case (KRPP) being one example. This is not the case because of the presence of tensor modes. In
all n ≥ 2 cases where the diffeomorphism generates a soft scalar, the same diffeomorphism generates a
soft tensor as well. The tensor equation of motion γ′′ij + 2Hγ′ij − ∇2γij = 0 (Eq. 151) tells us that (1)
ignoring ∇2, γij = const. is the growing mode solution (or more properly, the dominant mode solution;
the other mode decays); (2) allowing for a small ∇2, the growing mode tensor solution gets corrected by
a term proportional to D (see Appendix B); (3) when ∇2 is important, the tensor mode oscillates with
an amplitude that decays as 1/a. Cases (1) and (2) pertain to super-Hubble modes while case (3) has to
do with sub-Hubble ones. The purely tensor consistency relations follow from diffeomorphisms that are
time-independent which generate tensor modes of type (1). The mixed scalar-tensor consistency relations
follow from diffeomorphisms that generate tensor modes of type (2) (see footnote 39). In neither case
are we allowed to take the soft tensor mode to within the Hubble radius. This is in contrast with the
purely scalar consistency relations (such as dilation and special conformal transformation), where the
time-dependence of the soft π~q remains the same whether it is outside or inside the Hubble radius. One
might be tempted to say: within the Hubble radius, the tensor mode decays anyway, so why not just
drop the tensor term from the consistency relations? This is not allowed because the tensor mode enters
in both the numerator and denominator of 〈γ~q...〉c′/Pγ(q). In general this ratio is independent of the
amplitude of the tensor mode; the consistency relations express precisely this fact.
4 Discussion
Let us give a summary of our main results.
1. Consistency relations, between a squeezed (N+1)-point function and an N-point function, are a generic
consequence of nonlinearly realized symmetries, which shift the fields of interest by amounts that do not
depend on the fields. They can be thought of as the LSS analogs of soft-pion theorems in particle physics,
with the squeezed (soft) mode playing the role of a soft pion. The master formula for deriving consistency
relations for any such nonlinearly realized symmetries is given in Eq. (22).34
2. In this paper, we focus on nonlinearly realized symmetries that involve a change of coordinates; they
are diffeomorphisms from the point of view of general relativity. These are residual diffeomorphisms
that are allowed even after the usual gauge-fixing; they all share the property that they do not vanish
at spatial infinity. From earlier work in the unitary gauge (or ζ−gauge, where the equal time surface is
chosen to be one where the matter perturbation vanishes, and where for us ‘matter’ means the dark or
pressureless matter), it is known that there is an infinite number of such symmetries, of the schematic
form xi → xi + M ixn+1, where n = 0, 1, 2, ... and the detailed index structures of M i and xn+1 are
34That is for the case of having a single pion; see Eq. (107) for an example that involves two independent soft
pions (the scalar mode and the tensor mode(s)).
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suppressed (H2K). Associated with theses change of coordinates are both linear and nonlinear shifts in
the fields, from which we derive consistency relations. For each n, the consistency relation (in unitary
gauge) takes the schematic form:
lim
~q→0
∂nq
[〈ζ~qO~k1 ...O~kN 〉c′
Pζ(q)
+ Θ(n > 1)
〈γ~qO~k1 ...O~kN 〉
c′
Pγ(q)
]
∼ ∂nk 〈O~k1 ...O~kN 〉
c′ , (113)
where ζ and γ are the (soft) curvature and tensor perturbations, Pζ and Pγ are their respective power
spectra, and O represents some observables of interest at hard momenta ~k1, ...~kN . The correlation
functions are connected and have the overall momentum-conserving delta functions removed. For n ≤ 1,
the tensor term on the left hand side is absent, hence the step function Θ(n > 1).
For LSS applications, especially when one is interested in sub-Hubble scales, it is useful to have the
analogous relations in Newtonian gauge where the matter fluctuations are non-vanishing. We give the
prescription for mapping each unitary gauge symmetry to its Newtonian gauge counterpart. This is given
in Eq. (104). The diffeomorphism becomes x0 → x0 +H−1Mxn and xi → xi +M ixn+1 +H−2M ixn−1,
where some of the suppressed indices of M need to be internally contracted; the factors of H−1 and H−2
are meant to indicate coefficients that are time-dependent, and the powers of Hubble reflect the order of
magnitude of these coefficients. From these diffeomorphisms, the Newtonian gauge consistency relations
read schematically:
lim
~q→0
∂nq
[
H−1
〈π~qO~k1 ...O~kN 〉
c′
Pπ(q)
+ Θ(n > 1)
〈γ~qO~k1 ...O~kN 〉
c′
Pγ(q)
]
∼ [∂nk + nH−2∂n−2k ] 〈O~k1 ...O~kN 〉c′ , (114)
where π~q is the soft velocity potential. The precise form is given in Eq. (111). Because π~q is dimensionful
(velocity vi = ∂iπ), it is useful to rewrite this using the dimensionless δ˜~q ≡ q2π~qD/D′ ∼ q2π~q/H:35
lim
~q→0
∂nq
[
q2H−2
〈δ˜~qO~k1 ...O~kN 〉c
′
Pδ˜(q)
+ Θ(n > 1)
〈γ~qO~k1 ...O~kN 〉c
′
Pγ(q)
]
∼ [∂nk + nH−2∂n−2k ] 〈O~k1 ...O~kN 〉c′ . (115)
Two noteworthy points: first, the right hand side should always be understood to contain corrections
that vanish in the ~q → 0 limit i.e. we expect O(q) corrections to the right; second, it appears that a
non-trivial sub-Hubble limit exists (by sending H →∞) for all n > 0, but there is a subtlety.
3. The subtlety has to do with the adiabatic mode condition. The consistency relations make three
assumptions: the existence of nonlinearly realized symmetries, the single field initial condition, and the
adiabatic mode condition. The last says that the soft mode generated nonlinearly by our symmetry
transformation must satisfy the equation of motion at a low but finite momentum, i.e. the symmetry
generated soft mode must have the correct time dependence to match that of a long wavelength physical
mode. A corollary is that since each of our symmetries is a diffeomorphism, the same diffeomorphism
must generate all the soft modes in the problem. This means that in a universe with multiple particle
species, all the particles must move with the same velocity on large scales, implying that the equivalence
principle is obeyed. (It is worth stressing that the equivalence principle needs to hold only on large
35 We are careful to state this as a definition for δ˜~q – it is equal to what we normally call δ~q the matter density
fluctuation only if ~q is sub-Hubble.
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scales; baryons or galaxies can move differently from dark matter on small scales.) This also means the
sub-Hubble or Newtonian limit must be taken with care. Recall that the general relativistic consistency
relations are strictly speaking ~q → 0 statements, and thus valid for super-Hubble scales q < H. For the
relations to continue to hold even as one takes q > H (keeping k ≫ q of course), the soft mode must
maintain the same time dependence across the Hubble radius. The soft π~q has this property, and can
be safely taken to be sub-Hubble. The same is not true for the soft tensor mode γ~q. Thus, consistency
relations which involve the tensor mode strictly hold only if the soft mode is super-Hubble. It is only in
the special cases of n = 0, 1 (dilation and special conformal transformation) that the tensor term is absent
from the left hand side, and the corresponding purely scalar consistency relations hold even within the
Hubble radius (i.e. for H ≪ q ≪ k). Of these two cases, n = 0 does not give a non-trivial right hand side;
only n = 1 does in the sub-Hubble limit – this gives precisely the Newtonian consistency relation obtained
by KRPP (Eq. 30). In fact, it is worth emphasizing that the KRPP relation as originally expressed (Eq.
33) should be thought of as containing two separate non-relativistic consistency relations: the lack of a
1/q2 pole is the sub-Hubble limit of the dilation relation and the leading 1/q term comes from the special
conformal transformation, which (suitably generalized to Newtonian gauge) reduces to a time-dependent
spatial translation in this limit.
4. The fact that the symmetries of interest are diffeomorphisms, albeit ones that do not vanish at spatial
infinity, suggest the consistency relations are fairly robust: no detailed dynamical assumptions need to
be made about the hard modes, and the only information we need is how they transform. They could
be highly non-perturbative and even astrophysically complex, such as galaxy observables on small scales
(though some care is needed if the hard modes are metric as opposed to density fluctuations, see footnote
32). We demonstrate this in the context of the Newtonian consistency relation by writing down explicitly
a model of galaxy dynamics that allows for galaxy formation, mergers, dynamical friction and so on
(§2.2). From the symmetry standpoint, the key assumption is that the dynamics and formation process
of galaxies be frame invariant, i.e. aside from Hubble friction, the only possible dependence on velocity
arises from gradients thereof or on velocity difference between different species. From the standpoint
of the adiabatic mode condition, the key assumption is that all objects fall in the same way on large
scales. From the practical standpoint, in terms of checking the consistency relation at a small momentum
q (as opposed to a literally vanishing q), it is important to ensure q is sufficiently squeezed such that
the soft modes evolve in a way consistent with the adiabatic mode condition. Checking the consistency
relation observationally will allow us to test some fundamental assumptions in cosmology – in particular
the single-field initial condition and the equivalence principle [18,21].
5. We carry out a perturbative check on the robustness of the Newtonian consistency relation, by
including a galaxy bias at the quadratic level (§2.2). For the consistency relation to hold, we find that
any non-local quadratic bias cannot be too infrared divergent: supposing the galaxy density δg is related
to the mass density δ by δg~k ∼ b[δ~k +
∫
d3k′(2π)−3W (~k′, ~k − ~k′)(δ~k′δ~k−~k′ − 〈δ~k′δ~k−~k′〉)], the quadratic
kernelW (~k′, ~k−~k′) must grow slower than 1/k′ in the small k′ limit (Eq. 46). Thus, a local quadratic bias
whereW is independent of momenta, which is a form of bias commonly invoked, respects the consistency
relation. Interestingly, the one case we know of where a W ∼ 1/k′ behavior occurs is one where galaxies
are born with a velocity bias – which is consistent with our understanding that having a large scale
velocity bias violates the adiabatic mode condition [17]. The consistency relation allows the hard modes
to be astrophysically complex observables such as the galaxy density δg. But the soft mode strictly
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speaking should still be that of the dark (pressureless) matter. On the other hand, from an observational
standpoint, galaxy density is much easier to measure. We show that the soft mode can be a galaxy
observable provided that (1) the consistency relation is corrected by a multiplicative linear bias factor;
(2) the galaxy power spectrum on large scales has a spectral slope of n < 1 (where n ≡ d lnP (q)/d ln q;
see §2.2).
There are a number of outstanding questions for future investigations. The symmetries we are using
are gauge symmetries: why is it that we manage to derive physically relevant statements out of gauge
redundancies? We know consistency relations are not empty statements, because there are models that
violate them, for instance models of inflation that involve multiple fields [4]. The answer presumably has
to do with two aspects of the consistency relations: (1) they make certain physical assumptions about the
initial condition, in particular single field initial condition; (2) while a strictly zero-momentum mode is
unobservable, a soft mode with a small but non-zero momentum is observable, and consistency relations
are ultimately statements about the dominant terms in a correlation function with a soft mode. It would
be useful to clarify the curious role of gauge symmetries in physical statements. Further clarity in the
derivation of the consistency relations is desirable for another reason: we see from our perturbative check
in §2.2 that, even without galaxy bias, the validity of the consistency relations requires the soft power
spectrum to be not too blue (n < 3). Why this should be so is not easy to see from the background
wave argument. Can one see this from other arguments in the literature, such as the operator formalism
(H2K), operator product expansion [8], or the effective action approach [11]?
Lastly, in this paper, we focus exclusively on nonlinearly realized symmetries that originate from
diffeomorphisms. Could the LSS dynamics have other nonlinearly realized symmetries? Recently, it was
pointed out by [22] and [23] that, indeed, further nonlinearly realized symmetries exist, albeit ones that
involve the transformation of parameters as well. Can there be more?
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A A Lagrangian for Fluid with Pressure
In this Appendix, we connect the LSS Lagrangian discussed in §2.3 with a more commonly used fluid
Lagrangian. We will continue to work within the zero vorticity regime. For generalizations to include a
non-vanishing vorticity, see [30]. Let us consider the following action:
S =
∫
d4x
√−g
[
1
2
M2PR+ P(X) + ...
]
, (116)
where the first term is the Einstein-Hilbert action, and P(X) is the fluid action, where P is some function
of X ≡ √−gµν∂µφ∂νφ with φ describing the single degree of freedom of an irrotational fluid.36 The ...
stands for other possible matter or energy content in the universe, i.e. the background expansion need
not be determined solely by the P(X) fluid in question. This is a completely relativistic action, and has
been used by many authors [14, 15]. Our goal here is to take the non-relativistic limit, and connect the
result with the action in §2.3 (Eq. 51).
We assume a metric of the form:
ds2 = a2
[−(1 + 2Φ)dη2 + (1− 2Ψ)d~x2] . (117)
The fluid energy-momentum Tµν can be obtained from the fluid action by
√−gTµν = −2δSfluid/δgµν :
Tµν = 2P,X∂µφ∂νφ+ gµνP (118)
which is the energy-momentum of a perfect fluid, with the 4-velocity Uµ, energy density ρ and pressure
P given by:
Uµ =
−∂µφ√
X
, ρ = 2XP,X − P , P = P . (119)
A fluid with an equation of state P = wρ can be modeled by a P(X) of the form:
P(X) ∝ X 1+w2w . (120)
We are interested in the case of a small w. Let us split φ into a background φ¯(η) and perturbation:
φ = φ¯+ δφ , π ≡ −δφ/φ¯′ , (121)
where we have defined π in terms of the field fluctuation δφ. This definition is consistent with the
interpretation of π as the velocity potential, as can be seen by working out Uµ in terms of φ and equating
Uµ = a−1(1, ~v) i.e. vi = ∇iπ to the lowest order in perturbations. The background φ¯ obeys:
∂η(a
4ρ¯/φ¯′) = 0 , (122)
which implies φ¯′ ∝ a1−3w, using the fact that ρ¯ ∝ a−3(1+w). We denote by X¯ the value of X evaluated
at φ = φ¯. Using the fact that P = wρ, we find 1 + δ = (1 + [δX/X¯ ])(1+w)/2w which implies
2w
1 + w
ln(1 + δ) = ln
(
1 +
δX
X¯
)
(123)
36 The vanishing of vorticity can be expressed covariantly as ǫµνρσuν∂ρuσ = 0.
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Assuming both w and δX/X¯ are small, but without assuming δ is small, we can approximate this by
2w ln(1 + δ) ∼ δX
X¯
. (124)
Let us write out δX/X¯ explicitly in terms of the metric and φ fluctuations:
δX
X¯
= −2
[
Φ+
1
a
(aπ)′ +
1
2
(∇π)2
]
, (125)
where we have approximated φ¯′ ∝ a (for small w), assumed Φ ∼ v2 . π′ ∼ Hπ ≪ 1, and ignored terms
to higher order (we regard Φ2, Φ′ and wΦ as both higher order). Eqs. (124) and (125) combined give:
− w ln(1 + δ) = Φ + 1
a
(aπ)′ +
1
2
(∇π)2 , (126)
Applying the spatial gradient on this equation reproduces the Euler equation in the presence of pressure
(Eq. 41), upon identifying w with c2s, the sound speed squared.
We are interested in rewriting the action in Eq. (116) in terms of the fluctuations. In other words, we
are not so much interested in the background as in the dynamics of the fluctuations. Thus, we ignore the
background term in
√−g[M2PR/2+P(X)]. We also remove (tadpole) terms that are linear in fluctuations
– they only serve to multiply the background equation of motion. Thus, we have (in the sub-Hubble,
non-relativistic limit):
S = SEH + Sfluid
SEH =
∫
d4x a2M2P (∇iΨ∇iΨ− 2∇iΨ∇iΦ)
Sfluid =
∫
d4xwa4ρ¯
[
1 + w
2w
δX
X¯
+
(
δ − 1 + w
2w
δX
X¯
)]
, (127)
where SEH comes from the Einstein-Hilbert action, and Sfluid comes from the fluid part of the action. For
the latter, we have used the fact that P(X) = wρ = wρ¯(1 + δ), and removed the background piece wρ¯.
We add and subtract (1 + w)δX/(2wX¯ ) to facilitate the removal of tadpole terms from expanding out
(1 + δ) = (1 + δX/X¯)1+w/2w. We are to understand the last line as follows: the first (1 + w)δX/(2wX¯ )
should be understood to have the linear fluctuations removed, while the second (1 + w)δX/(2wX¯ ) has
all terms in it.37 The fluid part of S is therefore
Sfluid =
∫
d4x a4ρ¯
[
−1
2
(∇π)2 + F
]
, (128)
where F is
F ≡ w
(
δ − 1
2w
δX
X¯
)
, (129)
37The determinant
√−g contains terms of order Φ and Φ2. Terms of order Φ multiplying the background are
removed as tadpoles. Surviving terms can be seen to multiply at least one factor of w or of v2 ∼ Φ (the latter with
no compensating 1/w), and so are small compared to what we keep (which are or order v2 or v2(v2/w)).
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with δ and δX understood to be expressible in terms of Φ and π using Eqs. (124) and (125). We have
already verified that the Euler equation with pressure holds (Eq. 126) – from the point of view of the
action Sfluid, this merely serves as a definition for δ. Let us verify we obtain the Poisson and continuity
equations by varying the action. First, we see that Ψ can be integrated out by setting Ψ = Φ. In other
words, let us work with the action:
S =
∫
d4x
{
−a2M2P (∇Φ)2 + a4ρ¯
[
−1
2
(∇π)2 + F
]}
. (130)
The variation ∆F when we vary Φ, using Eqs. (124) and (125), is
∆F =
1
2
∆δX
X¯
δ = −δ∆Φ , (131)
giving us
∆S =
∫
d4x [2a2M2P∇2Φ− a4ρ¯δ]∆Φ , (132)
and therefore the Poisson equation. This assumes that the only fluctuations sourcing Φ is from the P(X)
fluid, which of course can be relaxed. The π equation of motion, on the other hand, follows from
∆F =
1
2
∆δX
X¯
δ = −
[
1
a
(a∆π)′ +∇iπ∇∆π
]
δ , (133)
which together with the variation ∆
(−12(∇π)2) gives us the continuity equation δ′+∇i[(1+ δ)∇iπ] = 0.
The action in Eq. (128) is a bit hard to use, because F involves a fairly nonlinear function of the
fields. There are two possible simplifications.
We are interested in the w → 0 limit. Keeping δ finite, Eq. (126) tells us
Φ = −1
a
[
(aπ)′ +
1
2
a(∇π)2
]
(134)
which is just the pressureless Euler equation again. Sending F → 0, and substituting the above into Eq.
(130), we obtain:
S = −
∫
d4x
[
1
2
ρ¯a4(∇π)2 +M2P
(
∇
[
(aπ)′ +
1
2
a(∇π)2
])2 ]
(135)
reproducing Eq. (51) that we wrote down in §2.3. This justifies the normalization and sign that was
adopted there.
The other possible simplification is to expand out (1 + δ) = (1 + δX/X¯)1+w/2w to second order in
δX/X¯ . We have resisted doing so earlier, because doing so effectively assumes δX/X¯ is parametrically
smaller than w (which is itself small). This is equivalent to assuming small δ, something we might not
want to impose. It is nonetheless instructive to see what results:
S =
∫
d4x
{
−a2M2P (∇Φ)2 +
1
2
a4ρ¯
[
−(∇π)2 + c−2s
(
1
a
(aπ)′ +Φ+
1
2
(∇π)2
)2]}
, (136)
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where we have set w = c2s. In the context of this action, we treat δ as defined by:
− c2sδ = Φ+
1
a
(aπ)′ +
1
2
(∇π)2 . (137)
Notice how this differs from Eq. (126) in replacing ln (1 + δ) by δ on the left hand side. The reason for
this definition is so that the Φ equation of motion gives the Poisson equation as usual. The π equation
of motion can be seen to give the continuity equation. In other words, the full set of equations in this
system are:
δ′ +∇i[(1 + δ)vi] = 0 , v′i + vj∇jvi +Hvi = −∇iΦ− c2s∇iδ , ∇2Φ = 4πGρ¯a2δ . (138)
This is the set of equations one expects for a fluid with pressure, except the pressure term in the Euler
equation is slightly modified from the non-perturbative one displayed in Eq. (41). Aside from this
modification, this system of equations has the correct nonlinear structure. In particular, on length scales
above the Jeans scale i.e. k < kJ where k
2
J ≡ a2ρ¯/(2M2P c2s), one can ignore the pressure term, and the
system reduces exactly to the standard pressureless LSS equations (Eq. 9). A useful feature of the action
in Eq. (136) is that it shows clearly π has a kinetic term of the correct sign.
To summarize, the fluid action Eq. (130) gives the exact nonlinear equations for the perturbations of
a fluid with pressure in the Newtonian limit. It simplifies in the zero-pressure limit to the action in Eq.
(51), which gives the exact nonlinear equations for a pressureless fluid. It can be approximated by the
action in Eq. (136) which gives a linearized pressure term for the Euler equation, but otherwise retains
the full nonlinear structure of the exact theory.
B Derivation of the General Relativistic Adiabatic Mode
Conditions in Newtonian Gauge
In this Appendix, we derive the adiabatic mode conditions appropriate for the Newtonian gauge, and
derive the additional diffeomorphism laid out in Eq. (61).
For the purpose of deriving consistency relations, it is important that the modes generated nonlinearly
by the symmetries be the low momentum limit of actual physical modes, i.e. they must obey adiabatic
mode conditions (see §2.2). For the low momentum modes (and for them only), it is sufficient to consider
the linearized Einstein equations, and study the time-dependence they imply for the perturbations. The
linearized Einstein equations in Newtonian gauge are:
−1
2
δG00 = −4πGδT 00 → ∇2Ψ− 3H(Ψ′ +HΦ) = 4πGa2
∑
(ρ− ρ¯) , (139)
1
2
δG0i = 4πGδT
0
i → −∂i (Ψ′ +HΦ) + 1
4
∇2Si = 4πGa2
∑
(ρ¯+ P¯ )(vi + Si) , (140)
1
6
δGkk =
4π
3
GδT kk → Ψ′′ +H(Φ′ + 2Ψ′) + (2H′ +H2)Φ− 1
3
∇2(Ψ− Φ) = 4πGa2
∑
(P − P¯ ), (141)
δGij − 1
3
δijδG
k
k = 8πG
(
δT ij − 1
3
δijδT
k
k
)
→(
∂i∂j − δij
3
∇2
)
(Ψ− Φ)− (∂0 + 2H)∂(iSj) + (∂20 + 2H∂0 −∇2)
γij
2
= 8πG
(
δT ij − 1
3
δijδT
k
k
)
. (142)
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We have allowed the possibility that there might be multiple fluid components present (for instance dark
matter, baryons, radiation, etc.), hence the summation on the right hand side, though we suppress the
label for each component. Also useful are the linearized conservation equations, assuming each fluid is
individually conserved. The continuity equation for each fluid component is
δ′n + ∂ivi = 3Ψ
′ , (143)
where δn is related to the density fluctuation δ ≡ (ρ − ρ¯)/ρ¯ by (1 + w)δn = δ, with w = P/ρ being the
equation of state parameter of the fluid component of interest. This definition of δn is motivated by the
fact that ρ¯ ∝ a−3(1+w), and so it is ρ¯[1/(1+w)] that redshifts like a−3, i.e. one can think of n ≡ ρ[1/(1+w)] as
the “number” density, and of δn as its fractional (small) fluctuation (for instance, for w = 1/3, n would
be the number density of photons). In deriving Eq. (143), it is useful to know H2−H′ = 4πGa2∑(ρ¯+P¯ ).
Note also that, in an analogous manner to Eq. (67):
∆nl.δn = 3Hξ0 . (144)
The relativistic Euler equation for each component is:
(vi + Si)
′ + (1− 3w)H(vi + Si) = −∂iΦ−w∂iδn , (145)
where we have assumed the fourth Einstein equation has a vanishing source.38 Decomposing this last
equation into scalar, vector and tensor parts, we have(
∂i∂j − δij
3
∇2
)
(Ψ− Φ) = 0 , (146)
(∂0 + 2H)∂(iSj) = 0 , (147)
(∂20 + 2H∂0 −∇2)γij = 0 . (148)
Following Weinberg [25], we demand that the (nonlinear part of the) symmetry-generated perturba-
tions, as described in §3.1), solve the Einstein equations in a non-trivial way, that is, in a way that works
even if we deform those perturbations slightly away from the zero momentum q = 0 limit. (See Eq. 14
for the Newtonian analog of this statement.) For scalar fluctuations, we therefore insist:
scalar adiabatic mode condition : Ψ = Φ , −(Ψ′ +HΦ) = 4πGa2
∑
(ρ¯+ P¯ )π , (149)
which comes from removing spatial gradients from Eq. (146) and the scalar part of Eq. (140). Similarly,
the vector adiabatic mode conditions are (if vector modes are present):
vector adiabatic mode condition : (∂0 + 2H)Si = 0 , (v⊥i + Si)′ + (1− 3w)H(v⊥i + Si) = 0 , (150)
which comes from Eq. (147) and the transverse component of Eq. (145) (v⊥i is the transverse part of the
velocity vi, i.e. the vorticity component). Note how the vector modes have only a single solution, which
38This does not strictly hold if for instance the fluid is made out of a collection of relativistic particles, but it is
a reasonably good approximation in LSS. In essence, we assume Φ = Ψ, and (a2Si)
′ = 0.
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decays. Since single field inflation cannot generate vector modes, we will not consider them further here.
The tensor adiabatic mode condition is simply the tensor equation of motion (148):
tensor adiabatic mode condition : γ′′ij + 2Hγ′ij −∇2γij = 0 . (151)
Note that we do not wish to simply set the gradient to zero, because we are interested in diffeomorphisms
generating a γij that is the soft limit of a finite momentum physical mode.
Applying the above conditions to the (nonlinear part of the) symmetry-generated perturbations (Eqs.
60 and 65), we obtain:
ξ0′ + 2Hξ0 + 1
3
∂iξ
i = 0 , ∂iξ
i′ = 0 , γij = −
(
∂iξ
j + ∂jξ
i − 2
3
δij∂kξ
k
)
. (152)
The first equality enforces Φ = Ψ. The second equality enforces the second part of the scalar adiabatic
mode condition, with the understanding that in the soft limit, all fluid components share the same
velocity perturbation π. The third equality equates the tensor mode with the traceless part of the spatial
metric generated by the diffeomorphism – this holds only if a certain gauge condition is satisfied such
that the scalar contribution to the spatial metric resides entirely in its trace (see below). As far as the
adiabatic mode condition is concerned, the important point is that γij defined this way satisfies the tensor
equation of motion (151). These three expressions constitute the adiabatic mode conditions on residual
diffeomorphisms in Newtonian gauge. For a diffeomorphism to respect the Newtonian gauge, it must
satisfy
∂iξ
0 = ∂0ξ
i , ∇2ξi + 1
3
∂i(∂kξ
k) = 0 (153)
such that ∆nlg0i = 0 and the traceless part of ∆nlgij is transverse (see Eq. 60).
As discussed in §3.1, one way to organize the set of Newtonian-gauge diffeomorphisms that satisfy Eqs.
(152) and (153) is to relate each such diffeomorphism to a corresponding known residual diffeomorphism
in the unitary gauge ξunit. (Eq. 63):
ξ0 = ξ0add. , ξ
i = ξiunit. + ξ
i
add. , (154)
where the time-independent ξiunit. is supplemented by a time- and space- diffeomorphism ξ
0
add., ξ
i
add.. The
time-independent unitary-gauge diffeomorphism ξiunit. satisfies Eq. (57). Comparing this with Eq. (153),
we see that ξiadd. itself must satisfy the same: ∇2ξiadd. + ∂i(∂kξkadd.)/3 = 0. For this reason, we might as
well absorb any time-independent part of ξiadd. into the definition of ξ
i
unit.. From the second condition in
Eq. (152), we see that ∂iξ
i
add must be independent of time. Suppose it is equal to some function f(x).
One can express ξiadd. as a gradient and a curl (plus possibly some function that depends only on time).
The divergence of the gradient is what matches up with f(x), i.e. the gradient part is time-independent,
and so by definition, it should have been absorbed into ξunit. already. Thus, we can set f(x) = 0 and we
can assume ∂iξ
i
add. = 0 without loss of generality. The first condition of Eq. (152) thus tells us
ξ0add.
′ + 2Hξ0add. +
1
3
∂iξ
i
unit. = 0 (155)
Recall from Eq. (65) that ∆nl.π = ξ
0 = ξ0add.. From Appendix C, we see that π in the soft limit has the
time dependence of D′ where D(η) is the linear growth factor satisfying:
D′′ + 2HD′ − c = 0 (156)
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where c is a constant. Comparing this against Eq. (155) and keeping only the growing solution, we see
that
ξ0add. = −
1
3c
D′∂iξ
i
unit. , (157)
confirming the time-diffeomorphism of Eq. (61). We can then solve for ξiadd. from the first expression of
Eq. (153) which tells us ∂iξ
0
add. = ∂0ξ
i
add., i.e.
ξiadd. = −
1
3c
D∂i(∂kξ
k
unit.) =
1
c
D∇2ξiunit. , (158)
where the second equality follows from Eq. (57). This confirms the space-diffeomorphism of Eq. (61). As a
self-consistency check, one can see that Eq. (57) also implies that ∂iξ
i
add. = 0. Lastly, it can also be checked
that the tensor mode created by this diffeomorphism (the third expression of Eq. 152) obeys the tensor
equation of motion. To see this, it is useful to note that because ξiunit. satisfies ∇2ξiunit.+∂i(∂kξkunit.)/3 = 0,
we also know ∇2∂kξkunit. = 0, ∇2∂iξjunit. = −∂i∂j∂kξkunit./3, and ∇2∇2∂iξjunit. = 0.39 It is worth noting
that for pure tensor symmetries, where ∂iξ
i
unit = 0, both ξ
0
add. and ξ
i
add. vanish, and so the pure tensor
symmetries coincide in the Newtonian gauge and unitary gauge, as they should.
C Derivation of the General Relativistic Velocity Equa-
tion
Our goal in this Appendix is to derive the following equation for the velocity potential π:
(π′ + 2Hπ − C)′ − 3wH(π′ + 2Hπ − C) = w(g′ +Hg)− (1 + 3w)
[
(H2 −H′)π − 4πGa2
∑
(ρ¯+ P¯ )π
]
, (159)
where g ≡ ∫ dη∇2π, and C is a constant in time but not space (determined by initial conditions). Here,
π refers to the velocity potential of some particular fluid component of interest with an equation of state
parameter w – except in the very last term where
∑
(ρ¯+ P¯ )π refers to a sum over all fluid components.
We will use this equation to deduce useful statements about the time-dependence of π in the soft limit.
The continuity equation (143) can be integrated once to obtain:
δn = 3(Ψ + C)− g , g ≡
∫
dη∇2π , (160)
where C denotes some integration constant – independent of time, but dependent on space in general.
This can be substituted into (the scalar part of) the relativistic Euler equation (145) and integrated once
to give
π′ +H(1− 3w)π = −(1 + 3w)Ψ − 3wC + wg . (161)
39 In other words, the combined action of ξiunit. + ξ
i
add. generates a tensor mode of the form γij = [1 +
(D/c)∇2]γijunit. where γijunit. is the tensor mode generated by the time-independent unitary diffeomorphism
alone. That the constant tensor (growing) mode gets corrected at finite momentum by a term proportional to
momentum squared should not be surprising. The time dependence can also be checked explicitly by solving the
tensor equation of motion in the small but finite momentum limit.
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On the other hand, (the scalar part of) the δG0i equation (140) can be integrated once to obtain
− (Ψ′ +HΨ) = 4πGa2
∑
(ρ¯+ P¯ )π , (162)
where we have assumed Ψ = Φ. One can solve for Ψ from Eq. (161), substitute the result into Eq. (162),
and subtract from both sides (H2 − H′)π. This gives Eq. (159). Note that in this derivation, we have
not thrown away any gradient terms, i.e. we have not made any super-Hubble approximation.
Equation (159) simplifies if π happens to be the same for all fluid components, in which case what
appears within the square brackets [ ] sums to zero, by virtue of H2 − H′ = 4πGa2∑(ρ¯ + P¯ ). This
happens, for instance, if we work on super-Hubble scales and assume adiabatic initial conditions. One
can check that this is a self-consistent solution on super-Hubble scales, and assuming all fluid components
move with the same π, the entire right hand side of Eq. (159) vanishes, implying:
π′ + 2Hπ −C ∝ a3w . (163)
This suggests different fluid components (with different w’s) evolve differently, unless the proportionality
constant is in fact zero, i.e.
π′ + 2Hπ − C = 0 . (164)
With this choice of the initial condition, it is thus consistent to have the same π for all fluid components
on super-Hubble scales. Interestingly, for pressureless matter (w = 0), Eq. (164) holds even on sub-
Hubble (but linear) scales, after radiation domination. This can be seen by setting w = 0 in Eq. (159),
and noting that during matter or cosmological constant domination, the terms within the square brackets
[ ] still sum to zero. This means that for a wave-mode (of pressureless matter) that enters the Hubble
radius after radiation domination, Eq. (164) holds for its entire history. For a wave-mode that enters the
Hubble radius before matter domination, however, Eq. (164) does not hold in the intermediate period
when the mode is within the Hubble radius during the radiation dominated phase.40
As we see in §3.2, the fact that Eq. (164) holds for pressureless matter both inside and outside the
Hubble radius (as long as the wave-mode of interest crosses the Hubble radius after radiation domination)
enables us to have interesting consistency relations in the Newtonian limit. It is also worth noting that
since ∂iπ describes the dark matter velocity on all (linear) scales, including sub-Hubble ones, where we
know the velocity scales with time as D′ (D being the linear growth factor), we expect
D′′ + 2HD′ − c = 0 , (165)
where c is some constant whose normalization is arbitrary – its normalization is tied to the normalization
of the growth factor D. That this relation holds for the Newtonian growth factor in a matter dominated
universe is easy to check: D ∝ a. That this is true for more general cases is less familiar. Let us check
this for a universe with a cosmological constant.
For a flat universe with pressureless matter and a cosmological constant, the linear growth factor can
be written in closed form [32]:
D =
5Ω0m
2
H(a)
H0
∫ a
0
da˜
(a˜H(a˜)/H0)3
, (166)
40 It is worth pointing out that Eq. (164), when substituted into Eq. (161) gives Ψ = −(π′+Hπ) – this holds as
long as the wg term can be ignored, which can be justified either for super-Hubble scales, or for w = 0.
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where Ω0m is the matter density today, H0 is the Hubble constant today, and the normalization is chosen
such that D equals the scale factor a in the early universe. Note that H = a′/a2 whereas H = a′/a.
Let us rewrite what we want to show, Eq. (165), as follows:
H
d
da
(
a4H
dD
da
)
= c . (167)
First, note that
d
da
(
H
H0
)
= −3Ω
0
m
2a4
H0
H
. (168)
We can therefore work out:
dD
da
= −3Ω
0
m
2a4
H0
H
5Ω0m
2
∫ a
0
da˜
(a˜H(a˜)/H0)3
+
5Ω0m
2
H20
a3H2
. (169)
Therefore,
d
da
(
a4H
dD
da
)
=
5Ω0m
2
H20
H
, (170)
implying the desired result Eq. (167).
D Decaying Modes and Vector Symmetries
At several places in our discussion we have omitted the second solution to the scalar and tensor equations
of motion, which decays at late times. It is worth discussing the decaying solution in a little more detail,
both for completeness and because the reasons for ignoring it are slightly subtle.
The decaying solution arises at the linearized level because both the scalar and tensor equations of
motion for the linearized modes (Eq. 13 or Eq. 165, and 151) are second order. In particular, we note that
Eq. 165 for the linear growth factor D(η) can allow for a decaying piece D′ ∝ 1/a2 which is independent
of c as well as the strictly growing piece (which does depend on having c 6= 0, and which is what is usually
meant by the linear growth factor). The decaying piece corresponds to varying the lower limit of the
integral in Eq. 166, which is arbitrary. It is straightforward to check that this solution gives the correct
decaying solution δ ∝ H/a for Eq. 13 in the Newtonian limit, using the helpful lemma
H′ −H2 = −4πGNa2Σ(ρ¯+ P¯ ) = −4πGN ρ¯matter ∝ 1
a2
(171)
in a ΛCDM universe. From Eq. 155, the most general diffeomorphism ξ0add., ξ
i
unit. + ξ
i
add. involving scalar
and tensor modes allowed by the adiabatic mode conditions includes the decaying piece
ξ0add.,decay =
d(x)
a2
, ξiadd.,decay =
∫ η ∂id(x)
a2
(172)
where d(x) is harmonic because of Eqs. (152) and (153). It is straightforward to check that this satisfies
the tensor equation 151 in the super-Hubble limit as well.
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Note that the decaying mode is independent of the time-independent (growing mode) unitary trans-
formation, and so the diffeomorphism corresponding to a decaying mode is a separate symmetry. We can
Taylor expand as in §3.4 to write the most general decaying symmetries as
ξ0decay =
1
n!
1
a2
Mℓℓℓ1···ℓnx
ℓ1 · · · xℓn , ξidecay =
1
(n− 1)!
∫ η 1
a2
M iℓℓℓ2···ℓnx
ℓ2 · · · xℓn . (173)
for (n>−1), where the M ’s are constant and obey the usual transversality and adiabatic transversality
conditions.
Can we derive consistency relations for the decaying modes using these symmetries, using Eq. 22 or
its generalization Eq. 105? We argue that the answer is no, though it is not enough to say that these
simply decay away. Rather, keeping the decaying modes would correspond to a nonstandard choice of
the initial vacuum state in the far past: if the decaying mode is not set to zero the energy associated
with these modes (the scalar part of the action scales like ρa4 ∼ a2(∇Φ)2 ∼ H2/a2) becomes divergent
at early times. Had we chosen to ignore this problem and work within the putative vacuum containing
only decaying modes, we could have, in which case the lack of the time-dependent piece would make our
consistency relations look slightly different from Eq. 111. Note that it is not true that the consistency
relations should vanish in this case because the modes decay at late times: this is because the consistency
relation is a ratio between the (N+1)-pt function and the power spectrum, both of which decay, but the
ratio on the right hand side does not.
For the sake of completeness, we discuss the case where the symmetries may involve vector modes –
unlike the scalars and tensors, these have only a decaying solution. The condition
∇2ξi + 1
3
∂i(∂jξ
j) = 0. (174)
on the spatial part of the diffeomorphism will still be obeyed, but the condition ∂0ξ
i = ∂iξ
0 will be
violated and replaced by the weaker condition
∇2ξ0 = ∂0∂iξi = 0. (175)
where in the second equality we have made use of the second equation in Eq. 152. Using the vector
adiabatic mode conditions (Eq. 150) we have
(∂iξ
0 − ∂0ξi)vec. = ξ¯
i
a2
, (∂iξ
0)vec. ∝ 1
a
(176)
where ξ¯i is transverse and time-independent. The second of these conditions is clearly incompatible with
the first condition in Eq. 152:
ξ0
′
+ 2Hξ0 + 1
3
∂iξ
i = 0, (177)
unless (∂iξ
0)vec. vanishes, and so the vector part of the symmetry will be ξ¯
i
∫ dη
a2
⊂ ξi. We can Taylor
expand
ξ¯i =
∑ 1
(n+ 1)!
M¯ iℓ0ℓ1···ℓnx
ℓ0 · · · xℓn (178)
The M¯ ’s are completely traceless, and the obey the usual tensor transversality conditions Eqs. 100, 101
as well, so these are vector-tensor symmetries. Note that they obey the tensor equation of motion Eq.
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151 on superhorizon scales, though they correspond to the decaying mode solution. For n>−1 there will
be 4 such symmetries at each level. For n = 0, there are additional symmetries where with M¯iℓ0 is
antisymmetric in the indices; these correspond to time-dependent rotations.41 They will obey the further
adiabatic transversality condition
qˆi(M¯iℓ0(qˆ)− M¯ℓ0i) = 0 (179)
which will reduce the number of allowed polarizations from 3 to 2. Since a localized rotation necessarily
involves shearing, we need this condition to enforce transversality in addition to the antisymmetric tensor
structure.
To summarize, at n = 0 there are two purely vector symmetries, and for n>−1 there are four vector +
tensor symmetries. Since vector modes always decay, for our choice of vacuum there are no consistency
relations that involve vector modes.
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