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NON-HYPERBOLIC AUTOMATIC GROUPS AND GROUPS
ACTING ON CAT(0) CUBE COMPLEX
YOSHIYUKI NAKAGAWA, MAKOTO TAMURA, AND YASUSHI YAMASHITA
Abstract. We discuss a problem posed by Gersten: Is every automatic group
which does not contain Z + Z subgroup, hyperbolic? To study this question,
we define the notion of “n-tracks of length n”, which is a structure like Z+Z,
and prove its existence in the non-hyperbolic automatic groups with mild con-
ditions. As an application, we show that if a group acts effectively, cellularly,
properly discontinuously and cocompactly on a CAT(0) cube complex and its
quotient is ”weakly special”, then the above question is answered affirmatively.
1. Introduction
If a group G has a finite K(G, 1) and does not contain any Baumslag-Solitar
groups, is G hyperbolic? (See [2].) This is one of the most famous questions on
hyperbolic groups. Probably, many people expect that the answer is negative, and
it would be better to restrict our attention to some good class of groups. In this
paper we consider automatic groups. If an automatic group G does not contain any
Z+ Z subgroups, is G hyperbolic? Our problem is listed in [10] and attributed to
Gersten.
Note that the class of all automatic groups contains the class of all hyperbolic
groups, all virtually abelian groups and all geometrically finite hyperbolic groups
[3]. A geometrically finite hyperbolic group is, in some sense, similar to hyperbolic
groups, but it might contain a Z+Z subgroup. Thus the class of automatic groups
is a nice target to consider the original question mentioned before.
Let us recall some related works very briefly. If the group is the fundamen-
tal group of a closed 3-manifold, our question corresponds to the so-called “weak
hyperbolization” of 3-manifolds [9]. Also, D. Wise proved that if the group sat-
isfies the small cancellation condition B(6), then the above question is answered
affirmatively [18]. P. Papasoglu proved that the Cayley graph of a group which is
semihyperbolic but not hyperbolic contains a subset quasi-isometric to Z+ Z [13].
In this paper, we define the notion of “n-tracks of length n”, which suggests a clue
of the existence of Z+ Z subgroup, and show its existence in every non-hyperbolic
automatic groups with mild conditions.
As an application, we will show the next theorem:
Theorem 4.15 Let G be a group acting effectively, cellularly, properly dis-
continuously and cocompactly on a CAT(0) cube complex X. If each hyperplane
in G\X embeds and does not self-osculate, and G is not word hyperbolic, then G
contains Z+ Z as a subgroup.
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We remark that the assumption “no self-osculating hyperplanes” can be made
weaker. See section 4 for the precise conditions we need. See also Sageev and Wise
[16]. They considered a similar problem for groups acting on CAT(0) cube-complex,
and introduced the notion of “facing triple”. We do not know the relation between
our condition “no direct self-contact” in section 4 and theirs.
This paper is organized as follows. In section 2, we review definitions and some
properties of hyperbolic groups and automatic groups. In section 3, we introduce
the notion of “n-tracks” and show its existence. In section 4, we review automatic
structure of groups which act effectively, cellularly, properly discontinuously and
cocompactly on CAT(0) cube complex due to Niblo–Reeves [11], and prove our
theorem mentioned before.
2. Hyperbolic groups and automatic groups
In this section, we briefly review definitions and some properties of hyperbolic
groups and automatic groups. We refer to [3] for the general theory.
Let G be a finitely generated group with a set of generators A. In this paper,
we will always assume that A−1 = A. The Cayley graph Γ := Γ(G,A) of G with
respect to A is a directed, labeled graph defined as follows: the set of vertices is G
itself. For g, h ∈ G, there is a directed edge (gh), source g and target h, with label
a ∈ A if and only if ga = h.
Let w be a word over A. A prefix of a word is any number of leading letters
of that word. We denote by ℓ(w) the word length of w and by w(t) the prefix of
w with length t. The image of w in G by the natural projection is denoted by w.
In this paper, we denote by w(t1, t2) the subpath of the image of w by the natural
projection on Γ from the vertex w(t1) to the vertex w(t2). The Cayley graph Γ is
a metric space by its path metric. We denote this metric by d(g, h) for g, h ∈ G.
Definition 2.1. A geodesic space is said to be hyperbolic (in the sense of Gromov
[4]) if there is a number δ > 0 such that, for any triangle △xyz with geodesic
sides, the distance from a point u on one side to the union of the other two sides
is bounded by δ. A group G with a set of generators A is called word hyperbolic if
the Cayley graph Γ is hyperbolic.
It should be noted that the definition of a word hyperbolic group does not de-
pend on the choice of generators. One of the most important properties of word
hyperbolic groups is the following theorem.
Theorem 2.2. If G contains a Z+Z subgroup, then G can not be word hyperbolic.
(See [1].)
Next, we recall the concept of automatic structure. Again, let G be a finitely
generated group with a set of generators A. We denote by ε the identity element of
G. A special letter $ 6∈ A is used to define the automatic structure of the group. A
finite state automatonM over an alphabet A is a machine that determines “accept”
or “reject” for a given word over A. See [3] for detail. The language given by all
the accepted words of a finite state automaton M is denoted by L(M).
Definition 2.3. An automatic structure on G consists of a finite state automaton
W over A and finite state automata Mx over (A ∪ {$})×(A ∪ {$}), for x ∈ A∪{ε},
satisfying the following conditions:
(1) The natural projection from L(W ) to G is surjective.
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(2) For x ∈ A∪{ε}, we have (w,w′) ∈ L(Mx) if and only if w x = w′ and both
w and w′ are elements of L(W ).
For Mx (x ∈ A ∪ {ε}), we think of the input (w,w′), where w = x1 x2 · · ·xn
and w′ = x′1 x
′
2 · · ·x
′
m (xi, x
′
j ∈ A, i = 1, . . . , n and j = 1, . . . ,m), as the string
(x1, x
′
1) (x2, x
′
2) · · · defined over (A ∪ {$}) × (A ∪ {$}). If the word length of w is
not equal to w′, say ℓ(w) < ℓ(w′), we use the pudding letter $ and the input for the
automaton is (x1, x
′
1) (x2, x
′
2) · · · (xn, x
′
n)($, x
′
n+1) · · · ($, x
′
m).
W is called the word acceptor, and each Mx is called a compare automaton for
the automatic structure. An automatic group is one that admits an automatic
structure.
Lemma 2.4 (Lemma 2.3.2 of [3]). If G has an automatic structure, there is a
constant k with the following property: If (w1, w2) is accepted by one of the automata
Mx, for x ∈ A ∪ {ε}, then d(w1(t), w2(t)) < k for any integer t ≥ 0.
Such a number k is called a fellow traveler’s constant for the structure.
We define some properties of automatic structures which will be assumed later.
Definition 2.5. Let W be the word accepter of an automatic structure of a group
G with generators A.
(1) The automatic structure is prefix closed if, for every w ∈ L (W ), any prefix
w (t) (0 ≤ t ≤ ℓ (w)) is an element of L (W ).
(2) The automatic structure has the uniqueness property if the natural projec-
tion from L (W ) to G is injective, thus bijective.
(3) The group is weakly geodesically automatic if any word w ∈ L (W ) is a
geodesic with respect to path metric of Γ.
(4) The group is strongly geodesically automatic if L (W ) is equal to the set of
all geodesic words.
In this paper, we investigate the relation between the word hyperbolicity and the
automaticity for finitely generated groups. Here is the basic fact about the relation.
Theorem 2.6 (Papasoglu [12]). Any finitely presented group is word hyperbolic if
and only if it is strongly geodesically automatic.
In the proof of the above theorem, the following lemma was proved.
Lemma 2.7. If a group is not hyperbolic and weakly geodesically automatic, then
for any large M > 0, there exists a pair of geodesic words (b1, b2) such that b1 = b2
and d
(
b1(r), b2(r)
)
> M for some r.
See Fig. 2. We call (b1, b2) in Fig. 2 M -thick bigon with side b1, b2.
3. Existence of n-tracks in non-hyperbolic automatic groups
Let G be an automatic group with automatic structure (A,W, {Mx}x∈A∪{ε})
where A is the set of generators with A−1 = A, W the word acceptor and Mx the
compare automaton for x ∈ A∪{ε}. The following is the key concept in this paper.
Definition 3.1. Let T = {t1, t2, . . . , tn} be a set of mutually disjoint n paths of
length n in Γ. We call T n-tracks of length n if there exist 2n words w1, w
′
1, w2, w
′
2,
. . . , wn, w
′
n of L(W ) and a positive integer r such that (w
′
i, wi+1) is accepted by some
compare automaton for i = 1, 2, . . . , n− 1, and that ti = wi(r, r + n) = w′i(r, r + n)
for i = 1, 2, . . . , n. See Fig. 1.
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w1 w
′
1 w2 w
′
2 w3 w
′
3 w4 w
′
4
t1 t2 t3 t4
e
Figure 1. 4-track T = {t1, t2, t3, t4} and its related paths
The purpose of this section is to prove the following theorem.
Theorem 3.2. Let G be a weakly geodesically automatic group whose automatic
structure (A,W, {Mx}x∈A∪{ε}) is prefix closed and has the uniqueness property. If
G is not hyperbolic, then it contains n-tracks of length n for any n > 0.
Proof. Let k be a fellow traveler’s constant for the automatic structure and set
M = 2 k (n+1)2. By Lemma 2.7, there exists a M -thick bigon in Γ. We denote by
b1 and b2 the two sides of this M -thick bigon, and by e and g the two end points.
Without loss of generality, we may assume that e is the identity vertex ε.
Since the automatic structure is weakly geodesically automatic, there exists a
word p0 in L(W ) whose image p0 in Γ is a geodesic from e to g. Then, at least
one of two bigons (p0, b1) and (p0, b2) is (M/2)-thick. We denote this bigon by
B = (p0, b). (See Fig. 2)
p0(r)
b1(r)
b1 b2
p0
> M
b2(r)
r
d(b1(r), b2(r))
e
g
Figure 2. M -thick bigon
By definition, we can find paths pi ∈ L(W ) from e to b(ℓ(b)− i) for i =
0, 1, 2, . . . , ℓ(b). Write P = {pi}
ℓ(b)
i=0. Since the automatic structure is weakly
geodesically automatic, each pi ∈ P is geodesic and ℓ(pi) = ℓ(b(ℓ(b)− i)) = ℓ(b)− i.
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We claim that the intersection of two distinct paths pi and pj (i 6= j) of P is
their common prefix (possibly the identity vertex e) only. To see this, suppose
that pi and pj in Γ have an intersection pi(ti) = pj(tj) in G. Since the automatic
structure is prefix closed, both prefixes pi(ti) of pi and pj(tj) of pj are in L(W ).
Then, uniqueness property implies that pi(ti) = pj(tj) (thus ti = tj) and the claim
is proved.
Since B = (p0, b) is (M/2)-thick bigon, there exists a number r such that
d(p0(r), b(r)) ≥ M/2. Let Λj (j = 0, 1, 2, . . .) be a graph whose vertex set
Vj is the subset
{
pi(r + jn) | ℓ(pi) ≥ r + jn
}
of V (Γ), and whose edge set Ej
is
{(
pi(r + jn), pi+1(r + jn)
)
| i = 0, 1, 2, . . . , ℓ(b)− (r + jn)− 1
}
. Let γj be a
shortest simple path in Λj from p0(r + jn) to pℓ(b)−(r+jn)(r + jn), and γJ be the
longest path in {γ0, γ1, γ2, . . .}. We set R = r + Jn.
Let γ0J+1, γ
1
J+1, γ
2
J+1, . . . , γ
ℓ(γJ+1)
J+1 be the geodesic paths in L(W ) from e to the
vertices of γJ+1. Note that γ
0
J+1 = p0(R + n) and γ
ℓ(γJ+1)
J+1 = pℓ(b)−R+n(R +
n). Let ti = γiJ+1(R,R+ n). By construction, t
i and ti+1 are subpaths of pm
and pm+1 respectively for some m, and (pm, pm+1) is accepted by M. Let T ′ ={
t0, t1, . . . , tℓ(γJ+1)
}
. If consecutive n paths in T ′ are mutually disjoint, then they
give n-tracks of length n. Note that if some of T ′ intersect each other, this gives
branches in the union of T ′ by the above claim.
Let y be the number of branches in the union of the paths t0, t1, . . . , tℓ(γJ+1).
(See thick curves in Fig. 3.)
R+ n
R
e
t1 t2 t3t0
p0 p1p2p3
p4
p5
Figure 3. Finding n-track of length n.
We claim that y ≤ n. To see this, let γ̂J+1 be the image of γJ+1 by the natural
projection π from ΛJ+1 to ΛJ , that is, π(γiJ+1(R+ n)) = γ
i
J+1(R). We have
ℓ(γ̂J+1) ≤ ℓ(γJ+1)− y. Since there are n endpoints pℓ(b)−R(R), pℓ(b)−(R+1)(R + 1),
. . ., pℓ(b)−(R+n−1)(R+ n− 1) of pi’s between ΛJ and ΛJ+1, and γJ is the shortest in
ΛJ , we have ℓ(γJ) ≤ ℓ(γ̂J+1)+n. Since γJ is the longest in {γ0, γ1, γ2, . . .}, it follows
that ℓ(γJ+1) ≤ ℓ(γJ). Therefore ℓ(γ̂J+1)+y ≤ ℓ(γJ+1) ≤ ℓ(γJ) ≤ ℓ(γ̂J+1)+n, thus
we have y ≤ n and the claim is proved.
6 YOSHIYUKI NAKAGAWA, MAKOTO TAMURA, AND YASUSHI YAMASHITA
Recall that we set M = 2k(n+ 1)2 at the beginning of this proof, where k is a
fellow traveler’s constant. Hence we have ℓ(γJ ) ≥ ℓ(γ0) > M/2k = (n+ 1)2. Since
there are at most n branches in T ′ and the number of elements in T ′ is (n + 1)2,
there exist consecutive n paths in T ′ with the desired property, and the theorem is
proved. 
4. CAT(0) cube complexes
Does the existence of n-track of length n for any n imply the existence of Z+Z
subgroup? We do not have the complete answer. But, as an application of the
theorem in the previous section, we give a partial answer to this question for the
groups acting on CAT(0) cube complexes.
See [8], for CAT(0) and its relation to hyperbolicity. See also [7], [16].
4.1. The automatic structure for groups acting on CAT(0) cube complex.
In this subsection, we briefly review the automatic structures given by Niblo and
Reeves [11].
An n-cube is a copy of [−1, 1]n. A cube complex is obtained from a collection
of cubes of various dimensions by identifying certain subcubes. A flag complex is
a simplicial complex with the property that every finite set of pairwise adjacent
vertices spans a simplex. Let X be a cube complex. The link of a vertex v in X is
a complex built from simplices corresponding to the corners of cubes adjacent to v.
Definition 4.1. A cube complex X is nonpositively curved if, for each vertex v in
X, link(v) is a flag complex.
Gromov [4] showed that a cube complex is CAT(0) if and only if it is simply
connected and nonpositively curved. Many groups studied in combinatorial group
theory act properly and cocompactly on CAT(0) cube complexes.
Let us recall the definition of hyperplane for cube complex. Our reference here
is [5]. See also [6]. A midplane in a cube [−1, 1]n is the subspace obtained by
restricting exactly one coordinate to 0. Given an edge in a cube, there is a unique
midplane which cuts the edge transversely. A hyperplane H of a cube complex X
is obtained by developing the midplanes in X , i.e., identifying common subcubes
of midplanes which cuts the same edge. These edges are said to be dual to H .
This is a basic fact about hyperplane.
Lemma 4.2 (Proposition 2.7 in [11]). Every hyperplane in CAT(0) cube complex
X separates X into exactly two components.
Each component is referred to as the halfspace associated with H .
Let X be a CAT(0) cube complex and consider a sequence of cubes {Ci}n0 in
X , each of dimension at least 1, such that each cube meets its successor in a single
vertex v˜i = Ci−1 ∩ Ci. This sequence is called a cube-path if Ci is the cube of
minimal dimension containing v˜i and v˜i+1. Let v˜0 to be the vertex of C0, which is
diagonally opposite to v˜l, and v˜n+1 the vertex of Cn, diagonally opposite to v˜n. v˜0
is called the initial vertex and v˜n+1 the terminal vertex. For a cube C ∈ X , St(C)
is the union of all cubes which contain C as a subface (including C itself).
Definition 4.3 (Definition 3.1 in [11]). A cube-path is called a normal cube-path
if Ci ∩ St(Ci−1) = v˜i.
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Lemma 4.4. Given two vertices ι, τ ∈ V (X), there is a unique normal cube-path
from ι to τ . (Proposition 3.3 in [11]). A normal cube-path achieves the minimum
length among all cube-paths joining the endpoints (See remark in section 3 in [11]
and [14].)
Remark 4.5 (Remark at the end of section 3 in [11]). Given a vertex v˜ on a
normal cube-path, which terminates at τ , the cube following v˜ is spanned by the
planes which meet St(v˜) and separate v from τ .
Let X be a CAT(0) cube complex, and V (X) its vertex set. Let G be a group
acting effectively, cellularly, properly discontinuously and cocompactly on X . Let
G\X denote the quotient of the complex X by the action of G. The fundamental
groupoid π(G\X) is the groupoid whose objects are the points of G\X and mor-
phisms between points v, v′ are homotopy classes of paths in G\X beginning at
v and ending at v′. The multiplication in π(G\X) is induced by composition of
paths.
A directed cube is a cube with two ordered diagonally opposite vertices specified.
Let A be the set of homotopy classes of the diagonal of all directed cubes in G\X .
The correspondence between A and directed cubes in G\X is one to one. The
directed cubes in X can be labelled equivariantly by (the lifts of) A, so each cube-
path in X defines a word in A∗. Let L be the subset of A∗ which corresponds to
normal cube-paths.
Lemma 4.6. Let A and L be as above. Then we have:
(1) There exists an isometry between π(G\X) with the word metric given by A
and V (X) with the metric given by normal cube paths. (Lemma 4.1 in [11])
(2) L is regular over A. (Proposition 5.1 in [11])
(3) L satisfies 1-fellow travel property. (Proposition 5.2 in [11])
In particular, (A,L) induces an automatic structure for π(G\X). (See Theorem 5.3
in [11]) This structure is prefix closed, weakly geodesically automatic with unique-
ness property. ( (1) and Lemma 4.4 )
The set of states of (non-deterministic) finite-state automaton for L is A. (Propo-
sition 5.1 in [11]) Thus, There is a natural map from the set of states of the word
acceptor of π(G\X) to G\X by taking the tail of directed cubes.
In this section, for vertices v˜, u˜ in X , we denote by d(v˜, u˜) the distance given by
normal-cube paths.
Let v be a vertex in G\X . The group G is realized as a subgroupoid π(G\X, {v})
whose object is v only, and whose morphisms are all the morphisms of π(G\X)
between v. It is easy to construct an automatic structure for the group G =
π(G\X, {v}) from the automatic structure for the groupoid π(G\X).
4.2. Standard automata. Let G be a group or groupoid with automatic structure
M =
(
A,W, {Mx}x∈A∪{ε}
)
, and k a fellow traveler’s constant for M . For later
purpose, we construct an automaton M from M . It is called standard automata
in [3] when G is a group. (See Definition 2.3.3 in [3].) Put
S′ := {(s, t, g) | s, t ∈ SW , s, t 6= FW , ℓ(g) ≤ k}
where SW is the state set of W and FW is the failure state of W . The state set S
ofM is S′ ∪ {failure state F}. The initial state of M is (s0, s0, id), where s0 is the
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initial state of W . The transition function µ of M is:
µ((s, t, g), (x, y)) =
{(
µW (s, x), µW (t, y), x
−1 g y
)
if it is in S′,
F otherwise,
where µW is the transition function of W . Note that µ can be extended in a unique
way to a map A∗ ×A∗ → S and we also denote it by µ.
4.3. Groups acting on CAT(0) cube complexes. Let G be a group acting
effectively, cellularly, properly discontinuously and cocompactly on a CAT(0) cube
complex X . Let v˜ be a vertex and H a hyperplane in X . Let H− be the halfspace
associated with H that does not contain v˜. We define the distance between v˜
and H as d(v˜, H) = d + 12 , where d = min{d(v˜, v˜
′)|v˜′ ∈ H−} − 1. We denote by
N(H) ∼= H × [−1, 1] the cubical neighborhood of H .
Lemma 4.7. If d(v˜, H) ≥ 32 , there exists a hyperplane H
′ such that d(v˜, H ′) = 12
and H ′ separates v˜ and H.
We remark that d(v˜, H ′) = 12 if and only if St(v˜) ∩H
′ 6= ∅.
Proof. We denote the halfspace associated with H that contains v˜ by H+.
We prove the lemma by induction on d(v˜, H). Suppose that d(v˜, H) = 32 . Let v˜
′
be a vertex in H+ ∩N(H) such that d(v˜, v˜′) = 1. Let C1 be the cube spanned by
v˜′ and v˜. There exists an edge e in C1 adjacent to v˜
′, not contained in N(H) such
that the hyperplane H ′ defined by e (i.e., dual to e) separates v˜′ and v˜. Then, H ′
does not intersect H , (See, for example, the proof of Lemma 2.14 in [11].) and H ′
separates v˜ and H .
Next, suppose that d+ 12 = d(v˜, H) >
3
2 . Let v˜
′ be a vertex in H+ ∩N(H) such
that d(v˜, v˜′) = d. Let C1, . . . , Cd be the normal cube-path from v˜
′ to v˜. Denote
the vertex C1 ∩ C2 by v˜1. As in the base case, there exists a hyperplane H ′′ that
separates v˜1 and v˜
′ and H ′′ does not intersect H . Since C1, . . . , Cd is a normal
cube-path, H ′′ separates v˜ and H , and d(v˜, H ′′) < d(v˜, H). By induction, there
exists a hyperplane H ′ such that d(v˜, H ′) = 12 and H
′ separates v˜ and H ′′. Clearly,
H ′ separates v˜ and H and the lemma is proved. 
Next lemma is our key technical lemma.
Lemma 4.8. Let C0, . . . , Cn be a normal cube-path, and v˜0, . . . , v˜n+1 the vertices
of this cube path, that is, v˜i = Ci−1 ∩ Ci for i = 1, . . . , n with v˜0 the initial vertex
and v˜n+1 the terminal vertex. Let H be a hyperplane separating v˜0 and v˜n. If
d(v˜0, H) = d+
1
2 , then H separates v˜d and v˜d+1.
Proof. We prove the lemma by induction on d.
The base case d = 0 is trivial as d(v˜0, H) =
1
2 and H meets St(v˜). Then, H
separates v˜0 and v˜1 by Remark 4.5.
Now, consider the case d > 0. Assume that d(v˜0, H) = d +
1
2 and H does not
separate v˜d and v˜d+1. Since d(v˜0, H) = d +
1
2 , H can not separate v˜0 and v˜d.
Hence, H separates v˜d+1 and v˜n. By Remark 4.5, we see that H ∩ St(v˜d) = ∅. By
Lemma 4.7, there exists a hyperplaneH ′ such that H ′∩St(v˜d) 6= ∅ andH
′ separates
v˜d and H . Then, H
′ separates v˜d and v˜n, and it follows that H
′ separates v˜d and
v˜d+1. (See Remark 4.5 again.) By the induction hypothesis, d(v˜0, H
′) ≥ d + 12 , so
we have d(v˜0, H
′) = d+ 12 . It follows that d(v˜0, H) > d(v˜0, H
′) = d+ 12 and this is
a contradiction. 
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Let M be the standard automaton for the automatic structure of the groupoid
π(G\X) given in 4.1. We use the same symbols as in the previous subsection. Let
(s, t, g) be a state in M. Since L (the set of words corresponding to normal cube-
paths) satisfies 1-fellow travel property, g is in A (the set of generators). Recall
that A consists of directed cubes in G\X . We define the dimension the the state
(s, t, g), denoted by dim(s, t, g), as the dimension of g as a (directed) cube. We also
define dim(failure state F ) = +∞.
Lemma 4.9. For any transition (s′, t′, g′) = µ((s, t, g), (x, y)) in M, with x 6= e
and y 6= e, we have dim(s′, t′, g′) ≥ dim(s, t, g).
Proof. Fix ι ∈ V (X) as the base point of X . Let τ0, τ1 be two points in X such
that d(τ0, τ1) = 1 and d(ι, τ0) = d(ι, τ1). Denote the associated vertices by ι =
v˜0, . . . , v˜n = τ0 and ι = u˜0, . . . , u˜n = τ1.
Let H be a hyperplane and put d = d(ι,H). If H separates τ0 and τ1, then, by
Remark 4.5 and Lemma 4.8, H does not separate v˜i and u˜i for i = 0, . . . , d, and
separates v˜i and u˜i for i = d + 1, . . . , n. If H does not separate τ0 and τ1, but
separate ι from both τ0, τ1, then H does not separate v˜i and u˜i for all i = 0, . . . , n,
since H separates v˜d and v˜d+1 as well as u˜d and u˜d+1.
It follows that the dimension of the cube spanned by v˜i and u˜i is equal to the
number of hyperplanes separating τ0 and τ1 having distance to ι less than i. Since
this dimension is equal to the corresponding state in M, the dimensions of the
states are monotone increasing under the transitions in M. 
For vertices v˜, v˜′ in X , we denote the set of hyperplanes separating v˜ and v˜′
by S(v˜, v˜′). When d(v˜, v˜′) = 1, we denote by [v˜, v˜′](∈ A) the label of the directed
cube from v˜ to v˜′. Since our automatic structure has uniqueness property, there
is a natural map P : X → SW , where SW is the state set of the word acceptor
for π1(G\X). We say that vertices v˜, u˜, v˜
′, u˜′ in X corresponds to a transition
(s′, t′, g′) = µ((s, t, g), (x, y)) in M if P (v˜) = s, P (u˜) = t, P (v˜′) = s′, P (u˜′) =
t′, [v, u] = g, [v, v′] = x, [u, u′] = y and [v′, u′] = g′.
Lemma 4.10. Suppose that the vertices v˜, u˜, v˜′, u˜′ in X corresponds to a transi-
tion (s′, t′, g′) = µ((s, t, g), (x, y)) in M with dim(s′, t′, g′) = dim(s, t, g). Then,
v˜, u˜, v˜′, u˜′ span a cube in X such that S(v˜, v˜′) = S(u˜, u˜′) and S(v˜, u˜) = S(v˜′, u˜′)
Proof. By the argument in the proof of Lemma 4.9, it is clear that S(v˜, u˜) =
S(v˜′, u˜′), and S(v˜, v˜′) = S(u˜, u˜′). Since S(v˜, u˜′) = S(v˜, u˜) ∪ S(u˜, u˜′), we have
H ∩ St(v˜) 6= ∅ for each H ∈ S(v˜, u˜′). By Lemma 2.14 in [11], there exists a cube
that this union spans, and the lemma is proved. 
Lemma 4.11. Consider two transitions (s′, t′, g′) = µ((s, t, g), (x, y)) and (s′′, t′′, g′′) =
µ((s, t, g), (x′, y′)) inM, and suppose that dim(s, t, g) = dim(s′, t′, g′) = dim(s′′, t′′, g′′).
Then, x = x′ implies y = y′. Similarly, y = y′ implies x = x′.
Note that the condition dim(s, t, g) = dim(s′, t′, g′) = dim(s′′, t′′, g′′) implies that
both (s′, t′, g′) and (s′′, t′′, g′′) are not failure states, whose dimension was defined
as +∞.
Proof. We will prove that x = x′ implies y = y′. Note that we have s′ = s′′ in this
case.
Suppose that vertices v˜, u˜, v˜′, u˜′ in X correspond to a transition (s′, t′, g′) =
µ((s, t, g), (x, y)), and vertices v˜, u˜, v˜′, u˜′′ inX correspond to a transition (s′, t′′, g′) =
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µ((s, t, g), (x′, y′)) in M. Let C1, C2, C3, and C4 be the cubes spanned by {v˜, v˜′},
{v˜, u˜}, {v˜, v˜′, u˜, u˜′}, and {v˜, v˜′, u˜, u˜′′}, respectively. Then, in link(v), the simplices
corresponding to C3 and C4 are spanned by the simplices corresponding to C1 and
C2. Recall that link(v) was a flag complex, because X is nonpositively curved.
Thus, we have C3 = C4. Hence, u
′ = u′′ and we have y = y′. 
To prove the main theorem of this section, we need a stronger conclusion than the
previous lemma. In order to state the next lemma, let us introduce some notation.
(See [5] for more details.)
Let ~a,~b be oriented edges having a common initial (or terminal) vertex v. Ori-
ented edges ~a and ~b are said to directly osculate at v if they are not adjacent in
link(v). Let a, b be (unoriented) edges having a common end point v. Edges a and
b are said to osculate at v if they are not adjacent in link(v).
We consider hyperplanes in G\X . From now on, we assume that each hyperplane
in G\X is embedding.
A hyperplane H is said to be 2-sided if its open cubical neighborhood is isomor-
phic to the product H× (−1, 1). If a hyperplane is not 2-sided, then it is said to be
1-sided. If H is 2-sided, one can orient dual edges in a consistent way. A 2-sided
hyperplane is said to directly self-osculate if it is dual to distinct oriented edges
that directly-osculate. We say that 1-sided hyperplane self-osculates if it is dual to
distinct (unoriented) edges that osculate.
In this paper, we introduce the following notion:
Definition 4.12. We say that a 2-sided hyperplane H self-contacts if there are two
vertices u, v such that d(u, v) = 1 and H directly self-osculates at u and v. (See
Figure 4.) We say that a 1-sided hyperplane H self-contacts if there are two vertices
u, v such that d(u, v) = 1 and H self-osculates at u and v.
u
v
Figure 4. directly self-contact
Let H be a hyperplane in G\X and N(H) the cubical neighborhood of H . Let
C be a cube in N(H) and M the unique midplane of C that belongs to H . M
is unique because we are assuming that H embeds in G\X . Let u and v be two
vertices of C not separated byM such that d(u, v) = d−1, where d is the dimension
of C. Then, we say that C is spanned by u, v and H . If there is no hyperplanes that
self-contacts, then C can be determined uniquely by u, v and H . (See Figure 4).
Remark 4.13. By definition, if a cube complex is special in the sense of [5], then
each hyperplane embeds, and it has no hyperplane of self-contact,
Let Ps,t,g be the set of pairs of letters such that it may appear in a word in
L(Ms,t,g), whereMs,t,g is the automaton with the same set of states and transition
as M but having the initial state (s, t, g), and accept states
{(s′, t′, g′)| dim(g′) = dim(g)}.
NON-HYPERBOLIC AUTOMATIC GROUPS 11
In other words, (x, y) is in Ps,t,g if there exist a sequence (x0, y0), . . . , (xn−1, yn−1),
(x, y) which is accepted by Ms,t,g. (Note that Ps,t,g depends only on the strongly
connected component of M.)
Lemma 4.14. If each hyperplane in G\X is embedding and does not self-contact,
then, for each (s, t, g) with g 6= id, there exist two subsets A′, A′′ ⊂ A and a one to
one correspondence f : A′ → A′′ such that
Ps,t,g = {(x, y) ∈ A
′ ×A′′|f(x) = y}
Proof. A and A′ are determined by taking first and second projections of Ps,t,g.
It suffices to show that if there are two sequences (x1, y1), . . . , (xn, yn) and
(x′1, y
′
1), . . . , (x
′
m, y
′
m) both accepted by Ms,t,g, then xn = x
′
m implies yn = y
′
m,
as well as yn = y
′
m implies xn = x
′
m. In this case, we can define f(xn) = yn. We
prove the former case.
Define (si, ti, gi) and (s
′
j , t
′
j , g
′
j) inductively by
(si, ti, gi) = µ((si−1, ti−1, gi−1), (xi, yi)),
(s′j , t
′
j , g
′
j) = µ((s
′
i−j , t
′
i−j , g
′
i−j), (x
′
j , y
′
j))
for i = 1, . . . , n and j = 1, . . . ,m. Let v, u, vi, ui, v
′
j , u
′
j be vertices in G\X corre-
sponding to s, t, si, ti, s
′
j and t
′
j , respectively. (For the correspondence between the
set of states of the word acceptor and G\X , see the paragraph after Lemma 4.6.)
Put d = dim(s, t, g), and denote the hyperplanes separating v and u by H1, . . . , Hd.
(Recall that S(v, u) = S(ui, ui) = S(v
′
j , u
′
j) for all i and j.) Let Ck be the cube
spanned by vn−1, vn and Hk for k = 1, . . . , d. Recall that, by the assumption (each
hyperplane embeds and does not self-contact), each Ck is uniquely determined by
vn−1, vn and Hk. Let C be the cube spanned by vn−1, vn, un−1, and un. Then,
C is spanned by C1, . . . , Cd (C contains C1, . . . , Cd), and it is uniquely determined
by vn−1, vn and S(v, u). Define C
′ in the same way. It is uniquely determined by
v′n−1, v
′
n and S(v, u). If xn = x
′
n, then we have vn−1 = v
′
n−1, vn = v
′
n and C = C
′.
Thus, un−1 = u
′
n−1 and un = u
′
n. Hence we have yn = y
′
m. 
This is our main theorem in this section.
Theorem 4.15. Let G be a group acting effectively, cellularly, properly discontinu-
ously and cocompactly on a CAT(0) cube complex X. If each hyperplane in G\X is
embedding and does not self-contact and G is not word hyperbolic, then, G contains
Z+ Z subgroup.
Proof. First, note that Theorem 3.2 works for the groupoid π(G\X). By Lemma 4.6,
Its Niblo–Reeves automatic structure described in the previous subsection is prefix
closed, weakly geodesic and has uniqueness property. X is not hyperbolic since X
and the Cayley graph of G is quasi-isometric. Hence, there exists an n-track of
length n in X for any n > 0.
For two vertices v˜, v˜′ in X with d(v˜, v˜′) = 1, we denote by dim(v˜, v˜′) the dimen-
sion of the cube spanned by v˜ and v˜′. (Recall that we use normal cube-paths to
define metric.)
Fix a vertex ι as the base point in X . Let T = {t1, . . . , tn} be an n-tracks of
length n in X . We will improve T in two steps.
Step one. The vertices in T can be identified with {1, 2, . . . , n} × {0, 1, . . . , n},
where (i, j) corresponds to j-th vertex in ti, which was denoted by wi(r + j) in
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the previous section. Here, we denote this vertex by vi,j . We want to consider
consecutive subtracks (a block) of T of the form T ′ = {i0, i0 + 1, . . . , i0 +m− 1}×
{j0, j0 + 1, . . . , j0 +m} such that
(1) dim(vi,j , vi+1,j) = dim(vi,j+1, vi+1,j+1) for any (i, j) ∈ T
′.
By Lemma 4.9, for each i ∈ {1, . . . , n}, the number of indices j ∈ {0, . . . , n} with
dim(vi,j , vi+1,j) 6= dim(vi,j+1, vi+1,j+1) is smaller than the maximal dimension of
cubes in G\X . Thus, it is easy to see that for any m > 0, there exists n such that
any n-tracks of length n contains an m-tracks of length m that satisfies (1). By
abusing the notation, we refer to this subtracks by the same symbol T = {t1, . . . , tn}
and denote its size by n. (Note that we do not assume that dim(vi,j , vi+1,j) =
dim(vi+1,j , vi+2,j) in T .) Step one is finished.
Step two. Recall that, for two vertices v˜, v˜′ in X , we denote by S(v˜, v˜′) the set of
hyperplanes separating them. By the condition (1), for each i ∈ {1, . . . , n−1}, there
exists a set of hyperplanes Hi such that S(vi,j , vi+1,j) = Hi for any j ∈ {0, . . . , n}.
By Lemma 4.8, for each hyperplane H ∈ ∪iHi, we have d(ι,H) < d(ι, v1,0). Now,
put m = d(v1,n, vn,n) + 1 and let C1, . . . , Cm−1 be the normal cube-path from v1,n
to vn,n. We denote the vertices of this normal cube-path by v
′
1, v
′
2, . . . , v
′
m. For
i ∈ {1, . . . ,m}, let t′i be the postfix (tail) of normal cube-path from the base point
ι to v′i with length m. We claim that T
′ = {t′1, . . . , t
′
m} is a m-tracks of length m.
To see this, let H′i be the set of hyperplanes separating v
′
i and v
′
i+1. Then,
m−1⋃
i=1
H
′
i = S(v1,n, vn,n) ⊂
n−1⋃
i=1
Hi.
Thus, we have
(2) d(ι,H ′) < d(ι, v1,0)
for each hyperplaneH ′ ∈ ∪iH′i. Thus, by Lemma 4.8, we have t
′
i∩t
′
j = ∅ if i 6= j, and
d(ι, v′i) = d(ι, v1,n) for i ∈ {1, . . . ,m}, and T
′ is a m-tracks of length m. Moreover,
(2) implies that T ′ satisfies the condition (1). (And, needles to say, v′1, . . . , v
′
m was
the vertices of a normal cube-path.) The size m can be smaller than n. But, since
X is locally finite, if n was large enough, we may assume that m = d(v1,n, vn,n)− 1
is as large as we want. By abusing notation, we refer to this new tracks by the
same symbol T and denote its size by n, and vertices by vi,j . Step two is finished.
We denote by ti,j(∈ A) the label of the directed edge from vi,j to vi,j+1.
Fix i ∈ {1, . . . , n}, and let us consider a pair of consecutive tracks ti and ti+1
in T . By definition, for each pair of vertices (vi,j , vi+1,j) on ti and ti+1, there is
a corresponding state (sj , tj , gj) ∈ M. (It is unique by the uniqueness property
of the automatic structure.) Since dim(vi,j , vi+1,j) is constant for all j, each state
(sj , tj , gj) can be regarded as a state in Ms0,t0,g0 , and clearly, g0 6= id. (For the
definition of Ms0,t0,g0 , see paragraphs after Remark 4.13.) By Lemma 4.14, there
exists a one to one map fi : A → A such that ti+1,j = fi(ti,j) for any j. (In
Lemma 4.14, the map was from a subset A′ of A to another subset A′′, but it
is easy to extend this map from A to A. The extension is not unique but the
complement of A′ will not be used anyway.) By combining these maps, for each
i, i′ ∈ {1, . . . , n}, we have a one to one map fi,i′ : A→ A such that ti′,j = fi,i′(ti,j)
for any j.
For vertices v˜, v˜′ ∈ X , we denote the word in A∗ given by the normal cube-path
from v˜ to v˜′ by [v˜, v˜′].
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Let D be the maximal dimension of the cubes in X . We claim that, if n (the
size of tracks) was large enough, T contains a set of indices I = {i0, i1, . . . , iD} and
J = {j0, j1} which satisfies the following conditions:
(C1) fi,i′ : A→ A is the identity map for each i, i′ ∈ I.
(C2) vi0,j0 and vi0,j1 correspond to the same state in the word acceptor,
(C3) vi,j projects to the same vertex, say v, in G\X for all i ∈ I, j ∈ J .
(C4) [vi,j0 , vi′,j0 ] = [vi,j1 , vi′,j1 ] for all i, i
′ ∈ I. Moreover, there exists a letter
α ∈ A such that [vi,j0 , vi′,j0 ] begins with α for any i < i
′.
To see the claim observe that
(1) the number of permutations A→ A is finite
(2) the number of states in the word acceptor is finite
(3) the number of vertices in G\X is finite
(4) the word lengths of [vi,j , vi′,j ] is less than |i− i′| for any j,
and these numbers does not depend on the choice of T . Then, it is easy to calculate
the value of n needed so that T contains I and J which satisfy the above conditions.
(At the moment, D does not have to be he maximal dimension of the cubes in X .)
From now on, we assume that our T is large enough so that it satisfies these
conditions.
a a a a a
ti0 ti2 ti3 tiDti1
H Hi1 Hi2 Hi3 HiD
T
viD ,j0vi2,j0vi1,j0vi0,j0
vi1,j1 vi2,j1vi0,j1 vi3,j1 viD ,j1
bi1,i2 bi2,i3 bi3,iDbi0,i1
bi0,i1 bi1,i2 bi2,i3 bi3,iD
vi3,j0
Figure 5. Finding Z+Z subgroup: Vertical solid lines are tracks
of T . Dashed lines are hyperplanes. We omit bi0,i2 , bi0,i3 , etc. to
simplify the picture.
Now, define a = [vi0,j0 , vi0,j1 ] and bi,i′ = [vi,j0 , vi′,j0 ] (= [vi,j1 , vi′,j1 ]) for i, i
′ ∈ I.
We consider that these elements are in π1(G\X, v) ≃ G, because of (C3). Note that
these elements connect vertices vi,j (i ∈ I, j ∈ J) “vertically” and “horizontally.”
By (C1) and (C3), we have abi,j = bi,ja for any i ∈ I, j ∈ J . By (C2), an (with
possibly some prefix) is accepted by the word acceptor for any n > 0. Since the
automatic structure is weakly geodesic and has the uniqueness property. a is torsion
free and an is a normal cube-path for any n > 0.
We claim that, at least one element of {bi,i′}i,i′∈I is torsion free. Let H be
a hyperplane separating vi0,j0 and vi0+1,j0 . (By (C4), vi0,j0 and vi0+1,j0 span a
(directed) cube labeled α.) We want to consider the action of elements in π1(G\X)
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on hyperplanes. For the sake of simplicity, (after conjugation,) suppose that the
vertex vi0,j0 is the base point of X as Cayley graph of π1(G\X). Define Hi as the
image of H by the action of bi0,i for each i ∈ I. By the second condition in (C4), Hi
intersects a cube with label α and separates ti and ti+1. It follows that Hi 6= Hi′ for
any i 6= i′, because v1,n, v2,n, . . . , vn,n are vertices of a normal cube-path (after step
two) and a hyperplane separates a normal cube-path at most once (Remark 4.5).
Since a family of pairwise intersecting hyperplanes have a common point of
intersection, the cardinality of such a family is bounded by the maximal dimension
D of X . (See Theorem 4.14 in [15].) Thus, in I = {i0, i1, . . . , iD}, there exist
indices i, i′ with i < i′ such that Hi and Hi′ do not intersect,
We claim that bi,i′ is torsion free. For the sake of simplicity, (after conjugation,)
suppose that the vertex vi,j0 is the base point of X as Cayley graph of π1(G\X).
Then, bi,i′(Hi) = Hi′ , and we have Hi ∩ bi,i′(Hi) = ∅. Let H be a halfspace of Hi
containing vn,n. By the second condition in (C4), bi,i′(H) also contains vn,n. Thus,
bi,i′(Hi) ⊂ Hi, Then, the orbit of Hi under any positive power of bi,i′ is contained
in Hi. Hence bi,i′ is torsion free. Therefore, at least one element of {bi,i′}i,i′∈I is
torsion free and we denote this element by b.
Next, we claim that 〈a, b〉 is rank two. Let i be the index used to define b = bi,i′ .
Recall that positive powers of b gives a nested sequence of halfspaces Hi ⊃ b(Hi) ⊃
b2(Hi) ⊃ · · · . If 〈a, b〉 is cyclic, then there exist p, q such that ap = bq. Since
bq ∈ bq−1(Hi), we have ap ∈ bq−1(Hi) ⊂ Hi. Recall that an is a normal cube-path
for any n > 0. Recall also that it stayed outside of Hi when it was in [vi,j0 , vi,j1 ].
But, St(vi,j0 )∩Hi 6= ∅ and this is a contradiction. (Recall Remark 4.5.) Thus, this
subgroup is not cyclic, but is of rank two.
Hence 〈a, b〉 is Z+ Z subgroup, and the theorem is proved. 
Finally, we ask questions that we hope interesting.
Question 4.16. Is the condition ”no hyperplane of direct self-contact” necessary?
Question 4.17. More systematic method is known to show that a group acting on
a space is automatic. See [17]. Can one generalize the above result for this setting?
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