Planeamento experimental usando ANOVA de 1 e 2 fatores com R: uma breve abordagem prática by Sousa, Nuno
















































muito	 poderoso,	 que	 permite	 dar	 corpo	 a	 várias	 formas	 de	 planeamento	 experimental.	








planeamentos	 mais	 simples	 que	 se	 podem	 analisar	 pela	 técnica	 da	 ANOVA	 de	 1	 e	 2	 fatores,	
ressalvando	que	esta	técnica	permite	também	analisar	alguns	planeamentos	mais	complexos,	como	







































“Terão	 as	 três	 vinhas	 igual	 produtividade,	 ou	 haverá	 alguma	 (ou	 algumas)	 com	 produtividade	
diferente	das	outras”?	
	




Vinha	 São	Gabriel		 São	Miguel	 São	Rafael	
Produtividade	(ton/ha)	 8.7,	8.3,	7.6,	6.0,	7.9	 5.7,	8.0,	7.0,	8.7,	8.7	 4.7,	4.0,	6.7,	6.3,	5.0	
Média	amostral	(𝑥")	 7.7	 7.62	 5.64	
	
Em	linguagem	formal	a	pergunta	pode	ser	expressa	pela	confrontação	das	hipóteses:	[1]	























> prod = c(8.7, 8.3, 7.6, 6.0, 7.9, 5.7, 8.0, 7.0, 8.7, 8.7, 4.7, 
4.0, 6.7, 6.3, 5.0) 










> dados = data.frame(prod,vinha) 
> dados 
   prod vinha 
1   8.7  SGab 
2   8.3  SGab 
3   7.6  SGab 
4     6  SGab 
5   7.9  SGab 
6   5.7  SMig 
7     8  SMig 
8     7  SMig 
9   8.7  SMig 
10  8.7  SMig 
11  4.7  SRaf 
12    4  SRaf 
13  6.7  SRaf 
14  6.3  SRaf 








> dados2 = data.frame(prod=numeric(),vinha=factor()) 
> dados2 = edit(dados2) 
	







Nota	 2:	 nas	 versões	 unix	 de	 R	 (Linux,	 MacOS)	 pode	 acontecer	 ter	 de	 se	 instalar	 um	 pacote	 de	
ferramentas	gráficas.	P.ex.	se	no	R	para	MacOS	ao	editar	aparecer	a	mensagem	
	
> dados2 = edit(dados2) 
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Error in check_for_XQuartz() :  
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Nota	sobre	data	frames	
Como	o	leitor	notará,	praticamente	todos	os	comandos	R	explorados	abaixo	contém	o	fragmento	









1: In model.response(mf, "numeric") : 
  using type = "numeric" with a factor response will be ignored 
2: In Ops.factor(y, z$residuals) : '-' not meaningful for factors 


























> aggregate(prod ~ vinha, data = dados, mean) 
  vinha prod 
1  SGab 7.70 
2  SMig 7.62 
3  SRaf 5.34 
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homogeneidade	das	variâncias	dos	grupos	(a	dispersão	dos	dados	em	torno	da	média	é	igual	para	
todos	os	grupos).	Um	terceiro	pressuposto	da	ANOVA	é	a	independência	entre	as	observações,	i.e.	





> aggregate(prod ~ vinha, data = dados, FUN = function(x) 
shapiro.test(x)$p.value) 
  vinha      prod 
1  SGab 0.3912130 
2  SMig 0.3220117 
3  SRaf 0.6232539 
	
Notar	 que	 foi	 preciso	 alterar	 ligeiramente	 o	 comando	 aggregate.	 Isto	 porque	 o	 comando	
shapiro.test	devolve	naturalmente	não	o	valor	de	prova	do	teste	(p-value)	mas	sim	o	valor	de	
uma	 variável	 aleatória,	W,	 que	 depois	 é	 usado	 para	 achar	 o	 p-value.	 Com	o	 comando	 acima,	 os	
valores	que	aparecem	sob	a	coluna	prod	são	os	p-values	dos	testes	a	cada	grupo.	Recordemos	que	
p-values	acima	de	0,10	(10%)	significam	que	a	normalidade	é	plausível,	valores	entre	0,01	e	0,10	(1-
10%)	 significam	 normalidade	 sob	 suspeita,	 e	 valores	 abaixo	 de	 0,01	 (1%)	 significam	 ausência	 de	





> bartlett.test(prod ~ vinha, data = dados) 
 
 Bartlett test of homogeneity of variances 
 
data:  prod by vinha 





A	 violação	do	pressuposto	 de	 normalidade	 é	 crítica	 se	 os	 grupos	 forem	pequenos	 (abaixo	 de	 30	
observações)	e	não	tão	importante	se	forem	grandes.	A	violação	do	pressuposto	de	homogeneidade	
pode	levar	a	não	sejam	detetadas	diferenças	entre	os	grupos,	que	de	facto	existem.	Seja	como	for,	a	
ANOVA	 é	 um	 teste	 bastante	 robusto.	 Regra	 geral	 é	 apenas	 quando	 o	 resultado	 está	 na	 “zona	






Validados	 os	 pressupostos,	 procedemos	 então	 à	 construção	 da	 tabela	 ANOVA.	 No	 R	 a	 tabela	 é	
construída	com	o	comando	anova,	aplicado	ao	modelo	linear	(lm)	entre	prod	e	vinha.	
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> anova(lm(prod ~ vinha, data = dados)) 
Analysis of Variance Table 
 
Response: prod 
          Df Sum Sq Mean Sq F value  Pr(>F)   
vinha      2 17.957  8.9787  6.7593 0.01081 * 
Residuals 12 15.940  1.3283                   
--- 









post-hoc,	que	 tentam	 identificar	quais	 são	esses	grupos.	Um	dos	mais	usados	é	o	 teste	de	Tukey	
(Tukey’s	 honest	 significant	difference).	No	R	esse	 teste	é	 executado	 com	o	 comando	TukeyHSD	
sobre	um	objeto	de	classe	aov:	
	
> TukeyHSD(aov(lm(prod ~ vinha, data = dados))) 
  Tukey multiple comparisons of means 
    95% family-wise confidence level 
 
Fit: aov(formula = lm(prod ~ vinha, data = dados)) 
 
$vinha 
           diff       lwr        upr     p adj 
SMig-SGab -0.08 -2.024676  1.8646756 0.9933850 
SRaf-SGab -2.36 -4.304676 -0.4153244 0.0180999 




Rafael	 e	 as	 outras	 duas	 vinhas,	 e	 diferenças	 irrisórias	 entre	 São	Miguel	 e	 São	 Gabriel.	 Assim,	 a	
conclusão	que	podemos	tirar	pode-se	resumir	formalmente	por	algo	como	
	 𝜇. = 𝜇6 > 𝜇8	
	

















> kruskal.test(prod ~ vinha, data = dados) 
 
 Kruskal-Wallis rank sum test 
 
data:  prod by vinha 








Para	 finalizar	 esta	 secção,	menciona-se	 que	o	 teste	 de	Kruskal-Wallis	 funciona	 transformando	 as	
observações	em	postos	(ranks),	após	o	que	calcula	um	valor,	H,	e	com	ele	obtém	um	p-value.	Esta	

















Para	 compreender	 as	 hipóteses	 em	 confrontação	 numa	 ANOVA	 de	 2	 fatores	 e	 efeitos	 fixos	 é	
conveniente	reproduzir	o	modelo	subjacente,	que	pode	ser	descrito	da	seguinte	forma:	
	 𝑌"': = 𝜇"' + 𝐸"':, 𝐸 ↝ 𝑁 0, 𝜎 	
onde:	𝑌"':		 é	a	observação	ijk	da	variável	estatística	em	estudo,	da	qual	vamos	depois	tirar	amostras.	𝜇"' 		 é	a	média	associada	aos	níveis	i	e	j	dos	fatores	1	e	2,	respetivamente.	𝐸"':		 é	o	erro	estatístico	da	observação	ijk,	i.e.	a	fonte	de	aleatoriedade	das	observações.	
	
A	equação	acima	é	o	que	se	chama	um	“modelo	estatístico”,	ou	seja,	uma	forma	de	tentar	explicar	
matematicamente	 a	 origem	 de	 uma	 realidade	 observada	 (valores	 de	 𝑌"':).	 Normalmente	 𝜇"' 	 é	
decomposto	adicionalmente	da	seguinte	forma:	
	 𝜇"' = 𝜇 + 𝛼" + 𝛽' + 𝛾"' 	






	 𝐻$: ∀"	𝛼" = 0			𝑣𝑠.			𝐻.: ∃"	𝛼" ≠ 0	
	
Teste	ao	fator	2:	(não	há	influência	do	fator	2	vs.	há	influência	do	fator	2)	
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𝐻$: ∀"'	𝛾"' = 0			𝑣𝑠.			𝐻.: ∃"'	𝛾"' ≠ 0	
	













   grau tipoVinho tipoCasco 
1    14  bairrada  carvalho 
2    11  bairrada  carvalho 
3    11  bairrada  carvalho 
4    11  bairrada  carvalho 
5     8  bairrada  carvalho 
6    10  bairrada  carvalho 
7    11  bairrada     pinho 
8    11  bairrada     pinho 
9    10  bairrada     pinho 
10   17  bairrada     pinho 
11   16  bairrada     pinho 
12   14  bairrada     pinho 
13   10     verde  carvalho 
14   10     verde  carvalho 
15    7     verde  carvalho 
16    5     verde  carvalho 
17    8     verde  carvalho 
18    8     verde  carvalho 
19    8     verde     pinho 
20    7     verde     pinho 
21    4     verde     pinho 
22    6     verde     pinho 
23    7     verde     pinho 
24    8     verde     pinho 
25   17     porto  carvalho 
26   21     porto  carvalho 
27   17     porto  carvalho 
28   15     porto  carvalho 
29   19     porto  carvalho 
30   16     porto  carvalho 
31   15     porto     pinho 
32   21     porto     pinho 
33   18     porto     pinho 
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34   16     porto     pinho 
35   17     porto     pinho 







para	evitar	erros,	 recomenda-se	abrir	 a	 janela	de	edição	e	entrar	os	dados	dessa	 forma.	Para	os	
temerários,	os	dados	acima	podem	ser	entrados	diretamente	com	os	seguintes	comandos:		
	
> grau = c(14, 11, 11, 11, 8, 10, 11, 11, 10, 17, 16, 14, 10, 10, 7,  
5, 8, 8, 8, 7, 4, 6, 7, 8, 17, 21, 17, 15, 19, 16, 15, 21, 18, 16, 
17, 19) 
> tipoVinho = c(rep("bairrada",12),rep("verde",12),rep("porto",12)) 
> tipoCasco = c(rep(c(rep("carvalho",6),rep("pinho",6)),3)) 
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que	 o	 comando	interaction.plot	 não	 permite	 a	 entrada	 de	 dados	 na	 forma	mais	 simples	
(tipoCasco,tipoVinho,Grau,data=grauVinho),	 pelo	 que	 é	 preciso	 invocar	
















































Notar	 que	 a	 ordem	 pela	 qual	 os	 fatores	 aparecem	 em	interaction.plot	 é	 importante.	 Se	
tentarmos	p.ex.	colocar	a	variável	estatística	em	1º	lugar,	vai	dar	erro:	
	
> interaction.plot(grauVinho$grau, grauVinho$tipoCasco, 
grauVinho$tipoVinho) 
Error in plot.window(...) : need finite 'ylim' values 





























   grauVinho$tipoCasco
carvalho
pinho








  tipoVinho tipoCasco      grau 
1  bairrada  carvalho 0.4326271 
2     porto  carvalho 0.6590855 
3     verde  carvalho 0.4659683 
4  bairrada     pinho 0.3104755 
5     porto     pinho 0.9636699 








> bartlett.test(grau ~ tipoVinho * tipoCasco, data = grauVinho) 
Error in bartlett.test.formula(grau ~ tipoVinho * tipoCasco, data = 
grauVinho) :  
  'formula' should be of the form response ~ group 
	
Assim	 sendo,	 temos	 primeiro	 de	 criar	 uma	 nova	 coluna	 (com	 nome	 p.ex.	bart)	 no	 data	 frame	







mesma	 dimensão	 k,	 o	 comando	 será	 rep(1:N,each=k).	 Se	 os	 grupos	 tiverem	 dimensões	









Independentemente	da	 forma	 como	 se	define	 a	 coluna	 auxiliar,	 estando	esta	 definida,	 podemos	
finalmente	correr	o	teste	de	Bartlett:	
	
> bartlett.test(grau ~ bart, data = grauVinho) 
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 Bartlett test of homogeneity of variances 
 
data:  grau by bart 











Analysis of Variance Table 
 
Response: grau 
                    Df Sum Sq Mean Sq F value    Pr(>F)     
tipoVinho            2 632.06 316.028 68.7848 6.221e-12 *** 
tipoCasco            1   1.36   1.361  0.2963    0.5903     
tipoVinho:tipoCasco  2  20.39  10.194  2.2189    0.1263     
Residuals           30 137.83   4.594                       
--- 






















  Tukey multiple comparisons of means 
    95% family-wise confidence level 
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Fit: aov(formula = lm(grau ~ tipoVinho * tipoCasco, data = grauVinho)) 
 
$tipoVinho 
                     diff        lwr       upr    p adj 
porto-bairrada   5.583333   3.426058  7.740609 1.40e-06 
verde-bairrada  -4.666667  -6.823942 -2.509391 2.65e-05 
verde-porto    -10.250000 -12.407275 -8.092725 0.00e+00 
 
$tipoCasco 
                    diff       lwr      upr    p adj 
pinho-carvalho 0.3888889 -1.070291 1.848069 0.590265 
 
$`tipoVinho:tipoCasco` 
                                        diff         lwr        upr     p adj 
porto:carvalho-bairrada:carvalho   6.6666667   2.9026013 10.4307320 0.0001060 
verde:carvalho-bairrada:carvalho  -2.8333333  -6.5973987  0.9307320 0.2296044 
bairrada:pinho-bairrada:carvalho   2.3333333  -1.4307320  6.0973987 0.4300724 
porto:pinho-bairrada:carvalho      6.8333333   3.0692680 10.5973987 0.0000729 
verde:pinho-bairrada:carvalho     -4.1666667  -7.9307320 -0.4026013 0.0232836 
verde:carvalho-porto:carvalho     -9.5000000 -13.2640653 -5.7359347 0.0000002 
bairrada:pinho-porto:carvalho     -4.3333333  -8.0973987 -0.5692680 0.0167379 
porto:pinho-porto:carvalho         0.1666667  -3.5973987  3.9307320 0.9999931 
verde:pinho-porto:carvalho       -10.8333333 -14.5973987 -7.0692680 0.0000000 
bairrada:pinho-verde:carvalho      5.1666667   1.4026013  8.9307320 0.0029420 
porto:pinho-verde:carvalho         9.6666667   5.9026013 13.4307320 0.0000001 
verde:pinho-verde:carvalho        -1.3333333  -5.0973987  2.4307320 0.8864597 
porto:pinho-bairrada:pinho         4.5000000   0.7359347  8.2640653 0.0119507 
verde:pinho-bairrada:pinho        -6.5000000 -10.2640653 -2.7359347 0.0001541 
verde:pinho-porto:pinho          -11.0000000 -14.7640653 -7.2359347 0.0000000 
	


















Analysis of Variance Table 
 
Response: grau 
          Df Sum Sq Mean Sq F value    Pr(>F)     
tipoVinho  2 632.06 316.028 63.9157 6.665e-12 *** 
tipoCasco  1   1.36   1.361  0.2753    0.6034     
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Residuals 32 158.22   4.944                       
--- 







  tipoVinho      grau 
1  bairrada 0.1218285 
2     porto 0.2485253 




  tipoCasco      grau 
1  carvalho 0.3794905 




 Bartlett test of homogeneity of variances 
 
data:  grau by tipoVinho 




 Bartlett test of homogeneity of variances 
 
data:  grau by tipoCasco 







In anova.lm(lm(atest[, 1] ~ atest[, 2] * atest[, 3])) : 























simples	 do	 teste	 de	 Kruskal-Wallis	 para	 dois	 fatores.	 Neste	 caso	 o	 que	 se	 pode	 fazer	 é	 seguir	 o	
procedimento	sugerido	por	Conover	e	Iman	[3]	de	substituir	as	observações	da	variável	em	estudo	
pelos	seus	postos	(ranks)	e	correr	uma	ANOVA	usual	sobre	eles.	Este	procedimento,	denominado	





Analysis of Variance Table 
 
Response: rank(grau) 
                    Df  Sum Sq Mean Sq F value    Pr(>F)     
tipoVinho            2 3117.54 1558.77 74.2370 2.417e-12 *** 
tipoCasco            1    3.36    3.36  0.1601    0.6919     
tipoVinho:tipoCasco  2   98.18   49.09  2.3379    0.1139     
Residuals           30  629.92   21.00                       
--- 
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A	ANOVA	sobre	os	postos	pode	depois	ser	complementada	pelos	testes	post-hoc	usuais,	bastando	














































a. A = c(2.2, 2.6, 2.3, 2.8, 3.6) 
B = c(3.2, 2.0, 4.1, 3.7, 4.0, 2.6)    
C = c(0.6, 2.9, 3.0, 2.2, 3.2, 2.5, 3.8) 
D = c(6.2, 3.6, 4.0, 3.3, 3.2) 
	
b. peras = c(32, 27, 31, 28, 34, 29, 26, 29, 30, 31)  
macas = c(43, 41, 39, 35, 39, 38, 36, 42, 43, 40) 
limoes= c(50, 53, 55, 49, 48, 50, 51, 50, 51, 50) 
	
c. Grupo	G1:	9,	10,	7,	12	 	 	 Grupo	G2:	22,	19,	20,	18	 	
Grupo	G3:	21,	20,	20,	20,	21,	20		 	 Grupo	G4:	29,	30,	30,	30,	29	
	









































a. Perdas	de	calor	através	de	 três	 tipos	de	portas	
cilindradas	-	planeamento	experimental	ANOVA	




2.	 “Se	 sim,	 que	 tipo	 de	 porta	 se	 destingue	 dos	
outros?”	
	















Audi	A3	1.2	T	 6,1	 7,9	 7,1	 6,0	 8,5	
Honda	Insight	híbrido	 3,9	 6,0	 4,0	 5,4	 5,4	
Renault	Mégane	1.4	TCE	 7,8	 5,8	 6,1	 7,6	 6,6	
Volkswagen	Golf	1.2	TSI	 7,7	 5,8	 6,2	 7,7	 8,1	
Toyota	Auris	híbrido	 3,8	 5,4	 5,8	 4,3	 4,0	
	
Indique	a	ANOVA	mais	adequada	ao	tratamento	deste	planeamento	experimental.	Em	seguida,	















f11=c(71, 60, 38)  f12=c(24, 70, 27) f13=c(54, 81, 4) 
f21=c(120, 63, 31) f22=c(37, 9, 66) f23=c(32, 56, 47) 
f31=c(68, 33, 17)  f32=c(66, 117, 42) f33=c(128, 42, 11) 
f41=c(53, 37, 59)  f42=c(41, 60, 54) f43=c(26, 53, 108) 
 
b. Fatores	AB,	níveis	A=12	B=12,	grupos	desiguais	de	4/5/6/7	observações.	
A1B1 = c(11.3, 10.4,  9.6,  7.0)    
A1B2 = c(13.7, 11.3, 13.1, 13.8, 13.4)   
A2B1 = c(9.6, 11.0, 11.5,  6.6,  6.7,  9.4)   
A2B2 = c(16.3, 13.6, 14.6, 13.2, 17.3, 15.2, 16.7) 
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c. ANOVA	de	2	fatores	sem	replicação	
Indivíduo	 manha	 tarde	 noite	
Joao	 1.3	 2.2	 3.1	
Jose	 4.6	 5.5	 6.4	




V.Estatística Red Green Blue 
Vermelho 5.41  7.93 
6.81  6.47 
2.97  3.00 
2.12  3.60 
3.31  3.11 
2.58  1.61 
Verde 1.90  3.87 
3.81  2.66 
7.55  7.36 
9.41  6.46 
2.29  2.57 
3.69  3.30 
Azul 2.99  2.93 
2.23  1.20 
3.48  3.05 
1.99  3.30 
7.33  7.82 
5.91  5.95 
	
e. Fatores	XY,	níveis	X=12	Y=12,	grupos	de	4	observações.	
Nr val X Y bart 
1    1 1 1    1 
2    1 1 1    1 
3    1 1 1    1 
4    2 1 1    1 
5    1 1 2    2 
6    2 1 2    2 
7    2 1 2    2 
8    2 1 2    2 
9    3 2 1    3 
10  19 2 1    3 
11   4 2 1    3 
12   3 2 1    3 
13   5 2 2    4 
14   4 2 2    4 
15   4 2 2    4 
16  12 2 2    4	
	
	
5. Uma	dona-de-casa	 formada	em	estatística	decide	 testar	 se	o	 tipo	de	detergente	que	usa	nas	
lavagens	e	a	temperatura	da	água	são	factores	que	influenciam	a	sujidade	removida	da	roupa.	
Para	tal,	faz	6	grupos	de	4	lavagens	a	cada	uma	das	temperaturas	“frio”,	“quente”	e	“escaldar”	e	
usando	os	detergentes	 “rapa-tudo”	e	 “brancoso”,	 num	 total	 de	24	 lavagens,	 tendo	obtido	as	
seguintes	percentagens	de	sujidade	removida:	
	
Detergente\temp	 Frio	 Quente	 Escaldar	
Rapa-tudo	 23,	43,	53,	45	 74,	53,	93,	33	 86,	58,	85,	93	









Nome	 Matéria	a	estudar	 Estudou?	 Nota	Anatomia	
Anselmo	 Ossos	 Sim	 8	
Bartolomeu	 Ossos	 Sim	 8	
Celestino	 Ossos	 Sim	 5	
Diana	 Ossos	 Sim	 5	
Eugénio	 Ossos	 Sim	 6	
Francisco	 Músculos	 Sim	 11	
Gertrudes	 Músculos	 Sim	 11	
Hélder	 Músculos	 Sim	 13	
Isabel	 Músculos	 Sim	 13	
Joaquim	 Músculos	 Sim	 15	
Kléber	 Tecidos	 Sim	 9	
Luís	 Tecidos	 Sim	 13	
Manuela	 Tecidos	 Sim	 13	
Nuno	 Tecidos	 Sim	 10	
Odete	 Tecidos	 Sim	 15	
Paulo	 Ossos	 Não	 6	
Quentino	 Ossos	 Não	 10	
Rui	 Ossos	 Não	 9	
Sandra	 Ossos	 Não	 5	
Tânia	 Ossos	 Não	 8	
Uriel	 Músculos	 Não	 7	
Vítor	 Músculos	 Não	 8	
Wilson	 Músculos	 Não	 7	
Xavier	 Músculos	 Não	 4	
Yolanda	 Músculos	 Não	 8	
Zélia	 Tecidos	 Não	 8	
Abel	 Tecidos	 Não	 6	
Bárbara	 Tecidos	 Não	 8	
Carla	 Tecidos	 Não	 5	
Dario	 Tecidos	 Não	 6	
	
