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ABSTRACT 
The geometry of the cone of Euclidean distance matrices (EDMs) is analyzed 
using a new characterization of an EDM. The facial structure and the angle that 
EDMs of embedding dimension one make with the center ray are found. This result 
follows from a complete analysis of the critical points of the distance function in 
Frobenius norm from the matrix E consisting of zero diagonal and ones elsewhere to 
the EDMs of embedding dimension one. 
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1. INTRODUCTION 
A matrix D = (dij} E Iwnx” is a Euclidean distance matrix (EDM) pro- 
vided there exist points Pi, I’,, . . . , P, in [w’ (r < n - 1) such that 
dij = lIPi - F”ll” (l<l,j<n). (1.1) 
The smallest r for which such points exist in [w’ is called the embedding 
dimension of D. We shall let gl denote the set of all n X n EDMs whose 
embedding dimension is less than or equal to r. Since every EDM is 
negative semidefinite on the subspace M = (x E R” : xTe = Cy,, xj = 0), 
where eEIW” is the vector e=[I,l,..., lIT, the set of all EDMs is a convex 
cone whose structure is similar to that of the cone of positive semidefinite 
matrices. We investigate the cone of EDMs in order to gain understanding 
about the number and location of the solutions to the following problem: 
(I) Given a nonnegative symmetric matrix F E RnXn with zero diagonal 
and an integer r (1~ r < n - l), find the matrices D which solve 
min 1) D - FII. 
D E gr,: 
In many applications the dimension r = 3 is of prime interest because 
one wishes to determine a molecular model in [w3 whose generated EDM 
minimizes the distance to a given data matrix [15-181. 
Applications of Euclidean distance matrices to protein folding are given 
in Wiirthrich cf. [17,18,28]. The recent book of Have1 and Crippen [15] 
develops the theory and application of Euclidean distance matrices in 
molecular conformation problems. Other applications may be found in the 
social and behavioral sciences under the title of multidimensional scaling 
[21,22]. Related minimization problems and applications to scaling are re- 
viewed by Young [30], and the book of Meulman [24] develops related topics 
in multivariate analysis. Recent work on Euclidean distance matrices may be 
found in [4-15, 19, 23, 241. 
In case r = n - 1, 9; is the cone of all EDMs and (I) has a unique 
solution. In [lo] and (independently) [ 111, an alternating projection algorithm 
effectively treats this case. If n - r >, 2, the constraint set gi loses convex- 
ity, and uniqueness of the solution can no longer be guaranteed in (I). It is 
this latter case which concerns us here, and we are very far from a complete 
understanding. 
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This paper presents (yet another) characterization of EDMs, one that 
considerably simplifies many previous results and provides a simpler basis 
for algorithm development. In particular, we use it to analyze the facial 
structure of the cone of EDMs. Also we give a complete solution of problem 
(I) in case F = eeT - I and r = 1. For certain dimensions we find infinitely 
many critical points, contrary to a claim in [26). 
2. THE CONE OF EUCLIDEAN DISTANCE MATRICES 
For A, B E R” Xn, define the inner product by 
(A,B) = e aijbjj. 
i,j=l 
Then IIAII = (A, A)r” is the Frobenius norm of A, and /(A - BII is the 
distance between A and B. Gower [14] showed that a predistance matrix D 
(nonnegative, symmetric, and zero diagonal) is an EDM if and only if 
P(- D)P>O, (2.1) 
where 
T 
p+E, e=[l,l,...,l]r 
n 
is the orthogonal projection onto the subspace 
xER”:xTe= kxj=O 
j=l 
(2.2) 
(2.3) 
Thus a predistance matrix D is an EDM if and only if - D is positive 
semidefinite ( > 0) on M. Further, the minimal embedding dimension for D 
is r = rk(PDP). In studying EDMs, the closed convex cone 
K,={A:A=A~E[W”~” and xrAr>O forallxEM) (2.4) 
is of special importance because, as we see from (2.I), its intersection with 
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the subspace 
K,={A:A=A~E[W”~” and aii=0,i=1,2,...,n} (2.5) 
is the set of the negatives of EDMs, that is, D is a Euclidean distance matrix 
if and only if - D belongs to K I f~ K 2. 
We now present a new characterization of EDMs based on an orthogonal 
decomposition (see [6] for a related result). 
THEOREM 2.1. If A = AT E RnX”, there exist unique z E M, A E R ’ and 
a symmetric matrix B such that 
Be = 0 (2.6) 
and 
A=B+zeT+ezT+AeeT. (2.7) 
Further,A>,O onMifandonlyifthereexistuectorsu,,~~,...,u,_~ inM 
such that 
n-l 
A= c ujv~+eezT+zeT+AeeT. 
j=l 
(2.6) 
Proof Clearly, the matrix A in (2.7) is symmetric matrix if B is. Given 
a symmetric matrix A, we note that 
Ae = n( z + Ae) (2.9) 
for a unique choice of z E M and A E R’. The matrix B defined by 
B=A-zeT-ezT-AeeT 
is certainly symmetric and 
Be=Ae-nz-nAe=O 
by (2.9). Further, supposing again that x E M, we see that 
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so that the two quadratic forms agree on M. Accordingly, if A > 0 on M, it 
follows that B > 0 on M, and (2.8) follows from (2.7) and the spectral 
decomposition for B. Note that range B = (nullspace B) L c e L = M, so 
BMcM. n 
Note that the matrix B in (2.7) is centered, namely Be = 0, which implies 
that its row and column sums are zero, and that Theorem 2.1 has an obvious 
generalization whose proof is evident. 
THEOREM 2.2. Suppose N is a proper nonempty subspace of R”, and 
4 I,“‘, 4k is an orthonormal basis for N ‘. Then every symmetric matrix 
A E lFYx” has a representation of the fm 
A= B+ i zj4jT+ ; 4jzi’+ i ~~~4~4; (2.10) 
j=l j=l i,j=l 
fm some choice of z1,z2,..., 
B = BT such that 
zk E N, real numbers Aij (l<i,j< k) and 
B4j=0 (l<j<k) and BNcN. (2.11) 
Further, A 2 0 on N if and only zf B > 0 on N, in which case 
n-k 
B = c viv; 
i=l 
(2.12) 
fm some choice of vl. . . . , v, ._k in N. The points zl,. . . , zk and coeficients hij 
in (2.10) are determined by 
A4j = zj + ; hij4i (19 j,<k), (2.13) 
i=l 
where 
hij = 4;A4j, (2.14) 
COROLLARY 2.1. A predistance matrix D E Rnx” is an EDM zfand only 
if 
- fD = c vjvj’ + zeT + e.zT + AeeT, 
j=l 
(2.15) 
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where the nonzero vectors v l,. . . , v, form an orthogonal set in M, 
nh = - i lIVjl12, and 22,=-A- k (vji)‘, (2.16) 
j=l j=l 
where vji is the ith component of vi. Further, the embedding dimension of D 
is r. In (2.13, z = Q if and only if e is an eigenvector of D. 
Proof. A matrix satisfying (2.15) is an EDM by (2.1). Conversely, if D is 
an EDM, then there exists a real number r and a matrix of coordinates 
x E IWnxr, with X centered at 0 so that eTX = 0, such that 
- fD = XXT - xer - ezr, 
where X = : +<qxl,. .) x~x,)~. Since range X C M, let cy= r vivT be a spectral 
decomposition of XXT, and decompose Z = z + ye, with z E M and y E R’. 
Hence one obtains (2.15) with A = 2~. Equation (2.16) follows from dii = 0. 
Let P = I - eeT/n; then according to Gower [14], rank[ P( - :D) P] = r is 
the embedding dimension of D. n 
The following corollary shows how this representation of an EDM relates 
to the coordinates of points generating the EDM. 
COROLLARY 2.2. Suppose an EDM D = {dij] has embedding dimension r 
and representation (2.151, where VT = 1 vjl> viz, . . . , VjnI. Then 
dij = i (vii - v~~)~. 
I=1 
(2.17) 
The next corollary, which follows directly from (2.15), connects the rank 
of the distance matrix and the rank of the minimal embedding. Gower [14] 
obtained this connection using the generalized inverse of D; see also Hayden 
and Wells [19]. 
COROLLARY 2.3. Suppose D is an EDM with representation given by 
(2.15). Then the range R(D) = span{v,,. . . , v),,z, e}. Hence the null space 
N(D)=R(D)ICM,andDisinvertible~aandonly~{v,,...,v,,z}spansM. 
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Further, rk D = r + 1 if and only if z E spanIv,, . . . , vr), and rk D = r +2 if 
and only if2 @ span(v,, . . . , or). 
We now study the geometry of the cone of EDMs or, equivalently, 
- (K, n K,). Many properties of the cone of positive semidefinite matrices 
(see for example [l-3, 20, 25, 271) translate directly to the cone of EDMs. In 
particular we study the facial structure of the cone of EDMs in order to gain 
insight into problem (I). The ambient space will be the real symmetric 
matrices in Rnx”. 
By a cone K in [WnX”, we mean a convex cone, that is, if x, y E K, then 
cu,/? > 0 implies (YX + p y E K. K induces a partial order on requiring that 
r<y if y-xEK.Aset FcK iscalledafaceof K ifandonlyif F isa 
subcone of K such that 0 Q x < y and y E F imply x E F. An extremal of K 
is a face E such that span E is a one-dimensional subspace. 
The cone of EDMs is not simplicial or polyhedral, since there is a one to 
one correspondence of the positive semidefinite matrices on M and elements 
of the cone of EDMs. Further, the matrices positive definite on M corre- 
spond to the interior of the cone of EDMs, and the positive semidefinite but 
not positive definite matrices on M correspond to points on the boundary of 
the cone of EDMs, each rank one matrix on M yielding an extreme point as 
we will see. In fact the facial structure of the cone of positive definite 
matrices translates nicely to the facial structure of the cone of EDMs. We 
will follow the development in [27], but the corresponding facial characteri- 
zations in [l-3, 203 are clearly corollaries. 
THEOREM 2.3. Let A be a matrix in the cone K, n K, having representa- 
tion 
k 
A = c viv,T + zeT + ezT + AeeT. (2.18) 
i-l 
Then the set 
weT+ ewT + yee’:span(s,,. ., Sk} Cspan{o,,u,,.. .,ok} 
is the smallest face of K, f~ K, that contains A (where z, w are calculated as 
usual by (2.16)). 
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Proof. Clearly A E F(A). To show that F(A) is a cone, let B E F(A) 
and (Y > 0. Then 
k 
aB = c LY’/~S~C-Y ‘/‘ST + aweT + ffewT + ffheeT , 
i=l 
k 
= C viv,T + xeT + exT + peeT, 
i=l 
where by Corollary 2.1 x = (YW and p = cub, so aB E F(A). 
Now suppose B, C are in F(A) with 
k 
g = c uiuT + zeT + ezT + heeT 
i=l 
and 
k 
C = C sisT + weT + ewT + yeeT. 
i=l 
Hence 
k k 
B+C= cuiuy+ ~s,s’+(~+w)e~+e(z+w)~+(A+y)ee~ 
i=l i=l 
and 
span{u, ,..., uk,sI ,..., Sk} Cspan{v, ,..., vk} 
By the spectral representation theorem, 
k k k k 
c uiu;+ c sis;= c /iiviLq= c xix;, 
i=l i=l i=l i=l 
span{%,,..., xk) cspan(vI,...,vk), 
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where Ai > 0 are the eigenvalues and vi the eigenvectors. Then 
k 
B+C= CrixT+yeT+eyT+GeeT, 
i=l 
where again by uniqueness y =z+ w and 6=A +y. SO B +CE F(A). 
Hence F(A) is a convex cone. 
To show F(A) is a face, we suppose X,Y E K, n K,, Y E F(A), and 
0 < X < Y. We need to show X E F(A). We again have the representations 
n-1 
X= C sis,T+zeT+ezT+aeeT, si E M, (2.20) 
i=l 
and 
k 
Y= C u,u~+weT+ewT+peeT, ui E span{v, ,..., ok}. (2.21) 
i=l 
Since Y 2 X implies Y - X E K, n K,, 
n-1 
Y-X= C hivivt~+xeT+exT+yeeT, vi EM, Ai > 0. (2.22) 
i=l 
We now look at the restrictions of these matrices to M. We have 
PYP=PXP+P(Y-X)P, 
or 
(2.23) 
Now if A, B are positive semidefinite, then rk A < rk(A + B), so 
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rk(Cy,: sisT) < rk(C:,, u~uT> < k. From (2.231, span{s,, . . . , s,_~} C 
span(u,,..., uk} C span{v,, . . . , uk}. Hence, using the spectral representation 
for clrrr sistr, we may write Cyzi sisCr = cf,, tit:, ti E span{u,, . . , ok}. Again 
using the uniqueness of the expansion in (2.20), we conclude that X E F(A). 
To establish that F(A) is the minimal face containing A, it suffices to show 
that if B E F(A) then there exists a A > 0 such that AA - B E K, n K, (see 
[l]). Equation (2.19) can be used to show that AA - B is positive semidefi- 
nite on the span of (t~~, . . . , vk} for some A > 0, and then it is easy to show 
AA-BEK,nK,. w 
Note that if u E M then 
G = uuT + e.zT + zeT + 6ee’ 
has only (YG in F(G), where cy > 0. So F(G) is a face of dimension one. 
These one dimensional or extremal faces clearly generate the cone K, n K, 
in the sense that extremal points generate a convex set. 
Not all of the properties of the cone of positive semidefinite matrices 
carry over to the cone of EDMs. For example we have seen above that there 
is a one to one correspondence of the subspaces of M and the faces of the 
cone of EDMs. Tarazaga [27] showed that if one considers two orthogonal 
subspaces in R”, then the faces of PSD matrices associated with them are 
orthogonal in the sense that their Frobenius inner product was zero. This 
property fails in our setting. Also Tarazaga [27] found that all the PSD 
matrices of rank one form the same angle with 1. In the next section we show 
that the extremals do not make the same angle with E = eeT - I, but do lie 
between certain bounds. 
3. EXTREMAL APPROXIMATIONS TO E 
Let E = eeT - I, and consider the special case of problem (I) such that 
min ]lD - Eli. 
DE@ 
Since D E Bnl, the points P,, P,, . . . , P,, E R’ will be identified with their 
CONE OF DISTANCE MATRICES 163 
coordinates in R’ and labeled x~,...,x,. Then by (1.1) the EDM 
D(x 1,. . . , x,) = {dij} is given by 
dij = (Xi - Xj)“. (3.1) 
Let 
F(x 1 ,... ,x,)=IID(21,...,~~)-E)12. (3.2) 
Because of the symmetry of E, we are able not only to solve problem (I), but 
also to find and classify all of the critical points of F(r,,. . ., x,). First, this 
indicates the complexity of problem (I) and shows that the number and types 
of the critical points of F(x,, . . . , x,) are much more complex than previously 
claimed [26]. Second, additional geometry about the cone of EDMs is 
revealed. A similar example is considered in [7] with a different objective 
function. 
The case n = 3 is special, since in this case the cone of EDMs is a true 
circular cone with E on the center ray. It is not hard to show that there are 
infinitely many critical points in this case; all are minima assuming the same 
value for F(x,, x2, xg). For rr > 3, the cone of EDMs is no longer a circular 
cone and the geometry becomes complicated, as the following results (n > 3) 
show. Obviously, if all coordinates of a point (xi,..., x,) are either 0 or 1, 
then this point is a critical point of the function F(r,, . . . , xJ, and we call it a 
trivial critical point. If two critical points cannot be obtained from each other 
by permutation of coordinates, then they are called essentially different. 
THEOREM 3.1. The function F(x,, x2,. . ., r ,,> has [n /2] + 1 essentially 
different trivial critical points with coordinates 
x1= -- . = x,-1= 1, x,_[+1 = *. . =x, = 0, Z=O,l,..., ; . 
[ I 
(3.3) 
The corresponding EDMs are 
D(x 1,...>T”) = 
0*-l c-d 
vf-, 01 I* (3.4) 
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Here 0, is the 1 X 1 zero matrix and et is the vector of ones of length 1. A 
trivial critical point is a minimum if I> n /3, a local maximum if 1 = 0, and a 
saddle point if 1~ 1~ n /3 and n > 3. For 1 z n /2, there are 
distance matrices D(x 
(1) d@erent 
obtained by permutation of (x,, . . . , xJ, while 
cases. 
THEOREM 3.2. For n > 3, all nontrivial critical points are saddle points 
of F(x,, . . , x,). They are of the following two types. 
6) For-l&l, k>l, n>l+k+l, l+n/3, k+n/3, andk+1+2n/3, 
there are a finite number of saddle points whose coordinates are given by 
x1 = . . . = X,-&l = x, 
X,-k-[+1 = * *. = X,-l = y, (3.5) 
x,_*+l = . . * = X” = 0, 
where 
x=(n-3k)G, y=[2n-3(k+l)]&, 
n 
b= 
n3 -27kl( n - k - 1) ’ 
(3.6) 
(Note that when I= n /3 or k = n /3 or k + I= 2n /3, (3.5) and (3.6) give a 
trivial critical point.) 
(ii) For 1 = k = n/3, there are infinitely many saddle points with coordi- 
nates 
x1 = * *. = x”,3 = x, 
(3.7) 
X2n,3+1 = * *. = x, = 0, 
where 
X2 -xy+ y2=l. (3.3) 
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COROLLARY. The function F(r,, . . . , x,,) has more than one essentially 
different local minimum if and only if n = 3 or n = 8 or n > 10. For n > 3 the 
function Fcx,,..., x,1 has [n/21-[n/31 essentially different local minimum 
points whose coordinates are given by 
x1= *. . = X,-l = 1, X,-l+, = . . . = x, = 0, l=[J+l,...,[f]. 
(3.9) 
The proof of these results is difficult and tedious. Due to the length of the 
computations, we will only comment about the method. In Theorem 3.1 the 
main difficulty is the examination of the Hessian at a critical point. A careful 
examination of the eigenvalues and eigenvectors yields the results except 
when 31= n (n > 3), in which case it is necessary to examine the third order 
terms of the Taylor expansion to show that in this case the critical point is a 
saddle point. 
To find the critical points in Theorem 3.2, set X, = 0 and solve the n - 1 
cubic equations g,(x,, . . . , x,_~) = $aF/&x, = 0 for i = 1,. ..,n - 1. Replace 
these equations by the equivalent system gi - g, _ , = 0, i = 1,. . . , n - 2, and 
Xy<i’ gi = 0. Then factor g, - g, _ i = (xi - x, _ , Xquadratic), and a difficult 
case by case analysis yields the complete solution. 
THEOREM 3.3. Suppose A is an n X n EDM with embedding dimension 
one. Then 
and 
where cos(A, B) = (A, B)/ JIAl( ~~B~~. 
f or n even (3.10) 
fornodd, (3.11) 
Proof. The upper bound is established by noting that the global mini- 
mum for F in (3.2) is obtained from (3.3) with I= [n /2]. 
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To establish the second inequality, let the coordinates of the n points in 
R’ be x~,...,x,, and suppose IF==, xi = 0. Then 
=2C(Xi-Xj)4+4 C (Xi-xj)2(xi-‘W,)2 
i,j i,.i.t 
t#j 
=~C(X~-X~)~+~ 
i.j 
n(n-1)zx:+2(n-1)( xx;)” 
i i 
+4Cx~Cxjrt+nCxj2x~ 
i j,t .i,t 
j#t j#t 1 
=2~(~~--x~)~+4 
i,j 
n(n-1)zxf+2(n-l)( xx:)’ 
I L 
=2(n-1)C(Xi-xj)4’ 
i,j 
Hence 
cos(A, E) = 
i.j = 1 
n 
1 i,j=l 
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Tarazaga [27] shows, in contrast to Theorem 3.3, that if A is an extreme 
(rank one) positive semidefinite matrix E RnX”, then cos(A, I) = l/G. 
Note that (3.11) is au equality for n = 3, which indicates the circular nature 
of the cone in that case. 
THEOREM 3.4. Let A be an n X n nonzero predistance matrix. Then 
cos(A, E) 2 
Proof. For s # t let A,,, =[aij], where a,, = a,, = 1 and all other 
entries are zero. Since any nonzero predistance matrix A is a linear combina- 
tion of A,Y,, with nonnegative coefficients, it is not difficult to show 
J 2 cos(A, E) > cos(A,,,, E) = n(n-1) n 
In summary, we find that the solution to problem (I) is difficult and 
depends on the dimension of the space as the geometry of the cone of EDMs 
becomes more complex. The geometry developed in this paper forms the 
basis for algorithms to solve problem (I) [12]. 
As we were preparing the final draft of this paper, we received a paper 
from F. Critchley [6] h’ h w ic was already submitted and intersects this work in 
several places. His approach is based on a different framework [5], and 
valuable insight into the geometry is gained from the different approaches to 
this problem. 
We thank the referee for suggestions which made the paper more concise 
and fm bringing References [71 and (101 to our attention. 
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