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Abstract Distributed systems have been widely deployed and
used in different elds. The Internet itself with all the challenges
it brings is one of the successful distributed systems. There have
been a lot of research in the efcient design, implementation and
evaluation of distributed systems. One of the research challenges
in distributed systems is the design of efcient congestion control
and routing algorithms. In spite of many efforts to deal with these
challenges, sound algorithms and novel approaches have yet to be
devised. The literature shows that current routing and congestion
control schemes are having serious performance problems to cope
with the growth of networks (the Internet).
In this work we present an adaptive, joint congestion control
and routing protocol for distributed systems called BestChoice.
We show how BestChoice can be used to nd the best path to
route packets and optimal (best) sending rate for the sources
given the total (and average) rates to and queue sizes at the links
in the network.
We evaluated the routing performance of BestChoice using a
topology from the literature and a live real-time Internet data.
All numerical results show that BestChoice has better routing
performance than well known routing algorithms and has the
additional benet of nding the best initial sending rate for the
data sources. The numerical results show that BestChoice offers
an almost two times more throughput gain than existing routing
techniques.
Keywords: Distributed systems, Routing, MaxMin, Rate
allocation, Adaptive pricing.
I. INTRODUCTION
Any distributed system among other things is comprised of a
scheme by which nodes communicate. Nodes in a distributed
system communicate by first finding a path to one another.
After finding a path they decide at what rate to do the
communication as there are resource constraints. This is a
simple note that any distributed system needs to have an
efficient routing and congestion control scheme to be effective.
Over the years many researchers have proposed many
routing and congestion control schemes. Nonetheless, all the
efforts have not been able to properly address the challenges
with the growth and complexity of the distributed systems.
Lack of efficient routing and congestion control protocols and
algorithms has been forcing owners of big distributed systems
to over-provision their resources (networks).
Unfortunately apart from the cost of upgrading the network
(distributed system) the Moore’s Law-like technology trend
with the growth of for instance the Internet is not sufficient
to contain congestion as shown by Akella et. al [1]. This is
because as the authors pointed out the maximum congestion
in the Internet scales poorly with the growing size of the
Internet graph. Akella et. al have further shown that the famous
Shortest Path Routing (SPR) which is the routing protocol
in the Internet today can be worse than the Border Gateway
Protocol (BGP) which is a Policy Routing.
This surprising result is not because trial and error is
better than a scientific approach. It only exposes with a
counter example the weaknesses of the existing SPR protocol
demanding for a more clever and comprehensive scientific
approach, something we hope to deliver in this work. One
of the main problems with the existing SPR is the routing
metric it uses. The routing metric used doesn’t properly take
into account the latest status of the network.
In this paper we present the BestChoice routing scheme
to solve the problems current wired IP network routing
techniques have. Our scheme can also be easily extended to
wireless and overlay networks. The routing metric used in our
scheme also happens to be a processor sharing metric which
is the best (“optimal”) sending rate [6] as discussed in the
succeeding sections. Each node in the distributed systems can
use this rate to avoid resource wastage and congestion. This
means that the metric used in the network (routing) layer is
also an important metric in the transport (congestion control)
layer making our BestChoice scheme a cross-layer technique.
A. Related Work
Distributed systems use different algorithms to route data
from one node in the network to another node. The peer-
to-peer nature of the Gnutella [4] network for instance re-
quires servents (nodes) to route network traffic (queries, query
replies, push requests, etc.) using Ping and Pong descriptors.
Pong descriptors may only be sent along the same path that
carried the incoming Ping descriptor. A servent will forward
incoming Ping and Query descriptors to all of its directly
connected servents, except the one that delivered the incoming
Ping or Query. The Chord distributed system [24] uses a
one dimensional analogue of the Grid location system [19].
Chord maps its nodes to an artificial one-dimensional space
within which routing is carried out by an algorithm similar
to that of Grid. Grid relies on real-world geographic location
information to route its queries. The Open Shortest Path First
(OSPF) [17], [21] is a routing protocol developed for Internet
Protocol (IP) networks by the Interior Gateway Protocol (IGP)
working group of the Internet Engineering Task Force (IETF).
OSPF is a link-state routing protocol that needs the sending
of link-state advertisements (LSAs) to all other routers within
the same hierarchical area. Information on attached interfaces,
metrics used, and other variables is included in OSPF LSAs.
As OSPF routers accumulate link-state information, they use
the SPF algorithm to calculate the shortest path to each node.
Popular distributed systems such as [2], [4], [24] also
currently use the Transmission Control Protocol (TCP) [13]
as their congestion control protocol. In spite of the success
in avoiding congestion collapse in its early stage TCP is now
proven to have many performance problems. TCP is not fair
for long RTT flows [11]. The fact that packet loss and queuing
delay are its congestion signals makes TCP unsuitable for
wireless networks [5]. TCP is also not good for fast links or
large bandwidth-delay product (BDP) flows or long distance
satellite networks [20], [23]. There have been a couple of
efforts to solve the problems by making small modifications to
the original TCP [8], [25]. But all these new protocols inherit
the main problems of TCP.
To solve the congestion problems of TCP and its variants
there are also proposals on new clean slate congestion control
protocols such as the eXplicit Congestion control Protocol
(XCP) [16] and the rate Control Protocol (RCP) [6]. However
XCP is also shown to have performance problems [26] and
RCP is a heuristic involving rough estimation of an important
parameter which can cause instability in the network. A traffic
engineering technique based on some ideas of XCP, (TeXCP)
[14] was also proposed to address some routing issues. But
TeXCP also inherits some of the problems of XCP. A traffic
engineering (TE) technique for MPLS networks [15] was also
proposed. But it is based on the notion that the number of
flows (LSP requests) through a link can be known and is hence
difficult to apply for non MPLS networks.
In spite of many efforts existing protocols haven’t properly
addressed the existing congestion control and routing prob-
lems. One of the reasons is that they do not have a good way
of finding the best sending rate. Existing routing protocols
also do not use a good link weight metric to increase system
throughput and help stabilize the distributed system.
The Fast Congestion Control Protocol (FCP) [7] is however
expected to solve the problems XCP, RCP and other conges-
tion control protocols have. FCP is expected to outperform
XCP and RCP in terms of link utilization, file completion time
(file download time), fairness, simplicity, efficiency, flexibility,
convergence time and other issues. The BestChoice protocol
proposed in this work is based on some of the ideas of FCP.
The “best” rate which FCP assigns to flows is used as one of
the components of BestChoice.
B. Main Contributions
The main contributions of this paper can be explained as
follows:
• It proposes a MaxMin routing algorithm, evaluates its
performance and compares it with well known routing
protocols using a topology from the literature and live
real-time Internet traffic from the Internet2 Network [10].
Using these experiments we show that our approach can
give an almost two times more throughput gain than
existing techniques.
• It proposes a routing metric which is also the best sending
rate (congestion window size) for nodes (sources) and
thereby achieving cross-layering by linking the transport
and network layers. The cross-layering can also be ex-
tended to other layers though we don’t discuss it here.
Cross-layer of this sort is specially important to the
overall stability of the distributed system than having to
deal with different components which affect each other
separately.
• The routing metric we use in this study is also arguably
the best routing and other network performance metric
and can be used to asses the performance of other routing
and congestion control schemes in distributed systems.
• Our BestChoice routing (cross-layer) scheme needs little
or no change to the existing system that it can be directly
deployed.
• Although not discussed in this paper one can see that the
routing metric we use in this paper can easily be used
with DSR, DSDV, AODV and other routing protocols.
In this case each node maintains the BestChoice routing
metric and the MaxMin is achieved by having the discov-
ery packets record the minimum metric in the path. The
path of the discovery packet with the MaxMin metric is
then used. In cases where it is difficult to know the link
capacity a scheme based on the total arrival rate and rate
of queue change can be used.
• Can easily be extended to be a QoS routing protocol.
The rest of the paper is organized in such a way that
we first discuss the BestChoice algorithm. We then give
numerical results to evaluate its performance and finally we
give summary and work in progress.
II. THE BestChoice ALGORITHM
The BestChoice algorithm uses a good routing metric which
is discussed in the following section in a MaxMin algorithm
which is also discussed in the following section to find the
best path. While finding the best path which gives the highest
throughput the BestChoice algorithm also gives the best rate
at which sources should send data. Hence it serves as a
joint congestion control (transport layer) and routing (network
layer) protocol.
A. The Routing Metric
Intuitively speaking the routing metric used in this study
can be shown to be the average throughput (rate) a bottleneck
link can offer to each flow which passes through it given the
total load offered to and the queue length of the bottleneck
link. Let the capacity and queue length of and total arrival
rate to a link be denoted by C, Q and Λ respectively. Let d
denote the control interval when the “optimal” (average) rate
R is updated. The value of d can be estimated by the average
of the round trip times (RTT) of the flows passing through the
link. This will need some modification to the TCP timestamp
option (see RFC 1323) as mentioned in [7]. But in this study
since we consider only the total arrival rate, it is set to a fixed
value of 0.1sec. Considering the sending rate Rj of the jth
of the L packets which arrive to the link (router), the optimal
rate derived in [7] is given by
R =
Cd−Q∑L
j=1(1/Rj)
. (1)
The value of R can be shown to be the average or the
processor sharing throughput as follows. If the average sending
rate of the flows is R then the denominator of Equation 1
becomes L/R which is equal to Nd where N is the total
number of flows passing through the link. Hence Equation 1
becomes
R =
Cd−Q
Nd
=
C −Q/d
N
(2)
which is the average or processor sharing throughput.
As explained in [6] processor sharing is the best throughput
and hence routing and performance evaluation metric. Now
that R is the average processor sharing throughput it can be
arguably called “optimal” and be used not only as a routing
metric but also as a metric for the performance evaluation of
routing protocols.
Classifying all arriving packets into flows is a numerically
difficult task that N shouldn’t be obtained by counting the
number of flows. Therefore L/dR = Λ/R = L/w is used
where w is the average congestion window size of the flows
passing through the bottleneck link and the total arrival rate
Λ = L/d. Thus Equation 1 becomes
R =
(C −Q/d)R
Λ
=
(Cd −Q)w
L
(3)
where Λ = L/d is the total arrival rate during the control
interval d.
The BestChoice routing needs that the nodes (routers) know
the average window size w or the average sending rate R =
w/d by taking the average of the window sizes carried in the
packets passing through the link.
Here in the equation N = Λ/R the R can be estimated by
the rate R value of the previous control interval Rprev and the
current R value Rcur can be used to estimate N = Λ/Rcur
for the next control interval.
The w can also be obtained with
w =
1√
2p/3 + 12p
√
3p/8(1 + 32p2)
(4)
as is the case in XCP [9], [16] where p is the packet loss
probability. Equation 4 is a variant of the well known TCP
equations. The nodes can then replace the window (rate) value
in the packets with the “optimal” R value they calculate if
the value in the packets is greater and thereby merging the
transport and routing layers. Quality of service (QoS) can also
be taken care of as is the case in [7].
B. The MaxMin Routing Algorithm
Unlike the traditional routing schemes which use the Dijk-
stra algorithm a MaxMin algorithm is used in this study to find
the best paths for the flows. In this algorithm the rate R is used
as a routing metric. The path with the maximum throughput
(R) which is the minimum in each path (hence MaxMin) is
then the best path. The pseudo-code of the algorithm is given
in Algorithm 1 of the appendix. The algorithm has three stages,
the initialization, the Max calculation and the Min calculation.
• In the initialization stage all nodes are unmarked, path
estimate to each node, the predecessor node and the
counter are set to 0. The starting node is marked.
• In the Max calculation stage, for each marked node and
for each neighbor of the marked nodes, find the link from
the marked to the neighbor with the maximum weight
(metric) and mark the neighbor. This process continues
until the destination is found.
• In the Min calculation stage check if the weight of the
new link added to the path is smaller than the weight of
the predecessor (previous) link in the path. If it is not
smaller, set the weight of the newly added link equal to
the weight of the previous (predecessor) link. This step
just takes the minimum link weight in the path.
Testing and implementing other MaxMin algorithms to see
if they have less numerical complexity than ours is left for
future work.
III. NUMERICAL RESULTS
In this section preliminary results are presented to validate
the performance of the BestChoice routing against Open
Shortest Path First (OSPF) [22] algorithm and another general
delay metric routing algorithm. There are many delay metric
routing algorithms. Leaving the negative effect of extra com-
munication overheads aside, they can all be best expressed by
Little’s theorem as follows.
Qd = Ql/((1− p)Λt) (5)
where Qd, Ql and Λt = Λ+Q/d are the queuing delay, queue
length and total arrival rate to the link respectively.
Given the current total arrival rate Λ, the queue length Q
from the previous interval as described above, formulas from
the G/M/1/B queuing are used in this study to find the values
of the packet loss probability p and the queue length Ql as
shown below.
p =
{
(1− ρ) ρ
B
1−ρB+1 if ρ 6= 1
1
1+B
otherwise
and
Ql =
{
ρ
1−ρ − (B + 1)
ρB
1−ρB+1 if ρ 6= 1
B
2
otherwise
where ρ = (Λ + Q/d)/C and B is the node (router) buffer
capacity. The Dijkstra algorithm is used to find the shortest
path in OSPF and the delay metric routing.
We next evaluate the routing performance of BestChoice
using a network topology from the literature and using live
real time Internet traffic of the Internet2 Network (Abilene
Network) which is a U.S. high-performance backbone network
created by the Internet2 community.
A. Using a network topology from the literature
To analyze the performance of the routing protocols we first
use a network topology shown in Figure 1 which was also
used in [15]. The link capacity of the light links is 12 units
and that of the dark links is 48 units as is in [15]. These values
are taken to model the capacity ratio of OC-12 (622 megabits
per second) and OC-48 (2.5 gigabits per seconds = 4 OC12s)
links. In all the experiments random demand (Λ) and queue
length (Q) values are used. A fixed value of R = 0.096 units
which is about the maximum sending rate of TCP connections
(corresponding to the maximum window size of 64 KBytes)
is used in all experiments to make a worst case analysis of the
network.
Four flows with the origin destination pairs as shown in
Figure 1 are considered as is the case in [15]. The random
arrival rate (traffic demand) and the queue length are uniformly
increased in the experiments to see the effects on the routing
algorithms. To see the change on the routing protocols, the
total arrival rate to the link from node 1 to node 2 is perturbed
by a multiple of 2. Each link in the experiments is bi-
directional. Flows from source 1 to 13, 5 to 9, 4 to 2 and
5 to 15 are named flows 1, 2, 3 and 4 respectively in the
experimental setup.
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Fig. 1. 15 Node Network
The results for each flow are shown in Figures 2 to 10. As
can be seen from all graphs BestChoice finds the paths which
can give almost twice more throughput than the traditional
OSPF or delay metric routing protocols.
The results also show that delay metric routing outperforms
the OSPF routing in some cases. The performance of the delay
metric routing and the OSPF routing are the same in most of
the cases. If the path BestChoice finds for flows is too long
to be filled by the flows (if the flows are too short to fill the
pipe) then the routing aspect of BestChoice can be modified
to give the next shorter but high throughput path.
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B. Using Real-time live Internet Traffic of the Internet2 Net-
work
We have also evaluated the performance of BestChoice
routing using live traffic obtained from the Global NOC Real-
time (GNOC) Atlas [10] of the Internet2 Network backbone.
Figure 11 shows a snapshot of the percentage usage of
the links at the specified time using different colors. More
information about this can be found on the GNOC Real-time
Atlas website [10].
The corresponding average link usage statistics observed
from the real-time traffic data is given in the following matrix.
Each entry in the matrix shows the average usage percentage
of the link connecting the network operating centers (NOC)
in the corresponding row and column. If two NOCs are not
connected then the entry is 0 assuming that there is no link
which is not used at all. The NOCs of the Internet2 Network
shown in the Atlas are Seattle (SE), Los Angels (LA), Utah
(UT), Kansas (KA), Chicago (CH), Atlanta (AT), McLean-
Virginia (ML) and New York (NY).
0
BBBBBBBBBBBBB@
SE LA UT HO KA CH AT ML NY
SE 0 0.05 0.3 0 0 0 0 0 0
LA 0.3 0 0.01 0.4 0 0 0 0 0
UT 0.3 0.01 0 0 0.03 0 0 0 0
HO 0 0.3 0 0 0.1 0 0.3 0 0
KA 0 0 0.01 0.25 0 0.3 0 0 0
CH 0 0 0 0 0.40 0 0.01 0.4 0.005
AT 0 0 0 0.1 0 0.01 0 0.3 0
ML 0 0 0 0 0 0.5 0.3 0 0.4
NY 0 0 0 0 0 0.005 0 0.30 0
1
CCCCCCCCCCCCCA
We observed the network traffic for about two days to see
the ranges of link usages and analyzed the performance of
our scheme by considering two flows one from New York
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Fig. 3. Average throughput of flow 1 (node 1 - node 13), 1 unit = 622/12
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Fig. 4. Average throughput of flow 1 (node 1 - node 13), 1 unit = 622/12
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Fig. 5. Average throughput of flow 2 (node 5 - node 9), 1 unit = 622/12
Mb/s, router queue size is 3/4 of the link bandwidth delay product
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Fig. 6. Average throughput of flow 2 (node 5 - node 9), 1 unit = 622/12
Mb/s, total arrival rate is 1/2 of the link bandwidth
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Fig. 7. Average throughput of flow 3 (node 4 - node 2), 1 unit = 622/12
Mb/s, router queue size is 1/2 of the link bandwidth delay product
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Fig. 8. Average throughput of flow 3 (node 4 - node 2), 1 unit = 622/12
Mb/s, total arrival rate is 3/4 of the link bandwidth
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Fig. 9. Average throughput of flow 4 (node 5 - node 15), 1 unit = 622/12
Mb/s, router queue size is 3/4 of the link bandwidth delay product
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Mb/s, total arrival rate is the same as the link bandwidth
Fig. 11.
to Seattle (NY-SE) and the other one from Houston to Los
Angeles (HO-LA). We chose these links because the HO-LA
link was the mostly used link and that NY-SE is the longest
route from one end of the network to the other end crossing
many NOCs.
Since only less than half of the link capacities is utilized we
assume that there is no queue delay that we didn’t consider
a delay metric routing which was analyzed in the previous
experiments. Besides since there is no queue or packet loss in
the routers the link metric reduces to the simpler form,
R =
CR
Λ
(6)
where Λ in the live real-time traffic atlas is given as a
percentage of C, the link capacity. The link capacities are all
OC-192 (9.952 Gbits/s). As the link capacities are not full and
as more than 85% of the connections are TCP [12] we set R
to the default maximum recommended [18] value of 10Mb/s.
As can be seen from Figures 12, 13, 14 and 15, BestChoice
routing offers an almost twice bandwidth gain than the shortest
path routing (OSPF) by finding the best paths.
IV. SUMMARY AND WORK IN PROGRESS
A joint routing and congestion control technique called
BestChoice is presented. The technique finds the best path and
sending rate for flows (sources). The BestChoice algorithm
uses the total arrival rate to a router, (the average flow arrival
rate or average congestion window size) and queue length as
input and finds the best path and the best sending rate for the
flows.
A MaxMin routing algorithm which can outperform the
traditional shortest path scheme is also presented. An efficient
routing metric which can be arguably shown to be the best
routing and other network performance metric is also given.
Numerical results using a topology from the literature and
a live real-time Internet traffic of the Internet2 Network are
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Fig. 12. Average throughput of NY-SE flow when the percentage of UT-
SE is increasing while other link usages are not increasing significantly. SPR
(OSPF) doesn’t capture the available bandwidth in the network.
used to validate the BestChoice routing scheme. All numerical
results show that the proposed scheme can outperform the
existing techniques by providing twice more throughput gain.
Detailed analysis of the stability, fairness and equilibrium is-
sues of the adaptive and other BestChoice schemes is reserved
for future work. Detailed analysis incorporating incentive and
considering bottlenecks other than the link capacities (like
storage and processing capacity) is also left for future work.
We will also show how easily BestChoice can be used with
other popular routing protocols such as DSDV, AODV and
DSR. We will finally implement BestChoice in node (router)
hardware and end-host software. We will extend BestChoice
to be a QoS routing protocol and compare it with QoS routing
schemes in the literature such as [3].
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V. APPENDIX
Algorithm 1 The BestChoice MaxMin Routing Algorithm
{The Initialization}
for j = 1 to num of vertices do
mark[j] ⇐ 0 {Unmark all the vertices}
pathestimate[j]⇐ 0 {The throughput estimate in the path up to node
j}
predecessor[j] ⇐ 0 {The predecessor node of node j}
count ⇐ 0 {Counter of marked nodes}
end for
pathestimate[source] ⇐ ∞ {The throughput estimate in the path up
to the source node}
{The Main part}
while count < num of vertices do
mark[u] ⇐ u {Mark node u and hence path and throughput estimate to
node u are known}
count ⇐ count + 1
s[count] ⇐ u {Add node u to the marked set of nodes}
w ⇐ 0 {Variable used to find the maximum throughput}
if u = destination then
break
end if
{The Max calculation starts here}
for y = 1 to count do
for i = 1 to num of vertices do
if mark[i] 6= 1 then
if w ≤ throughput[s[y]][i] then
w ⇐ throughput[s[y]][i]
predecessor[i] ⇐ s[y]
u ⇐ i
end if
end if
end for
end for
pathestimate[u]⇐ w
{The Min calculation starts here}
if u 6= source then
if pathestimate[u] ≥ pathestimate[predecessor[u]]
then
pathestimate[u] ⇐
pathestimate[predecessor[u]]
end if
end if
end while
