Abstract. There are several theories of atmospheric gravity wave power spectral densities (PSDs) which have been published. These, in turn, have inspired numerous experimental tests. The spectra involved are in the class denoted "stochastic, red noise spectra." This means that most of the power is at the low-frequency end and obeys a power law falloff in going to higher frequency. The present paper describes how some published experimental spectra are flawed by an artifact of spectral analysis which has not heretofore been recognized in the literature. It involves both an amplitude fluctuation enhancement and a coupling between spectral amplitude and slope, and it can be avoided only by stringent control of spectral leakage. Because of "trade-off" considerations every data set, depending on its length and signal characteristics, requires a different method of analysis. It is therefore required that PSD analysis programs must be adjusted and tested to fit each situation. For this purpose a simple method is described to simulate data of known general characteristics for test purposes (to avoid the pitfalls). Since the papers by Nastrom et al. [1997] and de la Torre et al. [1997] have the unfortunate artifact in their analyses, their conclusions regarding saturated gravity wave theories should be reexamined.
Introduction
The discovery [Dewan et al., 1984] that the horizontal velocity vertical wavenumber spectrum appears to be "universal" has inspired a number of theories to be formulated in order to explain this finding. These include those of Dewan and Good [1986] , extended by Smith et al. [1987] , as well as Weinstock [1990] , Hines [1991a, b, c] , Gardner [1994] , and Medvedev and Klaasen [1995] . This discovery was predicted by Van Zandt [1982] in a seminal paper based, in part, on the empirical model of Garrett and Munk [1975] for internal ocean waves. More recently, numerous observations have been made, some of which support the universality idea and some of which do not. For example, a recent paper by Nastrom et al. [1997] has raised various questions about saturation theories of gravity waves. In particular, they showed "scatter diagrams" that display correlations between spectral slope and spectral amplitude. As we shall show, their results are contaminated by an artifact not previously discussed in the literature; and this was the original motivation of the present investigation.
In recent years, many "canned programs" and "recipes" have been published which perform spectral analysis of experimental data. Unfortunately, such publications give little hint of the vast number of pitfalls that are involved, and they do not give much information about the literature available which might be helpful in this regard. On the basis of our own experience and that of our colleagues, we are very much aware that there is no single procedure (due to trade-offs) which is appropriate to every data set, and that therefore in our joint opinion it would be very beneficial if every procedure were tested with data of known spectral characteristics before publication. Naturally, the simulated data must have the same number of points and general characteristics of the data to be analyzed. If this test procedure is omitted, one places oneself in a position similar to a concert violinist who does not bother to tune his instrument before giving a public performance. Anyone who tests his spectral analysis programs knows very well what is behind this statement. The nature of the data set and the goal of the researcher are crucial for the choice of method of spectral analysis [e.g., Percival and Walden, 1993] .
How are such simulations to be carried out? In the case at hand, where we are concerned with "red noise" spectra, the answer is easy to state: "Just filter white noise from a Gaussian white noise generator with the filter that corresponds to the desired spectrum." This sentence does not answer the questions of how to actually do this in a practical and simple manner. Section 2 below answers this question in detail. It is the technique used in the remainder of our study.
Section 3 describes a method of spectrum analysis that as we found, eliminated the artifact mentioned above. It involves "prewhitening" by means of "first-differencing." This, of course, would not be guaranteed to work for other classes of data. For example, the present case involves spectra not much steeper than a slope of Ϫ3. If they were significantly steeper, something more powerful than prewhitening by first differencing would be required. Percival and Walden [1993] explain more general and powerful methods of prewhitening for such occasions.
Section 4 shows our simulations with and without leakage reduction and exhibits the new artifact, while section 5 examines these results more quantitatively. The goal of the analysis Copyright 2000 by the American Geophysical Union.
Paper number 1999JD901108. 0148-0227/00/1999JD901108$09.00 of section 5 is to display the quantitative nature of the new artifact within the context of gravity wave data and their spectra. The range of the slopes considered are in the range of Ϫ2.5 to Ϫ3.5, which should cover all relevant slopes since those that are less steep would probably not show the artifact. It should be mentioned that spectra with positive slopes are not considered here. Obviously, averages rather than differences, i.e., low-pass rather than high-pass methods, would be needed for the latter. The reader who wishes to explore the artifact further for other types of spectra can use the simulation technique described below to do so. Our immediate and more pressing purpose is, of course, to recognize the problem and, more importantly, to eliminate it when it arises. In the conclusion (section 6) we mention the fact that Nastrom et al. [1997] must repeat their analysis with due attention to spectral leakage before their own conclusions can be accepted (especially in regard to their slope-log amplitude "scatterplots").
Numerical Simulations of Stochastic Data Possessing Known Power Spectral Density (PSD) Characteristics
Previously, descriptions [Owens, 1978; Fairall and White, 1991] have been published which explain how to simulate "data" with known PSD shapes. These methods failed to take into account the fact that no resolvable sinusoidal components are permitted if a true stochastic simulation is desired. This is due to the fact that a periodogram of a resolvable sine wave component will double its amplitude if the database is doubled in length, whereas doubling the length of a sample of noise will not have such an effect. [See Gottman, 1981, p. 241.] Then there is a second problem usually not mentioned in papers on simulating "data" with known PSD shapes. The simulation of a finite set of data introduces a bias [Oppenheim and Schafer, 1975, p. 543, equation (11.33) ]. The bias is caused by the fact that the PSD of a finite data set is a distorted version of the intended form due to the fact that it involves a convolution between the theoretical spectrum and the digital sinc function. The longer the data stream the more the sinc effectively becomes a delta function. For this reason we simulate data sets much longer than the subset we analyze. In what follows we will use a method of simulation which avoids this problem by performing the simulation with a set of 16,384 points and then analyzing only a subset of 128 data points. (The number 128 was chosen because it is very close to the size of some published balloon data reports).
It would be inconveniently difficult to simulate 8192 individual sine waves with suitably randomized amplitudes and phases with known PSD characteristics if one were to do so on an individual sine wave basis. Instead, we recommend the following simpler approach:
The first step is to simulate a pseudo-random Gaussian white noise data stream using standard techniques (see Press [1994] or, alternatively, Knuth [1981] ). Having obtained 16,384 values, we used a discrete Fourier transform (DFT) (using the fast Fourier transform method) to obtain 16,384 complex Fourier amplitudes in wavenumber space (with positive and negative wavenumbers). These amplitudes were subsequently multiplied by factors so that the PSDs would, on average, have the desired shape. We shall call ⌿ M (k n ) the "model spectrum" we wish to simulate. Now let us consider the mathematical details. In the following we will use the two-sided PSD for mathematical analysis and the one-sided PSD for presentation of results. The data set to be simulated will be a function of discrete position x j . Let this x j be given at spacing ⌬x and let j take on N values, j ϭ 0, ⅐ ⅐ ⅐ , N Ϫ 1. The data set will be called f( x j ). The discrete two-sided PSD of f( x j ) at wavenumber k n ϵ (n/N⌬x) is given by
where the superscript on ⌿ is to remind one that it is a twosided PSD. Let A(k n ) be the complex amplitudes of the Fouriertransformed white noise. These will be multiplied by coefficients B(k n ), so
on average, where ⌿ M (2) (k n ) is the "model" or desired spectrum. Thus the first thing that must be done is to obtain the values of B(k n ) which will accomplish this purpose.
First we must associate the A(k n ) amplitudes (from white noise) to its PSD, which we will call ⌿ A (2) (k n ). We start by considering a single Fourier component at frequency
Inserting (3) into (1),
where the subindex nЈ on the left reminds us that this PSD is for a single Fourier component with wavenumber k nЈ ϵ nЈ/N⌬x. This can be written
(To see that (5) is correct, see any detailed discussion of the DFT such as found in the works of Percival and Walden [1993, pp. 110 -111] or Soliman and Srinath [1990, pp. 336 -337] ). Thus
The next step is to obtain the two-sided PSD of the bandlimited (Ϫk max to ϩk max ) Gaussian white noise, which is our starting set of simulated data. Let its variance be called 2 . The reader will recall that in the continuous case,
which is to say that the total variance of the noise would equal the integral of the two-sided "variance density spectrum" over the entire negative and positive wavenumber range of our band-limited noise. Translating this to our discrete case,
where ⌬k ϵ 1/N⌬x and where we recall that the maximum positive wavenumber (or Nyquist frequency) is labeled n ϭ N/ 2.
Since ⌿ noise (2) (k n ) is white (i.e., nominally a constant, though in reality varying about the constant), one can write
hence
This is the PSD of our original Gaussian band-limited white noise simulated data set. We now turn to the process of "molding" it or "filtering" it in wavenumber space. We start by using (6), which relates each A(k nЈ ) component to a PSD, ⌿ nЈ (2) (k nЈ ), and also uses the fact that our A(k n ) values were created by noise and hence have the PSD given by (11). Thus one obtains
or solving for A 2 (k n ),
To shape the values of A(k n ) so that the associated PSD will have the shape of ⌿ M (2) (k n ), the model spectrum, we multiply each complex A(k n ) by a factor B(k n ) and do this for all k n values. The question now to answer is "what values does one use for B(k n )?" From (6) we have for general k n ,
Thus to create data with PSD equal to
Solving for B 2 (k n ),
In the next section we will be using the one-sided model spectrum:
ͩ for n ϭ 0 to N 2 , i.e., k n positive definite ͪ , Figure 1 . 128 points of simulated data (Ϫ3 slope).
Thus to obtain the desired simulated data, one performs an inverse DFT on the
In our simulations, ᐉ ϭ 0, 1, ⅐ ⅐ ⅐ , 16,384. This gives two advantages: (1) none of the Fourier components will be resolvable in the analysis of only 128 of these points of g ( ᐉ ) (or the other cases described below) and (2) the large number of frequencies and long database allow us to create simulated data with as faithful a representation of the desired spectrum as possible. (We subsequently learned that far fewer points may actually be needed. That is to say, our experiments suggest that if N is the number of points, then a simulation with a small number times N points would probably be accurate enough.)
Power Spectrum Analysis Procedure
The following method to arrive at spectral estimates of data, when the prewhitening and postdarkening steps are included, is very effective and appropriate for the case under discussion, i.e., small samples (128 points) of red noise. However, in the case of the published balloon data mentioned earlier, the prewhitening and postdarkening steps were omitted. In what follows we shall contrast the two procedures when applied to our simulations.
Trend Removal
A least squares fitted line to the data was subtracted from the data. In this way we were able to obtain a time series that was stationary.
Prewhitening
As was mentioned, this step will be left out, and then we will compare the results to the cases where it is incorporated. In those cases where it is left out, the "postdarkening" step is also omitted [see Blackman and Tukey, 1959] . There are many ways to prewhiten data; but with the data under consideration, we found that "first differencing" was adequate for our purpose. Thus if x i represents the data after trend removal, then P i , the prewhitened version, is given by
Discrete Fourier Transform (DFT)
The Fourier transform of the prewhitened data, F(k n ), is
where as before, k n ϵ (n/N⌬x).
Raw Periodogram
The raw periodogram was obtained from
Note that this is the one-sided version of the spectrum.
Hanning
The PSD was smoothed (for the purpose of reducing variability) by using a weighted average over neighboring frequencies, giving us the so-called Hanned PSD,
Postdarkening
To compensate for the "first-difference" form of prewhitening, when it was employed, we used Figure 1 shows an example of simulated data using the following input PSDs and the above procedures. This used the input model spectrum given by
Comparisons of Slopes and Amplitudes and the Discovery of the Anomalous Fluctuation Effect

Input PSDs
where N 2 ϭ 0.02 rad/m, k * ϭ 2.03 ϫ 10 Ϫ3 rad/m (i.e., * ϭ 3 km, and k n ϭ 2/ n , where n ϵ N⌬x/n). In these simulations we considered mainly two cases in regard to the power below k * . Case 1 is where the power was set equal to the value it had at k * for all k Ͻ k * to the lowest simulated frequency. Case 2 is where ⌿ M (k n ) ϭ 0 for all k Ͻ k * to the lowest simulated frequency. A third case is also mentioned below. The value of 2 ϭ 1 for the pseudo-random white noise was used for these simulations. Figure 2 shows an example of a PSD that has been fitted with a line on the log-log plot by least squares, over the wavenumber range of 6.85 ϫ 10 Ϫ3 to 3.14 ϫ 10 Ϫ2 rad/m. The data spacing was ⌬x ϭ 50 m, thus the Nyquist wavenumber was 2/100 m ϭ 6.28 ϫ 10 Ϫ2 rad/m. In Figure 2 the fitted line is dashed. From the fitted line a representative PSD amplitude was ascertained. To avoid amplitude swings due mainly to slope variation, we used the appropriate "center of mass" wavenumber: 
The "center of mass" wavenumber k n CM is therefore
Thus we found k n CM ϭ 1.76 ϫ 10 Ϫ2 rad/m. Figure 3 shows a scatterplot, giving log ⌿ at k n CM versus the slope of the fitted line. The values of log ⌿ (k CM ) are taken from the fitted lines. In all, there are 162 simulated spectra represented in this figure. 
Study of Scatterplots
Each spectrum in Figure 3 (and all subsequent plots if not otherwise indicated) was based on the first 128 points of the simulated data. When prewhitening was omitted, we found that the large amount of variability to be seen in this figure is larger than expected, considering the fact the data being simulated have a unique amplitude and slope. To explore this variability further, we changed the model (26) in one respect. We changed the exponent of k n from Ϫ3 to Ϫ3.5. Nothing else was changed. The resulting scatterplot is given in Figure 4 , and as can be seen from the comparison between Figures 4 and 3 , the variability in Figure 4 is dramatically larger. In Figure 5 , a Ϫ2.5 exponent was used, and the variability dropped equally dramatically.
There is a well-known theory to explain spectral variability. It is to be found in such books as Jenkins and Watts [1968, pp. Percival and Walden [1993, pp. 220 -228] , and Otnes and Enochson [1992, pp. 206 -223] . This theory assumes that the data approximate white Gaussian noise that is stationary. Under such assumptions it can be shown that for the case of a raw periodogram the distribution of variance is the same as a "chi squared" distribution with two degrees of freedom. It has also been shown that for the general case (where such things as smoothing the PSD, or averaging several spectra together in order to decrease variance have been carried out), one has the ratio
-257],
where ϭ d means "has the same distribution" and where is the number of degrees of freedom. (The more smoothing and averaging are involved, the higher the becomes.)
The analytic form for 2 / is given by
Equation (30) is used below for our plots. Since Hanning was used in our smoothing procedure, we will plot the above for ϭ 6, which is the approximate number of degrees of freedom for Hanning. Figure 6 shows the distribution of (PSD measured/PSD theoretical) for the Ϫ3 slope simulations of Figure 3 . The PSD measured value is now taken from the PSD itself rather than from the fitted line. The dotted line is the plot for ( 6 2 /6) (i.e., (30) with ϭ 6). Notice that the theory would predict that the two curves would have roughly equal values, whereas the experimental variability far exceeds theoretical prediction. The problem with the theory lies in its assumption of white noise, whereas our PSD represents steep red noise.
Figures 7 and 8 show plots similar to Figure 6 for the Ϫ3.5 and Ϫ2.5 slopes (simulated in Figures 4 and 5, respectively) . The disagreement between the 2 distribution and the measured distribution increased with an increase of steepness of slope and vice versa; and this dependence on slope appears to be quite sensitive. This anomalous variability of the PSD (with respect to standard theory) seems to have been generally overlooked until now. The underlying cause of the increase of variability with increased steepness of spectral slope is directly linked to the leakage effect.
While the above procedure for spectral analysis (i.e., without prewhitening) involved "windowing," it did not offer much protection against leakage, and this shows up in the average spectral slopes measured. A Ϫ3.5 slope simulation resulted in an average measured slope of Ϫ2.88, a Ϫ3.00 input gave a measured Ϫ2.72 slope, and Ϫ2.5 input gave Ϫ2.40 (the effect diminished greatly with the steepness). This further indicates that this method of spectral analysis is deeply flawed when used on steep spectra and that the flaw is due to leakage.
Traditionally, the best defense against leakage is "prewhitening" [see Blackman and Tukey, 1959; Percival and Walden, 1993] . Briefly, this technique attempts to make the spectrum as constant or white as possible. For example, if one were to cause a spectrum with a Ϫ3.0 slope to be analyzed as a zero sloped spectrum, then there would be total and perfect control over leakage. In the prewhitening procedure described by (21), a spectrum with slope (Ϫn) would, approximately, become a spectrum with slope Ϫ(n Ϫ 2), thus a Ϫ3 sloped spectrum would become Ϫ1, which while not perfect seems to be sufficient for present purposes. As has already been mentioned, there are more involved methods of prewhitening, which can do virtually any degree of prewhitening needed, and they are described by Blackman and Tukey [1959] and Percival and Walden [1993] .
When prewhitening (and postdarkening) are performed (equations (21) and (25)), the anomalous spectral variability vanishes. See Figures 9, 10, and 11, which give scatterplots and 2 plots for input slopes of Ϫ3.5, Ϫ3.0, and Ϫ2.5, respectively. Not only do the 2 distributions match the measured distributions of (PSD measured/PSD actual) but also the average slopes match the input (simulation) slopes (e.g., Ϫ3.46 measured versus 3.50 input, Ϫ2.95 for Ϫ3.0 and Ϫ2.45 for Ϫ2.5). Of course, the prewhitened data, when spectrally analyzed, now fit more closely the assumptions of the theory of spectral variability (e.g., the white noise assumption), and it should therefore come as no surprise that this cures the variability problem. Figure 12 shows the scatterplot and 2 plot for the case Figure 6 . Chi squared distribution for scatterplot in Figure 3 . The "PSD measured" is taken from the actual PSD (as opposed to the fitted line) at wavenumber 1.76 ϫ 10 Ϫ2 rad/m. The dotted line gives the theoretical distribution (see text). Note disparity between theoretical and experimental curves.
where the input slope was Ϫ3.0, and where a straight line connecting 0 to k * completes the model of (26). No prewhitening was used here. As can be seen, the scatterplot has a fitted slope of about 0.27. The spread and slope of the line is comparable to some balloon data of Nastrom et al. [1997] . Clearly, the line and its slope for the scatterplot would have no statistical significance in the present instance since only one input slope and amplitude is involved. This would raise serious questions about any conclusions one could arrive at from experimental data with samples having a low number of points (128), which looked like Figure 12 , and was arrived at without prewhitening. As can be seen, the anomalous variability can be very misleading indeed.
In the high-resolution spectral analysis of smoke trail data [Dewan et al., 1984 [Dewan et al., , 1988 ] the number of points per profile was of the order of 1000. More precisely, there were 2-5 segments containing about 400 points each. Figure 13 shows a simulation identical to that in Figure 12 but now with 1000 points. Note the tremendous decrease in the variability observed both in amplitude and slope. Figure 14 shows what happens when prewhitening is included, as was done by Dewan et al. [1984 Dewan et al. [ , 1988 . In this case, the slope of the fitted line in the scatterplot is essentially zero. (In the work of Dewan et al. [1988] the details of a PSD analysis procedure is given, which for this type of data seems to be accurate and robust against artifacts.)
Quantitative Observations
In the following we show some quantitative observations regarding the reduction of the fluctuation artifact by means of (1) prewhitening, (2) increasing the number of data points, and (3) data tapering. These techniques are all applied to data simulations.
First, let us consider the effects of prewhitening various types of data. Table 1 shows our results on 162 samples spectrally analyzed. It shows average slopes (from the fitted lines), standard deviations (s.d.) of these slopes, and s.d. of the log amplitudes of the spectra at the "center of gravity" wavenumber 1.77 ϫ 10 Ϫ2 rad/m. The results for data with "input slopes" Ϫ2.5, Ϫ3.0, and Ϫ3.5 are shown for cases with and without prewhitening (PW). These results correspond to Figures 3, 4 , 5, 9 (top), 10 (top), and 11 (top). We can see from these observations that (1) as input slope steepens, the s.d. of the spectral log amplitudes become larger when there is no PW, whereas (2) with PW, all s.d. are reduced to the same lower level. Finally, (3) when PW is used, the resulting output average slope agrees with the input simulated slope, whereas without PW, as was already mentioned, there is an increasing error in the average slope as input slope increases in steepness. These observations are consistent with the fact that the SD artifact is caused by leakage. As was mentioned above, this is because first differencing causes data of spectral slope Ϫ2 to become data of zero slope. Data associated with a Ϫ3 slope become Ϫ1 slope (and so on), and the latter seems to be sufficiently white, in the case of 128 points, to do little damage.
It is also important to recall that without PW, one obtains an incorrect average slope; thus averaging over many spectra alone does not combat leakage artifacts. Prewhitening is required.
It is interesting to note that in the case where no PW is used, the SD of the slopes increased with "input spectral steepness." In contrast, when PW is used, the s.d. of the slopes observed are independent of "input spectral steepness" and are reduced in size.
It is, however, both surprising and very significant that when a single slope of Ϫ3 is input to the model, the analyzed data (even with PW) have slopes that range from Ϫ1 to almost Ϫ5! This means that even when the 128 point data samples are analyzed properly, they have slopes ranging over Ϫ3 Ϯ 2 for a 162 point sample, and thus such samples give an extremely crude estimate of the "actual" spectral slope involved. The error bars on the experimental spectral slopes do not reflect this reality. It is interesting to note, in contrast, that for the 1000 point spectrum of Figure 14 (top) (see also Table 2 ) the spread in slopes has decreased to Ϯ0.5 instead of Ϯ2. Table 2 shows a comparison between results from data with 128 and 1000 points. In all cases, a Ϫ3 slope input spectrum was used. In contrast to all previous cases, no "lag window" is employed here. The comparison between the unprewhitened 128 point case and the unprewhitened 1000 point case shows that by going from 128 to 1000 points, one reduces the log amplitude s.d. by about as great a factor as using PW on the 128 point case. However, even when one has 1000 points, we see that PW causes a further significant reduction in this s.d.
Finally, we consider Table 3 , which shows 128 point data sets with input slopes of Ϫ3. This table compares results between cases where (1) there is no PW, (2) there is PW, (3) there is Hann data tapering (an alternative leakage reduction technique), and finally, (4) there is both PW and data tapering at the same time. (The reader is reminded that data tapering with windows has a different function from "lag window" tapering. The latter "windows" the autocorrelation in order to reduce spectral variability. For explanation, see Percival and Walden [1993] ).
As can be seen from Table 3 , the behavior of the log amplitude s.d. indicates that the best procedure to reduce leakage and the associated "variability artifact" is prewhitening. The Hann data taper (the best window to reduce leakage) does indeed have a helpful effect, but it is about 15% less helpful than PW in the present example. Finally, it should be noted that adding a Hann data taper to PW does not improve the situation at all! (The small number of data points combined with the number of lost degrees of freedom from use of the window probably explains this unexpected outcome.) Another interesting observation is that the slope s.d. for no PW is reduced for PW, whereas data tapering increased it.
Incidentally, it should be mentioned that we have been con- sidering the standard deviations of the spectral log amplitudes. The standard deviations of the amplitudes would therefore depend on the amplitudes as a consequence; that is, logarithmic variations represent fractional variations.
Conclusions
In this paper we considered power spectral densities, i.e., PSDs, a new artifact, and the possible impact of the latter on the published experimental conclusions from PSDs in relation to atmospheric gravity wave theories. To facilitate this, we have presented a new and practical method to simulate data of given PSD properties. This method does not suffer from the flaws that are present in some previously published methods [e.g., Owens, 1978; Fairall and White, 1991] . The new, as yet unrecognized, artifact that we found consisted of a dramatic increase in spectral log-amplitude variability when "red" stochastic data are analyzed. We found that when leakage is sufficiently reduced by some method of prewhitening, the artifact is eliminated. Data tapering with a Hann window did not work as effectively as prewhitening in our case.
More specifically, we have shown that in the case of gravity wave data, when steep negative slopes occur (in the range Ϫ2.5 to Ϫ3.5), the procedure of section 3 above will give valid results. The prewhitening procedure of (21), followed later by the postcoloring procedure of (25), was found to eliminate the leakage artifact, which is the subject of this paper. An alternative procedure, which we found to be very successful for the type of data under consideration, was published by Dewan et al. [1988] . The reader is now in a good position to judge which of any methods of PSD analysis would be best to use for his or her type of data set by means of simulations.
In the general case of PSD analysis of arbitrary data, which is beyond the scope of this report, we refer the reader to Percival and Walden [1993] , which we agree is the best book available on this subject. This book, for example, describes the most powerful and general whitening techniques that exist (see pp. 437-442 of this book). The older texts [Blackman and Tukey, 1959; Båth, 1979, pp. 260 -262; Harris, 1967, pp. 38 -39, article by Tukey] describe prewhitening for less general circumstances but involve simpler procedures. For example, to prewhiten a data set having a k Ϫ4 type of PSD so that is has a slope of zero (perfectly white), one can use (21) on the already first-differenced data. Naturally, one would then postcolor "twice" by using (25) but with the entire denominator squared. The more powerful techniques in Percival and Walden [1993] could whiten spectra containing several slopes at the same time over different ranges, a feat perhaps not possible and certainly not at all practical by older techniques.
Even when one "model spectrum" is utilized as input to our simulated data, the PSDs which result from the 128-point data samples range widely in both spectral slopes and log amplitudes. In addition, when leakage reduction by, say, prewhitening is not used, the variations are not only large but also correlated; that is, log amplitudes correlate with the slopes. Nastrom et al. [1997] found such correlations in their 128 point experimental PSDs. They, however, did not reduce or eliminate leakage, and as published, their scatterplots are consistent with a single theoretical PSD for the set in any given plot. When they correct their mistake they should see an increase in average slope steepness and either a decrease or elimination of slope-log-amplitude correlations. In any case, until they spectrally analyze their data correctly, one must suspend judgement regarding their conclusions.
As the present case illustrates, it is our joint opinion that for an assuredly valid result the PSD analysis of experimental data should best be preceded with tests using simulated data of known spectral properties. We have never found a PSD algorithm that was satisfactory "the first time." A first test to try on any FFT-based algorithm is to compare its PSD to one obtained by means of an AR (autoregressive) model-based PSD (see Percival and Walden [1993] on how to carry this out, for example). The latter type of PSD (also called MEM or maximum entropy method), by virtue of its "leakproof" nature, will show immediately by this comparison whether or not the FFT PSD is showing leakage effects. (AR spectra have different artifacts of their own.) Another hint to detect leakage is described on p. 288 of Percival and Walden [1993] .
We would like to conclude this paper by saying that we have Percival and Walden [1993] ). In the present context this raises troubling questions about some of the PSDs published in the literature that may have been done without testing but instead with full reliance on numerical recipes and perhaps little knowledge of the many possible artifacts (again, see Percival and Walden [1993] ). 
