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Introducción
En el capí tulo II del libro IV de Enriques-Chisini (1915) [EC] se hace un estudio de los
sistemas de curvas planas que pasan por un conjunto finito de puntos base con multiplicidades
asignadas. El conjunto de puntos base está formado por puntos del plano proyectivo (digamos
puntos propios) y por puntos infinitamente próximos en los sucesivos entornos de algú n punto
propio. En particular, se dan condiciones necesarias y suficientes que hay que imponer en un
conjunto finito de puntos infinitamente próximos a un punto propio de una superficie alge-
braica lisa conmultiplicidades asignadas, para obtener gérmenes de curvas quepasen por dichos
puntos con esas multiplicidades. Su análisis es puramente geométric  o.
Veinte años más tarde, Zariski desarrolla una teoría arítmetica paralela a la teoría geométrica
de puntos infinitamente próximos. En [Z1] , introduce el concepto de ideal completo, por
analogía con la idea de sistema lineal completo, para estudiar los sistemas de gérmenes de
curvas planas que pasan por un conjunto finito de puntos base con multiplicidades asignadas.
Uno de los principales resultados es que los idealescompletos del anillo local factorizan de forma
ú nica en producto de ideales completos simples (es decir, elementos irreducibles del semigrupo).
Además deduce que un ideal completo es simple si y sólo si su elemento genérico es analí ti-
camente irreducible, y la factorización de un ideal completo corresponde a la factorización de
un elemento genéri  co en factores analíticamente irreducibles ([Z1] , teorema 11).
Podemos decir que existe una teoría aritmética de ideales completos con un tratamiento en
t´érminos de álgebra conmutativa, que ha sido desarrollada y utilizada en distintas épocas por
el propio Zariski ([Z-S] , apéndices 5 y 7) y otros como Hoskin en [Ho] , Lipman en [L1] y
[L2] , Deligne en [D] , Ghner en [G] , Rees en [R1] , [R2] y [R3] , Spivakovsky en [Sp]
y Cutkovsky en [Cu1] , [Cu2] y [Cu3] . En [L1] , Lipman considera la teoría de los ideales
completos en anillos locales regulares de dimensión dos con singularidad racional, caracteri-
zando dichos ideales completos por medio de ciertos divisores con soporte excepcional aso-
ciados y estudiando el problema de factorización en este contexto.
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4En general no hay factorización ú  nica, pero sí se puede recuperar la semifactorización en este
caso (ver [Cu2] ). Un trabajo reciente en el que se presenta esta teoría arítmetica es [L2] , en el
cual extiende también la teoría al caso de ideales de soporte finito sobre anillos locales regulares
de dimensión arbitraria. Aqutampoco hay factorización ú  nica, pero se tiene una factorización
ú nica si se permiten exponentes enteros negativos.      ú
Por otro lado, tenemos una teoría geom´étrica de ideales completos que, partiendo del estudio
clásico de los italianos, ha sido elaborada por Casas en [Cs] , Lejeune-Jalabert en [Lj] , Lipman
en [L3] y [L4] , Campillo, Gonzalez-Sprinberg y Lejeune-Jalabert en [C-G-L] y [C-G] y
Reguera en [Re] . En general, reuniendo la información de las teorías algebraica y geométrica
se observa como la totalidad de los resultados de Zariski para el caso de superficies lisas no se
tienen para otra clase de ideales que hayan sido estudiados.
Como principal resultado de esta Memoria, encontramos una clase amplia de ideales
completos en los que los resultados de Zariski en dimensión dos se pueden generalizar a
dimensión arbitraria. Para esta clase de ideales, se deduce de forma natural que la estructura
de semigrupo formado por dichos ideales es la de un semigrupo libre y revisamos los resultados
que aparecen en [Z-S] y en [L2] extendiendolos de forma completa a nuestro caso.
Una vez probada la utilidad de los ideales completos monomiales de la clase citada, es una
pregunta natural averiguar cual es la complejidad algebraica de los mismos, queriendo decir con
ello, entender sus sistemas minimales de generadores y las relaciones y sicigias de orden supe-
rior asociados a ellos. Asídamos también un algoritmo que nos permite encontrar un sistema
minimal de generadores monomiales para estos ideales completos. Dicho algoritmo determina
de forma natural una biyección entre el conjunto minimal de generadores monomiales y el
conjunto minimal de generadores de una potencia adecuada del ideal maximal, dicho de otra
forma, el primer número de Betti de un ideal de esta familia coincide con el primer número
de Betti de una potencia adecuada del ideal maximal. Recuerdese que, en general, no es fácil
precisar los sistemas minimales de generadores de un ideal monomial.
Finalmente, mediante un estudio homológico, construimos la resolución minimal para los
ideales de la clase citada, lo que nos permite encontrar sus números de Betti y sus módulos de
sicigias.
5La clase aludida es una subclase de la clase de ideales completos de soporte finitomonomiales
que ha sido estudiada en [C-G-L] . Por tanto nuestro tratamiento esta realizado en este contexto.
En el primer capítulo introducimos los conceptos de valoración y anillo de valoración, así
como la relacción de dominación para la cual los anillos de valoración son los elementos maxi-
males. Introducimos el concepto de valoración que es la contraparte aritmética del concepto de
anillo de valoración.
A continuación estudiamos el concepto de ideal completo tal y como lo hizo Zariski en [Z1]
o [Z-S] explicitando algunas caracterizaciones de los ideales completos de un dominio inte-
gramente cerrado y su relacción con los conceptos devaloración y de anillos de valoración. Para
establecer esta relación utilizaremos el anillo de Rees de un ideal. Este anillo tiene una gran
importancia en geometría ya que el esquema proyectivo asociado a dicho anillo es lo que se
conoce como la explosión a lo largo de dicho ideal. Prestaremos atención al resultado bien
conocido de que este anillo es integramente cerrado si y solamente si todas las potencias del
ideal de partida son ideales completos.
En la segunda sección de este capítulomostraremos el transfondo geométrico de los conceptos
que hemos visto en la primera sección, asociando a cada ideal completo de soporte finito un
divisor con soporte excepcional y probando que dicha asociación es inyectiva (ver [L1] ). Para
ello utilizamos el concepto de explosión de un anillo local.
En la tercera sección introducimos otro problema geométrico, en este caso de caracter global,
quenos conduce también al estudio de la completitud de las potencias deun ideal completo y nos
motiva a realizar dicho estudio. Este problema es el de saber cuantas variedades existen entre
dos variedades relacionadas por un morfismo dado por la composición de explosiones sucesivas
de puntos en la situación tórica.
Para ello estudiamos los conos característicos. Las células de estos conos nos deter-
minan cuantas variedades intermedias existen entre dos variedades dadas. El estudio del cono
característico nos lleva a la conclusión de que si además de querer saber cuántas variedades
intermedias hay, queremos determinar dichas variedades, es preciso resolver también el
problema de encontrar un ideal completo de soporte finito cuyo divisor asociado está en una
de las células en consideración y cuyas potencias también sean completas. Como se verá en esta
6Memoria tal hecho no seráposible, en general, excepto para la clase de ideales que consideramos
en la Memoria.
Debido a que una valoración es una aplicación (de hecho un homomorfismo) del grupo
multiplicativo de un cuerpo en un grupo ordenado, es decir, un grupo dotado de una relacción
de orden que cumple que si a ≤ b y c ≤ d entonces a+c ≤ b+ d, en el capítulo dos estudiamos
con detalle el concepto de grupo ordenado.
En la primera secciónmostramos el concepto de valor absoluto generalizado y cómo a través
de él llegamos al de subgrupos aislados. El nú mero de subgrupos aislados de un grupo ordenado
se le denomina rango. Nosotros nos concentramos en los grupos ordenados de rango finito, ya
que son los que revisten importancia para nosotros porque son los que aparecen en la teoría de
valoraciones.
A partir de los resultados obtenidos sobre grupos ordenados, tratamos el siguiente
problema: Dado un anillo local regular, (A,M), de dimensión d, un sistema regular de pará-
metros {x1, x2, . . . , xd}, un grupo ordenado, Γ y d elementos de Γ, γ1, γ2, . . . , γd con γj > 0
(j = 1,2, . . . , d)Existe una valoración v tal que:
(i) v(xj) = γj (j = 1, 2, . . . , d)
(ii) v (
P
λkMk) = mink (v(Mk)) donde Mk sonmonomios en las x1, x2, . . . , xd y las λk /∈M?
La respuesta a esta pregunta es afirmativa. Esta propiedad es, de hecho, bien conocida y uti-
lizada en la práctica enmultitud de construcciones. Sin embargo, está tratada de manera confusa
en la literatura, por ello la hemos considerado aquí. La forma de construir dicha valoración es a
través de una cierta filtración del anillo A.
Las valoraciones que cumplen (ii) se llaman valoraciones monomiales relativas a los pará-
metros x1, x2, . . . , xd y probamos que para los ideales que poseen un sistema de generadores
formados por monomios en x1, x2, . . . , xd, llamados ideales monomiales, bastan ú nicamente
estas valoraciones para determinar su cierre entero.
En la segunda sección de este capí tulo introducimos el concepto de región deNewton que nos
servirá para caracterizar el cierre completo deun idealmonomial y estudiamos con detenimiento
las regiones de Newton que aparecen en el estudio de los ideales completos de soporte finito.
Esta acabará siendo una base técnica importante de la Memoria.
7Mostraremos cómo el número de valoraciones monomiales que se necesitan para determinar
el cierre entero de un idealmonomial es finito y que dichas valoraciones se corresponden biyec-
tivamente con las caras del poliedro de Newton asociado a dicho ideal monomial de soporte
finito.
En el capítulo tres introducimos el que llamaremos ‘‘semigrupo tórico especial", es decir,
el semigrupo de ideales completos monomiales de soporte finito cuyos elementos constituyen
la clase de ideales anteriormente referida. Se trataráde un semigrupo maximal en el que los
resultados de Zariski para dimensión dos se pueden extender.
En la primera sección de este capítulo vemos la relacción que existe entre las cadenas tóricas,
es decir, sucesiones de puntos en los que cada punto es una T -órbita de dimensión cero de la
variedad obtenida por explosión en el punto anterior, siendo T un toro algebráico.
Podemos codificar cada cadena tórica por una serie de enteros positivos y utilizando dicha
codificación y la relacción existente entre ideales monomiales completos de soporte finito se
encuentra una codificación de los ideales completos de soporte finito a través de árboles orien-
tados con índices en las ramas y pesos en los vértices cumpliendo unasdeterminadascondiciones
llamadas desigualdades de proximidad.
A cada uno de los vértices que aparecen en el árbol anteriormente mencionado le podemos
asociar una valoraciónmonomial de tal suerte que todas estas valoraciones monomiales bastarán
para determinar el cierre entero del ideal monomial de soporte finito de partida.
Utilizando este hecho encontramos una serie de propiedades aritméticas de dichas valo-
raciones en las que se basan muchos de los resultados del resto de la Memoria.
Damos, también, en esta sección una serie de contraejemplos que nos demuestran que no
podemos esperar que el producto de ideales monomiales completos de soporte finito es
completo, ni siquiera sus potencias y que tampoco la transformada estricta deuno de estos ideales
es, en general, completa. Llamamos la atención al lector sobre el hecho de que la localización
de estos contraejemplos no ha sido tarea fácil, ya que, a priori, los especialistas suponían queno
existían y era un problema abierto el de probar que la teoría de Zariski era cierta para la clase de
todos los ideales completos de soporte finito. La localización de los contraejemplos ha ayudado
a definir la clase especial tórica.
8En la sección dos de este capítulo estuadiamos con detenimiento aquellos ideales determi-
nados ú nicamente por un tipo especial de valoraciones monomiales, que llamamos valoraciones
monomiales de tallo i (donde i corresponde al índice del parámetro xi), que serán parte impor-
tante en el desarrollo y definición del semigrupo tórico especial (dehecho sepuededefinir como
el semigrupo generado por algunos de estos ideales, que en [C-G-L] se refieren como ideales
soportados sobre cadenas). Nos detendremos especialmente en la determinación de condiciones
bajo las cuales el producto de dos ideales de esta clase son completos y daremos un ejemplo en
el que se muestra que, en general, el producto de este tipo de ideales no es completo.
En la sección tres se definen los ideales de Lipman como los ideales asociados a unas deter-
minadas parejas de puntos infinitamente próximos. Estos ideales seran todos de tallo i y serán
los elementos irreducibles en el semigrupo tor ico especial .
A continuación probamos que en el semigrupo determinado por estos ideales se cumplen los
principales resultados de la teoría de Zariski y que tenemos factorización ú nica en función de
los ideales de Lipman.
Para terminar la sección damos una caracterización de los elementos del semigrupo tórico
especial en función de los pesos del cluster asociado (segú n terminología de [C-G-L] ) y
también un algoritmo para la construcción de un sistema minimal de generadores monomiales
de los ideales del semigrupo tórico especial. Este algoritmo establece unabiyección entre dichos
generadores y los generadores minimales de una potencia adecuada del idealmaximal (ideal que
también está contenido en el semigrupo tórico especial).
En el último capítulo se haceun estudio homológico en busquedade las sicigias y los números
de Betti de los ideales del semigrupo tórico especial. Este estudio resultaráque se puede gene-
ralizar a otros ideales completos monomiales de soporte finito (aquellos que cumplan una
serie de condiciones precisas) encontrandose una resolución minimal de dichos ideales. En las
secciones siguientes se utilizaráesta resolución para determinar los números de Betti (que coin-
ciden con los de una potencia adecuada del maximal ) y precisar los módulos de sicigias de los
ideales del semigrupo tórico especial.
En la primera sección, damos la resolución minimal de un ideal que sea un elemento del
semigrupo tórico especial utilizando un argumento muy similar al usado por Eliahou y Kervaire
en [E] . Eliahou yKervaine utilizarón este razonamiento para encontrar una resolución minimal
9de los llamados ideales estables con respecto a un orden monomial, ≤, que son aquellos ideales
para los cuales si u y v son dos monomios de igual grado tales que u ≤ v y v estáen el ideal
entonces también lo está u.
La analogí a que se encuentra entre los ideales estables y los elementos del grupo tórico
especial es que estos ú ltimos son una especie de "pegado"de ideales estables.
Para encontrar esta resolución minimal, cambiaremos el anillo en el que trabajamos por el
anillo de polinomios de Z sobre d variables transcendentes, siendo d la dimensión del anillo
local regular de partida, y tras realizar un producto tensorial de la resolución minimal obtenida
con el anillo de partida, lograr de esta forma la resolución minimal en el anillo local regular de
dimensión d.
En la sección dos utilizamos la resoluciónminimal anteriormente encontrada para determinar
los números de Betti de los ideales pertenecientes al semigrupo tór ico especial. Obtenemos
explícitamente tales nú meros y observamos que sólo dependen de la dimensión del anillo y del
orden del ideal, por lo que todos los nú meros de Betti de un ideal perteneciente al semigrupo
tórico especial coinciden, como ya seha mencionado, con los deuna potencia adecuadadel ideal
maximal.
Para terminar esta sección calculamos las sicigias de un ideal perteneciente al semigrupo
tórico especial.

Capítulo1
Ideales completos. Conos característicos y
explosiones
En dimensión dos el trabajo de Zariski en [Z-S] y [Z2] ha dado lugar a una interesante
teoría sobre los ideales completos. El propio Zariski planteó el problema de extender esta teoría
con sus consecuencias algebro-geométricas a dimensión superior. En dimensión superior a dos,
se consiguen generalizar las definiciones de los conceptos y resultados interesantes en casos
particulares, pero hasta ahora no se ha conseguido una generalización suficientemente satisfac-
toria de los resultados. EstaMemoria pretende analizar, desde otra perspectiva más, la dificultad
de este problemade generalización, exhibiendo una clase de ideales completos, amplia peromuy
particular, a la que síse pueden extender la totalidad de los resultados de la teoría de Zariski de
forma que adquieran las mismas expresiones y utilidades.
Estimamos que la ausencia en la literatura de clases de ideales con dicha propiedad (de hecho
nosotros construimos la primera) explica la complicación del problema planteado por Zariski.
Por razones de dotar a la Memoria de carácter autocontenido introducimos en este capítulo
algunos conceptos, tanto algebraicos como geométricos, que han estado en el orígen del
problema o bien necesitaremos más tarde, ascomo el tramiento de la cuestión quepretendemos
resolver en esta Memoria.
En la primera sección de este capítulo recordamos los conceptos de cierre integro y de anillos
de valoración y explicitamos la íntima relacción que existe entre ellos, pudiendose definir el
cierre integro de un dominio como la intersección de los anillos de valoración que contienen a
dicho dominio. Utilizando el concepto de divisores de cero, se prueba que en realidad basta una
subfamilia de anilllos de valoración, llamados anillos de valoración discreta.
También se recuerda el concepto de valoración que es el equivalente aritmético del concepto
algebraico de anillo de valoración, pudiendose asignar a cada anillo devaloración unavaloración
y a cada valoración un anillo de valoración.
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A continuación se introduce la noción de cierre entero de un ideal, concepto básico a lo
largo de la Memoria, tal y como lo introdujo Zariski y se relacciona dicho concepto con el de
valoración.
Para establecer esta relación, que queremos poner de manifiesto porque da lugar, en el fondo,
a la principal razón geométrica del estudio de los ideales completos, ultilizaremos el concepto de
anillo de Rees de un ideal. Este anillo es de gran importancia en geometría, ya que el esquema
proyectivo asociado a é l es lo que se conoce como explosión a lo largo de dicho ideal. Se tiene
que este anillo de Rees es integramente cerrado si y solamente si todas las potencias del ideal
de partida son completas, lo que justifica un estudio sobre cuando las potencias de un ideal
completo, es decir integramente cerrado, son completas.
En la sección tres introducimos el problema que nos conduce al estudio de la completitud
de las potencias de un ideal. Se trata calcular cuántas variedades normales existen entre dos
variedades dadas, Z y X , también normales y relacionadas por un morfismo propio y birracional.
Tras precisar la noción de cono sobre un espacio vectorial, consideramos, a continuación,
para cada par de variedades Z y X con la relación anterior, dos R-espacios vectoriales, uno
dual al otro, A1(Z/X) y A1(Z/X), que son, respectivamente, los espacios generados por las
clases de equivalencia numérica de divisores de Cartier relativos y de curvas completas relativas.
Aquíciclo de dimensión arbitraria i relativo quiere decir un ciclo de dimensión i sobre Z que
se contrae en X. Recuérdese que un divisor es un ciclo de codimensión uno, mientras que una
curva es un ciclo de dimensión uno.
Introducimos, a continuación, en A1(Z/X) el cono generado por todas las curvas relati-
vas irreducibles. Dicho cono se llama cono de curvas y es denotado por NE(Z/X). El cono de
curvas es el ingrediente principal de la teoría de Mori, ya que a partir de él se ha podido formular
el estudio de las contraciones utilizadas en dicha teoría (son contraciones a variedades normales
que tienen sólo singularidades de un tipo concreto llamadas log-terminales). A partir del cono
de curvas, por dualidad, se construye en A1(Z/X) el cono dual de NE(Z/X) que se llama el
cono semiamplio P (Z/X). El cono semiamplio, cuyo interior es el llamado cono amplio (es
decir, el generado por las clases de equivalencia numérica de divisores amplios) fue exten-
samente estudiado por Kleiman en los años 60 ([Kl] ). Finalmente nos fijaremos en un
subcono del cono semiamplio, eP (Z/X), llamado el cono característico que es el cono
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generado por los divisores inversibles en Z que son generados por sus secciones globales. El
cono característico fue estudiado por Hironaka, siendo este objeto el que permite estudiar las
variedades intermedias. Sin embargo, de la estructura del cono característico se sabe muy poco
y hallarla es un problema abierto (muy cotizado debido a sus importantes aplicaciones).
14
1.1 Dependencia entera e ideales completos
En primer lugar, revisaremos de forma autocontenida algunos resultados sobre clausura
integra que luego utilizaremos al hablar de estos ideales. Puede consultarse [Z-S] , [En] y
[Ka] para una ampliación de detalles.
DEFINICION 1.1 Sea A ( B una extensin de anillos y x ∈ B . Decimos que x es entero sobre
A si existe un n ∈ N, mayor que 0 y ai ∈ A, i = 1, . . . , n tales que:
xn + a1x
n−1 + a2x
n−2 + · · ·+ an = 0
Al conjunto de todos los elementos de B enteros sobre A, se le denotarpor A. Es claro que
A es un subanillo de B ya que la condición deque x es entero sobre A es equivalente a que A[x]
sea un A-módulo de tipo finito. Al a nillo A se le llama clausura entera de A en B . Además es
fácil ver que si A es un dominio y x es un elemento de A que no es una unidad entonces tampoco
es una unidad en A.
PROPOSICION 1.1 Sea A (B una extensión de anillos, donde B es un dominio y x ∈ B. Las
siguientes propiedades son equivalentes:
(i) x es entero sobre A.
(ii) Existe un A-módulo, C, finitamente generado tal que xC ⊆ C
Demostraci ón
(i)⇒ (ii). Si x es entero sobre A entonces basta con tomar C = A[x].
(ii) ⇒ (i). Supongamos que C está generado como  A-módulo por y1, . . . , yn. Como xC ⊆ C se
tiene que:
xyi =
X
λi,jyj
donde λi,j ∈ A. Ahora pasando todo al lado izquierdo de la ecuación y aplicando la teoría de
ecuaciones lineales se ha de tener que:¯¯¯¯
¯¯¯¯ x− λ1,1 −λ1 ,2 · · · −λ1,n−λ2,1 x − λ2 ,2 · · · −λ2,n· · · · · · · · · · · ·
−λn,1 · · · · · · x− λn,n
¯¯¯¯
¯¯¯¯ = 0
y desarrollando el determinante tenemos la ecuación que prueba que x es entero.
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El caso especialmente importante en la Memoria es el caso en el que A es un dominio de
integridad y B = K es su cuerpo de fracciones. En este caso la noción de dependencia entera
esta ligada a la de anillos de valoración. Revisaremos con detalle este concepto a continuación.
DEFINICION 1.2 Sea V un dominio de integridad yK su cuerpo de fracciones, decimos que V
es un anillo de valoraci ón si dado x ∈ K, x 6= 0, se tiene que o bien x ∈ V o x−1 ∈ V .
DEFINICION 1.3 Dados dos subanillos locales A y B de un cuerpo K con ideales maximales
respectivosMA yMB se dice queB domina a A si A ⊆ B yMB ∩A =MA.
EJEMPLO 1.1 Sea K un cuerpo arbitrario. Consideremos el anillo A = K [X,Y, Z]. Clara-
mente A es un dominio de integridad y por tanto contenido en un cuerpo de fracciones K. Sea
v la aplicación de A en N tal que a cada polinomio le asocia el mínimo de los grados de los
monomios que lo forman y sea V =
n
P(X,Y,Z)
Q(X,Y,Z) ∈ K / v(P ) ≥ v(Q)
o
.
El conjunto V asídefinido hereda de K la estructura de anillo como consecuencia directa de
las operaciones + y · definidas sobreK de la forma habitual. Por otra parte V es, claramente,
un anillo de valoración, ya que si tenemos un elemento de K que no estáen V lo podemos
expresar de la forma P (X,Y,Z)
Q(X,Y,Z)
con v(P ) < v(Q) y por tanto su inverso estáen V.
PROPOSICION 1.2 Sea V un dominio de integridad yK su cuerpo de fracciones, entonces las
siguientes proposiciones son equivalentes:
1. V es un anillo de valoración.
2. El conjunto de ideales principales de V estátotalmente ordenado por la inclusi ón.
3. El conjunto de ideales de V estátotalmente ordenado por la inclusión.
4. V es maximal entre todos los anillos locales contenidos estrictamente en K, estando este
conjunto ordenado por la relaci ón ‘ B domina a A’.
Demostraci ón
Veamos que 1. implica 2. Sean x, y ∈ V tales que xV * yV , probaremos que entonces yV ⊆
xV . En efecto tenemos dos posibilidades:
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 y = 0: entonces hemos acabado.
 y 6= 0: entonces xy−1 /∈ V y como V es un anillo de valoración, tenemos que yx−1 ∈ V , o
lo que es lo mismo que yV ⊆ xV .
Probemos ahora que 2. implica 3. Sean a, b dos ideales de V tales que a * b, probaremos
entonces que b ⊆ a. Como a * b podemos encontrar x ∈ a y x /∈ b, con lo que yV ⊆ xV
∀y ∈ b y por tanto b ⊆ xV ⊆ a.
Probemos que 3. implica 4. Claramente V tiene que tener al menos un ideal maximal (ya que
el cero es no invertible en V ). Supongamos que hay dos ideales maximales, digamosM yM0,
entoncesM⊆M0 o bienM0 ⊆M, lo que no lleva a queM =M0 por maximalidad.
En particular, tenemos que V es un anillo local; al ideal maximal de V lo denotaremos a partir
de ahora porM.
Sea (V 0,M0) un anillo local que domine a V y sea x ∈ V 0, x 6= 0, entonces x = ab , con a, b ∈ V
y ahora por 3. tenemos dos posibilidades:
1. aV ⊆ bV : Entonces se tiene trivialmente que x ∈ V .
2. bV ⊆ aV : Entonces x−1 ∈ V ; ahora si x−1 ∈M se tiene que x−1 ∈M0 porque V 0 domina
a V , lo cual es una contradicción y entonces se debe tener que x−1 /∈M, por lo que x ∈ V .
Nos quedaprobar ú  nicamente que4. implica 1. Sea x ∈ K, x 6= 0; supongamos que x,x−1 /∈ V .
Consideremos ahora los anillos V 0 = V [x] y V 00 = V [x−1]; supongamos también que M[x] =
= V 0 y queM[x−1] = V . Entonces tenemos ecuaciones de la forma:
1 = a0 + a1x+ . . .+ anxn (1)
1 = b0 + b1x−1 + . . .+ bmx−m (2)
donde los aj, bk ∈M y donde podemos suponer, sin perdida de generalidad, que m y n son los
valores mínimos que podemos encontrar de forma que tengamos ecuaciones del tipo (1) y del
tipo (2). Ahora se nos presentan dos posibilidades:
1.m ≤ n: Multiplicando a la ecuación (2) por xn tenemos que:
(1 − b0)xn = b1xn−1 + . . .+ bmxn−m
y como (1 − b0) es una unidad se tiene que:
xn = w1xn−1 + . . .+ wmxn−m
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donde los wk ∈M. Llevando esto a (1) nos queda una expresión polinómica en x con los
coeficientes en el ideal maximal de V igual a 1, de grado menor que n, lo que contradice la
minimalidad de n.
2.m > n: Multiplicando a la ecuación (1) por x−m nos queda que:
(1− a0)x−m = a1x−m+1 + . . .+ anxn−m
y como (1 − a0) es una unidad se tiene que:
x−m = p1x
−m+1 + . . .+ pnx
n−m
donde los pj ∈ M y llevando esto a (2) nos queda una expresión polinómica en x−1 con
los coeficientes en el maximal de V igual a 1, de grado menor que m, lo que contradice la
minimalidad de m.
Con lo que tenemos que o M[x−1] 6= V 00 o bienM[x] 6= V 0. Podemos, pues, suponer sin
pérdida de generalidad queM[x] 6= V0 y como M[x] es un ideal de V 0, distinto de V 0, entonces
debe existir un ideal maximal M0 de V 0 tal que M[x] ⊆M0. Consideremos ahora el anillo local
B = V 0M0 cuyo ideal maximal esM0B, tenemos queM0B ∩V = (M0B ∩ V 0) ∩V =M0∩V .
Ahora bienM ⊆ M0 ∩ V (ya queM ⊆M0 yM ⊆ V ). SiM0 ∩ V = V entonces 1 ∈M0
lo cual es absurdo ya que M0 es un ideal maximal de V 0. AsíM0B ∩ V =M y B es un anillo
local que domina a V . Por la maximalidad de V tenemos que V = B y de aqux ∈ V y por
tanto V es un anillo de valoración.
Ahora recordaremos la relación entre clausura entera y los anillos de valoración que dominan
al dominio A.
LEMA1.1 Sea A un dominio, K su cuerpo de fracciones, x /∈ A,A0 = A[x−1]. Entonces existe
al menos un ideal maximal M⊆ A0 tal que x−1 ∈M; además para cada uno de estos ideales
maximales se tiene queM ∩ A es un ideal maximal de A.
Demostraci ón
Como x /∈ A, se tiene que x /∈ A0 (ya que en caso contrario tendríamos una relación de depen-
dencia entera en A de x). Por tanto existe un ideal maximal enA0 que contiene a x−1, ya que no
es una unidad en A0.
SeaM un tal maximal de A0, entonces todo elemento de A0/M tiene un representante en A y
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por tanto si τ ∈ A, tal que τ /∈M∩A, se tiene que existe un y ∈ A tal que yτ = 1+m, donde
m ∈M y de esto se deduce quem ∈M∩ A, y por tanto A = (τ,M∩ A), es decirM∩ A es
un ideal maximal de A.
PROPOSICION 1.3 Sea A un anillo local, tal que A ( K, dondeK es su cuerpo de fracciones.
Entonces existe al menos un anillo de valoraci ón distinto de K que domina a A.
Demostraci ón
Consideremosla familiaFA formadapor todos los anillos locales contenidos enK, pero distintos
de K que dominan a A, ordenemos parcialmente a continuación los elementos de FA por medio
de la relación de dominación (el hecho de que la dominación sea una relación de orden parcial
es evidente). Veamos a continuación que FA junto con esta relación de orden parcial forman un
sistema inductivo.
Sea G ⊆ FA totalmente ordenado por la relación de dominación veamos que G tiene una cota
superior en FA. Llamemos W = ∪τAτ , donde τ es un índice tal que al variarlo recorremos
todo G. Veamos que W es una cota superior de G en FA. Es obvio que W es un anillo, por
tanto necesitamos ver que es un anillo local que domina a todos los elementos de G. En efecto,
consideremos los elementos no invertibles de W . Evidentemente son todos aquellos x ∈ W
tales que x−1 /∈ W .
Veamos que dichos elementos forman un ideal. Sean x, y dos elementos no invertibles de W .
Supongamos ahora que (x+y)−1 ∈W , entonces debe existir un Aτ ∈ G tal que (x+y)−1 ∈ Aτ ;
por otra parte como x, y ∈ W , yW es un anillo, entonces x+ y estátambién enW , con lo cual
existe un Aτ 0 ∈ G tal que x + y ∈ Aτ 0 (observemos que podemos elegir este τ 0 de forma que
x, y ∈ Aτ0); ahora como G estátotalmente ordenado con la relación de dominación entonces
uno de ellos estácontenido en el otro, podemos suponer que Aτ 0 ⊆ Aτ y entonces tenemos que
x+y /∈Mτ , siendoMτ el maximal deAτ ; ahora comox ey son no invertibles enW , entonces
también lo deben ser en Aτ , es decir, x, y ∈Mτ , con lo que x+ y ∈Mτ , contradicción; luego
x+ y es no invertible.
Sea ahora, x un elemento no invertible de W y sea y ∈ W ; por estar G ordenado totalmente
por la relación de dominación podemos encontrar un Aτ en G tal que x, y ∈ Aτ ; ahora  x ∈Mτ
con lo cual xy ∈ Mτ y entonces (xy)−1 /∈ Aτ , y por tanto tampoco estáen ninguno de los
19
elementos de G contenidos en Aτ ; para los que contienen a Aτ tenemos que los maximales de
dichos anillos contienen al maximal de Aτ (por la relación dedominación) y entonces (xy)−1 no
estáen ninguno de los contienen a Aτ y por tanto xy es no invertible en W . Asílos elementos
no invertibles forman un ideal y entonces W es un anillo local.
Veamos queW domina a todos los elementos de G. En primer lugar probaremos que todos los
elementos no invertibles son iguales a ∪τMτ .
Supongamos que x ∈W y que x no es invertible en W , es decir, que x−1 /∈W , con lo que x−1
no estáen ningú n anillo de G; como x ∈ W , entonces existe un τ tal que x ∈ Aτ , con lo que
x ∈Mτ y por tanto x estáen la unión de todos los maximales. Por otro lado, supongamos que
x ∈ W y que x−1 ∈ W , entonces debe existir un τ tal que x,x−1 ∈ Aτ , y entonces x /∈Mτ ,
ahora por la relación de dominación tenemos que x no estáen el maximal de ninguno de los
anillos en G que contengan a Aτ ; para los que están contenidos en Aτ tenemos que x no está en
el maximal (ya que en caso contrario, estaría en el de  Aτ ) con lo que tenemos que el maximal
de W es igual a la unión de todos los maximales de G.
Veamos finalmente ahora queW domina a todos los elementos de G. Sea B un elemento de G y
sea M su maximal entonces tenemos que para los maximales de los anillos que contengan a B
al cortarlos con B nos da M y para los maximales de los anillos de G que están contenidos en
B, nos da el ideal maximal del anillo menor que naturalmente estácontenido en M y por tanto
la unión de todos estos elementos es M y entonces W domina a B . Que W 6= K es evidente
porqueW domina a todos los elementos de G y K evidentemente no lo hace.
Con todo esto tenemos que FA es un sistema inductivo y claramente A ∈ FA, por lo tanto
aplicando el Lema de Zorn hay al menos un maximal en FA. Ahora, por el teorema anterior este
maximal es un anillo de valoración.
COROLARIO 1.1 Sea A un dominio, K el cuerpo de fracciones de A y S el conjunto de todos
los anillos de valoración contenidos estrictamente en K que contienen a A, entonces
A =
\
V ∈S
V
Demostraci ón
Sea x ∈ A, entonces tenemos que existe n ∈ N y ai ∈ A tales que:
xn + a1xn−1 + . . .+ an = 0 (3)
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Tomemos un anillo de valoración V que contenga a A y tal que x /∈ V . Entonces x−1 ∈ V (de
hecho x−1 estáen el maximal de V ). Ahora multiplicando (3) por x−n, tenemos que 1 estáen
el ideal maximal de V , lo cual es una contradicción.
Si x /∈ A, podemos construir el anillo A0 = A[x−1]M; dondeM es un ideal maximal de A0 0 =
= A[x−1] que contiene a x−1 (ver lema 1.1). Por la proposición 1.3 existe un anillo de valoración
V que domina a A0 y por tanto que cumple que x−1 estáen el maximal de V , con lo que x /∈ V
y hemos terminado.
PROPOSICION 1.4 Sea (A,M) un dominio local, K el cuerpo de fracciones de A y S 0 el
conjunto de todos los anillos de valoraci ón contenidos estrictamente en K que dominan a A,
entonces
A =
\
V ∈S 0
V
Demostraci ón
Es evidente que A ⊆ TV ∈S 0 V . Tomemos x /∈ A y sea R = A[x−1]. Por el lema 1.1 existe un
ideal maximalM ⊆ R tal que x−1 ∈ M. SeaR1 = RM . ClaramenteR1 es un anillo local y por
tanto existe un anillo de valoración V que lo domina. Sea M 0 el ideal maximal de V , entonces
tenemos que M0 ∩ A = (M 0 ∩R1) ∩A = MRM ∩ A = (MRM ∩R) ∩ A = M ∩ A =M,
donde la ú ltima igualdad se tiene por el lema 1.1, y por tanto V ∈ S 0.
Ahora bien, x−1 estáen el maximal de V y por tanto x /∈ V .
Veremos ahora algunos hechos que nos permitiran refinar más aún los ú ltimos resultados.
Para un estudio más exaustivo ver [Ka]
DEFINICION 1.4 Dado un anilloA, un subconjunto de A, digamos T , se dice que es multiplica-
tivamente cerrado si dados x, y ∈ T se tiene que xy ∈ T .
Un subconjunto multiplicativamente cerrado, T , de A se llama saturado si dado x ∈ T se
tiene que todos los divisores de x est án tambin en T.
DEFINICION 1.5 Dado un anillo, A, un subconjunto multiplicativamente cerrado de A,T , y un
ideal de A, I, decimos que I no corta a T si I ∩T = ∅
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PROPOSICION 1.5 Sea A un anillo, T un subconjunto multiplicativamente cerrado de A
entonces los ideales maximales entre los que no cortan a T son ideles primos.
Demostraci ón
La existencia de tales ideales maximales estágarantizada por el lema de Zorn. Para probar que
son ideales primos, tomemos un ideal, I, maximal entre los que no cortan a T . Supongamos que
ab ∈ I debemos probar que o a o b están en I. En caso contrario el ideal  (I, a) generado por I
y por a es estrictamente mayor que I y por tanto corta a T . Luego existe un elemento t1 ∈ T
de la forma t1 = i1 + xa, donde i1 ∈ I y x ∈ A. De forma similar tenemos un t2 ∈ T con
t2 = i2 + yb. Pero entonces
t1t2 = (i1 + xa)(i2 + yb)
y los cuatro términos del producto anterior estn en I (los tres primeros porque un factor estáen
I y el cuarto porque ab estáen I ). Por lo tanto t1t2 ∈ I, absurdo.
PROPOSICION 1.6 Dado un subconjunto, T , de un anillo A, es equivalente
(i) T es un subconjuntomultiplicativamente cerrado de A saturado
(ii) El complementario de T en A es la unión de ideales primos de A.
Demostraci ón
(i)⇒ (ii). Tomemos x en el conplementario de T en A. El ideal (x)A no interseca con T ya que
T es saturado. Podemos entonces, aplicando el lema de Zorn, extender (x)A aun ideal maximal
con respecto a la no intersección con  T. Por la proposición anterior dicho ideal, I, es un ideal
primo. Por lo tanto todo x que no estáen T lo hemos insertado en ideal primo disjunto con T,
lo que prueba (ii)
(ii)⇒ (i). Es evidente de las definiciones.
DEFINICION 1.6 Dado un anillo A y un  A-módulo B , se dice que x ∈ A, es un divisor de cero
deB si existe un y ∈ B , y 6= 0 tal que xy = 0.
Al conjunto de todos los divisores de cero de B lo denotaremos por Z(B).
A los elementos de B que no están en Z(B) se les llama no divisores de cero.
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OBSERVACION1.1 El conjunto de no divisores de cero de un A-módulo B es un subconjunto
multiplicativamente cerrado saturado y por tanto Z(B) es la unión de un conjunto de primos
de A.
DEFINICION 1.7 Dado un anillo A, un  A-módulo B y un ideal, I ⊆ Z(B), llamamos primos
maximales de I en B a cualquier ideal de A maximal con respecto a ‘estar contenido en Z(B)’.
En el caso en el que no se especifique el A-módulo se entenderáque dicho A-módulo es
A
I
DEFINICION 1.8 Sea A un anillo, B un A-módulo no nulo y b ∈ B un elemento no nulo
definimos anul(b) = {a ∈ A con ab = 0} ⊆ Z((b)A)
PROPOSICION 1.7 Sea A un anillo noetheriano, B un A-módulo no nulo finitamente generado.
Entonces existe solamente un número finito de primos maximales en A y cada uno de ellos es el
anulador de un elemento no nulo de B .
Demostraci ón
Consideremos el conjunto de todos los anuladores de elementos de B. Cada
anulador, por la condición de cadena ascendente, estácontenido en un anulador maximal. Evi-
dentemente Z(B) es la unión de todos estos anuladores maximales.
Veamos que estos anuladores maximales son primos: sea I = anul(x) maximal. Dados ab ∈ I
tal que a /∈ I debemos probar que b ∈ I. Como a /∈ I entonces ax 6= 0 y además anul(ax)⊇ I.
Ahora bien pormaximalidad de I tenemos que anul(ax) = I y como b(ax) = 0 entonces b ∈ I.
Probemos ahora que solamente hay una cantidad finita. Llamemos a estos anuladores maxi-
males {Qi} y sea Qi = anul(ai). Consideremos el A-módulo generado por los {ai} ; como este
módulo estácontenido en B es un módulo finitamente generado y por tanto estarágenerado por
una cantidad finita de ellas digamos por a1, . . . , an. Si tuvieramos más primos tendríamos la
siguiente ecuación
an+1 = x1a1 + · · ·+xnan
donde los xi ∈ A y de aquíse deduce que Qn+1 ⊇ Q1 ∩ · · · ∩ Qn. Por lo tanto para algú n j,
(j = 1, . . . , n), se tiene que Qn+1 )Qj lo cual contradice lamáximalidad de Qj. Por tanto solo
existe una cantidad finita de anuladores maximales.
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Para completar la prueba de esta proposición solamente nos queda probar que cualquier ideal,
J, contenido en Z(B) estácontenido en alguno de los ideales Q1, . . . ,Qn.
Sea t el menor nú mero natural tal que J ⊆ Qi1 ∪ · · · ∪ Qit . Para simplificar la notación
supongamos que son los t primeros. Entonces para cada k con 1 ≤ k ≤ t tenemos que
J * Q1 ∪ · · · ∪ Qk−1 ∪ Qk+1 ∪ · · · ∪ Qt . Podemos, entonces, encontrar, para cada k, un
elementoxk que esten J pero que no estáen la lado izquierdo de la anterior desigualdad. Cada
uno de estos xk ∈ Qk y no estaren ninguno de los otros. Consideremos ahora el elemento
de J, y = x1 + x2x3 · · ·xn. Ahora bien, y no estáen ninguno de los anuladores maximales,
contradicción.
PROPOSICION 1.8 Sea A un dominio. Entonces A = ∩AQ, donde la intersecci ón se toma entre
todos los primos maximales de los ideales principales.
Demostraci ón
Tomemos u ∈ ∩AQ y escribamos u = ab (a, b ∈ A). Sea I el conjunto de todos los y ∈ A con
ya ∈ (b)A. Si I = A entonces a ∈ (b)A y u ∈ A y hemos terminado. Si I 6= A tenemos que
I ⊆ Z
µ
A
(b)A
¶
. Podemos expandir I a un primo maximalQ de (b)A y entonces u ∈ AQ y por
tanto u =
a
b
=
c
e
(c ∈ A y e /∈ Q). La ecuación ea = bc prueba que e ∈ I ⊆ Q, absurdo.
Nuestro objetivo ahora es probar que, en el caso de que A además sea integramente cerrado,
tenemos que losAQ son anillos de valoración discreta, es decir, anillos de valoración en los que
el maximal es un ideal principal.
PROPOSICION 1.9 Sea (A,M) un dominio local entonces las dos proposiciones siguientes son
equivalentes:
(i) A es un anillo de valoración discreta
(ii) M es un ideal principal.
Demostraci ón
(i) ⇒ (ii) Es trivial. (ii) ⇒ (i) Consideremos Q = ∩∞i=1Mi y sea M = (x)A. Tenemos
entonces que MQ = xQ = Q. Ahora como A es un anillo noetheriano y Q un ideal de
A tenemos que Q estáfinitamente generado. Supongamos que Q 6= 0 y tomemos un siste-
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ma minimal de generadores deA (en el sentido de que no podemos eliminar ninguno de los ele-
mentos de dicho sistema de generadores) digamos, y1, . . . , yn. Ahora como MQ = Q
tenemos que y1 = b1y1 + · · ·+ bnyn donde los bj ∈M ( j = 1, . . . , n). Entonces (1− b1)y1 =
= b2y2 + · · ·+ bnyn pero como 1 − b1 es una unidad en A y entonces podemos eliminar y1 del
anterior sistema de generadores, contradicción.
Con esto hemos demostrado dado z ∈M existe un k tal que xk es un divisor de z pero xk+1 no
divide a z y por tanto que z = λxk con λ /∈M.
Ahora estamos en condiciones de probar que A es un anillo de valoración. Tomemos
a
b
/∈ A,
tenemos que ver que
b
a
∈ A. Por lo anteriormente visto a = λ1xk1 y b = λ2xk2 donde λ1,
λ2 /∈M. Como a
b
/∈ A tenemos que k1 < k2 y por tanto b
a
∈ A.
DEFINICION 1.9 Sea A un dominio con cuerpo de fracciones K e I ⊆ A un ideal, se define el
inverso de I, y lo se denota por I−1, al conjunto de todos los b ∈ K tales que bI ⊆ A.
Se dice que I es inversible si I I−1 = A.
PROPOSICION 1.10 Sea A un dominio, entonces cualquier ideal invertible es finitamente gene-
rado, más aú n, si A es un anillo local entonces es principal.
Demostraci ón
Para la demostración de la primera parte de la proposición tomemos un ideal I ⊆ A que sea
invertible entonces II−1 = A y tenemos ai ∈ I y bi ∈ I−1 tales queP aibi = 1. Tomemos
ahora x ∈ I entonces x =P ai(xbi) y por tanto los ai generan I.
Para la segunda parte de la demostración observemos que alguno de los productos aibi es nece-
sariamente una unidad en A, digamos por ejemplo que a1b1. Ahora para cada i se tiene que
ai = a1(b1ai)(a1b1)−1 y entonces I estágenerado solamente por a1.
DEFINICION 1.10 Se dice que un ideal I en un anillo A tiene grado 1 si contiene un no divisor
de cero x tal que I ⊆ Z
µ
A
(x)A
¶
.
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OBSERVACION1.2 En un dominio los primos maximales para un ideal principal tienen grado
1. Sea un primo maximal Q para el ideal (x)A, todo ello contenido en un dominio A. Bastará
con probar que x ∈ Q. Supongamos lo contrario, entonces consideremos el ideal (Q, x). Evi-
dentemente dicho ideal estácontenido en Z
µ
A
(x)A
¶
pero contiene estrictamente a Q, lo que
es una contradicción por la maximalidad de Q.
PROPOSICION 1.11 Sea I un ideal de grado 1 en un dominio noetheriano A. Entonces I−1
contiene propiamente a A.
Demostraci ón
Como I tiene grado 1 existe un no divisor de cero x tal que I ⊆ Z
µ
A
(x)A
¶
. Podemos extender
I a un primo maximal de (x)A. Dicho primo maximal es el anulador de un elemento y /∈ (x)A
y entonces Iy ⊆ (x)A. Por tanto y
x
esten I−1, pero no estáen A.
PROPOSICION 1.12 Sea (A,M) un anillo local. Supongamos que A es integramente cerrado
y queM tiene grado 1. EntoncesM es un ideal principal.
Demostraci ón
Por la proposición anterior, M−1 contiene propiamente a A. Por otra parte tenemos que M ⊆
⊆MM−1 ⊆ A y entonces debe ser igual a M o a A. Pero si MM−1 =M entonces M−1 es
integro sobre A (proposición 1.1) y ya que A es integramente cerrado, se tiene que M−1 = A,
lo que contradice la última proposición y por tanto MM−1 = A y por la proposición 1.10 es
un ideal principal.
PROPOSICION 1.13 En un dominio noetheriano integramente cerrado A se tieneque para todo
ideal primo Q de grado 1, AQ es un anillo de valoración discreta.
Demostraci ón
Como Q tiene grado 1 se tiene que existe un 0 6= x ∈ Q tal que Q ⊆ Z
µ
A
(x)A
¶
. Tomemos
Q0 un primo maximal de (x)A que contenga a Q. Entonces Q0 es un anulador de un elemento
y /∈ (x)A y por tanto yQ0 ⊆ (x)A.
Consideremos el anillo A1 = AQ0. Ahora Q0AQ0 es todavia de grado 1, ya que el mismo x
funciona. El punto clave es ver que y /∈ (x)A1. Pero esto es fácil de ver ya que si y =
³a
s
´
x
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con a, s ∈ A y s /∈ Q0 tenemos que sy = ax y entonces s ∈ Q0. Contradicción.
Ahora como Q0AQ0 tiene grado 1 y es el ideal maximal de un anillo local, integramente cerrado,
tenemos que es un ideal principal y por tanto, por la proposición 1.9 es un anillo de valoración
discreta.
Por otra parte por lo visto en la demostración de la proposición 1.9 tenemos que en un anillo de
valoración discreta el ú nico primo es el ideal maximal y por tanto Q0 = Q.
PROPOSICION 1.14 Sea A un dominio, K el cuerpo de fracciones de A y Sdis el conjunto
de todos los anillos de valoración discreta contenidos estrictamente en K que contienen a A,
entonces
A =
\
V ∈Sdis
V
Demostraci ón
Claramente tenemos que A ⊆ TV ∈Sdis V . Tomemos x /∈ A y consideremos el anillo A1 =
= A[x−1]. x−1 no es una unidad en A1, ya que en este caso tendríamos una relacción de depen-
dencia integra de x sobre A y por lo tanto tampoco lo es sobre R = A1. Consideremos un primo
maximal del ideal (x−1)R, digamos Q. Por el teorema anterior RQ es un anillo de valoración
discreta que pertenece a Sdis.Por otra parte como x−1 ∈ Q tenemos que x−1 ∈ QRQ y entonces
x /∈ RQ.
PROPOSICION 1.15 Sea (A,M) un dominio local, K el cuerpo de fracciones de A y S 0dis el
conjunto de todos los anillos de valoración discreta contenidos estrictamente en K que dominan
a A, entonces
A =
\
V ∈S0dis
V
Demostraci ón
Claramente tenemos que A ⊆ TV ∈S0dis V . Tomemos x /∈ A y consideremos el anillo R =
= A[x−1]. En R consideremos el idealM = x−1R+M 6= A1 ya que si 1 ∈M tendramos una
ecuación de dependencia entera de x sobre A. Claramente M es un ideal maximal y por tanto
primo.
Tomemos un sistema de generadores de M , digamos r1, . . . , rn y los anillos Ri =
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= R
·
r1
ri
, · · · , rn
ri
¸
. Observemos queMRi = (ri)Ri, (i = 1,2, . . . , n)
Veremos ahora que para algún valor de i se tiene que MRi ∩ R = M. Supongamos que esto es
falso y entonces tenemos que para cada i (i = 1, . . . , n) podemos encontrar un elemento en R,
digamos ζi, tal que ζi /∈ M y ζi ∈ MRi . Sea ζ = ζ1ζ2 · · · ζn. Entonces ζ /∈M y ζ ∈ (ri)Ri
para todo i.(i = 1,2, . . . , n) .
Para cada i se tieneque ζ =
riγ i(r1, r2, . . . , rn)
(ri)vi
donde γi es una formahomogénea en r1, . . . , rn
de grado vi con coeficientes en R.
Sea v = max(vi) entonces se tiene que ζ(ri)v−1 = ψi(r1, r2, . . . , rn) donde ψi es una forma
homogéneade grado v con coeficientes en R. De aqui se sigueque el producto de ζ por cualquier
monomio en r1, r2, . . . , rn degradoN = nv es igual a una formade gradoN+1 en r1, r2, . . . , rn
con coeficientes en R, es decir, ζMN ⊆MN+1.
Pasando ahora al anillo R00 = RM esta ú ltima relacción nos dice que (MR00)N = (MR0 0)N+1
Aplicando ahora un razonamiento similar al seguido en la proposición 1.9 tenemos que MR00 =
= 0, lo cual es absurdo.
Sabemos pues, que para algún R i se tiene que (ri)Ri ∩ R = M y por tanto, ri no es una
unidad en Ri y entonces tampoco en Ri . SeaQ un primomaximal para el ideal principal (ri)Ri.
Consideremos el anillo A0 =
¡
Ri
¢
Q . Este anillo es un anillo de valoración discreta y además
x−1 ∈ QA0, luego x /∈ A0.
Para terminar la prueba nos basta con probar queA0 es un elemento de S 0dis, para ello debemos
ver queQA0 ∩A =M.
Ahora bien, como QA0 ∩A = (QA0 ∩Ri) ∩A ⊇ (ri)Ri∩ A = ((ri)Ri ∩R) ∩ A =M ∩A ⊇
⊇M y QA0 es un ideal propio y M es un ideal maximal entonces QA0 ∩ A =M.
La noción de anillo de valoración es la contraparte algebraica del concepto ‘‘aritmético’de
valoración. Si K es un cuerpo y Γ un grupo abeliano ordenado (es decir un grupo provisto de
una relación de orden total, tal que si a, b, c, d ∈ Γ con a ≤ b y c ≤ d se tiene que a + c ≤
≤ b+d), entonces por una valoración sobre K con grupo devalores Γ se entiende una aplicación
v : K −→ Γ ∪ {∞} tal que:
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(i) v(x) =∞ ⇔ x = 0
(ii) v(xy) = v(x) + v(y) ∀x, y ∈K
(iii) v(x + y)≤ max(v(x), v(y)) ∀x, y ∈ K
Si v es una valoración, entonces el conjunto Av = {x ∈K / v(x) ≥ 0} es un anillo de
valoración de K cuyo ideal maximal es Mv = {x ∈K / v(x) > 0}. Más aú n la imagen por
v de Av − {0} es un semigrupo Ω de Γ+ = {a ∈ Γ/ a ≥ 0} que se puede identificar, vía la
aplicación v , con el conjunto de ideales de Rv ordenados por la inclusión. Con más precisión
la correspondencia que asocia a cada a ∈ Ω el ideal Ia = {x ∈ Av / v(x) ≥ a} es biyectiva y
define un isomorfismo de semigrupos ordenados entre Ω y el semigrupo de los ideales de Av
donde la operación del semigrupo entre ideales es el producto.
Recíprocamente, si V esun anillo devaloración entoncessu semigrupo ordenado de idealeses
cancelativo, es decir, es un subsemigrupo de un grupo abeliano Γ, y la aplicación v que asigna a
cada x ∈ V , x 6= 0 el ideal principal xV es la restricción a V de una valoración sobre K valorada
en Γ, tal que V = Av. Cuando Γ se toma como el mínimo grupo abeliano que contiene a Ω o
al semigrupo de ideales, segú n el caso, se diráque v es una valoración normalizada. De esta
forma los anillos de valoración se corresponden uno a uno con las clases de isomorfismos de
valoraciones normalizadas sobre K , donde isomorfismo entre dos valoraciones v : K −→ Γ,
v0 : K −→ Γ0 significa que existe un isomorfismo de grupos ordenados ϕ : Γ −→ Γ0 tal que
ϕ ◦ v = v0.
Observemos que si V es además de valoración discreta entonces el grupo de valores debe ser
isomorfo a Z.
Dado un anillo local (A,M) y una valoración v, decimos que v domina a A si su anillo de
valoración (Av,Mv) cumple que Av ⊇ A y que Mv ∩ A = M. Si solo se da la primera
condición decimos que v estácentrada en A.
Después de la revisión anterior sobre anillos de valoración, vamos a introducir a continuación
la noción de dependencia entera sobre un ideal que seráel objeto básico de estudio en esta
Memoria.
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DEFINICION 1.11 Sea A un anillo conmutativo, z ∈ A e I un ideal de A. Decimos que z es
entero sobre I si existe un n ∈ N, n > 0 y ai ∈ Ii tales que:
zn + a1zn−1 + a2zn−2 + . . .+ an = 0
EJEMPLO 1.2 Veremos ahora, que en general, que hay elementos enteros que no est án en el
ideal de partida. Consideremos el mismo anillo A que en el ejemplo 1.1 y sea I el ideal de A
generado por los monomios {X5, X2Z, XY 2}. Tomemos z = X3Y , entonces, evidentemente,
z /∈ I y z es integro sobre I, ya que
z2− (X5)(XY 2) = 0
DEFINICION 1.12 Sea A un anillo conmutativo e I un ideal de A, entonces al anilloB(I, A) =
= A[It] ⊆ A[t], es llamado el anillo de Rees de A con respecto a I . B(I,A) es un subanillo
graduado de A[t] cuyo Proj es el esquema explosi ón de Spec(A) con centro en el ideal I.
Observemos que, evidentemente, si A es un dominio de integridad entonces también lo son
los anillos de Rees de A con respecto a cualquier ideal de A, pues están contenidos en un anillo
que trivialmente es un dominio.
El anillo de Rees nos sirve para transladar los resultados antes obtenidos sobre anillos
completos y cierres integros de anillos a la dependencia entera sobre ideales.
El siguiente resultado aclara esta relacción:
PROPOSICION 1.16 Sea A un anillo conmutativo, I un ideal deA yx ∈ A, entonces x es entero
sobre I si y solamente si xt es entero sobre B(I, A).
Demostraci ón
Sea
xn + a1xn−1 + . . .+ an = 0 ai ∈ Ii
una ecuación de dependencia entera de x sobre I . Multiplicando por tn obtenemos
(xt)n + (a1t)(xt)n−1 + . . .+(antn) = 0 aiti ∈ B(I ,A) (4)
y por tanto xt es entero sobreB(I, A).
Supongamos ahora que xt es entero sobre B(I ,A), entonces tenemos una ecuación
homogénea de dependencia entera del tipo de (4) y como tn es un no divisor de cero en A[t],
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tenemos el resultado requerido de que x es entero sobre I.
COROLARIO 1.2 Sea A un dominio e I un ideal de A, entonces I es un ideal de A.
DEFINICION 1.13 Sea A un dominio, y sea I un ideal de A, se dice que I es completo o í nte-
gramente cerrado si I = I.
La notación de idealí ntegramente cerrado provienedelá lgebra y de la similitud con los anillos
integramente cerrados; por el contrario la notación de ideal completo procedede la gemetría, ya
que es la contraparte algebráica del concepto de sistema lineal completo. La analogía entre estos
dos conceptos se debe a la relacción de la clausura integra con las valoraciones disponibles en
el caso de los dominios.
EJEMPLO 1.3 Sigamos con el anillo A considerado en los ejemplos 1.1 y 1.2 y sea I el ideal de
A generado por los monomios XiY jZk tales que se tiene 20i+ 15j + 12k ≥ 60. Observemos
que P (X,Y, Z) ∈ I si y solamente si P se puede escribir como una combinacin lineal con
coeficientes enK de monomios en I.
Tomemos un z ∈ A integro sobre I, veamos que  z ∈ I. Si al expresar z como combinació n
lineal de monomios con coeficientes no nulos en K y tales que todos los monomios que apa-
rezcan sean distintos, tenemos que todos los monomios que aparecen está n en I entonces hemos
acabado. Si algú  nmonomio no estáen I entonces tenemosquehay una ecuación dedependencia
integra del tipo:
zn + a1z
n−1 + . . .+ an = 0 al ∈ I l
Consideremos el monomio que aparece en la expresión de z como combinación lineal de
monomios distintos con coeficientes no nulos es el mínimo en el orden lexicográfico entre todos
aquellos que minimizan 20i + 15j +12k . Claramente la potencia ené sima de dicho monomio
aparece en zn y ademá  s no se anula con ninguno de los monomios que aparecen en los poli-
nomios alzn−l ya que todos ellos tienen el valor de 20i+15j+12k estrictamente mayor, lo cual
es imposible.
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NOTACION 1.1 Sea A un dominio noetheriano, K su cuerpo de fracciones, v una valoración
sobre K, e  I un ideal de A entonces denotamos por v(I ) al mínimo de los valores v(x), donde
x ∈ I.
PROPOSICION 1.17 (Criterio valorativo de la dependencia entera) Sea A un dominio noethe-
riano, K su cuerpo de fracciones, I un ideal de A, Sdis el conjunto de todas las valoraciones
discretas de K cuyo anillo de valoración contiene a A entonces
I =
\
v∈Sdis
{x ∈ A/ v(x) ≥ v(I)}
Demostraci ón
Supongamos que x ∈ I, entonces tenemos que
xn + a1x
n−1 + . . .+ an = 0 ai ∈ Ii
Si v ∈ Sdis se nos presentan dos posibilidades:
1. v(x) = ∞: Entonces no hay nada que probar.
2. v(x) < ∞: Supongamos que v(x) < v(I), entonces tenemos que
v(aix
n−i) = v(ai) + (n − i)v(x) ≥ iv(I) + (n − i)v(x) > nv(x)
por tanto nv(x) = v(xn) = v(xn + a1xn−1 + . . .+ an) = v(0) =∞, contradicción.
Al revés, sea x ∈ A y supongamos que para toda valoración discreta cuyo anillo de valoración
contenga a A se cumple que v(x) ≥ v(I); tomemos una valoración discreta w del cuerpo de
fracciones de B(I ,A) cuyo anillo de valoración contenga a B(I,A), entonces w restringida a K
nos da una valoración discreta de  K cuyo anillo de valoración contiene a A, entonces w(xt) =
= w(x)+w(t) ≥ w(I)+w(t) = w(It)≥ 0 y entonces por la proposición 1.14 se tiene que xt ∈
∈ B(I, A), y por la proposición 1.16 x ∈ I.
PROPOSICION 1.18 (Cr ite rio valor ati vo de la de pende nc ia e nt era) Sea (A,M) un dominio
local, K su cuerpo de fracciones, I un ideal de A, S 0dis el conjunto de todas las valoraciones
discretas de K cuyo anillo de valoración domina a A entonces
I =
\
v∈S 0dis
{x ∈ A/ v(x) ≥ v(I)}
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Demostraci ón
Supongamos que x ∈ I, entonces tenemos que
xn + a1xn−1 + . . .+ an = 0 ai ∈ Ii
Si v ∈ S 0dis se nos presentan dos posibilidades:
1. v(x) = ∞: Entonces no hay nada que probar.
2. v(x) < ∞: Supongamos que v(x) < v(I), entonces tenemos que
v(aix
n−i) = v(ai) + (n − i)v(x) ≥ iv(I) + (n − i)v(x) > nv(x)
por tanto nv(x) = v(xn) = v(xn + a1xn−1 + . . .+ an) = v(0) =∞, contradicción.
Al revés, supongamos que x /∈ A y consideremos el anillo A0 = A[x−1I]. Tomemos el ideal
maximal de A0,M ,M = x−1IA0 +M .
Consideremos el anillo A00 = (A0)M . Por la demostración de la proposición 1.15 existe una
valoración discreta que domina a A00. Sea v dicha valoración. Como x−1IA0 ⊆M tenemos que
v(x−1IA0) > 0 y entonces −v(x) + v(I) > 0⇔ v(x) < v(I).
Sólo nos queda probar que v domina a A, ahora bien, como M ⊆M tenemos que v(M) > 0 y
tenemos el resultado pedido.
COROLARIO 1.3 Sea A un dominio noetheriano, v una valoración de su cuerpo de fracciones
centrada en A, I un ideal de A, entonces tenemos que v(I) = v(I).
Demostraci ón
Como I ⊆ I, entonces es evidente que v(I) ≤ v(I); por otra parte por la demostración de la
proposición 1.17 se tiene que todos los elementos de I tienen valoración mayor o igual que v(I),
con lo cual, v(I) = v(I).
COROLARIO 1.4 Sea A un dominio, I un ideal de A, entonces I = I.
Claramente siempre se tiene que I ⊆ I, con lo cual nos basta probar la inclusión contraria.
Sea x ∈ I, entonces para toda valoración discreta v cuyo anillo de valoración contenga a A se
tiene que v(x)≥ v(I) = v(I) y por tanto x ∈ I .
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PROPOSICION 1.19 Sea A un dominio, I un ideal de A, entonces
B(I,A) =
M
n≥0
In
Demostracin
Sea A el cierre integro de A, entonces como A0 = A[t] es integro, se debe tener queB(I,A) ⊆
⊆ A0, con lo que se le puede dar aB(I ,A) una estructura de anillo graduado.
Basta pues probar que B(I, A) ∩ Atn = I ntn. Claramente se tiene que Intn ⊆ B(I,A)∩
∩Atn. Supongamos ahora que tenemos un elemento atn ∈ B(I,A) ∩ Atn. Como atn ∈
∈ B(I, A) entonces existe una ecuación homogénea de dependencia entera y dividiendo por
tnr , donde r es el grado de la ecuación homogenea, obtenemos una ecuación de dependencia
entera de a sobre In y por tanto a ∈ In.
COROLARIO 1.5 Sea A un dominio, I un ideal de A, entonces B(I,A) es un anillo integra-
mente cerrado si y solamente si In es completo para todo n ∈ N.
Demostraci ón
Es evidente de la proposición anterior .
Dado un dominio A y un ideal I en A podemos definir la explosión normalizada a lo largo de
I como el esquemanormalizado de la explosión con centro en I, es decir, que el último corolario
se puede parafrasear diciendo que la explosión normal con centro I coincide con la explosión
con centro I si y solamente si todas las potencias de I son completas.
EJEMPLO 1.4 Puede ocurrir que un ideal I sea completo y, sin embargo, sus potencias no lo
sean. En efecto, consideremos el anillo A utilizado en los ejemplos 1.1, 1.2 y 1.3 e I el ideal de
A definido en el ejemplo 1.3. Consideremos z = X2Y 3Z3 ∈ A. Claramente z ∈ I2 ya que
z2− [(X3)(Y 4)][(Z5)(XY 2Z)] = 0
pero z /∈ I2 puesto que no se puede poner como producto de dos elementos de I ya que
en cualquier factorizaci ón de z como producto de dos monomios no triviales aparecen como
factores algunos de los siguientesX, Y,Z,X2,XY, XZ,Y 2, Y Z,Z2,X2Y,X2Z,XY 2,XYZ,
XZ2, Y 3, Y 2Z,Y Z2, Z3,XYZ2,XZ3, Y 3Z,Y 2Z2, Y Z3 y ninguno pertenece a I.
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Un problema importante en geometría es conocer condiciones suficientes para que las poten-
cias de un ideal completo sean completas, es decir, para que la explosión de un ideal completo
sea un esquema normal. En esta Memoria trataremos este problema para la clase concreta de
ideales completos a la que está dedicada la misma.
El esquemaproyectivo asociado al anillo graduado normalB(I,A) se denomina la explosión
normalizada del ideal I. Nótese que la explosión normalizada de un ideal es la composición
de la explosión de dicho ideal con la normalización. Las condiciones del corolario 1.5 son la
condiciones necesarias y suficientes para que la explosión de un ideal coincida con su explosión
normalizada.
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1.2 Divisores excepcionales e ideales completos
En la sección anterior, hemos considerado las nociones de explosión y explosión normalizada.
En geometría algebraica estos conceptos son importantes, ya que aparecen en el estudio de las
variedades intermedias a dos relacionadas entre sípor un morfismo proyectivo.
Iniciaremos aquíun estudio geométrico de dichos objetos, ya definidos algebraicamente, en
la situación particular en que el morfismo que relaciona las dos variedades es una sucesión de
explosiones en puntos cerrados no singulares.
Fijemos una variedad algebraica lisa X, es decir, un esquema reducido e irreducible de tipo
finito sobre un cuerpo perfecto y un punto cerrado no singular (a partir de ahora, todos los puntos
serán entendidos de esta forma), P .
DEFINICION 1.14 Cualquier punto P 0 en cualquier variedad Z obtenida de X por una sucesión
finita de explosiones en puntos cerrados no singulares, se dice un punto infinitamente próximo
a P si P es la imagen de P 0 vía las aplicaciones asociadas a dichas explosiones y se denota por
P ≤ P 0.
DEFINICION 1.15 Una constelación de puntos infinitamente próximos a P (o una constelación
con origen en P ) es un conjunto finito de puntos infinitamente próximos a P ,
C = {P1, P2, . . . , Pm} tales que m ≥ 1, P1 = P y para 1 ≤ i ≤ m − 1, cada Pi+1 es un
punto sobre la variedad Zi obtenida de Zi−1 como explosión con centro Pi (Z0 es la variedad
inicialX ).
Cuando tenemos que cada Pi+1 es infinitamente próximo a Pi , entonces decimos que la
constelación C es una cadena.
Por tanto una constelación C = {P1, P2, . . . , Pm} con origen en P define una cadena de
explosiones
Z = Zm
πm−→ Zm−1 πm−1−→ . . . π2−→ Z1 π 1−→ Z0 =X
donde los πi son los morfismos asociados a las explosiones Zi−1 con centro en Pi y πC es la
composición de todos estos morfismos. Para simplificar y cuando no haya posible confusión
denotaremos a πC por π.
36
Siguiendo la terminología de [C-G-L] y [Re] a la variedad  Z se le llama cielo asociado a C
o simplemente cielo.
DEFINICION 1.16 Sea C una constelación {P1, P2, . . . , Pm}, entonces definimos por Bj ⊆ Zj
al divisor excepcional de la explosión πj en el punto Pj . Denotaremos por Ej al transformado
estricto de Bj en Z y E ∗j = (πm ◦ πm−1 ◦ . . . ◦ πj+2 ◦ πj+1)∗ (Bj) si j = 1, . . . ,m−1 y E ∗m =
= Bm
DEFINICION 1.17 Un cluster A = (C, s) es un par consistente de una constelación
C = {P1, P2, . . . , Pm} y una sucesión s = (s1, . . . , sm) de enteros no negativos. El entero
si es llamado el peso (o multiplicidad virtual) de Pi en el cluster.
DEFINICION 1.18 Dado un cluster A = (C, s) podemos asociarle un divisor sobre el cielo de
la constelaci ón dado por
DA =
mX
j=1
sjE
∗
j
DEFINICION 1.19 Dado un ideal I ⊆ OX y una constelaci ón {P1, P2, . . . , Pm} se define el
peso si en Pi y la transformada dé bil de I en Pi, Ii = IPi, inductivamente de la siguiente forma:
I1 = I, s1 = ordP1(I1)
Ii = (x)−si−1Ii−1APi, si = ordPi(Ii)
donde APi es el anillo local correspondiente al punto Pi y x es un elemento general del ideal
maximal de APi−1 y ordPi es la función orden con respecto al ideal maximal del anillo
correspondiente a dicho punto.
DEFINICION 1.20 Un ideal I ⊆ OX,P se dice que es de soporte finito o finitamente soportado
existe sólamente una cantidad finita de puntos infinitamente próximos de X, tales que IQ 6= AQ.
Un punto infinitamente próximo Q de P es un punto base de I si se cumple IQ 6= AQ
Claramente dado un ideal de soporte finito podemos construir un cluster, donde los puntos
que aparecen son los puntos base del ideal y donde el peso de cada punto es la multiplicidad del
ideal (o de sus transformados) en dicho punto.
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Ahora veremos que hay una correspondencia inyectiva entre ideales completos de soporte
finito y divisorescon soporte excepcional, para lo cual necesitamos algunas nociones algebraicas
que introduciremos a continuación.
En álgebra conmutativa los puntos los veremos como anillos locales regulares y la relación
entre cada una de ellos es que si P y Q son puntos infinitamente próximos entonces existe una
cadena de transformaciones cuadráticas que nos permiten obtener a partir del anillo asociado a
P el anillo asociado aQ.
Por todas estas razones recordaremos la definión de lo que es unade dichas transformaciones
y veremos algunos resultados sobre ellas que utilizaremos en lo sucesivo. Para una ampliación
de detalles ver [A]
DEFINICION 1.21 Sea (A,M) un anillo local regular de dimensi ón d > 1, {x1, . . . , xd} un
sistemaminimal de generadores del ideal maximal y v una valoraci ón del cuerpo de fracciones
de A al que llamaremos K. Supongamos que hemos ordenado los elementos xi de forma que
v(x1) ≤ v(xi) con i = 1, . . . , d. Sea R = A[x2/x1, . . . , xd/x1], Q0 = R ∩Mv (dondeMv es
el ideal maximal del anillo de valoración asociado a v) yR0 = RQ0 entonces a R0 se le llama
la transformación cuadrátrica de A a lo largo de v.
LEMA1.2 Sea (A,M ) un anillo local regular de dimensión d > 1 y sea  v una valoración de su
cuerpo de fracciones, entonces, con la notación de la definici ón anterior R0 es un anillo local
regular de dimensión t ≤ d
Demostraci ón
Con la notación de la definición 1.21 es fácil ver, que R∗ = R/(x1)R ≈
≈ (A/M)[x2, . . . , xd].
SeaQ∗ = Q0/(x1)R y consideremos el anillo R∗Q∗ . Este anillo es un anillo local con maximal
Q∗R∗Q∗ y además podemos elegir y1, . . . , yh con h ≤ d − 1 de forma que (y1, . . . , yh)R∗Q∗ =
= Q∗R∗Q∗ .
Sean z1, . . . , zh elementos en R de forma que su clase con respecto a (x1)R sea igual a y1 . . . yh
respectivamente. Tenemos entonces que claramenteQ0RQ0 = (x1, z1, . . . , zh)R0 y por tanto
t = alt(Q0R0Q0) = alt(Q
∗) + 1 = h+ 1
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con lo que R0 es un anillo local regular. Por otra parte como h ≤ d−1 tenemos que la dimensión
de R0 es menor o igual que la dimensión de A.
Observemos que si v es una valoración que domina a un anillo local (A,M) y R0 es la
transformación cuadrática de A a lo largo de v entonces dicha valoración domina también a R0.
DEFINICION 1.22 Dado un anillo local (A,M) yuna valoraci ón v que domina a A, se define la
A-dimensi ón de v como el grado de trascendencia de la extensi ón de cuerpos
[Av/Mv : A/M] donde Av es el anillo de valoraci ón asociado a v y Mv es el maximal de
dicho anillo.
PROPOSICION 1.20 Sea (A,M) un anillo local regular de dimensión d > 1, v una valoración
que domine a A, R0 la transformación cuadrática de A a lo largo de v, t la dimensi ón deR0, d0
la A-dimensión de v y d∗ la R0-dimensi ón de v entonces d− t = d0 − d∗.
Demostraci ón
Con la notación de la demostración del lema 1.2, es evidente, que la dife-
rencia d 0 − d∗ es igual al grado de transcendencia de la extensión de cuerpos
[RQ0/PRQ0 : A/M] = [R∗Q∗/Q∗R∗Q∗ : A/M], al tenerse que RQ0 /Q0RQ0 = R∗Q∗/Q∗R∗Q∗,
pero dicho grado de transcendencia es claramente igual a d− 1 − h = d − t.
LEMA1.3 Sea (A,M) un anillo local regular de dimensión d > 1 y sea  v una valoración que
domina a A, entonces son equivalentes:
(i) v es la valoración M-ádica de A
(ii) la transformada de A a lo largo de v es un anillo de valoración
Demostraci ón
(i) ⇒ (ii) Por la proposición 1.9 y el lema 1.2 basta ver que el ideal maximal de la transformada
de A a lo largo de v es un ideal principal.
Consideremos el anillo R = A[x2/x1, x3/x1, . . . , xd/x1] donde {x1, x2, . . . , xd} es un
sistema regular de parámetros de A. Claramente tenemos que Q0 = Mv ∩ R =
=M [x2/x1, x3/x1, . . . , xd/x1] = x1R, por lo queQ0RQ0 es principal como se quera ver.
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(ii) ⇒ (i) Sea {x1, x2, . . . , xd} un sistema regular de parámetros de A organizado de forma que
v(x1) ≤ v(xi) para cualquier i (i = 1, . . . , d) y R como antes.
Denotemos por w la valoración M-ádica de A y sean Q0 = M v ∩ R y Q00 = Mw ∩ R =
= (x1)R, donde Mv y Mw son los maximales de los anillos de valoración asociados a v y w
respectivamente.
Claramente se tiene que Q00 ⊆ Q0. SiQ0 0 6= Q0 entonces Q00RQ0 es un ideal primo de RQ0 distinto
del maximal, lo cual es absurdo, ya que RQ0 es un anillo de valoración y por tanto Q0 = Q00 y
entonces RQ0 = RQ00 y por tanto dichas valoraciones son iguales.
El siguiente resultado es bien conocido, pero, aparece de una manera muy confusa en la
literatura por lo que se le presta atención aquí.
PROPOSICION 1.21 Sea v una valoración discreta que domina a un anillo local regular (A,M )
de dimensión d > 1, entonces la cadena de transformaciones cuadráticas a lo largo de v es
finita.
Demostraci ón
Supongamos que no es cierto, entonces tenemos una cadena infinita
A = A0 ( A1 ( · · ·
donde cada Ai+1 (i ∈ N) es la transformación cuadrática de Ai a lo largo de v.
Por el lema 1.2 tenemos que existe un j tal que t = dim(Aj) = dim(Aj+1) = dim(Aj+2) = · · ·
Fijemos ahora un sistema regular de parámetros para Aj, digamos, {x1, x2, . . . , xt}. Obtenemos
de forma natural un sistema de parámetros para Aj+1 dado por:½
x1
xs
,
x2
xs
, · · · , xs−1
xs
, xs ,
xs+1
xs
, · · · , xt
xs
¾
dondev(xs) < v(xr) (r = 1,2, . . . , t) (1 ≤ s ≤ t) .Utilizando estemétodo se obtienen sistemas
de parámetros para los Aj+h con h ∈ N.
Denotaremos por mh al valor mínimo de v sobre el sistema regular de parámetros correspondi-
ente a Aj+h y Mh al valor máximo de v sobre el mismo sistema regular de parámetros.
Entonces tenemos que:
(i) 0 <mh < Mh ∀h ∈ N
(ii) Mh <Mh+1 ∀h ∈ N
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pero esto es imposible, ya que tanto Mh como mh están en N.
Con las técnicas algebraicas quehemos descrito, estamos ahora en condiciones de volver a la
situación geométrica para completar y obtener los resultados deseados. Para ello, recordaremos
brevemente, nuestras intenciones y objetivos.
Dado un ideal completo de soporte finito le hemos asociado anteriormente un cluster y por
medio de dicho cluster un divisor con soporte excepcional. Veremos a continuación que esta
asociación es inyectiva, es decir, si tenemos dos ideales completos de soporte finito distintos,
nos gustaría saber si los clusters asociados son distintos o no.
Observemos que si (A,M ) es un anillo local regular e I ⊆ A es un ideal completo de
soporte finito y v es una valoración discreta de A, entonces para conocer el valor v(I) nos
basta con saber los pesos de I en todos los puntos infinitamente próximos a A. En efecto, si
v es tal que la cadena de transformaciones cuadráticas que lleva desde A al primer anillo para
el cual v coincide con la valoración asociada a su maximal, tiene algún anillo que es la loca-
lización en un primo no maximal entonces en dicho anillo su transformada débil es igual al to-
tal, ya que en caso contrario, en todos los infinitos maximales que contienen a dicho primo se
tiene que la transformada débil es distinta del total y por tanto I no es de soporte finito. Si dicha
cadena está formada por anillos que son la localización en maximales, entonces conocemos los
ordenes necesarios y volviendo hacia atrás tenemos que conocemos también el valor de v(I).
Con lo cual es evidente que si los clusters asociados a dos ideales completos y de soporte
finito son iguales es porque dichos ideales son el mismo y tenemos una aplicación inyectiva
entre ideales completos de soporte finito y divisores excepcionales.
DEFINICION 1.23 Mantengamos las notaciones anteriores. Sea A = {C, s} un cluster, decimos
que el cluster es idealístico si existe un ideal completo (necesariamente único) de soporte finito
que realiza dicho cluster, es decir, si existe un ideal completo de soporte finito I tal que IOX (C) =
= OX(C)(−DA), dondeX(C) es el cielo de C yDA es el divisor asociado a A.
Fijada una constelación, C = {P1, . . . Pm}, podemos definir una operación entre todos los
clusters con dicha constelación de puntos: dados dos clusters con la misma constelación defi-
nimos su suma como el cluster que tiene la misma constelación y como pesos la suma de los
pesos.
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Con la anterior operación los clusters idealísticos, fijada la constelación de puntos, forman
un semigrupo, ya que la valoración de la complección del producto de ideales es igual a la suma
de cada una de las valoraciones de dichos ideales.
La operación anterior, suma de clusters, corresponde a la operación sobre el conjunto de
ideales completos dada por I ∗ J = IJ . En efecto, es evidente, por las definiciones que el
divisor asociado a I ∗ J es suma de los divisores asociados a I y a J.
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1.3 Conos característicos
Expondremos ahora una visión geométrica de los ideales completos en el contexto de los
llamados conos de curvas características, ([Cu3] y [Kl] ) que nos darán una visión general de
los resultados. Sea X = Spec(A), donde (A,M ) es un anillo local regular, Z una variedad
normal y f una aplicación proyectiva birracional f : Z −→ X .
DEFINICION 1.24 Sea L un fibrado lineal (es decir, un fibrado vectorial de rango 1) de Z , se
dice que es numéricamente equivalente a cero si (C · L) = 0 para toda curva cerrada e integra
C ⊆ f−1(P ), donde P es el origen de X , es decir, es el punto cerrado asociado al idealmaximal
de X. Al conjunto de los fibrados lineales numéricamente equivalentes a cero los denotamos
por Num1(Z/X). Se trata de un subgrupo del grupo abeliano Pic(Z) módulo equivalencia
lineal.
NOTACION 1.2 Denotaremos por N 1(Z/X) al cociente Pic(Z)/Num1(Z/X). Notese que
N1(Z/X) es un grupo abeliano sin torsión, es decir , un retículo.
DEFINICION 1.25 Decimos que un subconjunto cerrado de dimensi ón 1, Y ⊆ Z es relativo
si cada una de sus componentes irreducibles tiene dimensión 1 y además proyecta en el punto
cerrado de X. Un 1-ciclo relativo es un ciclo
P
siCi donde cada Ci es un subconjunto relativo
irreducible y cada si es un entero.
Al grupo abeliano de los 1-ciclos correlativos lo denotaremos por F1(Z/X).
DEFINICION 1.26 Dado un elemento T ∈ F1(Z/X) decimos que es numéricamente equiva-
lente a cero si ∀L ∈ Pic(Z) se tiene que (L · T ) = 0. Al subgrupo de los 1-ciclos numéri-
camente equivalentes a cero los denotaremos por Num1(Z/X) y al grupo abeliano cociente
F1(Z/X)/Num1(Z/X) lo denotaremos por N1(Z/X).
Nótese que debido al teorema de Neron-Severi N1(Z/X) y N 1(Z/X) son grupos abelianos
de rango finito y libres de torsión que son duales mutuamente ya que la intersección de 1-ciclos
y fibrados lineales da lugar a una paridad no degenerada
N1(Z/X)×N 1(Z/X) −→ Z
que define la citada dualidad.
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NOTACION 1.3 Siendo Z y X como antes denotamos por:
A1(Z/X) = N1(Z/X)⊗ZR
A1(Z/X) = N1(Z/X)⊗ZR
PROPOSICION 1.22 A1(Z/X) es un R-espacio vectorial de dimensión finita, además si
E1, . . . ,Et son los divisoresexcepcionales primos de Z, entonces {E1, . . . ,Et} generanPic(Z)
y son una R-base de A1(Z/X).
Demostraci ón
DadoL ∈ Pic(Z) tenemos divisoresprimosDj en Z no excepcionales y enteros ai y bj tales que
L ≈ OZ((Pi aiEi) + (Pj bjDj )). Sea D0j = f(Dj). Observemos que OX(Pj bjD0j )) ≈ A.
Tenemos, pues, que L ≈ L⊗ f∗(OX(−
P
i biD
0
j )) = OZ(
P
i ciEi) para ciertos enteros ci, con
lo que los divisores excepcionales primos generan Pic(Z) y por tanto A1(Z/X), con lo que
A1(Z/X) es de dimensión finita.
Nos queda solamente probar que no hay una relación de dependencia entre los Ei. Sea n =
= dim(A) y supongamos que existen ai ∈ R tales que Pi aiEi es numéricamente equivalente a
cero. Sea Lun fibrado lineal muy amplio sobreZ y seanT1, . . . , Tn−2 el lugar geométrico de los
ceros de n− 2 secciones globales generales independientes de Γ(Z,L). SeaW = T1 · · · Tn−2;
entonces W es no singular de dimensión 2 y cada Ei ·W es una curva integral por el teorema de
Bertini, que llamaremosCi, pero
P
i aiEi es numéricamente equivalente a cero y claramente se
tiene que (Ej · Ci) = 0 si i6=j y (Ei · Ci) 6= 0, con lo que claramente
0 = ((
X
i
aiEi) · Cj) = aj(Ej · Cj)
y por tanto aj = 0 para todo j y hemos probado que {E1 . . . Et} es una base de A1(Z/X)
DEFINICION 1.27 Dado K un subconjunto de un R-espacio vectorial V decimos queK es un
cono convexo si cumple que:
1. K +K ⊆ K
2. aK ⊆ K para cualquier a ∈ R, a > 0
Nótese que K es de hecho un subconjunto convexo de V .
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DEFINICION 1.28 Dado un conjunto C de elementos de un R-espacio vectorial V , llamamos
cono generado por dicho conjunto a las combinaciones lineales finitas de coeficientes positivos
de elementos de C.
Evidentemente por el cono generado porC entendemos el menor cono que contiene a C.
DEFINICION 1.29 Dado un morfismo birracional proyectivo f : Z −→ X como antes, el cono
de curvas NE(Z/X) se define como el cono generado por las imgenes en A1(Z/X) de las
curvas relativas irreducibles.
OBSERVACION1.3 Las imágenes de todas las curvas efectivas son, obviamente, elementos de
NE(Z/X). Más aú n, NE(Z/X) genera a A1(Z/X) como grupo, es decir se tiene que
A1(Z/X) = NE(Z/X)−NE(Z/X)
DEFINICION 1.30 El cono semiamplio P (Z/X) es el dual en A1(Z/X) respecto del producto
de intersección de NE(Z/X), es decir, es el conjunto de todos los D ∈ A1(Z/X) tales que
(D · C) ≥ 0 ∀C ∈ NE(Z/X); por ◦P (Z/X) denotaremos su interior topológico, es decir,
◦
P (Z/X) = int(P (Z/X))
OBSERVACION1.4 Si K es un cono, entonces int(K), es también un cono. En efecto, sean
u, v ∈ int(K), entonces existen entornos abiertos del cero, digamos,U,V tal queu+U, v+V ⊆
⊆ int(K). Por otra parte, supongamos que u + v /∈ int(K), entonces para cualquier entorno
de cero, en particular para U∩V , existe un elemento z ∈ U∩V tal que u+v+z /∈K; pero esto
es una contradicci ón ya que u+ v+ z = (u+ z)+ v, u+ z ∈ u+U ⊆ int(K) ⊆ K y K es un
cono. La otra condición se cumple trivialmente ya que si u ∈ int(K) entonces existe un entorno
del cero U tal que u + U estácontenido en int(K). Ahora claramente si a > 0, au ∈ int(K),
ya que sino para cualquier entorno del cero, en particular para aU existe un elemento, digamos
z = au+ az0, con z0 ∈ U tal que z /∈ K , pero esto es absurdo ya que z = a(u+ z0), que está
enK , al ser K un cono y u+ z0 un elemento deK .
Kleiman ([Kl] ) muestra, de hecho, que
◦
P (Z/X) es el cono cuyos puntos retículares son
exactamente aquellos que corresponden a divisores amplios, que a su vez son los divisores dados
por fibrados lineales L tales que (L· C ) > 0 para toda curva relativa C .
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Introduciremos ahora el llamado cono característico de f , que nos servirá para contabilizar
las variedades normales intermedias a Z y a  X , es decir, variedades normales W para las que
hay una factorización de Stein de  f .
DEFINICION 1.31 En A1(Z/X) definimos el cono característico de f , como el cono generado
por las imágenes en A1(Z/X) de los haces inversibles generados por sus secciones globales,
es decir, por las imágenes de los divisores asociados a ideales completos I ⊆ A tales que IOZ
es inversible. Siguiendo a [L1] , denotaremos a este cono por eP (Z/X)
OBSERVACION1.5 Observemos que claramente
◦
P (Z/X) ⊆ eP (Z/X) ⊆ P (Z/X), (ya que si
D es un haz amplio, entonces una potencia suya suficientemente grande est ágenerada por sus
secciones globales y por otro lado todo haz generado por secciones globales es semiamplio) y
por tanto
◦
P (Z/X) ⊆ int(eP (Z/X)) = ◦P (Z/X), por lo que tenemos que int( eP (Z/X)) =
=
◦
P (Z/X).
DEFINICION 1.32 Decimos que (g,W,h) es una factorización de Stein (o simplemente una
factorización) de  f si W es una variedad normal y existen dos morfismos birracionales
g : Z −→ W y h : W −→ X con f = h ◦ g, g sobreyectiva y h proyectiva.
El estudio de las factorizaciones de f , o bien, el estudio de las variedades W (llamadas
variedades sandwiched en [C-G] ) es el motivo de la consideración del cono característicoeP (Z/X). Nótese que una factorización estádeterminada por el conocimiento de la variedad
intermedia W ya que es bien sabido que si existe unmorfismo birracional entre dos variedades
entonces éste es único.
Si a cada variedad intermedia W se le asocia el cono eP (W/X) y se tiene en cuenta que existe
una aplicación lineal inyectiva canónica A1(W/X) −→ A1(Z/X) (sugerida por la asignación
a cada fibrado lineal LW sobre W del fibrado h∗LW ), mediante la cual el cono caracterís-
tico eP (W/X) se identifica con un cierto subcono de eP (Z/X). Resulta así que se tiene una
correspondencia entre las variedades intermedias y ciertos subconos de eP (Z/X).
46
DEFINICION 1.33 Dado un cono K en un espacio vectorial de dimensi ón finita V con V =
= K − K , se definen las células de K por recurrencia sobre la dimensión de V . En primer
lugar se define una ú nica célula de K de dimensión igual a la de V que es el cono int(K).
Ahora las células de los subconos maximales de K − int(K) son las células de dimensiones
menores que la dimensión de V .
Si V tiene dimensión 1, la situaci ón es trivial ya que K ha de ser una semirecta y entonces
las células son la semirecta abierta y, en el caso de que K sea cerrado el origen. Esto sugiere
que en el extremo opuesto a int(K), para un cono dado K , se tendrán, eventualmente, células
1-dimensionales que son arístas y el propio origen como célula 0-dimensional.
Los subconos de eP (Z/X) que aparecen como imagenes de los conos característicos de las
variedades intermedias son las células topológicas del cono característico. Con más precisión se
tiene el siguiente teorema debido a Kleiman ([Kl] ).
TEOREMA 1.1 En las condiciones anteriores, existe una biyección entre las variedades
intermedias W entre Z y X (o factorizaciones de f : Z −→ X ) y células del cono carac-
terístico eP (Z/X), que asocia a W la imágen en eP (Z/X) del interior del cono característicoeP (W/X).
Nótese que la anterior correspondencia da en situaciones extremas el siguiente resultado: a la
variedad intermedia Z le corresponde el cono
◦
P (Z/X) mientras que a la variedad intermedia
X le corresponde el origen de A1(Z/X).
Más aún siW y W 0 son dos variedades intermedias entonces la célula correspondiente a W
está contenida en la clausura de la célula correspondiente a W 0 si y sólo si existe un morfismo
birracional W 0 −→W .
Asíse tiene un isomorfismo de conjuntos ordenados entre el conjunto de variedades inter-
medias (para el orden dado por la dominación birracional; es decir, existencia de un morfismo
birracional de una variedad a otra) y el de células topológicas del cono característico (para la
relacción de orden ‘‘estar contenida en la adherencia de’).
Existen ejemplos de morfismos f que muestran que los conjuntos de variedades intermedias
y de células topológicas puede ser infinito (ver [C-G] y [Cu3] ).
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Los siguientes están tomados de [C-G] y de [Cu3] respectivamente y son ejemplos de
morfismos obtenidos por explosión sucesiva de los puntos de ciertas constelaciones.
EJEMPLO 1.5 Consideremos la cadena C = {P1, . . . , P10} donde P2, . . . , P10 son puntos
consecutivos sobre el punto P1 = (0,0,1) origen de la cúbica yz2 = x2z + x3 contenida en el
divisor excepcional de la explosión en P1 del espectro de un anillo local regular R1 = OX,P1
de dimensión 3, siendo X una variedad lisa 3-dimensional. Sea Z → X el morfismo obtenido
por composición de las sucesivas explosiones en los puntos P1, . . . , P10.
Veremos ahora que, en este caso, se tienen infinitas variedades intermedias. Para ello
debemos encontrar curvas irreducibles C tales que C · C = −1 y C · KEo = −1, donde
E0 es la transformada dé bil en Z del divisor excepcional de la primera explosión yKEo es el
divisor canó nico de E0.
Ahora la primera de las condiciones nos dice que se debe tener que:
10X
i=2
e 2i = n
2 + 1
donde ei es la multiplicidad en cada uno de los puntos Pi y n es el grado de la curva C.
La segunda condici ón nos dice que se debe tener que:
10X
i=2
ei = 3n− 1
Ahora si para cada t ∈ N tomamos n = 3t2 + 3, e2 = t2 + t, e3 = t2 + 2, e4 = e5 = · · · =
= e9 = t2+1 y e10 = t2−t, se satisfacen las dos ecuaciones y entonces tenemos infinitas curvas
irreducibles (ya que se corresponden con rayos extremales en NE(E0/X)) que son variedades
intermedias a las dadas.
EJEMPLO 1.6 El siguiente ejemplo esmuy similaren el desarrollo aritmético al anterior, aunque
geométricamente son distintos. Consideremos el espectro de un anillo local regular de
dimensión 3 y a continuaci ón explotaremos dicho esquema en el punto correspondiente al ideal
maximal del citado anillo local, P1. A continuaci ón tomemos los nueve puntos de intersección
P2, . . . , P10 de dos cúbicas generales en el divisor excepcional y explotaremos dicho esquema
en estos puntos. Como antes se tiene el morfismo Z → X obtenido por composici ón de las
sucesivas explosiones en los puntos P1, . . . , P10.
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Para encontrar infinitas variedades intermedias procedemos como en el caso anterior
buscando curvas que cumplan las anteriores igualdades y utilizando la misma aritmética
( tomando los ei con la misma función de t y haciendo t suficientemente grande) llegamos a
que en este caso también se tienen infinitas variedades intermedias.
OBSERVACION1.6 En el enunciado del teorema1.1 se describe la cé lula asociada a una
varieiedad intermedia W . Tambié n es posible describir la asignación inversa ya que si K0 es
una célula de K entonces la correspondiente variedad intermedia es la variedad obtenida por
la explosin normalizada de cualquier ideal completo I µ A tal que IOZ sea inversible y cuyo
divisor asociado tenga imáagen en A1(Z/X) dentro del cono K0 . Nó  tese que el ideal  I no es en 
absoluto ú nico, al contrario, los ideales dados por  IOZ  tienen clase de equivalencia numé  rica
que son puntos reticulares de la cé lula y obviamente se dispone de infinitos puntos reticulares si
la dimensió n de la cé lula no es 0.
Hay dos preguntas naturales en este contexto cuyas soluciones conforman dos problemas
abiertos que consideraremos en esta Memoria.
La primera es determinar las condicionesbajo lascuales existe un número finito devariedades
intermedias para el morfismo f .
La segunda es: suponiendo que ya que hayan caracterizado las células, calcular expli-
citamente ideales completos cuya explosión de lugar a la variedad intermedia correspondiente a
cada célula. Nótese que aquí se requiere no sólo encontrar un ideal completo I sino que también
sus potencias In sean completas, ya que sepide obtener directamente la variedad intermedia por
explosión de dicho ideal sin que sea ya, entonces, necesaria la normalización.
Una respuesta parcial al primer problema está dado en [C-G] mediante una condición sufi-
ciente.
TEOREMA 1.2 (Ver [C-G] ) Existe una aplicación inyectiva entre el conjunto de células del
cono caracterstico y el conjunto de células del cono semiamplio. En particular si el cono de
curvas NE(Z/X) es poliédrico entonces el nú mero de variedades intermedia es finito.
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OBSERVACION1.7 Para garantizar que el cono NE(Z/X) es poliédrico es suficiente que lo
sean los conos de curvas efectivas NE(Ei/X) de las componentes irreducibles Ei del divisor
excepcional f−1(P ) de f .
Por ejemplo, en [C-G] se muestran constelaciones cuya explosión da lugar a conos de curvas
poliédricos imponiendo condiciones a los Ei. Así, por ejemplo, si dim(A) = 3 y la constelación
es tal que cada punto tiene a lo sumo 8 puntos infinitamente próximos se tiene que NE(Z/X)
es poliédrico y por tanto eP (Z/X) tiene un nú mero finito de células.
Para el segundo problema, la principal dificultad en la práctica es encontrar un divisor D en
una célula dada K 0 tal que OZ(−D) estégenerado por sus secciones globales. Aún cuando esta
dificultad este resuelta, el problema es, todavia, encontrar un D adecuado para que los ideales
f∗(OZ(−nD)) sean las potencias del ideal I = f∗(OZ(−D)).
El objetivo de esta Memoria es determinar, condiciones suficientes en el caso de cadenas
tóricas, para determinar si el divisor elegido D es generado por sus secciones globalesy si el ideal
f∗(OZ(−nD)) es una potencia de I. O dicho de otro modo, intentaremos solventar el segundo
problema, al menos parcialmente, en el caso de cadenas tóricas (es decir, puntos infinitamente
próximos que son órbitas 0−dimensionales para la acción obvia del toro sobre un espacio afín
provisto de una referencia).

Capítulo2
Ideales monomiales completos, polígonos
de Newton y valoraciones monomiales.
En el anterior capítulo hemos explicado el objetivo ú ltimo de esta Memoria. Para apro-
ximarnos a dicho objetivo hemos de estudiar los ideales completos, y en particular, aquellos
ideales completos que tienen soporte sobre una cadena tórica, llamados ideales monomiales.
También hemos mostrado que el cierre íntegro de un ideal  I, en un anillo local regular, A, está
formado por todos los elementos, x, en dicho anillo que cumplen que para cualquier valoración
v positiva sobreA, v(x) ≥ v(I); hemos visto que dicho conjunto es igual al que se tiene cuando
se considera solamente las valoraciones que dominan a A y cuando se consideran ú nicamente
los divisores primos.
Pondremos énfasis, ahora, en la propiedad de que si I es un ideal monomial, basta con con-
siderar una clase especial de valoraciones que denominaremos monomiales. Para ello comen-
zaremos estudiando los grupos ordenados, es decir, grupos dotados de una relación de orden ≤
que cumple que si a ≤ b y c ≤ d entonces a + c ≤ b + d, siendo + la operación del grupo. La
razón por la que se consideran esta clase de grupos es porque una valoración no es más que un
homomorfismo entre el grupo multiplicativo de un cuerpo y un grupo ordenado.
En la sección primera repasamos el concepto de rango. Ascomenzamos introduciendo la
función valor absoluto generalizada que ayudara definir el concepto de subgrupos aislados de
un grupo ordenado. A partir de ellos y observando que la relación de inclusión es una relación
de orden total para estos subgrupos definimos los subconjuntos Ak = {γ ∈ Γk / γ /∈ Γk−1},
donde Γj son los subgrupos aislados del grupo ordenado Γ. Para cada uno de estos subconjuntos
se obtendrá que en ellos se tiene siempre la propiedad arquimediana del orden, aunque no se dé
totalmente en el grupo Γ. Ello permite entender el concepto de rango cuyo valor es el nú mero
de componentes arquimedianas que tiene un grupo ordenado dado.
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A partir de aquíy considerando ú nicamente grupos ordenados finitamente generados, ya que
son los que aparecen en las valoraciones monomiales, se tiene la operativa propiedad de que
los conjuntos {γ ∈ S / γ > δ} tienen un elemento mínimo, siendo δ ∈ S y S el semigrupo
determinado por un conjunto de generadores positivos del grupo ordenado Γ.
Esta propiedad nos permitirá construir una filtración del anillo local regular de dimensión d,
A, que nos proporcionarála posibilidad de construir una valoración monomial (de su cuerpo
de fracciones) en la que hemos fijado de antemano el valor de dicha valoración en un sistema
de parámetros regulares de nuestro anillo local regular. También probamos que el graduado
con respecto a una valoración es isomorfo a un anillo de polinomios en las indeterminadas
correspondientes a las imágenes del sistema de parámetros regulares del anillo A si y solamente
si dicha valoración es una valoración monomial.
A continuación mostramos la propiedad que nos interesa, que para el caso de un ideal mono-
mial bastan las valoraciones monomiales que dominan a A para encontrar su cierre ntegro.
A partir de aqui la teoría de la clausura entera de ideales monomiales se puede desarrollar
fácilmente y queda teóricamente entendida. Por ello en este capítulo incluimos la teoría de
valoraciones necesaria para explicar la situación que nos interesa con el fin de poder desarrollar
con propiedad el estudio de los ideales monomiales de soporte finito. En el resto del capítulo se
ofrece la relación entre el cierre entero de ideales monomiales y los poliedros de Newton siendo
dicha relación esencial para los resultados de esta Memoria en los capítulos siguientes.
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2.1 Grupos ordenados, valoraciones monomiales e ideales monomiales completos
Comenzaremosel estudio de los ideales monomiales completos con una revisión del concepto
de grupo ordenado y de sus principales propiedades. Esto nos llevaráa algunas consecuencias
sobre las valoraciones monomiales, tales como su existencia sobre cualquier grupo ordenado,
una vez fijados los valores de dicha valoración sobre un sistema de parámetros.
A partir de ahora Γ seráun grupo totalmente ordenado con un orden ’≤’, y denotaremos por
Γ+ al conjunto Γ+ = {α ∈ Γ /α > 0}. El conjunto Γ+ es cerrado para la suma, es decir, si
α, β ∈ Γ+, entonces α +β ∈ Γ+. En efecto como α,β ∈ Γ+, entonces α,β > 0, por tanto se
tiene que α + β > 0 y α + β ∈ Γ+. Ahora se define,  sig : Γ → {−1,1} como la aplicación
dada por:
sig(γ) =
 −1 si γ < 01 si γ ≥ 0
A sig(γ)γ se le denota por |γ| .
Sea ∆ ⊆ Γ, decimos que ∆ es un segmento de Γ si para todo α ∈ ∆ se tiene que ∀β ∈ Γ tal
que |β |≤ |α| se cumple que β ∈ ∆. Sea SG el conjunto de todos los segmentos de Γ, entonces
SG estátotalmente ordenado por la inclusión. En efecto, sean ∆,∆0 ∈ SG y supongamos que
∆ * ∆0 y que ∆0 * ∆, entonces existe un α tal que α ∈ ∆ y α /∈ ∆0; por otra parte existe un
β tal que β ∈ ∆0 y β /∈ ∆. Ahora podemos suponer sin perdida de generalidad que |α| ≤ |β| y
entonces α ∈ ∆0.
Sea∆ ⊆ Γ un segmento de Γ. Se dice que∆ es un subgrupo aislado deΓ si∆ es un subgrupo
propio de Γ. Al conjunto de todos los subgrupos aislados de (Γ,≤) lo denotamos por GA; a su
cardinal se le llama rango de Γ y se le denota por rang(Γ).
A partir de ahora supondremos que rang(Γ) = r es finito, ya que es el caso interesante para
nosotros en la Memoria.
Sean 0 = Γ0 ( · · · ( Γr−1 los grupos aislados de Γ y sea Γr = Γ entonces para 1 ≤ j ≤ r
definimos los conjuntosAj = {γ ∈ Γj / γ /∈ Γj−1}, A0 = 0. Se tiene, entonces que
Γk =
k[
j=0
Aj 0 ≤ k ≤ r
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En efecto, para k = 0 es trivial. Supongamos que k > 0, entonces tenemos trivialmente que
Aj ⊆ Γk, 0 ≤ j ≤ k y por tanto ∪kj=0Aj ⊆ Γk; tomemos ahora un δ ∈ Γk se presentan dos
posibilidades:
1. δ = 0: En este caso δ ∈ A0.
2. δ 6= 0: Consideramos entonces la siguiente sucesión descendente de grupos:
Γk ) Γk−1 ) · · · ) Γ1 ) Γ0 = 0
Se tiene trivialmente que δ ∈ Γk y δ /∈ Γ0, con lo cual debe existir un l, con  k ≥ l ≥ 0, tal
que δ ∈ Γl y δ /∈ Γl−1, y por tanto δ ∈ Al.
De todo lo anterior se deduce fácilmente que si i 6= j, entonces A i ∩Aj = ∅.
PROPOSICION 2.1 Sean Γ0 ( Γ1 ( · · · ( Γr−1 todos los grupos aislados de (Γ,≤) y Γr = Γ
entonces si α, β ∈ Γ tales que α,β > 0 y β ≥ α, entonces α,β ∈ Aj para algú n j , con
0 < j ≤ r, si y solamente si existe un  m ∈ N, tal que mα ≥ β .
Demostraci ón
Supongamos que α,β ∈ Aj y que no existe un m ∈ N, tal que mα ≥ β. Consideremos ∆ =
= {γ ∈ Γ/ ∃n ∈ N con nα ≥ |γ|} . Claramente ∆ es un grupo aislado de Γ, pero Γj−1 ( ∆ (
Γj ya que β /∈ ∆ y α ∈ ∆; absurdo.
Supongamos ahora que α ∈ Aj y que existe un m ∈ N, tal que mα ≥ β ⇒mα ∈ Γj ⇒ β ∈ Γj,
pero como β > α entonces β /∈ Γj−1 (ya que en caso contrario α ∈ Γj−1). Por lo tanto β ∈ Aj.
COROLARIO 2.1 Sea (Γ,≤) un grupo totalmente ordenado de rango finito r y sean  α,β ∈
∈ Γ+ , α ∈ Γi y β ∈ Aj con j > i, entonces tenemos que β > α.
Demostraci ón
Supongamos que β ≤ α entonces tenemos que |β| = β ≤ α = |α| y por tanto β ∈ Γi con lo que
β ∈ Ak con 1 ≤ k ≤ i < j y se tiene entonces que k 6= j y que Ak ∩Aj 6= ∅; contradicción.
DEFINICION 2.1 Sea Γ un grupo, dados α1, . . . , αm ∈ Γ decimos que son racionalmente
dependientes cuando existen enteros s1, . . . , sm no todos ellos nulos tales que
Pm
j=1 sjαj = 0,
en caso contrario decimos que son racionalmente independientes.
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OBSERVACION2.1 Sea Γ un grupo, α1, . . . , αm ∈ Γ son racionalmente independientes si y
solamente si α1⊗ 1, . . . , αm⊗ 1 son Q-linealmente independientes en Γ⊗ZQ.
DEFINICION 2.2 Sea Γ un grupo definimos el rango racional de Γ como el máximo nú mero
de elementos racionalmente independientes en Γ (el rango racional puede ser infinito) y lo
denotaremos por rang rac(Γ).
OBSERVACION2.2 Si Γ es un grupo finitamente generado, entonces su rango racional es finito
y es igual al máximo nú mero de elementos racionalmente independientes en cualquier sistema
finito de generadores.
NOTACION 2.1 Sea (Γ,≤) un grupo totalmente ordenado de rango finito, digamos por ejemplo
r, entonces denotamos a los grupos aislados de (Γ,≤) por Γj 0 ≤ j ≤ r − 1. Teniendo en
cuenta que en esta ordenación se ha de tener que Γi ( Γj ⇔ i < j.
PROPOSICION 2.2 Sea (Γ,≤) un grupo totalmente ordenado, entonces tenemos que
rang rac(Γ) ≥ rang (Γ).
Demostraci ón
Si el rang rac(Γ) es infinito entonces la desigualdad que debemos probar se tiene trivialmente.
Podemos suponer entonces que rang rac(Γ) es finito; sea GA el conjunto de todos los
subgrupos aislados de (Γ,≤) y supongamos que el cardinal de GA es mayor que rang rac(Γ) =
= m; tomemos Γi 1 ( · · · ( Γis un subconjunto de GA tal que s > m y sea  Γis +1 = Γ; sean
αj ∈ Γ, j = 1, · · ·s tales que αj ∈ Γij y αj /∈ Γij− 1 ; supongamos ahora que tenemos quePs
j=1mjαj = 0, donde los mj son enteros no todos nulos; sea ahora g = max{j /mj 6= 0};
entonces se tiene que 
Ps
j=1mjαj = 0 ⇔
Pg
j=1mjαj = 0 y por tanto mgαg =
Pg−1
j=1 −mjαj,
por lo que mgαg ∈ Γig− 1 y como Γig− 1 es un grupo aislado y mg 6= 0 entonces tenemos que
αg ∈ Γig− 1 , lo cual es una contradicción; con lo que los elementos {α1, . . . , αs} son racio-
nalmente independientes y por tanto m = rang rac(Γ) ≥ s > m, lo cual es una contradicción
obteniéndose el resultado deseado.
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COROLARIO 2.2 Sea (Γ,≤) un grupo totalmente ordenado finitamente generado, entonces el
rango de Γ es finito y además es menor o igual que el cardinal de cualquier conjunto finito de
generadores de Γ.
Demostraci ón
Por el último lema tenemos que (Γ,≤) es de rango racional finito y dicho rango racional es
menor o igual que el cardinal de cualquier conjunto finito de generadores de Γ; ahora por la
ú ltima proposición tenemos que el rango de (Γ,≤) es menor que el rango racional y se tiene el
resultado pedido.
NOTACION 2.2 Sea (Γ,≤) un grupo totalmente ordenado y sean γ1, . . . , γd ∈ Γ+, denotaremos
por Sγ1 ,...,γd o sencillamente por S cuando no se preste a confusión al semigrupo generado por
γ1, . . . , γd, es decir, el conjunto de expresiones de la forma m1γ1 + m2γ2 + · · ·+ mdγd con
m1, . . . ,md enteros no negativos.
LEMA2.1 Sea (Γ,≤) un grupo totalmente ordenado, finitamente generado y sean γ1, . . . , γd ∈
∈ Γ+ tales que Γ = Pdj=1 Z γj; fijemos un δ ∈ Γ+, entonces si δ ∈ Ak existe
min{γ = Pγj /∈Γk−1 sjγj /γ > δ y sj ∈ N ∀j}.
Demostraci ón
Utilizando la proposición 2.1 para cada γj definimos mj de la siguiente forma:
mj =
 min{t ∈ Z+ / tγj > δ} si γj /∈ Γk−1
0 si γj ∈ Γk−1
Definimos ahora el siguiente conjunto:
B = {γ =
dX
j=1
sjγj / sj ≤ mj ∀j y γ > δ}
Ahora como Γ =
Pd
j=1 Z γj, existe algú n γj tal que γj /∈ Γk−1(ya que sino Γ = Γk−1) y
como mjγj ∈ B, entonces B 6= ∅; por otra parte de la definición se tiene, claramente, que el
cardinal de B es finito y entonces, como Γ es un grupo totalmente ordenado, existe min{γ ∈ B};
denotemos a dicho mínimo por M.
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Tomemos ahora un γ =
P
γj /∈Γk− 1 sjγj con sj ∈ N ∀j y tal que γ > δ; tenemos dos casos:
1. Existe un l tal que sl >ml: Entonces:
γ =
X
γj /∈Γk− 1
sjγj =
 X
γj /∈Γk−1
j 6=l
sjγj + (sl −ml)γl
+mlγ l
y por tanto γ > mlγl ≥M .
2. sl ≤ ml ∀l: γ ∈ B y por tanto M ≤ γ .
Con todo esto tenemos que:
M = min{γ =
X
γj /∈Γk− 1
sjγj / γ > δ y sj ∈ N ∀j}
que es el resultado deseado.
NOTACION 2.3 Sea (Γ,≤) un grupo totalmente ordenado y finitamente generado
(rang(Γ) = r); sean γ1, . . . , γd ∈ Γ+ tales que Γ =
Pd
j=1 Z γj ; fijemos un δ ∈ Ak con
0 ≤ k ≤ r, δ ≥ 0 entonces definimos por δ+ por:
δ+ =

min{γ = Pγj /∈Γk− 1 sjγj /γ > δ y sj ∈ N ∀j} si δ 6= 0
min{γj} si δ = 0
EJEMPLO 2.1 El siguiente ejemplo muestra que el valor de δ+ depende fuertemente de los
generadores γ1, . . . , γd elegidos.
Sea Γ = Z. Si consideremos Γ generado por {1} y δ = 1 entonces δ+ = 1, pero si en lugar
de esto lo consideremos generado por {3,4}, δ+ = 3.
LEMA2.2 Sea (Γ,≤) un grupo totalmente ordenado de rango finito (rang(Γ) = r), γ1, . . . ,
γd ∈ Γ+ y δ =
Pd
j=1 tjγj con tj ∈ N, δ 6= 0, entonces las siguientes proposiciones son
equivalentes
1. δ ∈ Ak
2. k = max{m / ∃s, 1 ≤ s ≤ d, con γs ∈ Am y ts 6= 0}
Demostraci ón
Si max{m /∃s, 1 ≤ s ≤ d, con γs ∈ Am y ts 6= 0} < k, entonces tenemos que δ =
=
P
γj∈Γk− 1 tjγj , y por tanto δ ∈ Γk−1; lo cual es una contradicción. Por ello tenemos que
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k ≥ max{m /∃s 1 ≤ s ≤ d con γs ∈ Am y ts 6= 0}; supongamos que k es mayor que
el anterior máximo, entonces existe un m > k y un s ∈ N con γ s ∈ Am y ts 6= 0 y por
tanto se tiene que γs ≤ δ, lo cual implica que γs ∈ Γk, pero esto es absurdo y se tiene que
k = max{m/ ∃s, 1 ≤ s ≤ d, con γs ∈ Am y ts 6= 0}. Esto muestra que 1. implica 2.
Veamos ahora, por ú ltimo, que 2. implica 1.Sea k = max{m/ ∃s 1 ≤ s ≤ d con γs ∈
∈ Am y ts 6= 0}, entonces δ = Pγj∈Γk tjγj y existe un l tal que γ l ∈ Ak y tl 6= 0, con lo cual
se tiene trivialmente que δ ∈ Γk y δ /∈ Γk−1(ya que sino γ l ≤ δ ∈ Γk−1 ⇒ γ l ∈ Γk−1) o lo que
es lo mismo que δ ∈ Ak.
TEOREMA 2.1 Sea (Γ,≤) un grupo totalmente ordenado finitamente generado con rang(Γ) =
= r; sean γ1, . . . , γd ∈ Γ+ generadores de Γ y S el semigrupo generado por dichos elementos;
fijemos δ ∈ S tal que δ ≥ 0, entonces existe min{γ ∈ S / γ > δ}, es decir el elemento mínimo
del conjunto {γ ∈ S / γ > δ}.
Demostraci ón
En esta demostración supondremos las sumas vacias iguales a 0.Para δ = 0, entonces se tiene
trivialmente que dicho mínimo existe y es igual a δ+.
Podemos pues suponer que δ 6= 0 y por tanto existe un k ∈ Z+ tal que δ ∈ Ak; como δ ∈ S∩Ak,
entonces por el Lema 2.2 tenemos que δ =
P
γj∈Γk sjγj con sj ∈ N ∀j .
Definimos a continuación el siguiente conjunto:
B =
_ = X
γl∈Ak
tlγ l / tl ∈ N ∀l, _ ≤ δ y δ− _ ∈ Γk−1

Veremos a continuación que B es no vacio y de cardinal finito; para ver que B es no vacio
basta con dar algú n elemento de B; ahora es trivial comprobar quePγj∈Ak sjγj ∈ B , ya queP
γj∈Ak sjγj ≤ δ y además δ−
P
γj∈Ak sjγj =
P
γj∈Γk− 1 sjγj ∈ Γk−1.
Para ver que B tiene cardinal finito procederemos de la siguiente forma: observemos que para
cada γj ∈ Ak tenemos que existen enteros mj tales que mjγj > δ, con lo que el cardinal de B
está acotado por el nú mero
Q
γj∈Ak mj y por tanto es de cardinal finito.
Construyamos ahora el conjunto:
C = ©_ +(δ− _)+/_ ∈ Bª ∪©δ+ª
Evidentemente el cardinal de C es igual al cardinal de B más uno y por tanto C es finito y no
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vacio y existe un valor mínimo en C, digamos  c.
Veamos que c es el valor buscado; para ello tomemos un z =
Pd
j=1 tjγj > δ ⇒ z ∈ Al con
l ≥ k.
Si l > k trivialmente z > c, por lo que podemos suponer que l = k y entonces tenemos dos
posibilidades
(i)
P
γj∈Ak tjγj > δ: Entonces z ≥
P
γj∈Ak tjγj ≥ δ
+ ≥ c.
(ii)
P
γj∈Ak tjγj ≤ δ: Como δ −
P
γj∈Ak tjγj <
P
γj∈Γk− 1 tjγj ⇒ δ−
P
γj∈Ak tjγj ∈ Γk−1
y por tanto 
P
γj∈Ak tjγj ∈ B y además 
P
γj∈Γk− 1 tjγj ≥
³
δ−Pγj∈Ak tjγj´+ y entonces
c ≤
X
γj∈Ak
tjγj +
δ − X
γj∈Ak
tjγj
+ ≤ X
γj∈Ak
tjγj +
X
γj∈Γk− 1
tjγj = z
y tenemos el resultado buscado.
DEFINICION 2.3 Sea (Γ,≤) un grupo totalmente ordenado y finitamente generado
(rang(Γ) = r), sean γ1, . . . , γd ∈ Γ+ tales que Γ =
Pd
j=1 Z γj y sea  S el semigrupo
generado por dichos elementos; fijemos un δ ∈ S con δ≥ 0 entonces definimos δ+ por:
δ+ = min{γ ∈ S / γ > δ}
Ahora utilizaremos los resultados obtenidos sobre grupos ordenados para construir una
filtración de un anillo local regular que nos conduzca a un tipo especial de valoraciones
llamadas monomiales que nos servirán para calcular el cierre entero de un ideal monomial, es
decir, un ideal generado por monomios en un sistema regular de parámetros fijo.
DEFINICION 2.4 Sea v una valoración de un anillo local regular (A,M), P = {x1, . . . , xd}
un sistema regular de parámetros, decimos que v es una valoración monomial si dado X =
=
P
j λjmj, donde λj son unidadesen A y mjmonomios en P se tieneque v(X) = infj{v(mj)}.
La pregunta que nos hacemosa continuación es la siguiente: Dado un grupo ordenado (Γ,≤),
un anillo local regular (A,M), un sistema regular de parámetros P = {x1, . . . , xd} y γ1, . . . , γd ∈
∈ Γ+ Podemos construir una valoración monomial v : K → Γ ∪ {∞}, donde K es el cuerpo
de fracciones de A, tal que v(xj) = γj?
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Para responder a esta pregunta contruiremos una filtración de ideales de A que nos permitir
encontrar la valoración deseada.
DEFINICION 2.5 Sea (Γ,≤) un grupo totalmente ordenado, (A,M) un anillo local regular de
dimensión d, {x1, . . . , xd} un sistema regular de parámetros de A, sean γ1, . . . , γd ∈ Γ+ y sea
S el semigrupo generado por dichos elementos, entonces para cada δ ∈ S−{0} definimos
Lδ = {
dY
j=1
x
aj
j /
dX
j=1
ajγj ≥ δ}
y Fδ = LδA.
Para δ = 0, definimos Fδ = {1} y Lδ = A.
DEFINICION 2.6 Sea (A,M) un anillo local regular de dimensión d, {x1, . . . , xd} un sistema
regular de parámetros de A, (G,≤) un grupo totalmente ordenado, sean γ1, . . . , γd ∈ G+,
sean Γ y S el grupo y el semigrupo respectivamente generados por dichos elementos, entonces
definimos para 1 ≤ j ≤ rang(Γ) = r, pj el ideal generado por los elementos xk con γk /∈
/∈ Γj−1. A los ideales del conjunto D = {p1, p2, . . . ,pr} los llamaremos primos asociados con
γ1, . . . , γd.
DEFINICION 2.7 Con la notación de la definici ón anterior llamamos rango de A con respecto
a γ1, . . . , γd o ms sencillamente rango de A cuando no haya confusión posible, al cardinal de
D y lo denotaremos por rangγ1 ,...,γd(A) o rang(A).
OBSERVACION2.3 El rango de A con respecto a γ1, . . . , γd es siempre finito, positivo y menor
o igual que rang(Γ), siendo Γ =
Pd
j=1 Z γj.
OBSERVACION2.4 Observemos que hay casos en que la desigualdad comentada en la obser-
vaci ón anterior es estricta. Sea (G,≤) = Z ⊕ Z con el orden lexicográfico habitual y sea A
un anillo local regular de dimensi ón 2, por ejemplo C[X1, X2](x1 ,x2) y tomemos γ1 = (1,3) y
γ2 = (1,2), con lo cual se tiene que G = Γ y por tanto rang(Γ) = 2; ahora tenemos que
p1 = (x1, x2) y p2 = (x1, x2), con lo que rang(A) = 1 < 2 = rang(Γ)
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LEMA2.3 Sea (G,≤) un grupo totalmente ordenado, (A,M) un anillo local regular de
dimensión d, {x1, . . . , xd} un sistema regular de parámetros de A, sean γ1, . . . , γd ∈ G+ y
sea S y Γ el semigrupo y el grupo respectivamente generados por dichos elementos, entonces
con las notaciones de la definición 2.5 se tiene que:
1. Si α,β ∈ S y α ≥ β entonces Fα ⊆ Fβ
2. Si α,β ∈ S entonces FαFβ ⊆ Fα+β
3. Sea α ∈ S α 6= 0, entonces si α ∈ Aj tenemos que 
√
Fα = pj
4. Sea α ∈ S, si definimos L +α = {
Qd
j=1 xj
aj /
P
j Ijγj > α}, entonces Fα + = L +α A
5. Si G 6= {0} ⇒ T
α∈S Fα = (0)
Demostraci ón
1. y 2. son evidentes de la definición de los Fα. Para probar 3. observemos que si xk es un
generador de pj, entonces γk /∈ Γj−1, y por tanto existe un mk ∈ Z+ tal que mkγk > α y
entonces x mkk ∈ Lα, con lo que trivialmente pj ⊆
√
Fα; por otra parte sea
Qd
s=1 x
as
s ∈ Lα,
es decir, que tenemos que
Pd
s=1asγs ≥ α y por tanto algú n γs en la expresión anterior tiene
as 6= 0 y además γs /∈ Γj−1 y entonces xs ∈ pj con lo que  
Qd
s=1x
as
s ∈ pj, así pues tenemos
que pj ⊇ Fα y por tanto pj ⊇
√
Fα y tenemos por doble inclusión la igualdad deseada.
Para probar 4. basta con ver que Lα + = L +α ; veremos esta igualdad por el procedimiento
habitual de la doble inclusión:
 Lα+ ⊆ L +α : Sea
Qd
s=1x
as
s ∈ Lα + entonces tenemos que 
Pd
s=1asγs ≥ α+ > α y así puesQd
s=1 x
as
s ∈ L +α .
 Lα+ ⊆ Lα+ : Sea
Qd
s=1 x
as
s ∈ L +α entonces tenemos que
Pd
s=1 asγs > α, con lo quePd
s=1 asγs ≥ α+; aspues
Qd
s=1 x
as
s ∈ Lα+.
Con todo esto hemos probado el punto 4.
Sea ahoraβ = maxs=1 ,...d {γs} y τm =mβ,m ∈ N, entonces cadamonomio enLτm tienegrado
mayor que m, por tanto Fτm ⊆ Mm y
T
α∈S Fα ⊆
T∞
m=1 Fτm ⊆
T∞
m=1Mm =
= (0).
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LEMA2.4 Sea (Γ,≤) un grupo totalmente ordenado, (A,M) un anillo local regular de
dimensión d, {x1, . . . , xd} un sistema regular de parámetros de A, γ1, . . . , γd ∈ Γ+ y sea
m = rangγ1 ,...,γd(A), entonces ∀y ∈ M, y 6= 0 se tiene que existe un polinomio 
P
I λIx
I,
donde λI /∈ M tal que y −
P
I λIx
I ∈ a; siendo a es el ideal de A generado por todos los
monomios
Qd
s=1 x
as
s tales que
Pd
s=1 asγs >
Pd
s=1 isγs para algú n I.
Demostraci ón
Llamaremos pm+1 = (0)A.
Haremos la demostración por inducción en d.
 d = 1. En este caso se tiene que x = λx m01 + y0, donde m0 es el orden de y con respecto al
ideal maximal de A, λ es una unidad e y0 ∈Mm0+1 ⊆ a.
 d > 1. Como tenemos que y ∈ p1 e y /∈ pm+1, entonces existe un k tal que y ∈ pk y y /∈ pk+1.
a. Si pk+1 6= (0)A, entonces tenemos, aplicando la hipótesis de inducción a y+ pk+1 y al
anillo A0 = A
pk +1
, que
y =
X
I
λIx
I + y 0
donde los xI /∈ pk+1 e y 0 ∈ pk+1 ⊆ a.
b. Si pk+1 = (0)A, consideremos
t = max
©
j ∈ N / y ∈ p jk
ª
α = min{γj / xj ∈ pk}
β = max{γj / xj ∈ pk}
Ahora existe un r ∈ N tal que tβ < (r + 1)α e y se puede expresar como
y =
X
I
βIx
I + y0 (5)
donde xI es un monomio en los generadores de pk de grado t, y0 ∈ p t+1k y los β I /∈ pk.
Aplicando la hipótesis de inducción a  βI+ pk y al anillo A00 = Apk , en el caso de que
βI ∈M, cada uno de los βI se puede poner de la siguiente forma:
βI =
X
M
λI,Mx
M + y 00I
donde xM(I) es unmonomio en los generadores del maximal que no están en pk, λI,M son
unidades e y 00I ∈ q, siendo q el ideal de A generado por los monomios mayores que los
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que aparecen en la expresión de β I.
Llevando la ecuación (5) a la ecuación (6) tenemos que:
y =
X
I ,M
λI,MxI+M(I)+ z + y0
con z ∈ a y donde los distintos monomios no se anulan ya que son el producto de dos
factores primos entre s.
Ahora repitiendo este razonamiento a y0 y asítodas las veces quehagan falta obtendremos
un polinomio con las características pedidas más un elemento en (pk)r+1 ⊆ a y un ele-
mento que estáen a, debido a que tβ < (r+ 1)α, por construcción.
Veremos ahora unos resultados sobre los ideales monomiales, es decir, los ideales generados
por los productos de un sistema regular de pará metros en un anillo local regular.
NOTACION 2.4 Dado un anillo local regular (A,M) y un elemento de A, x denotamos por x a
la imagen de x en el graduado de A con respecto al ideal maximal.
OBSERVACION2.5 Tanto los ideales Fα como los ideales pj son ideales monomiales.
LEMA2.5 Sea (A,M) un anillo local regular noetheriano, v la valoración M-ádica de A,
y1, . . . , ys ∈ A s > 1 tales que m= v(yi), entonces v(
Ps
i=1 yi) > m⇔
Ps
i=1 yi = 0.
Demostraci ón
Supongamos que se cumple que
Ps
i=1 yi = 0, entonces utilizando el hecho que la inyección
canónica es lineal se tiene
Ps
i=1 yi = 0 y utilizando la inyectividad de la aplicación canónica
de Mm/Mm+1 en B se sigue que Psi=1 yi +Mm+1 = 0 y por tanto Psi=1 yi ∈Mm+1, con lo
cual v(
Ps
i=1 yi) > m.
Supongamos que v(
Ps
i=1 yi) > m, entonces 
Ps
i=1 yi ∈ Mm+1 y por tanto 
Ps
i=1 yi+
+Mm+1 = 0, con lo cual Psi=1 yi = 0 y aplicando la linealidad de la aplicación canónica
de Mm/Mm+1 en B tenemos que Psi=1 yi = 0.
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LEMA2.6 Sea (A,M) un anillo local regular noetheriano, v la valoración M-ádica de A, I (
( A un ideal monomial de A, {x1, . . . , xd} un sistema regular de parámetros y S =
= {Qdj=1 xjij = ui} un sistema monomial de generadores de I, entonces si z ∈ I se tiene
que existen γ i ∈ A tales que:
z =
X
i
γ iui
donde los ui ∈ S y donde v(z) ≤ v(γiui)
Demostraci ón
Como z ∈ I tenemos que existen αi ∈ A tales que:
z =
X
i
αiui (6)
donde los αi son no nulos; consideremos ahora N = min(v(αiui)) y M =
P
v(αiui)=N
αiui
Observemos ahora que N ≤ v(z), ya que en caso contrario tendríamos que todos los
sumandos en que podemos expresar z tendran valoración mayor que la valoración de z, lo cual
es una contradicción. Una vez hecha esta observación se hará la demostración por inducción en
t = v(z) −N:
1. t = 0: Entonces v(z) = N y hemos acabado.
2. t > 0: En este caso tenemos que v(M ) > N , ya que si v(M ) = N tendríamos que v(z) = N
y que t = 0. Ahora aplicando el lema anterior tenemos que:X
v(αiui)=N
αiui = 0
Ahora si B es el anillo graduado de A con respecto al maximal, entonces cada αi es un
elemento homogéneo en B de grado v(αi) = ai y por tanto cada αi cumple que αi =
=
P
cJ,i(x)
J,i
, donde los J, i son multi-índices con kJ, ik = ai y donde cada cJ,i es un
elemento no nulo de A/M.
Podemos ahora elegir λJ,i unidades en A tales que λJ,i = cJ,i con:X
λiui = 0
donde λi =
P
λJ,ix
J,i .
Entonces tenemos trivialmente que αi = λi + δi con v(δi) > ai y por tanto
M =
X
δiui
y sustituyendo en (7) tenemos que z se puede poner como sumandos de la forma pedida
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siendo la valoración de cada uno de ellos mayor que N y ahora por hipótesis de inducción
tenemos el resultado deseado.
PROPOSICION 2.3 Sea (G,≤) un grupo totalmente ordenado, (A,M) un anillo local regular
de dimensión d, {x1, . . . , xd} un sistema regular de parámetros de A, sean γ1, . . . , γd ∈ G+,
sea S y Γ el semigrupo y el grupo respectivamente generados por dichos elementos y sea z ∈ A,
z 6= 0, entonces tenemos que existe max{γ ∈ S / z ∈ Fγ}.
Demostraci ón
Si z es una unidad, entonces claramente tenemos que dicho máximo es 0.
Podemos pues suponer que z no es unidad.
Con la misma notación del Lema 2.4 tenemos que:
z =
X
I
λIx
I + y
donde y ∈ a
Sea ahora α = min{Pdj=1 Ijγj /(I1, . . . , Id) = I para algún I }; claramente tenemos que z ∈
∈ Fα; para ver que este es el máximo buscado nos basta con ver que z /∈ Fα+ y para esto
recurriremos a la reducción al absurdo. Supongamos que z ∈ Fα+ ; por otra parte como y ∈ Fα +
esto ocurre si y solamente si z0 =
P
I λIx
I ∈ Fα + y de nuevo esto se tiene si y solamente si
z00 =
P
ΣIjγj=α
λIxI ∈ Fα + .
Ahora bien, si z00 ∈ Fα +, entonces se tiene que:
z00 =
X
J
βJx
J
donde los monomios cumplen que
Pd
k=1 Jkγk > α, y donde ordM(βJx
J) ≥ ordM(z00) con
lo cual al tomar la imagen de z00 en gradM(A) tenemos que el resultado es un polinomio en el
que todos los monomios que aparecen cumplen que
Pd
l=1 slγ l > α, pero por la otra definición
de z00 tenemos que dicha imagen en un polinomio en el que todos de los monomios que lo
forman cumple que 
Pd
t=1 rtγt = α, lo cual es una contradicción al ser gradM(A) un anillo de
polinomios.
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DEFINICION 2.8 Sea A un anillo local regular de dimensión d, {x1, . . . , xd} un sistema regular
de parámetros de A, (Γ,≤) un grupo totalmente ordenado, sean γ1, . . . , γd ∈ Γ+, sea  S el
semigrupo generado por dichos elementos y sea x ∈ A, x 6= 0, entonces definimos v∗(x) por:
v∗(x) = max{α ∈ S/ x ∈ Fα}
LEMA2.7 Sea A un anillo local regular de dimensión d, {x1, . . . , xd} un sistema regular de
parámetros de A, (Γ,≤) un grupo totalmente ordenado, sean γ 1, . . . , γd ∈ Γ+ , sea S el semi-
grupo generado pordichos elementos, z ∈ A, z 6= 0 y v∗ como en la definici ón anterior, entonces
tenemos existe un polinomio 
P
ΣIjγj=v
∗(z )λIx
I, tal que λI /∈My tal que z−
P
ΣIjγj=v
∗ (z) λIx
I ∈
Fv∗(z )+
Demostraci ón
Seobtiene trivialmente considerando en el polinomio del lema 2.4 solamente aquellos monomios
que cumplen que 
P
d
j=1 Ijγj = v
∗(z).
PROPOSICION 2.4 Sea A un anillo local regular de dimensión d, {x1, . . . , xd} un sistema
regular de parámetros de A, (Γ,≤) un grupo totalmente ordenado, sean γ 1, . . . , γd ∈ Γ+, sea
S el semigrupo generado por dichos elementos y sea v∗ como en la definici ón 2.8, entonces
tenemos que:
1. Si x, y ∈ A − {0} tales que x 6= −y entonces v∗(x + y) ≥ min{v ∗(x), v∗(y)}
2. Sea z =
Qd
j=1 x
Ij
j entonces v∗(z) =
Pd
j=1 Ijγj
3. Sea z =
P
I λIx
I con λI /∈M entonces v∗(z) = min{v∗(xI)}
4. Si z, y ∈ A− {0} entonces tenemos que v ∗(zy) = v∗(z) + v∗(y)
Demostraci ón
1. Trivialmente se tiene que x ∈ Fv∗(x) y que y ∈ Fv∗ (y); sea ahora α =
= min{v∗(x), v∗(y)}, entonces tenemos que x, y ∈ Fα y como Fα es un ideal, x + y ∈ Fα
y por tanto v∗(x+ y) ≥ α = min{v ∗(x), v∗(y)}
2. Sea α =
Pd
j=1 Ijγj . Es evidente que z ∈ Fα; para probar que v∗(z) = α nos basta ver que
z /∈ Fα+ y para esto utilizaremos la reducción al absurdo. Supongamos, pues, que z ∈ Fα+
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entonces tenemos que:
z =
X
J
βJx
J
donde 
P
k=1 jkγk ≥ α+ > α y donde ordM(βJxJ) ≥ ordM(z).
Ahora tenemos que:
dY
j=1
xj
Ij = z =
X
o(βJx
J)=o(z )
βJ x
J
lo cual es una contradicción por ser el gradM(A) un anillo de polinomios en las {xj}.
3. Sea α = min{v∗(xI)}. Claramente se tiene que z ∈ Fα; veamos ahora que z /∈ Fα+.
Haremos la demostración por reducción al absurdo y supondremos, pues, que z ∈ Fα+, con lo
que se tiene que:
z =
X
J
βJx
J
donde los βJ ∈ A, con
Pd
k=1 Jkγk ≥ α+ > α y donde ordM(βJxJ) ≥ ordM(z). Tomando
imágenes en gradM(A) usando la misma notación para dichas imágenes tantas veces vista,
tenemos que: X
o(xI)=o(z )
λI xI = z =
X
o(βJxJ)=o(z )
βJ xJ
lo cual es una contradicción al ser gradM(A) un anillo de polinomios en las {xj}.
4. Sean
α=v∗(z)
β=v∗(y)
γ= min{γ1, . . . , γd}
con lo que tenemos trivialmente que z ∈ Fα y que y ∈ Fβ y por tanto zy ∈ FαFβ ⊆ Fα+β por
el Lema 2.3, con lo cual tenemos que v∗(zy) ≥ v∗(z)+ v∗(y). Ahora por el Lema 2.10 tenemos
que existen dos polinomios en las xj con coeficientes unidades en A tales que:
z =
X
I
_IxI + z0
y =
X
J
δIx
I + y0
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donde v∗(xI) = v∗(z), v∗(xJ) = v∗(y), v ∗(z0) > α, v∗(y0) > β y _I , δJ /∈M, con lo que se
tiene trivialmente que:
zy =
ÃX
I
_Ix
I
!ÃX
J
δJx
J
!
+ w0
donde v(w0) > α + β . Ahora para cada I y para cada J definimos M = I + J y φM =
=
P
I+J=M _IδJ con lo que nos queda que:
zy =
X
M
φMx
M + w0 (7)
Ahora bien todos los M para los que φM ∈M= Fγ se tiene que φMxM ∈ Fα+β+γ con lo que:
zy =
X
M
φM /∈M
φMx
M + w0 0 (8)
siendo
w00 = w0 +
X
M
φM∈M
φMx
M
y por tanto se tiene que v∗(w0 0) > α + β; ahora ordenando los elementos del sistema de pará-
metros con el orden lexicográfico habitual tenemos ordenados todos los monomios; ahora es
fácil ver que el menor en este orden de los que aparecen en la expresión (7) cumple que el
elemento φM por el que va multiplicado es una unidad en A y por tanto la suma que aparece en
(8) es no vacía y por la parte 3. se tiene que:
v∗(
X
M
φM /∈M
φMx
M) = α+β
Ahora bien zy ∈ F(α+β)+ si y solamente si
P
φM /∈MφMx
M ∈ F(α+β) + lo cual es una contra-
dicción por 3.
TEOREMA 2.2 Sea A un anillo local regular de dimensión d, {x1, . . . , xd} un sistema regu-
lar de parámetros de A, K el cuerpo de fracciones de A, (G,≤) un grupo totalmente orde-
nado, γ1, . . . , γd ∈ G+ , Γ y S el grupo y el semigrupo, respectivamente, generados por dichos
elementos, entonces existe una única valoraciónmonomial de K quedomina a A tal que v(xi) =
= γ i i = 1, . . . , d.
Además dicha valoraciónmonomial cumple que el semigrupo de valores en A es S y el grupo
de valores es Γ
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Demostraci ón
Por lo visto en la Proposición 2.4 tenemos que v ∗ se puede extender a una valoración monomial
v y claramente por el apartado 2. de dicha proposición v(xj ) = γj j = 1, . . . , d, con lo cual
tenemos probada la existencia
Para la unicidad supongamos que tenemos otra valoración monomial de K que domina a A, w,
tal que w(xi) = γ i i = 1, . . . , d; veamos que v y w coinciden sobre los elementos de A− {0}
con lo que tendremos que ambas valoraciones son iguales.
Sea z ∈ A− {0}; se nos presentan dos casos:
1. z /∈M: Como ambas valoraciones dominan a A entonces se tiene trivialmente que v∗(z) =
= v(z) = w(z) = 0.
2. z ∈M: En este caso utilizando el Lema 2.4 tenemos que:
z =
X
I
λIx
I + x0
donde λI /∈ M, x0 ∈ Fv(x)+ y v(xI) = v(z). Ahora como w y v coinciden sobre los
monomios de grado 1, coinciden sobre todos los monomios y por tanto se tiene que
w(Fv(z)+ ) = v(Fv(z)+ ) > v(z) y que  v(x
I) = w(xI); por otra parte como w es una
valoración monomial tenemos que:
v(z) = v(
X
I
λIxI) = w(
X
I
λIxI) = w(z)
y por tanto que v(z) = w(z).
Con todo esto hemos llegado a que existe una única valoración monomial que domina a
A, una vez fijados los valores de los elementos del sistema de parámetros elegido; las otras
proposiciones que contiene el teorema son triviales por construcción.
DEFINICION 2.9 Sea A un dominio noetheriano, K el cuerpo de fracciones de A, v una
valoraci ón de  K centrada en A, (Γ,≤) su semigrupo de valores en A, entonces para cada
α ∈ Γ definimos
Jα = {x ∈ A/ v(x) ≥ α}
J+α = {x ∈ A/ v(x)> α}
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OBSERVACION2.6 Observemos que como v estácentrada en A los conjuntos anteriormente
definidos son trivialmente ideales de A.
DEFINICION 2.10 Sea A un dominio noetheriano, K su cuerpo de fracciones, v una valoración
de K centrada en A, v(A) el semigrupo de valores en A, entonces definimos grv(A) como el
anillo M
α∈v(A)
Jα
J+α
OBSERVACION2.7 Observemos que para las valoraciones monomiales que hemos construido
(y que por el teorema 2.2 son todas las valoraciones monomiales posibles que dominan a A) se
tiene que Fα = Jα y que J+α = Fα +
TEOREMA 2.3 Sea (A,M) un anillo local regular de dimensión d, {x1, . . . , xd} un sistema
regular de parámetros, K cuerpo de fracciones, K su cuerpo residual, (G,≤) un grupo total-
mente ordenado, y v una valoración deK en G que domina a A, y sean x1, . . . , xd las imágenes
del anterior sistema de parámetros en grv(A), entonces tenemos que las siguientes proposi-
ciones son equivalentes:
1. v es una valoraci ón monomial para {x1, . . . , xd}.
2. grv(A) = K[x1, . . . , xd].
Demostraci ón
Al grupo de valores de v lo denotaremos por Γ. Veamos que 1. ⇒ 2. Supongamos que v es
monomial, entonces por el teorema 2.2 tenemos que el semigrupo devalores en A estágenerado
por las imágenes por v del sistema de parámetros fijado; a dichas imágenes las denotaremos
respectivamente por γ1, . . . , γd.
Para tener la igualdad de 2. necesitamos encontrar un isomorfismo φ de K[X1, . . . ,Xd] en
grv(A) tal que φ(Xj ) = xj j = 1, . . . , d, donde las Xj son indeterminadas.
Sea P (X1, . . . ,Xd) =
P
I(λI+M)xI un elemento cualquiera de K[X1, . . . ,Xd], entonces para
cada α ∈ v(A) definimos:
Pα(X1, . . . ,Xd) =
X
ΣIjγj=α
(λI +M)xI
donde supondremos la suma igual a 0 si ésta es vacía.
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Ahora nos encontramos en condiciones de definir el isomorfismo φ:
φ : K[X1, . . . ,Xd] −→ grv(A)
P (X1, . . . , Xd) −→ Lα∈v(A) Pα(x1, . . . , xd)
Es evidente de la propia definición de φ que éste es un homomorfismo de anillos. Para ver que
es un isomorfismo nos basta pues con probar que es inyectivo y supreyectivo.
 φ es inyectiva: Sean P (X1, . . . ,Xd),Q(X1, . . . ,Xd) ∈ K[X1, . . . , Xd] tales que
Q(X1, . . . , Xd) 6= P (X1, . . . ,Xd), entonces existe un α ∈ Γde formaque Pα(X1, . . . ,Xd) 6=
6= Qα(X1, . . . ,Xd), ya que, en caso contrario, es trivial que P (X1, . . . ,Xd) = Q(X1, . . . ,Xd).
Con todo esto tenemos que existen índices J con
Pd
k=1 jkγk = α y unidades en A, aJ tales
que:
Pα(X1, . . . , Xd)−Qα(X1, . . . ,Xd) =
X
J
(aJ +M)xJ
y por tanto tenemos que:
Pα(x1, . . . , xd)−Qα(x1, . . . , xd) =
X
J
(aJ +M)xJ
pero como v es monomial tenemos que la suma de la derecha es distinta de 0 con lo cual
Pα(x1, . . . , xd) 6= Qα(x1, . . . , xd) y entonces φ(P ) 6= φ(Q) y tenemos que φ es inyectiva.
 φ es sobreyectivo: Sea ⊕α∈Γzα con zα ∈ Fα. Para los α tales que v(zα) > α (lo cual ocurre
con todos excepto una cantidad finita) hacemos Pα(X1, . . . ,Xd) = 0 y para aquellos zα tales
que v(zα) = α se nos presentan dos casos:
 α = 0: Entonces zα es una unidad y hacemos P0(X1, . . . , Xd) = z0.
 α 6= 0: Entonces zα ∈M y zα 6= 0, ya que v(zα) = α 6=∞, con lo cual por el Lema 2.4
se tiene que:
zα =
X
I
ΣIjγj=α
(λI +M)xI
Por lo que basta tomar
Pα(X1, . . . ,Xd) =
X
I
ΣIjγj=α
(λI +M)xI
Si hacemos P =
P
α∈Γ Pα se tiene que φ(P ) = ⊕α∈Γzα y por tanto φ es sobreyectiva.
Para ver que grv(A) = K[x1, . . . , xd], sólo nos queda por comprobar que φ(Xj ) = xj
j = 1, . . . , d, pero esto es evidente por la definición de φ.
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Veamos que 2. ⇒ 1. Sea z =PI λIxI donde los λI son unidades en A y sea  α = min{v(xI)}
tenemos que probar que v(z) = α o lo que es lo mismo que z ∈ Jα y que z /∈ J+α . Como por la
observación 2.6 se tiene que tanto Jα y J+α son ideales de A entonces tenemos que claramente
z ∈ Jα y que z ∈ J+α si y solamente
y =
X
I
v(xI)=α
λIx
I ∈ J+α (9)
Ahora bien tomando imágenes en grv(A) tenemos que y ∈ J+α si y solamente si se tiene que:X
I
v(xI)=α
λIxI = 0
y como grv(A) es igual a K[x1, . . . , xd] tenemos que esto es equivalente a decir que λI es cero
para todo I, o lo que es lo mismo que λI ∈ M, lo cual es una contradicción a menos que la
suma en (9) sea vacía, lo cual es imposible ya que α = min{v(xI)}.
A continuación veremos que para calcular el cierre completo de los ideales monomiales
solamente necesitamos las valoraciones monomiales.
DEFINICION 2.11 Dado I ⊆ A decimos que I es un ideal monomial si existe un sistema finito
de generadores de I formado por monomios en P.
TEOREMA 2.4 Sea I ⊆ A un ideal monomial y sea V 0 el conjunto de todas las valoraciones
monomiales que dominan a A. Entonces se tiene que:
I =
\
v∈V0
{z ∈ A/ v(z) ≥ v(I)}
Demostraci ón
Sea J =
T
v∈V0 {z ∈ A/ v(z) ≥ v(I)} Claramente tenemos que I ⊆ J . Sea z tal que z /∈ I, y
z ∈ J , entonces existe una valoración que domina a A, w, tal que w(z) < w(I ). Consideremos
ahora la valoración monomial que domina a A tal que v(xj) = w(xj); claramente tenemos que
v(I) = w(I), por otra parte por el lema 2.4 tenemos que:
z =
X
K
λKxK + y
donde v(xK) = v(z) e y ∈ Fv(z)+. Por tanto tenemos que w(z) ≥ v(z) y ahora como z ∈ J
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tenemos que w(z) ≥ v(z) ≥ v(I) = w(I); absurdo.
Asípues, se tiene que si I es un ideal monomial nos bastan las valoraciones mono-
miales para describir la clausura entera del idea. Esta situación nos presenta un puente entre
el álgebra conmutativa y la combinatoria. Dicho puente se puede precisar aú n mucho más con
la ayuda de las regiones y poliedros de Newton. Así,en la siguiente sección introduciremos
las regiones de Newton de un ideal monomial, que nos permitirán probar que en el caso en que
además de sermonomial, dicho ideal sea de soporte finito, nos bastan unas valoraciones mono-
miales que dominen aA muy concretas, de hecho con un grupo isomorfo a Z.
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2.2 Regiones de Newton e ideales monomiales radicales para el maximal.
En lo que queda de capítulo identificaremos la estructura vectorial de Rd ⊇ Qd ⊇ Zd ⊇ Nd
con la estructura de espacio afín con origen de coordenadas en el punto O = (0, . . . , 0) y a cada
elemento de Rd lo llamamos punto.
Bajo esta identificación podemos transladar las operaciones del espacio vectorial a la estruc-
tura afín de la forma siguiente:
(i) Dado un punto P ∈ Rd y λ ∈ R definimos T = λP como el ú nico punto que cumple que
λ
−→
OP =
−→
OT .
(ii) Dados P,Q ∈ Rd definimos T 0 = P +Q como el ú  nico punto que cumpleque −→OP +−→OQ=
=
−→
OT
Un conjunto de puntos en (R+)d, digamos P1, . . . , Pm, Pi 6= O, 1 ≤ i ≤ m, se dice de rango
má ximo si los vectores
n−−→
OP1, . . . ,
−−→
OPm
o
generan Rd como espacio vectorial. Claramente se
tiene que d ≤m.
Dado un conjunto de puntos en Nd ⊆ Rd de rangomá ximo {P1, . . . , Pm} definimos la región
de Newton, R, asociada a los puntos {P1, . . . , Pm} como convex(∪mi=1[Pi + (R+)d]) y a los
puntos {P1, . . . , Pm} se les llama generadores de R.
Es evidente que si P ∈R y Q ∈ (R+)d entonces P + Q ∈ R y que si tenemos dos regiones
de Newton R y R0 tales que R ∩Nd = R0 ∩ Nd se tiene que R = R0
Consideremos un conjunto de puntos {P1, . . . , Pm} en Nd tales que Pi 6= O y además existe
uno sobre cada uno de los ejes canónicos de Rd. Claramente
n−−→
OP1, . . . ,
−−→
OPm
o
generan Rd
como un espacio vectorial y por tanto los puntos {P1, . . . , Pm} son de rangomáximo y podemos
construir con ellos una región de Newton.
Este será el caso interesante en esta Memoria y por tanto a partir de ahora nos limitaremos a
regiones de Newton que tengan un conjunto de generadores que cumplan esta condición.
Se puede ver que la región de Newton R generada por los puntos {P1, . . . , Pm} se puede
describir como los puntos de la forma:
R = {
mX
i=1
λiPi /
mX
i=1
λi ≥ 1, λi ≥ 0 ∀i = 1, . . . ,m}
Además se prueba que si Q ∈ R∩ Qd entonces los λi anteriores se pueden elegir en Q.
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Estapropiedad ser ábásica en nuestro estudio del cierre completo de ideales monomiales de
soporte finito.
Otra de las propiedades que cumple estas regiones de Newton es que la suma de dos regiones
de Newton es una región de Newton y además se puede generar por la suma de los generadores
de cada una de ellas.
A esta operación entre regiones de Newton la denotaremos por +.
DEFINICION 2.12 Sea (A,M) un anillo local regular, P = {x1, . . . , xd} un sistema regular de
parámetros de A, sea  I ( A un ideal generado por monomios en P tal que √I = M y S un
sistema de generadores monomial de I, entonces a la región de Newton generada por los puntos
Pi = (P1,i , . . . , Pd,i) tales que 
Qd
j=1xj
Pj,i ∈ S se le denota por RS.
Observemos que para que esta definición tenga sentido es necesario es necesario que el
conjunto de los Pi tenga rango máximo, pero esto es evidente ya que I es radical para el maxi-
mal.
PROPOSICION 2.5 Sea (A,M) un anillo local regular, P = {x1, . . . , xd} un sistema regular
de parámetros de A, sea I ( A un ideal generado por monomios en P tal que √I = M y
S = {uj} y S0 = {wk} dos sistemas monomiales de generadores de I ⇒RS = RS0. A dicha
región de Newton se le llama región de Newton asociada a I y se le denota por RI .
Demostraci ón
En primer lugar observemos que basta con probar que RS ⊆ RS0 , ya que por simetría se tendrá
el resultado pedido.
Sea Q = (a1, . . . , ad) tal que 
Qd
j=1 xj
aj ∈ S, entonces se tiene que:
dY
j=1
xjaj =
X
λkwk
donde λk ∈ A y ord(λkwk) ≥
P
aj. Ahora tomando clases en el graduado con respecto
al maximal tenemos que existe un elemento de S 0, digamos
Qd
j=1 x
ij
j , que cumple que ij ≤
≤ aj ∀j = 1, . . . , d, con lo que tenemos que (a1, . . . , ad) ∈ P + (R+ )d para algú n P ∈RS 0, y
entonces RS ⊆ RS 0.
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NOTACION 2.5 A partir de este momento, si no se expecifica ninguna otra cosa, A seráun
anillo local regular noetheriano de dimensión d con maximal M, P = {x1, . . . , xd} un sistema
regular de parámetros, B serel anillo graduado de A con respecto al maximal, v la valoración
M-ádica de A, e I un ideal monomial de A cuyo radical seráel maximal.
TEOREMA 2.5 Sea I ( A, entonces
dY
j=1
xj bj ∈ I ⇔ (b1, . . . , bd) ∈RI ∩ Nd
Demostraci ón
Supongamos que z =
Qd
j=1 xj
bj ∈ I, entonces para algún m natural y positivo tenemos que
zm =
mX
j=1
ajz
m−j (10)
donde aj ∈ Ij y donde ordM(ajzm−j) ≥ ordM(zm).
Esto nos da una relacción del tipo (10) de dependencia integra de z sobre J , siendo J el ideal
en B = grM(A) generado por las imagenes de los monomios que forman parte de I y por tanto
z es integro sobre J.
Elijamos m de tal formaque sea minimal entre todos losnaturalespositivos para los quepodemos
establecer una relacción de depencia de z sobre J , digamos
zm + a1 zm−1 + . . .+ am = 0
Como z es un monomio, entonces podemos encontrar una relación de dependencia sobre J de
grado m donde podemos suponer que los aj son el producto de un elemento de A/M por un
monomio y en la cual se debe tener por minimalidad de m que am 6=0.
Ahora ya que B es un anillo de polinomios y debido a la minimalidad de m es necesario que
am = λzm, conλ /∈M y ya que zm es un monomio entonces se ha de tener que zm ∈ Im y por
lo tanto tenemos que m(b1, . . . , bd) = t1P1+ . . .+ thPh+Q, donde los puntos Pj corresponden
a monomios generadores de I y por tanto estan en RI , los  tj ∈ N con 
P
tj = m y Q ∈ Nd, por
lo que (b1, . . . , bd) ∈RI ∩ Nd.
Si (b1, . . . , bd) ∈RI ∩ Nd entonces existen números naturales tj y m tales que m(b1, . . . , bd) =
= t1P1 + . . .+ thPh +Q con 
P
tj =m, donde cada Pj corresponde a un monomio en I y Q ∈
∈ Nd por lo que zm ∈ Im y se tiene entonces una ecuación de dependencia íntegra en I y z ∈ I.
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Nótese que tiene sentido hablar de sistemas minimales de generadores monomiales ya que
tanto I como M son ideales monomiales y por lo tanto también lo es IM. Ahora por el lema de
Nakayama los sistemas de generadores con menor nú mero de elementos son
aquellos que forman una base del espacio vectorial
I
IM. Ms an un conjunto de elementos de
I es un sistema de generadores si y solamente si es un sistema de generadores de
I
IM .
Observemos ahora que la región de Newton asociada a un ideal I, RI , es un poliedro de
dimensión máxima y por tanto se puede poner como la intersección de regiones dadas por
desigualdades del tipo
Pd
j=1 ajXj ≥ b. Ahora si buscamos el conjunto minimal de dichas
regiones, vemos que los aj deben ser no negativos, ya que si algú n ak < 0 entonces existira un
t ∈ N suficientemente grande de forma que el punto t−→ek estáen RI y además tak < b. Esto
nos dice además que b ≥ 0, ya que en caso contrario se tendría una región superflua. Ahora
si b = 0 las desigualdades no superfluas son las del tipo Xj ≥ 0 y si b > 0 tenemos que los
aj > 0 puesto que en otro caso cualquiera podríamos razonar como antes y encontrar puntos de
la región de Newton que no cumplirían dichas desigualdades.
Consideremos ahora el conjunto de puntos P1, . . . , Pm el conjunto de puntos que nos han
servido para generar la región de NewtonRI . Si ahora tenemos que existe un k tal que:
Pk =
mX
j=1
j 6=k
λjPj
con λj ≥ 0 y Pλj ≥ 1, entonces podemos eliminar dicho punto del conjunto de generadores
y tendríamos la misma región de Newton. Además estos puntos que no podemos eliminar son,
necesariamente, vértices de la región de Newton.
Al revés, si tenemos un vértice de la región deNewton en consideración debe estar siempre en
todo sistema de generadores de dicha región y por tanto tenemos que los aj y los b son nú meros
naturales, en el caso de regiones de Newton provinientes de ideales monomiales.
Ahora a cada una de dichas desigualdes esenciales distintas de las del tipo Xj ≥ 0 se le
puede asociar una valoración monomial que domine a A de la siguiente forma v(xj) = aj y
entonces tenemos quev(I) = b. Al conjunto dedichasvaloraciones las llamaremos valoraciones
esenciales de I y las denotaremos por VE(I).
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Es fácil ver que para cualquiera de estas valoraciones esenciales se tiene que el grupo de
valoración es un grupo isomorfo a Z (de hecho es una consecuencia trivial del algoritmo de la
división en N)
PROPOSICION 2.6 Sea I ⊆ A entonces se tiene que:
I =
\
v∈VE(I)
{x ∈ A/ v(x) ≥ v(I)}
Además I es el ideal de A generado por todos los monomios cuyos puntos asociados están en
RI .
Demostraci ón
Sea D igual a
T
v∈VE(I ){x ∈ A/ v(x) ≥ v(I)} y J el ideal deA generado por todos losmonomios
cuyos puntos asociados están enRI . Es evidente entonces que J ⊆ I ⊆ D.
Sea z ∈ D. Entonces, como el cardinal de VE(I) es finito, existe un t ∈ N tal que para cualquier
valoración, v, en VE (I) se tiene tv(M) > v(I), y por tanto los puntos obtenidos por medio de
los exponentes de los monomios de grado t están todos en RI y se tiene que Mt ⊆ J.
Por otra parte es evidente que
z =
X
M
λMx
M + y
donde y ∈Mt y donde λM es una unidad en A y kMk < t con lo que para ver que z ∈ J es
bastante con probar que 
P
M λMx
M estáen J . Ahora ya que z ∈ D se tiene que para cualquier
v ∈ VE(I), v(z) ≥ v(I ). Ahora como v(y) > v(I), entonces tenemos que PM λMxM ∈ D,
pero como las valoraciones de VE(I) son monomiales, entonces se tiene que cada uno de los
xM ∈ D y en J, con lo que se tiene que J ⊆ I ⊆D ⊆ J y por tanto J = I = D.
COROLARIO 2.3 Sea I, J ( A ideales monomiales de A cuyo radical es el maximal. Consi-
deremos un sistema regular deparámetros de A, {x1, . . . , xd}, entonces RI =RJ si y solamente
si I = J.
PROPOSICION 2.7 Sea BA = {I ⊆ A/ I es un ideal monomial completo cuyo radical es M},
entonces existe una biyección entreBA y el conjunto Ad de las regiones de Newton en dimensión
d.
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Demostraci ón. Consideremos la aplicación φ : BA −→ Ad, dada de la siguiente manera: si
I ∈ BA, entonces φ(I) = RI ; por el corolario anterior tenemos que φ es inyectiva.
Para probar que φ es sobreyectiva tomemos una región de Newton cualquiera, digamos R
entonces consideremos el ideal J generado por los monomios 
Qd
j=1xj
aj talesque (a1, . . . , ad) ∈
∈R∩Nd, donde {x1, . . . , xd} es un sistema regular de parámetros de A; entonces por la defini-
ción de región de Newton tenemos que el radical de I es el maximal de A y por definición
tenemos que I es monomial, por otra parte es evidente que RI = R, y además I es completo
por el corolario 2.3.
DEFINICION 2.13 En BA se puededefinirun producto ∗ de la siguiente forma: dados I, J ∈ BA,
definimos I ∗ J = IJ .
OBSERVACION2.8 La operación anteriormente definida sobre BA cumple que φ(I ∗ J ) =
= φ(I) + φ(J ), es decir,RI ∗J = RI +RJ

Capítulo3
El semigrupo tórico especial
En los anteriores capítulos hemos tenido una visión general de los ingredientes que tienen
que ver con la teoría de Zariski de ideales completos, con el énfasis puesto en la consideración
de dicha teoría en dimensiones superiores. En este capítulo, se veráen primer lugar que dicho
intento es irrealizable, siempre y cuando pretendamos extender la teoría de Zariski a todos los
ideales completos , pero que si tratamos con un subconjunto de ideales completos la teoría de
Zariski se extiende a dimensiones superiores.
Este conjunto de ideales, es lo que hemos demoninado el semigrupo tórico especial de un
anillo local regular. Decimos semigrupo en vez de subconjunto ya que se tratará de un subsemi-
grupo del semigrupo de ideales completos con la operació n ∗.
En la primera sección estudiaremos la relación que existe entre las constelaciones tóricas, es
decir, sucesiones de T-ó rbitas de dimensión cero en variedades tóricas obtenidas a partir de la
primera por sucesivas explosiones en dichas órbitas.
En primer lugar podemos establecer una biyección entre cada sucesión de enteros con unas
determinadas condiciones y una cadena tórica. Por otra parte a cada constelación tórica se le
puede asociar un grafo en el que los vértices se corresponden con los puntos de la constelación y
dos vértices están unidossi y solamente si uno es la imagen deotro por las aplicacionescanónicas
y no existe otro punto intermedio que la imagen del de índice menor vía dichas aplicaciones.
Utilizando estos dos conceptos se tiene una codificación de las constelaciones tóricas como
árboles d-narios, donde d es la dimensión de la constelación tórica. Los pesos de estos árboles
determinan la elección de una T-órbita.
A partir de esta asociación observamos que las valoraciones monomiales de Rees de un ideal
monomial, que como ya hemos visto son valoraciones en los enteros, alcanzan el mínimo de
los valores en un sistema de parámetros en un ú nico parmetro. El ndice en el cual se da este
mínimo determina la clase de dicha valoración.
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Probamos, a continuación, una serie de propiedades aritméticas que cumplen estas valo-
raciones y que nos permitiran, en sucesivas secciones y capítulos, extender completamente la
teoría de Zariski a los ideales del semigrupo tórico especial.
Se muestra que si un cluster cumple la desigualdades de proximidad entonces existe un ideal
monomial completo de soporte finito que realiza dicho cluster. A travésde este hechomostramos
que existe una biyección entre el conjunto de ideales monomiales completos de soporte finito
y el conjunto de árboles d-narios con pesos en los vértices que cumplen las desigualdades de
proximidad.
Obtenemos en esta sección, a continuación, utilizando la técnica de los árboles, una serie de
contrejemplos, que nos permiten probar, a diferencia de lo que hasta ahora se creía, que no se
puede extender los resultados de la teoría de Zariski a todos los ideales monomiales completos
de soporte finito.
En la segunda sección estudiaremos en profundidad una clase especial de ideales monomiales
completos de soporte finito, aquellos que sus ú nicas valoraciones de Rees distintas de la función
orden con respecto al maximal son valoraciones monomialesde clase i, es decir, son ideales cuyo
árbol asociado tiene una ú nica rama saliendo desde la raíz y dicha rama esta etiquedata con el
nú mero i. Estos ideales los denotamos ideales monomiales completos de clase i.
Probamos en esta sección que el producto de ideales monomiales completos de soporte finito
de distinta clase es completo y que la transformada estricta de estos ideales es también un ideal
completo. Desgraciadamente el producto de dos ideales de la misma clase no es, en general,
completo, como se ve en el ú ltimo ejemplo de esta sección.
Llegados a este punto, en la siguiente sección, introducimos el semigrupo tórico especial, que
es el semigrupo generado por unos idealesmonomiales completos de soporte finito de clase i, que
llamaremos ideales esenciales y que están en biyección con el conjunto de puntos infinitamente
próximos a uno dado.
Probamos que para los ideales del semigrupo tórico especial se puede extender la teoría de
Zariski a dimensiones superiores y damos una caracterización de estos ideales en función de los
pesos del árbol asociado a dicho ideal.
A continuación damos una biyección entre los generadores minimales de un ideal pertene-
ciente al semigrupo tórico especial y los generadores minimales de una potencia adecuada del
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maximal, lo que nos permite encontrar los generadores de dicho ideal. Recordaremos aquí la
dificultad que existe, en general, para determinar los generadores minimales de un ideal, siendo
esta dificultad ya perceptible en el caso monomial.
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3.1 Clusters tóricos e ideales monomiales completos de soporte finito.
En [C-G-L] se establece una biyección entre los ideales completos de soporte finito y los
árboles con origen y con pesos cumpliendo las desigualdadesde proximidad, con lo que en teoría
basta con dar un árbol cumpliendo estas condiciones para tener un ideal completo de soporte
finito. Alltambién se obtiene que a cada uno de los vértices del rbol se le puede asociar una
valoración de forma que bastan estas valoraciones para poner a dicho ideal como intersección
de ideales de valoración.
Haremos, a continuación, un resumen de los resultados obtenidos en [C-G-L] que utiliza-
remos más adelante.
Sea N ∼= Zd un retículo de dimensin d ≥ 2, N ∗ = HomZ(N, Z) el retículo dual, K un
cuerpo y ∆ un abanico en NQ = N ⊗ZQ, es decir, una familia de conos racionales cumpliendo
que toda cara de un cono en ∆ está en ∆ y que la intersección de dos conos en ∆ es un cara de
cada uno de ellos.
Denotaremos por X∆ a la variedad tórica sobre K asociada a ∆, junto con la acción de un toro
algebraico T ∼= (K∗)d. La variedad X∆ es unión de abiertos afines, uno para cada cono de ∆
cuyo álgebra de coordenadas es el álgebra del semigrupo de puntos de coordenadas enteras que
estáen el interior del cono dual.Hay una biyección canónica entre las órbitas de T en X∆ y los
conos de ∆; a cada cono τ ∈ ∆ le corresponde una T -órbita Oτ isomorfa a Spec[τ⊥∩N ∗], donde
τ⊥ denota el conjunto de formas lineales que se anulan sobre τ . Se tieneque dimOτ = codim τ
y que Oτ ⊂ Oτ 0 si y solamente si τ 0 ⊂ τ , donde Oτ 0 es la clausura de Oτ 0 (ver [O] , [Ke] o
[F] ). Fijemos una base ordenada B = {v1, . . . , vd} de N. Sea Λ = hBi el cono regular de
dimensión d en NQ generado por B, esto es, aquel cuyos vectores extremales son los elementos
de B, X0 ∼=Kd la variedad tórica afn asociada al abanico ∆0 formado por todas las caras de Λ,
Q0 la T -órbita cerrada en X0 y σ 1 :X1 −→ X0 la explosión con centro en Q0. La variedad X1
es la variedad tórica asociada al abanico ∆1, la subdivisón minimal de ∆0 que contiene el rayo
(cono de dimensión 1) generado por u =
P
vi .
Para cada entero i, 1 ≤ i ≤ d, sea Bi la base ordenada deN que se obtiene reemplazando
vi por u en la base B y Λi = hBii el cono regular generado por Bi. El divisor excepcional
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B0 = σ−11 (P1) es la clausura en X1 de la T-órbita definida por el rayo generado por u. Cada
T-órbita de dimensión 0 en X1 se corresponde con el cono Λi , 1 ≤ i ≤ d.
DEFINICION 3.1 Una constelaci ón tórica de puntos infinitamente próximos a P1 es una
constelación C = {P1, . . . , Pm} tal que cada Pj es una T-órbita de dimensión cero en la
variedad tórica Xj−1 obtenida por blowing-up en Pj−1 ∈ Xj−2, 2 ≤ j ≤m.
La elección de un punto P2 de una cadena tórica C es equivalente a la elección de un
entero a1, 1 ≤ a1 ≤ d, que determina el cono Λa 1 del abanico ∆1. La subdivisión ∆2 de
∆1correspondiente al blowing-up en P2 se obtiene reemplazando Λa 1 (y sus caras) en ∆1 por
los conos Λa 1 ,i = hBa 1 ,ii (y sus caras), 1 ≤ i ≤ d, donde Ba1 ,i es la base de N obtenida por la
substitución en Ba1 de su i-ésimo vector por 
P
v, v ∈ Ba1 .
La elección de un punto P3 es equivalente a la elección de un entero a2, 1 ≤ a2 ≤ d, que
determina el cono Λa1 ,a2 . Por inducción sobre d obtenemos la siguiente codificación de las
cadenas tóricas:
PROPOSICION 3.1 Sea m un entero positivo. La aplicaci ón que asocia a cada sucesión de
enteros (a1, . . . , am−1) tal que 1 ≤ ai ≤ d, 1 ≤ i ≤ m− 1, la cadena tórica {P1, . . . , Pm},
donde P1 es la T -órbita correspondiente al cono Λ = hBi, y  Pi+1, 1 ≤ i ≤ m− 1, es la  T-
ó rbita correspondiente al cono Λa1,...,ai del abanico ∆i, es una biyecci ón entre el conjunto de
sucesiones de m− 1 enteros entre 1 y d, y el conjunto de cadenas t óricas de dimensi ón d con m
puntos.
OBSERVACION3.1 A cada constelaci ón (no necesariamente t órica) C = {P1, . . . , Pm} se le
puede asociar un grafo CC en el que los vértices del grafo se corresponden con los puntos de
la constelación y los vértices correspondientes a los puntos Pi y Pj, i < j , están unidos si y
solamente si Pi es la imagen de Pj por las aplicaciones canó nicas y no existe k, i < k < j , tal
que Pk sea la imagen de Pj vía dichas aplicaciones.
Utilizando este grafo y la codificación anterior para las cadenas tóricas tenemos la siguiente
codificación para las constelaciones tóricas.
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PROPOSICION 3.2 Llamamos á  rbol d-nario a un á rbol con una raí z tal que cada vértice tiene
a lo sumo d vértices adyacentes. Hay una biyección natural entre el conjunto de constelaciones
tóricas de dimensi ón d con origen y el conjunto de árboles d-narios finitos con origen, con los
lados pesados con enteros positivos menores o iguales que d, tales que dos lados con el mismo
origen tienen distintos pesos.
OBSERVACION3.2 Naturalmente los pesos de los á rboles n-narios determinan la elecci ón de
una T-órbita de dimensión, como en el caso de las cadenas.
DEFINICION 3.2 Dado un punto Q en una constelaci ón tórica C de dimensi ón d y enteros no
negativos a, b, t tales que 1 ≤ a ≤ d, 1 ≤ b ≤ d, a 6= b, sea Q(a, bt) el punto terminal de la
cadena con origen en Q y codificada por (a, b, . . . , b) donde b aparece t veces (ver proposición
3.1). Si t = 0, escribiremos Q(a). El punto Q(a, bt) puede no estar en C. Un punto P infini-
tamente próximo a Q se llama linealmente próximo a Q, y se escribe P ³ Q, si P = Q(a, bt)
con a, b y t como antes.
Una constelación tórica C = {P1, . . . , Pm} define un morfismo f : Z −→ X , donde X es la
variedad en la que elegimos P1 y S es la variedad obtenida tras las sucesivas explosiones en los
puntos de C.
Podemos preguntarnos cuántas variedades intermedias existen entre Z y X . Para ello
construiremos los conos, ver sección 1.3, NE(Z/X), P (Z/X) y eP (Z/X). Se nos presentan
tal y como ya se vio al hablar de estos conos dos problemas:
 Determinar las células del cono eP (Z/X).
 Una vez caracterizadas estas células determinar ideales en O X,P1 que nos permitan a través
de la explosión en dichos ideales obtener las variedades intermedias.
El primer problemas se resuelve en [C-G-L] , al menos en el caso en el que estos conos son
regulares, a travé s de la siguiente proposición:
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PROPOSICION 3.3 (Ver [C-G-L] ). Si C es una constelación tórica de puntos infinitamente
próximos sobre Z y f : Z −→ X es el morfismo determinado por explosión de C, entonces se
tiene que:
1. El cono de curvas NE(Z/X) es poliédrico.
2. El cono semiamplio y el característico coinciden, es decir, P (Z/X) = eP (Z/X) siendo polié-
dricos ambos por 1.
3. Si D es un divisor cuya clase reticular estáen P (Z/X) entonces OZ(−D) estágenerado
por sus secciones globales.
4. Se pueden dar condiciones necesarias y suficientes para que NE(Z/X) sea un cono
simplicial. Esta condionesgarantizan que NE(Z/X) es dehecho regular y deaquí , P (Z/X)
y eP (Z/X) son también regulares. Dichas condiciones equivalentes son
a.Los elementos extremales de P (Z/X) son los divisores DQ con Q ∈ C dado por:
DQ =
X
P∈C
mPQE
∗
P
donde E ∗P es la imagen en  Z del divisor excepcional de la explosi ón en  P , mQQ = 1,
mPQ = 0 si P £ Q y mPQ =
X
R∈C
R P
mPR si P ≤ Q y P 6= Q
b.El grafo asociado a C es binario, es decir, de cada vértice slamente salen dos ramas y
para cada Q ∈ C ypesos a, b y c tales que a 6= b y {Q(a), Q(b), Q(a, c)} ⊆ C. entonces
b = c.
Observemos que estas condiciones se satisfacen en particular si C es una cadena de puntos
infinitamente próximos, es decir, una sucesión de puntos cada uno en el divisor excepcional
de la explosión del anterior.
Nosotros en esta Memoria intentaremos dar condiciones suficientes para determinar si un
ideal monomial completo cuyo divisor asociado está en una determinada clula de eP (Z/X)
cumple que sus potencias también completas, es decir, intentaremos dar condiciones necesarias
para resolver el segundo de los problemas planteados. Una vez determinado el problema a
resolver pasaremos a ver con un poco más de detenimiento las cadenas tóricas.
Sea P = P1 la T -órbita cerrada de X e I ⊂ OX,P un ideal monomial, es decir, un ideal
T-invariante. La propiedad de que I sea de soporte finito puede ser caracterizada en términos
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de su politopo de Newton N definido con relacción al sistema local de parámetros de OX,P
inducido por una base B del retculo N. El politopo de Newton N de un ideal monomial I es la
unión de la caras acotadas del cierre convexo (en N ∗Q) dem+Λ
∨, cuandom recorre el conjunto
de exponentes de monomios en I. El politopo de Newton induce un abanico∆N , en NQ, que es
una subdivisión de Λ ([Ke] ). La caracterización viene expresada en la siguiente proposición:
PROPOSICION 3.4 El ideal monomial I es de soporte finito si y só lo si existe una subdivisión
regularΥ de∆N tal que Υ es obtenida por una sucesión de subdivisiones de Λ correspondientes
a la explosión de una sucesión C de T -órbitas de dimensión 0.
Demostraci ón
Se sigue inmediatamente del hecho de que la variedad tórica XI asociada a ∆N es la explosión
normalizada con centro en I.
OBSERVACION3.3 Un ideal monomial I es completo (es decir, integramente cerrado) si y
solamente si contiene todos los monomios cuyo exponente es un punto del retículo N ∗ en la
región N + Λ∨ (ver proposición 2.6)
OBSERVACION3.4 Todo ideal monomial de soporte finito es necesariamente radical para el
maximal, ya que en caso contrario, existe un índice digamos k tal que ∀t ∈ N se tiene que (xk)t
no estáen dicho ideal y por tanto las sucesivas explosiones en la direcci ón xk nos dan lugar a
transformaciones estrictas de dicho ideal distintas del total y por tanto no es de soporte finito.
OBSERVACION3.5 Las caras del politopo de Newton deun idealmonomial completo de soporte
finito I están en correspondencia 1-1 con las valoraciones de Rees del ideal I, es decir, con las
componentes irreducibles del divisor excepcional de la explosión normalizada con centro en I.
DEFINICION 3.3 Un clusterA= (C, m) es t órico si la constelación C es tórica. Si I es un ideal
monomial de soporte finito, su cluster asociadoAI es tórico para la constelaci ón depuntos base
del ideal.
OBSERVACION3.6 Recordemos que un cluster A es idealístico si existe un ideal de soporte
finito I tal queAI =A.
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Veremos ahora que condiciones debe cumplir un cluster para ser idealístico. Para ello
introduciremos una serie de definiciones que nos permitirán establecer unas condiciones
sobre los pesos del ideal que llamaremos desigualdades de proximidad. Estas desigualdades
sern una condición necesaria y suficiente para que el cluster A = (C,m) sea idealístico.
DEFINICION 3.4 Sea C el á rbol orientado con lados pesados asociado a una constelación
tórica C con un origen, Q ∈ C y A = (C,m) un cluster tórico entonces definimos:
MQ(a, b) =
X
t≥0
mQ(a,bt)
DEFINICION 3.5 Sea A = (C,m) un cluster y Q ∈ C denotamos por AQ el subcluster de A
cuya constelaci ón CQ estádada por Q y los puntos de C infinitamente próximos a Q con los
pesos que tienen en A.
PROPOSICION 3.5 Sea A= (C, m) un cluster dedimensi ón d que cumple quepara cada Q ∈ C
se tiene que:
MQ(a, b) +MQ(b, a)≤ mQ (DP)
con 1 ≤ a < b ≤ d, B una base ordenada del retículo N que induce un sistema local de
parámetros en el anillo local RQ para cada Q ∈ C y NQ el politopo de Newton con respecto
a este sistema local de parámetros determinado por el conjunto GQ definido de la manera
siguiente:
(i) Si no existe ningú n punto infinitamente prximo a Q, definimos  GQ como los vértices de el
poliedro de Newton de la mQ -ésima potencia del ideal maximal de RQ.
(ii) Si existe algú n punto infinitamente próximo a Q, supongamos que tenemos definido GQ(a)
para cada Q(a) ∈ C y que GQ(a) = {0} si Q(a) /∈ C, 1 ≤ a ≤ d, entonces sea
GQ =
[
1≤a≤d
WT−1a (GQ(a))
donde WTa : Zd −→ Zd es la transformación dada por:
(t1,..., td)→ (t1, . . ., ta−1,
X
1≤i≤d
ti −mQ, ta+1, . . ., td)
Consideremos la familia de conjuntos GQ obtenida por inducción descendente para cada
uno de los puntos Q ∈ C y sea NQ el politopo de Newton determinado por GQ, entonces el
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cluster del ideal monomial completo IQ ⊂ RQ definido por NQ es AQ para cada Q ∈ C . En
particular, si P1 es la raí z de C, entonces AI = A para I = IQ0.
Demostraci ón
Si Q no tiene ningú n punto en C infinitamente próximo a l, entonces el resultado sobre el ideal
monomial completo IQ es fácilmente verificable.
Si Q tiene algú n punto en C infinitamente próximo a l, consideremos m = mQ, Ma,b =
= MQ(a, b),Ma,a = mQ(a) para 1 ≤ a ≤ d, 1 ≤ b ≤ d, a 6= b. Supongamos que Ga = GQ(a)
ha sido obtenido de manera anteriormente descrita y que Ia = IQ(a) cumple que AIa = AQ(a),
1 ≤ a ≤ d.
Sea {vi}, 1 ≤ i ≤ d, la base standard de Zd, xi las coordenadas, Ka el símplex con vertices
O,Ma,1v1, . . . ,Ma,dvd y Hb el conjunto definido por 
P
i
xi
Mb,i
≥ 1 y por xi ≥ 0, 1 ≤ i ≤ d. Para
cada i, 1 ≤ i ≤ d, el puntoMa,ivi ∈ Ga, 1 ≤ a ≤ d, ya que Ia es un ideal finitamente soportado
cuyo cluster es AQ(a). Y por tanto, Ga ⊆Ka.
Como a 6= b, utilizando las desigualdades de proximidad (DP) y de una computación directa
sobre los vértices de Ka tenemos queWTb(WT−1a (Ka)) ⊆Hb.
Ahora, sea G = GQ definido como en (ii) y J el ideal generado por los monomios cuyos
exponentes son puntos en G. Es fácil ver que G ⊆ {Pxi ≥m} y que hay puntos en G que
satisfacen que 
P
xi = m, con lo que ordQ(J) =m.
Sea J(b) la transformada débil de J en RQ(b). El ideal J(b) estágenerado por los monomios
cuyos exponentes pertenecen a WTb(G). Por definición deG tenemos que:
WTb(G) =
[
1≤a≤d
WTb(WT
−1
a (Ga)) = Gb ∪
 [
a / 1≤a≤d, a6=b
WTb(WT
−1
a (Ga))

La inclusión WTb(WT−1a (Ga)) ⊆ WTb(WT−1a (Ka)) se cumple, ya queGa ⊆ Ka y por tanto
WTb(WT
−1
a (Ga)) ⊆ Hb si a 6= b. Ya que los puntos con coordenadas enteras de Hb son
exponentes de monomios en Ib ( recordemos que Ib es completo), tenemos que J (b) ⊆ Ib.
Por otra parte, como J (b) contiene los monomios cuyos exponentes pertenecen aGb, entonces
J(b) = J (b) = Ib, con lo que basta hacer IQ = J para tener el resultado deseado.
TEOREMA 3.1 SeaA = (C,m) un cluster tórico de dimensi ón d, entonces A es idealístico si y
solamente si cumple las desigualdades de proximidad (DP) (ver [C-G-L] ).
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Demostraci ón
Si A es idealístico y DA el divisor asociado a dicho cluster, entonces existe un ideal completo I
tal que IOX(C) = OX (C)(−DA).
Sea Q un punto de C. Consideremos la recta proyectiva l que une los puntos Q(a) y Q(b),
1 ≤ a < b ≤ d, y sea l la transformada estricta de l en X(C), entonces tenemos que
0 ≤DA · l =
ÃX
P→Q
eP (l)mP −mQ
!
Ahora los ú nicos puntos infinitamente próximos a Q para los cuales eP (l) 6= 0 son aquellos que
son de la formaQ(a, bt) y Q(b, at) para t ≥ 0. Para estos puntos la multiplicidad es igual a 1 ya
que tanto l como sus transformadas estrictas son suaves, con lo que se tienen las desigualdades
(DP).
Si se cumplen las desigualdades de proximidad (DP) entonces el cluster es idealistico por la
proposición 3.5.
OBSERVACION3.7 De todo lo anteriormente expuesto se tiene que existe una biyección entre
el conjunto de ideales monomiales completos de soporte finito en un anillo local regular de
dimensión d y el conjunto de á rboles d-narios con origen con los lados pesos con enteros posi-
tivos entre 1 y d y tales que dos lados con el mismo origen tienen distintos peso y con pesos en
los vértices cumpliendo las desigualdades de proximidad. (DP)
De esta biyección y del estudio que hemos hecho de las regiones de Newton se pueden
deducir algunas propiedades importantes de las valoraciones de Rees de los ideales mono-
miales completos de soporte finito que utilizaremos a lo largo de la Memoria y una clasificación
de dichas valoraciones de Rees.
PROPOSICION 3.6 Sea I ⊆ A un ideal monomial completo de soporte finito y v 6= ordA una
valoraci ón de Rees de  I, entonces existe 1 ≤ i ≤ d tal que ∀j 6= i v(xi) < v(xj).
Demostraci ón
Consideremos el cluster asociado a I, A = (C,m). Sea CC el árbol asociado a la constelación
C y sea i el índice de la primera rama del camino que une el punto asociado a v con el origen y
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B la transformación cuadrática de A con M(A)B = (xi)B ; ya que v domina B entonces
∀j 6= i v(xj) = v(xj/xi) + v(xi) > v(xi)
DEFINICION 3.6 A las valoraciones monomiales que son valoraciones de Reespara algú n ideal
de monomial completo de soporte finito les llamaremos valoraciones monomiales de soporte
finito y al conjunto de ellas lo denotaremos por V
Estas valoraciones se pueden asociar de forma biyectiva con los puntos infinitamente próxi-
mos al origen de X, P ; de hecho estas valoraciones son las valoracionesMQ -ádicas del anillo
local asociado a estos puntos, dondeMQ es el ideal máximal de estos anillos.
DEFINICION 3.7 Sea v ∈ V, entonces v es de clase i 6= 0 si v 6=ordA y ∀j 6= i v(xi) < v(xj)
Decimos que v es de clase 0 si v = ordA.
DEFINICION 3.8 Sea v ∈ V, y I ⊆ A un ideal monomial completo de soporte finito entonces:
1. Si v es de clase i 6= 0 consideremos el origen de la constelación asociada a I, P , entonces
definimos
Pv(I) =
X
t≥0
mP (it)
donde P (it) es el punto en que termina la subcadena tórica que empieza en P y es codificada
por (i, . . . , i) donde i aparece t veces.
2. Si v es de clase 0 entonces Pv(I) = ordA(I)
LEMA3.1 Sea v ∈ V, I ⊆ A un ideal monomial completo de soporte finito, yM = Qdj=1xj aj
entonces:
1. Si v es de clase i 6= 0, ordA(M )− ai ≥ ordA(I) entonces v(M) ≥ v(I ).
2. Si ordA(M ) ≥ Pv(I) entonces v(M )≥ v(I).
Demostraci ón
Sea l(v) la longitud del camino que va desde el origen hasta el punto asociado a v, en el árbol
de la constelación asociada a I. Haremos la prueba por inducción en l(v).
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 Si l(v) = 0, entonces v = ordA y por lo tanto solo necesitamos probar 2., pero 2., en este
caso, es trivial.
 Si l(v) > 0 entonces existe i 6= 0 tal que v es de clase i. SeaB la transformación cuadrática
de A conM(A) = (xi)B, sea N =
µQd
i=1
i6=j
³
xj
xi
´aj¶
(xi)ordA(M)−ordA(I ) ∈ B y sea IB la
transformación débil de I en B. Si probamos que v(N ) ≥ v(IB) entonces:
v(M )− ordA(I)v(xi) = v(N) ≥ v(IB) = v(I)− ordA(I)v(xi)
y tendremos el resultado deseado.
a. Para 1., si v en B tiene clase i entonces ordB(N) − ordA(M ) + ordA(I) ≥ ordA(I) ≥
≥ ordB(IB) y por la hipótesis de inducción tenemos que v(N ) ≥ v(IB). Si v tiene
clase j 6= i en B ordB(N ) ≥ ordA(I) ≥ Pv(IB) por las desigualdades de proximidad.
Entonces por la hipótesis de inducción tenemos que v(N )≥ v(IB).
b. Para 2.
I Si v tiene clase i en B, entonces ordB(N ) ≥ ordA(M) − ordA(I) ≥ Pv(I )−
−ordA(I) = Pv(IB ), y por la hipótesis de inducción tenemos que v(N ) ≥ v(IB).
II Si v no tiene clase i en B entonces Pv(I ) = ordA(I) + ordB(IB)
Si v = ordB, tenemos que v(N ) = ordB (N ) ≥ ordA(M )− ordA(I) ≥ ordB(IB) =
= v(IB)
Si v tiene en B clase j 6= i,0 entonces ordB (N ) − aj ≥ ordA(M ) − ordA(I) ≥
≥ ordB(IB) y se tiene por la hipótesis de inducción que v(N )≥ v(IB).
Utilizando las técnicas anteriormente estudiadas, veremos que el producto de ideales comple-
tos de soporte finito no es en general completo, que la transformada débil de un ideal monomial
completo de soporte finito no es completa y que tampoco las potencias de un ideal monomial
completo de soporte finito son, en general, completas, con lo que tenemos que los resultados de
la teoría de Zariski sobre ideales completos no son generalizables a dimensiones superiores a
2. Recuerdese que la teoría de Campillo, González-Springer y Monique Llejeune muestra que,
no obstante, estos ideales satisfacen propiedades análogas a los de la teoría de Zariski. Nuestra
observación anterior quiere decir que habría tres propiedades importantes (las ya citadas) queno
admiten generalización. Este hecho muestra la importancia de encontrar condiciones sobre los
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ideales completos monomiales de soporte finito, o sobre los divisores asociados a dichos ide-
ales, que nos permitan saber si las potencias de dicho ideal son completas para la resolución de
nuestro problema.
EJEMPLO 3.1 Sea A un anillo local regular de dimensión 3 y sea {x, y, z} un sistema regular
de parámetros de A. Sea I ⊆ A el ideal asociado al rbol:
1
3
3
2
2
1
2
1 1
3 2
1
1
1
4
2
1
3
1
3
1
3
1
El ideal asociado a este árbol es I =< xy3, z4, x3z2, x2y 2z, x2yz2, x2z3, xy2z2, xyz3, y5, y4z,
y3z2, y2z3, x4y2, x4yz, x7, x6y, x6z > A.
Claramente se tiene que t = x3yz5 pertenece I ∗ I, ya que:
t3 − £(xy3)(x2z3)¤ (x3z2)2(z4)2 = 0
es decir, existe una ecuación de dependencia entera sobre I2. Sin embargo t /∈ I2, ya que como
ordA(I) = 4 entonces para ponerlo como el producto de dos elemento de I é stos deberán ser
uno de grado 4 y otro de grado  5, pero la única posibilidad es z4(x3yz) pero x3yz /∈ I, como
se puede ver a través de los generadores de I.
OBSERVACION3.8 Si tenemosun ideal I ⊆ A y B es la transformada cuadrática para la cual se
tiene que M(A)B = (xi)B , entonces el á rbol asociado al completado de IB es, evidentemente,
el que se obtiene del asociado a I al que se le han suprimido todas las ramas que salen del
origen que no estan etiquetadas con i y al que se le ha eliminado el punto asociado a A, ya
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que todo punto base de IB es un punto base de I y los puntos base de I que no infinitamente
próximos a B no son puntos base de IB .
Veamos que, en general, la transformada débil de un ideal completo finitamente soportado no
es completo.
EJEMPLO 3.2 Consideraremos un anillo local (A,M(A)) de dimensión 3 y un sistema regular
de parámetros de dicho anillo {x, y, z} y el ideal correspondiente al siguiente á rbol:
1
3
3
2
2
1
2
1 1
3 2
1
1
Es decir, I =< xz2, y3, x3y, x3z, x2yz, xy2z, y2z2, yz3, z4, x5 > A.
El cierre integro de la transformada dé bil de I en la transformación cuadrática B en la que
M(A)B = (x)B estáasociado al á rbol:
2
2
1
3
1
Ahora (z/x)(y/x)2 no estáIB , ya que xyz, xy2, y2z /∈ I, pero,
(z/x)2(y/x)4− ¡(z/x)2(y/x)¢¡(y/x)3¢ = 0
con lo que (z/x)(y/x)2 ∈ IB y por tanto la transformada dé bil de un ideal completo de soporte
finito no es completo, al contrario de lo que ocurre dimensión dos.
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De todo esto se deduce que en dimensión superior a dos no tenemos ninguna de la buenas
propiedades que sedan en dimensión dos como consecuencia de la teoría deZariski sobre ideales
completos.
A continuación trataremos de restringir los ideales monomiales completos de soporte finito
para los cuales podemos transladar los resultados de la teoría de Zariski para ideales completos.
Como ya hemos visto anteriormente, estos ideales formarán un semigrupo que llamaremos el
semigrupo tórico especial de un anillo local regular.
Recordemos, también, que el segundo problema planteado en esta sección estaría resuelto si
conseguimos encontrar en cada célula de eP (Z/X) divisores cuyo ideal asociado pertenezca a
este semigrupo.
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3.2 Ideales monomiales completos de soporte finito de tallo i
Como hasta ahora hemos visto los ideales monomiales completos de soporte finito en
dimensión d > 2 no tienen las propiedades que necesitamos en nuestro estudio de las
variedades intermedias a dos dadas. Nuestro objetivo es, ahora, determinar que condiciones
deben cumplir estos ideales, o equivalentemente los divisores asociados, o el árbol d-nario aso-
ciado, para que se tengan estas propiedades.
Antes de alcanzar nuestro objetivo estudiaremos un conjunto de ideales completos de soporte
finito, llamados ideales de tallo i, ya que sus propiedades nos ayudaran a construir un subsemi-
grupo (el semigrupo tórico especial) en el cual se den todas estas propiedades.
Estos ideales tienen algunas propiedades importantes tales como que su transformada débil
es completa, pero, desgraciadamente, el producto de dos de estos ideales no es, en general,
completo ni poseen una estructura algebraica compatible con el producto ∗, por ejemplo, no
forman un subsemigrupo del semigrupo de ideales completos de soporte finito.
Fijaremos un anillo local regular (A,M) de dimensión d y un sistema regular de pará-
metros de A, {x1, . . . , xd}.
DEFINICION 3.9 Sea I ⊆ A un ideal monomial completo de soporte finito, decimos que I es de
tallo i 6= 0 si el á rbol asociado a I tiene al menos dos puntos y adems todas las valoraciones
asociadas a dichos puntos distintas de ordA son de clase i, es decir, si el á rbol asociado a I
tiene una sóla rama partiendo del origen que estáetiquetada con i.
Nuestro objetivo es, ahora, probar que el producto de ideales completos de soporte finito de
tallo i es completo bajo determinadas condiciones. Veremos antes unos casos particulares que
nos ayudarán a la hora de ver el caso general.
PROPOSICION 3.7 Sea I ⊆ A un ideal monomial completo de soporte finito de tallo i 6= 0,
entonces I ∗M = IM.
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Demostraci ón
SeaM =
Qd
j=1 xj
aj un generador minimal de I ∗M y v ∈ V de clase i.
 Si ai 6= 0 entonces seaN =
µQ
j=1
j 6=i
xj aj
¶
(xi)ai−1, entonces
v(N) = v(M )− v(xi) ≥ v(I) + v(M)− v(xi) = v(I)
y por tanto N ∈ I.
 Si ai = 0, entonces existe k tal que ak 6= 0; sea N =
µQ
j=1
j 6=k
xj aj
¶
(xk )ak−1, ya que
ordA(N) − ai ≥ ordA(I), por el lema 3.1 v(N) ≥ v(I), y N ∈ I.
LEMA3.2 Sean I, J ⊆ A dos ideales monomiales completos de soporte finito, I de tallo i 6= 0
y J un ideal cuyas valoraciones esenciales no sean de clase i; seaM =
Qd
j=1xj
aj y v una
valoraci ón de clase i entonces si ordA(M)−ai ≥ ordA(I) y ordA(M) ≥ ordA(I ∗ J) entonces
v(M) ≥ v(I ∗ J)
Demostraci ón
Como ordA(M) − ai ≥ ordA(I) entonces existen bj ∈ N (j = 1, . . . , d) (j 6= i) tales que
bj ≤ aj y con  Pbj = ordA(I); sea X = Q xbjj e Y = ³Qj 6=i xaj−bjj ´xaii . Por el lema 3.1
v(X) ≥ v(I) y además
v(Y ) ≥ [ordA(M )− ordA(I)] v(xi) ≥ [ordA(I ∗ J )− ordA(I)] v(xi) = ordA(J )v(xi) = v(J )
Luego v(M ) = v(X) + v(Y ) ≥ v(I) + v(J ) = v(I ∗ J )
LEMA3.3 Sea I ⊆ A un ideal monomial completo de soporte finito de tallo i 6= 0, y sea J ⊆ A
un ideal monomial completo de soporte finito de tallo j 6= 0, i, entonces I ∗ J = IJ.
Demostraci ón
SeaM =
Qn
j=1 xj
aj un generador minimal de I ∗ J , entonces tenemos tres casos:
1. Si ai ≥ ordA(J) = r: SeaN = xir y N 0 = M/N , por el lema 3.1 v(N) ≥ ordA(J ) para
toda v ∈ V de clase j y entonces N ∈ J ; además si w ∈ V es de tallo i:
v(N0) = v(M )− v(N ) ≥ v(I) + v(J) − rv(xi) = v(I) + rv(xi)− rv(xi) = v(I)
y N 0 ∈ I.
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2. Si aj ≥ ordA(I) entonces por un razonamiento similar tenemos el resultado deseado.
3. Si aj < ordA(I ) = s y ai < ordA(J ) = r entonces existen bm ≤ am m 6= i, j tales queP
m bm + ai = r. Sea N = (
Q
m xm
bm )xiai. Ahora por el lema 3.1 N ∈
∈ J , y N0 =M/N ∈ J , ya que ordA(N 0)− 0 ≥ ordA(I).
LEMA3.4 Si I1, I2, I3 ⊆ A son tres ideales monomiales completos de soporte finito de tallo ij,
con ij 6= ik si j 6= k e ij 6= 0 entonces I1I2I3 es un ideal completo.
Demostraci ón
SeaX =
Q
m xm
am un generador minimal de J = I1 ∗ I2 ∗ I3, y bj = ordA(Ij).
Para simplificar, podemos suponer, sin perdida de generalidad, que ij = j, y que b1 ≤ b2, b3;
Sea cm =
P
l 6=m bl, donde bl = 0 si l 6= 1,2,3.
 Si existe un j ∈ {1, 2,3} tal que aj ≥ cj entonces si X 0 = xjcj e Y = X/X0, entonces por
el lema 3.1 X0 ∈Q∗m 6=j Im y si  v es una valoración de tipo j
v(Y ) = v(X)− v(X0) ≥ v(J )− cjv(xj) = v(Ij )
y, por tanto, Y ∈ Ij y X ∈ I1I2I3.
 Si ∀j ∈ {1,2,3} aj < cj, entonces tenemos que ordA(I ) = ordA(X), ya que en caso
contrario X no ser í a un generador minimal.
Tenemos 3 casos:
a. a3 > b2 y a2 > b3: Evidentemente b2 + b3 ≥ b2 + b3 − a1 y por hipótesis tenemos que
b2 + b3 − a1 ≥ 0. Existen, entonces, D2,D3 ∈ N con D2 ≤ b2 y D3 ≤ b3 tales que
D2 +D3 = b2 + b3 − a1.
SeaX0 = x1a1x2D3x3D2 e Y = x2a2−D3x3a3−D2
Q
j 6=1,2 ,3 xj
aj .Ya quea2−D3+a3−D2+P
j 6=1,2,3 aj = b1 tenemos que Y ∈ I1. Probaremos ahora que X0 ∈ I2 ∗ I3; observemos
que:
D2 + a1 = b2 + b3 −D3 ≥ b2
D3 + a1 = b2 + b3 −D2 ≥ b3
y entonces por el lema 3.2 y el lema 3.3 tenemos el resultado deseado.
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b. a3 ≤ b2 y a2 > b3 o a3 > b2 y a2 ≤ b3: Probaremos el primer caso y por simetría
tendremos el segundo.
Por hipótesis tenemos que a1 ≤ b3 + b2 y quePj 6=1 ,2 aj + b3 ≥ b2 + b3 − a1 ≥ 0 y
entonces existen Dj ≤ aj y e ≤ b3Dj, e ∈ N tal que
P
j 6=1,2Dj + e = b2 + b3− a1.
Definimos X0 = x1a1x2e
Q
j6=1,2xj
Dj y Y = x2a2−e
Q
j 6=1,2 xj
aj−Dj .
ClaramenteX =X 0Y y adems, Y ∈ I1. AhoraX
j 6=1,2
Dj + a1 = b2 + b3 − e≥ b2X
j 6=1,2 ,3
Dj + e+ a1 = b2 + b3 −D3 ≥ b2 + b3− a3 ≥ b3
y entonces por el lema 3.2 y el lema 3.3 tenemos el resultado deseado.
c. a3 ≤ b2 y a2 ≤ b3: Sabemos por hipótesis que 
P
j 6=1 aj ≥ b1 y entonces existen números
naturales Dj tales que Dj ≤ aj , y
P
j 6=1Dj = b1. Consideremos X
0 =
Q
j 6=1 xj
Dj e
Y = x1a1
Q
j 6=1 xj
aj−Dj .
Claramente tenemos que X 0 ∈ I1. AdemásX
j 6=1 ,2
(aj −Dj ) + a1 =
X
j 6=2
aj +D2− b1 =
X
j
bj − a2 +D2 − b1 = b2 + (b3 − a2) +D2 ≥ b2X
j 6=1 ,3
(aj −Dj ) + a1 =
X
j 6=3
aj +D3− b1 =
X
j
bj − a3 +D3 − b1 = b3 + (b2 − a3) +D3 ≥ b3
y entonces por el lema 3.1 y el lema 3.2 tenemos el resultado deseado.
PROPOSICION 3.8 Sea It, t ∈ I ⊆ {1, . . . , d} ideales, tales que It es un ideal monomial com-
pleto de tallo i entonces
Q
t∈I It es un ideal completo.
Demostraci ón
Sea J =
Q∗
t∈I It y X =
Q
m xm
am un generador minimal de J. Sea bj =
= ordA(Ij), y cj =
P
i6=j bi , donde bi = 0, si  i /∈ I . Para simplificar la notación, podemos
suponer que 1 ∈ I , y que b1 ≤ bt, ∀t ∈ I. Haremos la prueba por inducción en l = |I |.
Si l = 1 es trivial; si l = 2 entonces, es el lema 3.3, si l = 3 es el lema 3.4. Podemos suponer
que l > 3.
101
 Si existe un j ∈ I tal que aj ≥ cj entonces sea X0 = xjcj e Y = X/X 0. Por el lema 3.1
X 0 ∈Q∗m 6=j Im y si v es una valoración de tallo j entonces
v(Y ) = v(X)− v(X0) ≥ v(J )− cjv(xj) = v(Ij )
y por tanto Y ∈ Ij y X ∈
Q
m Im.
 Si ∀j ∈ I aj < cj, entonces ordA(I) = ordA(X) ya que en caso contrario X no es un
generador minimal de I. Tenemos dos casos:
a.∃j ∈ I j 6= 1 tal que P l∈I
l 6=1l6=j
bl < aj: Sea r ∈ I con r 6= 1, j , X0 = xjbr e Y =X/X 0.
Por el lema 3.1 X 0 ∈ Ir y si s 6= r, j y s ∈ I entoncesX
l 6=j
l 6=s
a l+ aj − br >
X
l6=j
l6=s
al +
X
l 6=1
l6=j
l 6=r
bl ≥ bs
Si v es una valoración monomial de tallo j entonces
v(Y ) = v(X)− v(X 0) ≥ v(J )− btv(xj) = v(
∗Y
t6=r
It)
y por tanto Y ∈Q∗t6=r It , y X ∈Qt It por hipótesis de induccin.
b.∀j ∈ I j 6= 1 tenemos que Pl∈I
l 6=j
l 6=1
bl ≥ aj: Por hipótesis tenemos que
Pd
l=2 al ≥ b1
entonces existen números naturales Dj con 2 ≤ j ≤ d tales que Dj ≤ aj y conPd
j=2Dj = b1. Sea X
0 =
Qd
j=2xj
Dj e Y = x1a1
³Qd
j=2 xj
aj−Dj
´
. Evidentemente
X =X 0Y y claramenteX0 ∈ I1, asque sólo necesitamos probar que Y ∈
Q∗
j∈I
j 6=1
Ij; pero
esto se tiene por el lema 3.2 ya que si s 6= 1 se tiene que
a1 +
X
j 6=1 ,s
(aj −Dj ) =
X
j 6=s
aj − b1 +Ds =
X
j 6=1
bj−as+Ds = bs+Ds +
ÃX
j 6=1,s
bj − as
!
≥ bs
LEMA3.5 Si I ⊆ A es un ideal monomial completo de soporte finito de tallo i 6= 0, y si B es
una transformación cuadrática de A en xi , y Z = (
Qd
j=1
j 6=i
(xj/xi)aj)xiai es un generador minimal
de IB entonces
ai ≥
dX
j=1
j 6=i
aj − ordA(I)
102
Demostraci ón
Supongamos que ai <
Pd
j=1
j 6=i
aj − ordA(I), entonces existen bj ≤ aj con j 6= i tales queP
j bj = ordA(I). Sea Z
0 =
Q
j xj
bj ∈ I por el lema 3.1; y por la definición de tranformada
débil de I en B, Z = Z0/xir ∈ IB, donde r = ordA(I), pero Z es un divisor de Z ya que
Z =
Q
j
µ
xj
xi
¶bj
; contracción.
COROLARIO 3.1 Si I ⊆ A es un ideal monomial completo de soporte finito de tallo i 6= 0, y si
B es una transformación cuadrática de A entonces IB es completo.
Demostraci ón
Sea B la transformación cuadrtica de A en xj.
 Si i 6= j entonces IB = B , y el resultado es trivial.
 Si i = j entonces sea Z = (Qdj=1
j 6=i
(xj/xi)aj)xiai un generador minimal de IB.Sea Z 0 =
= (
Qd
j=1
j 6=i
xj aj)xit , donde t = ai+ordA(I)−
Pd
j=1
j 6=i
aj; por el lema 3.4Z 0 ∈ A. Por otro lado,
Z 0 = xiordA(I )Z y ordA(I) ≤ ordA(Z 0) entoncesZ 0 ∈ I y por tanto Z ∈ IB.
En el siguiente ejemplo, veremos que no podemos esperar que el producto de dos ideales del
mismo tallo sea completo, si este tallo es distinto de 0.
EJEMPLO 3.3 Sea A un anillo local regular de dimensi ón 3, {x, y, z} un sistema regular de
parámetros y sea I el ideal asociado al á rbol:
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1
3
3
1
2
2
2
1 1
2 1
1 1
5
2
es decir, I =< x5, x4y, x4z, x3yz, x3z2, x2y 2z, x2yz2, x2z3, xyz3, xz4, z5, x3y3, xy3z2, y3z3,
y2z4, x2y5, xy5z, y5z2, xy 7, y 8, y7z > A.
Sea J el ideal asociado al á rbol:
1
2
1
es decir, J =< x, y2, z > A.
Entonces t = xy 6z ∈ I ∗ J ya que:
t2− [z(x2y2z)][y2(y8)] = 0
pero y6z, xy4z, xy6 /∈ I, y entonces, t /∈ IJ.
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3.3 El semigrupo tórico especial de un anillo local regular
Recordemos que si fijamos un punto P (visto algebraicamente, un anillo local regular de
dimensión d (A,M)), ver sección 1.3, a cada punto infinitamente próximo a P , Q, se le puede
asociar un divisor dado por:
DQ =
X
Q0≤P
mQQ0E
∗
Q0
dondeE ∗Q0 es la imagen del divisor excepcional de la explosión en Q0 por el morfimo que vade la
variedad obtenida por las explosiones sucesivas en la cadena de puntos infinitamente próximos
que va de A a B a la variedad en la que se encuentra A, mQQ = 1, mQQ0 = 0 si Q £ Q0
y mQQ0 =
X
Q00 Q
mQQ00 si Q ≤ Q0. Cada uno de estos divisores cumple las desigualdades de
proximidad y por tanto tiene en A asociado un único ideal monomial completo de soporte finito
que llamaremos PP,Q. Estos ideales se llamarán ideales de Lipman.
OBSERVACION3.9 Los ideales de Lipman son ideales de tallo i 6= 0 si P 6= Q, y de tallo 0 si
P = Q
DEFINICION 3.10 Decimos que I ∈ S(A) si I es igual al ∗-producto de ideales de Lipman.
Llamamos a S(A) el semigrupo tórico especial de A.
OBSERVACION3.10 Claramente S(A) y la operación ∗ forman un semigrupo; éste es el mayor
semigrupo con la operación ∗ contenido en los ideales monomiales completos de soporte finito
en el que tenemos factorización única con factores que sean ideales de Lipman.
Veremos que en S(A) el ∗-producto es igual al producto usual.
LEMA3.6 SeanPP,Qj ideales de Lipman con j ∈ I y |I| <∞ tales que todos ellos son ideales
de tallo i, entonces
Q
j∈IPP,Qj es un ideal completo.
Demostracin
Sea J =
Q∗
j∈I PP,Qj y X un generador minimal de J ; haremos la prueba por inducción en
l = max(l(PP,Qj)), donde l(PP,Qj ) es la longitud del camino que une P con Qj .
 Si l = 0 entonces todos los ideales esenciales son el ideal maximal, y el producto usual es
una potencia del ideal maximal, que es completo.
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 Si l > 0 entonces existe i 6= 0 tal que todos los ideales tienen tallo i; seaB la transformación
cuadrática de A tal que MB = (xi)B y Q00 el punto asociado a B.
Ya que
Q
j∈I PQ00 ,Qj es completo, por la hipótesis de inducción, entonces tenemos que JB =
=
Q
j∈I PQ00 ,Qj .
Si r = ordA(J) entonces por el lema 3.5 X/xir =
Q
j∈I xj con xjxi
rj ∈ A donde xj está
en la transformada débil de PP,Qj y rj = ordA(PP,Qj), con lo queX =
Q
j∈I(xj)xi
rj y por
tanto X ∈Qj∈I PP,Qj y este producto es completo.
COROLARIO 3.2 Sea I =
Q
j∈I PP,Qj entonces I es completo, e I ∈ S(A).
Demostraci ón
I =
Q∗
j∈I PP,Qj ; reordenando los factores, si es necesario, I es el ∗-producto de ideales comple-
tos de tallo distinto, y entonces por la proposición 3.8, este producto es igual al producto usual,
pero cada factor es el producto de ideales de Lipman del mismo tallo y entonces por el lema 3.6
este producto es igual al producto usual y tenemos el resultado pedido.
PROPOSICION 3.9 Si I ∈ S(A) entonces ∃! nP ≥ 0 tales que
I =
Y
Q≤P
PQ,P nQ
Demostraci ón
Es trivial por el anterior resultado y por la factorización ú nica establecida en [L2] .
PROPOSICION 3.10 Si I ∈ S(A) y Q es un punto infinitamente próximo a P entonces IQ es un
ideal completo.
Demostracin. Por [L2] y el corolario 3.1 la transformada débil de un ideal de Lipman es un
ideal de Lipman, y entonces si
I =
Y
R≤P
P P,RnR
tenemos que
IQ =
Y
R≤Q
PQ,RnR = IQ
TEOREMA 3.2 Si I, J ∈ S(A) entonces IJ es un ideal completo.
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Demostraci ón
Por la factorización única y la anterior proposición 3.9 ∃nQ ,mQ ≥ 0 tales que I =
QPP,QnQ
y J =
QP P,QmQ . Ahora, por la factorización ú nica y la proposición 3.9 tenemos que I ∗ J =
=
Q PP,QmQ+nQ = IJ .
Este teorema da a S(A) la estructura de semigrupo con el producto usual de ideales.
Vemos ahora una caracterización de los ideales en S(A) en función de los pesos del árbol
asociado a I.
PROPOSICION 3.11 Sea I ⊆ A un ideal monomial completo de soporte finito, I ∈ S(A) si y
só lo si, para todo P en el á  rbol asociado a I tenemos que:
m(P )≥
dX
i=1
m(P, i)
donde m(P, i) = m(P (i)) +
P
j 6=i
P
t≥1m(P (i, j, t)), m(P (i)) es el peso del sucesor de P
en el lado etiquetado con i, y m(P (i, j, t)), es el peso del sucesor de P (i, j, t − 1) en el lado
etiquetado con j si t > 1, y si t = 1 es el peso del sucesor de P (i) en el lado etiquetado con j.
Demostraci ón
Ya que m(P ) ≥ Pdi=1m(P, i) es una desigualdad lineal, es bastante probarla para el caso de
ideales de Lipman, pero en este caso son las desigualdades de proximidad.
Si I es un ideal monomial completo de soporte finito e I cumple las desigualdades m(P ) ≥
≥ Pdi=1m(P, i) entonces IQ ∈ S(B) (siendo B el anillo local regular asociado a Q), por
hipótesis de inducción en el nú mero de puntos base de I. Entonces I =MtQ∗P P,RnR, donde
(PQ,R)nR esté en la factorización de IQ para algún Q que esté en el primer vecindario  infinite-
simal de P y t = ordA(I)− ordA(
Q∗ PA,CnC ) ≥ 0, y entonces I ∈ S(A).
PROPOSICION 3.12 Si I ∈ S(A) existe una biyección entre los generadores minimales de I y
los generadores minimales deMb, donde b = ordA(I).
Demostraci ón
Podemos suponer que b 6= 0, ya que si b = 0 la proposición es trivial.
Como I ∈ S(A) existen Ij , j ∈ I ⊆ {0,1,2, . . . , d} ideales monomiales completos de soporte
finito de tallo j tales que I =
Q∗
j∈I Ij ; sea bj = ordA(Ij) y definimos para cada j ∈ I cj =
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=
P
i∈I
i 6=j
bi y cj = b si j /∈ I.
SeaX =
Qd
i=1 xi
ai un generador minimal de I
 Si existe un aj > cj para algún j ∈ I entonces 
Pd
i=1
i6=j
ai < bj (∗) ya que si
Pd
i=1
i 6=j
ai ≥ bj
tenemos queX 0 =X/xj ∈ I por el lema 3.1, y entonces X no es un generador minimal de
I.
 Podemos definir
φ(X) = (
dY
i=1
i 6=j
xi
ai)xj
t
donde t = b −Pdi=1
i6=j
ai.
 Si para todo j ∈ I aj ≤ cj y ordA(X) > b entonces si k es tal que ak 6= 0 X0 = X/xk ∈ I
por el lema 3.1 y X no es un generador minimal . Entonces si ∀j ∈ I aj ≤ cj tenemos que
ordA(X) = ordA(I ) y podemos definir φ(X) = X.
Observos que φ estábien definida, ya que si existen i, j ∈ I i 6= j tales que ai > ci , aj > cj,
entonces X0 = X/xi ∈ I por el lema 3.1.
Ahora construiremos la inversa. Para ello consideremos τ : R −→ N la aplicación tal que τ (x)
es el menor nú mero en Nmayor o igual a x.
SeaX =
Q
d
i=1 xi
ai tal que
Pd
i=1 ai ≥ b
 Si existe un j ∈ I con aj > cj entonces consideraremos el nú mero t = max((v(I) −
−v(X))/v(xj)) donde el máximo es tomado en todas las valoraciones de clase j asociadas
a I; sea t0 = τ(t), entonces Φ(X) = Xxjt
0. Es fcil ver que Φ(X) es un generador minimal
de I y que φ ◦ Φ(X) = X.
 Si ∀j ∈ I tenemos aj ≤ cj entonces v(X) ≥ v(I) para toda valoración monomial asociada
a I, y entoncesX ∈ I . En este caso definimos Φ(X) = X
Es fácil ver, ahora, que φ ◦Φ(X) =X y que Φ ◦ φ = I d.
OBSERVACION3.11 Observemos que la anterior proposición es cierta cuando I esel ∗-producto
de ideales de tallo j , donde dos ideales distintos tienen tallo distinto, y no sólo cuando I ∈
∈ S(A).
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COROLARIO 3.3 Si I ∈ S(A) y b = ordA(I ) entonces el número de generadores minimales de
I es igual a el nú mero de generadores minimales de M(A)b.
Esta biyección nos da un algoritmo para encontrar los generadores minimales de I, si cono-
cemos las valoraciones monomiales asociadas a I, y una factorización de I en productos de
ideales de tipo i, donde dos ideales distintos tienen distitnto tipo.
Una vez estudiado en profundidad el semigrupo tórico especial de un anillo local regular
podemos volver al problemaobjetivo de esta Memoria, dar condiciones suficientes para saber si
un ideal monomial completo de soporte finito cumple que sus potencias también son completas.
Evidentemente, de los resultados obtenidos en esta sección este problema se resuelve diciendo
que dicho ideal debe estar en el semigrupo tórico especial.
Podemos ahora preguntarnos dada una constelación tórica que condiciones debe cumplir
dicha constelación para que todos los ideales monomiales completos cuyo soporte sea dicha
constelación estén en el semigrupo tórico especial. La respuesta a dicha pregunta se tiene
comparando las desigualdades de proximidad que deben cumplir todos los ideales mono-
miales con soporte en la constelación con las desigualdades que deben cumplir los ideales que
pertenecen al semigrupo tórico especial del origen de la constelación. Evidentemente para que
las desigualdes de proximidad garantizen que se cumplen también las desigualdades que carac-
terizan el semigrupo tórico especial, la constelación debe cumplir las mismas condiciones que
se han dado, ver sección 3.1, para que el cono de curvas sea regular. Dicho de otra forma el
cono de curvas es regular si y solamente si se tiene que todos los ideales soportados sobre la
constelación están en el semigrupo trico especial.
En terminos de los conos característicos el semigrupo tórico se puede interpretar como un
subcono de eP (Z/X) (El generado por los divisores asociados a los ideales de Lipman). En el
caso regular en el cual el cono característico es poliedrico estos dos conos coinciden (y por tanto
todos los ideales soportados sobre la constelación están en el semigrupo tórico especial). Ya
que los divisores asociados a los ideales de Lipman son, en este caso, los vectores extremales,
podemos fácilmente encontrar las células (no son más que los conos abiertos generados por un
subconjunto cualquiera de dichos elementos extremales). De esta forma podemos saber cuan-
tas variedades intermedias existen. Para ello sólo hay que tener en cuenta que hay 2m células,
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donde m es el número de puntos. Como dos de estas células (la de dimensión 0 y la de dimen-
sión máxima respectivamente) corresponden a la variedades X y Z , entonces el nú mero total
de variedades intermedias es 2m − 2. Aún más, podemos encontrar de forma explicita estas
variedades, ya que basta con elegir un ideal en cada célula (como todos están en el semigrupo
tórico, todos nos producen variedades normales) y explotarlos. Además los ideales de Lipman
son los elementos extremales del cono caracterstico y por tanto cada célula de dimensión r se
caracteriza por las combinaciones lineales con coeficientes positivos de r de estos elementos
extremales, por lo cual tenemos localizandas todas las variedades intermedias, al menos, en el
caso tórico y regular.

Capítulo4
Estudio homológico de los ideales del
semigrupo tórico especial
En este capítulo, para completar nuestro estudio de los ideales pertenecientes al semigrupo
tórico especial, realizaremos un estudio homológico de dichos ideales que tendrácomo fina-
lidad la determinación de las sicigias de la resolución minimal y el cálculo de los nú meros de
Betti. Para ello, en la primera sección, construiremos una resolución minimal de dichos ideales,
considerados como A-módulos.
Para encontrarla, lo haremos, de hecho, globalmente. Es decir, sustuiremos nuestro anillo
local regular de dimensión d por el anillo de polinomios en d variables con coeficientes enteros,
que llamaremos R. Podemos transladar nuestro idealmonomial a este nuevo anillo considerando
el ideal generado por los mismos monomios pero en las nuevas indeterminadas.
Una vez conseguida la resolución minimal para este nuevo anillo obtendremos la del anillo
local regular realizando un producto tensiorial como Z-módulos por el anillo de partida.
Para determinar esta resolución minimal utilizaremos un razonamiento similar al utilizado
en [El] , con las debidas modificaciones. Estas modificaciones consisten en dividir los gene-
radores del idealmonomial de soporte finito en d+1 clases distintas, de formaque en cada unade
ellas, con un orden especial, podamos utilizar la derivación propia de los idealesestables. Obser-
vamos que estos razonamientos están basados en el hecho deque para todo ideal perteneciente al
semigrupo tórico especial existe una factorización en ideales monomiales completos de soporte
finito de clase i, con todos los factores de distinta clase. No obstante existen ideales comple-
tos de soporte finito para los cuales existe esta factorización, pero que no pertenecen al semi-
grupo tórico especial; para estos ideales también se tendra la resolución minimal anteriormente
mencionada.
Una vez establecida dicha resolución, en la sección segunda, determinamos los nú meros
de Betti de los ideales del semigrupo tórico especial. La determinación, una vez conocida la
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resolución minimal, ha resultado muy simple ya que, con un razonamiento muy sencillo, se
puede mostrar que coincide con el rango de los módulos libres encontrados.
Observamos que dichos nú meros de Betti sólo dependen, a parte del índice, de la dimensión
y del orden del ideal del semigrupo tórico especial, por lo cual coinciden con los de la potencia
del maximal que tiene el mismo orden que el ideal considerado. Damos, en esta misma sección,
también una fórmula combinatoria que nos permite encontrar dichos números.
En la tercera sección calculamos los módulos de sicigias de un ideal perteneciente al semi-
grupo tórico especial. Para ello utilizamos de forma esencial que la resolución minimal que
hemos encontrado es una resolución exacta. En función de esta resolución damos los módulos
de sicigias del ideal considerado, como las imágenes por cada derivación de los módulos libres
que componen la resolución minimal.
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4.1 Una resolución minimal para los ideales pertenecientes al semigrupo tórico especial.
En esta sección estudiaremos una resolución minimal para los ideales del semigrupo tórico
especial que, en secciones siguientes de esta Memoria, utilizaremos para calcular las sicigias y
los números de Betti de dichos ideales.
Para la construcción de la resolución minimal seguiremos un razonamiento similar, aunque
con las necesarias y lógicas transformaciones para adaptarlo a nuestro caso, al seguido por
Eliahou y Kervaire en [El] .
La relacción entre los ideales estables, y los elementos del semigrupo tó rico especial se
establece a través de la biyección que existe entre los generadores de los ideales del semigrupo
tórico especial y una potencia del ideal maximal adecuada, que pertenece a los ideales estables.
Podemos entender los ideales del semigrupo tórico especial, como un ’pegado’ de ideales
estables con una zona de transición que garantiza que el ’pegado’ se lleva a cabo de forma
coherente, en los que hemos utilizado para definirlos unos ordenes distintos al habitual para los
nú meros {1, ..., d} donde d es la dimensión del anillo A.
Con estas ideas veremos como se transforma el razonamiento hecho en por Eliahou y
Kervairey y como dicho razonamiento nos conduce a la resolución minimal de los ideales del
semigrupo tórico especial.
DEFINICION 4.1 Dado un anillo local (A,M) y un  A-módulo B , decimos que (Li , di) es una
resolución minimal de B si (Li, di) es una resolución deB y además di(Li) ⊆MLi−1.
En esta sección de la Memoria cambiaremos un poco la notación con el fin de hacerla más
simple.
Sea (A,M) un anillo local regular de dimensión d, {x1, . . . , xd} un sistema regular de pará-
metros de A e I un elemento del semigrupo tórico especial de A.
Consideremos el anillo R = Z[X1, . . . , Xd], ϕ el homomorfismo canónico de R en A que
cumple que ϕ(Xj) = xj , entonces consideremos el ideal en R generado por los elementos
u = ϕ−1(w) donde w recorre los elementos de un sistemaminimal degeneradores de I formado
pormonomios en x1, . . . , xd. Por simplicidad a tal sistema degeneradores lo llamaremos a partir
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de ahora le llamaremos sistema minimal de generadores de I y a sus elementos generadores
minimales.
Por el siguiente teorema debido a J. Eagon yM.Hochster en [E] tenemos que basta encontrar
una resolución minimal de J para tener una resolución minimal de I.
TEOREMA 4.1 Con la notación anteriormente introducida si (Li, di) es una resoluciónminimal
de J entonces (Li ⊗R A,di ⊗R Id) es una resolución minimal para I.
Como I estáen el semigrupo tórico especial existen ideales Ii i = 0, . . . , d tales que I =
Q
Ii
y para los que se cumple que cada Ii es de tipo i si Ii 6= A. Estos ideales nos dan también una
factorización de J en los ideales Ji = ϕ−1(Ii).
Existe, por lo ya visto en la secció n tres del capítulo cuatro, una biyección entre los gene-
radores minimales de J y los generadores minimales de M t con t = ordM(I), siendo M =
= (X1, . . . , Xd)R. Dicha biyección serádenotada por φ.
DEFINICION 4.2 Sea X =
Qd
j=1X
aj
j un monomio. El orden <i es tal que 1<i . . . <i i − 1<i
<i i + 1<i . . .<i d − 1<i d<i i. Claramente el orden <d es igual al orden natural. Cada <i
induce un orden lexicográfico inverso. maxi(X) (mini(X)) es el maximo (minimo) índice en el
orden <i con exponente en X no nulo. Para simplificar, escribiremos, algunas veces, max(X)
(min(X)) en lugar de maxd(X) (mind(X))
DEFINICION 4.3 Con la notaci ón ya vista, definimos  bj = ordA(Ij) y cj =
P
i 6=j bi.
DEFINICION 4.4 Sea u un generador minimal de J y φ(u) =
Qd
j=1X
aj
j , decimos que u es de
clase i 6= 0 existe un i tal que ai > ci .
Si u no es de clase i para ningn i 6= 0, entonces decimos que u es de clase 0.
DEFINICION 4.5 e(j1, . . . , js ;u) es un símbolo posible si j1 < j2 < . . . < js y u es un gene-
rador minimal de J .
Si e(j1, . . . , js;u) es un símbolo posible, entonces ord[e(j1, . . . , js;u)] = s.
Cs = ⊕e(j1, . . . , js ;u)R, donde e(j1, . . . , js; u) es un símbolo posible de orden s y C−1 = J
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DEFINICION 4.6 Dado e(j1, . . . , js;u), con φ(u) =
Qd
m=1Xm
am denotamos por ui a:
1. φ−1(φ(u)Xji/Xj) si la clase de u es j 6= 0 y j 6= ji .
2. φ−1(φ(u)Xji/Xmax(u)) si la clase de u es 0, aji < cji y ji <max(u).
3. u en otro caso.
DEFINICION 4.7 Definimos Ds(e(j1, . . . , js; u)) por
sX
i=1
(−1)i (Xjie(j1, . . . , ji−1, ji+1, . . . , js;u)− yie(j1, . . . , ji−1, ji+1, . . . , js ;ui)) si s 6= 0
dondeXjiu = yiui
u si s = 0
LEMA4.1 Si s > 1 entonces (ur)t = (ut)r
Demostraci ón
Sea φ(u) =
Qd
m=1Xm
am. Sin perdida de generalidad podemos suponer que t < r. Por la
proposición 3.12 es suficiente probar que φ((ur)t) = φ((ut)r)
1. u es de clase j 6= 0, aj > cj + 1, y jt, jr 6= j entonces
φ((ur)t) =
φ(u)Xjr
Xj
Xjt
Xj
φ((ut)r) =
φ(u)Xjt
Xj
Xjr
Xj
2. u es de clase j 6= 0, aj = cj + 1, jt, jr 6= j y jr ≥max(u) entonces
φ((ur)t) =
φ(u)Xjr
Xj
Xjt
Xjr
=
φ(u)Xjt
Xj
φ((ut)r) =
φ(u)Xjt
Xj
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3. u es de clase j 6= 0, aj = cj + 1, jt, jr 6= j y jr <max(u) entonces
φ((ur)t) =
φ(u)Xjr
Xj
Xjt
Xmax(u)
φ((ut)r) =
φ(u)Xjt
Xj
Xjr
Xmax(u)
4. u es de clase j 6= 0, y uno de ellos, por ejemplo, jr es igual a j , entonces
φ((ur)t) =
φ(u)Xjt
Xj
φ((ut)r) =
φ(u)Xjt
Xj
5. si u es de clase 0, ajr < cjr , ajt < cjt , max(u/Xmax(u)) ≤ jr <max(u), entonces
φ((ur)t) =
φ(u)Xjr
Xmax(u)
Xjt
Xjr
=
φ(u)Xjt
Xmax(u)
φ((ut)r) =
φ(u)Xjt
Xmax(u)
6. u es de clase 0,ajr < cjr , ajt < cjt , e = max(u/Xmax(u))> jr
φ((ur)t) =
φ(u)Xjr
Xmax(u)
Xjt
Xe
φ((ut)r) =
φ(u)Xjt
Xmax(u)
Xjr
Xe
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7. si u es de clase 0 y uno de ellos, por ejemplo, jr cumple que ajr = cjr, entonces
φ((ur)t) = φ(ut)
φ((ut)r) = φ(ut)
8. si u es de clase 0 y jr ≥ max(u), entonces
φ((ur)t) = φ(ut)
φ((ut)r) = φ(ut)
y tenemos el resultado deseado.
PROPOSICION 4.1 (C∗,D∗) es un complejo
Demostraci ón
Necesitamos probar queDs−1Ds(e(j1, . . . , js;u)) = 0.
 Si s = 1, entonces es trivial.
 Si s > 1, entonces definimos:
D s
1(e(j1, . . . , js; u)) =
sX
i=1
(−1)iXjie(j1, . . . , ji−1, ji+1, . . . , js; u)
Ds
2(e(j1, . . . , js ;u)) = −
sX
i=1
(−1)iyie(j1, . . . , ji−1, ji+1, . . . , js; ui)
Ahora tenemos que:
Ds−1
1Ds
1(e(j1, . . . , js ;u)) =Ds−1
1
Ã
sX
i=1
(−1)iXjie(j1, . . . , ji−1, ji+1, . . . , js;u)
!
=
=
sX
i=1
i−1X
m=1
(−1)i+mXjiXjme(j1, . . . , jm−1, jm+1, . . . , ji−1, ji+1, . . . , js;u)+
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+
sX
i=1
sX
m=i+1
(−1)i+m−1XjiXjme(j1, . . . , ji−1, ji+1, . . . , jm−1, jm+1, . . . , js; u) = 0
Por otro lado:
¡
Ds−1
1Ds
2 +Ds−1
2Ds
1
¢
(e(j1, . . . , js ;u)) =
=Ds−11
Ã
sX
i=1
(−1)i+1yie(j1, . . . , ji−1, ji+1, . . . , js;ui)
!
+
+Ds−1
2
Ã
sX
i=1
(−1)iXjie(j1, . . . , ji−1, ji+1, . . . , js ;u)
!
=
=
sX
i=1
i−1X
m=1
(−1)i+m+1yiXjme(j1, . . . , jm−1, jm+1, . . . , ji−1, ji+1, . . . , js;ui)+
+
sX
i=1
sX
m=i+1
(−1)i+myiXjme(j1, . . . , ji−1, ji+1, . . . , jm−1, jm+1, . . . , js ;ui)+
+
sX
i=1
i−1X
m=1
(−1)i+m+1ymXjie(j1, . . . , jm−1, jm+1, . . . , ji−1, ji+1, . . . , js; um)+
+
sX
i=1
sX
m=i+1
(−1)i+mymXjie(j1, . . . , ji−1, ji+1, . . . , jm−1, jm+1, . . . , js; um) = 0
y
Ds−1
2Ds
2(e(j1, . . . , js; u)) =Ds−1
2
Ã
sX
i=1
(−1)i+1yie(j1, . . . , ji−1, ji+1, . . . , js;ui)
!
=
=
sX
i=1
i−1X
m=1
(−1)i+m+2yi,me(j1, . . . , jm−1, jm+1, . . . , ji−1, ji+1, . . . , js; (ui)m)+
+
sX
i=1
sX
m=i+1
(−1)i+m+1yi,me(j1, . . . , ji−1, ji+1, . . . , jm−1, jm+1, . . . , js ; (ui)m) = 0
ya que (ui)m = (um)i e ym,i = yi,m con lo que (C∗,D∗) es un complejo.
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DEFINICION 4.8 Sea e(j1, . . . , js;u) un símbolo posible y φ(u) =
Qd
m=1Xm
am entonces
e(j1, . . . , js ;u) es un símbolo inadmisible si:
1. u tiene clase j 6= 0 y existe k tal que jk = j .
2. u tiene clase 0 y js ≥ max(u)
3. u tiene clase 0 y existe k tal que ajk = cjk
DEFINICION 4.9 SeaNs = ⊕e(j1, . . . , js ;u)R donde e(j1, . . . , js ;u)es un símbolo inadmisible
con orden s, si s > 0, yN0 = N−1 = 0
Claramente Ds(Ns) ⊆ Ns−1, y entonces si L∗ = C∗/N∗, y d∗ es la derivación inducida,
entonces tenemos que (L∗, d∗) es un complejo.
DEFINICION 4.10 Sea e(j1, . . . , js;u) un símbolo posible, decimos que e(j1, . . . , js ;u) es un
símbolo admisible, si no es un símbolo inadmisible.
OBSERVACION4.1 Trivialmente tenemos que Ls ≈ ⊕e(j1, . . . , js;u)R, donde e(j1, . . . , js;u)
es un símbolo admisible.
DEFINICION 4.11 Sea u, v generadores minimales de J, decimos que u < v si
1. La clase de u es menor que la clase de v
2. La clase de u es igual a la clase de v, esta clase no es igual a cero y u es menor que v en el
orden lexicográfico inverso inducido por el orden <i , donde i es la clase de u.
3. La clase de u es igual a la clase de v, esta clase es igual a cero y u es menor que v en el orden
lexicográfico inverso inducido por el orden natural en N.
OBSERVACION4.2 Si e(j1, . . . , js;u) es un símbolo admisible ur < u.
DEFINICION 4.12 Sean e(j1, . . . , js;u), e(j01, . . . , j0s ; v) dos símbolos admisibles, entonces
decimos que e(j1, . . . , js; u) < e(j 01, . . . , j 0s ; v) si
1. u < v
2. u = v y (j1, . . . , js) < (j 01, . . . , j 0s) en orden lexicogrífico inducido por el orden natural en
N.
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LEMA4.2 Sea a = e(j0, . . . , js;u) ∈ Ls+1, con s ≥ 0, entonces e(j1, . . . , js;u) es el mayor
símbolo en d(a).
Demostraci ón
Trivial.
DEFINICION 4.13 Sea a = ze(j1, . . . , js ;u), donde z es un monomio en X1, . . . ,Xn y
e(j1, . . . , js ;u) es un símbolo admisible, entonces decimos que a es normal si z = 1 o si
1. s = 0, la clase de u es j 6= 0 y minj(z) = j
2. s = 0, la clase de u es 0, y min(z) ≥max(u) o @j < max(u) tal que el exponente deX j en
φ(u) no es igual a cj, y Xj | z.
3. s > 0, la clase de u es j 6= 0 y minj(z) = j o minj (z) ≥ j1
4. s > 0, la clase de u es 0, y min(z) ≥ j1 o @j < j1 tal que el exponente deX j en φ(u) no es
igual a cj , y Xj | z.
DEFINICION 4.14 Un elemento de Ls es normal si es combinación lineal de símbolos normales
o es igual a 0.
LEMA4.3 Sif ∈ Ls no es normal, entonces f es equivalentemódulo Img (ds+1) a un elemento
normal.
Demostraci ón
Supongamos que f = ze(j1, . . . , js ;u), donde z es un monomio. Entonces, por la defini-
ción de elemento normal, existe m tal que z/xm ∈ A, y a = z/xme(m, j1, . . . , js ;u) ∈
∈ Ls+1, d(a) = −f+ símbolos en Ls menores que f , y entonces podemos sustituir f mó-
dulo Img (ds+1) por elementos mápequeños, y asísucesivamente. Pero este proceso tiene un
fin porquehay sólo una cantidad finita de símbolos y entonces tenemos que llegar a un elemento
normal.
LEMA4.4 Sea a = ze(j1, . . . , js;u) ∈ Ls , un elemento normal y sea b = ye(j 01, . . . , j 0s ; v),
donde z e y son monomios, tales que el mayor elemento en d(a) aparece en d(b), entonces
e(j1, . . . , js ;u) ≤ e(j 01, . . . , j 0s; v).
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Demostraci ón
Sea u =
Qd
i=1X i
ai, y v =
Qd
i=1X i
gi, entonces tenemos varios casos:
1. s = 0 y la clase de  u es j 6= 0: entonces z =X jn. Tenemos que y =X jev0, donde X j - v 0, y
uz = vy . Si n ≤ e entonces u = v; si n > e, se tiene que Xj n−eu = vv0; entonces la clase
de v es j y gj = (n − e) + aj > aj luego u < v.
2. s = 0, la clase de u es 0 y min(z) ≥ max(u): Tenemos que uz = yv. Podemos suponer
que la clase de v es 0 y max(u) ≥ max(v), ya que en caso contrario no hay nada que probar.
Si max(u) > max(v) entonces v | u, y esto es absurdo. Si max(u) = max(v) tenemos dos
casos:
a. ∀k < max(u) ak = gk, entonces amax(u) = gmax(v) y u = v.
b. ∃k < max(u) tal que ak > gk entonces amax(u) < gmax(v) y u < v.
3. s = 0, la clase de u es 0, t = min(z) < max(u), y el exponente de Xt en φ(u) es igual a c t:
Podemos suponer, sin perdida de generalidad, que la clase de v es 0, y entonces tenemos que
Xt | y. Sea z = (Xt)nv0, entonces tenemos dos casos:
4. y = (Xt)ev, donde X t - v y min(v0) ≥ max(u). Podemos suponer que max(u) ≥
≥ max(v); Entonces n ≤ e, y uv0 = vX te−nv, y estamos en el caso 2.
5. z = (Xt)n(Xt 0)n
0
h, donde t0 = min( z(Xt )n ) < max(u) y min(h) ≥ max(u), entonces
y = (X t)e(Xt0)e
0
h0 con Xt,Xt0 - h0,n ≤ e, n0 ≤ e0 y estamos en 2 otra vez.
Si s > 0 entonces podemos suponer por la observación 4.2, que u = v .
1. s > 0, la clase de u es j 6= 0, y z =X jn, entonces zX j1 = yX j0r (∗) y e(j2, . . . , js;u) =
= e(j 01, . . . , j
0
r−1, j
0
r+1, . . . , j
0
s;u) (∗∗). Por (∗), y ya que j 0r 6= j tenemos que j 0r = j1 y
entonces r = 1, y e(j1, . . . , js;u) = e(j 01, . . . , j0s; v)
2. s > 0, la clase de u es j 6= 0, y  z =Xj nv 0, con min(v0) ≥ j1 y Xj - v 0. Tenemos de nuevo
las igualdades (∗) y (∗∗), y por tanto se tiene que j 0r ≥ j1. Si r > 1 entonces jr = j0r−1 <
< j0r, y e(j1, . . . , js ;u) ≤ e(j 01, . . . , j0s; v). Si r = 1 entonces trivialmente e(j1, . . . , js ;u) ≤
≤ e(j01, . . . , j 0s ; v).
3. s > 0, la clase de u es 0, y min(z) ≥ j1, entonces tenemos (∗) y (∗∗), y estamos en el último
caso.
4. s > 0, la clase de u es 0, min(z) < j1 y existe k tal que el exponente deXk en φ(u) es igual
122
a ck y z =Xkev0 con min(v0) ≥ j1. Otra vez tenemos (∗) y (∗∗), y ya que j0r 6= k se tiene
que j 0r ≥ j1 y estamos en el caso 2.
5. s > 0, la clase de u es 0, min(z) < j1 y existen k, k 0 tales que el exponente deXk en φ(u) es
igual a ck y el deXk0 es igual a ck0 y z =XkeX e
0
k0v
0 con min(v0) ≥ j1. De nuevo tenemos (∗)
y (∗∗), y ya que j0r 6= k, k0 entonces se tiene que j 0r ≥ j1 y de nuevo estamos en el final del
caso 2.
LEMA4.5 Si f ∈ ker(ds) es un elemento normal, entonces f = 0.
Demostraci ón
Sea f ∈ ker(ds), f un elemento normal, f 6= 0; c el mayor símbolo en f , y a el mayor símbolo
en d(c); entonces por el lema 4.4 a no puede cancelarse contra ningú n otro término en d(f). Y
por tanto d(f) 6= 0.
PROPOSICION 4.2 ker(ds) = Img(ds+1)
Demostraci ón
Sea f ∈ ker(ds), entonces ∃g normal, tal que f = g+ Img(ds+1); y por tanto 0 = d(f) = d(g),
y por el lema 4.5 g = 0, y f ∈ Img(dl+1), con lo que ker(dl) = Img(d l+1).
OBSERVACION4.3 Esta proposición nos dice que (L∗, d∗) es una resolución de  J , y ya que
ds(Ls) ⊆ (X1, . . . ,Xd)Ls−1, entonces (L∗⊗R A,d∗⊗R Id) es una resolución minimal de  I.
OBSERVACION4.4 No necesitamos que I ∈ S(A), tenemos la misma resolución minimal si I
es un ∗-producto de ideales de clase j, donde dos ideales con lamisma clase son el mismo.
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4.2 Los números de Betti de los ideales del semigrupo tórico especial
Fijaremos como en todo lo anterior un anillo local regular (A,M) de dimensión d, un sistema
regular de parámetros de dicho anillo {x1, . . . , xd} y un ideal I ∈ S(A).
A partir de ahora llamaremos k al cuerpo
A
M . Definimos el i-ésimo número de Betti de I,
Bi(I), como la k-dimensión del espacio vectorial Tori(k, I).
En la sección anterior encontramos una resolución minimal para estos ideales, (L∗ ⊗R A),
dondeR = Z[X1, . . . , Xd]. Podemos, pues, utilizar dicha resolución para calcular T ori(k, I).
Ahora al ser una resolución minimal entonces [di ⊗R A] ⊗A Id ≡ 0 y por tanto el i-ésimo
número de Betti de I es igual al rango de Li ⊗R A, o lo que es lo mismo, al rango de Li, por lo
que es evidente que Bi(I) = 0 si i ≥ d
TEOREMA 4.2 Sea I ∈ S(A) entonces Bi(I) = Bi(Ma), donde a = ordA(I)
Demostraci ón
Haremos la demostración por inducción en t = # A, donde A = {j/ hay en el árbol asociado a
I una rama etiquetada con j saliendo del origen}
 Si t = 0; entonces I es una potencia del ideal maximal, y la proposición es trivial.
 Si t > 0; Podemos suponer, sin perdida de generalidad, que d ∈ A, ya que esto se consigue
reordenando los elementos del sistema regular de parámetros fijo, con lo que tendríamos otra
resoluciónminimal. Pero los números de Betti no dependen de la resoluciónminimal elegida,
puesto que son la dimensión de T ori(k, I), y estos espacios vectoriales no dependen de la
resolución elegida.
Sea I 0 el ideal monomial completo de soporte finito asociado al árbol que obtenemos
eliminando la rama etiqueda con d; si I = I0 ∗ . . . ∗ Id, donde Ij = A si j /∈ A, e
Ij es un ideal de clase j si j ∈ A, una factorización de I en ideales de clase j entonces
I 0 = (I0 ∗Mb) ∗ I1 ∗ . . . ∗ Id−1, donde b = ordA(Id). Usando esta factorización tenemos
que e(j1, . . . , ji; u) ∈ Li(I )⇔ e(j1, . . . , ji ;σ(u)) ∈ Li(I 0), donde σ es la biyección entre el
conjuntominimal degeneradores de I, y el conjuntominimal degeneradores de I 0, y entonces
Li(I) ≈ Li(I 0), y aplicando la hipótesis de inducción Bi(I) = Bi(I 0) = Bi(Ma).
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LEMA4.6 Si 0 ≤ q < n, d ≥ 1, y n ≥ 1, entonces
nX
m=q+1
µ
d+m− 2
m− 1
¶µ
m− 1
q
¶
=
µ
d + n − 1
d + q
¶µ
d + q− 1
q
¶
Demostraci ón
Haremos la demostración por inducciónenn. Sin = 1 entonces q = 0 y esta igualdad es trivial.
Sea n > 1 entonces
 q < n − 1 tenemos que:
nX
m=q+1
µ
d+m− 2
m− 1
¶µ
m− 1
q
¶
=
n−1X
m=q+1
µ
d+m− 2
m− 1
¶µ
m− 1
q
¶
+
µ
d + n− 2
n − 1
¶µ
n− 1
q
¶
=
=
µ
d+ n − 2
d + q
¶µ
d + q− 1
q
¶
+
µ
d+ n − 2
n − 1
¶µ
n − 1
q
¶
=
(d + n − 2)! (d + q − 1)!
(d + q)! (n − 2 − q)! q! (d − 1)!+
+
(d+ n − 2)!
(d − 1)! (n− 1 − q)! q! =
(d +n − 2)!(d + q− 1)!(n − 1− q) + (d + n− 2)!(d+ q)!
(d + q)! (n− 1 − q)! q! (d− 1)! =
=
(d +n − 2)! (d + q− 1)!(n − 1+ d)
(d + q)! (n − 1− q)! q! (d − 1)! =
(d +n − 1)! (d + q− 1)!
(d + q)! (n− 1 − q)! q! (d− 1)! =
=
µ
d +n − 1
d+ q
¶µ
d + q− 1
q
¶
 si q = n − 1, la proposición es trivial
COROLARIO 4.1 Sea (A,M)un anillo local dedimensión d, sea I un ideal monomial completo
de soporte finito y a = ordA(I) entonces su i-ésimo nú mero de Betti (0 ≤ i < d) es
Bi(I) =
µ
d + a − 1
a+ i
¶µ
a + i− 1
i
¶
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Demostraci ón
Por el teorema anterior es suficiente probar que
Bi(Ma) =
µ
d + a− 1
d + i
¶µ
a + i − 1
i
¶
Probaremos esta igualdad contando el nmero de generadores minimales u deMa con unm=
= max(u) dado. Este nú mero es 
¡a+m−2
m−1
¢
, porque la división por xm nos da unabiyección entre
este conjunto y el conjunto de monomios en x1, . . . , xm de grado a − 1. Ahora para cada u, en
estas condiciones, se tienen
¡m−1
i
¢
elementos admisibles, y entonces:
Bi(I) =
dX
m=i+1
µ
a +m− 2
m− 1
¶µ
m− 1
i
¶
=
µ
d+ a − 1
a + i
¶µ
a + i − 1
i
¶
OBSERVACION4.5 Si dim(A) = 2 entonces por [L2] tenemos que si I is un ideal monomial
completo de soporte finito entonces I ∈ S(A); y podemos aplicar los resultados de esta sección
sin ningú n problema.
EJEMPLO 4.1 Consideremos un anillo local regular de dimensión 3, A, un sistema regular de
parámetros {x, y, z} de A y el ideal I = hx2, y, ziA.
Entonces tenemos que:
L0⊗RA = e(x2)A⊕ e(y)A⊕ e(z)A y por lo tanto B0(I) = 3 =
¡3+1−1
1+0
¢¡1+0−1
0
¢
L1⊗RA = e(2;x2)A⊕ e(3;x2)A ⊕ e(2; z)A y B1(I) = 3 =
¡
3+1−1
1+1
¢¡
1+1−1
1
¢
L2⊗RA = e(2,3;x2)A y B2(I) = 1 =
¡
3+1−1
1+2
¢¡
1+2−1
2
¢
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4.3 Los módulos de sicigias de los ideales del semigrupo tórico especial
DEFINICION 4.15 Sea R un anillo, M un R-módulo y L un R-módulo libre tal que exista una
aplicación suprayectiva de  L en M. Al nú cleo de esta aplicación se le denomina un primer
módulo de sicigias de M.
El t-ésimo módulo de sicigias se define inductivamente como el primer módulo de sicigias
del (t− 1)-módulo de sicigias de M .
Fijemos ahora, un anillo local regular de dimensión s, (A,M), y un ideal de  S(A), I.
Utilizando la anterior resolución minimal para un ideal del semigrupo tórico especial de un
anillo local regular podemos calcular fácilmente los módulos de sicigias correspondientes a
dicho ideal I.
El resultado obtenido se encuentra en el siguiente teorema:
TEOREMA 4.3 Con la notaci ón de la sección 1 de este mismo capí tulo se tiene que el j-ésimo
módulo de sicigias de I es (dj ⊗R Id)(Lj ⊗RA).
Demostraci ón
Lo haremos por inducción en j.
 Para j = 1 tenemos que d0⊗R Id es una aplicación suprayectiva de L0⊗RA en I y por tanto
un primer módulo de sicigias de I es el nú cleo de dicha aplicacin, pero como es parte de
una resolución de I este nú cleo es igual a (d1⊗R Id)(L1⊗RA).
 Para j > 1. Por hipótesis de inducción el (j − 1)-´ésimo módulo de sicigias de I es igual a
(dj−1 ⊗R Id)(Lj−1 ⊗R A) y entonces un j-ésimo módulo de sicigias de I es el nú cleo de
dj−1⊗R Id, es decir, (dj ⊗R I d)(Lj ⊗R A).
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EJEMPLO 4.2 Consideremos un anillo local regular de dimensión 3, un sistema regular de
parámetros de dicho ideal {x, y, z} y el ideal monomial completo de soporte finito, I , generado
por x2, y, z.
Tenemos que:
(d1⊗R Id)(e(2;x2)⊗R 1) = y[e(x2)⊗R 1]−x2[e(y)⊗R 1]
(d1⊗R Id)(e(3;x2)⊗R 1) = z[e(x2)⊗R 1]− x2[e(z)⊗R 1]
(d1⊗R Id)(e(2; z)⊗R 1) = y[e(z)⊗R 1]− z[e(y)⊗R 1]
Por lo tanto un primer módulo de sicigias es el generado por y[e(x2)⊗R 1]−x2[e(y)⊗R 1],
z[e(x2) ⊗R 1]− x2[e(z)⊗R 1], y[e(z)⊗R 1]− z[e(y)⊗R 1].
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