Introduction.
In the classical paper [3] , E. Hecke wrote the zeta function of general number field F as the pull-back integration of the Epstein zeta function of degree [F : Q]. In [9] , Siegel introduced more general Epstein zeta functions with harmonic polynomials. The purpose of this paper is to discuss the pull-back integrations of them.
Firstly we give the overview of the Hecke's integration formula (see also [5, Section 1] , [12, Vol I, Section 1.4] ). For a number field F , we have the natural embedding of the algebraic torus T F = Res F/Q G m to GL(n) where Res F/Q is the restriction of scalars of Weil.
In the down to earth way, this is defined as follows. Let r 1 and r 2 be the numbers of real and complex places of F . Then these real and complex conjugations give a natural mapping
This σ can be extended to the isomorphism
. . . On the other hand, let us take an integral ideal b of F and fix an Z-basis of b:
This is also a basis of F over Q, hence we have another identification ω :
n by this basis. We can find a transformation matrix W b ∈ GL(n, R) from the coordinate of F R given by ω to the one given by σ as R-vector space. Then ω gives another embedding
∈ GL(n, R).
By using these embeddings, we pull the Epstein zeta function back to the number field F in the following way. The Epstein zeta function is defined for a positive definite symmetric matrix Y by 
Z(s, Y ) =

(s ∈ C).
We denote the space of such matrices which have determinant 1 by P 1 . We also restrict T F (R) to the norm 1 part T F . On these settings, Hecke's result corresponds to the constant term of this Fourier series
Theorem 0.1 (Hecke's integration formula). We have the following equation,
where R is the regulator of F , ω F the number of roots of unity in F and A is the ideal class of b −1 .
Meanwhile Siegel obtained all the Fourier coefficients a ψ for a real quadratic field F in [9] . In his result, zeta functions with Grössencharacters appear . Combining with the functional equation of the Epstein zeta function, this gives functional equations and analytic continuation for these zeta functions by the properties of Epstein zeta functions.
Our goal of this paper is to give all Fourier coefficients explicitly in more general settings, i.e., for the generalized Epstein zeta function with a harmonic polynomial in the sense of Siegel [9] . This zeta function can be interpreted as a maximal parabolic Eisenstein series of G = SL(n, R) with a non-trivial K-type where K = SO(n) is a maximal compact subgroup of G. This is an automorphic form on SL(n, Z)\SL(n, R). For n = 3, Oda and Ishii discussed the Fourier expansion of this Eisenstein series in [4] . For the general case with a trivial K-type, the Fourier expansion was determined by Terras [12] . We will show the analog of Hecke and Siegel's result for this Eisenstein series. Then our result is the following. Let χ m,γ be a character of the group of all fractional ideals of F , write I,
for a principal ideal (α) where r = r 1 +r 2 −1 is the rank of O × F and r i comes from the regulator of F (the precise definition is in Section 3). We take a harmonic polynomial f γ such that
For this f γ and ν ∈ C, we denote the maximal parabolic Eisenstein series by
Theorem 0.2 (=Theorem3.5). Set 2s = 
Here 
where N F is the ideal norm of F .
For the other notations used in the above theorem, see Section 3. Now we review the contents of this paper. In Section 1, we give the definition of the Epstein zeta function with a spherical function and some properties of this function. In Section 2, we define the maximal parabolic Eisenstein series of G. This series comes from a degenerate principal series of G with respect to the maximal parabolic subgroup whose K-types are described as spherical harmonics on S n−1 . We show this Eisenstein series is identified with our Epstein zeta function. Also the algebraic sum of the spaces of these Eisenstein series has a natural (g, K)-module structure induced from the degenerate principal series representation (Proposition 2.4). In Section 3, we show that combining with the embedding F × → GL(n, R), the action of the maximal compact subgroup of T F (R) on the space of the harmonic polynomials H d of degree d gives Grössencharacters of F which have only rotation-part. Finally we give the Fourier coefficients as zeta functions with Grössencharacters (Theorem 3.5). As Siegel's result, our result gives another proof of the functional equation for zeta function with a Grössencharacter of a number field, which is different from the well-known proof of E. Hecke, that is normally refereed through the doctoral thesis of J. Tate.
Siegel's Epstein zeta functions with harmonic polynomials.
In this section, we review Siegel's definition of the generalized Epstein zeta function and some its properties. 
For a positive definite quadratic form Q(x) and a harmonic polynomial h(x) of degree d, Siegel introduced the generalized Epstein zeta function with a harmonic polynomial 
where h
2 Degenerate principal series representations of SL(n, R) with respect to P n−1,1 .
The generalized Epstein zeta function defined in the previous section can be seen as an automorphic form on SL(n, Z)\SL(n, R) like the well-known ordinary Epstein zeta function. This is the Eisenstein series induced from a degenerate principal series of G. The definition of the Eisenstein series which we will explain here can be extended for more general semisimple or reductive Lie groups (see [2] , [6] and for the adelic setting [7] ).
To define the degenerate principal series representation with respect to P n−1,1 , we firstly specify a Langlands decomposition
Let σ ∈ M be a unitary character of M , and ν ∈ Hom R (a, C) = a * ⊗ R C a linear form on a = Lie(A) which is identified with a complex number by evaluation at the element
Then the representation space of π(σ, ν) is given by the completion of a dense subspace
with respect to the norm
Here g ∈ G acts on this space by the right regular representation, i.e.,
We call this the degenerate principal series representation with respect to P n−1,1 .
The representation space of π(σ, ν) is isomorphic to
We show that L σ (K) is written as the space of the spherical harmonics on the unit sphere S n−1 . We fix the unit vector e n = (0, · · · , 0, 1). Then the map
is a surjective map from the special orthogonal group SO(n) of degree n to the (n − 1)-dimensional unit sphere S n−1 . The stabilizer of e n in SO(n) is given by
and S n−1 is naturally identified with the quotient space
Let H d be the space of harmonic polynomials of degree d on R n , i.e., the homogeneous functions of degree d which are annihilated by the Laplace oper-
. Then harmonic polynomials can be treated as functions on the unit sphere S n−1 . We call these functions spherical harmonics and denote the space of spherical harmonics by
. By the theory of spherical functions (cf. [11] ), we have the unique spectral decomposition as Hilbert space direct sum
Thus we also have the spectral decompositions
Now we can define the Eisenstein series of π(σ, ν) with a spherical harmonic
Here Γ ∞ = P n−1,1 ∩ SL(n, Z), and each m(g), a(g) and k(g) is M -part, A-part and K-part of the decomposition g ∈ G = M AN K. Note that the degree of the spherical harmonic d is even (resp. odd) if σ is 1 M (resp. det M ). For the latter use, we normalize this Eisenstein series as follows
Here ζ(s) is the Riemann zeta function. 
|e n · γg|
We consider the decomposition of
Then we have
Recalling that r −(n−1) = |e n · g|, we have
Noting that degree of h is even, this equation gives
Here we use the same symbol for the harmonic polynomial of R n as the associated spherical harmonic h ∈ H d . We can easily check thath is the harmonic polynomial with respect to Q defined in Section 1. Thus we have the identity
Odd case. In this case the Eisenstein series can be written as follows,
Since the degree of h is odd, we have
Thus we have the identity.
As Definition 1.2, we consider the space of the Eisenstein series with spherical harmonics . Denote g = Lie (G) the Lie algebra of G . 
Definition 2.3. We define the spaces of Eisenstein series with spherical harmonics of even and odd degree respectively by
E (even) = d∈Z ≥0 d:even E (d) ⊂ C ∞ (SL(n, Z)\SL(n, R)), E (odd) = d∈Z ≥0 d:odd E (d) ⊂ C ∞ (SL(n, Z)\SL(n, R)).
The space of Eisenstein series
By the Peter-Weyl theorem, we have a K-module isomorphism
Then it follows that the series is the element of E. By the assumption, this series converges absolutely and uniformly for g ∈ G. Therefore if we define the map ϕ :
it is well defined K-module isomorphism. We see this is also g-module isomorphism. For X ∈ g, we have
Thus ϕ is also g-module isomorphism. To show that E is a (g, K)-module, we only need to see the compatibility of the g-action and the K-action. By the compatibility condition of H K ν,σ , we have
Hence we have that the map ϕ :
3 The pull-back formula
Embeddings of F × into GL(n, R)
Let F be an algebraic extension of degree n over Q and r 1 (resp. r 2 ) denote the number of real (resp. complex) places. Denote
real embeddings for i = 1, · · · , r 1 and complex embeddings for i = r 1 +1, · · · , r 1 + 2r 2 so that σ j =σ j+r2 for j = r 1 + 1, · · · , r 1 + r 2 . We use the notation
Then we have the product mapping
for α ∈ F . This is naturally extended to the isomorphism of
. We also have the embedding i :
Combining these maps, we obtain an embedding λ = i • σ : F R → M (n, R). Here we note that N (α) = det λ(α) is equals to the norm of F/Q for α ∈ F × . On the other hand, we can also construct the other embedding of F into M (n, R). Let us take an integral ideal b of F , and ω 1 , · · · , ω n be a system of Zbasis of b. Then we have a mapping ω : F → R n such that ω(α) = (a 1 , · · · , a n ) for α = a 1 ω 1 + · · · a n ω n ∈ F . This map gives another identification F R ∼ = R n . For an element a ∈ F R , the multiplication a · x for x ∈ F R ∼ = R n is a linear transform of R n . This gives another embedding F R into M (n, R). For these two embeddings, the transformation matrix as an R-vector space is given by
Re ω
Im ω
Consequently, we obtain the following commutative diagram
.
Take the norm 1 part F
(1)
where N (x) = det λ(x). By using these embeddings, we restrict the Eisenstein series to the F
R . Here we choose the basis 
F and α ∈ F 
by the modularity of the Eisenstein series.
This proposition tells us that E
F,b (ν, α; h) is a function on O (1) F \F (1) R .
Grössencharacters and harmonic polynomials
Now we consider the action of F × on H d . We will see here that this action gives a character of F × which appears in Theorem 3.5 as a Grössencharacter of
The space of harmonic polynomials H d has a natural action of T
for g ∈ T F and f (x) ∈ H d . Then we decompose H d as the irreducible representation of C F . Because C F is a compact abelian group, the irreducible representation of C F is 1-dimensional, i.e., all irreducible representation of C F are written as characters. It is easily checked that for any character χ :
Hence we have a decomposition H
We want to know the explicit descriptions of the weight vectors
If we consider the decomposition
where |α| = (|α
F is the product of a finite group and a finitely generated free Z-module we can find γ ∈ {0, 1} r1 × Z r2 which satisfiesχ γ (ε) = 1 for ε ∈ O × F . In the remaining of the section, we fix such γ ∈ {0,
The Hecke-Siegel pull-back formula of the Epstein zeta function
Let C F be the maximal compact subgroup of T F as in the section 3.2 and take the pull-back of C F by λ, denoteC
R -isomorphism. By the Dirichlet unit theorem, we can find the fundamental domain of S ∼ = F
Here ε 1 , · · · , ε r be a system of fundamental units in F with r = r 1 + r 2 − 1 the rank of O × F . Hence for any u ∈ S, there exits t = (t 1 , · · · , t r ) ∈ R r such that
The Eisenstein series E(ν, W ′ b i(u); f γ ) as the function of u ∈ S becomes the function of t ∈ R r . We denote it by g(ν, The function g(ν, t) is periodic with respect to t ∈ R r , i.e.,
Proof. By the Dirichlet unit theorem, there exists ε ∈ O × F such that
for a ∈ Z r . Hence we have
The last equality comes from the equation f γ (xλ(ε)) =χ γ (ε)f γ (xi(|ε|)) = f γ (xi(|ε|)). It follows from the proof of Proposition 3.2 that there exits h ∈ SL(n, R) ± = {g ∈ GL(n, R) | det g ∈ {±1}} and we have
The modularity of the Epstein zeta function shows that
This lemma enables us to consider the Fourier series expansion of g(ν, (t)),
where e m (t) = exp(2π √ −1m t t) for t ∈ R r , m ∈ Z r , and 
for a principal ideal (α). Hereχ γ is the character defined in Section 3.2. This definition makes sense by the following lemma,
This implies
Proof. We have (log u 1 , · · · , log u r ) = R t t.
Taking exponentials on both sides, we have the equation as required. 
Here Proof.
Now we change the variables as
By the Dirichlet unit theorem, the integral equals to
To complete the calculation, we consider the following integral
By the Mellin transform formula for the gamma function, the integral is equals to
This also says that
[8, Chapter VII §5 Lemma 5.7.] ), i.e.,
Noting this fact, we can obtain that
as well as Theorem 3.5. Combining this formula and the above functional equation of the Eisenstein series, we have the corollary.
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