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ABSTRACT
Droplet generators are at the heart of many microfluidic devices developed for life sci-
ence applications but are difficult to tailor to each specific application. The high fabrication
costs, complex fluid dynamics, and incomplete understanding of multi-phase flows make
engineering droplet-based platforms an iterative and resource-intensive process.
First, we demonstrate the suitability of desktop micromills for low-cost rapid prototyping
of thermoplastic microfluidic devices. With this method, microfluidic devices are made in
1 - 2 hours, have a minimum feature size of 75 µm, and cost less than $10. These devices
are biocompatible and can accommodate integrated electrodes for sophisticated droplet
manipulations, such as droplet sensing, sorting, and merging.
Next, we leverage low-cost rapid prototyping to characterize the performance of microflu-
idic flow-focusing droplet generators. Specifically, the effect of eight design parameters on
droplet diameter, generation rate, generation regime, and polydispersity are quantified. This
was achieved through orthogonal design of experiments, a large-scale experimental dataset,
vi
and statistical analysis.
Finally, we capitalize on the created dataset and machine learning to achieve accurate
performance prediction and design automation of flow-focusing devices. The developed
capabilities are captured in a software tool that converts high-level performance specifica-
tions to a device that delivers the desired droplet diameter and generation rate. This tool
effectively eliminates the need for resource-intensive design iterations to achieve functional
droplet generators. We also demonstrate the tool’s generalizability to new fluid combinations
with transfer learning.
We expect that our newly established framework on rapid prototyping, performance char-
acterization informed by design of experiments, and machine learning guided design au-
tomation to enable extension to other microfluidic components and to facilitate widespread
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1.1 Fundamentals of Droplet Microfluidics
1.1.1 Droplet Generation
Droplet microfluidics is a sub-field of microfluidics, where samples are compartmentalized
into thousands and millions of sub-samples within an immiscible phase, also known as
the continuous phase (Teh et al., 2008). Droplet microfluidics and other liquid handling
miniaturization methods such as robotic liquid handling and digital microfluidics have
recently gained significant traction due to the ever-increasing demand for higher through-
put and sensitivity in life science applications (Wölcke and Ullmann, 2001), including
genomics (Vilkner et al., 2004), biochemical assays (Ohno et al., 2008), chemical synthesis
(Hattori et al., 2020), nanogel synthesis (Mauri et al., 2021), particle synthesis (Dubay
et al., 2020; Wischke, 2020; Han et al., 2021), drug delivery and testing (Forigua et al.,
2021; Pérez-Rodríguez et al., 2021), and diagnostics and therapeutics (Dubay et al., 2021).
However, the accessibility of high-performance liquid handling robots is limited by large
machine footprints and high overhead costs (Tegally et al., 2020). Furthermore, affordable
liquid handling robots often operate at volumes larger than 1 µl (Ortiz et al., 2017). Digital
microfluidic devices on the other hand are ideal for running complex protocols (Husser et al.,
2018). Nonetheless, these platforms cannot operate at high throughput (Teh et al., 2008).
Droplet microfluidics is therefore advantageous in offering an unprecedented combination
of volume reduction and throughput (Sgro and Chiu, 2010; Joanicot and Ajdari, 2005; Guo
et al., 2012; Riche et al., 2016).
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Figure 1·1: Multiple microfluidic geometries including a. flow-focusing,
b. T-junction, and c. co-flow have been used to produce droplets at high
throughput.
Several microfluidic geometries such as flow-focusing (Anna et al., 2003), T-junction
(Thorsen et al., 2001), and co-flow (Cramer et al., 2004) have been used to produce droplets,
as illustrated in Fig. 1·1. Generally, flow-focusing droplet generators cam deliver a broader
range of droplet diameters and generation rates, in comparison to the other methods of droplet
formation (Wiedemeier et al., 2017; Xu et al., 2005; Zhu and Wang, 2017). Additionally,
because of the highly stable breakup process in the dripping regime, flow-focusing droplet
generators can produce highly monodisperse droplets at low capillary numbers (Li et al.,
2015). On the other hand, there are some challenges associated with flow-focusing droplet
generators. For instance, monodisperse droplet generation in jetting regime is only achieved
in narrow ranges of flow conditions because of the difficulties in controlling the Rayleigh
instability (Li et al., 2015). Additionally, the multi-dimensional design space of a flow-
focusing geometry makes designing a device to achieve an application-specific performance
challenging, instead of providing superior control over the process (Vansteene et al., 2018).
As a result, this thesis will be focused on solely flow-focusing microfluidic droplet generators
and address the current challenges associated with this technique.
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1.1.2 Flow-Focusing Droplet Generation
Flow-focusing droplet generation is achieved by flowing the dispersed (aqueous) phase and
the continuous (oil) phase through a microfluidic restriction called an orifice (see Fig. 1·1.a).
The viscous forces exerted by the continuous phase and the sudden reduction in channel
width facilitate droplet break-up resulting in rapid and monodisperse droplet formation. This
geometry is fully defined by a total of six parameters, including orifice width (Or.), orifice
length (Or.l), channel height (H), dispersed phase (water) inlet width (Wd), continuous phase
(oil) inlet width (Wc), and outlet channel width (Wo), as shown in Fig. 1·2. a.
In addition to geometry, flow conditions play a major role in the observed performance
of a flow-focusing droplet generator. The process of droplet formation is dominated by two
opposing forces, the viscous forces exerted by the continuous phase, and the interfacial
surface tension of the dispersed phase resisting droplet break-up (Wehking et al., 2014).
Furthermore, at low flow rates (generation rates) the effect of viscous forces becomes less
dominant, while interfacial surface tension and Laplace pressure become the governing
forces in dictating the process of droplet formation (Chen et al., 2015; Lee et al., 2009).
Therefore, the process of droplet generation can be defined and studied using two dimen-
sionless numbers, including capillary number and flow rate ratio (Buie et al., 2007).





where uc, µc, and σ are the velocity of the continuous phase, the dynamic viscosity, and the
surface tension between the dispersed phase and the continuous phase, respectively. The
velocity term in Eq. (1.1) can be expanded by using the definition of the centerline velocity
gradient, as given in Eq. (1.2):
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Figure 1·2: a. A microfluidic flow-focusing geometry can be fully-defined
with six parameters, including orifice width, orifice length, channel height,
dispersed phase (water) inlet width, continuous phase (oil) inlet width, and
outlet channel width. b. Flow-focusing droplet generation mainly occurs at






where a and G are the half-width of the dispersed phase inlet (the undeformed droplet radius)
and the strain rate, respectively. The gradient of the continuous phase average velocity
between the orifice and the continuous phase inlet is used to approximate the strain rate.







where ∆z and ∆u are the distance between the velocity centerline of the continuous phase
inlet and the orifice entrance (equal to the half-width of the continuous phase inlet) and the
difference between the average velocity of the continuous phase at the inlet and the orifice,
respectively. According to this, capillary number can be calculated using Anna and Mayer












The flow rate ratio can be defined by dividing the flow rate of the continuous phase (oil)





Generally, it is expected that droplet generation occurs at higher frequencies for higher
capillary numbers. Also, increasing the flow rate ratio tends to reduce the diameter of the
generated droplets (unless there is a regime change, which is discussed in Chapter 3) (Yobas
et al., 2006; Mulligan and Rothstein, 2012).
The most common challenge associated with flow-focusing droplet generation is the
lack of analytical models and generalizable scaling laws to predict the droplet diameter, gen-
eration rate, and even generation regime (Baroud et al., 2010; Lee et al., 2009). Furthermore,
the large number of design parameters in flow-focusing geometries makes engineering these
devices to deliver application-specific performance and iterative, costly, and time-consuming
process (Vansteene et al., 2018).
1.1.3 Droplet Merging
Numerous biological assays require reagents to be added to samples, thus, the ability to
merge secondary droplets with primary droplets enables sophisticated manipulation of
droplets suitable for biological analysis, such as single-cell and bead co-encapsulation,
high-throughput bioassays, and sequential manipulation of cells (Shintaku et al., 2007;
Srisa-Art et al., 2007; He et al., 2005).
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Figure 1·3: Microfluidic droplet merging is commonly achieved with either
a. passive merging for surfactant-free droplets or b. active merging for stable
droplets with surfactants.
Commonly, microfluidic droplet merging is achieved either by passive or active tech-
niques. In the absence of surfactants, droplets are readily merged as long as they are in
close proximity to induce cross-droplet contact. Therefore, passive methods rely on the
depletion of the existing continuous phase between two droplets intended to merge either by
droplet trapping with micro-structures or sudden expansions in microfluidic channels (Niu
et al., 2008), as demonstrated in Fig. 1·3.a. However, many applications require on-chip or
off-chip bulk manipulation of droplets (e.g., bulk droplet incubation, bulk PCR, and bulk
UV-activation) that necessitates the use of surfactants to ensure high droplet stability and
preventing unwanted droplet merging (Sesen et al., 2014). Active droplet merging can be
achieved using an external force such as electric fields (Priest et al., 2006), magnetic fields
(Varma et al., 2016), pneumatic micropumps (Zeng et al., 2013), and acoustic waves (Sesen
et al., 2014) to induce adjacent droplet contact and disrupt the surface stabilizing agents
(surfactants), as shown in Fig. 1·3.b.
The common challenges associated with droplet merging include the limited applica-
bility of passive surfactant-free merging methods and the high cost and unpredictability of
active methods due to fabrication challenges and variations in geometric, surface, and fluid
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properties (Niu et al., 2008; McIntyre et al., 2020b).
1.1.4 Droplet Sorting
The ability to systematically categorize and sort droplets based on a measurable signal
arising from the droplet contents at high throughput significantly increases the versatility of
droplet-based microfluidic platforms (Xi et al., 2017). Microfluidic droplet sorters can offer
throughputs in the kHz range, which is much higher than what is possible with sophisticated
liquid handling robots (∼ 1 Hz) while offering reaction volumes in the range of nanoliters
and picoliters (Baret et al., 2009). Although microfluidic droplet sorters cannot deliver
the high throughput of fluorescence-activated cell sorting (FACS) machines (70 kHz), they
offer unique advantages such as sample compartmentalization to enable measurement of
secreted markers that are not necessarily inside or on the surface of the cells (Baret et al.,
2009). Additionally, FACS machines are expensive, generate aerosols, and typically require
100,000 cells as a starting population, limitations that are mitigated in microfluidic sorters
(Schmid et al., 2007). Recent work improved the performance of microfluidic droplet sorters
to be more robust to polydisperse droplets (Clark et al., 2018) or be able to sort droplets at
throughputs up to 30 kHz (Sciambi and Abate, 2015).
Electrical fields (Ahn et al., 2006b), magnetic fields (Lombardi and Dittrich, 2011),
acoustics (Franke et al., 2009), thermal gradients (Baroud et al., 2007), and pneumatic
controls (Wu et al., 2013) have been used to manipulate single droplets on-demand to flow
into a keep or a waste channel, as shown in Fig. 1·4. Microfluidic sorting techniques either
rely on exerting a force to a droplet of interest to change the path that droplets take by
default (i.e., the path of least resistance) or by real-time modulation of channel resistances to
alter the path of least resistance from the waste channel to the keep channel. These methods
differ in terms of throughput, reliability, cost, and ease of integration. Acoustic methods can
sort droplets with a kHz throughput, however, they are complex in design and fabrication
8
Figure 1·4: Microfluidic droplet sorting is commonly achieved with a. elec-
tric fields, b. acoustics waves, c. magnetic fields, and d. pneumatic modula-
tion of microfluidic channel resistances.
(Franke et al., 2010). Magnetic sorting and pneumatic sorting often operate at 100 Hz or
less (Cao et al., 2013; Zhang et al., 2009). Electric-based methods such as dielectrophoretic
(DEP) sorting can deliver the highest throughput, however, they are still challenging to
fabricate (McIntyre et al., 2020b).
The common challenges associated with microfluidic droplet sorting include expensive
and technically demanding fabrication methods, the required peripheral equipment, and
the resource-intensive design iterations necessary to achieve an application-specific per-
formance based on the fluid properties, droplet size, and generation rate (McIntyre et al.,
2020b; Utharala et al., 2018; McIntyre and Densmore, 2019).
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1.2 Applications of Droplet Microfluidics
The ability of droplet microfluidics to compartmentalize samples into thousands and even
millions of picoliter and nanoliter reactions, add reagents on-demand, and screen for reac-
tions of interest provides a unique screening platform ubiquitous in many fields such as
biology (Sgro et al., 2007), chemistry (Song et al., 2006), medicine (Rivet et al., 2011), and
pharmaceutical (Joanicot and Ajdari, 2005).
1.2.1 Single-Cell Encapsulation for Biology
Cells can be encapsulated inside droplets to either carry out a single-cell assay (Zilionis
et al., 2017) or culture them (Wang et al., 2014). Single cells are typically encapsulated






where k and λ are the number of cells encapsulated in a droplet and the average number
of cells per droplet volume, respectively. For a known cell concentration of λ, P(λ,k) is
the probability that k cells are encapsulated in a single droplet. To avoid multiple cells
being encapsulated in the same droplet, the rate of droplet generation outnumbers the rate
of cells entering the device. As a result, λ is commonly adjusted to have a value between
0.05−0.1, thus, droplets outnumber cells by a ratio of 10 - 20 (Collins et al., 2015). Inertial
ordering of particles has been used to achieve encapsulation rates beyond the random
encapsulation dictated by the Poisson distribution, however, these methods can be sensitive
to cell size distribution and the encapsulation can be reduced when cells with different sizes
are encapsulated (Lagus and Edd, 2012).
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1.2.2 Cell-Free Systems and Artificial Cells for Synthetic Biology
In addition to high throughput colony screening using single-cell encapsulation, droplet
microfluidics offers numerous other unique capabilities for synthetic biology (Gach et al.,
2017). For instance, the cellular machinery has been encapsulated into lipid vesicles to
minimally reproduce the essential functionalities of Escherichia coli, such as initial steps of
cell division and positioning mechanism, using droplet microfluidics (Martos et al., 2012).
Also, droplet microfluidics can help develop synthetic cells by dispersing phospholipids
on the interface of droplets and encapsulating the cellular machinery inside the droplets.
The phospholipids can imitate the cellular membrane to achieve synthetic cells, therefore,
by encapsulating the droplets in another aqueous phase to create double emulsions, cell-
cell interactions of synthetic cells can be studied (Villar et al., 2011; Mantri et al., 2013).
Additionally, cell-free transcription-translation (TX-TL) machinery can be encapsulated
inside microfluidic droplets and by modulating bio-circuit design parameters and using
microfluidic screening design-build-test cycles for synthetic circuits can be carried out at
high throughputs to optimize enzyme production for numerous biosynthesis applications
(Hori et al., 2017).
1.2.3 Phenotypic Analysis with Fluorescence-Activated Droplet Sorting
Fluorescent read-outs are widely-used markers to study the expression levels of chemicals
of interest, peptides, and proteins. Fluorescent read-outs can be easily integrated into
microfluidic droplets to study enzyme activity and expression levels of proteins (Terekhov
et al., 2017; Gach et al., 2016; Romero et al., 2015). Integration of fluorescent sensors
up-stream of a microfluidic DEP sorter enables phenotypes to be assessed and sorted
at a rate of 1 kHz and even higher (Sciambi and Abate, 2015). Furthermore, droplet
microfluidics can be used to generate double-emulsions that are compatible with standard
FACS machines and remain stable during the sorting process for post-sorting downstream
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analysis, such as PCR and sequencing (Brower et al., 2020a; Brower et al., 2020b). The
ability of droplet microfluidics to create and screen large libraries and its ability to contain
secreted proteins within the droplets enables capabilities beyond what is possible with
standard FACS machines. Therefore, droplet microfluidics is an ideal candidate for linking
genotypes to phenotypes, specifically, in the case of secreted metabolites and proteins (Wang
et al., 2014; Beneyton et al., 2016). The high throughput characterization and sorting
capabilities of droplet microfluidics can be further extented with error-prone PCR to develop
high throughput and cost-effective directed evolution platforms (Chiu and Stavrakis, 2019;
Agresti et al., 2010).
1.3 Challenges and Short-Comings in Droplet Microfluidics
The field of microfluidics attracted significant attention in the past two decade by promising
the potential to revolutionize several fields, including chemistry, biology, medicine, and
pharmaceutical (Whitesides, 2006; Squires and Quake, 2005; Stone et al., 2004; Beebe
et al., 2002). Furthermore, with the introduction of droplet microfluidics in 2001 (Thorsen
et al., 2001), and rapid subsequent expansion of it in the following years (Christopher and
Anna, 2007; Agresti et al., 2010; Guo et al., 2012; Zilionis et al., 2017), even greater
potential was expected from the already revolutionary field of microfluidics (Joanicot and
Ajdari, 2005). However, the adoption of microfluidics in life science discovery cycles
is an exception rather than being the norm, with its adoption effectively being limited to
well-funded research groups. The limited adoption of microfluidics despite its revolutionary
advantages can be attributed to the costly, time-consuming, and slow fabrication process,
the lack of generalizable and predictive understanding of the performance of microfluidic




Standard photolithography is the most common method for fabricating microfluidic devices
that adopts semiconductor fabrication techniques to make molds and subsequently use
soft-lithography to fabricate microfluidic devices out of a polydimethylsiloxane (PDMS)
substrate (Chen et al., 2003), as shown in Fig. 1·5. PDMS-based microfluidic devices
are gas permeable (Lamberti et al., 2014), optically transparent (Mogi et al., 2014), and
biocompatible (Ayoib et al., 2016). However, despite PDMS being an inexpensive substrate
(Brower et al., 2017), standard photolithography requires a host of specialized and often
costly equipment or infrastructure such as a cleanroom facility, mask printer, mask aligner,
fume hood, spin coater, and plasma bonder (Thompson et al., 2015). Additionally, the
techniques used in standard photolithography require high degrees of skill and experience
and are non-standardized (Walsh III et al., 2017). Furthermore, PDMS-based devices have
several drawbacks including limited aspect ratio, swelling when exposed to organic com-
pounds, weak mechanical properties, and incompatibility with current mass manufacturing
methods (Mukhopadhyay, 2007; Eddings et al., 2008; Guckenberger et al., 2015).
Additionally, fabricating integrated electrodes necessary for manipulating droplets in
microfluidic devices poses further challenges. Fabrication of sophisticated droplet-based
platforms is currently limited by the lack of a low-cost rapid prototyping method for
integrating electrodes in microfluidic devices that does not require a cleanroom (McIntyre
et al., 2020b). Therefore, the high fabrication costs associated with the current standard
photolithography, the time-consuming process, the necessary infrastructure and equipment,
and the unsuitability of standard photolithography for mass manufacturing are some of the
main barriers to the widespread adoption of droplet microfluidics in life sciences.
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Figure 1·5: Microfluidic devices are commonly fabricated through standard
photolithography adopted from the semiconductor industry.a. First, photo-
resist spin-coated on a silicon wafer is exposed to UV light through a micro-
patterned photo-mask. b. Using solvents the uncured photo-resist is washed
away to develop a master mold. c. PDMS is then poured on the master mold
and baked in an oven. d. The baked PDMS layer is then peeled off from the
master mold. e. Finally, the PDMS layer is bonded to a glass coverslip using
plasma bonding to form micro-channels and seal the device.
1.3.2 Design
Designing functional microfluidic devices is a challenging task the requires a deep under-
standing of fluid dynamics, surface chemistry, manufacturing, mechanical computer-aided
design (CAD), and computer-aided manufacturing (CAM) (Sanka et al., 2019b). Currently,
even microfluidic experts achieve novel functionalities via ingenuity and resource-intensive,
costly, and time-consuming design iterations necessary to push the boundaries of microflu-
idics (Tsur, 2020; Lippai et al., 2017). Additionally, the field is still lacking a freely available
comprehensive microfluidic-specific CAD tool that can design microfluidic devices in a
standardized manner, share designs and their associated performance, and rapidly iterate
designs based on observed performance or depending on the used manufacturing method
(Crites et al., 2018; Sanka et al., 2019a; Crites et al., 2019).
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Furthermore, designing droplet-based microfluidic devices poses additional challenges
due to the intricate and complex fluid dynamics, the lack of a predictive understanding of
multi-phase flows, the large number of effective parameters, and the unreliability of the
numerical models to simulate these devices (Lee et al., 2009; Korczyk et al., 2019; Baroud
et al., 2010; Liu et al., 2018). Therefore, microfluidic design tools that can address the
aforementioned challenges, reduce the number of necessary design iterations, and accelerate
the design process of microfluidic devices can significantly reduce the barrier to entry to
microfluidics.
1.3.3 Generalizability and Standardization
Academia’s quest for novel applications results in microfluidic platforms that are highly
optimized to deliver an application-specific performance and often lack component charac-
terization data. The lack of well-characterized components and appropriate performance
assessment methods prevent seamless integration with other components to develop more
sophisticated microfluidic devices. Additionally, the diverse fluids used in different applica-
tions, hampers the unhindered generalization of the developed platforms to other similar
applications due to the unintentional adverse effects either on the fluid dynamics of the
device, its bio-analytical properties, or its reliability (Reyes et al., 2021).
Furthermore, the unavailability of component characterization data is one of the main
obstacles preventing CAD workflows to transform the field in the same way that CAD
tools revolutionized the field of electronics (Melin and Quake, 2007). Additionally, the
large number of available building blocks in microfluidics (e.g., micro-mixers, cell-traps,
branches, valves, pumps, droplet sorters, droplet mergers, etc.) in comparison to the field
electronics and the high cost and long time required to parametrize and characterize these
building blocks have further hampered the standardization of microfluidics (Becker, 2010;
Reyes et al., 2021).
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Therefore, academia’s disinterest and even reluctance to characterization and standard-
ization of microfluidic components, the large number of building blocks in microfluidics,
and the fluidic and bio-analytical complexity of microfluidic platforms have prevented the
seamless extension of previously developed components and devices to new applications
and development of new CAD tools for microfluidic design automation.
1.4 Design Automation of Generalizable Droplet-Based Microfluidic
Devices Using Low-Cost Rapid Prototyping
With the recent introduction of high-resolution low-cost rapid prototyping methods using
computer numerical control (CNC) micromilling (Guckenberger et al., 2015; Lashkaripour
et al., 2018d), 3D printing (Vasilescu et al., 2020; Bazaz et al., 2020b), laser cutting (Thomp-
son et al., 2015; Patko et al., 2014), and craft cutting (Levis et al., 2019a; Levis et al.,
2019b) some of the major challenges in microfluidics can be tackled. Firstly, low-cost
rapid prototyping significantly accelerates the microfluidic design-build-test cycle (reducing
fabrication time from days to hours) and enables widespread adoption of microfluidics in
life sciences due to significant reduction in fabrication costs and the required equipment
and infrastructure. Secondly, rapid prototyping allows for experimental exploration of large
design spaces previously impractical to carry out in a realistic cost- and time-frame, and only
studied using numerical simulations (Rasouli et al., 2018; Bazaz et al., 2018; Lashkaripour
et al., 2018b). Therefore, geometric design parameters previously less explored can now be
characterized and a greater number of data points can be generated to achieve a better under-
standing of complex microfluidic phenomena. Thirdly, the ability to generate large-scale
experimental datasets enables accurate predictive understanding of complex microfluidic
dynamics by using either machine learning models or physical models developed based on
the governing fluidic equations. Finally, accurate performance prediction in microfluidics
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allows for design automation tools to be developed using automated search algorithms, that
can create a microfluidic design based on user-specified desired performance, eliminating
the need for resource-intensive design iterations.
In this thesis dissertation, I describe my work in developing a machine learning based
design automation software tool for microfluidic flow-focusing droplet generators. In Chap-
ter 2, I detail a low-cost rapid prototyping method to fabricate microfluidic devices in a
matter of hours while costing less than $10. This fabrication method utilizes a low-cost
desktop CNC micromill to ablate microfluidic features with a minimum width of 75 µm out
of thermoplastic substrates.
In Chapter 3, I describe my work on characterizing the performance of microfluidic
flow-focusing droplet generators in terms of droplet diameter, generation rate, generation
regime, and polydispersity in both dripping and jetting regimes. I accomplished this by
employing ANOVA analysis and main effect analysis on a large-scale experimental dataset
that includes a broad range of design parameters and their associated observed performance.
This dataset is created by using the previously described low-cost micromilling technique
and orthogonal design of experiments.
In Chapter 4, I detail the development and verification of a design automation tool for
flow-focusing droplet generation, called DAFD (Design Automation of Fluid Dynamics),
that can accurately predict the performance of a flow-focusing droplet generator given its
design parameters using machine learning models. More importantly, DAFD can automat-
ically create a microfluidic flow-focusing geometry and provide the necessary flow rates
to achieve the user-specified desired performance. I demonstrate the generalizability of
the developed design automation tool to support additional fluid combinations for droplet
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generation.
In Chapter 5, I conclude my dissertation with future directions for low-cost rapid
prototyping, experimental characterization, performance prediction, and design automation
in microfluidics. It is my hope that the open-source, free, and online DAFD software tool
or its framework to be adopted and extended by the microfluidic community capitalizing
on low-cost rapid prototyping, design of experiments, experimental characterization, and
machine learning to eliminate the costly and time-consuming design iterations currently
necessary to develop functional microfluidic devices. It is my expectation that low-cost and
cleanroom-free fabrication methods coupled with microfluidic design automation tools to
significantly lower the barrier to entry and enable widespread adoption of microfluidics in




Low-Cost Rapid Prototyping of Microfluidic
Devices
2.1 Introduction
The field of microfluidics is in a steady but relatively slow growth in finding new applica-
tions, specifically, across the life sciences (Whitesides, 2006; Reyes et al., 2021). However,
its adoption has been limited to specialized and well-funded research groups due to the high
barrier to entry, inherent to traditional microfluidic fabrication processes (photo-lithography
in conjunction with soft-lithography) that require expensive and specialized infrastructure
and equipment (Sackmann et al., 2014). To this end, several low-cost rapid prototyping
methods using micromilling, 3D printing, laser cutting, and craft cutting with varying
degrees of accuracy and resolution have been introduced. These methods typically fabri-
cate microfluidic devices out of thermoplastics or fabricate molds out of thermoplastics to
form PDMS-based devices using soft-lithography (Tsao, 2016). The proposed low-cost
fabrication methods cannot deliver a comparable resolution to standard photolithography,
however, they require significantly less expensive equipment and prohibitive infrastructure,
while being more suitable for scalable manufacturing because of the already established
thermoplastic mass manufacturing techniques (Walsh III et al., 2017). In addition to mass
manufacturability, thermoplastics offer superior mechanical, chemical, and thermal proper-
ties while being cost-effective. A comparison of the material properties of PDMS and the
common thermoplastics is provided in Table 2.1.
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Table 2.1: A comparison of material properties and cost of the common
polymers used as substrates for fabricating microfluidic devices, adopted
from (Tsao, 2016).
Material properties Polydimethylsiloxane Polycarbonate Acrylic Polystyrene Cyclic olefin copolymer
(PDMS) (PC) (PMMA) (PS) (COC)
Mechanical properties Elastomer Rigid Rigid Rigid Rigid
Thermal properties* 80◦C 140-150◦C 100-125◦C 90-100◦C 70-155◦C
Solvent resistance Poor Good Good Poor Excellent
Acid/base resistance Poor Good Good Good Good
Visible-range transmissivity Excellent Excellent Excellent Excellent Excellent
UV-range transmissivity Good Poor Good Poor Excellent
Biocompatibility Good Good Good Good Good
Cost $150/(1Kg) ≤$3/(1Kg) $2-4/(1Kg) ≤$3/(1Kg) $20-25/(1Kg)
*Determined using the curing temperature for PDMS and the glass transition temperature for
thermoplastics.
Low-cost microfluidic devices have been often fabricated out of thermoplastics using
CNC micromilling (Rahmanian and DeVoe, 2013; Chen et al., 2014a; Guckenberger et al.,
2015), 3D printing (Bhattacharjee et al., 2016; Nelson et al., 2019), laser cutting (Suriano
et al., 2011; Liu et al., 2017), and craft cutting (Cassano et al., 2015; Islam et al., 2015).
Laser cutting is an attractive alternative to photolithography for cleanroom-free fabrica-
tion of microfluidic devices. Briefly, a laser plotter engraves micro-patterns on a substrate
by inducing thermal degradation on the surface material using short pulse or long pulse laser
beams (Shaegh et al., 2018). Laser cutting is a scalable, simple, and fast fabrication method
with great potential, that has been shown to create micro-features as small as 100 µm (Malek
et al., 2009; Wang et al., 2012). However, with laser cutting it is challenging to control the
cross-section of the microchannels, and often trapezoidal channels are achieved limiting its
widespread adoption (Faustino et al., 2016). Nonetheless, fabrication of microchannels with
non-trapezoidal cross-sections have been reported using a custom and complex optical setup
for spatiotemporal focusing of a femtosecond laser beam (He et al., 2010).
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Craft cutting (i.e., Xurography) has been demonstrated to be an accessible, cleanroom
free, and rapid method for fabricating microfluidic devices out of adhesive vinyl films using
a cutting plotter (Tan et al., 2001; Greer et al., 2007; Pinto et al., 2014). However, this
method suffers from low accuracy for microfluidic dimensions smaller than 500 µm, thus,
limiting its applicability to a narrow range of use cases (Pinto et al., 2014; Faustino et al.,
2016).
3D printing is another alternative micro-fabrication method that is mostly automated and
easy to use with an ever-improving resolution while decreasing in cost (Bhattacharjee et al.,
2016). Briefly, 3D printing is an additive manufacturing method that creates a 3D object
by printing it layer by layer in a controlled procedure. 3D printing is an ideal fabrication
method for complex 3D geometries, that can be either impossible or extremely challenging
with other fabrication methods (Raoufi et al., 2020; Akar et al., 2021). Stereo-lithography
(SL), multi-jet modeling (MJM), and fused deposition modeling (FDM) 3D printing have
been used to fabricate microfluidic devices with varying resolutions. SL, MJM, and FDM
3D printing were demonstrated to fabricate 100 µm (Gong et al., 2015), 750 µm (Sochol
et al., 2016), and 350 µm channels (Johnson et al., 2016), respectively. Therefore, 3D
printing still lacks the necessary resolution for some microfluidic applications, however, it
is expected that the deliverable resolution of 3D printers will improve in the coming years
(Bhattacharjee et al., 2016).
CNC micromilling is another alternative method for fabricating microfluidic devices.
Micromilling is a mostly automated, relatively low-cost, and fast rapid prototyping method
that utilizes rapidly spinning cutting tools (endmills) to ablate micro-patterns from millable
substrates in a highly controlled manner (Guckenberger et al., 2015). A wide variety of
substrate materials including PC, PMMA, COC, COP, and PS can be used to fabricate
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microfluidic devices with either patterns directly ablated on the device or negative patterns
created on a mold for later PDMS-based replication. Endmills can be as small as 5 µm,
therefore, using precision laser-based tool locaters, technically features as small as 5 µm
can be fabricated with this method without requiring a cleanroom. However, in practice,
CNC machines capable of handling and locating sub-50 µm endmills can be expensive with
large machine footprints (Guckenberger et al., 2015). Therefore, CNC micromills although
suitable for fabricating microfluidic devices with microchannels as small as 5 µm, can be
prohibitively expensive. In this dissertation, low-cost desktop CNC micromills are explored,
and their suitability for rapid and inexpensive prototyping of microfluidic devices out of
thermoplastic substrates, specifically, polycarbonate is investigated.
2.2 Low-Cost Desktop Micromilling
Recently, a new class of inexpensive CNC micromills with small machine footprints (i.e.,
desktop), mostly driven by the needs of the printed circuit board (PCB) community and
electronic enthusiasts, has been introduced. The new low-cost CNC machines present new
opportunities to address many of the shortcomings in microfluidic rapid prototyping, specifi-
cally, removing the barrier to entry to micro-fabrication in terms of expensive equipment
and infrastructure, relatively high resolution, while adhering to a small form factor.
Here, three different low-cost CNC micromills (≤ $3500) shown in Fig. 2·1, are
investigated and a set of standardized tests are devised to analyze their suitability for
microfluidic rapid prototyping. First, through a quantitative framework micromilling settings
for ablating microfluidic geometries on polycarbonate substrates are found and provided.
Second, using a set of standardized tests, the spatial accuracy of three different CNC
micromills including Othermill Pro (now rebranded as Bantam Tools PCB milling machine),
Othermill V2, and Carbide 3D Nomad 883 for both positive (i.e., ablation of a mold for later
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Figure 2·1: Low-cost desktop CNC micromills are a new class of micromills
driven by the needs of electronic PCB enthusiasts and hobbyists. The suitabil-
ity of CNC micromills in this class, namely a. Othermill Pro (now rebranded
as Bantam Tools PCB milling machine), b. Carbide 3D Nomad 883, and c.
Othermill V2 in fabricating microfluidic devices are explored.
device replication) and negative (i.e., direct ablation of the device) features are characterized
and compared. Third, the surface properties of micromilled features and the effects of milling
settings on surface roughness are studied. Forth, rapid, low-cost, and reversible methods for
sealing microfluidic devices milled out of polycarbonate substrates are introduced. Fifth,
the suitability of the micromilled devices for accommodating low-cost integrated electrodes
is demonstrated, and proof-of-concept devices for droplet sensing, merging, and sorting
are developed. Finally, the suitability of this fabrication technique for microfluidic droplet
generation and biological applications such as cell encapsulation and enzyme expression is
demonstrated.
2.3 Milling Settings for Fabricating Polycarbonate Based Microfluidic
Devices
Micromilling settings include feedrate, spindle-speed, step-down, step-over, and plunge-rate,
and are crucial to the surface finish of the milled feature, fabrication time, the life-span of
endmills, and ultimately a successful milling session. Feedrate is the velocity at which the
endmill (cutting tool) moves over the surface of the substrate (i.e., workpiece). Spindle-
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speed is the rotational velocity at which the endmill is spinning. Plunge-rate is the Z-axis
speed (top to bottom) at which the endmill makes contact with the substrate. Step-over and
step-down are the distances that the endmill travels in the X-Y plane and Z-axis, respectively,
after finishing a milling pass. The optimal values for these milling parameters can change
based on the substrate material and the endmill diameter. However, determining these
parameters is an inexact science and often requires extensive trial and error. To determine
the appropriate milling settings, manufacturers often combine spindle-speed and feedrate
into a single parameter called surface speed determined by Eq. (2.1):
V = π× D×N
1000
, (2.1)
where D is the cutting diameter (mm), N is the spindle-speed (rpm), and V is the surface
speed (m/min).
Typically, manufacturers suggest a certain surface speed based on the substrate mate-
rial to avoid breaking the endmills, improve the surface quality of the finished product,
increase the life-span of endmills, and ensure a successful milling session. For instance,
handbooks and machining standards suggest a surface speed of 60 - 150 m/min for milling
polycarbonate substrates (Harper, 2000; Solutions, 2016). However, given the ultra-small
endmill cutting diameters used for micro-fabrication (that can be as small as 5 µm) keeping
the surface speed at the suggested 60 - 150 m/min range could require spindle-speeds that
typical desktop CNC mills and even high-end micromills cannot deliver. For instance,
while keeping the surface speed at the minimum suggested value of 60 mm/min, using
Eq. (2.1), a 100 µm endmill has to spin at approximately 190,000 rpm, which is out of the
possible range for most CNC machines, let alone low-cost desktop machines (Guckenberger
et al., 2015). Therefore, surface speed is more suitable when used for determining milling
settings for endmills with a cutting diameter larger than 3 mm. Additionally, our findings
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suggest that surface speed does not play a crucial role in ensuring a successful micro-milling
session. Conversely, load percentage (i.e, the thickness of the chip being sheared-off at each
rotation of the endmill, normalized by the endmill diameter) was observed to be the domi-
nant parameter determining the success rate of milling sessions and the life-span of endmills.





where L is load percentage (%), F is the feedrate (mm/min), D is the endmill cutting
diameter (mm), N is the spindle-speed (rpm), and T is the number of endmill flutes. A toler-
able range of load percentage for each endmill diameter can be determined experimentally
and using Eq. (2.3) feedrate can be readily calculated for a given endmill and spindle-speed.
F = D×N×L×T (2.3)
To investigate whether the recommended surface speeds apply to micromilling or not,
the surface speed was varied from the minimum possible to the maximum possible value
(limited by the minimum and maximum feedrate and spindle-speed of the CNC machine)
for two different endmills and the success of the milling sessions were evaluated. In here,
a successful milling session is defined as one, if the endmills are not broken or visibly
damaged after milling; and the surface quality of the milled features is studied in a later
section. Using a 254 µm endmill, the spindle-speed was varied from the minimum possible
to maximum possible value that the Othermill Pro CNC machine can deliver (i.e., 8000 -
26,000 rpm), while keeping the load percentage constant at 4 %, to achieve surface speeds
between 6.39 - 29.76 m/min, which meant varying the feedrate from 162.5 - 528.3 mm/min
(calculated using Eq. (2.3)), and both scenarios resulted in a successful milling session.
The same experiments were repeated for an endmill with a cutting diameter of 397 µm
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and the surface speed was varied from the minimum possible (9.98 m/min) to maximum
possible (32.43 m/min), which meant a feedrate range of 254 - 825.5 mm/min, and still,
both settings resulted in successful milling sessions. Noting that the surface speed is well
below the recommended value for polycarbonate it can be concluded that the recommended
surface speed does not apply to micromilling due to the significant size reduction in endmill
cutting diameters. Therefore, it was hypothesized that load percentage can be the dominant
parameter in determining if a milling session is successful or not.
In order to determine the maximum tolerable load percentage for a successful milling
session for endmills ranging in diameter from 100 µm to 800 µm, microchannels with
dimensions measuring 200×D, 4×D, and 1.5×D, in length, width, and depth, respectively,
were milled (where D is the endmill cutting diameter). Six different endmills with cutting
diameters of 100, 150, 200, 254, 397, and 794 µm were examined. The load percentage
for each endmill was set to 2% initially and increased with steps of 1%, to experimentally
measure the maximum tolerable load percentage, as shown in Fig. 2·2. As demonstrated in
Fig. 2·3, the maximum tolerable percentage load was observed to linearly increase with the
endmill diameter, as given in Eq. (2.4), with a coefficient of determination of R2 = 0.995.
L = 0.0295×D+2.6947 (2.4)
Using the maximum tolerable load percentage and considering the spindle-speed and
feedrate that the Othermill Pro CNC machine can deliver, milling settings for endmills in
the range of 25 - 794 µm are recommended as given in Table 2.2. It must be noted that
feedrate and spindle-speed can be altered from the recommended values, as long as the
load percentage (based on Eq. (2.3)) remains close to the value provided in Table 2.2. As a
general rule of thumb, if the CNC machine cannot deliver the recommended spindle-speed
or feedrate, the users can set the spindle-speed close to the maximum possible on their
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Figure 2·2: In order to determine the maximum tolerable load percentage of
an endmill, an iterative framework was established. The framework starts by
setting the load percentage to 2% and milling a standardized microchannel. If
the endmill is not broken or visibly damaged, the load percentage is increased
by a constant step of 1% until the endmill is damaged and the maximum
tolerable load percentage is experimentally measured. A safety factor is later
used to recommend a safe load percentage for different endmills.
Table 2.2: Recommended milling setting based on the tolerable load percent-
age for different endmill sizes. These values are only valid for micromilling
on a polycarbonate substrate. Republished with permission of Springer from
(Lashkaripour et al., 2018d), license number 5020880944204.
Endmill Spindle- Feedrate plunge Step- Load
diameter speed (mm/ rate down
(µm) (rpm) min) (mm/min) (mm) (%)
794 12,000 900 40 0.25 6 %
397 12,000 500 36 0.25 5.2 %
254 14,000 300 16 0.15 4 %
200 15,000 240 10 0.1 4 %
150 15,500 186 7 0.07 4 %
100 16,000 96 4 0.04 3 %
75 17,000 76.5 2 0.02 3 %
50 18,000 36 1 0.01 2 %
25 19,000 8 0.5 0.01 1 %
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Figure 2·3: Maximum tolerable load percentage is linearly correlated to
endmill cutting diameter. Therefore, the provided linear approximation
eliminates the need for trial and error for finding the maximum tolerable
percentage load for endmills with cutting diameters from 25 - 800 µm.
Republished with permission of Springer from (Lashkaripour et al., 2018d),
license number 5020880944204.
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machine and using the recommended load percentage given in Table 2.2, the feedrate can be
calculated using Eq. (2.3).
Using the recommended milling settings, features as small as 75 µm can be reliably
milled (only limited by the automated locating process that the CNC machine uses to mea-
sure the Z-height of an endmill by making contact between the endmill and the spoil-board
bed of the machine). It is expected that the linear relationship of load percentage, given in
Eq. (2.4), holds true for endmills as small as 25 µm if another endmill Z-height locating
mechanism (e.g., iterative adjust-height-and-cut method or laser location of endmills) is
used. For instance, the adjust-height-and-cut method can be used, in which instead of
locating the endmill through physical contact with the spoil-board (that breaks endmills
smaller than 75 µm) the height of the substrate is iteratively guessed, and a shallow 10 µm
cut is attempted, once there is a visible cut the endmill is successfully located. In fact, using
the adjust-height-and-cut method microchannels with a minimum width of 50 µm were
milled. Additionally, it was observed that the adjust-height-and-cut method results in more
accurate z-height location, thus, enabling more accurate microchannel depths and increasing
the life-span of the endmill.
Finally, using the recommended milling settings provided in Table 2.2 only two scenarios
are expected where an endmill can break (not considering endmill wear and tear due to
typical use). First, the case where there is insufficient chip removal from the endmill tip that
can cause a build-up of chipped substrate on the endmill tip. The build-up increases the
friction and subsequently results in melted plastic around the endmill that further increases
the friction forces, to a degree that the exerted forces can break the endmill. To this end, it
is recommended that researchers use bit-fans and pressurized air to induce fast-flowing air
current over the endmill and facilitate chip removal from the endmill tip, thus, reducing the
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chances of breaking the endmills, increasing endmill life-span, and improving the surface
quality of the milled micro-channels. The second scenario is where he height of the substrate
or the endmill Z-height are set incorrectly in the machine, resulting in deeper cuts that
can break the endmill. Additionally, it was observed that the endmills sensitivity to the
substrate height becomes more prominent for endmills smaller than 150 µm. To this end,
the adjust-height-and-cut method is suggested for smaller endmills, specially for 75 and
100 µm endmills, to ensure the accurate location of endmills relative to the top of the
substrate, resulting in channels with accurate depths (± 10 µm) and minimizing the chances
of breaking endmills due to cutting-depths deeper than intended.
2.4 Spatial Accuracy of Micromilled Features
In order to examine the spatial accuracy of low-cost micromilled microfluidic devices, a set
of standardized tests were devised to characterize the accuracy, precision, and minimum
feature size in the X-Y plane for both positive and negative features and in Z-direction for
negative features. The standardized tests were used to assess the suitability of three different
low-cost desktop CNC machines for microfluidic fabrication, an overview of this process
is shown in Fig. 2·4. The designs used for the standardized test were created using a free
and open-source CAD tool called OpenScad, which can generate a solid model based on a
text-based description of a device. In short, users can simply define the size of the features,
aspect ratio, endmills used, spacing between each feature, and thickness of the substrate, to
create a solid model.
2.4.1 Spatial Accuracy in X-Y Plane
To examine the accuracy of the CNC machines in fabricating positive features in the X-Y
plane, a set of cuboids with a constant aspect ratio of 0.5 (i.e., height to width ratio) were
designed, milled, and analyzed. OpenScad software was used to create a text-based modular
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Figure 2·4: A set of standardized tests are proposed to characterize the
spatial accuracy of CNC micromills. a. The spatial accuracy in the X-Y
plane and Z-axis are characterized. b. The standardized tests are modular
and can readily be described in OpenScad CAD tool to generate a solid
model. c. Each design is fabricated using three low-cost desktop micromills.
d. Microscopy and image processing are used to analyze and characterize the
spatial accuracy of the micromills. Republished with permission of Springer
from (Lashkaripour et al., 2018d), license number 5020880944204.
description of the standardized test, as shown in Fig. 2·5. Users can easily specify cube size,
endmill diameter, aspect ratio, and substrate thickness, then a solid model is automatically
generated by OpenScad that can later be imported to CAM software such as Autodesk
Fusion 360 to generate gcode for fabricating the devices. The modular OpenScad designs for
these devices can be found at: https://github.com/CIDARLAB/milling-benchmarks.
The size of the square-shaped cuboids was varied from 100 to 1000 µm. Each cuboid was
milled in 5 technical replicates to characterize both accuracy and precision. Additionally,
the tests were repeated for 4 experimental replicates to account for experimental variation.
All positive features were milled using a 794 µm endmill.
Positive features (cuboids) with widths smaller than 250 µm were observed to be dam-
aged or lacking a square shape, which undermines the suitability of low-cost micromills in
fabricating positive features (i.e., molds for replication). Nonetheless, for positive features
31
Figure 2·5: Modular text-based descriptions of standardized tests for positive
features are specified in OpenScan to generate a solid model that can be
imported to CAM software to create gcode for fabricating cuboids and
analyzing the X-Y accuracy of CNC machines for positive features.
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Figure 2·6: The accuracy of three different low-cost CNC mills for fabri-
cating positive features (molds) are measured and compared. The error bars
represent the standard deviations for N = 20. Positive values of deviation
depict an under-cut and negative values depict an over-cut. Republished with
permission of Springer from (Lashkaripour et al., 2018d), license number
5020880944204.
larger than 250 µm, the maximum of the average width deviation from the designed values in
X-axis (Y-axis) were 8.5 (14.0), 25.7 (11.9), and 25.8 (53.9) µm for Carbide 3D, Othermill
Pro, and Othermill V2, respectively, as shown in Fig. 2·6. By defining precision as three
times the observed standard deviation for the replicates, the precision of micromills in
fabricating positive features in X-axis (Y-axis) were observed to be 42.9 (38.4), 86.1 (65.1),
and 40.8 (132.3) µm , for Carbide 3D, Othermill Pro, and Othermill V2, respectively. It must
be noted that the different accuracy and precision in X-axis and Y-axis can be attributed
to the different motors typically used for each axis, and are observed in high-end CNC
machines as well (Chen et al., 2014b).
To examine the accuracy of CNC machines for fabricating negative features in the
X-Y plane, microchannels with widths of 1×D, 1.5×D, and 2×D (where D is the
cutting diameter of the endmill) were fabricated in both horizontal and vertical orientations.
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OpenScad software was used to create a text-based modular standardized test, as shown
in Fig. 2·7. Users can readily specify the microchannel width, depth, endmill diameter,
number of replicates, and substrate thickness, then a solid model is automatically generated
by OpenScad that can later be imported to CAM software such as Autodesk Fusion 360
to generate gcode for device fabrication. The modular designs of these standardized tests
can be found at: https://github.com/CIDARLAB/milling-benchmarks. Endmills with
cutting diameters of 75, 100, 150, 200, 254, 397, and 794 µm were used to fabricate
microchannels with a minimum width of 75 µm and maximum width 1588 µm. The width
of the fabricated microchannels is measured using microscopy and image processing to
quantify the accuracy and precision, with vertically oriented channels representing X-axis
(channel width extends in X-axis) and horizontally oriented channels representing Y-axis
(channel width extends in Y-axis).
For milling negative features the low-cost micromills were capable of fabricating chan-
nels with a minimum width of 75 µm, which is a significant improvement over the 250 µm
minimum width of positive features. The desktop CNC machines were not able to fabricate
microchannels smaller than 75 µm (i.e., 50 and 25 µm) because the smaller endmills broke
during the automated process of locating the endmills. As discussed earlier, this can be
remedied by using the adjust-height-and-cut method or other manual methods for locating
the endmill Z-height relative to the top of the substrate. The negative features were either
equal to, 1.5Œ, or 2x the endmill cutting diameter, therefore, if the same width could be
fabricated with two different endmills (e.g., 200 µm = 2 x 100 µm or 1 x 200 µm), the
accuracy for the smallest multiple is presented (i.e., 1 x 200 µm). Therefore, the accuracy
measurements given in Fig. 2·8, were categorized into the three groups of microchannels
with widths 1x, 1.5x, or 2x of the endmill cutting diameter. It was observed that milling neg-
ative features resulted in higher accuracies and tighter tolerances in comparison to milling
positive features. Additionally, when only considering negative features with widths equal
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Figure 2·7: Modular text-based descriptions of standardized tests for neg-
ative features are specified in OpenScan to generate solid models that can
be imported to CAM software to create gcode for fabricating microchannels
and analyzing the X-Y accuracy of CNC machines for negative features.
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Figure 2·8: The accuracy of three different low-cost CNC mills for fabricat-
ing negative features are measured and compared. The error bars represent
the standard deviations for N = 9. Positive values of deviation depict an under-
cut and negative values depict an over-cut. Republished with permission of
Springer from (Lashkaripour et al., 2018d), license number 5020880944204.
to endmill cutting diameter the maximum deviations were observed to reduce significantly.
By comparing the spatial accuracy and precision of low-cost micromills in fabricating
positive and negative micro-patterns, it can be concluded that negative features are more
suitable for microfluidic applications in comparison to positive features due to their tighter
tolerances, faster fabrication process, and fewer assembly steps, as given in Table 2.3.
2.4.2 Spatial Accuracy in Z Axis
To examine the Z-axis accuracy of CNC machines in fabricating microchannels with the
desired depth, a series of microchannels with a constant width and decreasing depths
were designed. The channel depth was varied from 1000 to 40 µm, with 10 experimen-
tal replicates. OpenScad software was used to create a text-based modular standardized
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Table 2.3: Comparison of the X-Y plane accuracy of positive and negative
features using Othermill Pro. The findings demonstrated that the negative
features were more suitable for fabricating microfluidic devices using low-
cost desktop micromills. Republished with permission of Springer from
(Lashkaripour et al., 2018d), license number 5020880944204.
Parameter Positive Negative
features features
Minimum feature size 250 µm 75 µm
Worst X-axis accuracy 25.7 µm 19.6 µm
Worst Y-axis accuracy 11.9 µm 17.3 µm
Worst X-axis precision 86.1 µm 26.8 µm
Worst Y-axis precision 65.1 µm 39.9 µm
Max. X-axis deviation 60.9 µm 36.5 µm
Max. Y-axis deviation 52.8 µm 36.4 µm
Max. X-axis dev. for features 60.9 µm 22.1 µm
equal to endmill diameter
Max. Y-axis dev. for features 52.8 µm 20.7 µm
equal to endmill diameter
test, as shown in Fig. 2·9. Users can easily describe the depth of cut, endmill cutting
diameter, facing depth, substrate thickness and width, and spacing between the chan-
nels, then a solid model is automatically generated by OpenScad that can later be im-
ported to CAM software such as Autodesk Fusion 360 to generate gcode for fabricating
the devices. The modular OpenScad designs for the standardized tests can be found at:
https://github.com/CIDARLAB/milling-benchmarks.
The depth of the microchannels was measured using a calibrated microscope and image
processing. The largest depth deviation from the designed values for the 10 experimental
replicates were 5.9, 10.4, and 9.7 µm for Carbide 3D, Othermill Pro, and Othermill V2,
respectively (see Fig. 2·10). The precision (3 times the standard deviation for 10 replicates)
were observed to be 35.1, 61.3, and 26.4 µm, for Carbide 3D, Othermill Pro, and Othermill
V2, respectively.
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Figure 2·9: Modular text-based descriptions of standardized tests (bench-
marks) for measuring the Z-axis accuracy of low-cost CNC mills in fabri-
cating microchannels. The benchmarks are described in OpenScan software
to generate a solid model that can be imported to CAM software to create
gcode for fabrication.
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Figure 2·10: a. The Z-axis accuracy of three different low-cost CNC mills
for fabricating microchannels over a wide range of channel depths are mea-
sured and compared. Positive values of deviations depict an under-cut, while
negative values depict an over-cut. The error bars represent standard devia-
tions for N = 10 replicates. b. Linear regression models are fitted, and users
can use these models to account for the deviations in microchannel depth.
Republished with permission of Springer from (Lashkaripour et al., 2018d),
license number 5020880944204.
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2.5 Surface Roughness of Micromilled Features
The surface roughness of microchannels is an important characteristic that can affect their
transparency, apparent viscosity, and biocompatibility (Prentner et al., 2010). In order to ex-
amine the surface roughness of low-cost desktop micromilling on polycarbonate substrates,
the experiments carried out by Chen et al. using a high-end CNC mill (Chen et al., 2014b)
were replicated using the Othermill Pro desktop CNC machine (the machine with the best
overall spatial accuracy and performance for fabricating microfluidic devices). Rectangular
features with a dimension of 6 mm × 3 mm with a depth of 15 µm were milled, and feedrate
and spindle-speed were varied according to Chen et al. experiments (Chen et al., 2014b).
The depth of cut was not varied, since its effect on surface roughness for cuts up to 300%
of the endmill cutting diameter was deemed insignificant (Guckenberger et al., 2015). The
features were milled using a 254 µm endmill and all experiments were carried out once
with 20% step-over (the same as Chen et al. experiments) and once with 5% step-over to
investigate the effect of step-over on surface roughness. Finally, to further examine the effect
of step-over on surface roughness, while keeping the feedrate and spindle-speed constant
(600 mm/min and 15,000 rpm), step-over was swept from 5 to 30%, while using both
254 and 397 µm endmills. An Alpha-Step 500 Profiler was used for all surface roughness
measurements, the scan length, scan speed, and stylus force were set to 1 mm, 0.2 mm/s,
and 19.9 mg, respectively.
Studies on the effect of spindle-speed and feedrate on surface roughness are inconclusive.
Some studies suggest that reducing the feedrate and increasing the spindle-speed results in
smoother surfaces (Guckenberger et al., 2015; Chen et al., 2014b). However, other studies
argue for an optimal values for feedrate and spindle-speed that delivers the smoothest surface
(Lee and Dornfeld, 2004). Similarly, we found that for low-cost CNC micromills there
are optimal spindle-speeds and feedrates that result in the smoothest micromilled features,
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as shown in Fig. 2·11. When replicating the experiments from (Chen et al., 2014b), the
observed surface roughness of low-cost CNC mills (see Fig. 2·11.b) are worst than that of
high-end CNC mills (see Fig. 2·11.a). This could potentially be attributed to the smaller size
of the desktop machines, making them more prone to vibrations induced by their motors.
Interestingly, reducing the step-over from 20% (see Fig. 2·11.b) to 5% (see Fig. 2·11.c),
significantly reduced the surface roughness making the surface quality comparable or even
better than high-end CNC mills when set to 20% step-over. Additionally, by reducing the
step-over the dependence of surface roughness on spindle-speed and feedrate was signif-
icantly reduced. It must be noted that while using a 5% step-over, a minimum surface
roughness of Ra = 0.205 ± 0.029 µm was observed.
Additionally, while keeping the feedrate and spindle-speed at 600 mm/min and 15,000
rpm, respectively, the surface roughness was observed to decrease by reducing step-over
from 30% to 5%, as shown in Fig. 2·12.a. However, reducing the step-over resulted in longer
machining times as demonstrated in Fig. 2·12.b. Therefore, there is a trade-off between ma-
chining time and surface quality that researchers can control by adjusting the step-over and
opting for rapid prototyping or higher quality fabrication. Additionally, the surface quality of
micromilled channels can later be improved using methods such as vapor polishing and sand
polishing (Liu et al., 2020b; Nguyen et al., 2018; Nguyen et al., 2019; Ogończyk et al., 2020).
2.6 Low-Cost Bonding and Assembly of Microfluidic Devices
Device bonding and assembly is the final step in achieving a functional microfluidic device.
Clamp bonding (reversible) and adhesive bonding (irreversible) are two effective and in-
expensive methods that were successfully used to seal polycarbonate-based microfluidic
devices fabricated through low-cost micromilling, as shown in Fig. 2·13.
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Figure 2·11: a. The effect of spindle-speed and feedrate on surface rough-
ness, while using a high-end CNC micromill. Plots are generated using the
data provided in a previous study (Chen et al., 2014b). b. The same experi-
ments are carried out and the surface roughness of milled features is provided
while using a low-cost CNC (Othermill Pro) at 20% step-over. c. The same
experiments are carried out and the surface roughness of milled features is
provided while using a low-cost CNC (Othermill Pro) at 5% step-over. Data
shown in (b.) and (c.) are an average of N = 9 measurements for 3 experi-
mental replicates measured at 3 different points. Each contour depicts a 15
nm change in surface roughness. Republished with permission of Springer
from (Lashkaripour et al., 2018d), license number 5020880944204.
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Figure 2·12: a. Increasing the step-over reduces the machining time (data
are shown for a 15 µm deep, 6 mm × 3 mm rectangle). b. Reducing the
step-over yields smoother surfaces in low-cost CNC micromills. The error
bars represent the standard deviations for N = 4 replicates. The surface
roughness of polycarbonate substrates that were not milled was 6.49 ± 4.02
nm. Republished with permission of Springer from (Lashkaripour et al.,
2018d), license number 5020880944204.
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2.6.1 Adhesive Bonding
A double-sided pressure sensitive adhesive (ArCare 90445, Adhesives Research) was used to
easily seal the micromilled microfluidic devices. Once the microfluidic layers were milled,
they were thoroughly cleaned using a soft toothbrush and two sonication baths filled with
IPA and ID water. A stereo microscope was used to visually inspect for any burrs potentially
disrupting fluid flow inside the microfluidic device. The double-sided adhesive layer was
then applied to the flow layer and the layer was then placed inside a desiccator connected
to a vacuum line for at least 2 hours. Next, the control layer was attached to the other side
of the adhesive layer and the device was placed inside a desiccator for at least 15 minutes,
to achieve a ready-to-use microfluidic device. This method delivered a sealing pressure
that was sufficient for all of the applications described in this dissertation. Additionally, the
adhesive can be surface treated using Aquapel, to become hydrophobic and compatible with
applications that require fluorinated oils for droplet generation. The only limitation of this
adhesive bonding method was observed to be the potential of blocking flow channels in the
case of extremely wide or extremely shallow microchannels (not characterized here), where
the adhesive layer could potentially collapse and disrupt or block the flow.
2.6.2 Clamp Bonding
Clamp bonding in conjunction with thin PDMS layers and pressure distributors can also
be used for sealing microfluidic devices. As illustrated in Fig. 2·13, this bonding method
requires two additional pressure distributor layers with milled-out contours to accommodate
the ports of the flow layer. A thin PDMS layer (250 - 1000 µm) is made by mixing the
copolymer and the curing agent at a 10:1 ratio, then bubbles are removed using a desiccator
and the PDMS is poured on a flat surface to achieve a relatively uniform PDMS layer, and
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Figure 2·13: Clamp bonding and adhesive bonding are rapid, low-cost, and
effective methods for sealing microfluidic devices fabricated through low-
cost desktop micromilling. a. Device layers are fabricated using a low-cost
desktop micromill. b. Pressure sensitive adhesives (PSA) or thin PDMS
layer sandwiched by clamps can be used c. to achieve a sealed microfluidic
device.
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finally, PDMS is cured at 80 ◦C for 1 hour. The PDMS layer is then sandwiched between
the flow and control layers and pressure distributors are clamped down over the flow and
control layers to achieve a uniform sealing pressure across the microfluidic device. This
method does not provide the high sealing pressure of the adhesive-based bonding method,
however, it was observed to be sufficient for simple droplet generators at relatively high
flow rates (not characterized here) and all droplet generators discussed in Chapter 3 and
Chapter 4 of this dissertation were sealed using this method. This method provides unique
advantages such as the reversibility of bonding that enables devices to be disassembled,
cleaned, and decontaminated for multiple uses across different applications. Additionally,
the limited aspect ratio of the adhesive bonding method was not observed with the clamp
bonding method.
2.6.3 Chemical Bonding
Finally, the suitability of the chemical bonding and simultaneous surface modification
of polycarbonate substrates introduced in (Su et al., 2019) was investigated for low-cost
micromilled devices. In short, a mixed solution of acetone (at 30%), n-pentane (at 69%),
and 1H,1H,2H,2H-perfluorooctyl trichlorosilane or FOTS (at 1%) were applied to the flow
and control layers, and then the layers were fed into a rolling heat laminator at 100◦C to
bond the layers (Su et al., 2019). First, as an initial proof of concept two polycarbonate flow
and control layers with a thickness of 750 and 500 µm were bonded with this method (see
Fig. 2·14.a). Then, two polycarbonate flow and control layers with a thickness of 3000 and
500 µm were bonded using this method, to achieve a device compatible with the threaded
flow ports. Next, appropriate surface modification (i.e., making polycarbonate hydrophobic)
of this bonding method was explored, and droplets were successfully generated using a
fluorinated oil (HFE 7500), whereas, unmodified polycarbonate devices cannot generate
droplets with fluorinated oils because the aqueous phase wetted the polycarbonate surface
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(see Fig. 2·14.c). Finally, microfluidic features with extreme aspect ratios (e.g., depth of 75
µm and width of 6750 µm, a ratio of 1:90) were successfully bonded and tested (see Fig.
2·14.d). However, it must be noted that reproducible bonding for 3mm thick flow layers
while using a 500 µm thick control layer was extremely challenging. This could be attributed
to either insufficient heat exchange between the laminator and the thick flow layer, or uneven
distribution of pressure alongside the microfluidic device when fed into the rolling laminator.
To this end, none of the devices reported in later chapters of this dissertation were bonded
with this method.
2.7 Low-Cost Integration of Electrodes into Micromilled Microfluidic
Devices
Several droplet manipulation techniques including droplet merging, sorting, and sensing
require electrodes to be embedded into the microfluidic device (Chen et al., 2004; Ahn
et al., 2006b; Agresti et al., 2010). Therefore, microfluidic electrode integration is a crucial
fabrication step in unlocking the capabilities of droplet-based platforms. However, the stan-
dard method for integrating electrodes into microfluidic devices, metal vapor deposition, is
prohibitively expensive, time-consuming, technically challenging, and requires a cleanroom
facility (Ahn et al., 2006a; Priest et al., 2006). Alternatively, flow-based methods that fill a
designated microfluidic channel (that acts as an electrode) with conductive material such
as low melting-point solder, liquid metal, or saltwater have been introduced for electrode
integration (Siegel et al., 2006; So and Dickey, 2011; Sciambi and Abate, 2014). Although
these electrodes are much easier to fabricate in comparison to metal vapor deposition, they
are still expensive, not suitable for thermoplastic microfluidics and mass manufacturing),
and still require a cleanroom facility (McIntyre et al., 2020b). The suitability of low-cost
desktop micromilling in conjunction with inexpensive craft conductive ink was demonstrated
as a rapid and low-cost electrode integration method for droplet-based microfluidic devices
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Figure 2·14: Chemical bonding and simultaneous surface modification of
polycarbonate microfluidic devices were investigated and although some
success was achieved reproducible bonding with this method was extremely
challenging. a. Chemical bonding used for sealing flow and control layers
with a thickness of 750 and 500 µm. b. Chemical bonding used for sealing
flow and control layers with a thickness of 3000 and 500 µm c. Droplet
generation with fluorinated oils (HFE 7500) using a chemically bonded
device. d. Chemically bonded devices can have extreme aspect ratios (depth
of 75 µm and width of 6750 µm, a ratio of 1:90).
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Figure 2·15: Conductive ink electrodes can be easily integrated into microflu-
idic geometries fabricated using low-cost desktop micromilling. Republished
with permission of The Royal Society of Chemistry from (McIntyre et al.,
2020b), license ID 1101601-1.
(work led by coauthor David McIntyre).
In order to integrate conductive ink-based electrodes into microfluidic devices, first, ink
was applied to the milled geometry while protecting the flow channels with tape. The excess
ink was then removed using isopropyl alcohol (IPA), only leaving conductive ink inside
the intended milled geometries, as demonstrated in Fig. 2·15 (McIntyre et al., 2020b). To
examine the stability of conductive ink electrodes integrated into micromilled polycarbonate
substrates, electrodes with dimensions ranging from 75 × 25 µm (width × depth) up to 397
× 397 µm were fabricated and their conductivity was tracked over time. The electrodes
were observed to be stable and conductive for dimensions larger than 75 × 50 µm for at
least a month, as shown in Fig. 2·16.
In order to demonstrate the suitability of low-cost conductive ink electrodes in manipu-
lating droplets, microfluidic devices for droplet sensing, droplet merging, and droplet sorting
were designed and fabricated. Capacitive sensing, droplet merging, and droplet sorting were
successfully demonstrated at up to 2 Hz, 80 Hz, and 130 Hz, as demonstrated in Fig. 2·17.
Droplet capacitive sensing at higher rates can be achieved using more advanced capacitance-
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Figure 2·16: Longterm stability examination of low-cost ink-based elec-
trodes demonstrates that electrodes larger than 75 × 50 µm (width × depth)
remain conductive for at least a month. Republished with permission of
The Royal Society of Chemistry from (McIntyre et al., 2020b), license ID
1101601-1.
Table 2.4: Low-cost conductive ink-based electrodes in conjunction with
desktop micromilling address the shortcomings of the previously proposed
flow-based electrode integration methods. Republished with permission of
The Royal Society of Chemistry from (McIntyre et al., 2020b), license ID
1101601-1.
Cost ($/mL) Resistivity (Ω · cm) Additional flow ports Immediate use
Low-mp Solder 171.78 8.4×10−6 2 Yes
Liquid Metal 74.5 2.9×10−5 2 Yes
Salt Water (5M) 0.01 4.4 1 - 2 No
Conductive Ink 0.325 0.28 0 Yes
to-digital converters. Droplet merging at higher rates can be achieved using more optimized
merging geometries that further facilitate droplet pairing. Droplet sorting at higher rates can
be achieved by more effective coupling of an upstream sensor with the electrodes and further
optimizing the sorter geometry, as further described in (McIntyre et al., 2020b). Therefore,
desktop micromilling in conjunction with conductive ink electrodes provides a rapid and
low-cost method for electrode integration suitable for droplet manipulation techniques. The
described method addresses the shortcomings of the previously proposed methods in terms
of cost, fabrication time, immediate usability, and design complexity, as detailed in Table 2.4.
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Figure 2·17: Conductive ink-based electrode integration into polycarbonate
microfluidic devices fabricated using low-cost micromilling enables the
common droplet manipulation techniques including a. capacitive droplet
sensing at 2 Hz, b. droplet merging at 80 Hz, and c. droplet sorting at 130
Hz. Scale bars represent 125 µm. Republished with permission of The Royal
Society of Chemistry from (McIntyre et al., 2020b), license ID 1101601-1.
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2.8 Suitability of Low-Cost Micromilled Microfluidic Devices for Bio-
logical Applications
2.8.1 Enzyme Expression in Microfluidic Droplets
To demonstrate the biocompatibility of the low-cost micro-milled droplet generators, en-
zymes capable of generating colorimetric signals either in live E. coli cells or in cell-free
protein synthesis mix are expressed inside the droplet (Garamella et al., 2016). For the
cell-based test, E. coli cells constitutively expressing the ascorbate peroxidase APEX2
(Lam et al., 2015) were grown in 2x YT media overnight, then resuspended in 1x PBS
to an OD600 of 1. Cells were then treated with 100 µM Amplex Red, mixed well, then
loaded onto the microfluidic device. This mixture was then combined with 1 mM hydrogen
peroxide upstream of droplet generation, and the colorimetric change was monitored in the
droplets within the device at room temperature. The same experiment was conducted inside
a well-plate in triplicate with the addition of hydrogen peroxide as the positive control and
without the addition of hydrogen peroxide as the negative control.
For the cell-free biocompatibility test, DNA encoding a β-galactosidase expression
cassette was added to the cell-free protein synthesis mix at a final concentration of 5 nM and
incubated overnight at 30◦C. The following day the cell-free mix was mixed with 10 mg/mL
X-Gal at a ratio of 10 : 1 and loaded onto the microfluidic device. Again, colorimetric
changes within droplets were monitored over time and at room temperature. The same
experiment was conducted inside a well-plate in triplicate with the addition of DNA as the
positive control and without DNA as the negative control.
For the cell-based test cells expressing an enzyme that converts Amplex red to Resorufin
but only when hydrogen peroxide is present were used. This reaction generated both a
colorimetric and fluorescent signal. Hydrogen peroxide was added to the positive control
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wells after 30 minutes. The wells were excited at a wavelength of 490 nm and fluorescence
emission was measured at 585 nm. Maximum fluorescent emission in the positive controls
was reached 10 minutes after the addition of hydrogen peroxide, as shown in Fig. 2·18.a.
For the same test inside the droplets cells suspended in media were mixed with a ratio of
3:1 with hydrogen peroxide upstream the point of droplet generation. After 20 minutes,
a color change was observed in terms of increased droplet opacity inside the microchan-
nels due to the small droplet sizes and increased light scattering. This color change was
better visualized when the droplets were stacked-up inside the outlet tube. A comparison
of color change inside the droplets and color change inside a test-tube is shown in Fig. 2·18.b.
For the cell-free biocompatibility test, a distinct color change was observed (i.e., ab-
sorbance measured at a wavelength of 615 nm) inside the wells after 40 minutes, and the
reactions settled after about 80 minutes as shown in Fig. 2·19.a. The same experiment was
conducted inside the droplets. The color change from clear to blue was observed around 90
minutes and the maximum color change reached after more than 2 hours, as shown in Fig.
2·19.b. Therefore, demonstrating the biocompatibility of these low-cost droplet generators.
It should be noted that during the cell-free experiments, some droplets were observed to
merge to form larger droplets inside the microchannels after terminating the flow, which
was also previously reported (Dittrich et al., 2005).
2.8.2 Cell Encapsulation in Microfluidic Droplets
Cell encapsulation, including mammalian cells, bacterial cells, yeast cells, and 10 µm
polystyrene beads as cell surrogates were investigated to demonstrate the suitability of
low-cost micromilled microfluidic devices for biological applications, as shown in Fig.
2·20. Cells were introduced to the device at concentrations to either ensure single-cell
encapsulation using the Poisson statistics (Collins et al., 2015) or multiple-cell encapsulation
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Figure 2·18: Demonstration of the cell-based biocompatibility of low-cost
micromilled droplet generators. a. Hydrogen peroxide was added to E. Coli
cells expressing APEX2 inside a well-plate as the positive control. The
maximum signal was observed 10 minutes after the addition of hydrogen
peroxide. b. E. Coli cells that express APEX2 suspended in media and
hydrogen peroxide were mixed on-chip with a ratio of 3:1 upstream of
droplet generation. Droplets were incubated inside the chip to produce a
colorimetric output (i.e., caused by Resorufin production which generates
both a fluorescent and a colorimetric signal). A distinct color change was
observed at the outlet tube approximately 20 minutes after droplet formation.
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Figure 2·19: Demonstration of the cell-free biocompatibility of the low-cost
micromilled droplet generators. a. Cell-free mix expressing β-galactosidase
was mixed with X-Gal inside a well-plate as the positive control. A distinct
color change was observed 40 minutes after adding DNA. The absorbance
after 80 minutes was approximately equal to the maximum absorbance
observed. b. The cell-free mix expressing β-galactosidase was mixed with
X-Gal at a ratio of 10:1 before droplet formation to produce a colorimetric
output inside the droplets. Flow inside the device was terminated to image
the droplets. The reaction was observed to be slower inside the droplets
in comparison to the well-plates. However, after 90 minutes a clear color
change was observed.
55
without extensive manipulation of cell concentrations. The bead encapsulation experiment
was carried out using mineral oil and all the cell encapsulation experiments were carried out
using a fluorinated oil (HFE 7500, Bio-Rad). The devices were bonded using doubled-sided
adhesives and the surfaces of the microfluidic channels were treated with Aquapel to make
the channels hydrophobic using a previously described protocol (Mazutis et al., 2013). It
must be noted that the biocompatibility of polycarbonate-based microfluidic devices has
been demonstrated before (van Midwoud et al., 2012; Alrifaiy et al., 2012). Therefore, the
few examples provided here further emphasize that low-cost micromilling does not affect
the suitability of rapidly prototyped polycarbonate-based microfluidic devices for biological
applications.
2.9 Perspective and Future Directions
Low-cost rapid prototyping can greatly accelerate the design-build-test cycle of microfluidic
platforms, freeing microfluidic experts to develop more sophisticated microfluidic platforms.
Furthermore, by lowering the barrier the entry to microfluidics it is expected that numerous
talented researchers previously limited by the prohibitive cost and infrastructure requirements
can now enter the field and enable exponential growth. Micromilling and 3D printing are the
most promising candidates for rapid prototyping of microfluidic devices. It is expected that
in the future the resolution of inexpensive CNC micromills and 3D printers will improve
while becoming more affordable. Therefore, low-cost rapid prototyping can soon replace
photolithography as the standard fabrication method, for applications that do not require the
extremely low resolution of photolithographic fabrication methods. To further emphasize
the benefits of rapid prototyping, the performance and resource requirements of low-cost
micromilling are compared to that of high-end micromilling, and standard photolithography,
as given in Table 2.5. Low-cost micromilling can reduce the equipment cost by an order of
magnitude, reduce the cost of new designs at least 20 folds, reduce the fabrication time from
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Figure 2·20: Cell encapsulation with low-cost micromilled microfluidic
devices. a. Single-bead encapsulation of 10 µm green fluorescent polystyrene
beads. b. Single-cell encapsulation of Nalm B mammalian cells dyed
with Violet CellTrace. c. Multiple-cell encapsulation of RFP expressing
E. Coli bacterial cells. d. Multiple-cell encapsulation of GFP expressing
Saccharomyces Cerevisiae yeast cells.
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days to hours, while not requiring a cleanroom. However, the minimum feature is 75 µm
with a surface roughness greater than that of photolithographic methods, as detailed in Table
2.5. Therefore, for microfluidic applications that do not require features smaller than 75 µm
low-cost desktop micromilling is an ideal fabrication method.
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Table 2.5: The performance and resource requirements of low-cost mi-
cromilling in comparison to high-end micromilling and standard photolithog-
raphy. Republished with permission of Springer from (Lashkaripour et al.,
2018d), license number 5020880944204.
Items Photo- High-end Low-cost
lithography milling milling
Equipment
Micromill N.R.* $15.5-220K $2.5-3.2K
Endmill set N.R. ∼ $1K ∼ $0.5K
Mask aligner ∼ $65K N.R. N.R.
Plasma bonder ∼ $6.6K N.R. N.R.
Spin coater ∼ $4K N.R. N.R.
Stereomicroscope ∼ $1.5K N.R. N.R.
Incubator ∼ $0.3K N.R. N.R.
Desiccator ∼ $0.1K ∼ $0.1K ∼ $0.1K
Oven N.R. ∼ $50 ∼ $50
Consumables P.D.**
Photomask ∼ $95-400 N.R. N.R.
Photoresist ∼ $40 N.R. N.R.
PDMS ∼ $10-30*** ≤ $5 ≤ $5
Developer ∼ $20 N.R. N.R.
Silicon wafer ∼ $10 N.R. N.R.
Piranha solution ∼ $10 N.R. N.R.
Silane ∼ $5 N.R. N.R.
Polycarbonate N.R. ∼ $1 ∼ $1
Infrastructure
Cleanroom Required N.R. N.R.
Fume hood Required N.R. N.R.
Vacuum line Required N.R. Required.
Tank storage Required N.R. N.R.
Metrics
Equipment cost ∼ $77.5K ∼ $16.6K-221K ∼ $3.15-3.85K
Cost of new design ∼ $200-500 ≤ $10 ≤ $10
Cost of replication ∼ $15-35*** ≤ $10 ≤ $10
Min. feature size ≤ 1 µm ≥ 5 µm 75 µm
Surface roughness 1-4 nm ≥150 nm ≥ 200 nm
Fabrication time ≥ 8 hours ≤ 2 hour ≤ 2 hour
*N.R. Not required. **P.D. Per device.
**** Depending on the number of layers.
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Chapter 3
Performance Characterization of Flow-Focusing
Droplet Generators
3.1 Introduction
Flow-focusing droplet generation was first introduced by Anna et al. almost two decades ago
(Anna et al., 2003). In comparison to T-junction droplet generation (Thorsen et al., 2001),
flow-focusing devices have three additional geometric parameters including orifice width,
orifice length, and outlet width, as shown in Fig. 3·1. Droplet generation in flow-focusing
geometries often occurs in dripping (squeezing-dripping) and jetting regimes, while other
less common generation regimes such as threading can occur (Baroud et al., 2010). The
governing mechanisms of droplet formation in dripping and jetting regimes have been
previously investigated (Garstecki et al., 2005; Dollet et al., 2008; Fu et al., 2012). Briefly,
hydrodynamic forces thin the squeezed thread through a quasi-static process (Garstecki
et al., 2005). When the forming thread takes the size of the channel depth, it becomes
cylindrical and unstable due to Rayleigh-Plateau (capillary) instabilities, and droplets are
formed through pinch-off dominated by surface tension and inertia (Dollet et al., 2008).
Some studies argue that the droplet formation is governed by the pressure build-up caused
by the forming thread blocking the orifice (Funfschilling et al., 2009), however, other stud-
ies suggest that droplet formation is determined by the up-stream (pre-orifice) geometry
and flow field (Lee et al., 2009). Furthermore, the droplet formation in jetting regime is
suggested to be mainly dependent on the downstream (post-orifice) geometry and flow field
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Figure 3·1: a. A microfluidic device for flow-focusing droplet generation is
defined by b. six geometric parameters including water inlet width, oil inlet
width, orifice width, orifice length, outlet width, and depth.
(Lee et al., 2009).
Monodisperse droplet formation is crucial in almost all applications of droplet microflu-
idics. Flow-focusing geometries were demonstrated to deliver monodisperse droplets in
the dripping regime at low capillary numbers, however, monodisperse droplet formation
occurs only in a narrow operation band due to the challenges in controlling the Rayleigh in-
stability (Li et al., 2015). Additionally, the multi-dimensional design space of flow-focusing
geometries has become a challenge rather than enabling superior control over the droplet
formation process (Vansteene et al., 2018). Therefore, a clear understanding of the dynam-
ics of flow-focusing microfluidic droplet generators is still missing despite their common
use. To this end, designing a flow-focusing droplet generator is commonly done through
resource-intensive design iterations necessary to achieve an application-specific droplet
diameter and generation rate. Furthermore, due to the high fabrication costs associated with
the standard photolithographic fabrication method, the role of geometry in droplet formation
has been limited to a few experimental studies (Lee et al., 2009; Rahimi et al., 2019) and
several potentially error-prone numerical studies (Conchouso et al., 2013; Lashkaripour
et al., 2015; Han et al., 2019).
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Therefore, in this dissertation, the effect of all six geometric parameters of a flow-
focusing device on droplet size, generation rate, generation regime, and polydispersity
are thoroughly investigated and characterized. Using orthogonal design of experiments,
rapid prototyping, main effect analysis, and analysis of variance (ANOVA) method the
major parameters (coarse-tuners) and minor parameters (fine-tuners) are identified for each
performance metric, over a wide range of flow conditions.
3.2 Design Space of Flow-Focusing Droplet Generators
A flow-focusing geometry is defined using the six geometric parameters of orifice width
(Or.), orifice length (Or.L), channel height (H), water inlet width (Wd), oil inlet width (Wc),
and outlet channel width (Wo), as shown in Fig. 3·2. In order to ensure the generalizability
of this study to other flow-focusing geometries with different size scales, all the geometric





















where H is the normalized depth (i.e., aspect ratio), Or.L is the normalized orifice length,
Wo in the normalized outlet width (i.e., expansion ratio), Wd is the normalized water inlet
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Figure 3·2: In order to characterize the effect of geometry and flow con-
ditions on the performance of flow-focusing droplet generators, design of
experiments, low-cost rapid prototyping, ANOVA analysis, and main effect
analysis are employed. Republished with permission of The Royal Society
of Chemistry from (Lashkaripour et al., 2019b), license ID 1102649-1.
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Table 3.1: The range of geometric parameters that were studied to quantify
the effect of geometry on the performance of flow-focusing droplet generators
is provided. Republished with permission of The Royal Society of Chemistry
from (Lashkaripour et al., 2019b), license ID 1102649-1.
Parameter Levels
Name Symbol #1 #2 #3 #4 #5
Orifice width (µm) Or. 75 100 125 150 175
Normalized height H 1 1.5 2 2.5 3
Normalized outlet width Wo 2 3 4 5 6
Normalized water inlet Wd 2 2.5 3 3.5 4
Normalized oil inlet Wc 2 2.5 3 3.5 4
Normalized orifice length Or.L 1 1.5 2 2.5 3
width, and Wc is the normalized oil inlet width. Each geometric parametric was varied in
five steps (five different values) based on the fabrication limits of the low-cost micromilling
method and the observed range from the literature. The orifice width was varied from 75 to
175 µm in steps of 25 µm. The normalized height and the normalized orifice length were
varied from 1 to 3 with steps of 0.5. Normalized outlet width was varied from 2 to 6 with
steps of 1. Normalized water and oil inlet widths were varied from 2 to 4 with steps of 0.5,
as given in Table 3.1.
Having six parameters and considering five levels for each parameter, a full-factorial
design of experiments requires 56 = 15,625 different flow-focusing devices to be fabricated.
Conversely, an orthogonal design of experiments with the Taguchi method enables the same
design space to be explored with only 25 orthogonal devices, as given in Table 3.2. As
demonstrated in Fig. 3·3, the Taguchi method capitalizes on orthogonal arrays to map a
design space with a minimum number of experiments (Taguchi, 1986; Roy, 2001).
For each device, the flow rates of water and oil can be defined using capillary number
and flow rate ratio as dimensionless and generalizable flow parameters. Capillary number is
defined using the Anna and Mayer approximation of capillary number for flow-focusing
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Table 3.2: The 25 orthogonal designs suggested by the Taguchi design of
experiments method that cover the entire design space provided in Table
3.1. Republished with permission of The Royal Society of Chemistry from
(Lashkaripour et al., 2019b), license ID 1102649-1.
Device Geometric parameters
No. Or. (µm) H Wo Wd Wc Or.L
#1 75 1 2 2 2 1
#2 75 1.5 3 2.5 2.5 1.5
#3 75 2 4 3 3 2
#4 75 2.5 5 3.5 3.5 2.5
#5 75 3 6 4 4 3
#6 100 1 3 3.5 4 2
#7 100 1.5 4 4 2 2.5
#8 100 2 5 2 2.5 3
#9 100 2.5 6 2.5 3 1
#10 100 3 2 3 3.5 1.5
#11 125 1 4 2.5 3.5 3
#12 125 1.5 5 3 4 1
#13 125 2 6 3.5 2 1.5
#14 125 2.5 2 4 2.5 2
#15 125 3 3 2 3 2.5
#16 150 1 5 4 3 1.5
#17 150 1.5 6 2 3.5 2
#18 150 2 2 2.5 4 2.5
#19 150 2.5 3 3 2 3
#20 150 3 4 3.5 2.5 1
#21 175 1 6 3 2.5 2.5
#22 175 1.5 2 3.5 3 3
#23 175 2 3 4 3.5 1
#24 175 2.5 4 2 4 1.5
#25 175 3 5 2.5 2 2
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Figure 3·3: Comparison of a. full-factorial design of experiments and b.
orthogonal design of experiments (Taguchi method) for a design space with
3 parameters and 2 levels per parameter.
devices (Anna and Mayer, 2006), as given in Eq. (3.6). Additionally, flow rate ratio is















The 25 orthogonal devices were tested at six different capillary numbers ranging from
0.033 to 1.057, to achieve an equal representation of dripping and jetting regimes. Provided
that the minimum orifice width is 75 µm, the flow rate ratio was chosen to take relatively
higher values in comparison to the literature and was varied from 10 to 22 with five different
values, to generate droplets that are typically smaller than the orifice width. Therefore, each
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Figure 3·4: Each device is tested at six different capillary numbers and five
different flow rate ratios, with an approximately equal representation in both
dripping and jetting regimes. Given the 25 orthogonal devices and the 30
flow conditions, 750 data points are generated. Republished with permission
of The Royal Society of Chemistry from (Lashkaripour et al., 2019b), license
ID 1102649-1.
device was tested at 30 different flow conditions and given the 25 devices, a total of 750
data-points were generated, as shown in Fig. 3·4. All experiments were carried using filtered
DI water and mineral oil with a viscosity of 57.2 mPa.s and a specific density of 0.857. In
order to generate smaller and more stable droplets at higher frequencies, Span 80 surfactant
with a volumetric ratio of 5% was added to the oil. All devices had a standard dimension
and were bonded using the clamp bonding method, using a thin layer of PDMS and two
pressure distributors, as shown in Fig. 3·5.
Each experiment was recorded using a high-speed camera (IDT, XStream) mounted
on a stereo microscope, the frame rate was varied according to the generation rate of the
experiment. The videos recorded from each experiment were analyzed using a custom-
made and open-source image processing software tool, called uDROP. For each experiment,
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Figure 3·5: a. All devices are sealed using the clamp bonding method.
b. The clamped devices are placed under a stereo microscope with a high-
intensity LED light source underneath them to record the experiments. c. All
devices have a standard dimension of 7 by 7 cm, with inlets width taking
the designed value 10 mm up-stream of the orifice to allow for the flow to
become fully-developed.
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droplet diameter, generation rate, generation regime, and droplet polydispersity (standard
deviation normalized by the mean of diameters) were recorded using uDROP. This tool was
made available to all at: https://github.com/CIDARLAB/uDrop-Generation.
3.3 Effect of Design Parameters on Droplet Diameter
In order to characterize the effect of design parameters on droplet diameter, ANOVA analysis
was used to determine parameter sensitivity. In short, data points with the same design
parameter are grouped and by comparing the variances between the different groups and
the variances within each group, an F-value was assigned to each design parameter. F-
value denotes parameter sensitivity and a larger F-value represents a more dominant design
parameter. Using ANOVA method, the summation of squares between the groups were








where k is the total number of groups, ni is the number of observations for each group,
Xi is the mean of the ith group, and X is the overall mean. The summation of squares within





where si and si2 are the standard deviation and variance of observations for the ith group.
Therefore, the mean square between and within the groups were calculated using Eq. (3.10),
















A larger F-value (F > 1 and higher) denotes a dominant parameter. Conversely, an
F-value of F ≤ 1, denotes that the parameter of interest has no notable effect on the observa-
tion (Iversen et al., 1987).
In addition to ANOVA analysis, main effect analysis was carried out to quantify the
effect of each design parameter on the performance metrics of flow-focusing droplet genera-
tors. In short, main effect analysis is an ideal tool for quantifying the effect of independent
parameters on dependent variables (Addelman, 1962). Main effect analysis plots depict the
average recorded observation for each level of a categorical parameter. Thus, main effect
plots are great tools for visualizing the effect of design parameters on the observed perfor-
mance, while averaging over all other design parameters (Addelman and Kempthorne, 1961).
Using the ANOVA method, the dominant parameters in determining the droplet diameter
were identified (through F-values), as shown in Fig. 3·6.a. The orifice width was the domi-
nant parameter across almost all flow conditions. In addition to orifice width, normalized
depth (aspect ratio) and normalized outlet width (expansion ratio) became dominant at
medium to high capillary numbers and flow rate ratios. At these flow conditions, a geometry-
dependent regime change (i.e., from dripping to jetting regime) could occur that induces
a significant increase in the observed droplet diameter. Therefore, it could be concluded
that orifice width is the major parameter (coarse-tuner) and normalized depth or aspect
ratio and normalized outlet width or expansion ratio are the minor parameters (fine-tuners)
in determining the droplet diameter. Additionally, it must be noted that the sensitivity of
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Figure 3·6: Characterization and quantification of the effect of design pa-
rameters on droplet diameter using ANOVA method and main effect analy-
sis. Republished with permission of The Royal Society of Chemistry from
(Lashkaripour et al., 2019b), license ID 1102649-1.
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droplet diameter to the design parameter varied significantly for different flow conditions as
further demonstrated in Fig. 3·6.b. Main effect analysis was used to quantify the effect of
geometry and flow condition on droplet diameter, as shown in Fig. 3·6.c. The shown results
were achieved by carrying out the main effect analysis on 750 data points and normalizing
the values by the average observed droplet diameter (i.e., 117.8 µm). The results gained from
the main effect analysis were in great agreement with results obtained from the ANOVA
analysis. Furthermore, intriguing observations could be made when separating the main
effect results based on the generation regime for dripping regime (see Fig. 3·7) and jetting
regime (see Fig. 3·8). For instance, increasing the normalized outlet width (expansion ratio)
resulted in a reduced droplet diameter in dripping regime but increased the droplet diameter
in the jetting regime. Additionally, capillary number can significantly affect droplet diameter
in dripping regime, while having a negligible effect in the jetting regime. Therefore, main
effect analysis is best suited while considering the droplet regime formation as given in Fig.
3·7 and Fig. 3·8.
3.4 Effect of Design Parameters on Generation Rate
The effect of design parameters of a flow-focusing device on generation rate was analyzed
using ANOVA and main effect analysis similar to the methods used for investigating droplet
diameter. The dominant parameters at different flow conditions were identified through
F-values (parameter sensitivity), as shown in Fig. 3·9.a. It was observed that normalized
water inlet and normalized oil inlet widths were the dominant parameters in determining
the generation rate at low capillary numbers (i.e., Ca. = 0.03 - 0.07) and flow rate ratios.
Normalized height (aspect ratio) was the major parameter dictating the generation rate at
medium capillary numbers (i.e., Ca. = 0.1 - 0.3). Normalized outlet width (expansion
ratio) was the dominant parameter in determining the generation rate at medium to high
capillary numbers (i.e., Ca. ≥ 0.3). Therefore, at low capillary numbers (i.e., dripping
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Figure 3·7: Variations of droplet diameter with changes to design parameters
in the dripping regime are quantified using main effect analysis. Republished
with permission of The Royal Society of Chemistry from (Lashkaripour et al.,
2019b), license ID 1102649-1.
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Figure 3·8: Variations of droplet diameter with changes to design parameters
in the jetting regime are quantified using main effect analysis. Republished
with permission of The Royal Society of Chemistry from (Lashkaripour et al.,
2019b), license ID 1102649-1.
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Figure 3·9: Characterization and quantification of the effect of design pa-
rameters on generation rate using ANOVA method and main effect analy-
sis. Republished with permission of The Royal Society of Chemistry from
(Lashkaripour et al., 2019b), license ID 1102649-1.
regime) parameters at the up-stream of the orifice were dominant, and at the high capillary
numbers (i.e., jetting regime) parameters down-stream the orifice became dominant.
In order to investigate how changing the design parameters alters the observed generation
rate main effect analysis was carried out, as shown in Fig. 3·9.c. The main effect plots
were normalized to the average observed generation rate (111.8 Hz) to achieve an expected
percentage change in generation rate for changing each design parameter. It could be
concluded that increasing orifice width, normalized height (aspect ratio), normalized outlet
width (expansion rate), and normalized water inlet width resulted in a reduced generation
rate for a given flow condition (capillary number and flow rate ratio). Flow rate ratio was
observed to have a minimal effect on generation rate. Additionally, when main effect
analysis was applied separately for dripping regime (see Fig. 3·10) and jetting regime (see
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Figure 3·10: Variations of generation rate with changes to design parameters
in the dripping regime are quantified using main effect analysis. Republished
with permission of The Royal Society of Chemistry from (Lashkaripour et al.,
2019b), license ID 1102649-1.
Fig. 3·11) intriguing differences are revealed. Notably, expansion ratio was observed to
have a negligible effect on generation rate in the dripping regime, while being a dominant
parameter in the jetting regime. Additionally, increasing the oil inlet width was observed
to have a minimal effect on generation rate in the dripping regime, while, resulting in
higher generation rates in the jetting regime. Therefore, it is recommended that the main
effect analysis plots separated by the regime are used when tuning the generation rate of
flow-focusing droplet generators.
76
Figure 3·11: Variations of generation rate with changes to design parameters
in the jetting regime are quantified using main effect analysis. Republished
with permission of The Royal Society of Chemistry from (Lashkaripour et al.,
2019b), license ID 1102649-1.
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3.5 Effect of Design Parameters on Generation Regime
The droplet generation regime is critical in determining the droplet polydispersity, gener-
ation rate, and diameter. Typically, a regime change from dripping to jetting results in an
increased droplet polydispersity, reduced generation rate, and increased diameter. Some
applications particularly take advantage of droplet formation in the jetting regime (Clark
and Abate, 2018). However, for most applications droplet generation is kept in the dripping
regime because they require a specific diameter, a generation rate as high as possible, while
producing monodisperse droplets, therefore, controlling the flow conditions to ensure droplet
generators operate at the maximum possible generation rate without entering the jetting
regime is with major importance.
Increasing the flow rate of oil (continuous phase) which translates to an increased cap-
illary number will eventually result in a regime change from dripping to jetting. Droplet
generation at capillary numbers less than 0.1 was always observed to occur at the dripping
regime, while the generation regime at capillary numbers greater than 0.5 was observed
to always be the jetting regime. Therefore, the geometric parameters and flow rate ratio
determine the generation regime for the medium or transition capillary numbers. Therefore,
ANOVA analysis was utilized to determine the most influential geometric parameter in
controlling the droplet generation regime. As shown in Fig. 3·12.a, the most dominant pa-
rameter in defining the generation regime was the normalized height (aspect ratio), followed
by normalized water and oil inlet widths, where their influences were less pronounced. In
order to perform the main effect analysis on generation regime, if a data point occurred at
the dripping regime a value of 1 was assigned, and if the generation regime was jetting,
a value of 2 was assigned to that experiment. With these values, the main effect analysis
was performed and the results are shown in Fig. 3·12.b. It can be concluded that reducing
the aspect ratio (normalized height) delayed the regime change from dripping to jetting.
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Additionally, increasing the normalized water inlet width and reducing the normalized oil
inlet width delayed the regime change. Furthermore, capillary number was observed to
be the most dominant parameter in defining the generation regime. Finally, increasing the
flow rate ratio was observed to advance the regime change from dripping to jetting at lower
capillary numbers.
To validate the findings from the main effect analysis, a droplet generator was designed
and fabricated using the design parameters that delayed the regime change from dripping to
jetting regime the most (i.e., the design parameters shown in Fig. 3·12.b with the pointed
arrows). As demonstrated in Fig. 3·12.c, the droplet generator with the optimized design
parameters delayed the regime change from dripping to jetting regime up to a capillary
number of 0.528, outperforming all of the 25 orthogonal devices and confirming the accuracy
of the main effect analysis.
3.6 Effect of Design Parameters on Droplet Polydispersity
Finally, the impact of the geometric parameters on droplet polydispersity was investigated
using ANOVA analysis, as shown in Fig. 3·13.a. Droplet polydispersity was defined using
the coefficient of variation (CV), which was calculated using the standard deviation in the
droplet diameter divided by the mean droplet diameter. It was observed that all geometric
parameters can play a role in determining the droplet polydispersity. Nonetheless, orifice
width and normalized outlet width (expansion ratio) were observed the be the dominant
parameters at capillary numbers less than 0.14. At capillary numbers between 0.14 and
0.3, the normalized oil inlet width was more dominant. Additionally, at capillary numbers
greater than 0.5 the normalized water inlet width and orifice width were the major parame-
ters. Nonetheless, a conclusive trend in the parameter significant (F-value) changes with the
flow conditions was not observed.
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Figure 3·12: Characterization and quantification of the effect of design
parameters on generation regime using ANOVA method and main effect
analysis. Republished with permission of The Royal Society of Chemistry
from (Lashkaripour et al., 2019b), license ID 1102649-1.
Main effect analysis for droplet polydispersity was performed on the 750 data points, and
the result as provided in Fig. 3·13.b. Increasing the orifice width, flow rate ratio, normalized
height, and capillary number were observed to result in an increased droplet polydispersity.
In order to verify the accuracy of the main effect analysis results, a droplet generator was
designed and fabricated with the optimal parameters (design parameters shown in Fig.
3·13.b with pointed arrows). As shown in Fig. 3·13.c, it was observed that the optimized
device outperforms the orthogonal designs confirming the validity of the main effect analysis.
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Figure 3·13: Characterization and quantification of the effect of design
parameters on droplet polydispersity using ANOVA method and main effect
analysis. Republished with permission of The Royal Society of Chemistry
from (Lashkaripour et al., 2019b), license ID 1102649-1.
3.7 Perspective and Future Directions
The effect of geometric parameters and flow conditions on all performance metrics of a
flow-focusing microfluidic droplet generator including droplet diameter, generation rate,
generation regime, and droplet polydispersity was thoroughly investigated. Low-cost rapid
prototyping and orthogonal design of experiments were key to designing and fabricating
the 25 informative and orthogonal flow-focusing droplet generators. Previous studies in
characterizing the performance of flow-focusing droplet generators were mainly based on
dimensionless numbers, such as capillary number. Capillary number captures both geometry
and flow conditions in a single dimensionless number, however, as demonstrated here, it
is not sufficient in determining the performance of flow-focusing droplet generators, and
geometric parameters must be considered as well.
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Capitalizing on the information provided here, researchers can use Fig. 3·6.d and Fig.
3·9.d to pick a starting device that can deliver a performance in the desired range of di-
ameters and generation rates. Naturally, the geometric parameters and flow conditions of
these devices can be adjusted with the information provided in Fig. 3·6.b, Fig. 3·9.b, Fig.
3·12.b, and Fig. 3·13.b, to tailor the performance of the droplet generator to their specific
requirements.
It is our hope that a similar framework of low-cost rapid prototyping, orthogonal design
of experiments, and statistical analysis are employed for other microfluidic components
such as droplet sorters, droplet incubators, pico-injectors (McIntyre et al., 2020b), and even
non-droplet-based components such as micro-mixers (Rasouli et al., 2015; Bazaz et al.,
2020a) and particle focusing components (Mihandoust et al., 2020; Condina et al., 2019).
Well-characterized microfluidic components enable these components to be connected in
a modular manner and allow for generalizable droplet-based microfluidic platforms to
be developed in a resource-efficient setting by minimizing the required design iterations
(Lashkaripour et al., 2019a).
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Chapter 4
Design Automation of Flow-Focusing Droplet
Generators
4.1 Introduction
Droplet-based microfluidics is posed to become automated and inexpensive alternatives to
standard screening platforms in numerous life science applications, including metabolic
pathway optimization (Gach et al., 2017), early cancer detection (Kang et al., 2014), and
novel enzyme discovery (Ortiz et al., 2018). Droplet generation is an essential step in all
droplet-based devices, and a droplet generator must deliver an application-specific droplet
diameter and generation rate. Flow-focusing geometries are often superior to other methods
of droplet generation in terms of versatility in delivering a broad range of droplet diameters
and generation rates while maintaining droplet monodispersity (Wiedemeier et al., 2017;
Xu et al., 2005; Zhu and Wang, 2017). However, the complex fluid dynamics of multi-phase
flows and the intricate flow field prevent analytical solutions to be proposed for flow-focusing
droplet generators (Anna, 2016). Furthermore, accurate and generalizable scaling laws that
can accurately predict droplet diameter, generation rate, and generation regime are yet to
be proposed, due to the large range of geometric parameters used in flow-focusing droplet
generators (Baroud et al., 2010; Liu et al., 2018). As a result, a complete understanding of
the governing physics of flow-focusing is still lacking (Lee et al., 2009), thus, trial-and-error
in the form of design iterations is the current practice in achieving an application-specific
desired performance. Additionally, the high fabrication costs of standard photolithography
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further inhibit the development of droplet-based microfluidic devices through design itera-
tions. Therefore, the ability to accurately predict the performance of flow-focusing droplet
generators and eliminate the need for costly design iterations are with major importance
(McIntyre et al., 2020a; Lashkaripour et al., 2018c).
Machine learning is a powerful tool for achieving predictive modeling of complex phe-
nomena, and it capitalizes on data, statistics, and computer science (Jordan and Mitchell,
2015; Sadhu et al., 2020; Karimian et al., 2020b; Liu et al., 2020a; Karimian et al., 2020a).
Machine learning in conjunction with the recent data-boom in science have helped ad-
vanced several fields such as, drug discovery (Lavecchia, 2015), cancer detection (Cruz and
Wishart, 2006), cell behavior prediction (Mehdipour et al., 2018), and genomics (Libbrecht
and Noble, 2015). The implementation of machine learning in microfluidics has been
demonstrated for real-time or post-experiment data analysis (Chu et al., 2019; Riordon
et al., 2019). Due to the high fabrication costs, machine learning models have been only
implemented in performance prediction of microfluidic devices either by assuming a con-
stant geometry (only changing flow rates or fluid properties) (Khor et al., 2019; Damiati
et al., 2020; Hadikhani et al., 2019) or using numerically generated data (Hong et al., 2020;
Lashkaripour et al., 2018a). Therefore, the current machine learning based performance
prediction of microfluidic devices cannot generalize well to either other geometries or
experimental observations. With the recent introduction of low-cost rapid prototyping
methods, the geometry of microfluidic devices can be efficiently explored and experimen-
tally observed data can be generated in a realistic time-frame and within a reasonable budget.
Here, the low-cost microfluidic rapid prototyping method described in Chapter 2
(Lashkaripour et al., 2018d), was used to efficiently explore a large design-space of geometric
and flow condition parameters to create a large-scale experimental dataset on flow-focusing
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droplet generation. Machine learning models were then trained on the experimental dataset
to achieve accurate performance prediction in terms of droplet diameter, generation rate,
and generation regime. Furthermore, automated search algorithms were coupled with the
predictive models to build the first-of-its-kind design automation tool for flow-focusing
droplet generation that can accurately convert high-level performance specifications to
design parameters.
4.2 Generation of a Large-Scale Experimental Dataset
Orthogonal design of experiments and low-cost micromilling were used to design and
fabricate 25 orthogonal flow-focusing geometries and each device was tested at a broad
range of capillary numbers and flow rate ratios. DI water and mineral oil with a viscosity of
57.2 mPa.s and a specific density of 0.857 filtered through a 0.45 µm polyvinylidene fluoride
filter were used for droplet generation. Span 80 surfactant was added at 5% v/V to reduce
the surface tension between the dispersed phased and continuous phase to 5 mN/m (Dittrich
et al., 2005). Capillary number and flow rate ratio were defined as explained in Chapter 3.
All devices were sealed using the previously described clamp bonding method.
At the first stage of data generation, the 25 orthogonal devices (see Table 3.2) were
used and 34 unique flow conditions were explored per device to generate 850 data points.
At the second stage of data generation, 10 additional devices suggested by the design
automation tool were fabricated and tested at 13 unique flow conditions that were in the
previously established range of flow conditions, but their exact values were not included
in the dataset, creating another 130 data points. Another 18 data points corresponding to 8
new devices were added during the verification stage of the design automation tool making
the total number of generated data points to be 998, with a total of 43 unique flow-focusing
geometries and 65 unique flow conditions (not every device was tested at the same flow
85
conditions). In this dataset geometric parameters were varied in the range provided in Table
3.1, capillary number was varied from 0.033 to 1.05, and flow rate ratio was varied from 2
to 22. For each experiment droplet diameter, generation rate, and generation regime were
recorded. 561 data points occurred at the dripping regime and 437 data points were observed
to be at the jetting regime, as shown in Fig. 4·1. All the data points are available to all at:
http://dafdcad.org/download.
4.3 Performance Prediction of Flow-Focusing Droplet Generators
Machine learning algorithms, specifically, multi-layer feed-forward neural networks were
used to first predict the regime at which droplet generation occurs, and then based on the
regime, predict the droplet diameter and generation rate. Therefore, a total of five different
neural network models were trained and verified. One for regime classification, two for
predicting the droplet diameter in the dripping regime and jetting regime, and two for
predicting the generation rate in the dripping regime and jetting regime. Python Scikit-learn
and Keras packages were used to develop and verify the neural network based predictive
models (Gulli and Pal, 2017).
4.3.1 Droplet Generation Regime Prediction
Droplet generation at dripping and jetting regimes have significant differences in the ob-
served droplet diameter and generation rate and the performance sensitivity to design
parameters varies notably across the two regimes, as discussed in Chapter 3. Therefore,
accurate regime prediction is essential to the accurate performance of flow-focusing droplet
generators. For regime prediction, the dataset of 998 data points was split to 80% train-set
and 20% test-set. The model was trained on the train-set and later validated against the
test-set. Additionally, to avoid models that poorly generalize to the test-set, 10-fold cross-
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Figure 4·1: a. Geometric parameters and flow conditions of flow-focusing
droplet generators were explored to create a large-scale dataset. b. A total
of 43 unique geometries and 65 unique flow conditions were explored. c. A
total of 998 experimental data points were generated and for each experiment
droplet diameter, generation rate, and generation regime were recorded.
Republished under Creative Commons license with permission of Springer
Nature from (Lashkaripour et al., 2021).
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Figure 4·2: The decrease of binary cross-entropy (cost function) in both
training and test-sets over the training process for predicting the generation
regime. Republished under Creative Commons license with permission of
Springer Nature from (Lashkaripour et al., 2021).
validation was used. In short, the train-set was broken into 10 subsets (folds), and at each
training step, the model was trained on 9 of the folds and tested against the 10th fold as a
validation step. The model had eight nodes in the input layer (six geometric parameters and
two flow conditions), three hidden layers with 32, 16, and 16 nodes and Rectified Linear
Unit (ReLU) activation functions, and an output layer of 1 node and a sigmoid activation
function that determined the regime. During the training process the binary cross-entropy
loss function was used as the cost function and minimized using the Keras built-in Root






yilog(ŷi)+(1− yi)log(1− ŷi), (4.1)
where yi and ŷi are the observed regime and the predicted regime for the ith data point and
n is the total number of data points in the train-set. The decrease in the binary cross-entropy
loss function for regime classification is shown in Fig. 4·2, demonstrating a valid training
process. When testing against the test-set, an accuracy of 95.1 ± 1.5% was observed for 10
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different training sessions, where the train-set and test-set were randomly selected.
4.3.2 Droplet Diameter and Generation Rate Prediction
Once a classification model for generation regime was trained and verified, neural network
based machine learning models for predicting droplet diameter and generation for both
regimes were developed. As shown in Fig. 4·1.c, most of the data points on the dataset
were in the range of 25 - 250 µm for droplet diameter and 5 - 500 Hz for generation
rate. Therefore, to avoid training machine learning models on a performance space where
data points were sparse, the models were trained on a bounded performance range (25 -
250 µm and 5 - 500 Hz) with a total of 888 data points (instead of the total dataset with
998 data points). The bounded dataset with 888 data points was made available to all at:
http://dafdcad.org/download.
During training and verifying the neural networks for predicting droplet diameter and
generation rate, similar train-test split and normalization to that described for the regime
classification model were used. The structure of the neural networks used for predicting
droplet diameter for both regimes and generation rate in the dripping regime had an input
layer with 8 nodes (six geometric parameters and two flow conditions), three hidden layers
in the form of 32-16-16 nodes with Rectified Linear Unit (ReLU) activation functions, and
one output node with a linear activation function. For predicting the generation rate in the
dripping regime, a neural network with four hidden layers in the form of 32-16-16-8 nodes
was used due to the higher complexity observed in this performance metric.
During the training process, mean squared error (MSE) was used as the cost function and
minimized using an adaptive learning rate optimization algorithm called Adam optimizer, as
given in Eq. (4.2). Adam optimizer is a combination of RMSProp and AdaBoost algorithms
that capitalizes on momentums to improve the search algorithm for minimizing the loss
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Table 4.1: The performance of the trained neural networks for predicting
droplet diameter and generation rate in both generation regimes. The re-
sults are shown for 10 training sessions, where the train-set and test-set
were randomly chosen. Republished under Creative Commons license with
permission of Springer Nature from (Lashkaripour et al., 2021).
Parameter Regime R2∗ RMSE∗∗ MAPE∗∗∗ MAE∗∗∗∗
Droplet diameter Dripping 0.893 ± 0.029 13.1 ± 1.6 µm 11.2 ± 1.3% 9.9 ± 1.2 µm
Droplet diameter Jetting 0.966 ± 0.010 8.2 ± 1.3 µm 4.8 ± 0.5% 5.9 ± 0.8 µm
Generation rate Dripping 0.889 ± 0.026 31.7 ± 5.8 Hz 33.5 ± 4.2% 19.6 ± 2.7 Hz
Generation rate Jetting 0.956 ± 0.009 21.9 ± 2.8 Hz 15.8 ± 2.9% 15.4 ± 2.1 Hz
* Coefficient of determination. ** Root mean square error. *** Mean absolute percentage error.









where yi and ŷi are the observed and predicted generation rate or droplet diameter for
the ith data point. Additionally, batch method training and early stopping features were
implemented in the training process to further improve the convergence speed and computa-
tional efficiency (Prechelt, 1998; Dreiseitl and Ohno-Machado, 2002; Specht et al., 1991).
The decrease of the MSE during the training process for predicting droplet diameter and
generation rate in both regimes are shown in Fig. 4·3, validating the training process. The
accuracy of the developed neural networks was measured against the test-set (20% of the
data that the models were not trained on) in 10 different training sessions, where the train
and test-sets were randomly selected. As given in Table 4.1, the developed models predicted
the droplet diameter with an MAE of 10 µm and 6 µm for dripping and jetting regimes,
respectively. Additionally, for predicting the generation rate MAEs of less than 20 Hz and
16 Hz were observed for dripping and jetting regimes, respectively.
The flow rate of the dispersed phase, generation rate, and droplet diameter are interde-
90
Figure 4·3: The decrease of MSE (cost function) in both train-set and test-set
over the training process for a. diameter in dripping regime, b. diameter
in jetting regime, c. generation rate in dripping regime, and d. generation
rate in jetting regime. Republished under Creative Commons license with
permission of Springer Nature from (Lashkaripour et al., 2021).
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pendent, and if the values of two of them are known, the third can be readily calculated
using the conservation of mass principle, as given Eq. (4.3):
1
6
πD3 ·F = Qd, (4.3)
where D, F , and Qd are droplet diameter, generation rate, and the flow rate of the dis-
persed phase, respectively. Naturally, predicting one of either droplet diameter or generation
rate is enough to calculate the other, for a given dispersed phase flow rate. However, in
this dissertation, two separate models for predicting droplet diameter and generation rate
were developed to ensure redundancy in the design automation stage, as later discussed. As
given in Table 4.1, the MAPE in predicting the generation rate was observed to be approxi-
mately three times the MAPE for droplet diameter. This was an intriguing dependency that
could be explained with the conservation of mass principle, in which the generation rate
inversely scales with the diameter to the power of three, as given in Eq. (4.4). Therefore,
when predicting the droplet diameter with an error of δ, the prediction error for 1D3 can
be approximated by Eq. (4.5), using the Taylor series expansion. The prediction error for



























If Eq. (4.6) is divided by Eq. (4.4), the percentage error for generation rate (εf) can be
approximated by three times the percentage error for droplet diameter (εd), if δ is small, as











The percentage errors of separately developed machine learning models for predicting the
droplet diameter and generation rate were observed to be compatible with the conservation
of mass principle. Therefore, it can be concluded that the machine learning models are
representative of the underlying physics governing the droplet generation process. Further-
more, the error ratio of 3, does not necessarily hold true for every data point, emphasizing
that developing two different models can be useful in accuracy-checking of the predictive
models that are later used in the design automation stage.
In order to further demonstrate the accuracy of the machine learning models, the devel-
oped models were compared to the existing scaling laws for predicting droplet diameter
and generation rate in planar flow-focusing devices. Scaling law #1 proposed by (Lee et al.,
2009) and scaling law #2 proposed by (Ward et al., 2005) for predicting the performance of
flow-focusing devices were used as benchmarks. In scaling law #1, it was proposed that
droplet diameter normalized by the hydraulic diameter, given by Eq. (4.8), scales with the









=C · (Ca.)−0.47 (4.9)
The proposed scaling law was suggested for viscosity ratios of 0.0028 to 0.048, and the
viscosity ratio of DI water and NF 350 mineral oil used in this dissertation (0.0155 = 0.89 /
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57.2) fits well within the given range. Furthermore, Lee et al. suggested a scaling law for
the generation rate of flow-focusing devices, where the normalized droplet generation time





where, Qw is the flow rate of the dispersed phase, and Dh is the hydraulic diameter. Therefore,





where F is the generation rate in Hz.
In scaling law #2, Ward et al. suggested a scaling law for flow-driven flow-focusing
droplet generation using mineral oil and DI water. The droplet diameter was suggested to










where D denotes the droplet diameter, Wor. denotes the orifice width, Qw denotes water flow
rate, and Qo denotes the oil flow rate. Furthermore, the authors suggested a scaling law for
generation rate that was based on the distance of two consecutive droplets and therefore,
cannot be used for predictive purposes.
The machine learning based predictive models were observed to outperform the previ-
ously proposed scaling laws as shown in Fig. 4·4. However, scaling laws prediction power
is often demonstrated in log-log plots, and when the data generated in this dissertation
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Figure 4·4: Comparison of the accuracy of a. scaling laws and b. the devel-
oped machine learning models in predicting the droplet diameter and genera-
tion rate in both dripping and jetting regimes. Republished under Creative
Commons license with permission of Springer Nature from (Lashkaripour
et al., 2021).
were predicted using the scaling laws and plotted in log-log, a great agreement with the
previously reported correlations was observed, as shown in Fig. 4·5. Therefore, scaling
laws despite being invaluable tools for understanding the high-level dynamics of droplet
generation, fall short in terms of performance prediction accuracy in comparison to machine
learning models. The source-code and instructions on running the neural network models
are available on GitHub at: https://github.com/CIDARLAB/DAFD.
Finally, in order to investigate the effect of dataset size on the accuracy of the predictive
models, a data reduction study was carried out. To this end, the models were trained on
increasingly larger sub-samples of the dataset, starting from 50 data points per regime and
increased up to 325 data points per regime, and then tested against a test-set (20% of the
original dataset that was randomly selected). As shown in Fig. 4·6, approximately 250 to
95
Figure 4·5: Performance prediction of scaling laws plotted in log-log scale
for predicting the a. diameter in dripping regime, b. diameter in jetting
regime, c. generation rate in dripping regime, and d. generation rate in
jetting regime, plotted in log-log. Republished under Creative Commons
license with permission of Springer Nature from (Lashkaripour et al., 2021).
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Figure 4·6: The data reduction study demonstrates that a similar accuracy is
possible with fewer data points. By using metrics such as a. coefficient of
determination, b. MAPE, c. RMSE, and d. MAE, it is concluded that 250 -
300 informative data points in dripping regime and 200 - 250 informative
data points in jetting regime are enough to achieve similar accuracy in com-
parison to models trained on the entire dataset. Republished under Creative
Commons license with permission of Springer Nature from (Lashkaripour
et al., 2021).
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300 data points in the dripping regime and 200 to 250 data points in the jetting regime were
sufficient in delivering a similar accuracy to the models trained on the entire bounded dataset
(561 data points in dripping regime and 437 data points in jetting regime). Therefore, a total
of 500 informative data points for the train-set were sufficient to deliver a similar accuracy
to the models that were trained on 710 data points (80% train-set: 0.8 × 888).
4.4 Generalizable Performance Prediction
In order to demonstrate the generalizability of the developed neural networks, first, the mod-
els were used to predict the performance of droplet generators with previously unseen design
parameters (i.e., values that the models were not trained on). Six unseen flow conditions
were fed to the models and the predicted performance was compared to the performance of
newly generated experimental observations. These experiments were carried out using a
flow-focusing geometry with an orifice width of 75 µm, normalized height of 2.02, normal-
ized outlet width of 4.02, normalized orifice width of 2.06, normalized water inlet width
of 3.04, and a normalized oil inlet width of 2.94. This geometry only contributed one data
point to the dataset and the models were not trained on the flow conditions investigated here.
As shown in Fig. 4·7, the neural network models predicted the regime with 100% accuracy,
and an MAE (MAPE) of 5.41 µm (7.01%) and 38.1 Hz (24.2%) were observed in predicting
the droplet diameter and generation rate, respectively. Therefore, the similar accuracy of the
developed models in predicting the seen and unseen design parameters demonstrates the
generalizability of the machine learning based models. The specific flow conditions, the
predicted performance, and the observed performance for these six unseen data points are
given in Table 4.2.
Training accurate and generalizable machine learning models require large-scale datasets.
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Table 4.2: Comparison of the experimentally observed performance and
predicted performance by neural networks for six unseen design parame-
ters (flow condition combinations). Republished under Creative Commons
license with permission of Springer Nature from (Lashkaripour et al., 2021).
Experiment Flow condition Predicted Observed
number Capillary Flow rate Droplet diameter Generation rate Droplet diameter Generation rate
number ratio (µm) (Hz) (µm) (Hz)
1 0.1 3 105.1 79.7 98.1 78
2 0.2 10 49.7 303.5 55.4 260
3 0.15 17 45.9 194.7 42.7 250
4 0.6 5 119.3 124.1 122 146
5 0.4 9 103.3 86.7 93 122
6 0.8 22 75.2 168.8 71.7 240
Figure 4·7: The developed neural networks predicted the performance of
previously unseen flow condition combinations with similar accuracy to
the previously seen flow conditions. Therefore, it can be concluded that
the models are generalizable to design parameters beyond what they were
trained on. Republished under Creative Commons license with permission
of Springer Nature from (Lashkaripour et al., 2021).
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Therefore, models trained on small-scale datasets are often over-fitted to the test-set and
poorly generalize to the test-set (Ng et al., 2015). Naturally, a bottleneck for further devel-
opment of machine learning models for predicting the performance of flow-focusing droplet
generators is the large number of data points required to achieve accurate performance pre-
diction. Transfer learning has been successfully implemented to improve the performance of
neural networks trained on small-scale datasets, if another accurate neural network trained
on a relatively similar system exists (Shin et al., 2016). In short, with transfer learning
the model previously trained on a similar system (i.e., pre-trained model) is taken as the
starting point, and the first few hidden layers that carry the general information remain
unchanged in terms of structure and weights (i.e., frozen layers), however, the last few
hidden layers that carry the specific information are allowed to be updated and are fine-tuned
based on the new small-scale dataset (Weiss et al., 2016). Since the overall fluid dynamics
of droplet generation remains the same regardless of the fluids used for droplet generation,
transfer learning can be used in this case because of the already developed accurate models
trained on a similar system. Therefore, the efficacy of transfer learning in enabling accurate
performance prediction for new small-scale datasets on new fluids was investigated.
To demonstrate the efficacy of transfer learning in generalizing the machine learning
models to new fluid combinations without requiring a large-scale dataset, two new small-
scale datasets on droplet generation were created. In the first dataset, the dispersed phase
fluid was changed from DI water to lysogeny broth (LB) bacterial cell media, and a total of
36 data points were created in both dripping and jetting regimes. In the second dataset, the
continuous phase fluid was changed from NF 350 mineral oil with a viscosity of 57.2 mPa.s
and 5% Span80 to light mineral oil with a viscosity of 21.4 mPa.s and 2% Span80 with 18
data points in the dripping regime. The surface tension of DI water and light mineral oil
and LB bacterial cell media and mineral oil was assumed to be similar to that of DI water
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and mineral oil (5 mN/m) for capillary number to flow rate conversion. The small-scale
datasets are available to all at: http://dafdcad.org/download. To demonstrate the effi-
cacy of transfer learning, first neural networks were trained from scratch on the small-scale
datasets with datasets divided into 4 folds and trained on 3 folds and tested against the
fourth. This process was repeated until all folds were used once as the test-set. For transfer
learning on LB bacterial cell media as the dispersed phase, the pre-trained models (neural
networks trained on NF 350 mineral oil and DI water) were loaded, and the first two hidden
layers were frozen and the last two hidden layers were allowed to be updated based on the
small-scale dataset. For transfer learning on light mineral oil as the continuous phase, the
pre-trained models were loaded, and the first hidden layer was frozen and the last three
hidden layers were allowed to be updated based on the small-scale dataset (due to the larger
fluid properties difference in this small-scale dataset in comparison to the original large-scale
dataset). For transfer learning, the same train and test folds were used as the ones used in
training from scratch, to ensure a fair comparison.
As demonstrated in Fig. 4·8, training neural networks from scratch on both small-scale
datasets resulted in models that were over-fitted to the train-set and poorly generalized to
the test-set. Conversely, transfer-learning-based training of new neural networks resulted
in predictive models with significant improvements over models trained from scratch on
the small-scale datasets. Both datasets had an equal number of data points per regime.
Transfer learning was observed to better predict the performance of the LB bacterial cell
media dataset (in comparison to the light mineral oil dataset), therefore, it can be concluded
that the closer the fluid properties of the new fluids are to that of the original fluids, the
better the performance of transfer learning (see Fig. 4·8). Naturally, the larger the fluid
properties difference between the new fluids and original fluids are, the more data points
are required to achieve accurate performance prediction. Therefore, it can be concluded
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Figure 4·8: The developed machine learning models for predicting the per-
formance of flow-focusing droplet generators can be efficiently generalized
to accurately predict the performance for new fluid types by using trans-
fer learning. The accuracy of models developed using transfer learning is
compared to the models trained from scratch for a. changing the dispersed
phase fluid, from DI water to LB bacterial cell media b. or changing the
continuous phase from NF 350 mineral oil (viscosity of 57.2 mPa.s) with 5%
Span 80 to light mineral oil (viscosity of 21.4 mPa.s) with 2% Span 80. It is
observed that transfer learning based models significantly out-perform the
models trained from scratch. Republished under Creative Commons license
with permission of Springer Nature from (Lashkaripour et al., 2021).
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that the original machine learning models trained on DI water and NF 350 mineral oil
capture the high-level dynamics of flow-focusing droplet generation. By using transfer
learning only small-scale datasets are required to fine-tune the developed neural networks
for accurate performance prediction of flow-focusing droplet generators using new fluid
combinations. As a result, it can be concluded that transfer learning enables rapid and
efficient generalization of the developed neural network models to new fluid combinations.
The transfer learning models and their source codes are available for download at: https:
//github.com/CIDARLAB/neural-optimizer.
4.5 Design Automation of Flow-Focusing Droplet Generators
Machine learning based predictive models in conjunction with automated search algorithms
allow for design automation tools to be developed for flow-focusing droplet generators. In
short, automated search algorithms can take the user-specified desired performance and
iteratively tune the design parameters of a flow-focusing geometry to find a design that
delivers the desired droplet diameter and generation rate. Additionally, specific design
constraints can be added to confine the search algorithm to find a design that delivers the
user-specified performance while adhering to the specified design constraints. Therefore,
design automation tools can effectively remove the need for resource-intensive design itera-
tions and significantly reduce the barrier to entry to microfluidics.
The design automation procedure starts with finding the experimental data points on
the dataset with an observed performance closest to the desired performance and possible
design constraints. These data points allow the search algorithm to start in a design space
that is relatively close to the desired performance, thus, improving the efficiency of finding
an optimal design. To this end, all data points on the dataset are considered and the data
points that do not satisfy the criteria provided in Eq. (4.13), are discarded.
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i. Experimental regime = Predicted regime
ii. Experimental regime = Constrained regime
iii. Constrained orifice < Desired diameter =⇒ Experimental regime = Jetting,
(4.13)
where “Experimental" and “Predicted" denote the experimentally observed value of the data
point and the predicted value for that data point, respectively. "Constrained" refers to the
possible user-specified design constraints placed on a parameter. Therefore, if there are no
user-specified constraints on the regime or the orifice size, the second and third criteria are
discarded. The first criterion ensures that the experimentally observed regime is consistent
with the machine learning based regime prediction, thus, eliminating the possibility of
starting from a data point that its performance is not well predicted. The second criterion
confines the search algorithm to the user-specified regime, thus, ensuring data points with the
desired regime are only considered. The third criterion ensures that if the desired diameter
is larger than the user-constrained orifice width, the algorithm only searches for the data
points in the jetting regime, where the droplet diameter is often larger than the orifice width.
All the data points that meet the criteria given in Eq. (4.13), are then ranked using a cost







where D and F are the droplet diameter and generation rate, U denotes the “unmet"
design constraints (design constraints that the experimental point does not satisfy), XT
denotes the value of the constrained parameter for a given data point, and Tavg denotes the
middle point of the constraint range for a parameter (in the case that a range is specified
for the design constraint. If a singular value is specified for a design constraint, Tavg will
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take that value). 1000 is simply a large offset to ensure that only the data points that meet
the specified constraints are considered. The design parameters and constraints are then
transformed to fit a normal distribution, to ensure that parameters with larger values do not
contribute more to the cost function than parameters with smaller values.
Using Eq. (4.14), all data points on the dataset are ranked and the experimental data point
with the lowest cost is then returned. If the returned data point has an observed performance
that is within the tolerances of the predictive models, then that data point is immediately
returned without further optimization. Bypassing machine learning based optimization of
the experimental data point with a performance within an acceptable tolerance prevents
errors that might arise from the minor inaccuracies in the machine learning models. The
tolerance for droplet diameter was set to be lower than the observed average error of the








The first criterion ensures that only the data points that meet the user-specified design
constraints are considered. The second criterion ensures that only experimental data points
with an observed droplet diameter within 5 µm of the desired diameter are considered. The
third criterion ensures that the data point is not an outlier and the machine learning models
can predict the droplet diameter of that data point with 10 µm accuracy. The fourth criterion
ensures that the inferred droplet diameter (the diameter calculated using the predicted
generation rate, the flow rate of the dispersed phase, and the conservation of mass principle
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as given in Eq. (4.16)), is within 10 µm of the desired droplet diameter, thus, avoiding
design spaces where one or both predictive models for droplet diameter and generation rate
are inaccurate.







where Dinf. is the inferred droplet diameter in µm, Qw is the dispersed phase flow rate in
m3/s, and Fpred. is the predicted generation rate in Hz.
In addition to the criteria for droplet diameter, similar criteria are employed for gen-
eration rate to return points on the dataset without further optimization, if the observed
generation rate is within the tolerances of the predictive models for generation rate. If the
desired generation rate is less than 100 Hz, the experimentally observed and the predicted
generation rate for that data point must be within 15 Hz of the desired rate. Additionally,
when the desired generation rate is greater than 100 Hz, the experimentally observed and
the predicted generation rate for that data point must be within 15% of the desired rate.
These values (15 Hz for generation rate less than 100 Hz and 15% for generation rate greater
than 100 Hz) are set to be less than the tolerances of the machine learning based predictive
models. Therefore, if a data point exists on the dataset that satisfies both criteria of diameter
and generation rate, that data point is immediately returned as the final design. If the first
ranked experimental point does not meet the mentioned criteria for droplet diameter and
generation rate, the second-ranked experimental point is checked for the same criteria, then
the third, and so on.
If none of the data points on the dataset meet the diameter and generation rate criteria,
then a search algorithm is initiated to find a design that delivers the desired performance.
To this end, the design parameters of the data point with the closest observed performance
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to the desired performance are iteratively adjusted and machine learning models are used
to predict the performance of the adjusted design until a device that delivers the desired
performance is found. To achieve this, the design parameters are iteratively adjusted and the





To find an optimal design that delivers the user-specified performance, the design pa-
rameters of the data point closest to the desired performance are taken as a starting point.
A small normalized step-size of ε = to 0.001 is then added to and subtracted from each
normalized design parameter. With a total of 8 design parameters, 16 slightly different
designs are then generated and their performance is evaluated using Eq. (4.17). From the
16 newly generated designs, the design that reduced the cost function the most is taken as
the starting point for the next iteration. This search algorithm is stopped if the cost function
reaches zero, or if 5000 iterations are completed, or if the iterations fail to decrease the cost
function by more than 0.0001 (whichever comes first). The final design is then returned as
an optimal design that delivers the desired performance, as shown in Fig. 4·9.
To verify the efficacy of the developed design automation algorithm, first, a broad range
of droplet diameters from 25 to 200 µm were specified and the suggested designs (given in
Table 4.3) are fabricated and tested. As shown in Fig. 4·10.a, for all specified droplet diame-
ters on average an MAE (MAPE) of 4.3 µm (5.0%) was observed between the specified and
observed droplet diameters. Additionally, a maximum droplet diameter deviation of 12.3
µm (for 200 µm droplets) and a maximum percentage error of 16% (for 25 µm droplets)
was observed. Thus, rendering the design automation algorithm accurate and effective for
delivering the user-specified droplet diameter.
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Figure 4·9: a. An iterative workflow is developed to find designs that
deliver the user-specified performance. b. An example of design parameter,
performance, and cost function changes during the iterative search process
is given. Republished under Creative Commons license with permission of
Springer Nature from (Lashkaripour et al., 2021).
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Table 4.3: Specified desired droplet diameters and the associated proposed
designs by the design automation algorithm. Republished under Creative
Commons license with permission of Springer Nature from (Lashkaripour
et al., 2021).
Specified performance Proposed designs
Performance Const. Geometry (µm) Flow condition
Diameter Rate Orifice Depth Outlet Ori. length Water in. Oil in. capillary # flow rate ratio
25 µm None None 75 75 164 75 151 161 0.178 22
50 µm None None 75 225 450 225 300 300 0.132 22
75 µm None None 75 75 150 75 150 150 0.066 6
100 µm None None 75 150 300 150 225 225 1.058 10
125 µm None None 125 375 375 312.5 250 375 0.264 16
150 µm None None 150 375 450 450 450 300 1.058 16
175 µm None None 175 439 706 252 350.5 689.5 0.2 20
200 µm None None 150 450 600 150 525 375 1.058 13
In the next step, three droplet diameters of 50, 75, and 100 µm and seven different
generation rates of 50, 100, 150, 200, 300, 400, and 500 Hz were specified simultaneously
and the 21 designs proposed by the design automation algorithm (See Table 4.4) were
fabricated and tested. For a droplet diameter of 50 µm, MAEs (MAPEs) of 3.92 µm (7.8%)
and 41.3 Hz (38.8%) were observed. For a droplet diameter of 75 µm, MAEs (MAPEs)
of 4.36 µm (5.8%) and 33 Hz (14.4%) were observed. For a droplet diameter of 100 µm,
MAEs (MAPEs) of 4.44 µm (4.4%) and 33 Hz (12.2%) were observed, as shown in Fig.
4·10. The largest deviation was observed for a droplet diameter of 50 µm and a generation
rate of 50 Hz, with an error of 14.8 µm and 101 Hz. This can be attributed to the extremely
low flow rates of 0.206 µl/min for DI water and 0.272 ml/h for mineral oil associated with
this data point that are prone to experimental errors. Therefore, by excluding this extreme
data point, an MAE (MAPE) of 3.7 µm (4.2%) for droplet diameter and an MAE (MAPE)
32.5 Hz (11.5%) for generation rate are achieved using the design automation algorithm.
It must be noted that the ratio of approximately 3 is still observed between the MAPE
for generation rate and the MAPE of droplet diameter, as discussed previously this ratio
rises from the principle of mass conservation and the interdependency of droplet diameter
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Table 4.4: Specified desired droplet diameters and generation rates and the
associated proposed designs by the design automation algorithm. Repub-
lished under Creative Commons license with permission of Springer Nature
from (Lashkaripour et al., 2021).
Specified performance Proposed designs
Performance Const. Geometry (µm) Flow condition
Diameter Rate Orifice Depth Outlet Ori. length Water in. Oil in. capillary # flow rate ratio
Diameter of 100 µm
100 µm 50 None 75 225 450 225 300 300 0.264 16
100 µm 100 None 150 300 300 375 375 600 0.132 19
100 µm 150 None 100 300 200 150 300 350 0.264 13
100 µm 200 None 150 300 300 375 375 600 0.264 16
100 µm 300 Orifice:100µm 100 302.1 211.3 150 300 350 0.529 12.732
100 µm 400 None 175 262.5 350 525 612.5 525 1.058 22
100 µm 500 None 150 300 300 375 375 600 0.529 16
Diameter of 75 µm
75 µm 50 None 100 300 200 150 300 350 0.066 19
75 µm 100 None 100 300 200 150 300 350 0.132 19
75 µm 150 None 100 281 200 150.3 299 357.8 0.2 20
75 µm 200 None 150 150 750 225 600 450 0.264 10
75 µm 300 None 100 292.9 216.9 150 300.7 350 0.526 22.643
75 µm 400 None 100 100 300 200 350 400 1.058 16
75 µm 500 Orifice:100µm 100 185 283 197.1 350 400 1.116 21.893
Diameter of 50 µm
50 µm 50 None 100 100 300 200 350 400 0.066 22
50 µm 100 None 75 112.5 225 112.5 187.5 187.5 0.132 19
50 µm 150 None 75 225 450 225 300 300 0.132 22
50 µm 200 None 75 151.5 302 154.5 228 220.5 0.15 14
50 µm 300 None 100 195.5 486.8 297.5 200 244 0.15 22
50 µm 400 None 125 125 500 375 312.5 437.5 0.264 22
50 µm 500 None 125 125 500 375 312.5 437.5 0.2 14
and generation rate through the flow rate of the dispersed phase. Additionally, the design
automation accuracy surpassed the accuracy of the machine learning based predictive models,
this can be attributed to the redundancies introduced by training two separate models for
generation rate and droplet diameter that enabled accuracy checking of the predictive models
(by introducing inferred droplet diameter), thus, preventing design spaces where one or both
models are inaccurate. Additionally, the immediate return of experimental data points on the
dataset if that point satisfies the desired performance within the tolerances of the predictive
models was another contributing factor in enabling the higher design automation accuracy
in comparison to the accuracy of the predictive models.
4.5.1 Design Tolerance Prediction
The design automation tool eliminates the need for resource-intensive design iterations to
achieve the desired droplet diameter and generation rate in flow-focusing devices. However,
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Figure 4·10: Machine learning models in conjunction with an automated
search algorithm enable accurate design automation when a. only diameter
is specified, b. diameter of 100 µm and generation rate are specified, c.
diameter of 75 µm and generation rate are specified, and d. diameter of 50
µm and generation rate are specified. Republished under Creative Commons
license with permission of Springer Nature from (Lashkaripour et al., 2021).
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the accuracy of design automation can be affected by the tolerances or inaccuracies in
fabrication (i.e., CNC mill or 3D printer accuracy) or testing (i.e., pumps accuracy). To
this end, the predictive models were used to quantify the role of design-specific tolerances
on the deviations from the desired performance. Based on the design parameters of a
given flow-focusing device and a user-specified tolerance (%), a range is assigned to each
design parameter. The range of possible parameter values is determined using the assigned
value for the design parameter plus-minus the tolerance. In the new design space created
by assigning a user-specified range for each design parameter, 100 designs were chosen
using quasi-Monte Carlo sampling (Caflisch et al., 1998). The performance of the new
100 designs was predicted using the machine learning models. Then, the relative effect of
each design parameter on performance was quantified using the variance-based sensitivity
analysis (Sobol, 2001; Saltelli et al., 2010). The variances from first and second-order
interactions were quantified as given in Eq. (4.18) and Eq. (4.19):
Var(Xi) =VarXi(E[Y |Xi]) (4.18)
Var(Xi j) =VarXi j(E[Y |Xi,X j])−Var(Xi)−Var(X j), (4.19)
where X denotes the input eight design parameters and Y denotes the two output perfor-
mance metrics (i.e., droplet diameter or generation rate).
Once variances from first and second-order interactions were quantified, the total-effect
index of each parameter is calculated. The total-effect index quantifies the effect of a single
design parameter on the total variance through first and second-order interactions. Therefore,
the major design parameter is identified and, two-parameter grids of changing the major
design parameter and the remaining design parameters are formed (one parameter at a time,
with a total of 7 grids per performance metric) and the performance for each point on the
grid is predicted using the machine learning models, as shown in Fig. 4·11.
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Therefore, using the tolerance prediction feature, researchers can identify the most
effective design parameters for a specific design and ensure that those design parameters
are accurately achieved in their microfluidic device. Additionally, using the heat-maps
provided in Fig. 4·11, the effect of tolerances in each design parameter can be predicted
and quantified for both droplet diameter and generation rate. It must be noted that the major
design parameter (principal parameter) was observed to vary depending on the initial design
of the droplet generator, further emphasizing the importance of design-specific tolerance
study. Finally, to provide a guideline for adjusting the flow rates of a flow-focusing droplet
generator to account for potential deviations from the desired performance, both dispersed
phase and continuous phase flow rates are varied in the range of the designed flow rates plus-
minus two-times the user-specified tolerance (%), and the droplet diameter and generation
rate were predicted using the machine learning models, as shown in Fig. 4·11.b. Therefore,
the machine learning models enabled quantifying the effect of tolerances on the observed
performance and provided guidelines on adjusting the flow rates to account for possible
performance deviations caused by tolerances in fabrication and testing. The source code
for the tolerance prediction study was made available to all at: https://github.com/
CIDARLAB/DAFD.
4.5.2 Case-Study: Design Automation of Single-Cell Encapsulation
Droplet-based single-cell encapsulation allows for single cells to be isolated and studied
from a large population. Droplet-based single-cell studies are the main driving force behind
the development of droplet microfluidics (Lan et al., 2017; Shembekar et al., 2016). The abil-
ity to accurately predict the performance of microfluidic droplet generators enables further
design automation capabilities such as automated single-cell encapsulation, droplet merging,
and performance-driven design optimization. In this dissertation, automated single-cell
encapsulation was demonstrated by incorporating cell concentration calculation based on
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Figure 4·11: a. For a given microfluidic design, b. the effect of changing
the flow rates on droplet diameter and generation rate is predicted. Using the
machine learning models the effect of tolerances on c. droplet diameter and
d. generation rate are predicted and quantified. Republished under Creative
Commons license with permission of Springer Nature from (Lashkaripour
et al., 2021).
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random encapsulation, machine learning based performance prediction, and the developed
design automation workflow.
Single-cell encapsulation using droplet microfluidics typically follows a random process





where λ denotes the mean number of cells entering the device in a unit of time divided by
the number of droplets generated in that unit of time (generation rate). k is the number of
cells encapsulated in a single droplet. P(λ,k) is the probability that k cells are encapsulated
in a single droplet for a known cell concentration of λ. To minimize the chances of double
or triple cell encapsulation in a single droplet, the cells entering the device in a given time
are out-numbered by the generated droplets in that given time, therefore, λ is commonly
set to 0.05−0.1 (Collins et al., 2015). Therefore, cell concentration is readily calculated
using Eq. (4.20) since the exact values of generation rate and dispersed phase flow rate are
predicted using the machine learning models.
Therefore, to verify the ability of the design automation tool to accurately support
single-cell encapsulation a droplet diameter of 50 µm and 150 Hz was specified in the design
automation tool. Additionally, to validate that the design automation tool can deliver the
desired performance, even if some design constraints are imposed, design constraints typical
to single-cell encapsulation experiments were specified in the design automation tool. The
first design constraint was set to ensure that the channels are shallow and the cells mostly
move in the plane of focus for visualization purposes, therefore, aspect ratio (normalized
channel height) was set to 1, which is the minimum possible value in the design automation
tool. The second design constraint was set to ensure that the cell inlet channel is as narrow
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as possible to avoid cells getting trapped in a local field, therefore, the normalized water
inlet width was set to 2, which is the minimum possible value in the design automation
tool. The device suggested by the design automation tool was fabricated and tested at the
flow rates and cell concentration provided by the design automation tool (for a λ of 0.05).
10 µm polystyrene yellow-green fluorescent beads were used as cell surrogates. To delay
bead settling in the syringe or tubes during the experiment, DI water was density matched
with the polystyrene beads by using 0.5 molar CaCl2 DI water. Additionally, to ensure that
the experiment can be visualized with an inverted microscope, adhesive bonding was used
instead of clamp bonding, as illustrated in Fig. 4·12.a.
The device suggested by the design automation tool was observed to achieve the desired
performance with high accuracy and a droplet diameter of 46.3 µm and 167 Hz were
measured, as shown in Fig. 4·12.b. A total of 314 droplets were analyzed (2-second long
recording of the experiment), and 10 single-bead encapsulation events and 2 double-bead
encapsulation events were observed, with the remaining droplets containing no beads.
Therefore, the bead encapsulation rate was observed to closely follow the Poison statistics,
with slightly higher double-encapsulation events, as given in Fig. 4·12.c. The higher than
expected double-encapsulation events can be attributed to the weak hydrophobic properties
of polystyrene beads that promote aggregation of beads suspended in water. Therefore,
the design automation tool was not only capable of delivering the desired performance
while design constraints were imposed, but also could be easily extended to support new
design automation features such as single-cell encapsulation by capitalizing on the machine
learning based predictive models.
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Figure 4·12: Machine learning based predictive modeling of droplet genera-
tion enables additional design automation features, such as automated cell
concentration calculation for single-cell encapsulation. a. A flow-focusing
device that delivers the desired performance while adhering to user-specified
design constraints is suggested by the design automation tool. b. The device
can deliver the desired performance accurately, c. while ensuring single-
cell encapsulation. d. Snapshots of the experiments, further emphasize the
random arrival time of the beads, which can be modeled using the Poisson
statistics. Republished under Creative Commons license with permission of
Springer Nature from (Lashkaripour et al., 2021).
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Figure 4·13: The performance prediction and design automation capabilities
developed in this dissertation are packaged into an open-source software,
called DAFD, and can be freely accessed at: http://dafdcad.org.
4.6 DAFD: An Open-Source and Web-Based Design Automation Soft-
ware Tool for Droplet Microfluidics
In order to make the datasets, machine learning based predictive models, and the design
automation tool accessible to all, the developed tool was packaged as an open-source
software called DAFD (Design Automation of Fluid Dynamics), and can be freely ac-
cessed online at: http://dafdcad.org or downloaded as a local software at: https:
//github.com/CIDARLAB/DAFD. The users can easily pick the feature of interest using the
user-interface of DAFD, to either predict the performance of microfluidic droplet generators
or specify a desired performance in the tool and get a design in return using the design
automation feature, as shown in Fig. 4·13.
Users can specify the desired droplet diameter, generation rate, and possible design
constraints and the software automatically suggests a design using the machine learning
based predictive models, as shown in Fig. 4·14. The software allows for droplet diameter
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Figure 4·14: DAFD user-interface enables the desired droplet diameter and
generation rate to be specified while allowing the users to constrain any of
the design parameters if needed.
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and generation rate to be specified in the range of 25 - 250 µm and 5 - 500 Hz, respectively.
Orifice width can be specified from 75 to 175 µm, nonetheless, specifying orifice widths
that are equal to the cutting diameter of the endmills is recommended for higher fabrication
accuracies. Normalized height (aspect ratio) and normalized orifice width can be specified
in the range of 1 to 3. Normalized water and oil inlet widths can be specified in the range
of 2 to 4. Normalized outlet width (expansion ratio) can be specified in the range of 2 to 6.
Flow rate ratio can be constrained from 2 to 22 and capillary number can be specified in the
range of 0.03 to 1.06. Additionally, users can limit the search algorithm to a specific droplet
generation regime (either dripping or jetting regime). The design parameter ranges were
capped based on the range of the design parameters available in the dataset that the machine
learning models were trained on. Once the desired performance and potential constraints are
specified by the user, the developed software then finds an optimal design that delivers the
desired performance. Additionally, the software provides instructions for device fabrication
and assembly, the geometry required to achieve that performance, the expected performance,
and generates performance range plots using the tolerance prediction feature (if checked by
the user).
Finally, to achieve a seamless transition from the specification of the desired performance
to a working prototype, the software output (the design of a flow-focusing device) can be
opened and edited in 3DµF, an online microfluidic CAD tool (Sanka et al., 2019b), and saved
as 2D scalable vector graphics (SVG) files. The SVG files can then be directly loaded to the
software controlling the CNC micromill (Otherplan) to automatically create the necessary
instructions for the CNC machine (gcodes) to fabricate the flow-focusing device, as shown
in Fig. 4·15.
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Figure 4·15: DAFD enables a seamless transition from high-level perfor-
mance specification to a working prototype. Flow-focusing designs created
by DAFD can be opened and edited in 3DµF microfluidic CAD tool (Sanka
et al., 2019b). Using 3DµF, the generated designs can be coupled to other
microfluidic components if needed and then be downloaded in SVG format
and directly loaded to the software controlling the CNC machine (Otherplan)
for a semi-automated fabrication of the microfluidic device. The fabricated
flow and control layers can then be rapidly sealed using clamp bonding or
adhesive bonding and run at the DAFD suggested flow rates to achieve the
desired performance. Republished under Creative Commons license with
permission of Springer Nature from (Lashkaripour et al., 2021).
121
4.7 Perspective and Future Directions
A first-of-its-kind design automation tool was developed to convert the user-specified desired
performance and design constraints to a flow-focusing geometry and the necessary flow
rates to achieve the desired droplet diameter and generation rate. The developed design
automation tool eliminated the need for resource-intensive design iterations, enabling rapid
and efficient development of droplet-based microfluidic devices. The design automation
tool capitalized on machine learning based predictive models trained on a large-scale experi-
mental dataset to accurately predict the performance of microfluidic flow-focusing droplet
generators. Accurate performance prediction coupled with automated search algorithms
allowed for efficient and accurate design automation of flow-focusing devices. Furthermore,
the low-cost rapid prototyping method introduced in this dissertation enabled time- and
cost-efficient generation of a large-scale experimental dataset, necessary to train accurate
neural networks based predictive models.
The developed machine learning models can predict the performance of flow-focusing
devices with mean absolute errors of less than 10 µm and 20 Hz for droplet diameter and
generation rate, respectively. Furthermore, the design automation tool can deliver the user-
specified desired performance within 4.2% and 11.5% for droplet diameter and generation
rate, respectively. Additionally, the tool can predict and quantify the performance deviations
caused by possible tolerances in fabrication and testing, and provide guidelines on adjusting
the flow rates to account for these deviations. The machine learning models trained on
droplet generation with DI water and mineral oil are generalizable to new fluids through
transfer learning. The high-level dynamics of droplet generation remain the same regardless
of the fluids used, therefore, using transfer learning, the developed machine learning models
can be fine-tuned to accurately predict the performance of new fluids with significantly
fewer data points. As a result, future versions of the design automation tool, developed by
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the CIDAR lab or the microfluidic community, can be readily extended to support droplet
generation with a diverse range of fluid combinations.
The performance prediction and design automation tools, are packaged as an open-source, on-
line, and free-to-use software called DAFD and can be accessed at: http://dafdcad.org.
DAFD can also be cloned from Github at: https://github.com/CIDARLAB/DAFD as a
local version and users can change the underlying machine learning models or dataset to
customize it to their needs. Additionally, DAFD is made compatible with the microfluidic
CAD software tools developed in the CIDAR lab, including Fluigi, 3DµF, and Neptune
(Huang and Densmore, 2014; Sanka et al., 2019b; Lashkaripour et al., 2017; Sanka et al.,
2017). These CAD tools can translate high-level liquid interaction descriptions into a graph
using programming languages similar to Verilog (Mano and Ciletti, 2013). The resultant
graph can then be annotated, colored, and compiled into a parameter-free version of netlist,
called MINT (Sanka et al., 2019a). Using the MINT file, the efficient parameter discovery
of DAFD, and the design capabilities of 3DµF, sophisticated microfluidic devices can be
generated effectively from high-level performance specifications, without requiring mono-
lithic designs that encode both the structure and function of the device.
4.7.1 Design Automation of Droplet Microfluidics for the Life Sciences
Design automation tools hold immense potential in lowering the barrier to entry to droplet-
based microfluidics for life-science researchers. Accurate and seamless conversion of
biological requirements to microfluidic performance metrics are essential in successful
implementation of microfluidic design automation tools for life science applications. The
geometry, fluid properties, surfactants, and flow rates would determine the diameter, gen-
eration rate, generation regime, and polydispersity of the generated droplets, which in
return dictates the throughput, sensitivity, dynamic range, and accuracy of the biological
assays (Rosenfeld et al., 2014). Determining the relationship between the desired assay
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characteristics and the metrics of droplet generation enables assay specific optimization of
microfluidic geometries, flow conditions, and performance metrics. Here, two immediate
examples of how design automation tools can accelerate the adoption of microfluidics in the
life science are discussed.
Cell Detection
To detect small concentrations of cells using droplet microfluidics a large number of droplets
have to be screened (Boedicker et al., 2008). For instance for detecting cells at a concentra-
tion of 10 cells/mL with 10 pico liter droplets, one out of 107 droplets is expected to have a
cell inside, therefore, at a 1000 Hz screening throughput, it requires approximately 3 hours
to process all the droplets and detect the cell (Rosenfeld et al., 2014). This screening time
can be optimized by adjusting the droplet size which in return dictates the total number
of droplets that have to be screened. Therefore, depending on the desired assay detection
limit, assay running-time, and the screening throughput the microfluidic device can be auto-
matically optimized by design automation tools to deliver the desired assay characteristics.
Additionally, design automation tools can optimize the geometry of droplet generators to
deliver a higher throughput at lower capillary numbers to minimize droplet polydispersity
by avoiding jetting regime. Therefore, design automation tools can also enable increased
detection time, while maintaining a high accuracy.
Measurement of Enzyme Kinetics
The conversion rates of fluorogenic substrates to fluorescent products are often used for
quantifying the enzyme kinetics, by measuring the increase in the fluorescence intensity.
Droplet microfluidics can elucidate enzyme kinetics with an improved temporal resolu-
tion in comparison to the bulk methods (Rosenfeld et al., 2014). This can be achieved
through converting the temporal signal to a spatial signal, where droplets are generated
and incubated in a single stream and keep their order, therefore, droplets that are more
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downstream represent a longer time of reaction. This concept was demonstrated to quan-
tify enzyme kinetics at sub-millisecond (Song and Ismagilov, 2003). The ordered droplet
incubation is often achieved using a serpentine geometry, therefore, design automation tools
can tailor a microfluidic design to an assay specific kinetic time-scale, where the droplet
diameter can determine the effective concentration of molecules, and the flow rates and
serpentine geometry determine the time it takes for droplets to pass through each bend of
the serpentine, thus, the ratio of spatial to temporal resolution can be adjusted by the de-
sign automation to meet the desired kinetic resolution specified by the life science researcher.
The relationship between droplet size, generation rate, and polydispersity and the typical
characteristic parameters of interest such as dynamic range, accuracy, and throughput of
biological assays are described in detail by Rosenfeld el al. (Rosenfeld et al., 2014). To
further facilitate the adoption of droplet microfluidics and design automation tools into the
life sciences, examples of droplet diameters, generation rates, and fluids used in different
life science applications are provided in Table 4.5.
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Table 4.5: Examples of droplet diameters, generation rates, dispersed phase
fluids, and types of oil used in different applications of droplet-based mi-
crofluidic devices.
Application Cell type Diameter Rate Dispersed fluid Oil Ref.
1 scRNA-Seq Mammalian 105 µm 700 Hz PBS HFE7500 (Stephenson et al., 2018)
2 Isogenic colony seq. Yeast 183 µm 625 Hz Molten agarose HFE7500 (Liu et al., 2019)
3 Antigen screening Mammalian 53 µm N.A. Medium & antibody HFE7500 (Gérard et al., 2020)
4 Functional screening Mammalian 120 µm 368 Hz RPMI 1640 medium HFE7500 (Segaliny et al., 2018)
5 Pathogen detection Bacteria 40 µm N.A. DI water and buffer HFE7500 (Azizi et al., 2019)
6 Ionization-mass Spec. N.A. 50 µm 10 Hz A variety HFE7500 (Steyer and Kennedy, 2019)
7 Polymerase sorting Bacteria 14 µm 57 kHz ThermoPol buffer HFE7500 (Larsen et al., 2016)
8 Cell-encapsulation Yeast 60 µm 250 Hz Alginate buffer Mineral (Martinez et al., 2012)
9 Pathogen detection Bacteria 50 µm 212 Hz Cell media Mineral (An et al., 2020)
10 GelMA Microgel N.A. 284 µm 5.5 Hz MC & GelMA Mineral (Wang et al., 2019)
11 miRNA detection Mammalian 250µm 2 Hz PCR-mix Mineral (Jiao et al., 2019)
12 DNA detection N.A. 300 µm 1 Hz PCR-mix Mineral (Ma et al., 2019)
13 Particle synthesis N.A. 94.5 µm 320 Hz monomer & H2O Mineral (Li et al., 2009)
14 PEG hydrogels N.A. 120 µm 90 Hz PEGDA Mineral (Dang et al., 2012)
15 Multicellular spheroids Mammalian 184 µm 1.5 Hz DMEM Mineral (Yoon et al., 2013)
16 Molecule crystallization N.A. 138 µm 36 Hz Abacavir & H2O Pentyl-acetate (Garg et al., 2020)
17 Enzyme kinetics N.A. 40 µm 840 Hz Enzyme & substrate FC-40 (Sjostrom et al., 2013)
18 Lipidomics Microalgae 250 µm 10 Hz Cell media FC-40 (Kim et al., 2017)
19 Cell transfection Mammalian 52 µm 850 Hz Media & lipofectin FC-40 (Li et al., 2018)
20 Metagenomic screen Bacteria 59.3 µm 250 Hz Agarose FC-40 (Hosokawa et al., 2015)
21 Drug profiling Mammalian 100 µm N.A. Media & drug FC-40 (Sarkar et al., 2015)
22 RT-PCR Mammalian 80 µm 411 Hz RT-PCR mix FC-40 (Kim et al., 2018)
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Chapter 5
Conclusions and Future Work
5.1 Summary of The Dissertation
Microfluidic devices for droplet generation are at the heart of many life science applications,
such as drug profiling, novel enzyme discovery, metabolic pathway optimization, and early
cancer detection, but are difficult to tailor for each specific application. This dissertation
describes a three-prong effort on lowering the barrier to entry to droplet-based microflu-
idics. Specifically, low-cost rapid-prototyping, efficient experimental characterization, and
machine learning based design automation were used to significantly reduce the need for
microfluidic expertise and costly design iterations in developing droplet-based microfluidic
devices. It is expected that this work facilitates the widespread adoption of droplet mi-
crofluidics in life sciences, specifically synthetic biology where low-cost and customizable
high-throughput screening platforms are in ever-increasing demand. A short overview of
each of the prongs is provided below.
5.1.1 Low-Cost Rapid Prototyping of Microfluidic Devices
The costly and time-consuming fabrication process and the required infrastructure associated
with standard photolithography are major barriers to entry to microfluidics. Therefore, high-
resolution low-cost rapid prototyping can facilitate the adoption of microfluidics in modest
laboratory settings and speed-up the discovery process tremendously. In this dissertation,
desktop CNC micromilling is demonstrated to be a suitable method for fabricating bio-
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compatible thermoplastic microfluidic devices with integrated electrodes. The microfluidic
devices can be fabricated with a minimum feature size of 75 µm in less than 2 hours while
costing less than $10. It is expected that more accurate CNC micromills and 3D printers
will be introduced in the future that further facilitate the use of low-cost rapid prototyping as
viable alternatives to standard photolithography.
5.1.2 Efficient Performance Characterization of Microfluidic Devices
Fabricating microfluidic devices have traditionally been costly and time-consuming. There-
fore, droplet-based microfluidic devices optimized to a specific application, often do not
generalize well to other similar applications in terms of device functionality or performance,
due to the complex nonlinear fluid dynamics and a lack of performance characterization data.
With low-cost rapid prototyping, a large number of microfluidic devices can be fabricated
efficiently, thus, enabling thorough experimental characterization of microfluidic devices,
previously too expensive or too time-consuming to do so.
In this dissertation, low-cost rapid prototyping and orthogonal design of experiments
were utilized to characterize the performance of flow-focusing droplet generators in terms
of droplet diameter, generation rate, generation regime, and polydispersity. The information
provided in this dissertation, allows microfluidic designers to fine-tune the performance of
flow-focusing droplet generators to meet application-specific requirements. It is expected
that the workflow introduced in this dissertation is adopted by other microfluidic researchers
to thoroughly characterize other microfluidic components such as droplet sorters, mergers,
and incubators, creating a library of well-characterized microfluidic components, thus, facil-
itating efficient generalization of previously developed platforms to new applications.
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5.1.3 Design Automation of Microfluidic Devices
Current microfluidic development is slow, expensive, and iterative, similar to the develop-
ment of electronic circuits prior to the introduction of electronic design automation (EDA).
Therefore, microfluidic design automation can enable exponential growth in microfluidics
(similar to that observed in electronics) by eliminating the need for expertise and costly
design iterations. In this dissertation, a design automation tool for microfluidic flow-focusing
droplet generators was introduced. This tool capitalized on machine learning based predic-
tive models and an automated search algorithm, to convert a user-specified performance to a
flow-focusing design that accurately delivered the desired droplet diameter and generation
rate. This tool was made possible by the large-scale experimental dataset created in this
dissertation, which in turn was possible because of the low-cost rapid prototyping method
introduced here. The developed design automation tool can be readily generalized with
transfer learning to support new fluid combinations. It is expected that the workflow and the
tool introduced in this dissertation are extended by the microfluidic community to support
new fluid combinations and components, enabling sophisticated droplet-based devices to be
created without requiring resource-intensive design iterations.
5.2 Future Directions
The workflow introduced in this dissertation can be improved and extended in several
ways to further facilitate the widespread adoption of microfluidics in life sciences. The
rapid-prototyping method can be extended to fabricate microfluidic devices from a variety
of substrates including soft thermoplastic elastomers, PMMA, COCs, and COPs, thus, in-
creasing the customizability of the fabrication method for new applications (Salmon et al., ).
Additionally, low-cost and adhesive-free microfluidic bonding methods can further facilitate
the adoption of microfluidics in life sciences, specifically, applications where the surface
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properties have a significant effect on the performance of the device, such as organ-on-a-chip
applications (Bein et al., 2018). Also, recent methods for improving the surface properties
of micromilled devices can be integrated with the low-cost rapid prototyping workflow
to achieve higher quality microfluidic devices in terms of surface roughness and optical
transparency (Ogończyk et al., 2020). Furthermore, fluorescent detection modules inte-
grated with thermoplastic microfluidic devices, enable low-cost high-throughput screening
platforms suitable for a broad range of life science applications.
Low-cost rapid prototyping can be used to experimentally characterize a wider variety
of microfluidic components such as droplet sorters, droplet mergers, micro-mixers, and cell-
traps (Nilsson et al., 2009; Rasouli and Tabrizian, 2019; Xi et al., 2017). Well-characterized
microfluidic components facilitate the effortless generalization of microfluidic platforms to
new applications. Additionally, machine learning models can be trained on the generated
data to achieve accurate performance prediction and design automation. Furthermore, ma-
chine learning predictive models can enable new capabilities such as application-specific
optimization and efficient design space exploration for design automation (Lashkaripour
et al., 2020). In addition, active learning algorithms can be employed to automatically and
efficiently explore design spaces with the least number of data points, thus, accelerating the
dataset generation step for developing new design automation tools (McIntyre et al., 2020a).
Finally, the developed design automation tool can be integrated with previously proposed
models that can predict the path that individual droplets take in a network of microfluidic
channels, thus, enabling both performance and behavior prediction of droplet-based mi-
crofluidic devices (Grimmer et al., 2017). In addition, the developed design automation
tool can be coupled with other microfluidic CAD software to enable sophisticated design
automation capabilities such as automated synthesis of control logic in droplet-based de-
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vices (Zhu et al., 2019), co-synthesis frameworks for efficient resource utilization in hybrid
microfluidics (Ibrahim et al., 2017), automated custom concentrations for droplet generation
(Wang et al., 2016), complex particle separation, focusing, and encapsulation (Wang et al.,
2017), and automated creation of concentration gradients upstream of droplet generation (Ji
et al., 2019). It is expected that design automation tools will play a major role in accelerating
biological discovery, specifically, synthetic biology (Appleton et al., 2020), therefore, tools
that can translate the high-level biological protocol to microfluidic performance metrics
could further facilitate wide-spread adoption of microfluidics in the life-sciences.
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