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ABSTRACT 
This thesis discusses the two types of complex predicate -- morpholo- 
gically-complex predicates (Type I) and 'restructured' predicates composed 
of morphologically-independent predicates (cf. Rizzi (1982); Type 11). It 
introduces and develops a theory of complex predicates/words. The theoret- 
ical framework is a recent development of the transformational grammar-- 
the principles-parameters approach to Universal Grammar (UG) (cf. Chomsky 
(1986a and b)). 
We view complex predicates as derived through transformations operat- 
ing on minimal elements. Type I1 complex predicates are obtained through a 
head-to-head transformation, which we call The Restructuring Rule (RR). 
The RR affects categories in a certain way, linking them, and thereby 
giving rise to Type I1 complex words, whose properties and syntax charac- 
terize the 'restructuring' phenomenon discussed in the literature. Type I 
complex predicates are obtained through head-movement; for both empirical. 
and theoretical reasons, head-movement is reunderstood as having a more 
restricted function than the one assumed in the literature: Head-movement 
is instantiated as adjunction but not substitution. Head-adjunction 
creates the segments of both target and trigger minimal categories, forming 
chains called H-chains. Empirical data suggest that Type I complex predi- 
cates are also formed through RR accompanied by head-movement, which we 
call overt RR. Consequently, complex predicates are obtained through head- 
movement, (move-head), RR (affect-category), or overt RR (move-category); 
complex presicates form three different types of complex word according to 
their syntactic derivations. Hove-head operates on terminal strlngs 
(heads), affect-category on heads In X-bar theory's sense (X-heads), and 
move-category on both heads and X-heads. Those head-to-head transforma- 
tions imply a certain concept of tree structure (that differs from the 
usual concept of tree structure), under which a head and the X-head 
projected from the head are independent entities of each other, subject to 
different principles of grammar. The proposed head-to-bead transformations 
assume the projection principle on X-heads and the theta-criterion on X- 
heads, which apply to both lexical (X-)heads and functional (X-)heads such 
as C and I, and which apply to categories but not to segments derived 
through head-movement. 
As for the motivations of head-to-head transformations, we suggest, 
under a certain theory of transformation called a licensing theory of 
transformation, that head-movement is motivated by certain morphological 
dependency of a head. In contrast to the current assumption, the targets 
of head-movement are viewed as very restricted: Heads move to lexical heads 
that L-mark (but not to functional heads) and the latter (targets) govern 
the former (the Revised Head Hovement Constraint). This restricted 
property of head-movement is viewed as obeying the ECP in terms of ante- 
cedent-government. RR (affect/move-category) is motivated by the certain 
categorial dependency of an X-head, whose effects are read off at LF. RR 
is governed by the Lexical properties of predicates or of Lexical items, 
and a trigger of RR is semantically and/or phonologically poorer than its 
target. RR triggers 'overlappingt among categories and positions within an 
RR domain, and/or change configurational structure, obeying certain RR 
conventions. Those notions of RR and head-movement lead to certain 
morphological, syntactic and semantic differences among the three different 
types of complex words/predicates. The levels of rule application vary; 
depending on the parameterization of the levels of rule application, the 
syntax of complex predicates differ. 
The proposed notions of RR and head-movement not only explain the 
'restructuringt phenomenon and Type I complex predicates, but also offer 
new and deep insight into various linguistic phenomena and constructions 
discussed in the literature: I-V amalgamation, Aux-to-COMP construction in 
Italian, ACC-rn construction, V-2 order and Aux-inversion, whiz deletion, 
passive and causative constructions, 'neg-raisingt (also cf. Korean 
'restructuringf) and a configurationality issue. The discussions on these 
constructions/phenomena (in Chapter 4) show that specific instantiations of 
a phenomenon in various languages are surface language-specific instan- 
tiations of the deep operations of head-to-head transformations. 
Some consequences and results of our discussions are: First, Ires- 
tructuring,' which is understood as V-to-V RR effects, is neither language- 
specific nor restricted to pro-drop languages (cf. Kayne's (1980) conjec- 
ture). Second, syntactically-derived morphologically-complex words are 
ambiguous: they are derived either by overt RR or by head-movement; the 
proposed notions of RR and head-movement explain certain differences 
between the two types of Type I complex predicate in morphology, syntax, 
and semantics. Third, the proposal advocates a certain version of the weak 
lexicalist position and the autc~iomy thesis of syntax with respect to 
morphology and to semantics, suggesting an independently-motivated mor- 
phological component that interacts with the syntactic component. Fourth, 
the proposal results in a very restricted theory of grammar, which includes 
the wide interpretation of the projection principle (together with the 
projection principle on X-heads), which applies to A or A-bar positions, 
and which also holds at a certain sublevel of PF (morphological structure). 
The wide interpretation of the projection principle leads us to reconsider 
the usual assumption that X-bar theory holds only at D-structure and 
suggest that X-bar theory holds at every level of syntactic representation 
(D- and S-structure, LF, and a sublevel of PF). 
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CHAPTER 1: THBORBTICAL F'RAIIEWORK 
1.0. Introduction 
This essay introduces and develops a type of transformation within the 
current theory of transfomational grammar presented in Chomsky (1981;1986a 
and b) and in related w0rks.l The type of transformation -- affect/move- 
category (realized as the Restructuring Rule (RR)) -- is proposed in 
connection with some linguistic phenomena called 'restructuringt and/or 
reanalysis in the literature. The phenomena under consideration are 
related to 'conplex predicate' constructions that contain trestructuredt or 
reanalyzed complex predicates or a certain type of morphologically-complex 
predicate; they are not described or explained in terms of the usual trans- 
formational rules, which are now called move-alpha. The phenomena raise 
some apparent theoretical difficulties: Hove-alpha may not satisfactorily 
account for the phenomena, and universal principles are apparently lncom- 
patible with them. Since we cannot deny the phenomena, the theory should 
find a way to incorporate them satisfactorily within its descriptive and 
explanatory domain (cf. the notions of descriptive and explanatory adequac- 
ies in Chomsky (1965;78 & 27)). 
There are some alternative theories with some theoretical divergences 
from the theory we are assuming here: Generalized Phrase-Structure Grammar 
(cf. Gazdar, Klein, Pullum and Sag (1985)) and Lexical-Functional Grammar 
(cf. Bresnan (1982;ed.)). Both theories show some efforts toward elimi- 
nating transforniation rules by enriching a phrase-structure component with 
meta rules or by enriching a lexical component with lexical rules. 
Lexical-Functional Grammar follows Relational Grammar (cf. Fillmore (1968); 
Perlmutter (1983;ed.); Perlmutter and Rosen (1984;ed.)) in which grammar is 
based on the notion of grammatical functions but not on configurational 
structure. The goal of this thesis is, however, to understand certain 
linguistic phenomena through transformations (movement). 
There are obviously two ways to overcome these difficulties: One is 
to modify or even to abandon otherwise well-motivated universal principle- 
(s) and the other is to propose new types of transformational rules for the 
phenomena which least conflict with principles of the theory and yet 
provide some new understanding of both the phenomena and Universal Grammar 
(UG). In this essay, we take the latter approach -- proposing a new type 
of transformational rule -- since otherwise well-motivated principles 
should not be abandoned if possible. In fact, the phenomena themselves 
also come under the scope of the principles of the theory, at least in 
their core aspects; the rules we will propose interact with the core 
principles of UG. This Chapter, therefore, presents some aspects of the 
theory as the starting point of our discussions. 
1.1. Theoretical2 
The first thesis of the theory is: The object of the study is inter- 
nalized languages (I- language^)^ and therefore 'systems of mental repre- 
sentation and computation of the language faculty.' The language faculty 
is a distinct system of the mind/brain with an initial state of language 
faculty ( =  So) common and unique to human beings (a modular approach to the 
mind/brain). Given appropriate experience, the faculty obtains some 
relatively stable steady state Ss from So (cf. the ratlonalist/Humboltian 
tradition). The attained Ss (which includes I-languages) and So are 'real 
elements of particular mind/brains, aspects of the physical world, where we 
The discussion in this section is mostly based on Chomsky (1981; 1986a 
and b; class lectures, Fall, 1986; Spring, 1987). 
a By I-language, Chomsky ,(1986a;21-22) means to refer to Jesperson's 
'notion of structure9 which is 'definite enough to guide the speaker in 
framing sentences of his own ... free expressions.' 
understand mental state and representations to be physically encoded in 
some mannert (Realism toward So and Ss). 
From a linguistts point of view, UG is the linguistic theory of So and 
particular grammars are theories of various I-languages. UG we assume 
consists of move-alpha and universal principles associated with parameters 
-- the principles-parameters approach to UG ( =  So); So consists of princi- 
ples associated wlth parameters and Ss is obtained through parameter- 
fixing processes. Move-alpha and the prlnclples of UG have their own sub- 
component (s ) of grammar ILexicon, syntax, LF-syntax (=  LF component), PF 
component), which are represented below; grammar has four levels of 
representation -- D-structure, S-structure, PF level of representation and 
LF level of representation (cf. Chomsky and Lasnik (1977); Chomsky (1981; 
Lexicon (selectional properties of lexical items) 
I 
v 
D-structure <---- X-bar theory and D-structure condition 
I1 
I I <---- move-alpha 
I I 
S-struct-ure 
/ \\ <---- move-alpha and rules of LF component 
/ \\ 
PF LF <---- principles of interpretation 
A I 
I I I 
I morphology and phonology 
D-structure derives from properties of lexical items and from X-bar theory, 
subject to the principles of UG; Move-alpha links D-structure with S- 
In (I), except for the Lexicon and PF component, three other levels of 
representation and move-alpha connecting them form a syntactic component. 
Move-alpha is assumed to belong to syntax-proper within the model (1). 
However, move-alpha is also proposed as a rule in the Lexicon (cf. Keyser 
and Roeper (1984)) or as a rule connecting  morphological S-structure' with 
LF (cf. Pesetsky (1985)). Later, we will suggest that an instantiation of 
transformation (head-movement accompanied by the Restructuring Rule) can 
link 9-structure with (a seblevel of) PF. 
s t r u c t u r e  and s - s t r u c t u r e  with t h e  LF l e v e l  of r ep resen ta t ion ;  morphology 
and phonology l i n k  S-s t ruc tu re  aad t h e  PF l e v e l  of r e p r e s e n t a t i o n  (cf .  
Chomsky (1986a;156)) .  The l e v e l s  of PF and LF r e p r e s e n t a t i o n s  a r e  taken a s  
t h e  i n t e r f a c e  between formal s t r u c t u r e  ( language)  and o the r  c o g n i t i v e  
systems, ' y i e l d i n g  d i r e c t  r e p r e s e n t a t i o n s  of sound on t h e  one hand and 
meaning on t h e  o t h e r  hand.' 
This  model sugges t s  t h a t  each express ion of a language is ass igned a 
s t r u c t u r e  Z = (D,S,L,P) where D, S, L and P a r e  t h e  r e p r e s e n t a t i o n s  a t  t h e  
l e v e l s  of D-structure,  S-s t ruc ture ,  LF, and PF. E l e ~ t e n t s  of Z a r e  appro- 
p r i a t e l y  r e l a t e d ;  each element a t  each r e p r e s e n t a t i o n  is connected by move- 
a lpha  and its d i s t r i t u b i t o n  is cons t ra ined  by u n i v e r s a l  p r i n c i p l e s  and 
c o n d i t i o n s  on representations. UG c o n s i s t s  of s e v e r a l  modules of grammar 
t h a t  c o n t a i n  p r i n c i p l e s  of UG and opera te  mostly on t h e  (double- l ined)  
components i n  (1): 
( 2 )  a .  X-bar theory  
b. the ta - theory  
c. Case theory  
d.  government theory  
e.  movement theorys  
f .  b inding theory  and c o n t r o l  theory  
Each component i n  (1) and each module i n  ( 2 )  a r e  d iscussed i n  the  next  
subsec t ion  with a n  emphasis on movement theory .  
Ynstead of bounding theory  (c f  . Chomsky (1981) 1, we add a module c a l l e d  
movement theory.  ( I t  is l i k e l y  t h a t  bounding theory  is subsumed i n  govern- 
ment theory  (and movement t h e o r y ) ,  given t h e  framework of Barriers (Chomsky 
(1986b).) Movement theory  (wi th  t r a c e  t h e o r y )  we w i l l  a s s u m  inc ludes  t h e  
A-chain cond i t ions ,  t h e  Subjacency Condition, t h e  empty ca tegory  p r i n c i p l e  
( t h e  ECP; a cond i t ion  on t r a c e s ) .  UG a l s o  inc ludes  p r i n c i p l e s  opera t ing  on 
movement such a s  S t r i c t  C y c l i c i t y  (STC) and t h e  St ructure-Preserving 
Hypothesis (SPH; rf. Ernonds (1976)) ,  both of which a r e  probably d e r i v a t i v e  
(see F r e i d i n  (1978) f o r  a  d i s c u s s i o n  t h a t  STC is der ived  from independent- 
ly-motivated principles of grammar and t h e r e f o r e  is a theorem; s e e  Chapter 
2 f o r  a d i s c u s s i o n  on t h e  d e r i v a t i v e  n a t u r e  of SPH). 
1.1.1. X-bar theory 
The first module of grammar, X-bar theory, assumes certain projections 
of categories projected from terminal strings (lexical or nonlexical items; 
cf. Chomsky (1981)) in the Lexicon. Cross-categorially, each projection 
shares some core skeletal identity, having a (SPEC)ifier, and (comp)lements 
selected by lexical i t e m  because of their semantic properties or by 
nonlexical items because of their unique selectional properties. The core 
of X-bar theory is the X-bar schema, which applies cross-categorially in a 
uniform way (cf. Chomsky (1986b)):L 
(3) The X-bar schema:' 
a. X' ---> X c o w *  (comp* = zero or more occurrences of comps) 
b. XP ---> SPEC X' 
where X is either a lexical category (based on the features [t/-N,t/- 
V1) or a nonlexical category such as (C)OW and (I )NFL, which includes 
Tense, AGR and Hodals. 
X is called a head of its projection, and the head is projected to be 
X phrases (XP's) containing its comp(s) and SPEC. Either lexical items 
Since the advent of X-bar theory (cf. Chomsky (1970)), our understanding 
of X-bar theory has been deepened by Jackendoff (1977b), who suggests that 
complements and specifiers are maximal. The most current development is 
found in Chomsky (1986b) who suggests that not only lexical but also 
nonlexical categories (C (cf. Bresnan (1972)) and I)  are projected in an 
identical way, at least for their core projections. The other current 
versions of X-bar theory include Kayne's (1984) binary branching hypothesis 
and Abney's (1987) DP hypothesis. Those versions do not necessarily con- 
tradict our position with (3). See also Muysken (1982) and nuysken and 
Riemsdijk (1986; eds.) for other recent approaches to X-bar theory. 
Chomgky (1986b) assumes thi.",he number of SPECS may be zero or more. 
Here we assume that the number of SPECS of X is one (in unmarked cases). 
The number of SPECs may, however, be parameterized with respect to certain 
categories in certain languages; it has been suggested that the number of 
SPECs in CP projections is more than one in Italian and in Old English. 
The alternative analyses of the projections of nonlexical categories 
(I and C) are: 
(i) [ C  X ([+/-WHl/fQLlI where X is a phrase moved to C (cf. Chomsky 
(1981;53). 
(ii) [ t p  NP INFL VPI (cf. Chomsky (1981;21); Emonds (1986)) 
(P)reposition (=  t-N,-VI); Chomsky (1981)) or r~onlexical items are pro- 
jected to form their maximal projections (NP, VP, AP, PP, IP, or CP). D- 
structure we assume is obtained through selectional properties of nonlexi- 
cal and lexical items, which are specified in the Lexicon, and through the 
X-bar schema in ( 3 ) .  
A pselectionall property of a lexical item (e.g., V) determines the 
theta-roles or semantic categories (cf. agent, patient, or proposition) it 
takes. We call this selectional property Isemantic selectionp (s-selec- 
tion). Each selected semantic category is realized as a certain syntactic 
category. We call this categorial selection/realization c-selection. When 
a lexical item s-selects a semantic category C, it redundantly c-selects 
its syntactic category through the algorithm -- the canonical structural 
realization of C ( =  CSR(C)): CSR(patient) = WP; CSR(proposition) = CP (or 
NP) (cf. Grimshaw (1979;1981); Pesetsky (1982); Chomsky (1986a)). In 
addition, a principle of determining logical subject theta-roles and 
logical object theta-roles (cf. Harantz (1984)) plays a role in grammar.' 
The logical subject and object theta-roles differ both semantically and 
syntactically: A logical subject theta-role is assigned in the SPEC of XP 
(in which X is lexical) while logical nonsubject theta-roles are assigned 
to the sister nodes of X; logical subject theta-roles are compositionally 
determined (by VP) (cf. kiarantz (1984)) but logical nonsubject theta-roles 
are not. 
We may need a parameter, given 'deepp nominative-accusative languages, 
and 'deep' ergative languages in Harantzls (1984; chapter 6) sense. In the 
former type of language, acrent is a logical subject theta-role; thenre. or 
g&& is a logical object theta-role. In the latter type of languages, 
aaent is a logical object theta-role -while j&~& or Datlent is a logical 
subject theta-role. 
D-structure is obtained through CSR(C) and X-bar theory. Since X-bar 
theory also licenses the SPEC position of every projection, D-structure may 
contain base-generated empty categories (other than PRO or pro; cf. Chomsky 
(1981)) that are not derived by CSR(C); when a lexical item does not select 
a logical subject theta-role, the SPEC of IP is not assigned an argument. 
(Maximal phrases that require theta-roles are arguments; other maximal 
phrases are expleti~es.)~ The positions to which theta-roles can in 
principle be assigned are called A-positions. Other base-generated 
positions derived by X-bar theory are called A-bar positions; those A- 
positions that are assigned theta-roles (or that are theta-marked) are 
theta-positions. The following condition on D-structure (cf. Chomsky 
(1986a;97-8)) constrains the distribution of arguments at D-structure. 
( 4 )  If a position X is T-governed by a, then X is occupied by an argument 
if and only if X is theta-marked by a. 
def. = a T-governs if h is the complement of the head q or the 
subject of the predicate q. 
D-structure is then a 'pure' representation of theta-structure where 
all and only theta-positions are filled by arguments through selectional 
properties of lexical items. Grammatical functions (GFs) such as subject- 
of, object-of are also defined in terms of syntactic configurations through 
X-bar theory. Thus D-structure is also a level of representation at which 
'the GF's relevant to assignment of theta-roie and only these have argu- 
ments bearing them (GF-theta).' 
In addition to this D-structure condition, UG includes the Projection 
Principle -- a core principle within the configuration-based theory of 
Chomsky (1981;325) notes that there are quasi-arguments such as weather- 
&, in addition to (true) arguments; true and quasi-argumnts are assigned 
theta-roles, unlike expletives (nonarguments). True and quasi-arguments 
have potentially referential functions and expletives lack such functions. 
See Rizzi (1982;1986a) for some discussion of the role that the tripartite 
distinction of maximal phrases plays in the occurrence of pro in Italian. 
grammar -- giving rise to a restricted structure Z across the syntactic 
levels of representati~n.~~ 
( 5 )  c:
Representations at each syntactic level e . ,  LF. and D- and S- 
structure) are projected from the Lexicon (through CSR(C)), in that 
they observe the s-selection properties of lexical items. 
The projection principle and a general property of X-bar theory play a core 
role in deriving D-structure, virtually eliminating any phrase structure 
rules (categorial component in the (Extended) standard Theory; cf .  chomsky 
(1965)) that represent a rule system of D-structure (cf. Chomsky (1981; 
1986a); also cf. Stowell (1981)). 
1.1.2. Theta-theory and Case theory 
The second module is theta-theory. A core principle is the theta- 
criterion, which is a condition on the proper theta-assignment at LF:aa 
10 The projection principle formulated in terms of CGR(C) in (5) represents 
a strong version of the projection principle below (cf. Chomsky (1981;38)), 
which applies not only to subcategorized internal theta-positions but also 
to nonsubcategorized external theta-positions: 
(i 1 The--: 
(a) if h is an immediate constituent of I at Lt, and E_ = at (bar- 
projection of a), then a theta-marks & in 1; 
(b) if a selects k in as a lexical property, then a selects k in L 
at Lt 
(c) if a selects k in L at LL, then a selects b in at Lg 
(dl def. = If q directly or indirectly theta-marks &, d. selects &. 
(As for the notion of direct and indirect theta-marking, see Chomsky 
(1981;38)).) A weak version of the projection principle states as follows: 
(ii) Representations at each syntactic level (i.e., LF, and D- and S-struc- 
ture) are projected from the Lexicon, in that they observe the sub-ori - 
&ion ~roDertfes of lexical items (see Chomsky (1981;29)). 
l1 This formulation is virtually identical to Freidin's (1978;537)) theta- 
criterion (i), which represents a one-to-one relation between lexical NP's 
(arguments) and argument positions (theta-positions): 
(i) Functional: 
In a sentence SI, each lexical NP with nonnull semantic content must 
fill some argument position in the logical form of SI. 
-~nfausness: 
In a sentence SI, no lexical NP may fill more than one argument 
position for any given predicate in the logical form of Sr. 
6) Each argument is assigned its theta-role in one and only one theta- 
position, and each theta-position contains one and only one argument. 
(cf . Chomsky (1986a); (21) below) 
A module which is closely linked with theta-theory 1s Case Theory; the 
linking is through the Visibility condition (the VC; elements are visible 
for theta-marking in LF only if they are assigned Case). Case theory 
includes the Case Filter in 7 )  which constrains the distribution of 
overt arguments at S-structure, which is linked to PF: 
(7) *NP if NP has phonetic contents and has no (abstract) Case (cf. Chomsky 
(1981; 49 ) 1 
The fundamental properties of Case-assignment are as follows (cf. Chomsky 
(8) a. NP is assigned (N0H)inative if governed by INFL(AGR) 
b. NP is assigned (ACC)usative if governed by V 
c. NP is assigned (GEN)itive in -- X ' I  
d. NP is assigned (0BL)ique if governed by I-N1 other than INFL(AGR) 
and V 
NOH and ACC, which are structural Case, are assigned by Case-governors 
which bear Case features (cf . Chomsky (1986b; 24) ), and are parallel to the 
notions of grammatical relations (grammatical subjects/objects); they are 
See also Choraskyts (1981;335) formulation of the theta-criterion that has 
the same effects as ( i )  or (6) but makes use of the notion of chain. 
We may also have the following formulation: Each argument bears one 
and only one theta-role, and each theta-role is assigned to one and only 
one argument (Chomsky (1981;36)). This formulation (one-to-one relation 
between arguments and theta-roles) appears to be too strong since some 
arguments may be assigned more than one theta-role. One well-known example 
is: 
(ii) John deliberately rolled down the hill. (cf. Gruber (1965/1976); 
Jackendoff (1972)) 
The subjects of motion verbs,such as roll (e.g., John in (i)) have a dual 
rule when they are animate: a theme and an agent role. Note that the 
theta-criterion formulated in (6) does not rule out a dual role. It may 
be, however, that in (ii), is assigned an 'adjunct theta-rolet (agent) 
in Zubizarreta's (1982) sense from INFL, in addition to a theta-role 
(theme) from the predicate u d  down from u.
L2 The Case Filter (7) will be reformul.ated below in terms of the notion of 
chain. 
assigned through configurationigovernment and are not theta-related. GEN 
and OBL are inherent Cases, which are theta-related (cf. Chomsky (1986a)). 
If inherent Case is assigned by a head to NP, then that head theta-marks 
NPtL3 while structural Case is assigned 1nde:pendently of theta-marking.%' 
Case-assignment is linked to PF with respect to its morphological realiza- 
tion and to LF with respect to the visibility of LF theta-marking (the VC). 
1.1.3. Government theory 
Government theory consists of the various notions of government, which 
play crucial roles in Case Theory, theta-theory, binding theory, and 
movement theory: Case is assigned under (Case-)government; theta-roles are 
assigned under (theta-)government; binding conditions license governed 
elements (cf. 34); every link of chains cannot cross more than one govern- 
ment-barrier (cf. fn. 27); and traces are 'properlyt governed (cf, 2 7 ) .  
The central notion of government is defined in terms of the notion of rn- 
command (cf. Aoun and Sportiche (1983)) and in terms of two concepts of 
barrier (91 and ii):L5 
As for the Uniformity Condition on inherent Case marking, see Chomsky 
(1986b); the notions of Case-marking include the notions of Case assignment 
and Case realization. 
In English, structual Case assignment may need the notion of string 
adjacency since NP cannnot be assigned ACC below: 
(i) *John to nary a. 
Inherent Case, on the other hand, may need the notion of domain-adjacency 
in Travis's (1984) sense -- a weaker adjacency requirement --- if pf in (11) 
below is considered as a realization of inherent Case (GEN). 
(ii) I Dersuade John [gf the -e of aoina to colleae.1 (cf. Chomsky 
(1986a;lgl & fn. 130) 
I5 The HC (911) plays a role in the theory of government but not in the 
theory of movement (for example, not in the Subjacency Condition, a 
condition on movement). 
(9) a u o v e u  & if a m-commands h, and (i) there is no barrier between a 
and & and (ii) h is not protected by a head. 
def. = a m-command b if and only if a does not dominate h and every L, 
L a maximal category, that dominates a dominates h. 
The first concept of barrier (91) is defined in terms of blocking catego~y 
(BC), which in turn, is defined in terms of L-marking; BCs are maximal 
categories which are ~ o t  heta - mark ed by a-w (not L-marked; 
cf. fn. 16 below). A maximal category is a barrier if it (= /=  IP) is a BC 
(inherent barrier) or if it immediately dominates a BC (inherited barrier). 
This concept of barrier implies that VP is a BC (and an lnherent barrier) 
since INFL is a nonlexical category and therefore does not L-mark VP. 
According to the second concept of barrier, which is called the Miminality 
Condition (the HC, 9ii), any projection is a barrier for an element h if it 
immediately dominates a head X and & (miniraality barrier). The notion of 
government also implies that if lexical a governs P, then a governs its 
SPEC and its headxc (or that governs anything which is not protected by 
the HC). 
1.1.4. Hovement theory 
Hovement theory includes move-alpha, which is characterized as follows 
(cf. Chomsky (1986b)): (A) Hove-alpha may be either adjunction or substit- 
ution depending on landing sites; (B) it may be either syntactic move- 
alpha, which links D-structure with S-structure, or LF-move-alpha, whlch 
links 5-structure with the LF level of representation (cf. nay (1977;1905); 
Huang (19821), depending on the level of rule application; and (C) only 
(and any) maximal or mininal projections are visible for move-alpha !cf. 
Chomsky (1986b;4)), 
Some properties of move-alpha are currently assumed to follow from 
some indeperldentlpmotivated principles of UG. First, because of the 
In Chomsky (1986b;13 & 70), this implication is stipulated in the notion 
of L-marking in terms of the notion of agreement. 
c *  -: 
a L-marks k if and only if p is a lexical category and h agrees with 
the head of xthat is theta-governed by a. 
d. m t a  --: 
1 theta-governs h if and only if a is a zero-level cztegory that 
theta-marks h, and g k  are sisters. 
e. sisterhood: 
a and k are sisters if they are dominated by the same lexical projec- 
tion. 
'agreementv refers to SPEC-head agreement within categories CP and IP 
(subject-INFL agreement and SEPC-C agreement); the notion of agreement 
assumes that category h agrees with itself and with its head (cf. Chomsky 
(1986b;24)). Thus when V L-marks IP (In ECM environments; cf. Chomsky 
(1966b;23)) or 8, it also L-marks its head, and its specifier; the 
extraction of an element out of the head of an L-marked category or its 
SPEC may be possible across an L-marked category even when the element is 
not theta-marked (cf. the ECP in ( 2 7 ) ) .  As for some specific extraction 
data out of the heads and out of the SPECS of L-marked projections, see 
Chomky (1986b;84) and Cho~laksy (1986b;25-26), respectively. Also note that 
Rizzi (1982; Chapter 3) and Kayne (1984; Chapters 1 and 5) suggest, under 
the analysis of COW in (i) of fn. 7, that if V governs 8 '  (=  CP), then it 
also governs its head, the COW, and can assign Case to (and theref ore 
govern) a phrase in COHP ( =  SPEC of CP). 
projection principle and the theta-criterion, substitution does not apply 
to a theta-position. Adjunction does not apply to maximal categories which 
are assigned theta-roles as a consequence of theta-theory because adjunc- 
tion creates a barrier to (lexical) theta-marking (cf. Chomsky (1986b) 1 .  
Thus, because of theta-theory, only the SPEC of IF or the SPEC of CP is 
available as a landing site of substitution since the SPEC of IP (A- 
position) may fail to be a theta-position and since the SPEC of CP is not 
an A-position. Only a nonargument XP (IP (in nonECM environments; fn. 16 
or VP) can be a landing site of adjunction since it is not theta-marked by 
a lexical item. Second, head and maximal positions or categories are 
available for the landing sites of heads and maximal projections, respec- 
tively, in accordance with a cercain version of the Structure-Preserving 
Hypothesis (SPH; cf. Chomsky (1986b)). 
Hovement theory assumes trace theory, which implies coindexing between 
elements and their traces: [XP ail ... [XP t ~ l .  Traces are motivated for 
two reasons: the projection principle and the theta-crieterion. Consider 
(10) under the assumption that every element in an A-position (arguments or 
expletives) bears an index at D-structure: 
(10) a. [el was killed [John~l 
b. [Johnrl was killed [ti1 
Because of the D-structure condition and the projection principle, in 
(lOa), the argument a is base-generated in the kr position (theta- 
position) since the verb kill s-selects a logical object theta-role. 
Suppose that a passive morpheme is attached to the verb kill at D-structure 
(cf. Chomsky (1986a;157) and that it has properties of absorbing the 
I7 Technically, the projection principle applies after the application of 
passive affixation, which may mean that a passive morpheme is base-generat- 
ed at D-structure. In Section 4.3., we argue that the passive morpheme is 
actually base-generated as a matrix predicate. 
Case of a direct object and the theta-role of a subject (cf. Burzfo's 
Generalization ( =  BG))%O so that an argument cannot appear in the subject 
position in passive construction. Then John is assigned a theta-role but 
not Case in (10a). 
Consider another case of A-movement:as 
(11) a. [el is likely [tp [Johni] to be happyl 
b. [Johnil is likely I X D  Itil to be happyl 
In (Ilb), Johnt is not assigned Case since &Q (INFL without AGR) is not a 
Case-assigner (cf. 8a); even if the matrix predicate can govern it, it is 
not a Case assigner, being [+A,-VI (cf. 8 ) .  Because of the Case Filter 
(71,  John in (10) and (11) should move to a Case position, i.e., subject 
position, which is assigned NOH (through object-to-subject movement (10) 
and through subject-to-subject movemnt (11)). In (lo), the logical object 
argument moves from the object position to the subject position; in (ll), 
the logical subject argument moves from a subject position to another 
subject position. These two connected elements, and its trace, are in 
a Case position and in a theta-position, respectively. 
In terms of the connection between A-positions, the linear history of 
A-movement (called NP-movement or move-NP in the literature) is called A- 
chain. The connection between A-positions is represented in terms of 
coindexing between arguments and their traces, which are dominated by A- 
%. A verb assigns an external theta-role if and only if it assigns ACC to 
NP (cf. Burzio (1981); Chomsky (1981)); see also Chapter 4 for our version 
of Burziots Generalization (cf. Choe (1987a)). 
xs The predicate be is currently assumed to (c-)select an IP; if it 
(c-)selects a CP, then the traces in (llb) would not be governed, violating 
the condition (the ECP; cf. 27 below) that traces are 'properly' governed. 
See, however, Section 4.1. for our discussion on the IP selection in 
Exceptional Case Uarking and raising constructions. 
positions. A-chains thus instantiate abstract representations of arguments 
at S-structure in terms of the connection between A-positions: 
(12) A-chain = (John%, ti)2o 
I I 
Case position theta position 
The final landing site, which is a Case position, is the head of an A- 
chain; the trace, which lies in a theta-position, is the tail of an A- 
chain. We assume that theta-roles and Case are properties of A-chains and 
that A-chains are Case-/theta-marked if A-chains contain exactly one theta- 
(marked) position and one Case(-marked) position (cf. in. 33). Given the 
nation of A-chain, the VC is formulated as (13) (cf. Ghomsky (1986a;135)): 
(13) The ViaiUlU!~ Condition (the VC): 
A position in a Case-marked A-chain is visible for theta-marking. 
The VC in (13) suggests that abstract representations of arguments (A- 
chains) must be Case-marked to be theta-marked. 
However, consider sentence (14), in which an expletive is in a Case 
position but an argument is not. 
(.la) Therer is a man% in the garden. 
The trivial A-chain (a m) does not contain a Case position: Since a 
predicate does not assign a logical subject theta-role, it does not assign 
Case to its object, According to the VC, the A-chain is not theta-marked 
ak LF (theta-positions are not licensed). To have the A-chain (a) 
visible for theta-marking, we postulate an expletive-argument pair in terms 
of coindexing, as shown in (14). Thus in LF, in order for the theta- 
position to be visible for theta-marking, the argument coindexed/linked 
with an expletive moves to the expletive position, eliminating the exple- 
See also Choaeaky (1986b) for the notion of 'extendedt (A-)chain that 
includes A-chain and SPEC-INFL agreement under a certain assumption on 
indexing (chain coindexing) and under a certain notion of head-movement. 
tive. Expletive-argument pairs (obtained through coindexing (or linking) 
between arguments and expletives) we assume are obtained at D-structure, 
subject to another D-structure condition (cf. fn. 21 below). 
(15) D - s t u ~ & ~  condition: 
A D-structure A-position is occupied by g a non-empty, if and only if 
is linked to an argument. (Chomsky (1986a;134)) 
(4) and (15) imply that expletives cannot appear at D-structure without 
being linked to arguments. 
Consider (16), in which A-movment does not start from a theta-posi- 
(16) Therer is likely [ ts to be a man& in the gardenl. 
A I 
I I 
In (16), does not lie in a Case position at D-structure, so 
should move to the matrix subject position toi form A-chain (there%, t+) so 
that its chain can be Case-marked. However, a which forms a trivial 
A-chain, lies in a theta-position but not in e Case position for the same 
reason as in (14). Thus the a m position is r.ot visible for theta- 
I 
marking. ?is in (141, the A-chains (there. t) and (a  man) are compiemen- 
tary: the A-chain (there. t) contains a Case position but the A-chain (a 
man) contains a theta-position. Notice also that not all heads of A-chains 
headed by arguments coindexed with expletives lie in theta-positions, In 
(17), the argument a linked with the tall of the A-chain (there, tl) 
does not lie in a theta-position. 
(17) Therer is likely [ tlr to be a manr believed 1 t2r to be happy 1 1  
h I n I I I 
I I I I 
I 
2z Expletive-argument pairs at D-structure ' are optional; if the D-struc- 
tures of (14 and 16) do not contain expletiives, then A-movement is moti- 
vated, deriving (i and ii). I 
(i) A man+ is tr in the garden. 
(ii) A man& is likely [ Z S  t+ to be tr in the gardenl. 
In (17), the A-chain (there, tl) is Case-marked and the A-chain (a t2) 
is theta-marked, as in (14 and 16). Thus we may assume that expletive- 
argument linking (maximal CHAIN in Chomsky (1986a)) is linking of two A- 
chains headed by an expletive and by an argument at S-structure: Suppose 
the notion of CHAINz2 containing the tail of an expletive A-chain and the 
head of an argument A-chain. Then the two A-chains are linked by a CHAIN 
as shown below: 
(18) A-chains (a,...&) and ( h ,  ...b,,,) (where a= is an expletive; b~ is an 
argument; O<n,m) are linked by CHAIN ( 1 ,  then 
, . . . , . . . )  is a maximal CHAIN (obtained through expletive- 
argument linking) at S-stracture (cf. Chomsky (1986b;132)). 
In LF, the heads of argument A-chains linked to expletive A-chains at S- 
structure move to expletive positions to eliminate expletives and to be 
visible for theta-marking. The in (18) moves to the expletive ( p r )  
position, forming an A-chain, which we call a maximal A-chain. Thus at LF, 
we have only anxima1 A-chains that are visible for theta-marking. A-chains 
at S-structure may or may not be theta-/Case-marked but maximal A-chains at 
LF are both Case- and theta-marked. Given (la), the chains in (17) are 
schematized as follows: 
(19) a. (there%, tlr) [ =  A-chain1 + ( t l ~ ,  a m n r )  [ =  CHAIN] + (a manr, t21) 
[ =  A-chain1 (there%, tr, a mnr, t2r) [ =  maximal CHAIt4; exple- 
tive-argument linking1 --- S-structure 
b. (a manl, tr, tr, t 2 ~ )  [ =  maximal A-chain1 --- LF" 
Haxima1 A-chains cover all abstract representations of arguments (at 
LF)'. that are theta- and Case-marked. Given the notion of maximal A- 
'' In Chomsky (1986a;132)), A-chains at S-structure are also called CHAINS. 
We may assume that a man moves successive-cyclically to eliminate 
expletives and their traces as well if there is some feature-matching 
between elements and their traces. 
24 One main problem of maximal A-chains (at LF) derived from expletive- 
chains at LF, we have the following maximal A-chain conditions, which 
represent one of the core conditions of movement theory. 
(20) Given maximal A-chain (br ..., b) 
a. c-commands ar+x  where i < n 2s 
b. is in a Case position and a, is in a theta-position. (cf. 
Chomsky (1986a;137)) 
This condition constrains the LF level of representation, which contains 
all and only abstract representations of argument (maximal A-chains) 
without containing expletives, unlike D.-structure, which contains exple- 
tives linked/coindexed with arguments; LF is a 'purer1 represt,tation of 
theta-structure than D-structure. 
Given the YC in (13), the notion of maximal A-chain leads us to 
reformulate the theta-criterion in terms of the notion of maximal A-chain, 
which contains exactly one argument (because of the D-structure conditions 
and because of the LF-movement of argumnts to expletive positions) and 
holds of the LF level of representation (also cf. 6 ) . = @  
(21) k-ta - criterlna: 
An maximal A-chain has one and only one visible theta-position. (cf. 
Chonmky (1986a;135)) 
argument linking (maxim1 CHAINS) involves scope. Williams (1984a) notes 
that an indefinite NP of --construction does not have scope over 
elements which c-command it. 
(i) a. There must be someone in his house. (from Williams (1984a;152)) 
b. P I  some one^ [ there must be Xr in hie house I 1  
c. [ must I someone% [ x i  in his house I 1  
As shown in ( i ) ,  someone does not have scope over must: if s_omeone moves to 
the subject position at LF to eliminate there. the scope representation of 
(b) can be obtained. However, see Choe (in progress) for discussions on 
w h i p  the scope problem does not arise in there-construction. 
This condition derives from trace theory (cf. Fiengo (1977)), which 
prevents lowering move-alpha in syntax. 
Chomsky (1986a) formulates the theta-criterion in terms of the notion of 
CHAIN. Since the theta-criterion applies at LF and since maximal CHAINS 
form maximal A-chains through A-rr;ovemnt at LF, we use the notioil of 
maximal A-chain in formulating the theta-criterion. 
The theta-criterion (21) in terms of the VC expresses the one-to-one 
relation between maximal A-chains (abstract representations of arguments) 
and visible theta-positions: Each maximal A-chain contains exactly one 
visible theta-position and each visible theta-positlon appears in one and 
only one maximal A-chain. 
There is one more notion of chain derived from movement: A-bar chain. 
Chains headed by elements in A-bar positions are A-bar chalns. In (22) 
below, l;~ lies in a Case and theta-position, forming a maximal A-chain, but 
(whati, ti) forms an A-bar chain since the head lies in an A-bar 
position. 
(22) Whati does [IV Mary [VP like till. 
Scope motivates A-bar movement; wh-phrases (operators) require scope, which 
is read off at the LF level of representation. The second type of operator 
movement is LF-adjunction to IP or VP (Quantifier Raising; Hay (1985)), 
creating segments, as in ( 23 ) ,  under the theory of segment in adjunction 
structure (cf. May (1985) and Chomsky (1986b); also cf. Chapter 2). In 
(23), a. adjoins to a category P; adjunction creates segments hi and b3, 
which form a category. 
(23) ... [W a1 ... tl ... 1 1  
(We discuss more on the configuration in (23) in Chapter 2.) 
Movement is constrained by conditions on representations of such 
maximal A-chain conditions; it is also constrained by condltions on 
movement such as the Subjacency Condition that bara movement across more 
than one barrier. The Subjacency Conditiona7 explains some island effects 
(cf. Ross (1967)) and some CED effects (cf. Huang (1982)): 
(24) a. *the mani who [I. [ND pictures of trl a.re on the table1 
b. *to whomi did [ X P  they leave [RV  before speaking ti 1 1  
The NP in (24a) and the PP in (24b) are BCs and barriers since the NP 
subject is not L-marked (INFL is not a lexical category), and since the PP, 
an adjunct (noncomplement), is riot L-marked (adjuncts are not theta- 
marked). The IPS in (24) therefore become inherited barriers, because they 
imrmnediately dominate BCs (subject NP or adjunct PP). Thus, movement in 
(24) crosses two barriers and violates the Subjacency Condition. 
Movement theory also includes the Empty Category Principle (the ECP), 
which restricts the distribution of traces. The principle originally 
intends to capture the subject-object asymmetry shown in the contrast in 
(25a) and (26a). 
(25) a. Who% do you think [CD tr (*that) [ X V  tr leftll. 
b. Who t~ left. 
(26) a.  who^ did you think ti (that) [ X R  Mary hit tall. 
b. Whor did YOU hit tr. 
The ungramrnaticality of (25a) is attributed to the fact that the trace in 
the subject position is not properly licensed, unlike the trace in the 
object position in (26a). The contrast between (25a) and (26a) with 
27 By analogy with QR in LF, Chomsky suggests that operators adjoin to VP, 
subject to the Subjace:ncy Condition in (i). 
(i) If (a&, a%+%) is a link of a chain, then is 1-subjacent to pi 
def. = k is n-subjacent to q, if and only if there are fewer than ntl 
barriers for k (cf. Chomsky (1986b;30)) 
Thus the derivation of (22) is as follows: 
(1) [OD whatr does [ID nary tk [VDS like ti I 1  
VP is an inherent barrier (because it is not L-marked) and IP becomes an 
inherited barrier since IP inunediately dominates VP (a BC) when movement 
crosses VP and IP. Thus moves to VP, then it moves to the SPEC of CP; 
two movement processes do not cross a barrier since a segment VPI does not 
constitute a BC (and barrier) and IP (by its defectiveness) is not an 
inherent barrier although it is a BC. As a result, every link of the A- 
bar-chain (- t, t) does not cross a barrier. Below, we abstract away 
operator-movement to VP from our discussion. 
sugges t s  t h a t  t h e  not ion  of theta-government is respons ib le  f o r  t h e  
grammat ica l i ty  of (25-26a) s i n c e  t h e  only  d i f f e r e n c e  between them is t h a t  
t h e  kr i n  o b j e c t  p o s i t i o n  i n  (26a) ,  but  not  i n  s u b j e c t  p o s i t i o n  i n  ( 2 5 a ) ,  
is governed by a theta-governor.  The c o n t r a s t  between (25a)  and (25b) a l s o  
shows t h a t  another  type  of government may ' p roper ly '  l i c e n s e  a t r a c e :  
antecedent-government. 28 I n  (25b) ,  hmp governs its t r a c e  but  i n  (25a y .  
does no t  govern its t r a c e  because of that (that induces t h e  HC). Thus, 
given t h e  appropr ia t e  d e f i n i t i o n  of government ( c f .  9 and fn .  1 6 ) ,  t h e  ECP 
is s t a t e d  a s  fol lows:2g 
( 2 7  1 T h e t v  C a t e a O r ~  Pr inc iDle  (t& ECP : 
A trace [b  t l  must be ' p roper ly  governed,' where a proper ly  governs b 
i f  and on ly  i f  a governs k and ( a )  o r  (b) 
a .  a theta-governs h (theta-government ( c f .  fn .  1 6 ) )  
b. g is coindexed with k (antecedent  government). 
The ECP a l s o  r u l e s  o u t  ad junc t -ex t rac t ion  out  of an ad junc t ,  a s  i n  
(28)  *Howi d i d  you l eave  [PP before  [ X W  PRO f i x i n g  t h e  c a r  t i  1 1 .  
The f; i n  (28)  is n o t  p1:operly governed: The kr p o s i t i o n  is not  t h e t a -  
governed because it is a n  a d j u n c t  p o s i t i o n .  The antecedent  of is t o o  f a r  
from its t r a c e  ti t o  be an antecedent-governor because i t  is separa ted  from 
its t r a c e  by t h e  two b a r r i e r s  PP and IP  f o r  t h e  same reason a s  i n  (24b) ;  
t h e r e f o r e  t h e  sentence  (28)  is r u l e d  ou t  by both t h e  Subjacency Condit ion 
and t h e  ECP. The u n g r a m a t i c a l i t y  is more severe  i n  s y n t a c t i c  ECP v i o l a -  
I 
t i o n s  than  i n  Subjacency v i o l a t i o n s ,  probably because ECP v i o l a t i o n s  a r e  
Antecedent-government holds  of a l i n k  ( b h )  of 'a chain  when a governs b. 
Is The ECP is a d i s j u n c t i v e  cond i t ion  with heterogenous no t ions  of govern- 
ment. For t h i s  conceptual  reason, t h e r e  have been some e f f o r t s  t o  reduce 
t h e  ECP i n  terms of antecedent-government ( t h e  ECP a s  a cha in  phenomenon) 
( s e e  Kayne (1984) and Chomsky (1986b)) .  
also Subjacency violations (but except for the cases of tb&-trace ef- 
f ecta 1 .  
1.1.5. Binding Theory and Control theory 
In addition to conditions on abstract representations of arguments 
(maximal A-chains), each argument should be licensed in another way. The 
differing features [+/-(p)ronominal, +/-(alnaphicl argumnts possess 
determine their licensing conditions: The interpretation of [+PI elements 
such as depends upon that of another element or it 1s free; the 
interpretation of [+a1 elements such as other depends upon that of 
another element; I-a,-pl elements such as $he men do not depend upon 
anything in interpretation since they have their own semantics (cf. 
Higginbotham (1983;1985b)). We call such dependency among arguments 
referential dependency (Higginbotham (1983); Chomsky (1986a)). Referential 
dependency among arguments has the following binding properties in terms of 
the notion of local domin that contains the governor of an argument:3o 
(29) (A) an anaphor (=  [+a,-pl) is A-bound in a local domain (IP or NP) 
(B) a pronominal (=  1-a,+pi) is A-free in a local domain 
[C)  an r-expression ( =  [-a,-pl) is A-free 
The notions of bind and freJ: are defined in terms of the notions of 
coindexing and tc-cosrmandl: 
(i) a. a is X-bound by h if and only if a and h are coindexed, h c- 
commands p, and p is in an X-position. 
b. g is (X-)free if and only if it is not (X-)bound. (cf. Chomsky 
( 1981; 184-5) ) 
The notion of government is defined in terms of m-command (cf. Aoun and 
Sportiche (1983)); the notion of X-bind is defined in terms of c-command 
(cf. Reinhart (1976)). 
Consider the following where (there&, ti) is an A-chain; (tr, a mans) is 
a CHAIN: 
(i) Therer is likely I tr to be a m n r  in the garden]. 
In (i), ais bound by or violating binding property C, but the 
sentence is grammatical. Thus, assuming that binding is essentially a 
theory of referential dependency, we might have the following condition: 
(ii) Binding of an argument by a nonazgument is ~ 9 t  subject to binding 
The properties in (29) (as formulated in Chomsky (1981)), which are assumed 
to apply at S-structure, imply that there are no [ta,tpl overt elements by 
definition, since an element cannot be simultaneously A-free and A-bound in 
a local domain unless the element is imnune to binding (cf. PRO). 
There are null counterparts of these elements that also share the same 
properties as (29) depending on their features. NP trace is [+a1 In 
nature; it is always bound because of the maximal A-chain condition (20a) 
(and probably because of the Subjacsncy Condition also). Null subject in 
Romance languages (Italian and Spanish), which is called pro, is null 
pronominal since it is A-free in a local domain (cf. Rizzi (1982;1986a)). 
In addition, a trace (a variable) left by a scope-assigning element (an 
operator) behaves like an r-expression (cf. Strong C r o ~ s - O v e r ) . ~ ~  
(30) *Who& does her think that Mary hit ti. 
The sentence (30) is ungrammatical since an r-expression, is A-bound. 
Consider also (31) below. 
(31) a. The man& [ Cwhoi/OPr) [ Mary hit tr I 1  is tall. 
b. The man (who) Hary hit is tall. 
The projection principle says that there must be an empty category in the 
object position of since it s-selects a patient role. In (311, or 
a null (*-)operator moves to the SPEC of CP. Since Lhe IWA Is in an A- 
position, is A-bound, which contradicts the binding property of a 
theory (cf. Chomsky (1986a;143)). 
We may, however, restate condition C: An r-expression is A-free 
maximal- CHAIN-externally, so that binding does not apply maximal-CHAIN- 
internally. Or we may take to be unindexed and replaced at LF, 
thereby forming the proper link (Noam Chomsky (p.c.) and Maward Lasnik 
(pet* 1 )  
Variables also show Weak Cross-over or obey the Bijection Principle 
(Koopman and Sportiche (1982)), which shows a one-to-one relation between 
'variables1 and operators. On the notion of variable, see Koopman and 
Sportiche (1982). 
variable in . (30). Thus, we have a condition (32) below for a variable, 
which applies only when r-expressions are linked to operators. 
( 3 2 )  an r-expression must be A-free in the domain of its operator 
According to the feature system, we also expect (null) [+a,+pl ele- 
mnts. In fact, there is an instantiation of a type of empty categoiry 
that is neither an NP-trace nor pro nor a variable. 
(33) John decided K t p  [el to leavell. 
Because of the projection principle (theta-theory) and the notion of 
government (Case theory), the embedded subject position '.n (33) must be a 
theta-position but must not be filled by an overt argument. We expect an 
argument in the f: position since leave selects a logical subject theta-role 
because of its selectional property. But an overt element cannot appear in 
the b position since the position is not governed: f;q (INFL) is not a 
governor, and decided cannot govern the g position since it selects CP, 
which prevents it from governing the g position (CP becomes an inherited 
barrier); fLQ (INFL) is not a (Case-)governor. Thus, owing to the Case 
Filter, non-governed theta-positions are not filled by arguments, while 
the projection principle says that there must be syntactically-realized 
positions for selected theta-roles. We call this type of empty category 
PRO. Given the feature system of arguments and binding properties, PRO is 
A maximal A-chain headed by PRO contains no Case position even if it 
contains a theta-position. 
(i) John was promised [ PROi to be allowed [ tr to leavell. 
Instead of invoking the Case Filter, we may assume that the VC applies only 
to maximal A-chains headed by governed arguments; the VC does not apply to 
maximal A-chains headed by PROS, but applies to maximal A-chains headed by 
pro's, variables, or NPs. Then whether or not the heads of maximal A- 
chains lie in Case positions depends on whether they are governed or not. 
Under that assumption, (ii) is ruled out probably because the Case realiza- 
tion of John is not properly interpreted at PF, given that a has no 
Case assigner in syntax. 
(ii) I tried John to leave]. ' 
characterized as [+a,+pl. In fact, PRO possesses an anaphoric property 
since it may require a controller in order to have specific reference and 
therefore may fail to be [-a,-pl (variable) or [+p,-a1 (pro); PRO is also 
pronominal (and therefore not [+a,-pl) since it can have a 'remotet 
controller (cf. Chomsky (1981)). 
The lack of overt [ta,+pl elements and the occurrence of phonetically 
null [+a,+pl elements (the theorem that PRO is ungoverned; also cf. 29) is 
obtained by default, if only governed elements satisfy binding principles. 
Binding properties are reformulated as licensing conditions on a governed 
element 1 in the expression E with indexing I, as below (cf. Chomsky 
(34) The on 
For some k such that (i) or (iil, I is BT-compatible with (hh): 
(i) a is an r-expression and 
(a) p is the domain of the operator if a is a variable or 
(b) h = E otherwise 
(ii) a is an anaphor or pronominal and P is the least CFC containing I: 
for which there is an indexing J BT-compatible with (&h).ab 
def. = I is BT-compatible with (&h) if: 
(a) a is an anaphoric and is bound in k under I 
(b) a is a pronominal and is free in h under I 
(c) a is an r-expression and is free in h under I. 
Some empirical predictions of (341, where a local domain is defined in 
terms of the notion of BT-compatible CFC, differ from those of (29) in at 
For the previous formulation of a local domain (called governing 
cateogory), see Chomsky (1981). We will not discuss some conceptual and 
empirical problems raised by the noti~n of SUBJECT in terms of the i- 
within-i condition and the auxiliary hypothesis which play roles in 
defining governing category (cf. Yang (1983); Huang (1983)); we simply 
acknowledge that there are some issues raised by the current formulation, 
such as the relation between the ECP and LF-movement of anaphors (cf. 35). 
CFC (complete functional complex) is a category in whlch "all grammatl- 
cal functions compatible with its head are realized in it - the complaments 
necessarily, by the projection principle, and the subject, which Is 
optional unless required.to license a predicate, by definition." (Chomsky 
(1986a;169)) The local domain for an anaphor or pronominal a is the least 
CFC (NP or IP) containing a lexical governor of a. 
least two respects: First, the conditions (34) allow anaphors in subject 
positions while the conditions ( 2 9 )  do not; in (35a), epEb o w  Is
licensed by having a BT-compatible CFC (IP); the anaphor each o t w  is 
bound in IP. 
(35) a. *[I, Theyr think each other1 won1 
b. *[I, Theyr INFL-each other& IW think [OR [ I R  ti won111 
The ungranvnaticality of (35a) is then accounted for by the ECP, under the 
assumption that anaphors moves to INFL in LP in order to be governed by 
their antecedents (subjects), as in (35b):== The L r  in (35b) is neither 
theta-governed nor antecedent-governed (movement crosses three barriers, 
VP, CP and IF). Second, the notion of BT-compatibility explains an 
overlapping distribution of pronominals and anaphors: 
(36) a. [ X P  the children1 like [ W R  {each other'sr/theirrI friends1 I. (cf. 
(229) in Chomky (1986a;170)) 
The minimal BT-compatible CFC for w h  0- is IP and each others 
licensed by having a BT-compatible CPC (IP); the minimal BT-compatible CFC 
for their is NP and their is licensed by having a BT-compatible CFC (NP). 
The interpetation of ungoverned PRO, which is not licensed by ( 3 4 ) ,  is 
obtained by control theory. In fact, control properties differ from 
binding properties so that grammar needs a theory of control independent of 
a theory of binding (cf. Chomky (1981;1986a) and references cited there- 
in). 
LF-movement of anaphors and the conditions (34) predict that if langua- 
ges show no Subject-object asymmetry with respect to the ECP, then anaphors 
may appear in subject positions; this prediction is borne out in languages 
such Chinese, Japanese, and Korean. In languages such as Italian, as in 
English, subject-object asymmetry is observed (cf. Rizzi (1982; ch. 4)) and 
anaphors in the subject position are not allowed but --trace effects do 
not show up, as they do in English. See Hizzi (1982; ch. 4) for an 
independent reason for the lack of --trace effects in Italian. 
1.1.6. Principles of Licensing and Full Interpretation 
In the previous subsections, we nave discussed each module of grammar, 
which includes appropriate universal principles/conditions. The principles 
and conditions we have discussed are taken as licensing conditions on 
elements at each level of representation. Licensed elements are linked 
with the LF level of representation through the projection principle and 
through the conditions on abstract representation of arguments (maximal A- 
chains); D- and S-structure, and LF are linked through move-alpha. On the 
other hand, under the projection principle, elements of S-structure are 
linked with the PF level of representation through morphology and phonology 
(cf. fn. 4 ) .  
In addition, as a property of natural languages, UG includes a 
principle of full (FI) at the levels of interpretation (LF 
and PF), which constitute the interface of syntax with systems of language 
use: Each element represented at the levels of interpretation (PF and LF) 
should receive an appropriate interpretation. Licensing princples and FI 
say that elements are represented at a certain level of representation if 
they are licensed in an appropriate way; once they are licensed, they must 
receive an interpretation. FI also says that unlicensed elements must not 
receive interpretation. Thus FI is bidirectional; elements are licensed in 
syntax iff they receive appropriate interpretations at LF/PF. 
At LF (linked to a congnitive level) and at PF (linked to a production 
and perceptual level), properly-licensed elements receive (grammar-)'exter- 
nalt interpetation in a sense since the levels of LF and PF constitute the 
interface of the language faculty with other congnitive systems; each 
element receives semantic and phonetic interpretation by some invariant 
principles by virtue of being licensed in an appropriate fashion. For 
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example (cf. Chomsky (1986a;98), at Pi?, lm& cannot be represented as 
[fburkl; [fl and [rl do not receive phonetic interpretation since they are 
not licensed by morphology or phonology in appropriate ways. Thus they are 
not proper representations of P and therefore having a representation 
[fburkl violates a principle of FI. Likewise, the sentence &o J w  
does not receive a semantic interpretation at LF since is not 
licensed; an operator should strongly bind a variable (nonvacuous quanti- 
fication; the Bijection Principle (Koopman and Sportiche (1982))). On the 
other hand, the sentence & h ~  saw must receive a semantic inter- 
pretation; a principle of FI says that it must not be the case that - or 
saw Bill is licensed by its licensing conditions but does not receive a 
semantic interpretation. 
The projection principle and the chain conditions are cross-level 
constraints that link levels of representation so that a restriction on one 
element of a certain level may carry over into another level of representa- 
tion. A principle of FI is meaningful only under the theory assuming the 
structure 2 = (D,S,L,P) with the projection principle and move-alpha with 
Recoverability of Deletion; elements cannot be deleted if they are not 
recoverable (cf. Chomsky (1964;71); Chomsky (1981)). 
1.2. Q u t l o a  
Thus far we have discussed the theoretical framework we will adapt 
here. The theory sketched above mostly concerns maximal elements providing 
licensing conditions of maximal elements and conditions or principles of 
the distribution of maximal elements at each level of representation. In 
the following Chapters, we discuss some linguistic phenomena ('complex 
predicates1) related to the behavior of minimal elements in each level of 
representation under the framework of UG discussed above and under a 
certain assumption on tree structure. Based on our discussions of those 
linguistic phemomena, without changing the core aspect of UG, we will 
extend the theory to include principles or conditfons of minimal elements 
or those on the distribution of minimal elements having a number of 
theoretically and empirically plausible consequences. Some of the core 
proposals are listed below: 
(37) a. reinterpretation of head-movement (Chapter 2) 
b. introducing minimal category-to-minimal category transformations 
(affect/move-category) under a theory of transformation called the 
licensing theory of transformation (Chapters 2 and 3) 
c. the wide interpretation of the projection principle with the 
extension of the projection principle to a sublevel of PF (Chapters 
2 and 5 )  
d. a certain syntactic approach to 'complex predicates' (Chapters 2 
and 3) 
e. introducing morphological ambiguity derived from syntactic 
derivations (Chapter 3) 
CHAPTBR 2: COMPLEX PREDICATES AND HOWHENT 
2.0. fntroductlsn 
In this Chapter, we briefly discuss some empirical and theoretical 
issues raised by the linguistic phenomena (the 'complex predicatet pheno- 
mena) that we will discuss in subsequent Chapters. We discuss certain 
empirical data and the notion of category, which leads to a txansfor- 
mational (movement) approach to the phenomena in terms of affect/move- 
category, which we call the Restructuring Rule (RR). This Chapter also 
discusses some theoretical issues related to the notion of movemnt 
(adjunction and substitution) under the resticted theory sketched in 
Chapter 1. Our discussion of movement will lead to a proper understanding 
of the two different types of 'complex predicate/word8; i.e., morphologi- 
cally-complex predicates/words and of complex predicates compased of 
morphologically-independent predicates/words. We also discuss another 
aspect of the transformational connection between the levels of representa- 
tion and consider some well-motivated and restricted transformtional 
approaches to 'complex predicates,' resulting in ZI very restricted theory 
of UG consistent with the ideas of the projection principle and FI. 
2.1.1. The licensing theory of transformation and the status of category 
projection 
In a recent framework (cf. Chomsky (1986b)), move-alpha is either 
substitution or adjunction.% It is assumed to affect either maximal 
projections or heads. Consider the following schema for movement of 
maximal projections: 
XP XP r 
/ \ / \ 
SPEC X '  YP XPj 
I / \ 1 / \  
x .. YP a& 1.- \ 
I Y P 
t r I 
t r 
Bovement of 
c *  substitution d* adjunction 
XP X 
/ \ / \ 
I-\ X YP 
X Y P \ I \  
I / \ Y x I \  
\ br / I I Y  
Y b~ a I 
I t i  
t r 
(terminal strings) move to (empty) base-generated positions !la/c) or 
adjoin to categories (lb/d). The movement processes in (1) are assumed to 
be ruled out by independently-motivated principles of UG: For example, 
because of the project ion principle, the positions (syntactic categor les 1 
do not move in the case of adjunction as shown in (2a) (cf. ( 5 )  in Chapter 
1); arguments cannot simply attach to a node, as shown In (2b), because of 
the Structure-Preserving Hypothesis and perhaps because of X-bar theory. 
a It 1s assumed that deletion or insertion, which used to be a transforma- 
tion, may not apply unless an inserted or deleted element is a dummy 
(semantically null) or minor element such as qf as a dummy Case marker and 
cornplementizer. Note that expletives such as there are not inserted 
in the present framework, but are generated at 0-structure. While deletion 
is constrained by Becoverablity of Deletion, whose interpretation is 
theory-internal, insertion of minor categories may best be understood as 
realization of features under certain conditions. See Chonrsky (1986a) in 
which pf-insertion is discussed as a realization of GEN (also c f .  Stowell 
(1981) for the rule of pf-insertion). 
0 b. 0 
I A 
{ {nE/al/al ----- 
"I "*aI 
The processes.in (lb, c and d) are, however, not fully understood in the 
literature and one can ask what the proper nsture of movement in (1) is. 
To answer this, we suggest the notion of movement that motivates the above 
two processes under a certain assumption on Xo-categories and terminal 
str ings (and on tree structure ) . 
For reasons which will be clear in subsequent Chapters, let us suggest 
that in the following structure, Xo and p are in the domination relation 
(along the lines of Higginbotham (1985a) ) and that they are independent 
entities governed by different processes and principles. 
represents bundles of phonological, morphological, syntactic, semantic 
features and other lexical information such as selectional proper tie^.^ Xo 
represents categories with categorial features [aN,bVl (obtained in the 
Lexicon, which are percolated from a and which are projected through Z-bar 
schema (cf. Chonrsky (1970))) and with some grammatical features such as 
[+/-transitivity,+/-ergativityl, as we will discuss in Chapter 3. Cate- 
gories are also understood as syntactic positions dominating terminal 
Given the structure (3) in terms of the domination relation and feature 
bundles, we assume the fallowing about a: The semantic and syntactic 
features of h a r e  categorially represented in syntax in terms of categorial 
projection; certain morphological features are referred to in syntax to 
trigger syntactic head-movement (as we will argue; cd. Chapter 3); and 
morphologi.!al and phonological features are referred to at the level of PF 
representation. On the other hand, both a and Xo-categories as independent 
entities (as feature bundles) are, as we will suggest, referred to by 
transforrmtions. 
In assuming that the structure in (3) represents the domination 
relatlon, we diverge from the current concept of tree structure (cf. 
Chomsky (1955/1975a); Lasnik and Kupin (1977)). 
strings and are assigned properties or features (Case-marking; theta- 
marking; A or A-bar distinction), which are determined configurationally 
depending on the properties of the heads whose projections dominate those 
positions. Note also that although Xo and a are in the domination rela- 
tion, they behave as if they formed one entity with respect to the notion 
of c-command given Reinhart1s (1976) definition of c-command in terms of 
'the first branch node.' 
Consider the following ( 4 % )  in which al undergoes A-movement and in 
which [tgl and [tyl are obtained configurationally. 
Given a principle of Full Interpretation, suppose that an element ar should 
be assigned [+XI  and [ tyl to be properly licensed (and therefore to receive 
interpretation at LF) but that it is base-generated in a position that is 
assigned only [tyl. Then the element should move to a position which is 
assigned [+XI to seek the missing licensing factor [+XI. 
Given the maximal A-chain conditions, we explain A-movement in this 
manner: When a position is not assigned a certain licensing factor (Case; 
cf. the theta-criterion and the VC) for an np, the ~lp moves to a Case 
position to seek a missing licensing factor forming an abstract represent- 
ation of arguments (maximal A-chains) . Likewise, A-bar movement (e . g e t  
move-* or Quantifier Raising) is motivated because of the nonvacuous 
quantification principle at LF or because of some scope reason: a wh- 
element is base-generated in an A-position that is not a scope position and 
therzfore either in syntax or in LF, the wh-element moves to an A-bar posi- 
tions which can assign appropriate scope so that the wh-element and its 
scope are interpreted at LF. 
Suppcse further that configurational features [ + X I  and [tyl of the 
category Xi  are restricted to the same bar-level of categories as Xi. For 
concreteness, imagine that the feature [ + X I  and [tyl can be assigned only 
to maximal categories/positions. Xi  positions my fail to be assigned [+&I 
or [tyl if is nonmaximal, and therefore they are not likely to be landing 
sites of maximal elements that move to seek their missing licensing fac- 
tors/features. The Structure-Preserving Hypothesisa follows because 
terminal strings of ~ ~ x l m a l  categories would move only to maximal cate- 
gories to seek their missing licensing factors, since only the same bar- 
level of positions would provide missing licensing  factor(^).^ Let us call 
this idea the 'licensing1 theory of transformation (a refined and general- 
ized version of the last resort theory of move-alpha (see Chomsky (1981;- 
293); Chomsky (1986a;137 & 201)). Under this concept of movement, A- 
movement and A-bar movement are understood in the following ways: A- 
positions (but not A-bar positions) do not usually provide scope features. 
Thus, wh-elements, which must be assigned scope, should move to A-bar 
positions either in syntax or in LF. Since only SPEC positions provide 
scope features, quantificational elements move only to A-bar SPEC posi- 
tions. On the other hand, arguments require Case because of the Visibility 
Principle to be properly interpreted at LF. When they are base-generated 
a We tentatively assume the following version of Emondsts Structure- 
preserving hypothesis (cf. Emonds (1976)): 
(i) move-alpha is tstructure-preserving.l (def. = move-alpha is structure- 
preserving if and only if an X i  element moves to an Yi position or category 
(where indicates a bar-level). 
As for the intermediate landing sites of move-alpha, we suggest that 
there is a condition on chains that avoids heterogenous elements within 
chains obtained by movement. The intermediate elements should be nondin- 
tinct from the head and the tail of a chain in their bar-level and perhaps 
in their categorial features. This condition, however, may fail to apply 
to other chains that are not derived by movement, such as 'extended 
(A-)chains1 in Chomsky (1986b). 
in non-Case positions, they should move to Case positions, obeying the 
constraints or principles of UG. The landing sites of A-movement are not 
non-A- or nonmaximal positions since A-movement is motivated by the lack of 
Case and Case is not assigned to non-A- or nonmaximal positions. 
The licensing theory of transformation implies that move-alpha does 
not take place without causes and that move-alpha is not maximally free, 
unlike the currently assumed proposition on move-alpha -- move anything 
anywhere. Hove-alpha takes place only when alpha is not appropriately 
licensed to be interpreted at a certain relevant level of interpretation. 
Since the lack of a licensing factor of an element in the position that 
dominates it triggers move-alpha, movement is understood as trigger- 
oriented. When an element is base-generated in a position that lacks a 
licensing factor for that element and there is no position available for 
the element to move, the representation would not be interpreted at a level 
of interpretation (either at LF or at PF). 
2.1.2. The adjunction function g and the wide interpretation of the 
projection principle 
Adjunction shown in (lb and d) (cf. Hay (1977;1985) and Chomsky 
(1986b)) is also movement of terminal strings but creates the same type and 
the same bar-level of nodes as those which dominate those terminal strings 
at D-structure, creating positions. Let us suggest the adjunction function 
X,  which creates both positions and nodes in the following way: The bar- 
level of created positions is determined by the bar-level of adjoined nodes 
(1) and the categorial status of created positions is determined by that of 
moved terminal ~ t r i n g s . ~  Adjunction is discussed to apply both to maximal 
~lements (e.g., arguments; cf. 5b) and to minimal elements (heads; cf. 5c) .  
( 5 )  a. xi 
/ \ 
[aN,bV.. 1 %  XA [aN,bV.. I s  
I I (a, b = either + or -; 
a1 . ..... tl indicates a bar-level) 
It follows from the licensing theory of transformation that maximal 
and minimal projections adjoin only to maximal and minimal positions, 
respectively: Xmax/X elements (arguments/headsl adjoin to Ymax/Y nodes, 
creating Xmax/X positions to receive some missing licensing factor(s) for 
Xmax/X elements. According to the licensing theory of transformation, in 
order fon XI elements to move, XI elements should be base-generated in XI 
positions that lack some licensing factors for XI elements. The licensing 
theory of transformation then explains why there is no X* adjunction if X* 
is licensed only through X-bar theory.' In fact, no other principles of 
grammar constrain the distribution of XI. Thus, there is simply no 
We assume that when a nonterminal NP string (John 10 mo for example) 
moves, all the structure k l o w  NP moves to another base-generated or 
created position. 
(1 I fSPEC/NPlr NPA 
/ \ I 
NP N ' t 1 
I I 
John's N 
I 
mot her 
The wide interpretation of the projection principle, which will be 
discussed shortly, will also correctly eliminate the possibility of 
movement of X1 elements. 
motivation for adjunction of X'elements under the licensing theory of 
transformation. 
As for the created nodes and the created positions, the current theory 
suggests that XPA and XP, in (lb) are 'segments' (cf. Hay (1985); Chomky 
(1986b))' that form a category and that the postions derived by adjunction 
are A-bar positions (cf. May (1977;1985); Baltin (1982); Chomsky (1986b); 
Lasnik and Saito (to appear)]. Hay's analysis of Quantifer Raising (QR) 
suggests that quantifiers adjoin to IP or VP to have scope, creating A-bar 
positions at LF (cf. Hay (1977;1985)). In Chomsky (1986b), (wh-)operators 
are also assumed to undergo adjunction to VP before they move to the SPEC 
of CP to void VP/IP barrierhood (cf. the Subjacency Condition; Chomsky 
(1986b;30); fn. 27 in Chapter l), just as quantifiers undergo adjunction to 
VP to have scope at LF. Thus positions created,by adjunction are equiva- 
lent to escape-hatches of operators, like the SPEC of CP, at S-structure; 
and traces left by adjunction are variables at LF. Adjunction that creates 
A-bar positions is not incompatible with the licensing theory of transfor- 
mation if quantifiers or operators have the feature [+a1 and adjunction of 
quantifiers creates A-bar positions (scope positions) because of that 
feature . 
The notion of segment corresponds to the notion of occurrence in May 
(1985). Hay (1985;56) suggests that I[adjoinedl nodes do not constitute 
distinct categorial projections, .. understanding the occurrence of a 
Drojection (at a given bar level) to be made up of a set of occurrences of 
nodes that are featurally nondistinct (that is, identical with respect to 
syntaxtic features, bar level, index, etc.). It is these nodes, taken 
collectively, that constitute the membership of a projection. In fact, 
this characterization claims that the structural effect of (Chomsky-) 
adjunctlon is to create rnultimernbered projections. .... On this interpre- 
tation of the relation between nodes and projections, derivations will be 
inherently 'structure-preserving,' in the sense that the categorial 
structure imposed by X-bar theory on D-structure representations will 
remain unchanged in the course of derivation via tMove-alpha,' to be onto 
S-structure or LF, although the hierarchical and/or linear arrangement of 
constituents m y  be altered.' 
At this point, the question arises: Can adjunction create A-positions 
as well as A-bar  position^?^ Given the adjunction function X, it is 
logical that adjunction creates A-positions when non-operators undergo 
adjunction. Then an obvious question one can raise is whether adjunction 
as a process creating A-positions is empirically realized. In fact, some 
instantiations of adjunction, such as rightward movement in Romance 
languages, may create A-positions (see Kayne and Pollock (1978) and Kayne 
(1979)) for Romance languages; and Choe (1987a) for Korean).' 
If adjunction creates certain positions, as we suggest, adjunction 
raises a question about the projection principle, which is repeated below. 
(6) a. The Prpjection P r i n c u :  
Representations at each syntactic level e . ,  LF. and D- and S- 
structure) are projected from the Lexicon (through CSR(C)), in that 
they observe the s-selection properties of lexical items. 
There are two interpretations of the projection principle. We can inter- 
pret the projection principle in (6) as an across-the-board condition on 
theta-positions (ordinary narrow interpretation; cf. the strong version of 
the projection principle in (5) in Chapter 1). On the other hand, we may 
also have a wide interpretation: Every position (even non-theta positions) 
If adjunction creates A or A-bar positions, as we suggest, then we need 
to extend the notions of A-bar and A-positions to include the following 
definition: 
(i) if B is a position derived by adjunction, B is an A/A-bar position iff 
it dominates a member of A/A-bar chain. 
Thus, when adjunction creates A-positions, adjoining elements can move to 
other A-positions; when adjunction creates A-bar positions, adjoining 
elements cannot move to other A-positions. 
In Choe (in progress), we argue that adjunction instantiates A-movement 
in syntax while adjunction instantiates A-bar movement (QR) in LF. As for 
some differences between A- and A-bar adjunctions that result in different 
interpretations of created segments and positions, see Choe (in progress). 
In there, we drop the assumption that operators-adjunction can create A-bar 
positions pt S - str- because of the feature [tql, arguing that there it, 
an empirical and theoretical necessity to suggest that 
is a process creating A-positions while LF-adJunction is a process creating 
A-bar position. 
licensed by X-bar theory is obtained by the selectional properties of heads 
and is observed at every level of representation. This interpretation 
assumes that the selectional properties of all heads in the sense of X-bar 
theory (X-heads hereafter) are specified in the Lexicon. The selectional 
properties of nonlexical items (I and C) thus come under the scope of the 
projection principle; the selection of A and A-bar SPEC is part of the 
selectional properties of X-heads. For example, I selects A-SPEC (A- 
position) while C selects A-bar-SPEC (A-bar position). This wide interpre- 
tation of the projection principle leads to us to reformulate the projec- 
tion principle in (6a) as in (6b): 
(6) b. s  
Representations at each syntactic level ( i t  LF. and D- and S- 
structure) are projected from the Lexicon (through CSR(C)), in that 
they observe the s-selection properties of Lexical items (C, I t  [+I- 
N,+/-Vl, ...); all maximal categories (A/A-bar SPECS and complements of 
X-heads) are selected through the s-selectional properties of X-heads. 
Even though the idea of the principle of FI favors the wide inter- 
pretation of the projection principletZD this wide interpretation of the 
projection principle may fail to allow for the creation of either A or A- 
bar positions: Created positions are not selected by Lexical properties of 
X-heads. Let us thus revise the adjunction function X, so that just as 
segments (of adjoined nodes) created by adjunction form a category, so also 
positions created by adjunction (Y2) are segments and form a category with 
base-generated positions (Yl) from which elements move (cf. 5). 
( 7  xzi 
/ \ 
Y2% XIi YIL (% indicates a bar level; X1-X2 and 
I I 1 Y1-Y2 form categories X and Y t  
ib b .... t r respectively) 
z0 Later, our wide interpretation of the projection principle will incor- 
porate the ideas that the projection principle holds at (a sublevel of) PF 
(cf. Chapters 3 and 5) and that UG also includes the projection principle 
on 1-heads (cf. this Chapter). 
This amounts to saying that discontinuous representations of categories 
(linked through adjunction) form certain types of chains. 
Given this adjunction function X and the selectional properties of X- 
heads, we maintain the wide interpretation of the projection principle 
which operates on categories but not segments. If only categories but not 
segments are visible with respect to X-bar theory or if X-bar constraints 
operate on categories but not on segments (as Hay (1985) implies; cf. fn. 
71, it is possible to reconsider the following current standard assumption 
17a1, having the assumption in (7b) instead.ll 
(8) a. The X-bar constraints are satisfied at D-structure but not at other 
levels of representation. (cf. Chomsky (1986a;lOO and 161); 
Chomsky (1986b;3)) 
b. The X-bar constraints are satisfied at every syntactic level of 
representation. 
If (8b) is in fact right, given the wide interpretation of the projection 
principle and the licensing theory of transformation, it follows that there 
is no tranformation that affects nonmaximal and nonminimal X '  elements (or 
nodes). First, X1 positions are not open for substitution since X-bar 
theory does not allow null X1 positions. Second, adjunction of X 8  elements 
always violates (8b). Consider the following structure obtained by adjunc- 
tion of an X1 element. 
l1 Theoretically speaking, (8b) assumes (8a) regardless of some cons- 
tructions that question the validity of assumption (Ba), such as relative 
clauses and small clause constructions (cf. Chomsky (1981;1986b); Stowell 
(19811; see also Chomsky (1986b; class lectures) for a discussion that 
small clauses contain base-generated segments). (8b) also assumes no syn- 
tactic operations other than adjunction that change syntactic structure. 
In short, (8b) is theory-internal. 
In the structure (9a), the projection of the X-head Y (circled) lacks the 
SPEC position and in the structure of (9b), there is no X-head, given that 
is not the trace of a head. Thus, adjunction of X I  elements would always 
violate X-bar constraints, given the assumption in (8b). 
2.1.3. The theta-criterion and the projection principle on X-heads 
As for head-movement, the current theory assumes that head-movementL2 
is also either substitutionx3 or adjunction (cf . Baker (1985/to appear) ; 
Chomsky (1986b)).%. 
Some well-known instantiations of head-movement are I-to-C movement and V- 
to-I head-movement. In addition, Baker (1985/to appear) proposes X-to-V 
12 Like m o v e - n g / ~  (MA-bar movement), head-movement is assumed to be 
subject to the formulation of the ECP (called the Head Movement Cons- 
traint), which implies that head-movement is an instantiation of move-alpha 
that leaves traces (cf. cf. Travis (1984); Chomsky (1986b;71)). 
13 The following implicitly admit that head-movement is substitution in 
that a head moves to another head position when the latter does not contain 
an overt element: Rizzi (1982); Koopman (1984); Sproat (1985a); Haider and 
Prinzhorn (1986;eds.); Holmberg (1986); Raposo (1987); Larson (1989) (cf. 
Koster (1975); den Besten (1977/1983); Emonds (1980)). 
Chomsky I1986b)) assumes that adjunction may be substitution or adjunc- 
tion that triggers categorial or morphological amalgamation ( V t  is formed 
after V-to-I movement applies in Chomsky (1986b;sec.ll); also cf. Travis 
(1984)). Baket (1985/to appear) explicitly suggests that head-movement is 
either substitution (when landing sites are null) or adjunction. 
movement as an instantiation of head-movement for various linguistic 
phenomena such as noun-incorporation in polysynthetic languages. 
The head-movement discussed in Baker (1985/to appear) is basically 
head-adjunction. Examples (N-to-V (11) and V-to-V (12) movement) are 
illustrated below:as 
(111 a. Yao-wir-a?a ye-nuhwe?-s ne ka-nuhs-a? 
pre-baby-suf 3fs/3n-m-asp the p r e - m - s u f  
RThe baby the w." 
*r I 
b. Yao-wir-a?a ye-nuhs-nuhwe?-s 
pre-baby-sur 3fs/3n-hguse - Ilks: -asp 
"The baby house-likes.w (cf. (14a and b) in Baker (to 
appear; Chapter 3); Mohawk data from Postal (1962)) 
(12) abusa a-na-dy-ets-a rnbuzi udzu 
goatherds SP-past-g--asp goats grass 
"The goatherds m& [the goats a t h e  grassI.l1 
A I 
(Chichewa data from Baker (1985/to appear ) ) 
In (11 and 12), the final landing sites are & morphologically null, and 
head-movement in (11 and 12) is ,suggested to be adjunction (cf. Baker 
(1985;to appear)). Under the licensing theory of transformation, let us 
suggest that if heads (N or V heads) are morphologically dependent, they 
move to other heads to be morphologically licensed or closed; heads may 
fail to move to non-head positions if non-head cannot properly license 
morphological dependency of that heads. The morphological motivation of 
Ib One more possible instantiation of head-movement is P-to-V head-movement 
in so-called applicative construction (cf. Baker (1985/to appear)): 
(i) a. ~ i s i  a-na-m-a chingwe mpeni 
hyena SP-past-&-asp rope with knife 
"The hyena cut the rope with a knife." 
b. Fisi a-na---a mpeni chingwe 
hyena SP-past-gut-wim-asp knife rope (Chichewa data from Baker 
(1985/to appear; Ch 5; ( 2 2 ) )  
Here, we will not consider data related to P-to-V head-movement in detail 
when we discuss the notion of head-movement and the Restructuring Rule we 
will propose in the following Chapters; we will leave the data related to 
P-to-V head-movement open under our proposal for further research. 
head-movement is p laus ib le :  I n  f a c t ,  t h e  element i n  t h e  landing s i t e  of 
head-movement is read a s  an  a f f i x  of a morphologically-complex word 
(der ived by head-movement), which p lays  t h e  r o l e  of t h e  'head of a word' 
( c f .  Williams (1981a); cf .  Chapter 3 ) .  The morphologically-dependent 
element is read a s  a stem, which p lays  t h e  r o l e  of a non-head of a word. 
I n  t h e  l i t e r a t u r e ,  I-to-C head-movement is discussed a s  a n  i n s t a n t i a -  
t i o n  of 'head-subs t i tu t ion ' ;  I-to-C head-aovement is proposed mostly f o r  V- 
second order  i n  Germanic languages ( c f .  den Besten (1977/1983); Haider and 
Prinzhorn (1.~86;eds. l ;  Holmberg (1986))  and is a l s o  proposed i n  terms of 
t h e  Aux-to-COW r u l e  t o  e x p l a i n  Case-marking from C i n  I t a l i a n  (Rlzz i  
(1982; ch. 3 ) ;  see a l s o  Raposo (1987) f o r  Portugese I-to-C head-move- 
ment).a6 One well-known proper ty  of I-to-C head-movement is t h a t  movement 
is blocked i f  C c o n t a i n s  a morphologically-overt element. For example, 
Rizzi (1982) shows t h a t  i n  I t a l i a n ,  I a s s i g n s  Case i n  C p o s i t i o n  through 
t h e  Aux-to-COW (= I-to-C) r u l e ,  which is i n s t a n t i a t e d  i n  ( 1 3 a ) .  The r u l e  
is, however, blocked when C c o n t a i n s  a n  o v e r t  element (df = complemen- 
(13)  a.  Queata commissione r i t i e n e  [ l o r 0  sempre ot temperato a g l i  
obb l igh i  p r e v i s t i  i i a l l a  leggel  
"This c o m i s s i o n  b e l i e v e s  [ to-havk ~ Y / W  always f u l f i l l e d  t h e  
l e g a l  du t i e s . "  
b. *Cerco [ S t  [COW a -l[lui simpatico con t u t t i 1 1  
"1 t r y  l o f t  he/him n ice  wi th  e ~ e r y b o d y . ~ '  
( c f .  ( 6 c )  and (55/56) i n  Rizz i  (1982;Chapter 3 ) )  
I n  t h e  Swedish V-second order  i n  f i n i t e  c l a u s e s  desc r ibed  by Pla tzack 
(1986b1, on ly  when C is no t  f i l l e d  by an  o v e r t  element is V-second order  
obta ined by I-to-C head-movement (accompanied by I/V amalgamtion; c f .  
P la tzack (1986a)) ,  as shown i n  (14a) .  When COW is f i l l e d  with pgg (Lf), V- 
am I-to-C head-movement is a l s o  proposed t o  g ive  some c o n f i g u r a t i o n a l  
a n a l y s e s  of VSO languages ( c f .  Emonds (1980); Sproat  (1985a) ) .  However, 
see chap te r  5. 
second order is not obtained (I-to-C movement is blocked), as shown in 
(14b) .17 
(14) a. den boken, ss blir han glad. 
that book then gets he glad 
"If you buy that book, he will be glad." 
b. *Jag undrar p ~ g  han inte snart. 
"1 wonder if comes he not soon." (cf. 5 and 28a in Platzack 
(1986b) 1 
This property of I-to-C movment is usually attrf.buted to the Doubly Filled 
C O W  filter (cf. Chomsky and Lasnik (1977)). However, the current frame- 
work, which allows head-adjunction, does not rule out doubly filled COHPs 
since I-to-C movement could be an instantiation of adjunction to &l (compl- 
ementizer) or (Lf), as in (11-12) (X-to-V head-adjunction). 
There is one process that behaves in a similar way to I-to-C head- 
movement, i.e., V-to-I head-movement. V-to-I head-movement is generally 
assumed to be motivated by morphological reasons: I is ~orphologically- 
supported by V when &-insertion does not apply (cf. Sproat (1985a) for 
example). Nevertheless, like I-to-C movement but unlike X-to-V movement in 
(11-12), V-to-I movement is also assumed to be blocked when I contains 
modals or auxiliaries verbs such as have and of have..-en and be . . - J a  
in English when the auxiliary dp is not insert7.d (in short, when I contains 
an overt element): 
(15) *John smile-will. (cf. John will smile.) 
the ungrammaticality of (15) can be ruled out if a modal in nature cannot 
be an affix. 
A crucial question one can raise here is why functional heads such as 
C or I overt elements cannot be affixesa8 or why functional X-heads are not 
a7 Rizzi (1982; 84) also reports that if (a in Italian) also blocks the 
Aux-to-COW rule in Italian. 
While it seems true that overt functional X-heads are not landing sites 
landing sites of head-movement, while lexical heads such as V overt 
elements can be affixes. We feel that there must be a deeper reason why 
this is so; also if we are right in assuming that head-movement is trig- 
gered by certain morphological dependency of heads (under a trigger-based 
theory of transformation, i.e., the licensing theory of transformation), 
then any X-heads can serve as landing sites of head-movement as long as 
they contain phonetically overt heads. 
In fact, the concept of tree structure we are adopting and the wide 
interpretation of the projection principle imply that there must be no 
head-substitution. X-head elements including C and I heads are represented 
as a bundle of phonetic, morphological, syntactic, and semantic features 
obtained in the Lexicon. If the basic functions of heads are selectional 
properties (or their semantics), then the Lexicon contains heads which lack 
phonetic features but not ones that lack basic syntactic and semantic 
features. If that is so, whether it is phonetically null or not, the tree 
structure of a head is (16) in which categorial or grammatical features are 
percolated to form an Xo-category projection subject to X-bar conventions: 
(16) x 
I 
IaSl, ... bSn,-/+P, ... a . . I  
where P indicates a bundle of phonetic features; Si (O<i<n+l) 
morpholgoical, syntactic, and semantic features; and p other 
lexical idiosyncracies; and where X represents a bundle of 
categorial features (cf. fn. 2). 
Given the assumption in (16), X-head positions may fail to be open for 
substitution, whether it is phonetically-realized or not, since substitu- 
of head-movement, they are rather popular hosts of clitics in languages 
such as Hebrew and Berber. As most studies assume (cf. Baker (1985a); 
Anderson (1982), etc.), we assume that complex words formed with clitics 
should be understood on some different grounds. 
tion would violate the wide interpretation of the projection principle or 
(a strong version of) Recoverablity of Deletion. 
We suggest that X-heads that dominate phonetically null heads are not 
landing sites of substitution for the s2me reason thac XPts that dominate 
PRO or pro are not landing sites of A-movement (A-movement to PRO or pro 
positions would trigger A-chains with two theta-positions). Suppose that 
heads are link2d with their own theta-assigning properties that are 
obtained on the basis of their selectional properties (semantics) dnd of 
their positional status within syntactic structure (derived by the X-bar 
schema/conventions). Then, we expect that those theta-assigning properties 
based on the selectional properties and on the X-bar schema/conventions 
would not change during syntactic derivations. Thus, we suggest the 
pr~jection principle on X-heads in (17), in addition to (6b); we suggest 
that the wide interpretation of the projection principiz include both (6b) 
and (17):le 
(17) The ~rojection ~ r i n c i ~ l e  on X - b e a u  : X-heads (i.e., [+N,+Vl, I, C, .. 
and F) are preserved at every syntactic representation, i.e., 3- 
structure, S-structure, and LF in that the s-selectional/theta- 
assigning properties of heads dominated by those X-heads are observed. 
The projection principle on X-heads in (17) implies the constant aspect of 
selectional properties of heads in every syntactic level of representation. 
(17) suggests that heads and therefore X-heads are not deleted (no tree 
pruning) since deletion of nodes would result in change in theta-assigning 
properties of heads that immediately c-command deleted nodes. (i7 ) also 
suggests that X-heads are not landing sites of movement if the X-bar 
A selectional property of an X-h'ead may or may not be disjunctive. For 
instance, after may select either NP (forming PP) or IP (forming CP). When 
a lexical item has a disjanctive selectional property, -XP or -YP, either 
X? or YP (but fiat both) is selected in syntax. Once one selectional 
property is chosen in syntax, that selectional property should be preserved 
in syntax beause of (17). 
conventions with feature percolation conventions holds of the relation 
between X-heads and heads that move to those X-heads. If categories or 
heads are visible to the X-bar constraints and to the projection principle, 
we expect head-substitution to violate the projection principle on X-heads. 
Given (17), we can ask how (17) works with respect to head-adjunctlon. 
We suggested that head-move~nt creates the segments of both categories X 
and Y shown in (18) (cf. the adjunction function x) and that a segment of a 
category is invisible with respect to the projection principle and to X-bar 
constraints while a category is not. 
The selectional property of an X cstegory instantiated as X1 and X 2  
segments is visible in the Xo-structure but that of a Y category (Y1 and 
Y2) is not visible in the Xo-structure in (18b) since only a segment of a Y 
category is present. Then the question is which instantiation of the 
segments of the category Y is visible with respect to the projection 
principles and to the X-bar constraints. To answer this, we introduce the 
notion of chain obtained by head-movement that we call H-ch4n (thanks to 
Noam Chomsky (p.c.) for the terminology). From our point of view, H- 
chains.can be called abstract representatlons of X-heads. We suggest, by 
analogy with A-chains, that the tail of an H-chain (br, tr) is the position 
where we read the theta-assigning property of an Y category. In other 
words, adjoining guest heads are not visible with respect to the projection 
principle on X-heads (the selectional properties of guest heads not only 
are invisible but also do not affect or are not added to those of host 
heads) although they are visible with respect to a level of interpretation 
(i.e., PF). 
Because of the Lexical Integrity Hypothesis (cf. Lapointe (1981); 
Selkirk (1982)), head-movement is assumed to be 3 one-step operation. 
Thus, we may have the following H-chains formed by adjunction (which always 
has two members) including a trivial H-chain that contains one member (cf. 
In (19), each tail is a theta-assigning position. Given the notion of H- 
head, we suggest that in order to license its theta-assigning property, a 
head should lie in a certain position within an H-chain at S-structure (cf. 
fn. 20 below). To incorporate these ideas, we suggest the following 
(20) An H-chain is visible for theta-assigning iff the morphological 
requirement of an H-chain is satisfied; the morphological requirement 
of an H-chain is satisfied if a head is in the position of the head of 
an H-chain 
By analogy with the theta-criterion at LF in terms of A-chains, the theta- 
criterion on X-heads at LF -- a one-to-one relation between theta-assigning 
properties and X-heads -- can be stated as follows: 
Note that we are assuming that the H-chain is motivated by a morphologi- 
cal factor; the head of H-chain (k) is morphologically-dependent and it 
moves in order to be morphologically licensed since it should be inter- 
preted at a level of interpretation, i.e., PF (cf. the licensing theory of 
transformation). Later, we will suggest that head-movement applies in the 
PF component but that it applies only with RR, and therefore H-chains are 
not obtained at PF. Thus, at S-structure, we expect morphologically- 
dependent elements to lie under Xo-categories without being satisified by 
their morphological requirements. Because heads may undergo head-movement 
in the PF component and because theta-assigning properties are visible in 
LF, we do not suggest the following: If the morphological requirement of an 
H-chain is satisfied, a head is in the position of the head of an H-chain. 
(21) T h e t a  -c r i t m o n  on X - hRads : An H-chain has one and only one 
visible theta-assigning position. 
It seems that not every head possesses its selectional properties 
(semantics). The heads of maximal projections without theta-roles would 
not have semantics (no selectional properties) and therefore such pro jec- 
tions may only be selected as the SPECs of XPs, whose existence is licensed 
thr~ugh X-bar theory. Since their projections would have no semantic 
contents, by definition of D-structure, projections of such X-heads cannot 
appear as complements of X-heads, although they can be selected as SPECs of 
XPs. Since the heads of SPECs have no selectional properties (no semantic 
contents), given the notions of A- and A-bar-Chains, those categories/posi- 
tions can be landing sites of A or A-bar movement of maximal elements 
without violating the projection principle in (6b and 17). Head-substi- 
tution to SPEC positions would, however, create the selectional/theta- 
assigning properties of the heads of those projections, given the X-bar 
conventions with feature percolation conventions; heads cannot change 
selectional properties because of the projection principle on X-heads and 
theta-criterion on X-heads. Thus SPEC positions are not landing sites of 
heads. On the other hand, every X-head that licenses a complement possess- 
es selectional properties and therefore X-heads are not open as landing 
sites of movement. If X-heads have no theta-assigning properties, they 
would not have their own complements. To conclude, only SPECs can be open 
as landing sites of movement of maximal elements, while X-heads and 
complement positions are not open as landing sites of substitution. 
Let us now return our concern to the status of I-to-C and V-to-I head- 
movement. Suppose, for the sake of argument, that head-movement may be 
substitution or adjunction. Then we could say that either substitution or 
adjunction offer ways to license heads morpholog~.cally, assuming that 
morphological licensing may be obtained either by moving heads to other 
head positions or by adjoining heads to other head positions. Remember, 
however, that I-to-C (or V-to-I) movement is blocked when C (or I )  is 
filled by a complementizer (or by a modal), whilz other instantiations of 
head-movement, such as X-to-V movement, are n o .  blocked even if V is 
lexically filled (cf. 11-12). Although this difference is largely ignored, 
z generalization seems to be that head-adjunction is in general blocked 
when a possible landing site is nonlexical (in Chomsky's (1981) sense) and 
head-adjunction is not blocked when a landing site is lexical. Even if we 
put aside various issues related to I-to-C or V-to-I head-movement, a 
question arises: If head-movement may be either adjunction or subst.itution, 
why should I-to-C (or V-to-I) be substitution; if head-movement is always 
adjunction, why is I-to-C (or V-to-I) head-adjunction blocked when C or I 
overtly realized or filled by an overt element? Both questions might be 
answered in terms of the Doubly Filled COHP/INFL filter that C/I cannot 
contain two heads or by assuming that C or I elements (heads) are not 
affixes, whether or not we allow head-substitution. 
Instead of motivating the filter or instead of simply assuming that C 
or I heads are not affixes, we may suggest that V-second order, Italian 
Aux-to-COW phenomenon, or V-to-I head-movement is actually derived by a 
transformation which differs from head-movement and which may be blocked 
when heads are phonetically realized. Under the framework that does not 
allow head-substitution and that allow a type of head-to-head transforma- 
tion (other than head-adjunction), the lack of head-adjunction to an non- 
lexical item could be attributed to a condition on head-adjunction that 
prevents hcnds irom adjoining nonlexical heads.2a In the next Section, we 
2L In fact, we will suggest a constraint on head-adjunction that head- 
show that there are indeed more empirical reasons to motivate head-to-head 
transformations which differ from head-adjunction and which turn out to be 
X-head-to-X-head transformations in terms of affect/move-category (cf. 
Chapter 3 ) . (We have seen that there are some theoretical reasons to 
eliminate head-substitution; from now on, we call head-adjunction head- 
movement. ) 
2.2. The two t v ~ e s  of corn-cate I t 
The first empirical data we consider in connection with our discus- 
sions on head-movement are those related to 'complex predicate' construc- 
tions. There are apparently two types of 'complex predicate' discussed in 
the literature." The first type of tcomplex predicate,' composed of stem 
and affixal predicates, syntactically behaves as if it projects multi- 
clauses in smtax; this type is mostly instanti~~ted or can be easily seen 
in languages such as aggulutinative or polysynthetic lang- 
uages.=. The second type of 'complex predicate,' composed of morphologi- 
cally-independent predicates, syntactically behaves as if it projects a 
monoclausal structure in syntax. This type is mostly discussed in connec- 
tion with the so-called 'restructuringt construction in some Romance langu- 
age~.'~ These two types of complex predicate are schematically instantia- 
adjunction moves only to lexical heads (cf. Chapters 3 and 5). 
22  We use the terminology tpredicatet ambiguously: predicate or verb. 
23 T~rkish, Hungarian, Korean, Kinyawznda, Berber, and Japanese. 
Eskimo languages (Inuit (Labrador-Inuttut; Greenlandic); Yupik), Bantu 
languages (Chechewa), Polynesian languages (Niuean; Pnapean), Iroquoian 
languages (nohawk), Southern T i m ,  etc. 
2b See Rizzi (1978/1982) for Italian; Kayne (1980;1987) for Old French; 
Picallo (1985) for Catalan; Aissen and Perlmutter (1983) for Spanish. See 
also Evers (1975) for German. 
ted in (22) in which type I1 is based on Rizzits (1982) discussion of the 
trestructuringt construction in Italian: 
( 2 2 )  TYDBL: 
ucture 
a. / \ > a-b ------- 
I-\ A 
a / \  
I-\ 
B 
(23) Typ-: 
- u c t w  retation of X 
k 
(Itt indicates string adjacency with no other intervening X-heads and ' - I  
morphological adjacencyz6; X and Y are categories (X-heads); a and are 
morphemes (or complex morphemes) dominated by X-heads; the direction of 
head-projection and the morpheme order are irrelevant) 
The two phenomena are theoretically interesting under the framework 
with the wide interpretation of the projection principle. The Type I 
tcomplex predicatet shows some mismatch between syntactic and morphological 
aspects of X-heads, raising a question on the status of morphology and 
syntax. The Type 11 'complex predicatet also shows some mismatch between 
configurational and categorial aspects of X-heads, raising a question about 
the categorial status of X-heads in configurational syntactic structure. 
2.2.1. Type I Icomplex predicatest 
First, consider Type I tcomplex predicatesft which raises some theore- 
tical issues with respect to morphology and syntax in grammar. The 
following data in Eskimo (a polysynthetic language) instantiate the cases 
From now on, we will use the notations It' and I-' with these inter- 
pretations heze. Also, we will sometimes use & instead of d. 
i n  which p r e d i c a t e s  a r e  morphological ly complex; a matr ix  and an embedded 
p r e d i c a t e s  a r e  morphological ly amalgamated. 
(24)  a .  anguti-up annak taku-ja-nga ( L I - E s k i r r i ~ ) ~ ~  
man-erq woman-abq see-ind-3s/3s 
"The man sees t h e  woman.n 
b. anguti-up annak taku-guma-va-a 
see-want--ind-3s/3s 
"The man wants t o  see t h e  woman." 
( c f .  ( l b  & 9b) i n  Woodbury and Sadock (1986); a l s o  ( l a  & 14b) i n  
Grimshaw and Hester (1985) 1 
(25) a .  nutara-up arnaq a n i - t i - t a a  (I-Eskimo) 
c h i l d  erg l am.nAE - - go out-make-3s/3s 
"The c h i l d  m d e  t h e  woman go out .n  
b. nutara-up arna-mut angut  ak tuq- t i - t aa  
- m - a b s  touch-make-3s/3s 
"The c h i l d  made a woman touch t h e  man." (cf .  ( 4 )  i n  Jensen and 
Johns ( i n  p r e s s  ) 
I n  (24b),  when a t r a n s i t i v e  verb  forms a complex verb  w i t h  a matr ix  verb, 
its argument s t r u c t u r e  is preserved a s  i f  a complex verb  were not  morpho- 
l o g i c a l l y  complex ( c f .  24a): The number of o v e r t  arguments i n  (24b) is t h e  
same a s  those  i n  t h e  Engl ish  coun te rpa r t  ( c o n t r o l  c o n s t r u c t i o n )  even though 
two p r e d i c a t e s  (u and e) a r e morphological ly amalgamated. One of t h e  
two arguments t a k e s  NOM ( ( e r g ) a t i v e )  and t h e  o the r  ACC ( ( a b s ) o l u t i v e ) ,  a s  
i n  t h e  Engl ish  countexpar t .  On t h e  o t h e r  hand, when an embedded l o g i c a l  
s u b j e c t  t h e t a - r o l e  is r e a l i z e d  ( c f .  2 5 ) ,  un l ike  English,  t h e  embedded 
s u b j e c t  is suppressed a s  t a k i n g  Obl Case ( ( a l l ) a t i v e ) ,  i f  an embedded verb  
is i n t r a n s i t i v e ,  but  t h e  embedded s u b j e c t  t a k e s  ACC ( ( a b s ) )  i f  an embedded 
verb  is i n t r a n s i t i v e .  
D i f f e r e n t  t h e o r e t i c a l  p o s i t i o n s  show d i f f e r e n t  c la ims about  the  syntax  
of morphologically-complex p r e d i c a t e s .  I n  t h e  l i t e r a t u r e ,  mostly based on 
d a t a  drawn from po lysyn the t i c  languages, t h e r e  have beer1 two major pos i -  
z7 The d a t a  i n  ( 2 4 )  a r e  examples of Labrador I n u t t u t  d i a l e c t  of I n u i t  ( L I -  
Eskimo) ( c f .  Grimshaw and n e s t e r  ( 1 9 8 5 ) ) .  The d a t a  i n  (25)  a r e  from Inuk- 
t i t u t  d i a l e c t  (I-Eskimo) ( c f .  Jensen and Johns ( i n  p r e s s ) ) .  
tions: One is the strong lexicalist position and the other is the syntac- 
tic position. 
The syntactic positionzm advocates a view that clauses with morpholo- 
gically-complex predicates form multi-clausal structure and not mono- 
clausal structure in syntax. Thus morphological aspects can be explained 
independently under the syntactic position. The strong lexicalist posi- 
tionz9 maintains that syntax does not provide the inputs of word formation 
processes (cf. the lexicalist hypothesis (Chomsky (1970) and the strong 
lexicalist hypothesis (cf. Jackendoff (1975)). Thus, the syntax of complex 
predicates/words is exclusively under the domain of the Lexicon (or lexical 
rules), which is not connected to syntax. The strong lexicalist position 
predicts that the arguments of predicates, morphologically complex or not, 
are selected in the Lexiconao and that complex predicates behave like 
simplex  predicate^.^^ The strong lexicalist position is mostly motivated 
by the facts given in (25): embedded subjects take ' either OBL or ACC, 
depending on' the transitivity of an embedded verb, which apparently 
confirms the idea that clauses can take one NOH and one ACC whether verbals 
are complex or simplex (also cf. 24). 
Smith (1982); Sadock (1980;1986); Sadock (1986); Woodbury (1985); 
Woodbury and Sadock (1986); Baker (1985/to appear); Anderson (1982); etc... 
zs This position is taken by Hithun (1984;1986); Grimshaw and nester 
(1985); Di Sciullo and Williams (1987); and Jensen and Johns (in press)) 
under vasious theoretical frameworks. The strong lexicalist position 
maintains that the internal structure of words is not accessible to 
syntactic principles. 
a0 The morphological structure of a complex predicate is, thus, assumed to 
be subject to the same morphology as that of a simplex predicate. 
Grimshaw and nester (1985;11), for example, claim that complex verbs 
have the same syntax as other verbs of the language, triggering the same 
case-marking effects as any simplex verbs. 
This strong lexicalist position, which incorporates syntactic aspects 
of complex predicates to the Lexicon, cannot capture all the redundancy 
between syntax with morphologically-complex predicates and syntax without 
them, as shown in (24). In addition, the aspect given in (25) is also 
found in some instantiations of French (and Italian) causative constru- 
ctions, in which an embedded logical subject takes OBL when an embedded 
verb is transitive and ACC when an embedded verb is intransitive, as shown 
in (26 and 2 7 )  below. 
(26) a. Pierre fera nettoyer la chambre $ Marie. 
Pierre will-make clean the room to k r i e  
=Pierre will make Marie clean the room.H 
b. Pierre lui fera nettoyer la chambre 
(27) a. Pierre fera travailler W e  
Pierre will-make work Marie 
"Pierne will make Marie work." 
b. Pierre Lg fera travailler. (cf. (61a and 62a) in Zubizaretta 
(19851 1 
The Case of each embedded logical subject is overtly realized when the 
logical subject is cliticized: in (26b) is an OBL dative clitic and & 
in (27b) is an ACC clitic. Thus, it seems that the French causative 
construction also shows the same argument structure as its Eskimo counter- 
parts do (cf. 25) although the predicates are not morphologically complex. 
Under the strong lexicalist position, the argument structure in French 
causativization cannot be explained in the same way as that in Eskimo data 
(25) since neither fera ;'~zttovu nor fiera t r a v m  in (26-27) is a word. 
In addition, there are many arguments in the literature against the 
strong lexicalist position, which are mostly based on empirical facts 
incompatible with the :;trong lexicalist position. First, Baker (1985a), who 
attributes the observation to Marantz (1984), illustrates data that are 
against the strong lexicalist position. 
(28) a. Hi m-phik-ish-iz-e ru:hu-y-a cha:kuja 
I IsS-cook-caus-asp 
-
mvse 1 f food 
nI m d e  ~p~self cook food.n 
b. Hi mi-m-big-ish-iz-e mwa:na ru:hu-y-e 
I IsS-3sO-hit-caus-asp child 
"1 made the child hit hirnself.ll 
c.*Mi ni-m-big-ish-iz-e Ali ru:hu-y-a 
I 1sS-3s0-hit-caus-asp Ali myself 
w*I made Ali hit rny~elf.~ (cf. (67) in Baker 
(1985a;410)) 
In (28), we see that the behavior of reflexives is the same whether predi- 
cates are morphlogically amalgamated or eot as we compare Eskimo data with 
their English translations. The strong lexicalist position accounts for 
the interpretation of reflexives in (28a and b) as long as reflexives in 
this language are not subject-oriented. However, the strong lexicalist 
position would not explain why (28c) is blocked even if m y s e l f  and L are in 
the same clause and L is in the subject position. In the syntatic posi- 
tion, both in (28a) and (28b), reflexives are bound by subjects (cf. Engish 
translations) and in (28c), a reflexive is bound by a matrix subject rather 
than by an embedded subject, violating the condition A of binding. 
Similar data are provided by Woodbury and Sadock (1986) (WS here- 
after): In West Greenlandic Eskimo,32 the reflexive third person is bound 
by the surface subject, as shown in (29a). 
(29) a. Isuma-mi-nik oqalug-poq 
mind-Jm-inst/s speak-ind-&Q 
nHel speaks UL own mind/thoughts." 
b. prol isuma-mi-nik oqalo-rqu-va-a 
mind-3refl-inst/s speak-order-ind-3sS/&Q 
"Her orders & to speak &/*L own mind/thougts.ll 
(cf. WS (p.237-8)) (pro's and underlining are added to WS1s (201.1 
~2 Uoodbury and Sadock (1986) use data by Kleinschmidt (1851; 162-3). 
However, in (29b) with a certain type of complex predicateta3 it is the 
surface object that binds the reflexive. The strong lexicalist position 
demands that some affixation in the Lexicon trigger certain binding 
properties of a reflexive anaphor within the clause in which affixation 
takes place; when an affix -rau- is added to a stem, reflexives are bound 
by an object instead of a subject.34 This special global condition that is 
obtained under the strong lexicalist position is ~ n d e s i r a b l e . ~ ~  On the 
other hand, in the syntactic position, it suffices to say that an embedded 
subject (pro,) prevents a reflexive from being bound by a matrix subject 
because of binding condition A. 
Second, in some Eskimo languages, 'postinflectional elements' ((indl- 
icative mood marker) (30a) or elements of INFL (30b) -- may intervene 
e .  a type of complex predicate that contains a causative predicate, 
as in (25) rather than as in (24) (cf. Grimshaw and Wester (1985) and 
Woodbury and Sadock (1986)). 
The original argument in Woodbury and sadock assumes the foLlowing 
structure for (29b). 
(i) pro% isumia-mi-nik oqalo-rqu-va-a 
mind-&a-inst/s speak-order-ind-3sS/&Q 
"Her orders to [ speak b / * r  own mind/tho~gtsl.~ 
They note that certain control properties may be changed by lexical afflxa- 
tion, which is undesirable in the strong lexicalist position. If control 
is involved in (29) and if subject or object control is obtained by lexical 
properties of verbs (cf. Chomsky (1981)j, change in control properties 
obtained by lexical affixation would not be so undesirable. However, they 
note that sentences with the -kau- (-) predicate that selects a small 
clause complement, like a causative predicate and unlike the -auma- (want) 
predicate, also illustrate the same binding property as (29). Since the_ 
IQU~ (-1 predicate belongs to the -kau- type predicate, we assume that 
control is not involved in (29). 
Ib The strong lexicalist position also has to incorporate the syntactic 
aspects of morphologically-complex predicates into the Lexicon to account 
for any syntactic aspects discussed in the literature (see Jensen and Johns 
(in press) for some criticism of this type of lexical rule). Grimshaw and 
nester (1985), for example, have lexical rules governing the grammatical 
structure of morphologically-compex predicates. 
between verbal stems and affixes in morphologically-complex predicates (cf. 
(26b) and (22) in WS (pp. 235 and 239)).36 
(30) a. Liissaq-u-na tai-a-ur-a3' 
Lisa-abs/s this one-abs/s come-jnd/3sS-utter-lnd/3ss 
"Lisa uttered Ithis one is c ~ r n i n g ~ . ~  
b. Cug-nun atanqe-a-ni---ten 
- person-DAT/p wait-m-say-past ind/3s-2s 
"He said that the people will wait for you." 
It is widely assumed that 'inflectional' morphology is not restricted to 
the syntax of words and therefore m y  not be derived lexicaliy (cf. Allen 
(1978); Anderson (1982)). The complex verbals which contain these inflec- 
tional and postinflectional elements then may fail to be obtained in the 
Lexicon. On the other hand, the syntactic position impli~s that so-called 
'inflectionalu and some (but not all) lde~ivationall affixation may both be 
syntactically derived. Thus the morphologically-complex predicates in (30) 
do not raise a problem. 
Third, WS note that in complex predicates in Eskimo languiiges, double 
datives are possible, which are not options for simplex predicates (perhaps 
(31) [Uu-m pi-llru-a-nqa,] Jimga-mun tan'gurrar-nun 
this-erg do-past-ind/3sS-ls0 Jim - dat/s bov - d a t / ~ l  
tegu-vkar-ni-lu-ku qalqapa-ka 
take-let-say-appos-330 axe-abs/s-ls/gen 
"[This (person) (spoke) to me and1 said a let $he boys take my 
axe.= (CAY-Eskimo (15) in US) 
(30a) is from West Greenlandic Eskimo and (30b) from Central Alaskan 
Yupik (CAY-Eskimo). 
37 WS (p.235) notes that no simplex predicates take two absolctive arug- 
ments in the language. 
This argument can be attributed to Aissen (1974b), who notes that in 
Turkish, complex predicates may take double datives that axe not options 
for simplex predicates and suggests complex predicates are syntactically 
derived . 
The fin61 argument in favor of the syntactic position is that complex 
verbals in Eskimo languages are productive and their semantics are almost 
completely predictable, as Woodbury (1985) and US note.3s The productivity 
and the predictahlity of semantics are not characteristic of the Lexicon 
but of syntax (cf. Chomsky (1970)). To conclude, it seems that the strong 
lexicalist position is undesirable in various ways.'O 
As for the syntactic position on morphalogically-complex predicates, 
there are three different approaches to how morphology and syntax interact 
within the syntactic position: The first two approaches suggest that there 
are both syntactic and morphological aspects in complex predicates but that 
syntactic aspects cannot be incorporated into morphology and vice versa. 
Thus, either (A) marphological aspects of morphologically-complex predi- 
cates are derived by syntactic rules which cause morphological amalgamation 
(especially, Smith (1982); Wocdbury (1985); US), or (B) a certain level 
of morphological structure links to syntactic structure (forming double 
WS (fn. 9) notes that while most complex predicates show 'complete 
distributional and semantic productivity,' there are a few exceptions: for 
example, the causative transitivizer tte- is less-then-productive. These 
exceptions, however, do not undermine the syntactic position on morphologi- 
cally-complex predicates since the position does not necessarily claim that 
all morphologically-complex wcrds should be syntactically-derived. 
Studies on complex verbs in agglutinative languages mostly support the 
syntactic position, with some exceptions. Aissenls (1974a/b) work on 
causative construction in Turkish is a good example. She argues that 
in Turkish although causees are syntatically inert (with respect to 
reflexive binding), cbmplex causative predicates are derived by verb 
raising, which roughly corresponds to head-movement in the current frame- 
work. As for the Korean morphologically-complex causativization, many 
Korean linguists uphold the syntactic position, assuming certain versions 
of verb raising GK of HcCawley (1968) type '(semantic) predicate raisingt 
in vario~s frameworks (cf. H.-B. Lee (1970); I.-S. Yang (1972); C.-H. Lee 
(1973)). Also see a certain syntactic position in K. Park (1986) in 
Harantz's (1984) framework. 
such as verb raisng, incorporation, or 'clause union,' which is powerful 
and productive enough to be syntactic ( c f ,  Woodbury (1985)). 
structure), which wol~ld explain both the morphological/lexica1 and syn- 
tactic nature of morphologically-complex predicates (cf. Sadock (1985); 
double structure approach). (C) The third approach, suggested by Baker 
(1985a1, offers a syntactic counterpart of the strong lexicalist position: 
Forphologically-complex predicates are formed by a syntactic rule and their 
.morphslogical amalgamation is a side effect of a syntactic rule.4z The two 
. 
approaches A and C take different views on the status of the morphology of 
complex words, although they assume some syntactic rule that triggers 
morpholog~cally-complex verbs. The first two approaches ( A  and B) advocate 
syntax and morpholoay as two independent components, while the third 
approach C coinbines syntax and morphology. The strong third approach 
challenges some conventional views on morphology and syntax (cf. Thomky 
(1970); Halle (1973); etc.). Thus, we discuss the third approach first and 
argue that it is untenable. 
The third approach C is motivated by a certain generalization between 
norphological and syntactic derivations called the mixror principle (tht 
MP), as explicitly and strongly formulated in Baker (1985a;375): 
(32) T h e - I :  
Morphological derivations must directly reflect syntactic dezivations 
(and vice versa). 
Baker interprets the MP, assuming the following ordered cyclic nature of 
morphology (cf. Williams's (1981a;248) Righthand Head Rule): When affixes 
are all on the right side of a stem, leftmost affix A forms an inpermost 
4 3  While the strong lexicalist position incorporates the syntax of morpho- 
logically-complex verbs into the Lexicon, Baker's syntactic position 
ccrnbines the morphology of morphologically-complex verbs with syntax. 
Baker (1985/to appear) suggests it is a syntactic head-movement (especially 
V-to-V or Y-to-V adjunztion) that triggers the syntactic and monphological 
aspects of morphologically-complex predicates. 
cycle with the stem; affix B forms the next cycle combining with the first 
cycle. 
(33) a. ... stem-affix A-affix B ... 
b. ... [...[[stem] affix A1 affix Bl ... 
Given the ordered cyclic nature ~f morphology (33),4a the content of the HP 
is that the outputs of the syntactic processes associated with affix A must 
be the inputs of the syntactic processes associated with affix B but not 
vice versa. 44 
Consider the following two examples which come under the scope of the 
MF': 
(34) a. Naa-mon-an-ya Hwape na Mutumba 
1 s S - p a s t - s e e - w  - c a w  and 
"1 made see each.' 
b. Hwape na Chilufya baa-mon-eshy-ana Hutumba 
and' 39s-see-BUS - r e c h  
andhilufva made & o t b  see Hutumba. 
(35) a. ?Naa-mon-eshya Hwape Hutumba 
1sS-gee-caw 
"1 made Wwape see Hutumba." 
b. Hwape aa-mon-eshy-wa Mutumba na ine 
3 s S - g e e - c a m  - by me 
"Mwape was made to see Hutumba by me.n 
(cf. (49b and (51) In Bilker (1985a;395); data from Bemba, a Bantu language 
from Givon (1976)) 
The syntax (34) (the interpretation of reciprocals) exactly corresponds to 
that of their Engish counterparts except that the predicates are morpho- 
logically complex. The HP says that in (34a) wlth the morphological 
In fact, Baker (1985a; fn.18) notes that it is the cyclic structure of 
comglex words that determines the order of syntactic processes. In the 
structure below, 
(i) ... [[affix B [ stem I 1  affix Al... 
the syntactic phenomenon associated with affix B should occur before one 
associated with affix A does, given the HP. Affix order itself does not 
always predict the order of syntactic derivations. Thus Baker assumes that 
syntactic derivations are reflected in morphological cycle structure. 
Baker (1985a;378) states that the syntactic process associated with 
affix A must occur before the syntactic process associated with affix B 
(cf. fn. G in Baker (1985a)). 
structure [[[see]-~ecipl-causl, reciprocal interpretation should anply 
first before a causative complex predicate is formed and that in (34b), 
after a causative complex predicate is formed , reciprocal interpretation 
applies. The interpretation of the reflexive is obtained accordingly, as 
we see in the English translations. In (35b) with the morphological 
structure [[[see]-causl-pass], first, causativization and then passiviza- 
tion applies since the passive morpheme is affixed to a morphological 
structure that contains a causative affix and the stem. In (35b) ,  the 
syntactic/Case structure of theta-structure, which we call an argument 
structure, is obtained, as predicted by the morphological cycle structure. 
To explain the generalization called t1.e MP, Baker (1985a) suggests 
the simple hypothesis thst a single morphological and syntactic process 
takes place in a certain component of the grammar e . ,  a syntactic 
component). As a result, syntactic and morphological derivations occur at 
the same time. This hypothesis thus suggests that the MP is a derivative 
theorem, (which follows from the structure of the grammar, which allows a 
process which has both syntactic al!d morphological aspects) and that the MP 
is not therefore a basic principle of UG. Let us call this hypothesis the 
mirror image hypothesis (the MIH). 
Even if the MIH derives the MP and therefore might lead to a simple 
grammar, as Baker claims, the virtue of the MIH is only apparent. While It 
might lead to a simple grammar, it raises some serious theoretical problems 
with respect to its implications within grammar. First, the MIH proposes 
that there are universally two different instantiations of the same 
syntactic rule, one accompanied by affixation and one accompanied by no 
affixation. For example, reflexivization is :lnderstood either as an 
instantiation of a binding phenmenon accompanied by head-movement (say, 
refl-movement) or as a binding phenomenon (as in English, for example). 
This amounts to saying that there is no general rule of head-movement but 
that head-movement is associated with a certain specific syntactic phenome- 
non or with a side effect of a syntactic rule. The MIH is clearly not a 
desirable hypothesis from a theoretical point of view. It would be better 
to claim that head-movement and reflexivization are separate phenomena, 
governed by separate principles of grammar. 
However, for the sake of argument, consider the MIH as it is. The 
hypothesis also suggests that there m y  be two different morphological 
principles -- morphology associated with syntactically-derived words 
e . ,  morphology as side effects of syntactic rules) independently of 
morphology(-proper) associated with lexically-derived words. If morphology 
and syntax form a component within grammar, and if morphology is also 
independently motivated to explain the morphological aspects of lexically- 
derived words, then the HIH allows some redundancy between the two compone- 
nts -- morphology/syntax and morpholo-q -- since both lexically- and 
syntactically-derived words are subject to morphological principles, 
forming morphological cycles, or are subject to the RHR. FOX example, 
morphology but not syntax-proper determines left or rightward affixation of 
both types of complex words (as we will show; cf. Williams (1981a)); the 
cyclic nature of morphology, which is clearly not phonology, also applies 
to both syntactically- and lexically-derived words: [[[see]-causl-pass1 in 
( 3 5 )  and ~~constructl-ionl.4b,16 In fact, the MIH is not only theoreti- 
4B Smith (1982) and Sadock (1980) also note that morphologically-complex 
predicates, which are not lexically derived, are morphologically words; 
they imply that syntactically-derived words are subject to morphological 
principles. 
4 6  It has also been discussed that the rules of blocking which constrain 
lexically-derived words (cf. Armoff (:976)) hold also in syntax; Miyagawa 
7 5 
c a l l y  undes i rable  but  a l s o  dispensed with. I n  Chapter 5, we w i l l  show, 
under t h e  p resen t  not ion  of  head-movement, t h a t  t h e  g e n e r a l i z a t i o n  s t a t e d  
a s  t h e  HP is a  consequence of a c e r t a i n  ve r s ion  of t h e  HMC and of S t r ic t  
C y c l i c i t y ,  both of which a r e  independently motit-ated and t h a t  t h e  MIH has 
no explanatory  power. 
A s  long a s  a  s y n t a c t i c  r u l e  (head-movement) p l a u s i b l y  d e r i v e s  morpho- 
logical ly-complex p red ica tes ,  a s  we w i l l  show i n  t h e  fol lowing Chapters 
( a l s o ,  c f .  Baker (1985/to a p p e a r ) ) ,  we do not  need t o  motivate d u a l  
s t r u c t u r e ,  a s  i n  Sadock (1985) ( t h e  p o s i t i o n  B discussed above) .  Thus, we 
adap t  t h e  approach A by sugges t ing  t h a t  s y n t a c t i c  r u l e s  such a s  head- 
movement a r e  r e spons ib le  f o r  t h e  Type I Icomplex p r e d i c a t e t  bu t  t h a t  
morphology and syntax  a r e  independent of each othez [no MIH): Given head- 
movement t h a t  provides inpu t s  t o  morphology, we sugges t  t h a t  morphology 
a p p l i e s  t o  t h e  ou tpu t s  of syntax,  c la lmlng t h a t  morphology ;I,,:, syn tax  form 
s e p a r a t e  components, as Chomsky (1970) and Halle (1973) o r i g i n a l l y  sugges t -  
ed. Syntax a p p l i e s  whether t h e r e  is morphological amalgamation or  not and 
morphology a p p l i e s  whether words a r e  der ived s y n t a c t i c a l l y  or  l e x i c a l l y .  
Note t h a t  without  t h e  MIH, head-movement becomes a  ve ry  genera l  s y n t a c t i c  
r u l e  devoid of any morphological a s p e c t s r  
(1994) shows t h a t  i n  Japanese, c a u s a t i v e  a f f i x a t i o n  is s u b j e c t  t o  t h e  same 
r u l e s  of blocking a s  i n  l ex ica l ly -de r ived  words; i f  Japanese c a u s a t i -  
v i z a t i o n  is s y n t a c t i c  a f t e r  a l l  ( c f .  Kuno (1973);  Shibatani  (1972);  a l s o  
c f .  Hiyagwa. (1984) who shows t h a t  Japanese c a u s a t i v e  a f f i x a t i o n  a l s o  has 
s y n t a c t i c  a s p e c t s ) ,  we would r a t h e r  assume, i n  accordance with t h e  n u l l  
hypothesis ,  t h a t  t h e r e  is one component of morphology which governs a l l  
morpholgically-complex words, whether it is s y n t a c t i c a l l y  or  l e x i c a l l y  
d e r  ivzd . 
2.2.2. The type I1 'complex predicate and morpholoqically-complex 
predicates 
The Type I1 'complex predicate' shows aspects opposite to the Type I 
'complex predicate,' which raises a problem about the status of syntactic 
structure in syntax. An instantion of the Type I1 Iconplex predicate' 
comes from Romance languages (such as Italian, Spanish, Catalan): In 
Italian, cliticization is strictly clause-bounded, as shown in (36)." But 
when a matrix verb belongs to a certain class of verbs (Vx; d ( =  
-) in (37)), a clitic (u in (37)) may appear across an embedded clause 
as if there were no embedded clause. 
(36) a. Piero decider: di parlaru di parapsicologia. 
"Pier0 will decide to speak to you about parapsychology." 
b. *Pier0 decider3 di parlare di parapsicologia. 
(37) a. Piero varra a parlaru di parapsiocologia. 
"Piero will come to speak to you about parapsych~lgy.~~ 
b. Piero fi verr; a parlare di parapsicologia. (cf. (1' in Rlzzi 
(1982;l)) 
To account for the long-distance movement of cliticization in (37) 
(and for other aspects of sentences such as (37b); cf. Chapter 31,  Rizzi 
(1978/1982) proposes the following hypothesis: A restructuring rule 
(governed by modals, aspectuals, and motion verbs ( =  V x ) )  optiona1l.y 
reanalyzes a terminal substring V, {C) V as a single verbal complex ( ~ r l  
composed of morphologically-independent words, hence automatically trans- 
forming the underlying bisentential structure into a simple sentence, as 
47 In the literature, the clause-bounded nature of the relation between a 
clitic and the position with which it is associated is described as subject 
to the Specified Subject Condition (cf. Chomsky (19731) and therefore to 
binding (cf. Kayne (1975;1980)). The evidence comes from Romance causative 
constructions, under various analyses of 'complex predicates.' 
shown in (38),4e,4@ (See Chapter 3 for more detailed discussion on the 
rule) 
(38) a. VP b. VP 
/ \ ------ > / \ 
Vx CP Rizzi's restructur- Vr NP . . . 
/ \ ing rule / \ 
SPEC C'  I-\ 
/ \ vx (t C + I) + v 
( C )  IP 
/ \ 
SPEC I' 
/ \ 
I VE' 
I / \  (cf. Rizzi (1982;5 and 36)) 
0 V NP.. 
The first obvious objection to the restructuring rule is that it is not 
compatible with the projection principle (as many have already pointed out 
(38) represents 'our interpretation of Rizzi's restructuring rule in the 
present framework; it does not affect the conceptual core of Rizzi's rule. 
49 There are other approaches to the phenomenon involved in the process in 
(381: They all agree that there is no rule which derives the urestructur- 
ing' phenomenon but have various analyses of the 'restructuringu phenome- 
non: (I) syntactic structure exhibits double or parallel structure (cf. 
Zubizarreta (1982); nanzini (1983b); Goodall (1985); Haegernan and Riemsdijk 
(1986); and Di 2ci:lllo and Williams (1987)) or (11) complex predicates are 
base-generated (Strozer (1981); Pica110 (1985)) or (111) they are derived 
from bisentential clauses by a movement rule of V-projections (see Burzio 
(1986); also see Kayne (1975); Rouveret and Vergnaud (1980); Aissen 
(1974b) ) .  
Alternative approaches, however, seem to have few explanatory aspects, 
as we will discuss in Chapter 3. Note also that there is a problem when we 
address proposals for the Type I1 ucomplex predicate': Each proposal 
intends to cover different ranges of empirical data, including Romance 
causative construction or Rizzius core 'restructuring' case or both, even 
including the Type I 'complex predicate.' In most cases, especially in 
dual/parallel structure approaches or in movement approaches, proposals for 
causative construction may also extend to explaining urestructuring' cons- 
truction. For this reason, both 'restructuringu constructions in Italian 
and Spanish and causative constructions in Romnce languages are much 
discussed in connection with the notions of 'restructuring: and reanalysis. 
We, however, maintain that the urestructuringf phenomenon is restricted to 
the phenomenon which Rizzi (1982) describes. According to Rizzi, the 
'restructuringu construction in Italian exhibits at least auxiliary change 
and clitic climbing. 
(Strozer (1981); Zubizarreta (1982); Picallo (1985)) since it deletes 
categories (tree pruning (cf. Ross (1967)) and changes structures. 
If Rizzi's restructuring rule is syntactic after all, as Rizzi 
suggests, we can eventually question what rules create such effects, how we 
treat tree structure syntactically, and how we treat this 'reanalysist in a 
theoretically well-motivated way. Suppose that the output of Rizzi's 
restructuring rule, apparently complicated or even random, actually results 
from a systematic output of a transformation. Then movement theory would 
have to allow another function, say X,  ~f a transformation, which differs 
from the adjunction function X and which must be compatfhle with the 
projection principle. Let us call a transformation with such a function 
the Restructuring Rule or RR for short. In acknowledging below that RR may 
also be accompanied by head-movement, giving rive to the morphologically- 
complex Type I1 'complex predicate,' we suggest that RR may also be head- 
to-head tranf o>:mt ion. 
Let us nor$ return to the notion of head-movement. Baker ( 1985/to 
appear) assumes without argument that the embedded head h moves to the left 
side o l  the rmtrix head a, forming b. Thus it seems that head-movement 
is in general leftward. 
(39) / \ 
\ 
/ \ 
I-* I-\ 
a / \ ---> b-a / \ 
/-\ 1-\ 
b t 
If head-movement is adjunction and is motivated for morphological reasons, 
as we have suggested, leftward adjunction would explain the norpheme order 
in (39): The reason why head-movement is leftward can now be attributed to 
the Righthand Head Rule shown in (40) (the.RHR; Williams (198la;248))"O and 
Both lexically-derived words (cf. Lieber (1981)) and syntactically- 
to one of Marantzts versions of Lieberts feature percolation conventions 
given in (41) if the heads of complex words determine the categorial status 
of complex words, as commonly assumed: 
(40) m: In mor,?hology, the morphologica!. headbL of a rnorphologicalLy 
complex word is the righthand member of that word. 
(41) Feature Per-ion C o n v a  (convention I): 
the features of affixes (morphological heads) take precedence over the 
features of nonheads in percolation. (cf. Lieber (1981;49-50); 
Marantz (1984; 122 ) 
One good example of the categorial determination of the complex word 
in terms of the RHR comes from the data derived by noun-incorporation, 
which Daker (1985/to appear) argues is derived by N-to-V movement (adjunc- 
derived words show some exceptions to the RHR. As for some exceptions of 
syntactically-derived words, the causative construction in Chamorro 
provides a good example (Len Hale (p.~.)): 
(i) Halna-taitai ham i matestru ni esti na lebblu 
3sS-caus - read lper-obj teacher oL1 this book 
"The teacher made/let/had us read this book.qt (cf. Chamorro data; (20) 
in Saker (1985a) 1 
In (i), the causative morpheme is not on the right side of a stem. (As far 
as we know, in VSO languages, passive and causative morphemes are always on 
the left side of verbal stems.) If morphological heads determine the 
categorial status of complex words, then (i) may fail to raise a serious 
problem with respect to the 3HR since both the causative morpheme and a 
stem are I+V,-NI (but cf. Williams (1981b); Di Scuillo and Williams 
(1987)). Some serious counterexamples of the RHR, however, come from noun 
incorporation data in Ponapean (cited by Rosen (1987); data from Rehg 
(1981;209-210)): 
(ii) I pahn khkos-likou (cf. (3c) in Rosen) 
I will pleat-dress "I will dress-pleat." 
Althcugh N is in the position of a morphological head, the complex word V-N 
in (ii) is verbal. If the RHR should hold of incorporation in Ponapean, 
the complex word V-tl would be nominal since N is the head. As we will 
argue, (i) and (ii) are not derived by head-movement but by the Restructur- 
ing Rule, which we will propose in Chapter 3; they do not obey the RHR for 
reasons that we will discuss. We will suggest in Chapter 3 that certain 
words syntactically-derived by head-movement are subject to the RHR. 
Williams (1981a) uses the terminology 'head of a word.' For reasons 
which will be clear later (especially in Chapter 3), we use the terminology 
 morphological head,' which is a terminological variant at this point. 
(42)  a .  Yao-wir-a?a ye-nuhwe?-s ne ka-nuhs-a? 
pre-baby-suf 3 f s / 3 n - U - a s p  t h e  pre-house-suf (Y ... L 
"The baby l i k e s  t h e  house.n 
b. Yao-wir-a?a ye-hahs-nuhwe?-s 
pre-baby-sur 3f s/3n-Bo-e - -asp (N-V) 
"The baby house-l ikes."  ((14a and b )  i n  Baker ( t o  appear; 
ch .3) ;  Mohawk d a t a  from P o s t a l  (1962) )  
Notice t h a t  N i n  f a c t  moves t o  t h e  l e f t  s i d e  of V s o  t h a t  v is a morpho- 
l o g i c a l  head and t h a t  t h e  c a t e g o r i a l  s t a t u s  of N t V  is [tV,-Nl; l i k e  V, N t V  
t a k e s  agreement and aspec tua l  m a k e r s .  Thus, we sugges t  t h a t  t h e  t a r g e t  of 
head-movement becomes a morphological head and t h a t  head-movement is 
motivated f o r  morphological reasons  and i a  l e f tward  ad junc t ion  t o  s a t i s f y  
t h e  RHR. I n  s h o r t ,  t h e  change of t h e  s t r i n g  order  between V and N before  
and a f t e r  t h e  a p p l i c a t i o n  of head-movement must d e r i v e  from a p roper ty  of 
head-movement: head-movement is motivated by morphological reasons  (due t o  
morphological dependency of heads)  and t h e  t a r g e t  is loca ted  r ightward i n  
morpheme o r d e r / s t r u c t u r e  t o  become a morplioloqical head of corriplex words. 
Notice t h a t  even when t h e  t a r g e t  and t h e  t r i g g e r  have t h e  same c a t e g o r i a l  
s t a t u s  ( V s ) ,  t h e  order  between t h e  c a u s a t i v e  morpheme and V a r e  reversed  
when t h e y  a r c  morphological ly amalgamated, a s  we s e e  I n  t h e  Chichewa 
c a u s a t i v e  c o n s t r u c t i o n  below. 
(43)  abusa a-na-dy-ets-a mbuzi udzu 
goatherds  PP-pas t -ea t -cawasp  goa t s  g r a s s  
"The g o a t h ~ r d s  & t h e  goa t s  & t h e  g r a s s . H  
A I 
I I ( c f .  ( 1 9 )  i n  Baker (1985/to 
appear; ch. 4 ) )  
I n t e r e s t i n g l y ,  however, t h e r e  are solre s p e c i f i c  c l a s s e s  of verbs t h a t  
preserve  t h e  r e l a t i v e  s t r i n g  order  wi th  r e s p e c t  t o  embedded verbs when they  
a r e  morphological ly amalgamated, un l ike  t h e  c a u s a t i v e  c o n s t r u c t i o n  i n  ( 4 3 ) .  
Consider t h e s e  Chichewa examplzs: 
( 4 4 )  a.  Ndi-ka-pemp-a pamanga 
1sSP-ao-beq-asp m i z e  
flI Q I P Q ~  1 t o  maize1 .n 
b. Kati madzi banu dza-man-e-ni i ne 
If water your come - ref= -asp-imper me 
wIf it is your water, come [and/in order to1 [ g e f u ~  meJew 
c. Ku kasungu si-ku-nga-chok-er-e bangu woipa 
from neg-pres-can-cm-appl-asp people bad 
wBad people =not [- from Kas~ngul.~ (cf. Vatkins (1937;98 and 
101); also cf. (127a and b )  in Baker (1985/to appear;ch. 4)) 
Both (43) and (44) illustrate morphologically-complex predicates but those 
morphologically-complex predicates show different morpheme orders: In (43), 
the embedded predicate comes first, while in (44), the matrix predicate 
comes first. This seemingly trivial fact becomes interesting when we 
notice that the matrix predicates in (44) fall under the class of 'restruc- 
turing' verbs in Italian:s2 The complex words in (44) that show different 
morpheme order from usual head-movement data (cf .  43) raise two important 
theoretical and empirical issues. One is ( A )  whether these morphologically 
complex words in (44) are derived by a different type of head-movement; the 
other is (B) whether 'restructuring' effects are also obtained when 
predicates are morphologically amalgamated. The answer to the first 
question is linked to a question on the status of I-to-C or V-to-I head- 
movement discussed in Section 2.1.. (Remember that we speculated in 
Section 2.1. that C/I and I/V amalgamation may be obtained by a head-to- 
head transformation other than head-movement.) If the answer to the second 
question is affirmative, then we suspect that the rule governing 'restruc- 
turing' may be a type of head-to-head transformation (as we see in the 
62 According to Watkins (1937;92-104), these matrix verbs are called 
auxiliary verbs, which are always prefixed with respect to main verbs; on 
the other hand, causative (passive; applicative) affixes are always 
suffixes. Watkins (1937;98) notes: -ka- (gp) in (44a) indicates movement 
to some place for the purpose of performing the action expressed in the 
stem and may be intepreted as @go in order to.' Like an auxiliary, it can 
be inflected, not being restricted to any particuiar tense, -dza- (come in 
uder to) in (44b) is obviously derived from the verb (to c m )  . We 
will discuss the auxiliary nature of @restructuring1 verbs in Italian (cf. 
Napoli (1981)) and in Korean in Chapter 3. 
morphologically-complex verbs in (44)). In fact, in consistence with the 
syntactic position of Type I 'complex predicates,' we will suggest that the 
'restructuring' phenomenon can appear whether or not predi~ates are 
morpholgically complex (cf. Chapters 3 and 4). Given that syntax and 
morphology are independent, this suggestion is not unplausible. 
In fact, the first goal of this thesis is to show that 'restructuring' 
derives from an X-head-to-X-head transformation (called RR), which causes 
overt or covert categorial amalgamation. We not only suggest that the 
'restructuring1 phenomenon in Romance languages is derived by a transforma- 
tion called RR, but also claim that the phenomenon is universal. In fact, 
we will show that the lrestructuringl phenomenon is not the only one 
derived by RR and that RR is responsible for a number of other linguistic 
phenomena including ones that used to be described in terms of I-to-C and 
V-to-I head-movement. We also show that RR leads to a number of theoreti- 
cally desirable consequences. 
The second goal is to show that categorial amalgamation derived by RR 
may be acompanied by head-movement, giving rise to a different morphologi- 
cal structure from one derived only by head-movement. We will show that 
morphologically-complex words (Type I 'complex predicatesf) are ambiguous 
depending on their syntactic derivations -- complex words derived by head- 
movement (move-head) and complex words derived by RR accompanied by head- 
movement (move-category). We also show that the morphology, syntax, and 
semantics of morphologically-complex words derived by RR differ from those 
of morphologically-complex words derived by head-movement, as predicted. 
The third goal is to show that the two Types of 'complex predicate1 
are not restricted to (some) Romance languages or to polysynthetic or 
agglutinative languages but also occur in English type languages as pretty 
general phenomena (especially see Chapter 4). On the other hand, we will 
show that different pa-amterization of the levels of rule application plays 
a nontrivial role in triggering the different syntax of complex predicates; 
the properties of syntactically-derived complex predicates are determined 
not only depending on syntactic derivations (RR or head-movement) but also 
depending on the parameterization of the levels of rule application. 
CHAPTER 3: THE RESTRUCTURINO RULE -- AFFECT/l4OVE-CATB00RY 
3.0. 
In this Chapter, we introduce and develop a transformational sule we 
call the Restructuring Rule (RR), which may or may not be accompanied by 
the morphological amalgamation which we assume is obtained by head-movement 
(cf. Baker (1985/to appear)). We suggest that RR, which is motivated to 
explain the trestructuringt phenomenon in the literature, is a type of 
transformational rule, which diffezs from the usual transformation called 
mave-alpha: RR -- an X-head-to-X-htad covert transformation -- is triggered 
by a certain categorial defectiveness/dependency of an X-head and affects 
minimal categories (X-heads) changing the interpretation of categories with 
respect to the notion of government but leaving configurational structure 
intact. We will call this covert operation W c t  - cateqosy. 
By explaining the 'restructuringt phenomenon in terms of a transforma- 
tional rule (RR), we will suggest that the phenomenon is universal, unlike 
Rizzi (19821, who suggests that it is language-specific; we will, in fact, 
show that Korean also exhibits the trestructuringt phenomenon (cf. Chapter 
5). The lrestructuringg phenomenon discussed by Rizzi (1962) will there- 
fore be understood as some specific instantiations of general RR effwts, 
i.e., the Italian 'restructuring' phenome3on as a language-specific 
instantiation of V-to-V RR. Thus we will see that V-to-V RR effects in 
other languages are differently instantiated from Itallar~. 011 the other 
hand, we also show that RR is responsible for a number of other seemingly- 
unrelated linguistic phenomena and claim that the 'restructuring' effects, 
whish will be understood in terms of deeper RR effects, are larger than 
previously assumed in the literature. In other words different instanti- 
tions of HR will explain various different constructions such as (causa- 
tive) small clauses or certain inatantfations of noun-incorporations (see 
Chapter 4 for more instatiation~).~ 
We show, by examining 'restructuring2 cross-linguistically, that 
complex predicates/woxds derived by RR (which we will call H-complex 
predicate~/words)~ may also be morphologically complex. RR may be accom- 
panied by head-movern~nt; HR accompanjed by head-movement (overt RR) derives 
complex X-heads that Jominate morphologicdlly-complex terminal strings, 
giving rise to a one-story complex X-head projection from multi-story 
simplex X-head projections. We will thus call overt RR accompanied by 
head-movement ~ v e  - cateqgy ; overt RR affects both c~nfigulational struc- 
ture and categorial dependency. 
- .  
As we will show, RR is not only responsible for 'reanalysis' phenomena 
including the 'restructuring1 phenomenon, but also fox other phenomena 
rclated to categorial deletion. For example, RR will lead us to understand 
S-uar deletion or IP selection in the ECM construction in a different way 
(cf. Section 4.1.): C-to-I RR triggers an ECH environ~n:?l~t without del?ting 
CP nodes or without motivating IP selection; C-to-I RR makes CP and IP 
projections combine into a projection of C41, maintaining the independence 
06 each prodectian wi~1: respect t o  the wide interpretation of the projec- 
tion principle. 
The notion of complex ~ 3 r d  is purely terminological; Type I1 complex 
words ('restr~~~rtur!.ng' predicates) are not words as morphological entities. 
We use the terminology 'R-zornplex word' for words abstractly-linked through 
RR. The notion of R-complz.?x word is apparently conceptually similar tc the 
notion of ~orp,:osyr~tactic qmplex word in Zubizarreta's (1985) senst. The 
two notions, horfever, differ and exnibit two different explanatory domains. 
Zubizaretta's notion intends to explain the Romance causative conotruction; 
the ErenrhiTtslian w m  + V sequence is considered as a 'complex 
verbal unit' (also cf. Reuveret and Vergnaud (1980)). On the other hand, 
as we will show later, t h ?  notion of R-complex words docs ?ot consider the 
Italian fare + V sequence as 2 unit, while it does consider the French 
faire + V sequence .;s a rn',t Icf. Se~tion 4.2.). 
Consequently, syntactically-derived morphulugically-complex words are 
ambiguous: They are derived either by overt RR (RR accompanied by head- 
movement) or by head-movement. (We will call morphologically-complex words 
derived by head-movement H-complex words and those derived by overt RR M/R- 
complex words.) UG thus contains at least the following three different 
(1) a. H-complex words - - head-movement 
b.  M/R-complex words -- RR and head-movement ( =  overt R R )  
c. R-complex words -- RR 
These three different Icomplex vords' are divided up in the following fash- 
ion (for Type I and Type I1 division, see Chapter 2 1 . '  
( 2 )  I RR I head-movement I 
I--------------------I------------------- 
Type Ia I 1 M-complex words I (move-alpha) 
---------I--------------------I--------------------l------------------- 
Type Ib I M/R-complex words I M/R-complex word I (move-category) 
---------I--------------------I--------------------l----------------.--- 
Type I 1  I R-coap1.e~ words 1 I (affect-category) 
---------I--------------------I----------------...---[------------------- 
Some typical examples of each Type are illustrated in (3): (3a), (3b) and 
(3c), representing instantiations of Type Ia, Ib, and I1 complex predi- 
caies, respectively. 
( 3 1  chi-causativexm: 
a. Buluzi a-na-sek-ets-a ana 
lizard SF-past-- - calag -asp childrea 
RThe lizard made the children u." (Chichewa data; (42b) in Baker 
(1985/to appear; ch. 4)) 
One might suggest that just as R-comglex words have overt counterparts, 
so H-complcx words may also have covert counterparts. Baker (1985/to 
appear), in fact, proposes LF-head-movement by analogy with LF-wh-movement 
(cf. Huang (1982)) to acc~unt for some linguistic phenomena, including the 
'restructuring1 phenomenon in Italian. Later, we will interpret the output 
of head-movement in a more restricted and systematic way than Baker 
(1985/to appear) does, so that any version of LF-head-movement cannct be 
extended to have 'restructuring' effects. Under our interpretation of 
head-movement, we will leave open a possibility of having LF-head-movement 
(cf. fn. 46 in Section 3.3.). 
wa cor(lplex D,edicate c-on wlt;h an  . t v ~ e  o f  v e u :  
b. Ndi-ka-pemp-a pamanga 
IsSP-gg-beq-asp maize 
"1 am soins t o  bgg maize." (Chichewa d a t a  from Wilkins  (1937;98) ) 
a n  ' r e s t m s l  coastr;uctim: 
c. P i e r o  _tL & a D& d i  p a r a p s i e o l o g i a .  
' 'Pier0 go YOU will come t o  s ~ e a k  about  p a r a p ~ y c h o l o g y . ~ ~  ( I t a l i a n  
d a t a ;  (1) i n  R i z z i  (1982;l)) 
ki we w i l l  show, t h e  d i f f e r e n t  morpheme o rde r , '  a s  shown i n  ( 3 a  and h ) ,  
w i l l  s i g n i f y  whether a  complex p r e d i c a t e  i n s t a n t i a t e s  Type I a  or  Type Ib .  
( 3 c )  i l l u s t r a t e s  a  t y p i c a l  l r e s t r u c t u r i n g '  c o n s t r u c t i o n  wi th  c l i t i c  
c l imbing;  we w i l l  s u g g e s t  t h a t  V-to-V RR a p p l i e s  t o  [ 3 c ) ,  forming a  V t V  R -  
complex word. 
While a f f e c t - c a t e g o r y  ( R R )  a p p l i e s  i n  s y n t a x  (p robab ly  a t  D - s t r u c t u r e )  
and move-alpha (head-movement) i n  syn tax ,  move-category ( t h e  combina t icn  O F  
RR and hcad-movement) a p p l i e s  i n  v a r i o u s  ways, depending on t h e  l e v e l s  of 
r u l e  a p p l i c a t i o n ;  head-movement may a p p l y  i n  t h e  PF component on ly  when i t  
is accompanied by R R .  We w i l l  have t h e  fo l l owing  combina t ions  of l e v e l s  of 
r u l e  
I head-movement I RR I c o n f i g u r a t i o n a l  
1 1 I s t r u c t u r e  
a .  c o v e r t  RR 1 ---- I D-s t ruc tu re  I syntax/LF 
-----------------------I-----------------i--------------l---------------- 
b. deep-over t  RR I s y n t a x  1 D-s t ruc tu re  I ---- 
-----------------------l-----------------l--------------l---------------- 
c. s u r f a c e - o v e r t  RR 1 PF component I D-s t ruc tu re  I syntax/LF 
-----------------------1--.----------------l--------------l---------------- 
d .  head-movememt I s y n t a x  1 ---- I syntax/LF 
I n  ( 3 a ) ,  t h e  m a t r i x  p r e d i c a t e  f o l l o w s  t h e  embedded p r e d i c a t e ;  i n  ( 3 b ) ,  
t h e  m a t r i x  p r e d i c a t e  p recedes  t h e  embedded p r e d i c a t e .  
The l e v e l  of t h e  a p p l i c a t i o n  of head-movement ( s y n t a x  ox PF) p l a y s  some 
s y n t a c t i c a l l y - s i g n i f i c a n t  r o l e  i n  t h e  c a s e  of M/R-complex words ( c f .  a l s o  
Chapter  4 ) .  
I n  S e c t i o n  4.4., we add one more i n s t a n t i a t i o n  of RR -- s u r f a c e  R R  --, i n  
which o v e r t  RR a p p l i e s  i n  t h e  PF component. 
RR and head-movement are motivated for different reasons under the 
licensing theory of transformation; RR is motivated by a certain catego- 
rial dependency while head-movement by a certain morphological dependency. 
Note that the notions of head-movement and RR that derive various types of 
complex predicate implies that the X-head components of complex predicates 
are independently projected at D-structure. Both RR and head-movement are 
(X-)head-to-(X-)head transformations; RR affects .[-heads whereas head- 
movement affects heads. Therefore the effects of those two processes are 
expected to differ; RR effects and head-movement effects will be delimited 
in an empirically and theoretically significant way. We will discuss how 
these three complex words differ in their morphological, syntactic, and 
semantic internal structures by proposing the notions of s-head and m-head 
that are linked to the notions of RR and head-movement. One trend in the 
literature on 'complex predicates/wc rds' is that all syntacticaliy-derived 
morpholically-complex words are derived hy the same mechanism and that 
therefore their morphology, syntax, and semantics are explained under the 
same principle and have no systematically predicated ambiguity. Only 
parameterization on the level of rule application plays a significant role 
with respect to the ~ v n t ~  of clauses containing complex predicates ( c f .  
Aissen (1974); Marantz (1984)). Such a trend is explicitly articulated in 
Baker (1985/to appear), who argues that (transformationally-derived) 
complex predicates are derived by (LF or syntactic) head-movement.' 
However, we will characterize two types of morphologically-complex words, 
Likewise, 'verb/semantic predicate-raising1 in the generative semntics 
tradition (cf. HcCawley (1968)) and clause-union in the relational grammar 
tradition (Perlmutter (1983;ed.)) are also assumed to produce complex 
predicates which morphologically, syntactically, and semantically have the 
same shape (also see Marantzls notion of merger). 
which differ in their m p g y ,  s~-tic~, according to their 
syntactic derivations.' 
In the Section immediately following, to motivate a certain version o f  
the syntactic position, we discuss V-INFL-C amalgamation in Korean. Korean 
data are significant from our point of view, since Korean exhibits rich 
morphological realizations of C and I while C and I heads are all morpholo- 
gically amalgamated on verbal morphology. We will argue that Korean 
morphologically-complex verbals are also syntactically derived; certain 
l(post)inflectionall amalgamation in Korean lie within the syntactic domain 
(cf. Allen (1978); Anderson (1982)).' 
Here, we will not discuss lexically-derived words in any detail. Our 
concern will be restricted to syntactically-derived (morphologically~-) 
complex words. 
See Lieber (1981) and Kiparsky (1912) for another view that 'inflection- 
al! morphology comes under the domain of the Lexicon. 
3.1. Yorean verbal mor~holoqv and the svntactic ~osition 
3.1.1. Functional categories in Korean 
In this Section, we discuss Korean1 verbal morphology to suggest the 
following: (A) 'inflectionalt amalgamation in an agglutinative language is 
syntactically derived through a certain type of morphological combination 
of V and INFL(AGR) (and C) (cf. Section 4 . 1 ,  and (B) a clause is a 
projection of C; V is minimally projected up to CP. We show that Korean 
employs an INFL node although tense elements are in most cases amalgamated 
with V and although overtly realized agreement is apparently not rich. We 
will confirm that like any X-heads, INFL and C categories (projected from 
functional Lexical items) dominate phonetic, syntactic, or semantic 
features whose nature or realization is language-specific, subject to the 
projection principle on X-heads. 
In (i), S x . . . S ,  are syntactic or semantic features and P is a bundle of 
morphological and phonetic features; g represents lexical properties such 
as selectional properties; and X represents a bundle of categarial (and 
grammatical) features (cf. Chapter 2). 
3.1.1.1. The head of S 
There have been proposals that in some languages, S is a projection of 
V but not of INFL.' For example, Whitman (1984) explicitly suggests for 
Korean, a typical head-final language, is a free word order language with 
morphologically-complex verbals and an overt case marking system, which 
is characteristic. of agglutinative languages. 
The issue of what the head of S may be is also raised in connection with 
Japanese that Japanese S is a projection of V (more precisely V-INFL) as 
given bel.ow, which still explains the subject-object asymmetry3 attested to 
in Japanese: The suhject (NP1) is hierarchically higher than the object 
Whitman (1985;26) claims: "Selection of INFL as the head of S in Jaganese 
requires a great deal of empirically unmotivated abstraction from superfi- 
cial structure: tense and modal elements normally associated with INFL 
appear as suffixes or the verb; they do not agree in any visible sense with 
the subject and thus cannot plausibly be argued to contain AGR; ... II 4 
Whitman's position implicitly advocates a version of the strong lexicalist 
position: Morphologically-comple:; -?erbs with INFL (tense or modal) 
elements (V-INFL) are derived in the Lexicon and their internal structwes 
are opaque to syntax. 
the V-second order in Germanic languages (e f .  Taraldsen (1984) for the 
'Head of S' parameter; Emonds (1986); Haider and Prinzhorn (1986;eds); 
Yaegeman (1986)). 
a According to Kiss (1985), in languages such as Hungarian, S is a flat 
projection of V, forming a so-called nonconfigurational structure (cf. Hale 
(1982;1983)), since Hungarian shows no syntactic subject-object asymmetry 
with respect to binding condition C and the ECP. 
! i 1 VP ( =  s )  
/ I \  
/ I \  
v XP* ... 
We will show in Chapter 4 that Hungarian flat structure is derived by the 
overt RR that applies in syntax, advocating the syntactic position that 
will be proposed in this Section. 
We do not discuss his evidence that Japanese has no VP node. See Choe 
(1985b) for arguments against his evidence. Below, we discuss positive 
evidence that Korean employs the VP  ode. 
Consider t h e  fo l lowing  Korean d a t a  f i r s t : '  
( 3 )  a .  Chelswu-ka nywuyok-ey ka-ss - ta  
-sub New York-to -em "Chelswu went t o  New York." 
b. Chelswu-ka nywayok-ey k a - s s - e s s - t a  
-sub New York-to g o - ~ a s t - p a s t - e n ?  
ttChelswu had gone t o  New York." 
c .  Chelswu-ka nywuyok-ey ka- lke- ta  
-sub New York-to go-will-em 
"Chelswu w i l l  go t o  New York." 
The INFL e lements  i n  Korean a r e  most ly amalgamated on t h e  v e r b a l  morpho- 
logy, a s  shown above. The p a s t  t e n s e  marker (-fO/e/ 'a lss-1 ( 3 a ) ,  t h e  p a s t  
p e r f e c t  marker i n  ( 3 b ) , =  and t h e  f u t u r e  t e n s e  marker i n  ( 3 c )  a r e  a l l  
I n  Korean g l o s s e s ,  we f o l l o w  t h e  Yale Romanization system, which is a 
d i r e c t  Romanization from t h e  Korean s p e l l i n g  system t o  t h e  Engl i sh  a l p h a b e t  
system; t h e  Yale system does  not  r e f l e c t  p ronunc ia t ion .  
As f o r  vowels, one-one r e l a t i o n s  between l e t t e r s  and t h e i r  pronuncia-  
t i o n  hold, while  f o r  consonants ,  t h e  p ronunc ia t ion  is sometimes a f f e c t e d  by 
minor or  p e c u l i a r  phonologica l  r u l e s ,  wi th  some e x c e p t i o n s .  Some r e g u l a r  
r u l e s  a r e :  ( i )  o b s t r u e n t s  and a f f r i c a t e s  become voiced between vowels or  
a f t e r  [m,n ,ng , l / r l .  ( i i l  iO/e /a l ss  ( p a s t  t e n s e  marker)  is pronounced a s  
I ( O / e / a ) t l .  
The ve rba l  morphology of Korean has  t h z  fo l lowing  o rde r  (morphemes a r e  
s e p a r a t e d  by - ) :  s tem - ( a g r e e m n t )  - (Lense)  - s e n t e n c e  ending mhrker ( -  
complement izer ) .  !:hen necessary ,  t h e  fo l lowing  a b b r e v i a t i o n s  a r e  used: TOP 
- t o p i c  marker; CON - c o n t r a s t i v e  focus  marker; comp - complementizer;  em- 
( s e n t e n c e )  ending marker; Q - q u e s t i o n  marker; p r e s  - p r e s e n t  t e n s e  marker; 
p a s t  - p a s t  t e n s e  marker; f u t  - f u t u r e  t e n s e  marker; H - h o n o r i f i c  marker; 
xH - h o n o r i f i c  s u p p l e t i v z  of x; ben - b e n e f a c t i v e  marker; pass  - p a s s i v e  
marker; Inf  - i n f i n i t i v e  o r  [-Tensel marker; gen - g e n i t i v e  c a s e  marker; 
sub  - s u b j e c t i v e  c a s e  marker; and o b j  - o b j e c t i v e  c a s e  m?rker. 
A s  f o r  t h e  g l o s s e s  of case-markers,  we use t h e  terminology ' s u b j e c -  
t i v e t  o r  ' o b j e c t i v e 1  cor responding  t o  t h e  no t ion  of NOM or ACC. Topic,  
s u b j e c t i v e ,  and o b j e c t i v e  markers have morphological  v a r i a n t s  acco rd ing  t o  
t h e i r  phone t i c  environments:  nun/un, k a / i  and l u l / u l .  I n  g l o s s e s ,  we 
ignore  t h e s e  v a r i a n t s ,  u s ing  nun, ka and on ly .  
As f o r  t h e  g l o s s e s  of o t h e r  languages,  we f o l l o w  t h e  g l o s s e s  used in  
t h e  s o u r c e s  ( w i t h  some mod i f i ca t ions  when n e c e s s a r y ) .  
P e r f e c t  t e n s e  is r ep resen ted  by r e d u p l i c a t i o n  of t h e  p a s t  t e n s e  marker 
- fO/a /e )ss - .  
morphologically affixed to V. In addition, C (-ta-k~)' is also amalgamated 
to V-I, as shown below.' 
(4) na-nun Chelswu-ka hakkyo-ey ha-ss-ta-ko sayngkakha-n-ta 
I -TOP -sub school-to go-~ast-em-como think-pres-em 
'tI think Chelswu went to school.11 
Under the strong lexicalist positiori, the word ha-ss-ta(-ko) ( =  gpl 
past-em(-com~)) in 13a) and (4) would project an X-head in syntax, forming 
a one-story syntactic projection (at D-structure); none of the morphemes 
has syntactic pvojection and therefore a possible clausal projection would 
be: 
VICmax 
/ \ 
N P 1  VIC' 
/ \ 
NP2 VIC 
I 
ka-ss-ta-ko where VIC represents ar, Xo 
The structure (5) in which the subject ( N P 1 )  is hierarchically higher than 
the object (NP2) is compatible with binding facts in Korean. In fact, 
Korean shows a subject-object asymmetry with respect to binding condition 
C, as shown in the contrast between (6a) and (6b). 
(6) a. Chelswli-uy emeni-ka kut-lul salangha-n-ta 
-gen mother-sub he-obj love-pres-em 
"Chelswu~'~ mother loves him%." 
We tentatively assume that the complex morpheme d a l - k ~ )  (-em-comp) lies 
under the C category. It is, however, possible that -ta- and % are 
dominated by two independent functional categories one of which is C and 
that they are amalgamaied into -ta-ko by a certain process (i.e., overt RR, 
as we will see in Section 4.4.). 
We assume, as M.-Y. Kang (p.c.) also notices, that sentence ending 
markers are realizations of C, which means that sentence ending markers 
represent the existence of CP in root clauses in Korean. When an embedded 
clause is intenrogative, an interrogative marker ( 8 )  that roughly corres- 
ponds to English whettier appears with the c~~rnplementizer &g or -nun-, as 
shown in (i) (also cf. fn. 7). 
( i )  erneni-kkeyse Chelsw-ka hakkyo-ey ka-ss-Inunya-ko/nun-ril wul-ess-ta 
mother-subH -sub school-to go-past-tw-1 ask-past-em 
"Mot.her asked whether Chelswu went to school." 
b. *kul-ka Che1swu~-uy emeni-lui salangha-n-ta 
he-sub -gen mother-obj love-pres-em 
W e l  loves Chelswules mothe: " 
Also, Korean shows Weak Cross-Over effects (cf. 7b).' 
(7) a. nwukwur-ka IIOll/cakiL/kull emeni-lul salangha-0-pnikka 
who-sub self/he mother-obj love-pres-Q 
"Whoi loves his% mother?" 
b.*{[Olr/cakii/kul] emeni-ka nwukwui-lul salangha-0-pnikka 
self/he mother-sub who-obj love-pres-Q 
HWhol does hisl mother lcve?" 
Although the binding facts in Korean are not incompatible with the 
structure given in ( 5 ) ,  there is a theoretical reason to refuse the 
structure (5) (the strong lexicalist position). V-INFL amalgamation is 
highly productive and the V-INFL zombination shows no semantic idiosyncracy 
-- a clear reason to suspect that the V-INFL amalgamation occurs in syntax 
(cf. Chomsky (1970)). There are some empirical reasons, also. First, INFL 
elements be morphologically separated from V. When V is negated or 
followed by a particle such as ( =  gnlv/jusk) or -nuQ (the contrastive 
marker), a main verb appears in its tense-neutral form ( V - u u ) , L o  without 
Korean employs the null argument represented as [ 0 1  in (7), like Chinese 
on Capanese (see Huang (1984) for an analysis of null arguments in Chi- 
nese); whether it is pro or a variable l?ft by a null Topic marker is not 
our immediate concern here. 
While the morpheme in Korean is also used as a nominalizer, in 
(8) is an allomorph of which is used to indicate the w , e - n e a  
form of V, like to in to V of English. One might suggest, based 03 (i-ii), 
that unlike English to V. is not agreement-neutral: 
(i) ka-si-(?*ess-)ki-nun ha-si-ess-ta 
go-H-(past-)to-CON do-H-past-em "[OI did gs (but ...)." 
( i i )  ka-si-(*ess-)ki-man ha-si-ess-ta 
go-H-(past-)to-only do-H-past-em "[OI only went." 
In (i-ii), the honorific marker appears both with V-kL and with the 
auxiliary verb k. We, however, assume that -si- can be duplicated unless 
V-kL is either topicalize? or clefted (cf. (91 and (12)), given the ubiqui- 
tous realization of AGR in Korean, which will be discussed below (cf. (33) 
and fn. 11). In short, we assume that V - i W d I  is tense/asl;ieement - 
neutral* 
being  morphologica l ly  amalgamated with t e n s e  e lements .  Tense e lements  a re  
a f f i x e d  t o  t h e  a u x i l i a r y  v e r b  k ( d o ) :  
( 8 )  a .  Chelswu-ka nywuyok-ey ka-kj-nun ha -e s s - t a  
-sub New York-to so-to-CON d o - ~ d - e r n  
HChelswu d i d  go t o  New York ( b u t  ... 1 .  
b. Chelswu-ka nywuyok-ey ka-ki-man ha-ess -ess - ta  
-sub New York-to go-to-only do-a&-past-em 
"Chelswu had j u s t  gone t o  New York." 
c .  Chelswu-ka nywuyok-ey ka-ci  mos-ha-ess-ta 
-sub New York-to go-to no t -do -~as t - em 
"Chelswu d i d  n o t  go t o  New York." 
The examples i n  ( 8 )  show t h a t  V and INFL e lements  a r e  morphologica l ly  
independent  and t h a t  c e r t a i n  morphemes may block t h e  s u r f a c e  morphological  
amalgamation of V d INFL e lements .  
Second, t h e r e  is evidence  t h a t  Korean employs t h e  VP node, a s  we argue  
i n  Choe (1985b).  A p iece  of ev idence  among o t h e r s  we d i s c u s s  i n  Choe 
(1985b) is t h a t  Korean employs t r a n s f o r m a t i c n s  r e f e r r i n g  t c  t h e  VF? node. 
F i r s t ,  Korean employs LT- top ica l i za t ion  (9a) and base-generated VP-topi- 
( 9 )  a .  [ t o n - l u l  p e l - k i - ~ 1  dpeci-kkyese ha-si-0-ko ( l rom Choe ( 1 9 8 5 ) )  
money-obj make-to-TOP father-subH do-H-ares-and 
[ t o n - l u l  ssu-ki-nun1 emeni-kkeyse ha-s i -n- ta  
money-obj s~end- to-TOP mother-subH go-H-ores..em 
"As f o r  w n g  v, f a t h e r  does,  and a s  f o r  ~ ~ e n d l n s  moqe :, mother 
does .  
b. [sal-ki-=I  kebvugi-ka kacang o l a y  sa- /*ha-n-ta  
l i v e  t o  TOP - - t u r t l e - s u b  most long live-/do-pres-em 
"As f o r  J i v i n g ,  t u r t l e s  J i v e  l o n q e s t . "  
I n  ( 9 a ) ,  t h e  o b j e c t  and t h e  agreement / tense-neut ra l  form of V a r e  pre-  
posedxx and t h e  a u x i l i a r y  (&) with agreement / tense  e lements  (&-si-0- 
l1 The Yrki_ i n  VP- topica l ized  s e n t e n c e s  I s  t ense -  and a g r e e p e n t - n e u t r a l .  
I f  agreement appea r s  i n  a YP-QW phrase ,  t h e  s en tence  has t h e  c o n t r a s t i v e  
meaning. (As  i n  Japanese i c f .  Kuno (1973)), t h e  Korean t o p i c  m r k e r  -nun 
is a l s o  used a s  t h e  c o n t r a s t i v e  marker . )  
( i )  t o n - l u l  pe -a -k i -nun  apeci-kkeyse ha-G-n-ta  
money-obj make-H-to-CON fa the r - subH do-H-prcs-em 
= / = I t A s  f o r  making money, f a t h e r  does.  It 
nFa the r  &g& make money ( b u t  .... ) . "  
I f  V has  a h o n o r i f i c  s u p p l e t i v e ,  t hen  V - k i  should  appear  a s  VH-ki  ( i i ) :  
( =  d o - H - w ) )  is left behind. If the object is not preposed, the sentence 
is not acceptable: 
(10) *[pel-ki-nu1 apeci-ka b m  ha-si-0-ko 
make-to-TOP father-sub money-obj do-H-pres-and 
[ s s u - k i - ~ 1  emeni-ka t 0 n - U  ha-si-n-ta 
 end-to-TOP mother-sub money-obj do-H-pres-em (cf. 9a) 
Thus (9a) instantiates a clear case of VP-topicalization. The example 
(9b), in which V is accompanied by a verbal modifier, illustrates an 
instantiation of base-generated VP-topicalization. In (9b), the verb sal- 
(live) appears both in a topicalized phrase and in a main verbal phrase; 
the auxiliary verb hgr in the verbal phrase is not allowed. The topicdl- 
ized VP sal-ki ( =  live-to) and the phrase olav sal- ( =  live lonq) exhibit 
the typical general-specific relation between base-generated NP topics and 
the subjects in the base-generated NP topic sentences shown below (alsc cf. 
Li and Thompson (1976)). 
(11) kkot-nun cangmi-ka choiko-i-0-ta 
£ 1 9 ~ - T O P  rose-sub best-be-pres-em 
"AS for flowers, roses are best." 
In addition, Korean also employs VP-clefting, as shown below.12 
(12) Chelswu-ka mayil hg-nun il-i-0-la-n [&-ko -1 i-0-ta 
-sub everyday do-comp thing-be-pres-em-camp eat-and sleep-to be-pres-ern 
"It is eating and sleeping that Chelswu does everyday." 
In (121, the V-tLL form is agreement/tense-neutral and VP is rightward- 
I 
clefted. IVFL elements are left behind with the auxiliary verb ha- (d_e), 
as in VP-topicalization (cf. 9 a ) .  
(ii) cinci-lul {tusi/*mekl-ki-nun apeci-kkeyse ha-si-ess-ta 
mealH-obj {eatH/eatl-to-CON fathel-subH do-H-past-em 
Vather did have meals (but ...).. 19
In (ii), the contrastive meaning is strohgar than the topic meaning. 
l2 Korean does not employ the &..that clefting construction but the 
pseudo-clefting construction. The Korean clefting construction allows VP- 
clcfting, as in (12), unlike the &..m clefting construction in which VP 
is not clefted (cf. Rochemont (1986)). 
These pieces of e5!idence for the existence of VP node in Korean 
obviously suggest that morphological amalgamation does not necessarily 
indicate the lack of the INFL node, as is also clear from English (13):13 
(13) a. John w_ent to New York. 
b. John did go to New York. (emphatic '4P; cf. 8a) 
c. Go to New York, John did. (VP-preposing; cf. 9 and 12) 
3.1.1.2. The C node 
In addition to the VP node, there is (theory-internal) evidence that C 
is syntactically projected in Korean even though C (cf. -ta( - ko - 1 in (4)) 
is also amalgamated into V-INFL. In Korean, the usual yh-phrases, which 
are in-situ at S-structure and move in LF (as in Chinese; cf. Huang 
(1982)), have the following properties: 
(14) a. LF-!&-movement does not obey Subjacency.14 
Reuland (1987) also argues, based on German, that V and INFL are 
syntactically independent, advocating a weak version of the lexicalist 
position. 
l4 Current studies such as J.-W. Choe (1984/87), Pesetsky (1984)) and 
Nishigaucni (1984) suggest that Subjacency holds for LF-movement. For 
example, J.-W. Choe (1984/87) suggests, by exzmining the answer patterns of 
interrogative sentences in Korean, that some apparent Subjacency violations 
are derived from the pied-piping convention (cf. Ross (1967)) in LF. 
Consider (i). 
(i) 0: [MDI [UP3 nwukwul-uy kwuliml-lul swucipha-0-nun salaml-lul 
who-gen painting-obj collect-pres-comp person-oSj 
chass-0-upnikka? 
look for-pres--BE 
n * Y ~ ~  are looking for a person who is collecting whose w o ~ k s ? ~  
A: a. [ W P ~  pichasol-i-0-( yo/??~nital n I t ' ~  Piccaso." 
b. [ W D Z  pichaso-uy k ~ ~ l i m l - i - O - { y o / ~ ~  "It's Piccaso's 
c. !UP= pichaso-uy kuwlim-lul swucipha-0-nun salaml-i-0-{yo/??~nital 
"It's a person who is collecting Piccaso's works." 
I!: the answer patterns with the formal ending marker reflect NP 
which moves in LF, as suggested in J.-W. Choe (1984/871 (also cf. Felicit) 
Principle in Pesetsky (1984)j, (ic) whould be an appropriate/felicitou~ 
answer, while (ia and b) whould be ungrammatical. The answer (ia) implies 
that NP3 in ! i Q )  moves across NP1 and NP2 boundaries in LF, violating 
Subjacency; the answer (ic) is that NP1 moves in LF, without violating 
Subjacency. As J.-W. Choe (1984/87) notes, when answers end with an 
informal ending marker a, any answer in (i) is appropriate. 
While we agree with the grammaticality ok the answer patterns with 
b. &-phrases/quantificational phrases can be linked with the anaphor 
(or the null pronominal [OI), but not with the pronoun k . ~ . * ~  
a, any answer in (i) with _Pnltra is not appropriate; when an answer ends 
with the formal ending marker a,a full verbal should be repeated. 
This fact is unclear in (i) probably because of the length of a repeated NP 
phrase in (ic), but becomes clear when we examine the answer patterns of 
simple question sentences. In (ii), the answer is not appropriate unless a 
full verbal is repeated. 
(ii) 0: ne-nun nwukwu-lul Seoul-yek-eyse manna-ss-upnikka? 
you-TOP who-obj -station-at meet-past-QH 
"Who did you meet at Seoul station?" 
A: a.??tongchangsayng-i-0-pnita 
former classmate-be-pres-emV "It's (my) former ~lassrnate.~' 
b. tongchangsayng-lul manna-ss-upnita 
former classmate-obj m e u s t - e m l f  - 
"(I) met (my) former classmate.'' 
In addition, if Subjaccncy matters, when an answer ends with snits, (ib) 
would be better than (ia). The grammaticality of the two answers is, 
however, opposite, as shorn in (ia) and (ib), if we consider the degree of 
ungrammaticality. 
Apart from Subjacency problems, the question-answer pattern, indeed, 
seems to indicate whether the pied-piping convention is used in LF. 
Consider the following data drawn fro~n E.-J. Lee (1987): 
(iii) Q: [UP [DO etisel sa-0-n sikyeyl-ka kasang ssa-0-upnikka? 
where buy-past-comp watch-sub most inexpensive-pres-QH 
*"Watches that (you) bought #here are most inexpensive." 
A: a, [PO Lotte paykhwacem-(eyse)l-yp 
"It's Lotte department store." 
b. i M P  Lotte paykhwacem-eyse sa-0-n sikyeyl-0-0-yg 
"It's a watch that (I) bought at Lotte depaxtment store." 
(iv) Q: I M P  I P D  ettehkeyl pe-0-11 tonl-ka kasang kwicwungha-0-uynikka? 
how earn-past-comp money-sub most valuable-pres-QH 
*"money that (you) earned is most valuable." 
A: a. * [ P P  pam-nac-uro yelsimhi ilha-e-sel-0-0-yp 
"It's by working hard day and night." 
b. [UP pam-nac-uro yelsimhi ilha-e-se pe-0-n tonl-i-0-yp 
"It's money that (I) earned by working hard day and night." 
The contrast between (iiial and (via) is clear even with the ending marker 
3; the contrast reminds us of an ECP effect (CED effects; Huang (1982)). 
(Note that any answer with zyg is appropriate in ( 1 ) ;  in Korean, extraction 
out of the subject position does not trigger ECP effects.) Even if the 
question-answer pattern indicates whether the pied-piping convention has 
applied, Subjace~cy effects are not observed, as we see in (i-ii) and 
(iiia). Thus we maintain the usual assumption that Subjacency does not 
apply in LF. 
l6 In fact, a variable left by a quantificational phrase does not bind the 
pronoun h in Korean. Hong (1985) independently observes this fact. For 
a discussion of the properties of binding of pronouns in Korean, see Hong 
(1985). Also see Saito and Hoji (1983) for pronominal binding in Japanese. 
There are two other types of &-phrases, which do not have the two 
properties in Korean. One is a --phrase and the other i s  a &-phrase 
linked with $ota~chev' ( =  on or the hell,) .1e ,x7 These two &-phrases 
show some Subjacency effects.la,ls 
(15) a. ??ne-nun enu-hwakai-ka kur-uy cakphwum-lul maywu 
you-TOP which-uinte~-sub he-gen work-obj very much 
salangha-n-ta-nun (*ku) sasil-lul kiekha-0-pnikka? 
love-sres-em-comp the fact-obj remember-pres-QH 
l6 The phrase totavchu is freely ordered but must appear before a wh- 
phrase construed with it and must be within a clause which contains it, as 
shown in (i). 
( i ) ( *totaychey) Chelswu-nun i (totaychey) Yenghi-ka (totaychey) w - l u l  
the hell -TOP the hell -sub the hell what-obj 
(??totaychey) po-ass-ta-kol sayngkakha-0-pnikka 
the hell see-past-em-comp think-pres-QH 
"What the hell did Chelsoo say that Yenghi saw?" 
l7 These two types of wh-phrases are discussed in Pesetsky (1984). 
Pesetsky suggests, that in Japanese, j&iat - the - h e U  phrases, like usual wh- 
in-situ phrases, are pied-piped and obey Subjacency while which-phrases ( D -  
linked wh-phrases in Pesetsky (1985) ) do not move and show no Subjacency 
effects. Pesetsky9s argument is based on the question-answer pattern in 
Japanese. However, see fn. 14 above in which we show that the question- 
answer pattern does not reflect Subjacency effects, at least in Xorean. 
la The severe ungrammaticality of (15) with the indicates that the Spe- 
cificity Condition (cf. Fiengo and Higginbotham (1981)) plays a role. 
lS If a --phrase binds & instead of in (15a) ,  Subjacency effects 
are not observed. 
( i ) ne-n~n enu-hwilkag-ka cakii-uy cakphwum-lul maywu 
you-TOP - -sub w - g e n  work-obj very much 
salangha-n-ta-nun ("u) sasil-lul k i e k h a - 0 - m ?  
love-pres-em-comp the fact-obj remember-pres-pEl 
"Which painterg do you remember I * t m 1  fact that (her) loves 
hisg work very much." 
It seems that --phrases are ambiguous: Intuitively, a --phrase can 
be ambiguously interpreted as follows: 
(ii) Ial, a2, ... . . an1 !U (iii) x = (al, a2, . . ., an1 !ail. 
I I I I 
In (ii), & is identified by each painter of the understood set of painters 
at the same time. In (iii), & is identifed by the definite set of 
painters. Thus it can be said that in Korean only cakl can have the bound 
variable reading. Even though the set of painters is limited, caki is a 
bound varlable in that there is no definlte reference for it. We assume 
that yhich-phrases may also behave like the usual wh-phrases whose propex- 
ties are illustrated in (14) (but not when they are linked with &). 
"Which painterr do you remember {me/??al fact that (he+) loves 
hisr work very much." 
b. ??ne-nun Chelswu-ka todaychey mwuet--1ul ha-ess-ta-nun 
you-TOP -sub the hell-obj do-past-em-comp 
(*ku) somwun-lul tul-ess-ni? 
the rumor-obj hear-past-Q 
"Whatr the hell did you heax I*the/??al rumor that Chelswu did 
(itl)." 
c .  ne-nun Chelswu-ka mwuet--1ul ha-ess-ta-nun 
you-TOP -sub what -ob j do-past--ern-comp 
(*ku) somwun-lul tul-ess-ni? 
the rumor-obj hear-past-Q 
"What+ did you hear (a/*the) rumor that Chelswu did (itr)." 
In (151, a (Q) or -ianikka ( H Q )  is served as the scope marker of a &- 
phrase; in LF, a &-element moves to a position in the clause that contains 
a scope marker, which is probably a realization of C. The usual &-in-situ 
phrases do not show any Subjacency effects, as shown in (15c). On the 
other hand, the marginality ( ? ? )  of the CNPC sentences in (15a and b) 
indicates that the sentences instantiate Subjacency effects, illustrating 
weak grammaticality. 
The ungrammaticality of (15a) cannot be att~ibuted to the fact that 
&-elements are linked to the pronoun (cf. 14b) since which-phrases and 
what-the-hell phrases can be linked with the pronoun . These two yh- 
phrases may bind the pronoun ky as well as the anaphor w, as shown in 
(16a and b) (cf. fn. 19).'O On the other hand, is not bound by a usual 
wh-in-situ phrase, whose ungrammaticality with ky is severe, as shown in 
- 
(16) a.  w-hwakal-ka [kui/cakirl-uy cakphwum-lul salangha-0--pnikka? 
which-painter-sub her/self~-gen work-obj love-pres-QH 
"Which painterl loves hisi work?It 
b,totavchev nwugwur-ka Ikul/cakilI-ka khu-0-ta-ko sayngkakha--0-pnikka? 
the hell who-sub he/self-sub tall-pres-em-comp think-pres-QH 
"Whol the hell thinks that he1 is tall." 
2 0  In Japanese, a yhich-phrase can also bind the pronoun bare. Peoetsky 
(1984) attributes the observation on Japanese to H. Hoji. 
c. nwugwus-ka (r;gkts/*kqsl-ka khu-0-ta-ko sayngkakha-0-pnikka? 
who-sub self/he-sub tall-pres-em-comp think-pres-QH 
"Who. thinks that hel is tall." 
The Subjacency effects in (15a and b) suggest that operator--movement 
is involved in (15a and b). The Weak Cross-Over effects in Korean observed 
in (17) below further confirm the notion that a sort of operator-movement 
must be involved in (16a and b):21 
(17) a. *kur-uy emeni-ka totaychey nwukwui-lul salangha-0-pnikka? 
he-gen mother-sub fhe hell who-obj love-pres-QH 
*"mi the hell does higi mother love?" 
b. *ku~-uy emeni-ka anu atuls-lul salangha-0-pnlkka? 
he-gen mother-sub yhich son - obj love -pres-QH 
rnWhich soqi does mother love?" 
Given that these are a-in-situ, we may suggest, assuming (14a), that the 
--phrase and the what-the - hell phrase are actually linked to null 
operators and that null operators svntacticallv move successive-cyclically. 
Another ~ ~ n t a c t i c  operator-movement in Korean that obeys Subjacency is 
rightward inversion (see Appendix 11 in this Chapter for the details):" 
Long-distance rightward inversion is possible, as shown in (18a) snd 
Subjacency is observed, as shown in (18b) (cf. (9 and 15a) in Appendix 11). 
(18) a. na-nun [Chelswu-ka ti ilk-ess-ta-kol sayngkakha-n-ta, ku chavki-lul 
I -TOP -sub read-past-em-comp think-pres-em the book-obj 
111 think that Chelswu read fhe book." 
b.?? Chelswu-ka [up  tr maul-ey nathana-ass-ta-nun (*ku) somwunl-lul 
-sub village-at appear-past-em-comp the rumor-obj 
tul-ess-tar -1-ka 
hear -past -em --sub 
"Chelswu heard I ? ' }  rumor that a ti= appeared in the village.'' 
21 With cakl or m, (17) are also ungrammatical; the following case of 
Weak Cross-Over is also ungrammatical (cf. Higginbotham (1983)): 
(i)*~k~r/caki~/[OlrI-uy emeni-ka totaychey nwukwur-lul salangha-0-pnikka? 
he/sel f -gen mother-sub the hel.1 who-obj love-pres-Q 
"Whoi the hell does hisl mother love?* 
(ii ) *{kui/caXii/[O: A !  -uy emeni-ka enu atulr-lul salangha-0-pnikka? 
he/se 1 f -gen mother-sub which son-obj love-pres-Q 
"Which  son^ does his1 mother love?" 
2 2  We argue in Appendix I1 that an lnverted phrase is base-generated and a 
null inversion-operator moves, as in relative clauses. 
The d a t a  ( 1 8 )  suggcs t  t h a t  i nve r s ion  is de r ived  by s u c e s s i v e - c y c l i c  
s y n t a c t i c  ope ra to r  movement (A-bar movement) i n  syn tax ,  obeying Subjacency.  
I f  t h e  r igh tward  i n v e r s i o n  and s e i ~ t e n c e s  with which- or  what - the-he l l  
ph ra ses  involve  ( n u l l  o p e r a t o r )  A-bar movement i n  syn tax ,  we might a s  wel l  
assume t h e  e x i s t e n c e  of CP, whose SPEC is an A-bar p o s i t i o n  and t h e r e f o r e  
p l a y s  t h e  r o l e  of a n  escape  ha tch  f o r  operator-.movement i n  t h e  c a s e s  of 
l ong-d i s t ance  A-bar movement, which is t y p i c a l  of A-bar movement, a s  shown 
i n  ( 1 8 a ) .  In  t h e  fo l lowing  long-d i s t ance  which sen tence  shown i n  (15d)  
below, i n  which t h e  SPEC of CP can s e r v e  a s  an escape  ha tch  ( a l s o  c f .  long- 
d i s t a n c e  movement i n  ( 1 8 a )  and ( i )  i n  fn .  1 6 ) ,  Subjacency e f f e c t s  a r e  not  
observed, i n  c o n t r a s t  t o  (18b)  and (15a and b )  i n  which no escape  ha tch  of 
A-bar movement is a v a i l a b l e  between o p e r a t o r  p o s i t i o n s  and t h e i r  scope 
markers .  
(15d) ne-nun Chelswu-ka anu chayk- lu l  i l k - e s s - t a - k o  sayngkakha-0-pnikk?  
you-TOP -sub which book-obj read-past-em-comp think-pres-QH 
"Which book do you t h i n k  Chelswu read?"  
To conclude,  i t  seems f a i r  t o  s a y  t h a t  t h e  Subjacency e f f e c t s  of s y n t a c t i c  
A-bar movement show t h a t  i n  t h l s  language, C p r o j e c t s  t o  form a CP which 
c o n t a i n s  t h e  SPEC of C .  
3 .1 .2.  The s t r u c t u r e  of INFL 
3 .1 .2 .1 .  [ +/-Tense I and [ +/-Agr I 
Let  u s  now d i s c u s s  ano the r  f u n c t i o n a l  ca t egory ,  INFL, whose widely- 
assumed s t r u c t u r e  is g iven  below. 
( 1 9 )  INFL - - -> [ [+ / -Tense l ,  ( A G R ) ]  1 ( c f .  Chomsky ( 1 9 8 1 ) )  
I n  ( 1 9 ) ,  t h e  meaning of [+/-Tense1 is lust a s  c o n t r o v e r s i a l  c r o s s - l i n g u i s t -  
i c a l l y  ( c f .  S towe l l  (1981;1982); Haegeman ( 1 9 8 6 ) )  a s  t h e  e m p i r i c a l  and 
t h e o r e t i c a l  meaning of AGR ( c f .  Ta ra ldsen  (1978/80) ;  Chomsky (1981;82);  
103 
Reuland (1983); Huang (1984); Rizzi (1986a); Borer (1986a and b)). As for 
the status of [+Tense], Stowell (1981; 1982) for example suggests that 
English infinitival clauses lack the morphological feature [+/-Past1 but 
must be [+Tense], having an abstract tense operator (cf. Stowell (1981;- 
41)): 
(20) Jenny remembered [PRO to lock the carl. 
According to Stowell, the tense of the embedded INFL in (20) is specified 
as being unrealized with respect to the tense of the matrix INFL. 
Stowell's suggestion claims that INFL contains tense features whether 
INFL is finite or not. Let us thus suggest, by analogy with the notion of 
tense binding in De Mey (1982), that the featur? rt/-Tense1 indicates the 
semantic dependency of tense elements and that verbal morphology (infini- 
tival or finite form of V) also indicates [+/-Tensel distinction in a 
language-specific way: The values of the tense features in INFL[+Tensel, 
which also determine the phonetic realization of INFL, are specific and 
determined independently by their own semantics while those of the tense 
features in INFL[-Tense1 are realized as generic/nonspecffic or deemed 
(partially or entirely) dependent upon a (hierarchically higher) INFL 
[+Tensel. The dichotomy of INFL[-Tense1 and INFL[tTensel in this sense, in 
fact, plays a role in syntax. For example, in English in which [-Tensel is 
realized as the infinitival form of V (to V), INFLltTenseI is a Case- 
assigner and INPLI-Tencel is not. If, as in English, both phonetic 
realization of tense elements and tense dependency indicates the values of 
tense features, then it can be assumed that the feature [+/-Tensel re- 
presents a bundle of (sub-)tense features, some of which may play an 
independent role in syntax in certain  language^.^^ 
" Chung (1983), for example, argues that in Chamorro, features like it/- 
As f o r  t h e  s t a t u s  of AGR, r i c h  ox weak o v e r t  r e a l i z a t i o n  of AGR and 
t y p e s  of agreement f e a t u r e s  (pe r son ,  number, . . )  a r e  sugges ted  t o  p l a y  a  
r o l e  i n  syntax.' '  I n  g e n e r a l ,  AGR r e s u l t s  i n  o v e r t  r e a l l a a t i o n  o f  ag ree -  
ment on ve rbs .  In  o t h e r  words, t h e  form of s u b j e c t - v e r b  agreement on a 
v e r b a l  i n d i c a t e s  t h e  e x i s t e n c e  of AGR, a s  i n  ( 2 1 a ) .  I t  seems, however, 
t h a t  t h e r e  is ano the r  type  of agreement,  a s  we s e e  i n  ( 2 1 b ) .  
( 2 1 )  a .  Thev a r e  born linsuists. 
b.  John b e l i e v e s  them t o  be born l i n w .  
I n  ( 2 1 b ) ,  even though o v e r t  agreement does not  l i n k  a  s u b j e c t  and a  verb ,  
t h e r e  is some form of agreement -- agreement dependency between s u b j e c t s  
and p r e d i c a t e  NPs ( s u b j e c t - p r e d i c a t e  agreement ) ,  which is probably  o v e r t l y  
r e a l i z e d  i n  ve ry  r e s t r i c t e d  environments .  Given t h a t  some n o t i o n  of 
agreement a p p l i e s  bo th  t o  ( 2 1 a )  and t o  (21b)  s en tences ,  l e t  u s  sugges t  t h a t  
t h e  s u b j e c t - p r e d i c a t e  agreement i n  (21b)  is a  r e a l i z a t i o n  of 1-Agrlz5 and 
t h a t  t h e  s u b j e c t - v e r b / p r e d i c a t e  agreement i n  ( 2 1 a )  i s  a  r e a l i z a t i o n  of 
[ tAgr1 .26  I n  o t h e r  words, INFL a l s o  c o n t a i n s  a bundle of asreernent 
Mood1 p l a y  a  r o l e  i n  syn tax .  
2 4  For example, r i c h n e s s  of o v e r t  agreement markers may de termine  pro-drop 
parameters  ( c f .  Tara ldsen  (1978/80);  Chomsky (1981; 19821; Rizz i  ( 1 9 8 6 a ) ) .  
For p a r t i a l  appearance of p ro  acco rd ing  t o  t he  cho ice  of person and number 
f e a t u r e s ,  s e e  Borer (1986a)  f o r  Hebrew and Hale and McCloskey (1984) f o r  
I r i s h .  K o r n f i l t  (1984)  a l s o  shows t h a t  Turk ish  has two k inds  of AGR:  One 
t h a t  l i c e n s e s  pro  and one t h a t  does n o t .  
21 The idea  t h a t  [-Agrl i n  INFL[-Tense1 r e p r e s e n t s  a  type  of agreement is 
confirmed i n  ( i ) .  PRO i n  Eng l i sh  has a  d e f a u l t  va lue  [ + s i n g u l a r 1  (m) and 
s u b j e c t - p r e d i c a t e  agreement appea r s .  
( i )  I t  is d i f f i c u l t  t o  c r i t i c i z e  I o n e s e l f / ~ o n e s e l v e s l .  
I n  d i f f e r e n t  languages,  PRO t a k e s  d i f f e r e n t  d e f a u l t  va lues  of number 
agreement ( c f .  R izz i  ( 1 9 8 6 a ) ) .  Whether t h e  va lue  [ + s i n g u l a r ]  f o r  s u b j e c t -  
p r e d i c a t e  agreement i n  a  s p e c i f i c  language is obta ined  through INFL or  
through t h e  d e f a u l t  va lue  of p ro  which b inds  PRO ( c f .  E p s t e i n  (1984) ;  R izz i  
(1986a) ;  a l s o  c f .  Borer (1986b) )  Is a  d i f f e r e n t  i s s u e .  
26 Note t h a t  t h e  n o t i o n  of [ tAgr I  is v i r t u a l l y  i d e n t i c a l  t o  t h a t  of  AGR i n  
a  u sua l  s e n s e  i n  t h a t  both of them a r e  r e a l i z e d  a s  s u b j e c t - v e r b  agreement.  
Given t h e  r i c h  f u n c t i o n s  of AGR d i s c u s s e d  i n  t h e  l i t e r a t u r e ,  we assume t h a t  
features, which is divided into at least two groups according to the type 
of agreement. J f  that is so, INFL contains at least two different kinds of 
bundles of features: 
By suggesting (22), we take agreement features as oasic contents like 
tense features in ciauses since we do no+; consider [-Agrl as the lack of 
agreement but rather as the lack of subject-verb agreement. We thus 
predict at least four variants of INFLnZ7 
The verb form in (21a) above illustrates the case of (23a) and that in 
(21b) the case of (23d). (21a) shows morphologically-overt and sernantical- 
ly-independent tense on verbs ([+Tensel) and both subject-verb and subject- 
predicate agreements ([tAgrl), but (21b) shows no morphologically-overt and 
semantically-independent tense on verbs ([-Tensel) and no subject-verb 
agreement ([-Agrl). 
It has been assumed that clauses are [+Tense1 if they have overt 
agreement on verbs, but that they are [-Tensel, if they do not (no AGR). 
Nevertheless, there have also been some discussions that show that this may 
not be the case. For example, Portuguese employs inflected infinitives 
(INFL([-Tense,+Agrl))2a in some restricted environments (cf. Raposo (1987)) 
[tAgrl (but not C-Agrl) is part of AGR; if INFL contains [tAgrl, it 
contains AGR, but not necessarily vice versa. 
2 7  Similar views with notational and empirical variations can be found in 
Reuland (1983), Haegernan (1986), and Raposo (1987). 
Reuland (1983) also argues that the -inq in NP- construction in 
English is 2 realization of INFL[-Tense,AGRI, which is interpreted as 
INFL[-Tense,-Agri here. In Reuland, the existence of AGR in the -ins 
construction is, however, based on other theory-internal facts (under the 
assumption that AGR is [tNI (cf. Chomsky (1981))), and not on overt 
agreement realization. 
and t h a t  t hose  i n f i n i t i v e s  which occur  wi th  o v e r t  agreement may a s s i g n  NOM 
t o  t h e  s u b j e c t  ( s e e  Sec t ion  4 . 1 .  f o r  d e t a i l s ) :  
# ( 2 4 )  a .  [ IP E l e s  a p r o v a r m  a propos ta  1 s e r i  d i f  i c i l  . 
t o - a ~ ~ r o v e - A m  t h e  proposa l  w i l l  be d i f f i c u l t  . 
b. s e r f  d i f  fc i l  [ IP e l e s  a p r o v a r m  a  p ropos t a l  . 
' ' I t  w i l l  be d i f  f i c u i t  tbev $o-~DDIov~-AGR the  p roposa l .  
( c f  . ( 2 7 )  i n  Raposo (1987 ) 
The second example of a n  INFL[-Tense,tAgrl i n s t , a n t i a t i o n  comes from 
Berber .  I n  Berber ,  t h e  t e n s e - n e u t r a l  form of a  ve rb  ( t h e  ( A o r ) i s t  tense  
form) appea r s  i n  c o o r d i n a t i o n  and c o n s t r u c t i o n s .  I n  t h e  second con junc t  
of c o o r d i n a t i o n  c o n s t r u c t i o n  ( c f .  25a) and i n  a  c e r t a i n  c o n s t r u c t i o n  i n  
which an  embedded V t a k e s  t h e  f u t u r e  marker & ( c f .  2 5 b ) ,  a ve rb  i n  a  
second con junc t  ( 2 5 a )  and one i n  an  embedded ve rb  (25b)  appear  i n  t h e  form 
of A o r i s t  t e n s e :  
( 2 5 )  a .  Y-ttcu Mohand aysum t - e t t c  aghrum 
3.m - a t e  meat Z s - e a t ( A o r  1 bread 
"Mohand &g meat and T i f a  a& bread ."  
b. Y-bgha Mohand ad y - g h e r s  Y id i r  i t i x s i  
3ms-want Fut  - t h r o a t ( A o r )  t o  sheep  
"Mohand wants I d i r  t o  k i l l  t h e  sheep ."  
( f rom Choe (1987a;125); a l s o  c f .  Guersse l  ( 1 9 8 5 ) )  
The v e r b a l  form wi th  t h e  A o r i s t  t e n s e  is t e n s e - n e u t r a l  and i t s  t e n s e  
depends e n t i r e l y  on t h e  t e n s e  i n  t h e  f i r s t  con junc t  of c o o r d i n a t i v n  
c o n s t r u c t i o n  or  on t h a t  i n  t h e  ma t r ix  t e n s e .  Thus acco rd ing  t o  our 
c r i t e r i o n ,  t h e  A o r i s t  t e n s e  is [ - T e n s e l .  Neve r the l e s s ,  t h e  A o r i s t  t e n s e  
t a k e s  agreement e lements ,  and a s s i g n s  Case t o  s u b j e c t s ;  o v e r t l y  r e a l i z e d  
s u b j e c t s  appear  i n  t h e  second con junc t  and i n  t h e  embedded c l a u s e  i n  (25). 
These c r o s s - l i n g u i s t i c  d a t a  sugges t  t h a t  INFLl-Tense,+Agrl may be one 
of t h e  INFL v a r i a n t s  and behave d i f f e r e n t l y  from INFLl-Tense,-Agrl and from 
INFLI+Tense,tAgrl: Because i t  is [ -Tense l ,  i t s  t e n s e  is dependent ,  u n l i k e  
INFL[ +Tense, +Agr I ;  because i t  is [ +Agr I ,  u n l i k e  INFL[ -Tense, -Agr 1 ,  i t  may 
a s s i g n  Case exc lud ing  PRO, a l lowing  pro  i n  t h e  s u b j e c t  p o s i t i o n  ( see  
S e c t i o n  4 . 1 .  f o r  Portuguese d a t a ) .  The d a t a  a l s o  sugges t  t h a t  [ t A g r l  
( =  A G R )  makes INFL a  ( p o t e n t i a l )  Case-ass igner ,  r e g a r d l e s s  of t h e  va lue  of 
t h e  t e n s e  f e a t u r e s .  
A s  f o r  t h e  f o u r t h  type  of INFL -- INFL[+Tense,-Agr3, t h e r e  is one 
i n s t a n t i o n  d i scussed  i n  t h e  l i t e r a t u r e  t o  our knowledge. Haegexan ( 1 9 8 6 )  
c l a ims  t h a t  Flemish i n f i n i t i v e  c l a u s e s  headed by c e r t a i n  p r e p o s i t i o n s  such 
a s  mee (with) c o n t a i n  INFL[+Tense,-Agrl: 
( 2 6 )  a .  Mee i k  da t e  zeggen hee-se d a t  hus gekocht  
wi th  I t h a t  t o  s a v  has-she t h a t  house bought 
ItBecause of my say ing  t h a t  she  has bought t h a t  housev 
b. Mee PRO da t e  zeggen hee-se d a t  hus gekocht 
wi th  t h a t  t o  s a y  has-she t h a t  house bought 
c. Mee dan -k ik )  da geze id  heen, hee-se d a t  hus gekocht 
wi th  t h a t - I ( 1 )  t h a t  s a i d  have, has-she t h a t  house bought ( c f .  (1) 
and ( 3 )  i n  Haegeman ( 1 9 8 6 ) )  
With gw- ,  t h e  s u b j e c t  may be e i t h e r  an  o v e r t  NP ( 2 6 a )  or  PRO ( 2 6 b )  o r  t h e  
phrase  can a l l o w  a  f i n i t e  v e r b  ( 2 6 ~ ) .  Even though ve rbs  appear  i n  t h e  
n o n i n f l e c t e d  i n f i n i t i v a l  form both i n  ( 2 6 a )  and i n  ( 2 6 b ) ,  Haegeman a rgues  
t h a t  t h e y  d i f f e r :  An i n f i n i t i v e  c l a u s e  wi th  a n  o v e r t  NP s u b j e c t  ( 2 6 a )  is 
much c l o s e r  t o  a  f i n i t e  c l a u s e  ( 2 6 c )  t han  t o  a n o n f i n i t e  c l a u s e  wi th  PRO 
(2Gb). The t e n s e  of i n f i n i t i v e :  i n  (26b)  i s  c o n t r o l l e d  by t h a t  of t h e  
ma t r ix  c l a u s e .  On t h e  o t h e r  hand, t h e  i n f i n i t i v e  form of a ve rb  i n  ( 2 6 a )  
a l l o w s  a  t ime-adve rb ia l ;  t h e r e  is a  t ime- loca t ion  independent  of t h a t  of 
t h e  main c l a u s e ,  l i k e  f i n i t e  c l a u s e s ,  a s  shown i n  (27b and c ) .  
( 2 7 )  a .  K-heen vee ge ld  verd iend  mee PRO ( k g i s t e r e n )  g a z e t t e n  t e  verkopen 
"I have much money earned  wi th  PRO ( y e s t e r d a y )  newspapers t o  s e l l . I t  
b.  Mee i k  da g i s t e r e n  t e  zeggen hee-se d a t  hus gekocht  (PAST) 
With I t h a t  y e s t e r d a y  t o  s a y  &-she t h a t  house bouq& 
c .  Mee i k  da g i s t e r e n  t e  zeggen goa-se d a t  hus kopen (FUT) 
With I  t h a t  yg&g~&~ t o  s a y  qaes-she t h a t  house ( ( l l a  and b) 
and (3.2) from Haegeman ( 1 9 8 6 )  ) 
In ( 2 7 a )  w i t h  PRO, temporal  a d v e r b i a l s  are  n o t  a l lowed,  while  i n  (27b and 
C )  wi th  o v e r t  s u b j e c t s ,  temporal  a d v e r b i a l s  may be used independent  of t h e  
tense of the ratrix clauses. B u d  on this piece of evidence, Haegemn 
suggests that Flemish my erploy IMFLIt%nse,-Agrl, which my assign NW to 
the subject, If she is right, we have all the instantiations of X W P L  In 
(23) 
However, under our assomption of the featurea I-Tenae) and t-Agrl, 
IHFL in (26a and b) and (27) is I-Tense,-Agrl but not [+Tense,-Agrl,sO 
slnce a verb is realized as the infinitival form. One m y  suggeat that 
Haeqeurnls data show that there are two types of SHPLI-Tense,-Agr l . In 
fact, there seer to bs a small n-r of different instantiations of I N K  
I-Tense,-Agrl cross-linguistically: In English, in addition to the inflni- 
tival form In (Zlb) which instantiates IWFLt-Tense,-Agrl, there is one nore 
instantiation of IWKI-?erne,-Agrl in small clauses whose XMFL Is not 
phonetically 
(28) I consider them born (linguiats/~a born linguist). 
Whether INFL is phonetically zclalizad or not, subject-predicate agreement 
1s observed, as ahom in (28). This suggests that INFt in smlL clauses 
is t-Agrl, like IWtt in (2lb). 
One exalple of I~ttPense,-hgrl my corns from ilp(parat1ve clauses: 
(1) (Boys!) Be alllbltiow! 
8ince ws define INRI-mnsel as dependent upon INlW+Tensel, we euggest 
that i r a t l v e  clauses contain IHFLI+Tensa, -Agr 1, since the dependency of 
tense is not found in (I). Mowaver, I NFLl+Tsnse,-hgr 1 need not assign HW 
to the subjectj it m y  be that it asadgns Vocative Case to the subject 
since the subject can o ~ t t l y  be realized. 
Ilaagemn (.1986) also notes that the infinitives in (27b and c) always 
-ray e factive inpllcaition, Another piece of evldence she provides to 
show that IWIL In (26a) ts (+tenme,-Agrl la that infinitives with PRO may 
not have the focus mrker f;at but those with overt subjects do, as in 
f inita clauses, These propsrcties, h m w r ,  my not nacseearily be amo- 
ciated with the feature [+Tense). 
See Lasnik and bait0 (to appear) for a theory-lnterml argumnt for the 
existem of IlWL in s m l l  alauaen. See also Ritagaua (1985) for argwrants 
that small clauaes are in fact Ceca. 
It seem that IWPL in small clause8 and IIFL in infinitival cPauaes 
differ in BORE respects Dn Bnglish. Flrst, aententlal adverblals are not 
possible in (29a) uhile they are possible in (29b). 
(29) a. I consider him (very) happy {*at this aasrent/*at hom/*for this 
reason). 
bn I consider him to be (vary) happy {st thle meent/at home/ for t h i s  
reason) . 
In #mall clauses, nensententlal adverbials like are allowed, but not 
sentential (temporal/locative/cauaal) adverbialaDaz In addition, the 
partial independence of terrporal elewnta, as we aea in Pleniah data, is 
observed only in clause8 with overtly-realized INPL[-Tense1 (aloo cb. 
(30)  a. I remrrbared this morning to lock the car today. (future) 
b. I remeRbsraQ this morning locking the car yesterday. (past) 
c. *?his morning, I considered him happy today. 
d. *This m~rning, I conalhred him happy yesterday. 
Suppose that there are t m  kinds of INFL([-Tense,-Agrl): One contains 
enough syntactic fentaren to be an X-head in syntax, but lacks some 
features (eay, which licenses sententla1 adverbial8 including 
temporal ones, while the other (I-Tense,-Agrl wlth the feature !+A)) has 
those charactcriatica whicb.licenee sententla1 ad~erbials.~~ In addition, 
Ken lale (p,c.) has painted out to us that when adverblals have so= 
contrastive manings, as in ( I ) ,  they appear under the scope of small 
claus~s. 
(i) a. I consider him happy at holm and sad at the office. 
b. I found him energetic insthe morning and aad in the afternoon. 
c. Today, I considered hlm happy in the wrning and sad in the after- 
noon. 
We have no explanatlon of the contrast betmen (29) and ( f )  (also cf. 
(30)); we only speculate that predicates with adverbial8 such as 
my form idiomatic VP axproasions in certaln focus environmnts such 
as (1). 
One m y  sugga~t that M e  existence of the feature [+A1 also triggers 
certain differant seaantlu between the clause In (29B) and that In (29e): 
the event reading veraw Ma property readlng ob a clause. 
Uhen (29) is peseivlteb, to appears and adverbials are alao possible 
a m l l  clauses in English ahto show different degrees i n  allowlng hg (cf. 
fn. 61 i n  Section 3.3.). 
(31) a. I consider hlm I*bab happy. 
b. I mke him 133ba) happy. 
c. I let him (be) happy [due t o  Richard Kape (p.c. )). 
Interestingly, these small .clauses i n  (31) show different degree of 
grallraticallty when adverbs are i n  the scope of am11 clausee: cP. 
andl also ef. (29b)).'" T?m-facts In (31) also suggest that there are a t  
least  two types of ICW!,f-Tense,-Agr1 i n  am11 clauses: IMFL w i t h  and 
without [+A]. 
T h  props t ies  of these two clausea containing INFLI-Tense,-Agrl 
( i n f i n i t i v a l  clauses and small clauses versus small clauses) i n  m i a h  
parallel those of Flemish data. By analogy with the Bngliah facts dia- 
cussed above, m suggest %hat i n  Flemish, the infiinitival form of V Inetan- 
t i a t e s  two types of IWLf-Tense,-Agrl, one with, one wlthout the feature 
[+A). Then, the following cases of Illlrtf-Tense,-Agrl represent oaivereaPly 
significant types of IUPL i n  addition t o  (23) and we leave the question of 
d e r  the scope of the embedded clause; the scope ob the adverbial6 i n  ( l a )  
l a  arbiguous. 
(1) a. John ms considered , t o  be happy ta t  t h i n  mmemt/peterday/for thir!  
reason). 
b. *John uan considered happy {at  th i s  ro#nt/yesterday/fon th is  
reason). 
The contrast between ( i a )  and ( Ib)  confirm thu assumption that phonetic 
realization indicates the contents of tanas e l e ~ n t a  i n  IWL, en ora 
suggest; when Qo aapparm, IWL~-Tenae 1 licenses {aentential adverbs 
containing the feature (.+&I; when no overt ranliaation ~f IlOIrE appeara, 
IMFLI-Tenael does not licewe adverbs containing no [+A1 feature. 
'. l a t e  also (31a) but not (3fb and c )  does not allow a verb dn the em11 
c laws : 
( i )  *I consider hlrr sleep a l l  day. 
I t  my ba that so# weak EU?L dm8 not tend t o  afford main IW,-NI elements. 
esrphrical instantiations of I#FLt4Panse,-Agrl open for further research 
(but cf. in. 2 9 ) .  
3.1.2.2. I+Agrl i n  Korean 
The existence of AQR in Oriental languages has bean blamiaeed i n  the 
l i terature (Rwng ( 1 9 8 0  for .Chinese, D.-W. Yang (1985.) for Roman, and 
Baito (1985) for Japanese)) for some obvious reasons; these lang@agee l a c k  
overt Bnglish type agr-nt morphology (especially i n  person end In  
gender). I t  seem, hamver, .that Korean exhibits sora realimtlon oP 
agreemnt, which play8 a tole i n  Korean syntax Pn the sem way as In other 
languages i n  certain spacffic .mnntractions: 
A(JR i n  Korean appears t o  dtffer  from that  i n  Bnglish i n  I t s  real1z.a- 
tlon in that it my f a l l  t o  occur on the v e ~ b a l  aorphoBogy. Mthough the 
(p)erson and (g)ender of AdR never show up i n  Kotean (Hots that (g)enbr  
never sham up i n  Mglish, either 1, (n)umber of A6R optionally shows up a8 
a but not on the wrbal mrphology, as  shorn i n  (33Ibs0 
(33) a. nahi-tul-la cal(-j;pl) ha-can-ta 
you-pl-sub mll-pl  do-past-em 'You(pl) did 
b. ikes-tul-ka k k a y k R t m ( ~ )  ha-0-ta 
thane-aub clean-pl do-pres-ea aTheae are clean.* 
c. Lutul-La caymi (-m) po-lo(-m) naka-8s-ta 
they-sub f un-pl b e - t o - p l  go out-past-am 
'They went out tp haw fpg.m 
d. (i) katul-nun o-hi-w-nun ha-ens-ta 
thy-TOP co#-to-pl-CW do-past-em 
aThey bid come (but...)* 
( i i )  Chelswu-ua Yenghi-ke wit t t e n a - c i ( - u )  an-ass-ka 
-and -sub yet leave-to-pl not -past -em 
mChelsw and Ysnghi did not yetam 
s6 Bong f 1975) also noticea-the ublquiQow appearance sf the plural maker= 
a i n  Rareean. & shown in-(33c), can be duplicated. 
a. Rutul-mn Icakitul-ka ttokttokha-O-ta-b.,l-U aayngkakha-n-te 
They-rOP theaselves-aub intelligent-pres-em-cow-pl think-pras-em 
a?hey think they are 
f. nehl-tul, changso(-m) ha-cla 
You-pl -(N)-pl do-Illlp nYou(pY ), clean up (your placea) ! 
tihen the subject is plural, the plural marker -tul is afflxed to 
an adverb (33a), an adjective (33bb, a norn or the tense neutral form of V 
(V -cP /U )  (3-lc and dl-ill, a mqlerwlntizer (33e1, or an N of denoalnal 
verbals (Ndo) (33f). Evar though the reallzation of nulaber agreemnt is 
apparently ubiquitous, the domain of its realization is clause-boundled. 
The plural marker may fail to occur across a clause, aa shown in (34). 
(34) *Chelsuu-ke (kutul-ka ttena-8s-ta-kol sayngkak-tul ha-n-ta 
-sub --nub leave-past-ea-cow think-pl do-prau-em 
nChelsuu thinks that they left.* 
In Korean, there is alao honorific aqreenent, which is obligatory in 
(moderately) formal speech. The honorific marker ia affixed on the 
verbal The relevant e x a l e a  are in (35).am 
It is usually a m s a  not to be ayntactic, but we suggest that it is 
syntactic and that its value is optionally chosen in the Lexicon and 
checked at PI by pragmmtic factors, e.g., the poaition In a soclaP hienar- 
chy, family relation, or a p  with respect t o  the speaker. 
am The case marker is an honorific form of the subjectlvc marker &. this honorific f a r s  of !4W may lndicate that WOn 113plias egreemnt 
(cf. Zaenan, Hailing and Wbralnaaon (1985)) .  H o w m r ,  agreement my oot 
i q l y  MH assigtmnt (cf, Choraky (1981), as wa nee in polite imperative 
sentences (1) and in s e n t a m s  taking dative subjects ((ii), inversion 
sentences in relational g r u m r i a n  term). 
( i ) wmapg-nlrtul, tul-e-tu1 o-si-pal yo 
teacher-ti-pl enten-to-pl come-H-emH 
mTeachers, pleaae come inlm. 
(11) a. koa-tul-eyhey-nun ayceng-tul-ka philyoha-0-ta 
o r p h a n - w - W W  affection-pb-sub need-prase-em 
aOPphans need affe~tion.~ 
b. senaayngnirkkey cip-La philyona-si-0-ta 
tarcber H - r n  house-ob) need-H-pros-em 
m(Oor) teacher neads a houea.* 
The dative marker aluo has an honorific form: -kaQyt Korean does not 
have the honorific form of the objective marker *. 
(35) a, apacl-kkeyae clp-ey o-d-ass-te 
father-rn home-at corrs-n-pat-em 
'(My) father has come how." 
b. aansayng-nlm-kkeyae tal-a o-d-eaa-ta 
teacher - H - r n  anten-to corn-u-past-em 
"(My) teacher c a w  in." 
Bven though only -1- but not -tul appears on the verbal mrghology, 
it 13 fair to assume that Korean has soas ayatea of agreement; IWL 
contains all the agreeaant features of t+Agrl but has a weak or defective 
agreerant system wlth reapoct to ita realization (whlch ia also ublguitous; 
cf. (33) and fn. lo), Although the realization of agreement la optional 
(and ubiquitous), agreemnt is obligatory; when the subject la singular and 
nonhonorlfic, neither *nor is allowed, as shown In (36). 
(36) a. *Chelsuu-ka lbmyok-ay-tul La-ass-ta 
t-pll -sub -to-pl, go-past-em 
aChslsuu went to Hew York.* 
b. *Chelsuu-la Uurtyok-ey ka-sl-ass-ta 
[-HI -sub -to go-H-past-am . 
Only & appears on the verbal mrphology, but wa conalder the partially 
or fully ubiquitous realisation of or a as a corbinad zaalixatlon 
of subject-verb agreement and sabjwt-predicate agraamnt. In other worde, 
WB consider the plural mrkar a and the honorific marker -151- are 
realizations of [+AgrJo kl-ow, we wlll show that I4Agrl in Korean in our 
sense makes IWnt-Tenas: a-..Case-assigner an8 therefore a governor of the 
subject, as In Barber or Poctugwaa. Our dlacusaion will therefore confirm 
that rfPr and & are indeed raalixatlons of [ tAgr 1 and not of I -Agr I .  
3.1.2.3. Propartlee of I=[-Tenae,tAgrl in Rorean 
It s o e m  that IUPLttTamel is alrsslps [tAgrl. But INPLI-Tansel In 
Korean can also be ItAgr). Korean kaa certain inflnitlval constructions in 
which an eabedded V is the. tense-neutral form of V (V-bi/&), aa e h o m  in 
(37).  
(37) a. kulim-ey aitul-ka hurqmi-lul kaci -ki-lan 
painting-to intereat-obj --&-an for 
tangyenhan il-1-0-ta 
natural matter-be-prea-em 
for t s  an w e a t  In that is natural." 
b. altul-ka ilccfkk llena-ki-ka mywu elyep-0-ta 
early &D-to-aub very difficult-prea-ertt 
to ant.up_aatlv ia very dlffi~ult.~ 
If in Korean, the reallzatlon of [tAgrl la optlonal in the case of number 
agreerent, as shown in (33), IWLI-Tenael la awiblguoua with respect to the 
feature [t/-Agrl when no overt agreement appears. There ia indeed evidence 
that INPLt-tansel can be IiAgrl: 
In (37), overt erbedded subjecta appear with subjective markers, and 
therefore [tAgrI (a bundle of certain agreemnt feature81 i8 present to 
assign Case to the subjtmt, although [tAgrl ia not overtly reallzed. W.a 
thos predict that avert a g m e m n t  can appear in (37), and this prediction 
is borne out, a8 we aee below: 
(38) a. Rulim-ey ai-tul-ka hunglal-tul-lul kaci-ki-lan 
painting-to child-u-sub interest-a-obj haye-t~-as for 
tangyenhan il-i-0-ta 
natural aatter-be-pren-sr 
nAr, for u n ' s  an intetest In that 1s 
natural. 
b. ai-tul-La ilccikk-tux ilena-ki-ka mywu alyep-0-ta 
chi Id-pl-sub ear ly-pl_ mt up-tp-nub very difficult-prea-em 
upor to sat is very diffi~ult.~ 
When a subject Ba (thonorificl, the honorific marker =& also appsara. 
(39) erani-tol-kkeyse plt-ey hungmi-tul-lul keci-si-kf -1an 
mother-pl-m caoking-ut interest-pl-obj have-B-to-as for 
tangyanhan 11-i-0-ta 
natural matter-be-prea-er 
for mothers's taking as interest in cooking, that la natural." 
fie overt reallzatlon ob agreement ahown in (38-9) auggeats that the 
erbeddsd IN!%[-tenael in 0 7 )  ia ItAgrl; it also explaina the appearance of 
overt subjects under the government dorraln sf IIIPLt-Pansel. 
There are nore constructions with IHFLt-Tenee,tAgrl. Conaider the 
ltorean axarple (lob), corrasponding to an obligatory control sentence in 
Engllah (IOa; cf, W l l l i a ~  (1980)). 
(40) a. triea I PRO& to leave 1. 
b. ChelauuI~/*j)-ka ~~IO~~/(tu~/cakl~)-kal~ ttena-lye-kol nolyekha-eas-ta 
-8th he/self-8th leave-Inf-cow try-gass8-am 
In (do), although the a d d d a d  I # n  is I-Tensel, an overt HP subject is 
The matrix verb. d m 8  not govern the embedded subject since the 
objective mrker is m t  allowed for the edxdded subject. 
(41.) *Qlelsuu-ka I (ku/cahil-lul ttena-lye-kol nolyakha-ass-tar 
-sub ha/self-ghi leave-!nf-cow try-pasas-em 
The overt appearance of the e M e d  subject suqgests that In (IOb), IWL 
is [tAgrl. lh then predict.tRat overt agreement is possible in (40b) and 
the prediction is borne &, an shown in (42).40 
(42) a. ku sensayng-nlm{~/*~)-kk~~e t t18l~/tku-pwun~/tang~ln~-ka)) 
the teacher-R-m 
ku haksayng-ltal palun kil-m intoha-ai-lye-ko nolyakha-si-ese-ta 
It seems that overt IIP's in erbedded clauses (I-)) are eaphaslxed 
or sometlrss h a w  the contrastive meaning. Thus one right think that overt 
NP's in the trbedded clausss are not real subjccta but erphatic ones, aa in 
(1): 
(1) Cbels_arn-ka --La ku enehakchayk-lo1 sa-as-ta 
-sub self-nab the lingairtics book-obj buy-past-sr 
nChelswu himelf bought the 1ingt;iatic book. * 
Hmver, only bat not behaves as an slrPpRatlc expression: 
( 11 ) *-La &-La mehakchsyk-lul sa-as-te 
-sub be-sub lingaistica W - o b j  buy-past-ea 
In addition, even then an embedded clause is finite, a repeated non-R- 
expoesslon, in general, baa a m  contrastive or e@uatic maning in Korean. 
(iii) Chelswr-non I{ku~/cQdtP~)-La Ienghi-lul go-ass-ta-to1 sayngkekha-n-te 
-rOP he/sel f -sub -obj sea-paat-em-coq think-prea-er 
nChul~rm thinks that he (himeelf) saw Yenghi. a 
T h w  we conclude that thr 4-1 in (4Ob) are aubjacts which are 
assigned MOHO 
40 As noted also in D.-W, Yrng (1905), juat an PRO should be coindexed with 
J& in (IOa), so an a w e d  subject in (4b)b) should be coindexed wltk e 
mtrlx suject uhether it is-null or im filled with an UP. This fact leads 
as to muupact that an obli~torlly 'controlled@ argumnt I8 not univareally 
PRO. dee Borer's (1986b) of amphoric AaR for an approach to 
(obligatory) control, whiab rpplias to overt subjecte (i.e., 1M3R governing 
them). Also see Chw and )blvold (in prep.) for aome dlscuaaion on (40b) 
under a certain theory of mntrol. 
the student-sbj nlght roa8-to-guide-H-Inf-cow try-M-paat-em 
@The teacher tr ied to  lead the student lnto the nlght path." 
b. Chelawu-wa Yenghi(r/*j?-ka I([O)~/(kutul~/cakltulr-ke)) 
-and -sub they/aelves-sub 
pwuaonlm-lul msi-lye-ko nslyekha-ass-ta 
parents#-obj aerva-InP-coq try-pat-en 
@Chelawu and Yenghi tr iad t o  serve (their) parents." 
One type of cauaatlve/amll clauac i n  Korean in whlch BCn takes glace 
also contains IWPt( [-'fennel) b4at4= 
( 4 3 )  Chelawu-ka taltul-lul tul-a o-0-key1 ha-ens-ta 
-sub children-obj 1- - - - do-paat-cr 
mChalswu caused w e n  t o  -.@ 
I n  (13 ) ,  the errbsdded V mast be tense-neutral (V-{dg/Ql), which is glossed 
a8 (1nf)initive. With paat tense ItTensel, the sentence ia not g r a m t i -  
cal, aa ahom below: 
f 4 4 )  *Chelawu-La Xenghl-lo1 ttena-sa-hay ha-eaa-ta 
-sub -ob j leave-&- do-past-em 
@Chelawu c~uaed Yenghi t o  leave.@ 
Although an embedded subject.takcs the objective Case marker, agreemnt can 
appear i n  the causative c ~ r o c t l o n ,  as  we see 
The appearance of the  col~plellsntirer (*) i n  causative clauses 
suggests that although BCH takes place i n  cenaatlve cXauaes, causative 
verbs select CP (but not an IP or XP coraglerrent; cf. Stowell (6983); 
ehwsky (1986b)). I n  Section 4.1., va auggeat that what musea gCn i n  
causative clauses or In BM envlromnta In both lmgllah and Korean ( i n  
fact  cross-linguistically) Is C-to-V or C-to-I RR i n  ayntax. 
For traditional Korean grarparians, rh4y 1s assunad t o  be an adverblal 
marker (cf. Chol (1935)), & shown i n  'the exalgles below: 
( I )  pankap-bpy phenci-lul pet-ass-upnlda 
happy-ly letter-obj recslwe-past-em 
" ( 1 )  received (your) le t te r  w i t h  pleasure.@ 
( i i )  Yachay-La 1 LOB-cyse slngalngha-pGy sala-n-ta 
vegetablaa-sub t h i s  place-at fsreah-ly grow- pram-em 
wVagetablss grow fresh hers." 
However, when 10 e In the cauaatlve construction, it l a  also 
asaurad t o  be a c ~ p l e w n t t r s r  (cf. I.-8. Yanq (1972) for  examle). We 
w l l l  a ss tm without rrgorsnts that rhqll i n  (43)  (and i n  (1-i1)) la a 
conplersntizer which heads a small clause (cf. Choa ( i n  progrese)). 
Mess examples suggest that aigreemnt doen not Imply UW a a s i g m n t  (cf.  
fn. 38). 
(45) a. Chlswu-ka ku halmni-lul caki-call-ey eneu-sf-key 
-sub self -seat-at ait-&-cow 
ha-e-tall-ess-ta 
do-Inf-bnH-past-am 
mChlawu caused the grandnother to sit in hia seat." 
b. Chelsw-Re ku aitul-luf tul-e-tul o-0-key ha-ess-&a 
-sub c m - P n X - a  corn-In%-cmq d * ~ - ~ a & - e n  
mChelawu caused the children to corn in.R 
Again, we predict that tlua embedded subject can have the subjective parken 
and thls ia the case, aa ahown below: 
(46) 
a. Chelawu-La ku balrwni-kkeyse caki-cali-ey ancu-81-key ha-e tuli-eae-ta 
-sub tha grandmother-rn self-aeat-in sit-ti-cow do-Inf knH-past-am 
nChelswu let the grantbthsr sit in his seat.@ 
b. Chelawu-ka ku aitul-ka tul-a-tul o-0-key ha-eas-ta 
-sub the c h i l d - a - w  cosra-fnf-lgh corn-Inf-cow do-p~t-em 
mChelswu let the children come in." 
These Korean a m 1 1  clauae data confirm the idea that INFL[-Tense1 in an 
ehsdded clause of causative construction with =b is [fAgrl. Thus 
causative construction does not contaln arbitrary PRO for the a h d d e d  
aubjoct since an erbedded subject position is governed either by a mtrlx 
verb through %en (43 and 43) or by an embedded IWLr-Tenee,+AgnP ( 16 ) . 46  
m e r e  are, however, two theoretical problem raiaed by the Korean 
causative or LM data. First, $Cm is poesibla even when a coaplewntizer 
(-1 ia present In small clauses, aa in (43); (43) auggasks that smll 
clauses are 8 but allow BCH. Second, given the, K (cf. Chapter I ) ,  the 
MX aasignmnt to the elaeadded subjects in ($5) raises a theoretical 
problem: an erbadded subject is (Cane-)governed by e mtrix verb, although 
an c P b e M  IWL is 1-Tenae,+Agrl, which alao (Case-)governs the e&dded 
subject. As for the first question, one sight suggest that C in the s ~ l l  
It seems that IMFLt+Agrl- t a m  to be [+A], whether It is (-Tense) on 
(tTensa1. Vhen IWPLt-Tmse1 is [thgrl, it may license ~~BvarbiaBs in 
Korean, as shown below. 
(i) emni-ka ai-tul-lnl achir ilccik il-a-tul-na-0-key ha-ess-ta 
mother-aub child-gl-obj morning early got up-inf-pl-cow do-past-ee 
"The rother caused her children to get up early in the mrning.A 
clauaes in Korean is tnanuprsnt with respect to governmnt. IQ t h l s  were 
true, ona might also swggest, to solve the second proble~, 4;h& ItEWLB- 
Tense,+Agrl ia defective in two ways in that it la an optional governor RE=& 
in that it does not i d w e  the i4C. When INFL(-Tense,+Agrl Case-governa I t ,  
a matrix verb doaa not need to Case-govern the subject; when IWFLf-Tense,- 
tAgrJ doen not govern the subject, a mtrix V Case-governs it, elnce LWFL[- 
Tensc,tAgrl doas not block outside governmnt. Phis rerlqht explain why E W  
occurs in the causative construction that contains IIFLI-Pense,+Eigrl, GI 
potentla1 qovernor. One psoblea with this explanation is L h t  &Re solution 
is basically atipulative kt not explanatory. In fact, inatead of %tlpu- 
lating the defective propettias of C and INFLI-Tense,tAgrl caeegsnIes in 
Korean BC!?l and s m l l  clensea, we will argue in Section 4.1. that those 
defective properties follsw independently from C-to-I/V RR (and ayntact9c 
adjunction), .which are motivated in BCW and axall clauae constnuetions. 
The analysis to be given in Section 4.1. will confirm that every clause 
including a saall clause and an BCn clause la a 8 projection Qcf. fn. 4 1 ) .  
Now, returiling to the properties of IFiFLt-Tensel in Rorean, IWLI- 
Tense] does not alwaya allaw [+Agrl. Consider the conetructlona shown In 
(47) .  When the subject la ,null, as in (97a and b) in which agnetament is 
overtly realizad, I01 has specific reference. 
(47) a. hulim-ey l01 hungmi-tul-lul kaci-kl-Ian 
painting-to interest-pl-obj have-to-aa fsr 
t u m n  il-i-0-ta 
rare mtter-be-pres-am 
for I0)'s taking an intereat in yarinting, that is rare.a 
b. (01 ilccikk-tul ilena-AL-ka mywu elyep-0-ta 
early-pl get up-to-sub vary difficult-pree-em 
V o r  I01 to get up early Is very diffic~lt.~ 
In fact, Korean optionally allom null argmsnts ( =  (01) with specific mon- 
arbltrary reference, as shown in (48). 
(40) fne-ka/t0l) tola 1813 .m-+ss-pnikkm? 
you-sub give-past-OH 
V l d  (you) give (it,) (to hidher/them)?w 
The two 10lss are governad by V r i d  the null subject governed by IIBE- 
( I tAgr I ), like pro in Italian and in Spanish (cf . Rizzi (1986a) ) . Thus 
[Olga are not PRO (an gngoverned e w t y  category) in ( 4 8 ) .  On the other 
hand, when rto overt agreaarnt appears in (471, as shown in ($91, the 
interpretation of I01 is ambiguous; it has either specific (non-arbitrary) 
or arbitrary reference. 
(49) a. kulim-ey 101 hungmi-lul kacl-ki-lan 
painting-to intereat-obj have-to-as for 
t u m n  il-i-0-ta 
rare matter-be-pres-am 
for tO18a taking an intereat in painting, that is rare.R 
be 101 ilccikk ilena-hi-kr mywu elyep-0-ta 
early get up-to-sub very difficu!t-pres-eril 
V o r  I01 to get up early is very diffic~kt.~ 
W explain the anbiguity in . ( 4 9 )  by suggesting that Rorean IWLI- 
Tensel is either ttAgrl or f-Agrl in a certain infinitival construction (as 
in Portuguese (cf. Raposo t1997)) that is neither an ECH nor ran obligatory 
control const~oction. Given optional realization of ItAgrl, in (49) with 
no overt agreement, ZUFL can be interpreted either as [-Teme,-Agrl or as 
I-Panse,tAgrl. IWLt-Tense,-Agrl triggers only the arbitrary reading of 
(0) since it allows PRO in subject position; IffFLI-Tensa,+Agrl triggers &he 
speclflc nonarbitrary reeding of 101 slnce It (Case-)govern8 a subject 
position elialnating PRO In the subject position. We assum that tho arki- 
trary reading of 101 is. ( 49 )  derives from 3 unlversal g~ntificational 
reading of PRO.. This grrrntificational reading is, in fact, strengthened 
by the face that the pranoun k~ is not bound by 101 wlth the arbitrary 
reading, as In (50) while when 101 haa an antecedent, as in (511, my be 
Following Bpstein's (1985) idea, one may a s a m  that PRO is bound by a 
unlveraal quantifier (pro) in the mtrlx clauae. 
bound by (01. (Note that in Korean, a variable left by a gmn&%%icatlonal 
element or &-element doen.not bind the pronoun & (cf. 14b; fn. P9).)BB 
(50) It011 (caRi./*kur)-uy calms-PUP incengha-ki-nun1 swlwun iP-Aa an-a-0-&a 
selfha-qcn fault-obj accept-to-TOP easy thing-sub not-be-gum-em 
mIt fa not easy (PRO to accept 4hia/self@s) faultl." ( L i t . )  
(51)  Chelswr-eykey-nun ([@I1 tS;ibhL~ml-uy calma-lul incengha-kl-AaP 
self/he-gen fault-obj accept-to-TOP 
swivun il-ka an-i-ess-ta 
easy thing-sub not-be-pres-em 
'I t  is not easy for Chelsw ( pro to accept IRis/selfvs) (Lit.) 
AB we expect, when overt agreement appeara, tRe pronoun &J m y  be bound by 
(01, as shown in (52); the binding fact in (52) suggests that when I01 is 
governed by INPLI-Tenae,+Agrl, it fails to be PRO,,b 
(52) I[Ol. bu-tulL-uy calaos-lul i n c e n g - a  ha-ki-nun 
m - g e n  fault-obj accept+ do-to-FOP 
1 sangthay-eyse elyepwu-6-n il-O-ta 
this situatlon-in difficult-prea-comp matter-pras-em 
aIt is difficult for pro* t o  accept their* faults in this ~ltuation.~ 
At this point, it shou1d.h noted that the arbitrary reading ~f 101 
differs from the generic reading of (01. since a o m  overt nPes (such a13 
woDla. ttc.) h a w  the generic meaning, when [01 has the generic 
reading, they can be conslQared as null variants of overt generic HP's, as 
shown below: 
(53) a. luysa-ka (01 sokl-0-nun keal-nun napgu-0-pnita 
doctor-sub deceive-Inf-cow thfng-TOP bad-pres-em 
*It is not good for doctors to deceive 
(cf. (28) in D.-V. Yang ( 1985 ) )  
b. laarr-eyse-nun (01 l c m  pep-lul ttal-a-ya ha-m-&a 
Rome-at-TOP Rome 8aw-obj f ollow-Pnf -corq(iw~P: 1 do-pree-em 
aIO1 should follow the Romn law in  ROW.^ 
The generic reading alao requires sopbe generic envlnonnnt?nt; the subject 
should be and tense is also 
This fact is indepanUenQPy observed by Hong (1965/86). 
In Korean, singular HPva (but not plural WPga) tend to Rave the generic 
reading, unllks Bngish. 
The generic tenae is usually present tenae. Thus, when the e&edded 
So fan, we have discussed aonlexical or functional LexieeP categories 
( e . ,  X-heads) such as I W L  and C in  Roneen, and we Rave ahom the 
syntactic nealfty of the IE@%;~adle in Korean. Although C i e  mrpholcgilcal- 
l y  amlganated on V-I, @ I s  categorially independant in syntax. Korean 
also employs a variant of 8HFL, fWL[-Tense,+Wgnl, which can aeaign @OH, aa 
Portuguese and Berber #a4 . 1WLI-Tenee,+Ag~r:l, in  Korean, t r iggers the 
nonarbltrary reading of nroP9 subjects, while IMFLI-Tense,-Agnl trigger8 the 
arbi t rary  reading of null  aubjects. 
Let u s  f in ish  advocatlng the universal status s f  the VP node (cf. 
Williams (f984bl; Rothatein.(1983)) by asserting tha t  IHFL is an X-head end 
that  tense and agreemnt elements ( [+/-Tense 1 and I +/-Agr 1 f eatorea ) are 
obligatory, regardless of b h i r  defects in mrphofogical real izat ion on 
semantic dependency. Wa suggest, qlven the  X-Bar schem in (55),  that  
Korean ereploys the followlag D-structure even though V, 1, and C are 
prlmr1Py ~ r p h o l o g i e a l l y  an!algamted and even though I and C som&Pms 
f a i l  t o  be overtly r e a l i d  rat the surface: 
. 
(55)  a. XP ----> SPEC X t  twkre X is [+/-8.4/-V1, (C)oiap, or (1)HPE) 
b. X '  ----> (cow)* X (order is irrelevant)  
verb is realized in the wet tense, no generic reeding of (0 )  is possible. 
( % )  ( (01 salam-lul soki-0-n kes-nun] nappu-0-ta 
paople-obj deceive---carp thing-C.W/SPOP bad-prae-ea 
"It  la not good that 10) deceived people.' Qcf. B.-W. Yang (1985)) 
The SPEC of CP is a 'landMg' s i t e '  for en operator, being an A-bar pcsai- 
tlon; the S P E  of I P  is sebject.gm9tfon. Heerde (V, 1 and C)  Bis at~kctlly 
on the right side, which mans that Korean is a typical haad-final lang- 
uage. 
3.13 The ~lniversality of D-structure confignrationi4li~ and 
the syntactic poaition 
I n  previous subsectlone, we have ahown that the strong lexicalist  
position that wards are syntactically opaque is not tenable but rather that 
the syntactic position is erapirically supported by the fact t h a t  inflec- 
tional elements are BmfmQed by en X-head (IHrsL node) in syntax.8e Based 
on our diacussioas i n  this subsection and i n  Chapter 2, w arrive a t  the 
following two working hypotheses of the syntactic position. 
(56) %he oof D-rr*. .SO 
Wery l~nqaage ful ly  adopts a certain version of the X-bar ache= (55) 
wi th  a certain (universal or language-specific) sePectfonaP function 
of X-heads; a l l  clauses ilacluding ESCn and am11 clauses contain (a& 
least)  I and C (cf. Chaptan.4.). 
(57)  b- : er 
Bvery X-head (e.9. I+l,-Wb I or C) has its awn domin of pro jec t ion  
a t  a certain level of representation (D-structune). 
In fact, argumnts agaimt the strong lexicalist  position ere n u ~ n a u a  
i n  the literature. Por arguments tha t  ' i n f l e c t i ~ m P ~  a~mlgamtion shares 
sortve aspects of syntax, see Allen (f978), Merson (19829r for argawnts 
that 'derivational' aa~almmmtlon has aom ayntectlc as[parcte, see Bnltb 
(19825; 8adock (1980;198QD; W h r y  (1985); and Baker (8985/&a appear). 
While the strong lexicalllst position excludes any poseibPiCy of ReavAnql 
syntactic explanations of ~lebtph01ogldcaBly-co~lex wrdgl, the ~1~(11Cac&ic 
position i i t ~ l i c i t l y  or mgl ic t ly  assums the lexlcalist  hypothaa%s (ef. 
Chomky ( 1 9 7 8 ) )  i n  determining whether words ate derived s,yntactlcally or 
lexically. 
'O In Chapter 4, we w i l l  show that a l l  clauses including amL1 and BCH 
clause8 are CP grojectfone.arrd that the ltielection of certain functional I(- 
heads is language-specific,-hi18 the selection of lexical X-heeds m y  be 
universal. 
Ve a8sum that the d i redion  of the head-parramter and the dinactlsn of 
Cane an8 theta-role assfq?mnt adjust head-projections a t  D-stnu&ufre, 
based on the restricted grihtiplss of UO (cb. Travis (1984); Kospmn (191%)). 
The fits& hypothesis says that there ia a spaclffc way i n  which every 
language is conf lgunationel; the second one says that there is a specific 
level sf representation (D-structure) at which every X-head is projected, 
subject to the X-bar schema in (55) .  
The syntactic poaiti~n on certain iaorghologlcally-co~lex word6 under 
the two hypotheses glven above m y  be forwlated as in (58) in which the 
cosabination of 1 and 2 is bf-conbllt~~nal:~~,~~ 
(58)  Fhe_svntaetlc: 
0. X-heada dominate phonetically null or overt ~ o r g h e m s  at D- 
structure. 
I.  A coar~lex word ax-..-a&-..-an 1s derlved transforeationaPly 1% each 
a& is dominated by an X-head in syntax and there is no intervening 
X-head between ,& and ,&+a. 
2. a& is dodnated by an X-head in syntax and there is no Blntarveniwg 
X-head b e t ~ e n . e r  and ,&+a i f  the complex word ax-..-ar- . . -an i a 
derived transformationally. 
(58:l) considers what the proper elauail structure is, given the unlve~sal 
prlncfples on D-structure and the language-specific OK universal selec- 
tional properties of X-heads. Thus the word 
lexicall-dezived (not trarasforae~ationally-8erPved) ~irace W does not seleck 
an WP whose head BI is not projected to form an argumnt (HP); the verb 
s-selects a patient role whlch le e-aalerted as an NP and -ion does 
not represent a patient. In ahort, (58:l) says that caklglax words in a 
specific language are derived transfor~tlonally if the string order of the 
rnorpheapee of the complex words reflects D-structure in that lenguaga. 
D2 Hale ( 1 9 8 3 )  suggests tRat:every language is confiqurationtal a t  the level 
of Lexical Structure in Haleas sense (also, cb. Hale and Raper (198611. 
ma Recllsuhr that we are aseming that X-Reads and heads have the domlnatisn 
relation. 
b4 By lmzpheere,t we m a n  mrphologicaP units which enter into the forsula- 
tPon of words. 
ChomRy (1970) showed that %lerived0 noainals such as are 
not transformtionally hrivad under the folPowinq assu~tlons: The 
productivity hyphothesis -- the transformtions apply freely -- and &ha 
idiosyncracy-free hypothesis -- &he relation betmen cowlex words and 
their fortnatives has no semantic idiosyncracies. In other words, the 
semantics of coarglex word%, given tha lexicalist hypothaeis, axe predicted 
from that of each morphem of a complex word. Under the lexicallet 
hypothesis, (58:2) s a p  that if complex words show these two properties 
then they are derived from X-heads in ayntax. (50:l and 2 )  together imply 
that transforasations do not affect (siraple) X-head-internal ~tructuras (a 
syntactic version of the strong lexicalist position; cf. Chapter 5) .  
Given the syntactic position (SO! with the two hypotheses in (56-57), 
we need a nonllexical or syntactic way to have amalgamtion of syntactic 
units (heads d~rinated by X-heads; cf, I -V  amalgatation) and we meed a way 
to explain why some X-heah are invisible in syntax (e.g., the 'rtsatnuetur- 
inq' construcft%osn). Certain eaorphological amalgamation end q~estnucfturlngP 
(Type P and Type PI of 'corarplex predicates') should be obtained as a result 
of syntax, gore spcifimkly, as a result of tranaformtions. Thue 
i W i a t e  questions arPae a b u t  what type of transformtion cowsas surface 
mrphologically-complex 'inflectional' worda and what type of transform- 
tion mkes C or I invisible (or inert) in certain clauses such as the 
Korean (Ell) small clauaes. One candidate is head-movemat. Wowaver, we 
have already seen in Chapter 2 that head-movemnt fail8 to apply when the 
target of head-movement is a functional/non-lexical category and that LP- 
heed-mversent is not a good candidate for the type I1  'cogqlex predicate.@ 
In the next Section, we propose and develop a head-to-head transformtion 
other than head-novesnent Qi.e., 9R), which m y  or my not Be accoiqmnied by 
morphological asalgawition. On the other hand, we wPll taka up the ifssue 
concerning of the arealgamation of funeti~nel categsxfes In lection 4.1. and 
suggest that overt 18 acc 
In th la  Section, a e ~ m i n g  the synbctlc poait lon (58) with the tkw 
catas/orords' ( 2 )  whoae pzopertlee are a l s o  ref lected i n  certain bnetentia- 
Wnlfke mt studies  of Type I1 'col~plax predicates,' we w P l l  eapqcially 
suggeat that the structure of the Type XI 'cowlex gredIcate/mndQ is (2a) 
In syntax and do not farm the structure in  (2b) unless  the tgrocese A elso 
applllea t o  the Type I1 lcmplex predicate/word,' or unlesa a and h are 
3.2.1. PDw Ital ian ' res tmtur lng '  phenmnon end Rlzzl'a (1982) analp ia  
a As for other diacuuaima under verioua assw%gtlom, aee Wlsaan and 
Perlmtter (1976;1903); m f o r d  (1977); ~ o j b n  (1976 ) J  HapoH (198:); 
~ ~ K O M %  (P976/19@1); ZUbkar~eta ( 1 9 8 2 ) ~  Plct~l10 (%985/P98?)$ Bunglo 
(1986)); D l  Sc lu l lo  and. Willlam (1987); and R e p  (1980~1967).  Our 
progosea the restructuring ru le  for I t a l i an  a p t a x  with Qbae puopantlae: 
Firat ,  it is governed by a reatr ict lwe but significant c leas  of min verbs 
C =  Vx Omdals ,@ t aapec twB~8 t  and 'motion v e r b ' ) ) .  Becord, it optionally 
changes the s t ructure  of a phneae mrkar  without affect ing Bta ten~iwl 
at r ing  and tranedorara an underlying ml t i - sen ten t l a1  structure in to  a 
aimple sentence, creating a single verbal complex V r  (casposed of mrpholo- 
gically-independent worda) i n  t h e  mnner given i n  (31, which is regpated 
from Chapter 2. 
( 3 )  a. VP b. w 
/ \ ------ > / \ 
Vx CP the reatructasing W BE' ... 
/ \ ru le  4 t 
SPEC i" 1- \ 
/ \ 
4C) IP V x ( + C + I ) O ~  
/ \ 
SPE 10 
/ \ 
I VP 
1 / \  (cf .  Rizsi (1982;S and 36))  
0 wk w.. 
m e r e  a re  three aajon: argwente amng those which Wizel considers ale 
supporting the rule. Pirat ; . (as  discueaad in  Chapter 2 )  the, procaaB ahom 
in  (3) is motivate8 by seemingly lsng-diatance movemnt oP c l i t f c8mt lon  in  
a certain.  construction: C l i t i c l m t l o n  is b a l c a l l y  clauee-huMab, as 
shown below. 
( 4 )  a. Piaro decider& [d i  p a r l a r u  d i  prsrpsicoloqlal. 
m P i s ~ o  w i l l  decide,to speak t o  you about parapsychol~gy.~ 
b. @Pier0 decidera td1 parlare d i  parapslcologial. ( f rc t~ (1) in  
Riezi (1982;l)) 
The cll t ic ma does not c rma  a clauaa. H o m r ,  when a m t r i x  clauae 
diacuasiona a r e  based srcrstly on Qizzi  (19821. 
contains Vx, c l i t i c i z a & i ~ ~ ~  m y  take glace froa en e@baddad clauea t o  a 
(5) a. Piano varca Ia  garlatrf;l dl perrapeiocologial. 
@Pier0 will coaae to e p a k  t o  yod a b u t  paneps~hologybR 
b. Piero U versa [a parlax@ 81 gwrragaicologlal. (cf. (I) Bn Rizei 
(198281) 3 
The nost lntareeting aspect of this phenomnsn is that the e M d e 8  clauaea 
of (4) and (5) are structurtally identical: they are both !-Taneel and m y  
take the coqlelaantizer (5 )  or &L ( 4 ) .  %us Rizzi auqgeats that in (5b), 
the restructuring rule applies and that therefore clitlclzetlon appllaa 
without crossing a clause. The restructuring rule is in that 
the rule can apply whenever Vx appears. Vx1s can be e&edded by each 
other, as shown in (6), and a clltic (U in ( 6 ) )  way cross aa m n y  clauaea 
as the amber of Vxfe, h i e h  are underlined. 
(6) CIaria U avrebbe Dotgtl . per a lei stessa 
Warla muld have k e n  able to be on the point of going to get 
tr herself. ( ( 9 t h )  in R i n i  (1982;22)) 
Rizzi (1982) further jnatiftes the restructuring rule as given in (31  
by arguing that the restructuring rule deatrop sukonetitnency uredler the 
domain of Vx. One piece of the argument ia that when the raatructurlng 
rule has applied, a substring of the b-in o f  the re~tructuring rule, 
which forms a constituent M o r e  the rule apglles, does not behave as a 
constituent with respect t o  rules referring to constituency. For exaiqle, 
in clefting sentences in which clitic climbing has applied (cf. 7b), which 
m a n s  that the restructuring rule has applied, a substring of a domain of 
the restructuring rule cannot be clafted; when no clitic clieeBing takas 
place, the substring can be cleftod (cf. 7a). 
a Here rn assum? that clitics are derived by rraovemnt (cf. Aiayne ( 1 3 7 5 ) ~  
Rizzi (1982)). 
(7) a. B'proprio a rigortargU 1 ~ o l d i  che ato andando, eta1 trangulllo! 
ie juat PQ hi^ h l ~  that I aim going, don't 
wrrylA 
b.Vtpropri Bm che ato andando, . . . I 
((31a) em¶ (32a) in Rizzi BP982;9)) 
In Italian (and cross-linwlatically), the clafting sentence 
contains only a constitwen% in A position. Therefore, Wieri attrlbutee the 
wfqrammticality of (7b) to the raatructurlnq rule; after the application 
of the rule, an embeddled cleaae (Vk and it~l co~lamnftr) does not form a 
The third property, which provides indirect evldence for the nacaselty 
of the reatructuring rule has to do with the auxiliary choice of a Vx. 
Riazi suggests that an effect of the restructuring rule appears in the 
choice of the auxiliary of a Vx: The auxiliary of Vx la optionally deter- 
mined by (the most easbedded) VA (but c k  fn. 18 in laction 3.3.): 
(8) a. Piero {ha/;) voluto venire con noi. 
nPiero has/b wanted to with 
b. Piero {ha/*&) sperato bi venire con noi. 
"Pier0 has/& hoped to with (cf.  i 7 2  and 7 7 )  in Rizzi 
(1982) 1 
In (Ba), a Vx (yplgto (=  m)) requires w e r e  (b  ha^^) as auxiliary. But 
when the elabeddeb verb (w ( =  -1; V?o requires eaeete (Lk), the 
V% eray optionally take easate (cf. 8a); on the other hand, when a mtrlx 
verb is not Vx, auch an alternation is not observed (cf .  8b). W Vx can be 
embedded by another Vx but the m s t  embedded verb (Vk) deteraines the 
auxiliary of Vx, no matter whlch other Vx's (requiring or are 
in the middle, as shown in ( 9 ) . =  
(9) a. )(aria avrebbe pototi stare per andare a prendlene lei atasera 
avere [taverel [ teaserel tteseerel 
"Haria would have k n  able to be on the goSnt of going to get 
tr herself. 
a As for the diacuasien of a m  exceptions to auxiliary cbnge diacuoeed by 
Bureio (1986), nee Chapter 5 and Section 3.3.. 
b. hnis c;h aarebba dovuta coeninciare ad undlare. 
aasats i taverel fsavenel I.9araaer41 
aKiiria f;harar would 'be' b d  t o  w i n  t o  go Oh. (cf.  (90) in RizzB 
(1982; 22-23) ) 
Any auxil iary accoqmniebl by under the Bornin of qreetructurfngo la  
(10) Mar l a  & eseer &g&& fxmm.~. 
I +avere l 
Wania q l l & u Q  ((91)  in Rizzi [1982;23)) 
Thus Rizzi (1992j23) formaletes the rule of a --> as follom:" 
(11) ---> i n  t h i s  context: Iw, vbl. ..vblp Vkl, where Qh is a 
verb basically reqairinq B. 
Rizei further shows that  t h i s  auxil iery al ternation i m l l c a t e ~ ~  &ether 
the restrncQurfng rule  applies. The c l i t l c  cliisbing is poasibla i f  the 
auxil iary changes in a sentence with Vk, a s  shown in  the contraat betwan 
(12b) and ( 1 2 ~ ) .  
- (12)  a. M r l a  ha dovnto vetair& w l t e  volta. ( ( 0 4 )  in Rizzf (1982;28)) 
.DSarIa has had t o  com there mny t i w t ~ f i . ~  
b. #aria s 8 i  dovuta venire w l t e  volta. 
c.*?Hania a d o n t o  venire m l t e  volte. 
I n  (12~1, the restructuring nule has not applied, as in ( lza) ,  since the  
sentence takes the auxil iary agaere required by V# but not by Ilk. There- 
fore no cPitic climbing is alloared i n  (12c), unlike (12b) i n  which auxi- 
l i a r y  change he8 taken place. The.grsrsaaticality of (IPZrr), i n  which no 
auxil iary change and no c l f t l c  c l i d i n g  appear, suggest8 that  the nule is 
optional. To ammrize ,  Rizzi suggests that  the restructuring nula As 
optional and has a t  l eas t  the  following effecta: 
Rizzl (1982;4%,fn.28) spacralatea that  auxll iary aasiqnmnt would have t o  
make use of the notlon oP 'heed of the verb1 cowlex' along the l ines  of 
Bmnda (197601978): 
( i l  The lexical  head of B-" i a  that  B such that  there exle t  B = Bat 
Bt , .  . . ,Br  = BY" i n  wRich each BI le the head of [flsmd~ (h998j159) 
We w i l l ,  in  fact,  intraduce the notion of s-head t o  explain auxil iary 
change under o w  a n a l p i s  of carr(plex ororde. 
(13) a. c l i t l c  climbing 
b. auxiliary change 
c. conatltwncy change 
Ehren though the rule  h s  bontrivial Porml problem sagacially with 
r a a p e t  t o  (13~1,  as Riegi nates, Wizzi angaea that qramr should have &ha 
rule instead of other poaafble alternatives. Wixel argues atpinst other 
possible approaches to  the  restructuring rule. FireQ, Bizel (1982~323 
argues a g a l n ~ t  a suggerrtloa.erede by Qulcoll (1976) that c l i t l c  cli&ilm Is 
derlvad by specified subject deletion (equi dePetlon1: a null e&m!ded 
subject (PRO) in (5) but not one i n  ( 4 )  fa deleted. Quicollbs e r g m n t  ie 
baaed on the fact that 9hr does not take an overt e&eddeb subject and en 
iummption that PRO Is  cohstdered as a apci fed  subject. Homvan, Eixnl 
shows that clear cases of raislng verbs my or my not t r i ~ r  the reat~uc- 
turing rule, like control verbs shown Pn (5) ,  for exatqle. 
( 1 4 )  Wari e ryntl qlUdevona easere stati promasi invano,k a giudiicara del 
suo coqmrtamento. 
oheavan and earth t o  him mt have bean prcmiaab i n  vain, i d  we 
consider h i s  k h a ~ l s r . ~  
(15) potrebbe plovere sulla Oeate der nn mmnto a l l '  al tro.  
"10 t o  D ~ J I  would be l i k e l y t o  rein on the head t~ any ~ l n u t e . ~  
(16) a. k r i  a montl paiono ssplergai stat1 g n m s s l  inwno. 
OHeaven and earth seem t o  hve t o  him been promised i n  vaPn." 
b. *Marl e m t i  a paiona essera s ta t1  gxomasi invano. 
(17) a. Be&ra gloverQU aallla testa. 
O I t  seems t o  rain t o  hi& on the head t r .  
b . * ? u  eelwbra piovare auPBla testa.  ((125-7) i n  Wizzi (1982;32)) 
Both (14-15) and (16-17) m t a i n  raising v e r b  In  m t r i x  clauaes, as we gee 
a nontkasrrtic subject I n  (24 .and 16). or ma the r -u  in  (15 and 17). (16-15) 
allow c l9 t lc  cllrablng while. (16-17) do not. Wizzi notes that t h i s  Vx-nonVx 
dichotomy of raislng verb  cannot properly be expltalinadl by Qwlco%iqs 
proposal because apc l f i ed  subject Baletlon are not generally extended t o  
cover the raising constru&lon triggering A-mmmnt that leave8 e trnceas 
SpecifiaiP subject daPetim also cannot extend t o  explain Roreen 'restruc- 
turing' conutructlon, whicbedhiblta an overt embedded subject (cf. 8action 
Rizxi also rejects a base aolntion which allom double auketaqorlza- 
tion: (A) as (control or aubject-ralsing) m i n  verb and (B) ee an a~xlllary 
element, inserted into the. verbal corqlex. Rlzzi (1982;33) notes W&his 
would allow as to do away wlth mny nontrivial form1 problem created by 
the existence of a fully productive neanalysis rule.@ However, WPazl poiat8 
out that a Vx differs from an auxiliary verb. Por emtsple, the main verb 
avare as Vx and the auxiliary avane are sewantically different: Vx differs 
from auxiliary verbs; the first i n  roughly aynonpoua wlth the root inter- 
pretation of - (rust). while the second is sieapply a mrker of perfect 
aspect. Second, the Vx-Vk sequences allow lntetvenlng ellamnts: A cotqlo- 
nrentlzer may be selected by a Vx (also cf. (5 and 6)). 
(18) a. Giannl gU ata reccontare stupide storie. 
=Gianni him is going to tell stupld stories.@ . 
b. Piero venne a chiasbarre alPa stazlone. 
@Piero them c a m  to call at the station.@ Qcf. (1QB and 15bS in 
Rlzzl (1982; 4-51) 
#any kinds of adverbs can also break into Vr (the W'x + % sagaence), as 
shown in (19): 
(19) a. Lo verr; aublto a acrivere 
@I If; will I* corn to writel .'O 
b. W r i a  & dovuta-.immliatamente trnare a caaa. 
Warla 'Is* had to corn back horn." (cf. (P44e a& c3 
in Riezi (1982;38)) 
In addltlon, Vk can be gassivlzed and taka an a~xlllary:~ 
@Plero fo was going to & lntrod~ced.~ ( ( 1 1 4 1  in Rlzzi (1982;- 
281 1 
Thlrd, although it la garginally accepted In the coll~qufat level, Vr my 
contain a wh-element: 
Rlzzi (1982;45) notea that the auxiliary aasere in passive constructiofi 
never-trjggers auxiliary change. Wby this so will be discusead in Citarsgter 
5 . 
(21) a. Su queato punto, non fl aagmel dire. 
this point, I wouldn't I- know &g& to tell]." 
b. ?Mario, non segrei a.r;lhi affiders, Burenta le vacanze. 
mMrio, I wouhdn't Iv. know to entrust), during ny 
h~lidaya.~ ((136a and b) In Rizzi (1982;36)) 
In (211, in which 'restructuring' has taken place as we see clltic clP&- 
ing, &-phrases can interwine betwen a Vx and a . Fhaae facts lead 
Rizzi to reject a base-generation hypothesis. 
3.2.2. Problem with RizziBs reatructurlng rule 
Rizzi's rule (originally proposed in the mid-seventies), however, has 
some theoretical and conceptual problem in the current framworl: FIrat, 
the rule does not explain why it applies in certain environments (given the 
idea of the licensing theory of transformation) and how it interacts with 
the principle8 of WG. The rule is rather radical slnca it allom node 
deletion; if the recoverablity of deletion also applies to nude deletion, 
the rule faces a problem. Nor can the rule avoid the groble~ caused by the 
projection principle (under either the narrow or the wide interpretation), 
because it deletes a subcategorized CP of Vx or becauee i t  deletes the 
subject of an ededded clause. Second, Rizzi (1962;38) notes that a VE la 
a 'verbal complex,' not sinply a V, since the 'verbal complex' allow mny 
other intervening elemnes, as shown in 8 - 2 1 )  The postulation of 
Pverlbal complexes@ which contain maximal categories between W and Wk 
already makes Rizzl's reatructurlng rule in (3) mysterious. Third, the 
rule has nontrivial form1 problem: it is neither explicit a h a t  Ita 
output structures nor about the mechanism governing the output structures. 
In short, the rule is unclear in status; the restnucturing rule, even 
though it originally intends to be language-specific, does no& aeem to be 
governed by any expl$clt principles of W, which clearly invokes a p m b l e ~  
of learnability. 
There is also some doubt abut one affect of the rule, l . ~ . ,  conatl- 
tuancy change. Although the first two m i n  'restructuring'  effect^ in (83)  
are not controveneial in the literature (but cf..Burz%o 41986)0, the third 
effect of the restructuring rule (constituency change), which is caueial t o  
the postulation of the restructuring rule, is questionable. fiere are, Pw 
fact, sorae arguments against this effect and therefore againat the postula- 
tion of the restructuring rule itself. 8tnoze~ (1981), Eon exa~aple, 
notices7 that constituency change may not be a ~rastruetusPngP effect since 
the data whlch support the constituency argumnt can elaa be explained Bn 
terms of binding. For exaople, (7b) is aBao ruled out by binding on by 
chain conditions because the trace of e ef ftic' fails to be bound by I ~ B  
antecedent, as we see in the 8-structure of (7b) below. 
(22) *[E8propri I a  riporbre tr i sold11 iche glir sto andando,. . . I I !  
If 'Clitlc Plecceseent' (cf. Rayne (1975); Rizzi (1982;2-3)) is derived by a 
movement rule (or if traces left by clitics are constrained by binding A 
(cf. Hayne (1980;1984); Quicoli (1976))), than (22) violates binding 
because the elitic glU & m e  not c-cossmrrd Its trace.8 
Since binding alao rulea out the data for the eonetituency anqu!sent, 
it may in fact be that the 'mestructurfngl' ghahomnon does not involve 
change in constit~ency. Pf that Is so, it would be batter to mderetam3 
auxiliary change an8 clitlc climbing under a different analysis of eres$nru- 
Attribntlng the argument to Bublarreta, Rayne (cleaa lectures, 1987, 
Spring) also notices that binding explains the nngrammticality of (781, 
which mearaa that we can dispanaa with Rizzi's constituency argu~nt. 
a Rizei (1982) discnseea -re data with a-mvemnt, right node rafslng, 
and c q l e x  #iP shift to atxenghen the conatltuency argumnt. They sna ~ B a o  . 
explained in term of blnMng in the sam way as in (22) (sea Strozer (1981)). 
cturing' instead of motivating e rule that changea con~tituancy. The rule 
that triggers conetituaney change has m n y  nonkriwiaB formal asla theore- 
tical problem as we dlscassed above. Homver, bi~ding alone doe5 mot- 
explain clftic c1l&ingb (and auxllie~y change). Thus there @use ba a way 
to capture the other two @restru~tu~i~g' effects without go~tu8ating $ha 
rule in (3). 
3.2.3. Other proposals 
Three mjor approaches have a t t a ~ t e d  to explain the two lrest~uc- 
turinqn ef facts discuss& (clitic clirafBinq (and auxlliany change) I ,  as 
(23)  a. 9 - ( c f . Strozer (1976/1981); Picallo (11985)) 
b. (cf. Bubizarreta (1982); Dl Sci~1Zo and 
William (1987)) 
c. -: (cf. Burzio (1986)) 
The base-generation approarch suggests a easnosentential structure for 
the 'restncturing* construction. 'Fhne it asBurns that constituency change 
is not a lrastructuring' effect. Ona m a t  recent proposal under %he h a e -  
* Rayne (1980) for exasapla .arglue~ that the relation betmen cl%t%c~ a l~d  
the g a p  linked with them fa explained in term of binding but assums that 
the 'reatructuringl phenmnon is responsPble for elitic climbing. 
One Bore approach, which does not belong to any of the three agpnmches 
in (23), fe fottnd in R a p *  (1987); \re will discarerr etayne (1907) in Chapter 
5. Approaches in other frmworks such as relational gra-r eae found In 
Aissen and Parlmtter (1996;1983) and in Radford (19771, PiPllcA at&efg$)t $0 
explain both 'restructuringt and causative const~uctions in Romance 
languages. The trend toward considering both 'restructuring' and causative 
constructions as a 'reanalysis' phenenomnon is easily found in the l i tere-  
ture. Except for the ftrst approach (and Rizzl (19Q2)), the second and 
third approaches in (23b artdl c) a at a unified account of the two 
constract9ons. 
On the other- hand, studies alao show that the comlex predicate of 
causative conatroctfon BifPara from that of nrestructurimg' conatruetion 
(cf. Pizzf (1982)i #ago39 01981)). l ee  also Picallo (1987) tor e o m  
arguments that s unfQtsd account sf cauaatlve end 'restructuring' 
conatructions, such as Bmefo's VP-mvemwnt and Baker's at-mvemnt, would 
not explain a m  aspects of the 'rsstructur$ng' construc~ion in Catalan. 
generation approach can be found in Pica110 (1985). Based on Catalan, 
Plcallo first provides so= atgumnts that \Tzr cannot be h~a-generated as a 
main verb and therefore no restructuring rule is necaaeeny: Binst, Vx 
cannot be a control (nonargative) verb at D-structure since the rastructur- 
ing rule, which may delete PRO, would violate the projection principle. Vx 
also cannot b a raiaing verb for these reasons: In Catalan, aa in other 
Romace languages, clPtlcPzation of anaghoric/reflaxive alamnts and A- 
wvenient cannot occur at the same ti= in the sam d o ~ i n  of rule agplica- 
tion if elements are c o i n b e ~ e d : ~ ~  
(24) a. *Els nostres amicsr es. foren gresentats $n h 
our friends to each other were introeluced 
b. *Ell. 8th aearlblla d;r intel.ligent b 
he to himself aeew intelligent. ((15) in Picallo (1907) )  
Passivization and cliticixation have been applied in (21a); subject-to- 
subject raising and clitlclzation in (24B). The ungna=tlcali%y in ( 2 4 )  
auqgaats that if Vx is a raising verb, then a raising verb cannot cooccun 
with clitic climbing. 
Picallo provides an argom~sent that Vx's in Catalan are not rafshg  
verbs. Picallo first notes that mat W a l  expressions in Catalan are 
ambiguous in that they may have either the episteralc (cf. 2%) or the root 
reading (cf. 25b). 
(25) El lladre antrar pet la fineatra 
wPhe thief could corn in through the ~irrdlow.~ 
a. It is poaeible that the thief came in through the window. 
b. The thief was able/allmd to c o w  in through the wPndow. ( ( 2 8 )  in 
PicelPo [1985;201)) 
xa Picallo notes that the sentences in ( 2 4 )  would be ruled out by a 
locality condition suggeatad by Rizzi (1982/86b), which blocks A-chains 
interrupted by a coindexed lexical material: 
(i) * HPa ..* clr ... &A ..* 
h e r e  x a  C - c o ~ n d a  Xr+r 
If the epietanlc or the root reading of W a l a  represents the motion that 
mdals are syntactically ergative or nonergative verbs a t  D-S&KIIC$~~KB in
Burzio@s (1986) sense,aa then when M a l s  have only the egisteaic reading, 
they are base-generatad as ergatlive. 'Phsae argative d a l e  m y  not allow 
clitic climbing if they provide syntactic raising, like passive on subject- 
to-subject raising ( i . a . ,  A-mvemnt). However, in Catalan, a Vx such ae 
which has only the epistelsrfc reading,.dloes not behave aa a ralslwg 
verb. In (26a) with clitic cliwfng is allowed; (26aI is gramtical, 
unlike (268) or (26~). 
(26) a. Ell es deu consider 1ntel.ligent. (mst; + control V )  
he himelf wt c- intelligent 
b. *El8 teus amicsr esa dsvien 9 passive V) 
your friends to each other 
e. *Ell1 esr Bevia setablar 9 raising V) 
he to bisraeld ) in PieaPlo 
(1987) 
Deacriptlvely speaking, whether an erebedded verb triggens A-mvemnt 
determines the gramticafity of the sentence, as shown in (26). Thus 
Pica110 suggests that expletive' Vx's are not raising varbs, since they f a i l  
to trigger the syntactic effect of raising and concludes that Vx is not 
generated efthen as a control or as a ralsing verb (on that Vx 1s not 
generated as a main verb). 
Picallo, therefore, hypotliesizee -- b a e d  on augges&isne mde by 
Strozer (1976;1981)as and Xubizarreta (1982)xe -- that clitic cPI&fng and 
This assumption is theory-internal. However, given the framework which 
assume the notion of s-aelmtion, this aasu~agtion does not asem to be 
controversial. 
13 Strozer (1981;179) suggeets that Vx takes a W co!iplapnant instead of a 
8 cowplearent. She justifies her suqgegltion by noting that the c l a s ~  of 
Vxa is extremly small, which d m s  not offer a proper justification for a 
VP complement solution. The ainircnarl productivity arqlumnt for VP hypo- 
thesis for one type of Romance caueative constructlon (But not for 'res- 
tructuring' construction) can alao be found in Burzio (19063372). Burzio 
also considers VP complepants as spgrked options. 
auxi l iary  change can be obtained by an assusptlon $ha& Vx can be b ~ e -  
generated e i the r  a s  a sister node of Vk or under IWt as a d a P ,  as shorn 
below {cf.  P iea l lo  (1985;1987)).as 
Under t h i s  proposal, cl i t ic c 9 i ~ i n g  La allowed since Wx is not a p ~ e d i c a t s  
- but an adjunct t o  Vk. Auxiliary change can Ibe axplairaebl as Wizzi suggests: 
the r i gh tma t  verb is t h e  main verb and the r e s t  are s e a i - a ~ x i l i e r 9 e a . ~ ~  
Evan i f  P ica l lo  apparently avoids a groblera wlth the groject iaa 
principle, her suggestion has another problem -- enrlchlng D-structure; 
nontr ivial  formal problem of Rizzi t s  nestructuring ru le  a r e  sfwly ca r~Ped  
over a t  6-structure. The ntrncture (27) is, i n  fact ,  incoqtatlble w i t h  
other priniciples of W. I n  the f i r s t  glace, the s t ructure  (27) is not 
a l lomd by the X-bar s c h e m # c o n ~ t r a ~ n t s , ~ ~  which are assused t o  hold a t  Q- 
Xubfmrreta (1982) suggests tha t  Vx my function as a secondary or ee an 
adjunct predicate. 
La Pical lo  (1985) argues t ha t  aodals w l t h  the ep l s t e r i c  reading appear i n  
HdaP posftlon i n  ( H W L )  and mda l s  with the ~ o o t  reading and aspetoralls 
appear i n  Vx poaltion i n  f27). W do ~ o t  discuss her afggui%mts here. 
Pfcal lo further argues that theta-structure of claueas with Vz is 
determined by Vk rather then Vx. We w i l l  discuss her arguments later. 
a7 Umder the  hee-qenera t lm appzweh, one might a l so  suggest tb foPlowBnq 
W coarplamntation (a8 loam Choasesky (p.c.1 notes), ea ahown in  ( P I  %n which 
one can avoid som problem with X-baa theory. 
(1 v ' 
/ \ 
vx w 
/ \ 
aux tTP 
/ \ 
VA . * * *  
structure (and therefore at any other lave1 of representation, given the 
wide interpretation of the projection principle e are assuming here). 
Bince a Yx can be e-ddsd by another Vx, Vq would be able to have mre 
than one Vx. Moreover the structu~e In (27)  ia swir1sePly Pnadaguate. I& 
Rizei's data are right, &hen V' grojectlon would be able to contain any 
elements such ae adverbial8 (cf. 191, auxiliorles (cf, 10 and ad), cowla- 
mntlzers (cf. 5 and 18) or wh-elements (cf. 21).ae Thus, this approach 
does not actually explain the 'restructuring' construction aufffc9sntly t o  
satisfy both awlrical and theoretical raguiremnts, 
In addition, PPcello's argument that W m y  not be a raising verb 
raises a problem with Rizz13s data: 
(28)  Dopo anni di attesa, per .esesers portate, f inrml- 
m n t e  ! 
"After years of waiting, m i a t e n r e  t o  be given 
ti, at lastlw ((125b) in.Ri%zB (P982;32)) 
In (28) ,  part of the idiom chunk appears i n  the mhlx 
subject position, which shows that the ssatrix verb is a raising verb (cE. 
14-15); part of the idiom chunks fails to be base-generated in the subject 
positions, given the notion of D-structure and the D-structure condition 
(cf. Chapter I ) ,  Thc fact that a raising verb allows clitic cli&Png, as 
,. - 
(i) would not be compatible with the Rorean lrestructuninq@ construction in 
which Vk is projected ea a dull clause containing an overt subject (cP. 
Section 3.4.). Our position, which assumes CP coraplamntation, will not 
differ from (i) in spirit in assuming that Vx or  select^ CP instead of 
VP (cf. Section 3.3.). We will, however, show that CP complsmn&a&flon 
obtains both empirical and theoretical glauslblity, which VP copiaplewnta- 
tion fails to obtain. 
As far intervening adverbials and cotsplesrentizera between Vx and Vk, one 
may aesuge that adverbials may appear h t m e n  Vx and Vk and that compla- 
mentizers are actually preverbal particles (cf. Burzio (19861). Bloweven, 
intervening auxiliaries which go with Vk (10 and 20) and intervening wh- 
phrases (21) clearly u n d e d n e  any base-generation approach. Note that 
lntervenlng wtr-phrases indicate that there -st be an owrator position 
(P.e., the 8PBC of CP) between Vx and Vk. 
in  (28), suggaats that raising verba nay instantiate 'reetructurlngl verbo. 
IE BO, (independently of an analysis of the Catnlen fact ahown I n  ( 2 1  and 
26) )  Picallooa argplmnt thaS 'reertructuring' verbs carmat be raising verba 
is simply RaYsa or a t  m a t  cannot be nnlvarsally true. In  fact, the 
I t a l i an  data strongly auggtst that  Vx's are baec-generated a s  win verbs 
and that if thay are crgetiva, thay t r i sgs r  raising (8 -wova~nt ) .  To 
'conclrrde, we re ject  any hue-generation analyses which auggest a mono- 
clanaal structure. 
Tae second approach -- the paral le l  s tructure approach -- corns frog 
Zubixarreta (B982).am Xubizarreta notices tha t  Vx does not hehave exclu- 
s ively  an a non-main verb and it my not ba treated a s  an auxil iary ei ther  
(cf. Xubimretta (1982;135-141); also  c b .  Kayna (1975); P u l l u a  and Willson 
(1977)). Rather, Vx tmhves a s  a -in end non-min a f f lxa l  verb a t  t h e  
same time. Xubizarreta thus suggests that  t h i s  double property iwlbee 
that  the 'restructuring' construction has two paral le l  structures, one of 
which has Vx as an a f f i x  t o  Vk:'O 
(29) a. 1.1 #Pa Iv, VL iez HPa !vp Vz WPn 1111 
D I I I 1 
Maria& Q U ~ K ~  6 r  coraprar e l  l ib ro  
I \ / I 
t. #Po Ivo tv V . . + V  I #Po 
be Mary wrrnta t o  bay the  h o k e w  (cf .  (77) in Zubizarreta (198- 
2;165)) 
a* Sea a lso  Wnzini (1903b) andl Qaodall (1985) for a m  different  analyses 
with di f ferent  empirica1 coverage under t h e  dual/parallel s tructure 
approach. We w i l l  diacuss the cornnalysia of D i  Sciullo andl William (1987) 
-- another paral lel  s tructure analysis -- in  Chapter 5. 
Bbe bettog structore I n  th ia  proposal i a  neither wrphologicel nor 
syntactic (a aorgho-syntactic level in aubimrrsta (1985)): Vx say be an 
a f f ix  t o  V acroaa overt aleawnta (mrpholosyntact~cally-bound ~orpheiw).  
The mrpho-ayntact i~  level is alao mtivated t o  account for Roaance 
cauaativization. 
Given t h l s  p a r a l l e l  s t r u c t u r e  a n a l p l s ,  c l i t lc  c l i a i n g  is explained oa 
follows: A cl i t ic  is generated on the  verb as i n  (30b), which functiano as 
t he  haad.of a qverBsll ctmpPax' i n  that a c l i t ic  can percolate  up t o  Vx. 
Linear izat ion then takes  place In phonology; a u x i l i a r y  change would a l s o  be 
explained a s  i n  Rizzi  (1982). 
(30)  a. PeUro te l o  guiera c q r a r .  
RPeter t o  you it wants t o  buy.a 
b. [ma #Px [w Vx f m ~  HE'S [w Va P a  MPallll 
I I I I I I 
Pedro~ quiere  te, lot.) Icogrgrarl e~ e 9 
I 1 e I 
1. HPa [*a Y v m e  9 V 1 IPS WPa 
(cf. (92)  i n  Zubimrreta  (P982;175)) 
Zubj.zarreta suggeets t h a t  t h i s  p a r a l l e l  s t r u c t u r e  avoids a problea 
with t he  project ion pr inc ip le  and can d i a p e n ~ e  with Rlzzi18 r e s ~ r u c t u r l o g  
ru le ,  which has non t r iv i a l  formal pxoblegns. However, even i f  t h t e  approach 
avoids a problem with the  project ion pr inciple ,  like t h e  f i r ~ t  approach, it 
docs not eliminate s o m  non t r iv i a l  f o r m 1  problem w i t h  respect t o  t h e  
status of wtphology and syntax, s ince  Zubizarreta v l r t w l l y  admits that a 
head can d a d n a t e  mrpho lag ica l ly  independent clusters of words, which 
Pizzi a l s o  has t o  a s a m .  In  other  words, she pustulates that t he  output 
of Rizzi 'a  r e s t ruc tu r ing  rule is base-generated i n  t he  bo t toa  structure. 
Given t h a t  the  bottom s t r u c t u r e  is l a rge ly  redundant except fo r  V r  atnnc- 
tu re ,  I t  would be b e t t e r  t o  f ind a way t o  derive Vr by a rule which is 
compatible with t h e  p ro j ec t ion -p r inc ip l e .  
In  addt t lon,  t h e  double a t ruc tu ra  does not explain  sow Catalan f a c t s  
diacuasad i n  P i c a l l o  (1985). P fca l lo  notes t h a t  i n  po ten t l a l  ' res t ruc-  
tu r lng '  aentencas such aa (31), i n  which the  ' r ea t ruc tur ing l  reading is not 
forced, t h e  sentence is ambtguous. 
(31) Ho a f e l i c i t a r - h  
a .  ( I )  Rave t o  congratulate-hea; 
b. ( I )  have con 'g ra tu l a t ed -w  ((132) i n  P i ca l lo  (1985;266)) 
Pn the first reading (31a), a mtrix verb is interpreted as a =in verb but 
in the second reading (3Pb), it Pa interpreted as an adverbial. Howeven, 
oshan the 'reatructuringl reading is forced (for axampla, when clitic 
cliwing has taken place, as in (32)), the sentence has only one manlng 
(32b), thane Vx is interpreted more as an adverbial rather than as a mtion 
verb. 
(32) LrlRa tornat a felicitar tr 
a. * ( I )  have to congratulate tr 
b. (1) & Rave asain congratulated tr ((136) In pica110 (1905i247) )  
Given (32),  it is very difficult to accept double structure for the 
lrestructnringl construction in Catalan since the tog structure is radun- 
dant on worse than rehiiant as it provides a non-existent sense (Hoaa 
Choraaky (p.c.1). Thus, it seem that double structure is not wtfvated 
cross-linguistically: Bven if we assume that the tog structure is selec- 
tively viulble, jhat governs this selective visiblity is not clear. 
The third approach made by Burzio (1986) (aleo cf. Stroaer (1976;- 
1981);'Ruveret and Vergjnadi (1980)) suggests that the embeddadl WP aovm to 
a patrix VP, based on Kayneos analysis of causative construction In French 
(saovamcnt of V-projection). Burzlo (1986) suggests that an erebedded VP 
moves to the right side sf a rsatrix V, as shown in (33-Qb); (33a) repre- 
sents Vx as nonergative and (31b) V1 ( =  Vx) as ergative. 
(34) a. [ m a  [ ~ p r  YX HPa [ B  PRO L w r a V a  f f P ! 1 3 1  
b. [ r  NPr l w r  Vr Lven  Vn H P n L  t r  [o PRO tj 1 1  
(33b) 8 (34b) s 
/ \ / \ 
#PA VPa WPr WFa 
/ I \  / I  \ \  
/ I ' \  / I \  
Vr VPt:, 8 Vr VPss 91 S 
/ \ / \ 
Pa01 ts PRO1 tj 
An apparent advantage of thia eppnoach (cf. fn. 10) is that WP-mveeat can 
also explain the w e - V  order in Romnce causative constnuction. Since 
the W e - V  sequence is alao explainad by W - m v e m n t ,  a o m  ~ieailaaities 
between 'restructuring' and causmtivrs constructions are expleined. Boa 
example, clitic clillabing is possible in the caueetive construction (35a1, 
as in the 'restructurlngl construction (35b).== VP-mvamnt explains 
clftic climbing in both constructions in the following way. 
(35) a. Li. ho Ivp fatti Ivp leggere I EA 119 le a M r i o  t j l l  
mI have had Wario road  them^.^ 
b. ti. ho [VP voluti Peggcre I a* 119 to  PRO1 Q ~ l l  
"1 have wanted to read thelsl~.~ ((56) in Burzio (1986;343)) 
In (3% and b), cPitic U daea not cross a clause, aa desired. 
Although this approach describes the 'rastruct~~ring' phernomwo~, it 
haa some problems. Firat, this progasal also reveals awirical g s o b l e ~ .  
It is not empirically adequate because it say fail to explain the mard 
order in (18-21) in a plausible nay since coplplesentizare OK A-elemnts 
should appear on the right side of VP2 (cf. fn 18). Second, WZ-mveent  
would violate the projectlon principle with the wlde interpretation: a W 
no& that m v e a  (VPa in (33-34)) become8 a sister node to the coi;gleant of 
VX; thu position of YP2 in (33-34) auggeata that W n  mkee anathen cowle- 
m n t  at S-structure, violating the projection principle. 
One could, however, asscme that Wa is acutally adjoined,to WI so 
that the structure ia iaaapae to the wide interpretation of the projectlon 
principle given the adjunction function x in Chapter '2). After WZ- 
adjunction to VPX applies, 8-structure would be like ( 3 3 b 1 )  if the dinec- 
8ee Burzio (1986;343-6) for more aiailarities, which are not our 
is~ediate concern here. 
tion of ad3mnction follosea the head-parameter (cf. Kayna ( 1 9 8 4 ) ~  Choe 
(33b9) VV 
/ \ 
W r  VFs 
/ \ 
v S 
I-\ 
PRO.. t n  
T?m structure in'(33b1) does not raiee rany.~~9rhcal pmrobfe~~ with respect 
to the data with intervening eleraenta betmen W and Vx (cf. 18-21] aince 
Wt-adjunction does not change string order. There are, Rowvarc, other' 
espirical and theoretical difficulities with (33b0). First, WE-adjunc%ion 
m y  fall to extend to 'restructuring1 in head-final languages (cf. Section 
3.4. for discaeaion of this point]. Second, (33b0 ) would raise another 
problem under the frawwtk wa are Like the first e M  the 
second approaches, it raqaires additional mechanism for the interpretation 
of the ffx-M 'verbal cosrplex' (l.e., e rule that t ! ~  xllghtmet V governs 
the choice ~f auxiliary9. Phis rule would be e~mwhat counterinkuftive 
given that the earbQddad W roves to adjoin to &he ~ ; ~ t r i x  V%, as Picallo 
(1985) also points out; conbigurationally, W'x, instead of Vlc, is sgmtacti- 
cally prominent since Ilk (WP] lies wIthin one ~ a g a e n t  of W r  but Vk, 
instead of W, determines the auxiliary that the s v a ~ b a l  cotqlax' tolee. 
Pimhly, glven the licensing theory of transformtion, what mtivatas W- 
novemnt ox why VP arhould adjoin to a mtrix V is not clear. 
" Under the current framework in which VP fa a b~riq:~, clitics that Rove 
. across two VP sagrants of two different VB categories would violate 
Bulbjacency if segraenta can be brrlere. However, whether s e m n t a  can be 
. . 
barriers and if so under what conditions they can be hrriaxe ate all 
ea~irtcal lasaas that'we wlll not pursue hare. (But see Belletti and Wizzi 
(198618 CRw (1987b) for a m  suggestions that a s ~ n t ~  can be h n r  iaos) . 
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To conclude, these three propoaals avoid problem with the '~estruc- 
turing' phenomenon caused by the projection principle but ~ a i a e  other 
nontrivial theoretical problem either by enriching D-structure or by 
introducing WP-ratsvamnt, which is queationabla in statue, given the projec- 
tion principle and the licensing theory of trensfonimtlsn. In addition, 
each approach uniformly ignores s o m  seeosringly trivial a~pir9cal data 
concerning intervening elemnts, as glven in (18-21). Under ths syntactic 
position we are assuming, Qheae problem are not trivial kcanae f u n c t f o ~ l  
categories and their projections that include A-bar BPBC psitione have 
reality in syntax and therefore their positioml/catagorial status ahould 
be taken aerioualy. We therefore conclrrtfe that these three m j o r  appno- 
aches to 'restructuringt are not viable because they have not ~ n l y  eqiri- 
cal problems but also theoretical problems. 
In the preceding Saction, we aaw that constituency ehnga, which Fiixzl 
comidats a 'reatructuring0 effect, can be explained in term 0% birding. 
'M conutittmney c h a w  also relees hor~trlvial form1 problem, ws wBB1 
c o ~ 9 d e r  the fsPlowing a8 the eraetracturimq' effects in Italian: elitic 
clilabing and auilialty chamga. ' In this 8ection, wa propoaa a transform- 
tional approach to the 'restruduring' phenomnon, which musea neither 
ea~irical nor theoretical problem and which giwa insight Into different 
types of c m l e x  words/prgQPcates Bncluding 'complex predicates' ob&aB~&l 
by the 'restructuring' process. 
3.3.1. The Restraeturlng Rule (RRd and the RR effects 
Po explain the 'restructutinq' phenomnon, let uer lieekpnake an idea 
that the trcstructuring' process m y  be a head-to-head process, Bike bead- 
movemart, as we B l u c ~ s e 6  in Cheptan 2. Phis idea cam fma  the dace that 
in mo~pAs1ogically-complex predicates that contain euxiliemy types of 
pndiciates, the RWR is not okxienved, while tRo.RMt Is ohen~ted in mrpholo- 
gically-cohplex pradimtaa that comtain'gredicatea aech ea caplesrtlve oms. 
Po bB concrete, in C h i h o r a ,  a head-initial language, the direction of 
af f ixation dif fern dopanilfag on the kind of mtriic predicates; c 
asrphslac order in (la) with the usual mrpham order derived by Read- 
(1) a. Vx-V 
b. V-Vc h e r e  Vc is a causative predicate andl Vx ie an auxiliary 
type of predicate (semntlcally-weak predlcata) 
we suggaat that both the rule darfvlng 'restscuctuaingl affecta rml the 
- 
. ... head-mvemnt deriving aorphological amlgamtion apply' to  the case of 
(la). tile reason that the ~h#)rphew order in ( l a )  la obtained because the 
agpf icetion of the rule deriving trestructuring~ effects 'prevents &Re RHR 
from applying to the outputs of Read-mvemnt. Since the rule deriving 
trestructuringt can coocur with head-wvment, we Suggest that the Ones- 
tructurlng8 phenomenon is governed by a head-to-head transforrstlonal rule, 
If (restructuring' is derived by a head-to-heed transformation, one 
might consider a covert version of head-mveraent a ' ~  a mchanism governing 
oreatructuring' in Italian assuming that t.,.o Ireada are colndexed in syntax 
and apaalgamted by head-raovcmnt in LF. The properties of tnastructurinq' 
construction, howvex, are not obtained Prom the'output of a covert vetrsban 
of head-mowemant. First, there is no syatemtic way to explain why 
adjunction is rightward intead of leftward when it applies to an auxfliery 
predicate. The property of the Italian version of (lb) also aignidicsntly 
differs from that of the Italian version of (la): Casative cowlex 
predicates in Italian do not behave.. like cowlex predicates with Vx's in 
Italian. Cauaative constraction, like 8~eatructurfng' construction, allorss 
clitic climbing, ad Rizzi ' (1982; 28-29) notices, but no auxiliary change is 
observed in causative con~truction.~ Hatrix verbs in the infinitive 
construction (cf. Kayne (1975)) all require avage as the eualliery, but 
they do not allow the rule avere --> to apply, whether on not a 
clltic climbs, as shown In (2) in which the e&bedded verb requires the 
auxiliary e. 
( 2 )  a. m r i o  (ha/*b~ t fatto/lasciato/vistol venire il medico;. 
b. W r i o  lor {ha/hh) {fatto/lascl'irto/visto) venire t.. 
mtlario has thad/let/seenj the doctor/him corn." ((113) in Rizzi 
(1982; 28 3 ) 
a In subsection, 3.3 .6 . ,  we discuss uhy the wusative construet~on allows 
clitfc cllmbing but not auxiliary change.. 
One more problem with an LF-head lraoverreent approach to 'rest~uc~uting~ 
c o m a  from the semantics of Vx's. Seraantically spaking, in m ~ &  cases, 
the V-Vc sequences illwstrate siwle juxtaposition a m n g  V's while tho 
WtVk sequences illustrate a min-auxiliary relation. Thus a head-mvemnt 
approach would not offen any insight into the aaimntlcs of the cowlex 
predicates in (la). '~lso, given the present deratanding of maph~logi- 
cally-motivated head-movesent, it is unlikely that @reanalysis' or Ones- 
tructuring' can be explained in t e r m  of LP-head-mvament. 
One aula (other than head-mvemnt) that affects headle, we suggest, 
operates on categories (#-bade), giving rise to certain 'abstract reanaly- 
sis' effects. There are two good reasons t o  suggest that one of the rules 
governing (la) affect8 categories. First, unlike [ Ib) ,  the mrphante order 
does not obey a aorphologlcal principle such as the W H R  but reflect8 the 
atring order of X-heada in syntax, which suggests that the rule m y  not be 
mrgholaqicably wtlvated. Second, one of the 'restructuring' effects-- 
clitlc cll~blng -- suggests that 'restructuring' is a Rind of abstract 
'reanalysis' or a process of reinterpreting the categorial status of X- 
heads. For these reasohs, lrestructurlngl is, we suggest, a phenomnon of 
weakening the categorial status of projections in a certain way and it is 
derived by an X-head-to-X-head transformtion. 
In fact, in the generative framework, two kinds of trameformtion or 
operation have been discussed in the literature: tranformtions which 
affect terminal btrlngs (MA-bar m v e m n t )  and operations whlch affects 
nodes or categories. The forlser are now called mve-alpha, by which 
tarlainaP strings change their positions, leaving traces in the positions 
from which they move (cf. X/Xwx adjunction/substitution In Chowky 
(f986b); also cf. Chapter 2 ) .  The latter are not well-umdaratoad (and ark 
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not maually considered as transformtlonal) hut have been diacusaed in 
terms of node deletion (cf. tree-pruning conventions [Ross (1967) OH 8-bar ' 
deletion (Reis (1973); Vergnaud (1982); ChomasAy (1981)) and in term of 
various versions of reanalysis (in addition to Rizzi'~ reetructu~inq rule). 
There have been many gropoaials on reanalysis for various reasons: Chcr~ky's 
(1975; 240, fn. 24)  reanalllais of the phrase a Horna&ein and 
btginbarq's (1981) reanalysis for prepoeitlon standing; the thematic 
rewriting rules (Rouveret and Vergnaud (1980)) for French causatlviza&%on; 
Di Scfullo and Williaw3's (1987) c ~ n a l p i s ;  and Xubimrreta and ~ekgnaud~s 
(1982) notlon of virtual stnuctume for 'free word order.' It s e e m  that UG 
must have transf o r m t  ions or operat ions which af dect catagor ies on nadea, 
giving rise to change in nome functional interpretation of categories. If 
we consider the phenomenon as governed by a transformtion, given the 
current modular approach to gramaar (cf. Chomsky (1981;1986a and b)) ,  the 
transformation should be constrained by univeneel principles of UG. The 
rule should not be construction-specific or language-prtlcular; it should 
be motivated by some theoretical necessity derived fror the interaction of 
subtheories of UG. The rule also should satisfy the licensing theory of 
transfsrmation'in motivating the rule application. 
It seems that the semnties of Vx's trigger the rule or that the rule 
is gover~rad by the sewantics of W's. & Rizei notes, Vxts are ~emnlticall- 
Py classified in a significant way. W's do not 'express the main actlon on 
According to Rizzi (1982; fn 35)) ,  Chomky (1974; The Imherat Lectures) 
-. also ahlows the existence of optional (nont~snaformti o w l )  reetructuring 
rules. The rules reanalyze the string [takel~ [edvantagal~ [of BhryIoa a8 
the string ItaRe advantage of]" 6 M r y l ~ 1 ~  and account for passive sentences 
(iii) ulong with (fi) below: 
(i) gill took advantage of Wry. 
( l i l  Advantage was taken of Many by Bill. 
(iiP) Nary was taken adbaneage of by Bill. 
state of verbal complexes. Vx's have thus been celled ase~i-aux18ian8asB 
la the literature (cf. Btrozer (6981); Pica110 (1985) end references 
therein; also cf. Napoli (1901) ) .= Wonetheleas, syntactically' Vxgs do not 
behave like W a l s  or t auxiliary verb Wig (sea Zublmnreta (1982); 
Picallo (1985)). Since Vx should be syntactically base-generated as a w i n  
verb (given the syntactic poeition we are aseurmaing hereIe but samntieally 
' an auxiliary, let ua call Vx an - .5 ,@ 
~izzi' euggeats that the auxiliary aspect ig derived because Vx- is 
base-generated as a main verb at D-structure but an 'auxiliary@ od 
'another lrrztin verb a%ter the application of the restructuring rule. 
Howver, given that the rule is triggered by a certain class of verbs, the 
Napoli (1981) also claim that the derived structure of the verbal 
cowlex in a restructured sentence ( V r  here) is identical to that of a 
complex of an auxiliary + past participle, so that the'same semantic 
- interpretation rules appiy to both. 
Ross (1969) first suggests that auxiliaries (and mdals) are base- 
generated as m i n  verbs. A claim that all Eaodals and auxillarries should be 
base-generafed 'as main verbs can also be found in Pulltm and Wilson (1977) 
4cf. references therein). Our notion of 'restructuring' in terns of RW 
will not be incoatpiltible wfth those lines of research. 
Auxiliary verbs such as have no semantics of predicates but Vx  ha^ the 
semantics of predicates. Plcallo (1985;245) notes that #the reading of 
asgectual .verbs under Cwrestructuring~l is not that of a predicate, 
expressing motion or otherwise; rather these verbal elements have the 
function of a VP a d ~ e r b . ~  (dlso cf. Strozer (1981) and refexcnces in 
Picallo (1905; ch. 4; bn.26)). Thus Plcallo suggests that Vx has no 
predicative function. The auggeation iu too strong to admit if Vx la base- 
generated as a nain verb. From our point of view, we suggest that V x  is an 
auxiliary predicate whose semantics (but not whose syntax, as we will see) 
is close to that of a secondary or adjunct gredicate in 2ubizarretees 
(1982) sense. 
a From this point of view, so-called semi-auxiliary exgrresslons such as k 
to, ke ao b a  t~ or &gk/comel to ere auxiliary predicates, 
although Bnglish has no auxiliary change or clftic clis;sbing to confira 
@restructuring* effects (also cf. Akwjian and Wasow (1975)). Homvar, In 
Appendix I11 of thia Chapter, we discuss some 'reatucturingl' effects with 
respect to the-~9-called lneg-naising* phenomenon found in sentences with 
those verbs. 
rnodal/aspectual/~~~tion expretisions, we suggest that Vxaa function as 
auxiliary predicates by vlrtue of their aemntlcs (but not because of the 
rule effects). Thua under the wide interpretation of the projection 
principle (cb. Chapter 2) and a principle of B f ,  changing Rixz19s logic 
slightly, w suggest that a certain gmoperty/feature sd a V, which is 
obtained in the Lexicon and which is based on the 'defective' semntics sf 
the V, is projected to an X-head and that the projected feature charactea- 
izes the categorial property of the X-kcad. The feature than triggers the 
'reetructuring' phenomenon without changing terminal strings tir syntactic 
~tructure.~ This will be our rule ob restucturing. 
Let us suggest that because 'df thein: defective rsemntics, V x q s  as 
predicates are lexically determined to depend upon other predicates and 
that the dependency is categoral bn such a way that the sentences wlth Vx's 
may allow clitic climbing and auxiliary change, as we will discuss. In 
other words, the projections of such predicates are categorially weak so 
that they are categorially dependent'upon othcir projections in a certain 
my. More generally, a certain X-head (XI is pateaorlallv denen- upon 
another X-head (X) in a mrtain way because of Its Lexical properties (or 
because of its semantics).. WG then includes the feature I+/-Categorial 
Rizzils assumtion that the changes Pn the syntax and the semntlcs of 
the VxtVk sequence are obtained by the rule surely violates the wide 
interpretation of the projection principle and a principle of FP (ef. 
Chapter 2). Our analysis differs from Rizzi's in that we ~otivate RR Based 
on the defective semantic properties of Vx class ' venbs (X-heads) on ~ K B .  
generally based on the semantics of certain classes of X-heads with certain 
common properties. 
It ier worth notlng that EU! predicates cross-llnguiatically form a 
similar class of verbals (epistemic verbs) and that small clause predicates 
(perception or causative type verbs) also form a semntically significant 
c l a m  of verbs. We will suggest, in Chapter 4 and in this Section, that 
semntically-restricted a m 1 1  clause or FKH verbs tr lqge'r different 
instantiations of RR from one deriving 'restructuring.' 
kpendsncyl, which m abbreviate as I+/-CDI ('we wlll characterize the 
notion sf categorial dependency shortly In Sectlon 3.3.5.). Given the 
licensing theory of transformtlon, we' suggest that X-heeds with ( 4 ~ ~ 1  
should Be dependent upon other X-heeds and that the feature [4CDI triggens 
coiadexing in the manner g?vzn in (3): 
( 3  xe' 
/ \ 
SPEC X q L  
/ ' \* 
' Xr YPa (we reserve a superscript "l for the RR process; 
---> indicates the direction of categorial 
y y ; y i l w *  depndency) 
The conventions governlh.~ the process (3a), which we call 88 (the iea- 
tructuring Rule), are as follows: 
( 4 )  a. RR: eoindex X-heads (from toy to bottom) 
b. index percolation within RRed projections (because of X-bar 
conventions/feature percolation conventions) 
. RR derives a ralationship/link between X* and YL, which indicates catego- 
r i a l  dependericy. Wk call the linktd/rePa&ed unit P+Ya' an R-cowlex word 
(cf. fn. 2 in Section 3.0.). Since X always govdrns YPS *err X and Y are 
linked by RR, we modify (41,  as in (5 ) :  
( 5 )  Coindex a [tCDI X-head with its [-CD1 X-head to form an R- 
'complex multi X-head projection. 
I+CDl X-heads are the triggers of RR and I-CDI X-heads are the targets of 
RR. Betcause of ( S ) ,  a (tCDI X-Read is covertly amalgamated with a 1-CDI X- 
head through coindexing only if the former governs the latter.1° 
Remeraber that the notion of selection applies to "both functional and 
lexical item (i.e., Lexical itelas that project X-heada in syntax). Oiven 
that 'reatructuringl applles to head-corsnglewnt relations, ws will infer: 
the notion of selection by using the notion of govarnmknt in the formula- 
tion of BR. 
20 Picallo (1985/87) notes that purpose clauses can also be 'restructured.' 
(i) b'he tornat a felicitar tr' 
While (5) explains local dependency, it does not explain global 
dependency as in the Itallan 'reistnucturing' data. WR should extend to ' 
explain the categorial dependency between V x  and Flk in Italian. Let us 
thus suggest that Italian 'restructuring' verbs Rave f~tature 
[+cB] in the Lexicon and that [+@Dl X-heads (triggers] are subcategonizsd 
for I-CDI X-heads (tangeta) as a Lexical property (categorial dependency 
subcategorization). Since C and I invervene betwgen Vx and Vk, the 
categorial dependency subcategorization of Ux should be obtained th~ough 
the intermediate categorial dependencies of C and I: by virtue ~f the 
transitivity of dependency. In other words, Vx is categorially da@endent 
upon Vk since it is categorially dependent upon C, which Is categorially 
dependent upon I, which i$ also dependent upon . k suggest that Vx 
depends categorially ' upon Vk (nonVx) when intenwdiate categorial-diepen- 
dencies are linked in t e r m  of coindexing. We then interpret coindexing in 
the following way. 
b. RR: Hake all the categorial dependency links between a trigger 0% 
RR and its target the categorial degendteney . link of thd" trtiglijen. 
c. def. = X is categorially dependent upon Y only i f  X gaverend the 
projection of Y. 
The fula above dispenses wlth ( 5 )  but implies that the notion of government 
applies to each categorial dependency link. Whether the dependency betwen 
a trigger an8 its target is local or nonlocal, the rule applies in such a 
a.*(I) her& have to congratuate t r  
b. (11 hers have congratulated tr ((136) in Picallo (1905;247)) 
However, when the Prsatructuring' meaning 9s forced, a purpose clau~c is 
iaterpreted ars a main t-lause, as shown in (ib). ~he~~reetruc&uring~ effect 
in ( E )  suggests that a purpoee clause is base-generated as a corapleirient of 
Vx or that it is goveaned/selacted by Vx. 
way that there ia only o m  categorial dependency relation between B tnlgge~ 
and its target. 
RE? implies the following: First, catagorial amlgaaation lo abstract 
ox covert aPnce no conatitucncy change takes place. Second, the process 
(coindexing) la a t E l c t l m  given the MC.2x Thus when X[+CDI is 
subcategorized for Y[-CDI, then the X-head6 k t w e n  X and Y ohould poasesa 
the intermediate local dependency links defined in (6c) .  AB for the level 
of the application of RR, since 'reetructuring' .effects syntactic p~:ocespros 
such as auxiliary change or clitic cli&ing, RR applieo at D-otnucture/in 
syntax. From the point of view of the licensing theory of transformtion, 
[+CI)1 categories would not properly be licensed ae categories to be 
interpreted at LF unless they link with Lexically-designated/aubcatego11zed 
h - 0 1  categories through RR. 
Luigi Rizzi (p-c.), who attributes the observat:.7n to Richard Kame, 
has pointed out to us that when INFL ' is not 'rich1 (no [tlensel or no 
[+Aqr]), 'restructuring' is poaaible; in Italian 'restructuring,' the 
erebedded verb3 are inflnittval (not finite). If X-Reads are 'weak' in 
phonological contents, they tend to be [ +CDI I. If [+Tense I or [ +Wgr 1 1.8 
related to the notion of phonoloyical richnees (oven though it say not be 
the case that if X-heads are [ tCD1, they are 'weak' In phonological con&- 
ent. Thus we my need the notion of 'phonological richn~ss.' !+CDl X- 
heads can be classified in t e r m  of 'searantic na RBzzi also 
The WC prevents an X-head from being restrrrctured with another X-head 
across an X-head. 
L2 Given that Vx 1s samntPcally mak, J a m 8  Higginbothan (g.c.) also notes 
that the mla varba in the ' Italian cams m y  be defaodalized verbs (or 
m4ala) so that the theta-diacharge of external argumnt in fi9gginbotham9s 
(1985b) aanaa takas place only onco in matrix clauses (cf, also Picallo 
(1985) 1. However, ' in thd present grogoaal, theta-discharge in Htggisbo- 
than's aenas occurs in both Vx and Vk clauaca (cf. the notion of ovezlapp- 
notices that semntlcally-inrpoverished verbs trigger 'restructuring.* In 
short, the notions tsernantic richness' and/or 'phsnologfcal richnessr my 
be necessary for the feature [+CD). These propcrtiaa of t+CD) explain why 
the Italian trestructuringf phenomnon does not involve finite e&dded 
verbsaz or verbs that have no auxiliary or helping waning. 
Under txe above notion of 6aW, the process governing Italian 'reatruc- 
turing' is illuetrated in t e r m  of V-to-V RR as below: 
( 7 )  a. w 
/ \ ------ > 
[tCD'IrVX CP RR 
/ \ 
SPEC C' 
/ \ 
I-CDIA,[+CDI~C IP 
I \ 
dPEc I '  
/ i 
[-CDla,~+CDlrl VP 
/ \ 
[-CDlrVk HP.. 
b. WL 
[ +CD I aCs 
/ \ 
. . 
SPEC I 
[+CDIxIL 
[-CDIaWk' HP.. . 
To explain clitlc climbing, a 'restructcrincj' ebfbct, we suggest that XPs 
In tha domain sf RR la categorially defective in that XPL is not a barrier: 
If cliticlzation ia movement and therefore subject to Subjacencyaq (and 
perhaps to the ECP) (cf. the clauae-bounded nature of cliticization), then 
clitic climbing in non-'rastructuringB environments 1s interpreted as 
violating 8ubjacency. On the other hand, clitic clihlng la obaerved i n  
ing in aubsaction 3.3.5.). 
La In 8action 3.4, m show, baaed on Korean trestructuring,l that [tAgrI 
does not block 'restructuring.' In Appendix I11 of this Chapter, we also 
diacuaa the poaaibillty that V-to-V RR applies across [+Tense) fn English. 
If the discussion in Appendix I11 is on the right track, then the notion of 
phonological richnee6 fa a relative notion in that a different claan o f  
predicataa requiraa a different degree of pholonolug~cal weakneaa. 
It l a  ~ s a u m d  that lubjacency effecta are week. However, the effecta of 
the clause-bounded condition of clif,icizatfon are strong. Given the strong 
lubjacency effecta' of A-mveme~t (cf. Chorsaky (1986b)), this atrong 
Subjacency effecta m y  auggeet that cliticizatlon ia mediated by A-movemnt. 
lreatructur ing ' envlronmnts because nodes governed by Wr ' ( CPra, IQA' and 
W r P )  are not barriers and therefore clitic climbing does not cross any 
barrlers (no Subjaeency violatlons). In fact, in (7b), any e l e ~ n t  within 
a w t r i x  VP ( =  -VxP) liaa under the govennmnt d o m i n  of Vkze as if any 
intervening projection8 between a lia1trix WP and the m a t  eidmdded W were 
not visible or were linked with each other, for~lng one ssaximl grojactlon 
(the erabedded W).xa  PAls affect ia obtained because all [+CDlrA X-head 
projections are categorially parasitlc to a [-CRlrA X-head projection. 
This account is also consistent with the idea 'of B-cornlix words: X-Reade 
under the dormin of RR are independently projected but they are eatego- 
rially linked through RR because of the featurea I+/-CDI, forming a cowlex 
'unit . 
At this point, let us explain auxiliary change In t e r m  of the 
parasitic nature of [ tCDlr' X-heads by suggesting that [-CDI categories ark 
- of of-complex words, whlch w w111 abbreviate aa s- 
m. Descriptively speaking, the ergatlvlty of the s-head determines 
As Noam Chomky p c .  has brought to our attention, this effect 
displays a certain version of Baker's W C  fo~fnulated as in (i 1 (cf. Baker 
(1985/to appear)b: 
(1) The government transparency corollary (the G W ) :  W lexical category 
which has an item incorporated into it governa everthing which the 
incorporated item governed in its original structural position. 
In fact, the notion of RR has the following effect: lk8criptively speaklng, 
[-CDI X-heads which are categorially linked with [tCDl X-heads govern 
everything whlch the latter governs (see 8ectian 4.1 .  for the farmliam of 
this effect). H o W ~ V ~ ~ K ,  we will argue in Chapter 5 that gra-r does not 
lncltsde the OrC (a head-noveraraent effect) as foraulated in (1). 
La The notion of projection in Zublzarreta and Vergnaudls (1982) 
sense is similar to the notion of linking of categorial projections through 
RR here. However, the latter is Bore restricted than the foriwr. 
projection8 exhibit a lwximal flexiblllty of the precedence relation. On 
the othar hand, linked projectionti show a rigid precedence relation, 
assuming the head parameter; as we will see, the projections of H/R-cowlex 
worda derived by RR and head-woveament, which corraapond to pnojec- 
tiona In their tkrrae, will have more flexiblllty on the history,qf domlna- 
tlon than does in Zubizarreta and Vergnaud (1982) .  
t h a t  of a complex word, glven t h a t  the  e r g a t i v l t y  of verbs dekexmlnea 
a u x i l i a r y  assignment (c f .  Burzio (1986); c f .  Chapter 5) .  Let us fur ther  
'suggest  t h a t  the  gramenatlcai fea ture  I+/-ergat ivi tyl  t h a t  ind ica tes  the  
e r g a t i v i t y  of a predicate  ' and t h a t  the  g r a m t i c a l  fea tures  of c o w l e x  
words a r e  determined by the  following g r a m t i c a l  fea ture  percolat ion 
(8)  P e e r c o l a t l o n o n  ( t h e  GFPC): 
The grammatical fea tures  of 8-heads ( t -CDI X-heads) take precedence 
over those of non-s-heads i n  percolation.  
Since the  f ea tu re  value obtained by the  GFPC does not change Beaa ergatl- 
v i t y  of complex words or  of reembers of comglex words because of the  
pro jec t ion  pr inciple ,  we c a l l  t he  f e a t u r e  values' obtained by the  GFPC 
or  values. Consequently, I-CDlak X-heads deternine the 
formal e r q a t l v i t y  of R-complex words but do not change the  deep e r g a t i v l t y  
'of R-coti+qlex words, cons is ten t  w i t h  the  wide in t e rp re t a t i on  of the  projec- 
t i o n  pr inciple .  The formal e r g a t i v i t y  of V r  is i n  f a c t  d a t e r ~ i n e d  by Wk i n  
I t a l i a n  ( c f .  Rizzi  (1982)),x* and a u x i l i a r y  change does not s i g n i f y  change 
i n  deep e r g a t i v i t y  e . ,  change i n  the ta -s t ruc ture) .  Phis proposal 
x7 By analogy w i t h  t he  fea ture  perco la~ion 'convent ion  I1  i n  Lieber (1981) 
and Harantz (1984),  one pay a l s o  assurae the  bollowlng: 
(1) CrrPPC 11: when the  6-head is ~ ~ n s p e c i f i e d  for  t he  value of s o w  g r a m t i -  
c a l  feature ,  t h a t  fea ture  of t h e  non-s-head percolatea t o  bkcom tki v a h  
fo r  t he  conbination of non-8-head plus  s-head. 
We, however, have no empirical  da ta  i n  favor of on aga ins t  ( 6 ) .  
x4 Consider the following da ta  from Burzio (1986;367) i n  which V1 and V3 
a r e  verbs t h a t  n o r m f l y  take  avere and V2 is a verb t h a t  normally takes  
mmu.. (1') Haria voluta andare a p r e n d e r u  lei s t e s s a  
Warla would have ( )wanted (Vl) t o  go (V2) t o  f e t ch  (V3) then 
heraelf  . m  
If V3 1s t he  t a r g e t  of Vx-to-V RR i n  ( I ) ,  then the  a u x i l i a r y  t h a t  the: 8- 
coscplex predicate  takes '  should be m. However, i n  ( i )  w i t h  t h e  chitic 
Ln the  most embedded clause,  V1 t akes  g s s ~ .  The da ta  suggest t h a t  V2 i a  
t he  s-head an3 t h a t  RR t akes  place be twen  Vk and the  aecand embedded Vx, 
and therefore  t h a t  the  t a r g e t  of ' res t ructurPngt  is not always the esast 
embedded verb. 
explains the two lkestrucf;uring' effects ' in Italian (and in Romnce 
languages) In the following ways: 
(9) a. Clltic clirnbing is allowed since . . RRed projections ( X P I ~ )  are not 
barriers in e dowain ok RR. . 
b. Eacausa of the OBPC, the formal ergatlvity of an R-coepleu word 
(realized as an auxiliary change) is determined by a t -CDI X-head 
(Vk), which is the s-head of the R-coyt plex'  X-heaSi.ae 
While the present proposal accounts for the two lreatructuring' 
effects in t e r m  of general principles, as in (9), it al'so' has som 
advantages. Although an RRed YPL is categorially-defective in that it is 
not a barrier, the categorial defectiveness does not prevent the YP6 from 
being the landing site of a movement rule or from undergoing A or A-bar 
aaovea~lent (for example YPL-movement) since the YPL is not categorially 
amalgamated in syntax. fn fact, Rizzi (1982;44, fn.26) notes that Ires- 
tructuringl may fail to trigger obiigatory cl'itic climbing. When the 
subject is a third person HP, clitic climbing is not obligatory even when 
the 'restructuring' has applied, as in (10) (which complete the grrttetn in 
'. Rizzi (1982;39) and Borzio (1986;3?3) note that when 'reatnucturing' has 
' applied (ibb, it ia  irepossible for both Vx and Vk to take aux!liaries at 
the same time, unlike (ia) in which no 'restructuring" takes place, while 
it is possible for either Vx or Vk to take an auxiliary (ii). 
(1) a. A gues'ora, firlo dovuto gih finito, il sua lavoro. 
n A t  this time, Xanfo'would have had to have already finished it, his 
work. 
b. *A quastloma, Mario Ip dovuto av_el: gia f inito, . . . . 
cf . (11 ) Mario dp deve 'incontrato lbanno 8~0180 
aHilrio him must have m t  last year.u 
(cf. (150) and (146) in Rizzi (1982;38-9)) 
We have no sxpl'anation 'for this. 
(12) in Section 3.2,):'O Auxiliary change indicates that RR has applied 
although no clitic climbing has taken place. 
(10) Haria dovuta venird molte volte. . 
"Maria has had to come there many times.w ((i) in Rizzi (1982;14, en. 
26) 
Burzio (1986;327) provides one clear case in which clitic clfnzbing is not 
obligatory in the lreatructuringl construction. 
(11) a. Mario proprio voluto andare 
wWario there would be really wanted to go.= 
b. Mario sarehbe pnoprio voluto andard 
"Haria would be neally wanted to go there." 
c. Mario avrebbe proprio voluto andard  
'Hario would have neally wanted to go there." 
d. *Mario d avrebbe proprio voluto andare 
Wario there would have really wanted to ((14-15) in Burzio 
(1986; 327) ) 
In (lld), auxiliary change does not appear, which m a n a  ihat 'reatrnctun- 
ingl has 'not -applied in (11). 'As . we predict, no clitlc climbing is 
allowed. In (llb), even though RR has applied, as we see auxiliary change, 
ciiticixation has applieg In the embedded cl~~use. If clitics move between 
INPL and VP (as Kayne suggests; but also cf. Kayne (1987)) or move to VP, 
the gra-ticality of (10 and lib) shows that the subconstituents of the RR 
domain are not destroyed so that they can be the landing sites of clitic- 
movement. Note also that RR overcomes the theoretical problem, of Rizzi's 
restructuring rule, without losing its dbscriptive or empirical adequacy. 
"O When the matrix subject is not a third person NP, clitic climb%ng is 
obligatory in a 'restructuring1 environrwnt, as we see in the contrast 
between (ib) and (ic) (cf. llb and c). 
(1) a. fi siamo gotuti venire solo poche volte. 
have een able to come hare only a few tima." 
b. *?Siam potuti venir~d solo poche volte. 
c. Abbiamo potuto venird solo goche volte. 
d. *?a abbiam potuto venire solo poche volte. ((11) in Rizzi 
(1982;44, fn.26)) 
We assume that the ungrammaticality of (ib) is obtained for independent 
reasons. In Sections 3.4. and 4.l., we will confirm the notion, based on 
Korean and gnglish data, that RR does not prevent tranafowtlons from 
applying to the subconstituenta of an RR domain. 
RR does not change structure so that every terminal string ia in-sltu; no 
new categories s u ~ h  as Vr are introduced (no constituency change). TRus 
any adverbs on wh-phrases (cf. 19 and 21 in Section 3.2.) m y  intervene 
between Vx and Vk and therefore Rizzi's data, which raise awirlcal 
problems under any other approaches, are under this analysis. 
Since no theta-structure is changed, RR also does not ciuse a proble~ with 
respect to the wide interpretation of the projection principle. 
One illustration that theta-structure is not changed by 'rcstruc- 
turing' comes from' Catalan, as described by Picallo (1985). '1 n Catalan, as 
in the Romance languages generally, the B#/NE partitive clitlc moves from a 
quantified NP, leavlng a quantificational determiner only when the quanti- 
fied NP is bae-generated in the direct object position (the object 
posit ions of ergat ive or nonergativc v e r b  I . Vhe quant if icat ional 
. .  . determiner my-alao.undlergo A-bar wh-move~nt, aa shom In (1215). 
(12) a. Han s o r t i t  
"Has left some peoplen 
b. K1han sortit 
"BN/NE hiis left somw 
c. &J& ~ ' h a n  sortit 
'How many EN/NE have leftw (cf . ( 2 9  and 30) ' in P'icallo (1985;202) ) 
En/91Ealso climbs in the 'restructuringv environment, as s h o m  in (13), in 
which underlined verbs are ergative: ' 
(13) a. Enhis tornaven a 'crkixer moPtes 
there, to many trW 
TRus partitive cliticization is possible only from the direct object 
position ox the [postverbal) Piominzrtive complement gosition of an ergattare 
verb (cf. Pfcallo (1985;2021) in Catalan, as in Italian (cf. Relletti and 
Rzzl (1901)). Clit'icimtion from the subject position (la) or from a 
yoatposed subject position (ib) is not possible: 
(i) a. *Algunes n'han dorait en aquell hotel 
%oae have slept in that hotel." 
b. parlaven iatolts . 
were speaking many." (cf. (31b) and (33b) in Picallo 
(1985;203)) 
b. .athi+ comncaven a cr\eixer moltes tr 
wm there& started to many tr" ((41 and 43a) in Picallo 
(19851207-8)) 
(14) a. *Quants tea n'arribaren a escriure cartes tr 
"How many to-your wxiv(& to write letters taw 
b. *Quanta tea ntcormaencen' a escriure cartes tr 
uHow many to-youo BN/NR start to w-zited letters t;lm ( (40 and 42a) 
in Picallo (1985;207-8)) 
In (13 and.14), and f;e move from the embedded clauses, which indicates 
that 'restructuring' has taken 'place. In these 'restructuring' environ- 
nents, when does not move from a direct object position, EN/PIE clitic 
climbing is not allowed, as shown in (14). But, when a clitic moves from 
the direct object position (from the object position of the embedded 
ergative verb), ENlNE clltic climbing is possible, as shown in (13). Based 
on the facts discussed above, Picallo concludes that tile ergativity of Vk 
determines whether clitic climbing is possible. On ' the other hand, the 
ergativity of Vx does not trigger EN/NE cliticization: Wnen the BMIHB 
clitic moves from a nonobjert position in an embedded clause, )m clitic 
climbing is not possible in a 'restructuring' environment, even if Vx is 
ergative, as shown in (14a).zz Based on the bshavior of $HI= cliticiza- 
tion shown in ( - 1 )  Picallo also concludes that Vk, instead of Vx, 
determines theta-structure. 
Under the present analysis, one might suggest that the notion of a- 
head determines the core theta-structure of R-complex predicates . However, 
RR does not change theta-structure (theta-structure of Vx is not affected 
by that of Vk through RR).=' Under the current proposal, the Catalan facts 
described by Picallo are in fact not surprising or unexpected. The 
22 Note that whether is wh-moved does not affect the gramticality of 
sentences in (14) (cf. (12~)). 
RR will, however, change the syntactic/Case structure of theta-structure 
(or argument structure) subject to UR conventions, as we will propose in 
subsection 3.3.5.. 
behavior of Catalan partitive cliticization shown in (13 and 14) is 
-, . 
since theta-~tructura is not changed by V-to-V RR: The theta- 
structure of the embedded clause remlns intact and the raatrix ergativity 
does not affect partitive cliticizatlon. Only when partitive clitics move 
from direct object positions (cf. 13) are the sentences gramtical. The 
sentences In (141 are not gratmakical, since the partitive clitic does not 
move from the direct object position. 
To suraeparize, we arrive at the following 'RR effects, which are 
compatible with princlpfes of UG: 
(15) effecb: 1. I-CD1 X-heads are s-heads of 8-complex words. 
2. XPIL is not a barrier in the FIR dolerain 
3. g r a m t i c a l  features of R-complex predicates (such as 
I+/-ergativityl are determined By the s-heads of W- 
conplex words because of the GFPC 
4. no constituency change in syntax 
5. no change In theta-structure 
Note that the rule RR is transfonmational in a Broad sense in that it 
applies in the syntactic component, obeying principles of UG. We suggest 
that this covert RR is an instantiation of the broader notion of affect- 
alpha, i.e., affect-category. In accordance with the idea of transforma- 
tional rules and with the licensing theory of transformtion, RR is 
productive in that RR applies whenever X-heads are [tCDI. 
3.3.'2. Overt RR: combination of RR and head-movement 
We have seen in Chapter 2 that fin polysynthetlc languages, a certain 
class of verbs (which are semantically auxiliaries) say also be eorphols- 
gfcally amlgaatated, as shown in (16a) (cf. la). We noted that in head- 
initial languages, the morpheme order in constructions containing these 
verbs differ8 from that in Causative construction: the former preserves 
, , ,. 
string order of B-structure, while the latter docs not. 
(16) W c h e w a  (a head-initial language) 
a. Ndi-ka-pemp-a pamanga 
1sSP-qo-bes-asp maize 
"1 gm solng [to & maize]." (Watkins (1937;98)) 
b. Buluzi a-na-sek-ets-a ana 
lizard SP-past-w-cause-asp children 
"The lizard made the children laugh." ((42c) in Baker (to appear; 
Chapter 4)) 
The reasoning that the complex words containing auxiliary type verbs 
exhibit the string-preserving property consistent with the head-parameter 
is empirically supported by the morpheme order of complex words in head- 
final languages. Consider (17a), which contains an auxiliary type verb, 
and (17b1, which contains a causative verb. The morheme order in (1Tb) is 
consistent with the R H R  and that in (17a) reflects the string order. 
(17) a. Eskiw (a head-f inal language) 
angut i-up annak takku-gum-va-a 
man-erg woman-abs gee - want -ind-3s/3s 
"The man m,&i to the woman." (14b) in Grirnshaw and Mester 
(1985) 
b. nutara-up arnaq ani-ti-taa 
child-erg woman-abs go out - caus -3sg./3sg. 
"The child made the woman so out." icf. (4a) in Jensen and Johns 
(in press)) 
Since the order derived by the RHR and that derived by the string-preserv- 
ing property are the same, in head-final languages, whether a matrix verb 
is Vx or not, the morpheme order is predicted to be the same. In other 
words, head-final languages are not predicted to instantiate the order in 
(la) under the assumption that the morpheme order in (16a) and (17a) 
reflects the head-parameter and the predication seems to be borne out. 
In Chapter 2, ve also suggested that head-movement is motivated by a 
certain morphological dependency of terminal strings, obeying some mor- 
phological principles such as the RHR repeated in (18b), which applies to 
lexically-derived words, and that head-movement: is leftward because a£ t h e  
RHR . 
(18) a. clean [ -V, +N 1 
/ \ 
/ \ 
clean[+V,+Nl -ncss[-V,+N1 
b. the RHR: In morphology, the (morphological) head of a morphologi- 
cally complex word is the righthand member of that 
word. 
If the complex verbals in (16a) are derived by head-movement, then we 
'predict that the morpheme oraer should be Vk-Vx (becj-qo) in the case of 
Chichewa since head-movement would be leftward because of the RHR.24 The 
actual morpheme order is Vx-Vk (go-beq) reflecting the string order of X- 
heads obtained by the head-parameter, inconsistent with the RHR, while the 
morpheme order gee - want in Eskimo (head-final language) is seemingly 
consistent with the RHR. 
Let us now discuss the mechanism governing morphologically-complex R- 
complex words, which can also explain the string-preserving property of RR 
,in (16-17a). We first propose that if an X-head X is cateaorlally de~en- 
dent on an X-head Y in the way we suggested, but the terminal string of the 
X-head Y is por~holoaicallv de~endent on that of the X-head X, the t w ~  X'- 
heads undergo overt RR (RR accompanied by head-movement) to form .a morphc- 
logically-complex R-complex word, which we call an l4/R-colnplex word. In 
other words, in (16-17a), RR (an X-head-to-X-head transformation) is 
overtly realized through morphological amalgamation in a certain way, which 
will be discuss below. 
We formalize the mechanism governing morphological anelgarnation (i.e., 
head-movement) as the following: The terminal string of an X-head has the 
2 4  If trestructuringt is optional and therefore go-beq is derived by head- 
movement in Chichewa, we would have the Deq-so complex word. The lack of 
such a word (cf. Watkins (1937)) suggests that in Chichewa, Vx's are always 
[tCDI in the Lexicon. Remember that we are assuming that in Italian, Vxqs 
are either [tCDI or [-CDI in the Lexicon, triggering either trestructuringt 
or control constructions. 
feature [+Morphological Dependency] or the feature i-Horphological depen- 
dency], which we abbreviate [tMDl or 1-MDI. . Heads with [tHDl should move 
to other heads to form morphologically-complex units to satisfy their 
morphological dependencies, deriving H-chains. The mozphological amalga- 
mation motivated by the feature [tMDI is an instantiation of head-movement 
(i.e., head-adjunction)) and we call such complex words derive6 by head- 
movercent M-complex words. 
Consider first one typical example of noun-incorporation, analyzed in 
terms of head-movement by Baker: 
(19) a. Yao-wir-a?a ye-nuhue?-s ne ka-nuhs-a? 
pre-baby-suf 3fs/3n-like-asp the pre-house-suf 
"The baby likes the house." [V + N1 
h I 
I I 
b. Yao-wir-a?a ye-huhs-nuhwe?-s 
pre-baby-sur 3fs/3n-hpuse - like -asp [ M-V I 
"The baby house-likes. (cf. (14a and b) in Baker (to 
appear; Chapter 3); Mohawk data from Postal (1962)) 
After N left-adjoins to V, the categorial status of M-V is V consistent 
with the RHR since N-V takes INFL elements as V does. Thus V but not M 
determines the categorial status of N-V, which is consistent with the RHR 
and the (categorial) featur.? percolation convention (the CFPCI repeated 
below from Chapter 2 (with some necessary modifications): 
( 20 1 Ciiteqor la1 Feature Percolation C o n v a t  ion (ccnvention I 1: 
the mteqoriaJ=. featurzs of m~rphological heads (m-heads) take prece- 
dence over those of non-m-heads in percolation (cf. Lieber (1981;49- 
50 ); Harantz (1984; 122) ) . 
The [-MDI head (the target of head-movement) seems to be the head of a word 
in a purely morphological sense (which we call ~ ~ ~ h o l o a i c a l  h e a  or m-head 
for short), as the [-HDI head that lies on the right side within a morpho- 
logically-complex word determines the categorial feature of a complex word 
(cf. 18a). A ItHDI element is thus adjoined to the stem position (through 
leftward adjunction) but not to the affix position. Whether a word is 
derived by head-movement (cf. 19) or it is derived in the Lexicon (cf. 
lea), the RHR ifi observed in an interesting way. 
Given trace theory, suppose that head-movement is always raising but 
not lowering. Then V x  is [-#Dl and Vk [+#Dl. Given these two features, we 
propose the following combinations in which X is hierarchically higher than 
Y and in which underlined elements have the features menti~ned to the right 
and at the bottom: 
W - i n i t i a l  lan~uw!3L: 
a. XL + YL I b - X + Y I  
I I I I I I [ -HD I 
a 1 .  a B I 
------------------I-------.--------------I---------------- 
c. XiYA (=  XYL) I ' d. g + Y I 
\ / I I I I [+WD1 
a-bs I b-a !i I 
---------'--------I---------------------l------.---------- 
[ +CD1 I I-CDI I 
(The feature [+/-CDI is projected from terminal strings to Xo-catego- 
ries, but the feature I+/-HDI is not projected to Xo-categories.) 
By proposing the actual categorial acsalgatartion, shorn in ( 21 -Zc ) ,  which 
guarantees the string-preserving property of RR, we suggest that overt RW 
is an instantiation of love-category, whose effects wil'B be* discussed 
shortly. [+CDl X-heads trigger RR 'either through categorial amalgamation 
through coindexing (21-22a; affect-category) or through both categorial and 
mrphologfcal amlgamt'ion (21-22c; move-category) . (21-22a) are instan- 
tiations of R-complex words derived by RR (cf. Italian qrestructuring'), 
(21-22c) are instantiations of #/R-complex words derived by overt RW. (29- 
22d) are instantiations of W-complex words derived by head-movemant (move- 
alpha). Since RR relates X-heads to X-heads, it differs from the Read- 
movement that relates heads to heads. First, overt RR does not (or does 
not need to) leave a trace since it is a sort of a categorial asvemnt rule 
(move-category). Second, RR creates a coqlex category. Third, RR Is 
triggered by the feature ttCD1, while hcad-wvemnt is triggered by the fe- 
ature [+HDI. Note also that the structures in (21-22) correctly i ~ p l y  that 
in head-initial languages the morpheme order of complex words m y  differ 
depending on syntactic derivations, whlle in Read-final languages the 
morpheme order of complex words does not. In fact, only in head-initial 
languages are both leftward and rightward arfixation attested; in head- 
final languages, only rightward affixation is attested. 
We can now ask what determines the ar-headnesa in the cases of H/R- 
complex words. If the RHR should hold fur #/R-complex words such as the 
Vx-Vk complex word in Chichewa, Vk, which ia I tI(D1, would he the m-head 
under the RHB since the morpheme order is always Vx-Vk. On the other hand, 
Vx would be the m-head if the feature I+/-MDI determines m-headness. We 
suggest that in the case of H/R-complex words, the RHR does not hold since 
the PHI4 does not play a consistent role in determining the m.-headness, as 
we see in the different morpheme order in Chichwa and Eskimo (16-17). In 
Eskimo languages, if thz RHR holds for H/R-complex words, Vx, which is ' 
[-UDI, would be the s-head, in contrast to Chichewa since the morpheme 
order is Vk-Vx; Thus to avoid this cross-linguistic inconsistency, we 
suggest that 1-HDI heads are the rn-heads of both K- and #/R-complex words, 
just as [-CDI X-heads are the s-heads of both R- and W/R-complex words. 
Because RR applies top to bottom, the s-head of an R-or W/R-complex word la 
a governed ([-CDI) X-head; because head-novement is raising, m-he& of 
an Y- or H/R-corqlex word the governing head. The present analysls also 
suggests that l+CD1 X-heads are syntactically-bound aorghenes but adjoined 
I M D I  termlnal strings are wionphological3y-bound morghems. The notion of 
h& in syntax therefore d i f f ~ n a  from that of in ~orphology (cf. 
William (1981a)). While I-CDI X-hcada are a-heads of R- or #/R-cowlex 
words, I-MDI heada are m-heads of #- or H/2-complex words; the I-CDI X- 
heads and I-HDI heada play different roles with respect to the two feature 
gercolation conventions, the GPPC and the CFPC, in ( 0  and 20). 
Under the present notion of head-arovemnt, we ilelirnit head-movement 
effects as follows (cf. the adjunction function g):  
( 2 3 )  - eeffecta. : 1. [+Dl X-beadc axe m-heads of H- ox H/R- 
coraplex words, 
2. the categorial featureo of m-heads take 
precedence svzx tho.5~ of H- or W/R-complex 
words, subject to the categonial feature 
perr. lation convent lor1 (the CPPC) 
3. no change in theta-structure/no change An 
the barrierhood of projections 
Head-movement charrges neither syntactic structure nor the barrierhood of 
categorial pzojections since it has nothing to do with the categorlal 
s~tatua of X-heads, unlike RR. The notions of RR and head-movement and 
their effects shorn in (15 and 23) ~uggest that #-complex words and W/R- 
complex words differ morphologically, syntactically, and semantically. RR 
is motivated by certain weak semantics of morphemes (semantlcs), triggering 
the defectiveness of categorial prolcctions (syntax) and triggering the 
morpheme order inconsistent with the RHR (in head-initial langiiagos) 
(morphology; cf. Chapter 5 ) .  On the other tiand, head-movement Is motivated 
by a raorphological reason, triggering the RHR but not the categorial or 
3.3.3. Three tyges of noun-incorporation 
3.3.3.1. V.-to-N overt RR and H-to-V head-movement 
One interesting exainple that falls under the expanatory scope of the 
present analysis comes from noun-inco~poration datz. We predict that noun- 
incorporation nay be derived either by RR (24) or by head-movement (251, 
and that in the  case of head-initial languages, two different derivations 
can be reallzed in terms of morpheme order. 
VNPi 
/ ( . * . I  
------ > v-N1 
overt RR 1 I 
(move-category) rk-b 
V P  
------- 
/ \ 
> v NP 
head-moveesent / \  I  
N V  H 
I I  I  
br-a tr 
Noun-incor~oratlon derived by head-movement would exhibit the morphew 
order N-V (because of the RHR) in head-initial languages. Hohawk and 
Tuscarora noun-incorporation data, for example, instantiate cases derived 
by head-movement, as shown in (26) and ( 2 1 ) .  
(26) a. 131 ye-k-hrek-s ne yao-kar-? 
I tl-----perf (art) p r c - m - s u f  
wI push the bark.m 
b. 13: ye-k-kar-hrek-s (H-V) 
I tl-ls/3#-- - -perf ((8) In Rssen (1987); originally from 
Postal (1979;284))  
(27) a. wa?-k-tya?-t o: nvhseh 
aorist-=-- a/- 
"1 bought a h o ~ e . ~  
b. wa?-k-nvha-a-tya?t (M-V) 
aorist-l/it---joiner-- ( ( 5 )  in Rosen (1987); originally 
from William (1976;56)) 
On the other hand, if noun-incorporation is derived by overt RR, we predict 
that ~sorphe~ae order 1s #-V In head-lnitlal languages. In fact, there 18 
such an instantiation of noun-incorporation i n head-initial Languages. 
Ponapean (a head-initial language) noun-lncorporatlon data, for example, 
exhibit the V-N morpheme order, as shown in (28). 
(281 I pahn ihkos-likou (V-tl ) 
I will ~JeatiIN-1 - d r e m  "1 will dress-pleat." ((3c) in 
Rosen (1987); orglnally from Rehg (1981;209-10)) 
The string order has been changed from V + H to td-V in (26-271, consistent 
with the RHR, while in (281, the string V + # order is preserved (V-N) 
consistent with the head-parameter. 
The different morpheme order in (26-28) seems to be related to certain 
differences between the noun-incorporation in (26-27) and that in ( 2 8 ) .  
Rosen (1987), for exanqle, observes that noun-lncorporation ih Ponapean 
differs from that in Hohawk or Tuscarora: in Ponapean there are two f o r m  
of the verb u: the transitive form (29a) and the intransitive form 
(29) a. I pahn ihkose likou ehu 
I will- a- "as eI will pleat a d r e s ~ . ~  
b. I pahn ihkos 
I will pleat(1NTRANS) wI will pleat." ((3b and c) in 
Rosen (1987); orginally from Rehg (1981;209-10)) 
When H is incorporated to V, V takes ,Pie intransitive form rather than the 
transitive form, as we see in (28). On the other hand, the Mohawk 426) and 
Tuscarora (27) data show that formal transitivity remains intact, as we see 
agreement on the verbs in (26-27) in which both subject arid object agree- 
ments appear. Rosen (1987) also observes that Ponapean employs no doubl- 
ing, while Hohawk and Tuscarora do. In Mohawk and Tuscarora, the complex 
verb which contains M, whose semantic is generic, is 6ometlrses accompanied 
by a more specific NP in the object position, aa shorn below.2B 
- - 
The property of noun-Incorporation shown In ( 3 0 )  reminds us of Topicall- 
zatlon in Korean: Korean employs both base-generated topicalization and 
topicalization with a gap (alao cf. 9 in Section 3.1.). 
(1) a. Chelswur-nun (ta ttokttokha-0-ta-kol Ikur/*~1-ka sayngkakha-n-ta 
-TOP intelllqent-pres-em-comp he-sub think-pnes-em 
(30) nohawk ((25) in Xosen (1987); originally from Hithun (1984;870)) 
a, Tohka niyohsera:ke tsi nahe' shalte:ku niku:ti ~abahbot 
several so-it-year-numbers so-goes eight of -them B u A l M  
wahu-tsy-ahni:nu ki rakefniha 
he-m-bsuqht this my- father 
Y3everal years ago, my father bought eight  bullhead^.^ 
Tuacaroxa ((26) in Rosen (1987); originally from William (1976;60)) 
b. ne-hra-taskw-ahkw-ha? ha? tsi:r 
dual-masc-'animalf-'Dick UD'-serial emph @dost 
"He picka up domestic a n i ~ l s . ~  (He is a dog catcher.) 
These two differences between Hohawk/Tuscarora and Ponapean that Rosen 
(1987) observes -- change in transitivity and the lack of doubling in 
Ponapean but not in Mohawk and Tuscarora -- are nicely incorpoi-ated into 
the notions of s-head and m-head: Hohawk and Tuscarora noun-incorporation 
(16-27) is derived by head-movement, because morpheme order reflects the 
RHR and Ponapean noun-incorporation (28) is derived by RR, because morpheme 
order reflects the head-parameter. Thus V in (26-27b) represents the s- 
head and m-head. The syntax of a verb remains intact: V (m-head) is on the 
right side, determining the categorial status of H-V, consistent with the 
RHR and the categorial feature percolation convention in (20). On the 
other hand, in the Ponapean data ( 2 C , ,  V is I-HDI. V is the m-head, which 
determines the categorial status of the V-N H/R-complex word. Thus a V-N 
H/R-complex word is categorially a verb and therefore takes an (inltransi-, 
tive marker, like any other verb. While in Hohawk and Tuscarora, V is the 
s-head of the N-V H-complex word, in Ponapean, N is the s-head of the V-N 
"As for C h e l s ~ I ~ / * ~ } ,   he^ thinks that ti is intelligent." 
b. kkot-nun cacgmi-ka choyko-i-0-ta 
f lower TOP rose sub - - best-be-pres-em 
"As for flowers, roses are best." (c f .  Li and Thompson (1976)) 
Topicalization is derived by operator-movement since topicalized sentences 
show Strong Cross-Over effects, as shown in (ia). An instantlation of 
doubling in (ib) and one in ( 3 0 )  ouggest that head-movement has a property 
of A-bar movement, like Topicalization. (However, see Kooprnan (1984) who 
suggests that head-movement is like A-movement in some (partially-theory- 
internal) respects.) This similarty, however, provides a clear argument 
neither in favor of a movement approach of noun-incorporation nor against it. 
H/R-corqlex word. We have seen that the s-head takes priority in detcnmln- 
ing the q r a m t i c a l  features of complex words such as It/-ergativityl 
because of the GFPC. If the transitivity of predicates is indicated by a 
grammatical feature [+/-transitivityl, then, becauee of the GFPC, wheads 
determine the transitivity of V-M or N-V complex words, just as s-heads 
determine f o r m l  ergativity in Italian (auxiliary change). Because M I  
which i s  the a-head, does not take a complement and therefore is intransi- 
tive, the V-N R-complex predicate becomes formally intransitive, while the 
N-V #-complex word becomes formally transitive because V, which is the s- 
head,'is transitive (cf. the GFPC). Remember that the value obtained by 
the GFPC inidicates the formal or suface value but not the deep one.afi,27 
Thus this approach implies that the noun-incorporation in Ponapean does not 
'change theta-structure 'although the syntactic object position 1s not 
available in syntax. 
=@ Based on the transitivity change in (28), Rosen ~~uggests that noun- 
incorporation in Ponapean affects the theta-structure of a main verb (from 
deep transitivity to deep intransitivity in our terms) and that noun- 
inconporation is not applied in syntax but rather is derived by compounding 
in the Lexicon. Under the syntactic position, we suggest that in Ponapean, 
no theta-structure is changed and no theta-role is deleted, so that deep 
transitivity Is changed. Thus ir: (281, only the surface f o r m l  translti- 
vity of verbs is changed. 
27 Since theta-roles axe determined by tRe s-selectlonal property of V and 
the theta-roles are preserved at every lgvel of representatlon, theta- 
structure or deep transitivity is not changed, but the syntactic realiza- 
t i o ~ ,  of theta-structure where V and N are RRed (i.e., argument structure) 
is changed. Determining the exact nature of forrnal change in theta- 
structure in the case of V-N H/R-complex words requires further research. 
However, it seems that certain syntactic markers of certain elemr~ts, suclt 
as (in)transitivity markers, my not indicate the deep t~ansltivity of 
clauses. We therefore assume that there is a unique way to predict some 
correlation between syntactic markers and (abstract) semantic markers (if 
there are any) and that there is an area of semantics which is apparently 
independent of syntax (appauency therefore is empirical in that it depends 
on whether correlation is entirely predicted by principles of UG). 
We can also explain why noun-incorporation derived by RR allom no 
doubling: Given the structure derived by N-to-V overt RR fn (241, no syn- 
tactic posit-ion folc doubiing is available, On the other hand, the struc- 
ture derived by head-movemnt a l . 1 0 ~ ~  a syntactic position for doubling 
since head-movement creates a (segmental) position while leaveing a tiace 
in an orginal position, forming an H-chain (cf. 25). We my, therefore, 
suggest that doubling is obtained when there are positions available. The 
lack of doubling in RR cases can then be attributed to the structure 
obtained by RR in which no segmental positions are motivated. To SUITIRE?- 
rize, some differences in syntactic and morphological atructure between the 
two types of noun-incorporationzm are nicely predicted under the present 
analysis, which suggests that morpheme-order signifies (syntactic) deriva- 
t lons . 
Rosen (1987) suggests, without observing morpheme order, that there are 
two different kinds of noun-incorporation: (A) noun-incorporation described 
by Baker and (B) noun-incorporation of the Ponapean type. Rosen claims 
that these two type of noun-incorporation have different properties in 
incorporated construction, 8s shown below: 
(1) type A type B 
a. complex verbs are transitive a. complex verbs are intransitive 
when the 6bject is incorporated when the object is incorporated 
b. doubling b. no doubling 
c. modifiers can be stranded c. modifiero cannot be stranded 
Based on this observation, Rosen (1987) suggests an analyais of two 
different noun-incoporationa under the strong lexicalist position. We do 
not attempt to argue against her position here (but see Chapters 2 and 5). 
Under our analysis, the first two differences are predicted, as we 
discussed above. As for the third difference, we suggest that when RR is 
triggered, [tCDIX-heads ( V )  select 'weak' complemente that have weak 
functional categories so that determiners or modifiers within NPs tend to 
be unrealized. Note that Vx's in Italian usually select CPts in which C 
and I are phonologically weak. If noun-incorporation is derived by head- 
movement, no such 'weaknesst is motivated so that modifiers are selected at 
D-structure and stranded after head-movement appliea. Although the diffe- 
rence in (ic) is concelvable, given the notion of [+CD1, it is not theo- 
retically necessary qnder the present analysis, as the first and the second 
differences are. 
3.3.3.2. V-to-N covert RR 
Given the V-N W/R-complex words discussed in the preceding subsection, 
we expect there to be V+FI R-coaplex words. In fact, among Blithun (1984) 's  
four types of noun-incorporation obtained by cross-linguistic aurvey, one 
type of noun-incoxporation (Type I in Hithun (1964)) includes the following 
three intereating properties: n(I') [ A ]  V and its direct object are simply 
juxtaposed to form an especially tight bond. (11) The V and 14 remain 
separate words phonologically; (111) but ..., the N loses its syntactic 
status as an argument of the sentence, and the [V+NI unit functions as an 
intransitive predicate (p. 8 4 9 ) . "  For example, the data concerning the 
placement of manner adverbs and case-marking in ergative languagesaD 
exhibit the three properties of the VtN unit mentioned above: 
(31) a. Sah el twen W a c  mitmit sac 
Sah he aharphen_dfllsentlv tnlfe 
usah is sharpening the knife diligently.w 
b. Sah el tuetwe mitmit upac 
Sah he shaaaen d u  
=Sah is diligently knife-~harpening.~ 
(32) a. Na'e ina 'a e kavste* Sione. 
PAST drink CONN kava John 
wJohc 3 n m k  the k a ~ a . ~  
b. Na'e ins kavata Sione 
PAST drink kava BBS John 
John kava-drank . (Kusaien and Tongan data; (7-8) in Hithun 
(19841851); orginally f ~ o n  K.-D. Lee (1975b); Churchwand (19531, respec- 
tivelyj 
In Kusaien, as we see in (31b), the sequence of V and (bare) N does not 
allow an intervening adverb as if V and N form a unit. In an ergative 
language (Tongan), where "subjects of transitive sentences are in the 
ergative case, while subjects of intransitive sentences are in the absolu- 
For more properties, which are not incompatible with the present 
analysis, see nithun (1984;849-854)); Hithunts Type I noun-incorporation 
also includes a morphologlcal2y-complex V-W word, which has properties 
similar to the morphologically-independent VtN unit in that V and N are 
linked in a certain way, which is not incompatible with the notion of an 
N/R-complex word. 
tivetA when V and (bare) N are tJuxtahosed, ' the case-marking of the 
subject is absolutive, as we see in (32b). 
We suggest' that V and N in these languages are covertly RRed and that 
the s-head of V+N e .  N ) determines the f o r m 1  transitivity of the R- 
complex word; the R-complex word does not allow an intervening element in 
Kusaien.'* Hithun also notes that the VtN bond is semantic as well as 
syntactic: "The addition of the noun refines the meaning of the verb in 
question, limiting its application to the set of objects named by the noun. 
((Harrison (1976; 162) cited by nithun i1984; 8 5 0 ) ) n  We suggest these 
semantics of the VtN unit are obtained bdcause of the weak semntics of V 
that trigger V.-to-N RR, as in the trest~ucturingl col~struction. To 
sumarize, the noun-incorporation data derived by covert RR illustrate Both 
formal change in tr.insitivity and the weak semm&ic property of a predicate 
that triggers RR. 
In fact, it seems that this ' V t N  bondt also appears in English, as we 
see in a well-known example of a 'reanalyzed complex word,' i.e., pake the 
&&Q (cf. Chomsky (1975b; 240); Ross ( 1 9 6 7 ) ) : 4 a  the phrase m m h  
behaves as if it were a verb with respect to wll-movement. 
(33) a. **Who did John believe the claim that Mary oaid that Tom saw? 
b. Who did John make the claim that Mary said that Tom saw? (cf. 
Chomsky (P975b; 9 0 ) )  
The present approach suggests that & and but not kA&& and 
are linked by RR (perfraps optionally). In syntax, when N (-1 is 
RRed with V (-1, NP fails to form a barrier and therefore wh-novewnt is 
- .  
As we will see in the next subsection, the Korean VktVx sequences (R- 
complex words) alao do hot allow intervening adverbs. 
'I Other lreanalysist data in English are idiomatic expressions such as 
me advantaue of. We leave open whether they also fall under our explana- 
tory domain. 
possible across a complex NP, in contrast to ( 3 3 b ) .  In the semantic side, 
the s-head of m e  the cl* (dairn (MIL s e e m  to be semntlcally m r e  
prominent than m:  h he noun &&Q 'refines the meaning of the verb & 
or make c m  just means -- (Jim Higginbotharn (p.c. ) ) .  English data 
seem to show the RE4 effect 2 in (151, which also explains clitic climbing, 
in addition to the seccantics of RW predicates. 
3 . 3 . 3 . 3 .  Hore N-to-V head-movement 
One more interesting piece of noun-incorporation data comes from the 
Greenlandic Eskimo as described by Sadoek (1980). ' Because Greenlanddc 
Eskimo is a head-final language, morpheme order does not indicate whether 
morphologically-complex words are derived by head-movement or by overt RR. 
However, there seems to be evidence that noun-incorporation in this 
language is derived by head-movement: First, in Greenlandic Eskimo, 
doubling  occur^:^^,^^ 
( 3 4 )  a. Qimimik peqarpoq 
OQQ-INST u-have-INDIC-&. "He has a dog." 
b. Sapanngamik pisivoq 
- bead u - g e t - I N D I C - 3 a q ,  wHc bought a bead.n 
((24-51 in Sadock (1980) )  
32 In our opinion, Rosen (1987) wrongly reports that Greenlandic Eskimo has 
no doubling. 
Greenlandic E s k i m  also allows modifier-stranding. 
( i )  a. sapanngamik kusanarturnik pos ivoq 
bead-.INST beaut i f  u~-NoH-INST thing-get-INDC-3sg. 
"He bought a beautiful bead." 
b. Kuaanartumik sapangarsivaq 
-.-NOM-INST bead-get-INDIC-3sg. 
(ii) Palasip illuanukarpoq 
priest-REL house-3sg-ALL-go-INDIC-3sg. 
"He went to the priestls house.w 
(cf, (26-7) and (61) in Sadack (1980)) 
The enrploynent of doubling in this language indicates that head-movement 
derives noun-incorporatio~i. The modifier-stranding in (i) and (ii) 
is predicted under our head-movement analysis of the Eskimo noun-incorpora- 
tion. 
Sadock (1980) notes that when a noun is not incorporated, a morpheme (which 
Sadock calls the 'empty stemt and which he glosses as fhinq) appearsd 
as shown in (34). This 'empty stem1 does not appear when a noun is incou- 
porated, as in (35a), while it appears when a noun which m a n s  'something' 
is incorporated, as in (35b). 
(35) a. m s i v o q  mHe bought beads. a 
beads-get-INDIC-3sg. 
b. Usivoq mHe boqht -." 
thing-have-INDIC-3sg. ((19 and 2 2 )  in Sadock (1980)) 
In (34), some effects of noun-incorpxation are also abaerved: When a 
verbal has no gjr, as in (36b), the object appears with ACC ( =  ABS), but 
when it has g%r, as in (34), the object appears with OBL ( =  INST). 
(36) a. Arnaq tikippoq mThe w o m n  c a m  ." 
woman-ABS come-INDIC-Jsq. 
b. Arnaq takuvara wI saw the woman. 
woman-ABS oee-INDIC-~u./3s~. ((1-2) in Sadock (1980)) 
Crucially, in a noun-incorporation data, the stranded modifier of the 
object NP (with a norninalizera) also receives OBL, as shown in (37). 
(37) a. Angfsuunik q u m ~ t a q a r p o q ~ ~  
big-NOH-pl-INST sled-have-INDIC-& 
"He has a big sled.R 
b. Rusanartumik sapangarsivoq 
beauti f ul-NOU-INST bead-get-INDIC-% 
"He hought a beautiful bead." 
* ((29 rnd 27) in Sadock (1980;308 and' 307)) 
Thus it seems clear that (34) instantiates doubling. 
Since doubling is possible in this language, we predict that noun- 
incorporation in this language is obtained by head-movement but not by RR. 
However, s o w  apparent RR effect appears. Greenlandic Eskimo shows sond 
change in the formal transitivity of verbs when nouns are incorporated. In 
Greenzandic Eskimo, as we see in (36b), a transitive verb takes both 
In glosses, NOH = nominal particle. 
subject and object agreements but when an object is incorporated, as in 
(37) or in (34-35)) a verb is formally intransitive in that no object 
agreemnt appears, as with an intransitive verb (cf. 36a). 
At this point, one might suspect that the change in the iormal transi- 
tivity in the noun-incorporation cohstruction in Greenlandic Eskimo shorn 
that RR is involved. However, even though the verbs in (37) are formally 
intransitive, as in (36a) ,  the objects appear with OBL, which says that 
while the object position remains intact, the transitivity of the predicate 
is changed. Thus the change in the formal transitivity in Greenlandic 
Eskimo differs from that in Ponapean: In Ponapean, both change in formal 
transitivity and a sort of change in syntactic transitivity take place: 
verbs are formally intransitive and have no syntactic object positions (we 
reasoned that no s-yntactic object position appears since the X-head of the 
syntactic object position is categorially amalgamated with V). On the 
other hand, in GreenPandic Eskimo, only change in formal transitivity takes 
place since the objects appear syntactically with OBL although verbs are 
formally intranstive. 
Fortunately, Sadock (1980) notes that the intransitivity in (34 and 
37) results from an independent cause (as Rosen also notes): A verb is 
formally intransitive when an object is indefinite, as shown in (38b) in 
which noun-incorporation does not take place, unlike (38a) in which the 
object is definite. 
(38) a. Neqi ner ivara 
meat ( A A S )  eat-INDC-lsc1/3sq 
"1 ate the meat." 
b. Neqi ner lvunga 
meat-INST eat-INDC-u 
"1 ate meat.R ((9-10) in Sadock (1980;305)) 
Sadoek (1980;307) also notes that when a noun Is incorporated, the object 
is always undar~tood as indefinite: Thus an incorporated verb is always 
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formally intransitive (as in (38b)), so that a stranded modifier takes OBE 
(= INST) rather than ACC ( =  ABS). Owing to this fact described by Sadock, 
we suggest that the change in the formal transitivity in the noun-incopora- 
tion data in this language derives from two independent lan~uage-specific 
properties: (i) the indefiniteness of the object changes the formal 
transitivity of a verb, as in (38b), and (ii) incorporated nouns axe always 
indefinite. ~ h u s  we conclude that the change in the formal transitivity in 
Eskimo does not provide counterexamples to our analysis that the Eskimo 
noun-incorporation is derived by head-movement in this language. 
3.3.4.  Two types of worphologicalPy-complex predicates 
The third set of data included in our proposals comes from morghologi- 
cally-complex verbb/predicates in Eskimo languages (polysynthetic lang- 
uages). In Eskimo, two (or =re) predicates are morgholsgically-amalga- 
mated and form words at the surface.3b We predict that the properties of 
complex predicates differ depending upon the types of subpredicates of 
complex predicates. In fact, in Eskimo, depending an the type of matrix 
predicates -- -gum- type verbs and type verbs --.a= arguhwnt 
~adock (1980) and Smith (19821 shcw that morphologically-complex 
predicates in Eskimo languages are words. 
Grimhaw and Hester (1985;6-11) auggest the following two types of 
verbals in Eskimo languages. 
(i) (w) type verbs: -sasua- (a=); -sia- ( u n  to); 
( l lL&kkQ) 
(ii) -knu- (pxder t o )  type verbs: -st- (-1; -ti- (caws.) 
It is interesting to see that the Lerbs in ( I )  are semantically auxiliaky 
verbs and that those in (ii) are not. ((ii) contains a causative verb.) We 
will show that the verbs in Ci) trigger RR while those in (ii) t~igger 
head-movement . 
Remember that by 'argument structure,' we mean the syntactic/Case 
structure of theta-structure in a clause (or in a CFC in Chomky's (1986b) 
sen'se) . 
In a complex verbal with =ma-# no overt embedded subject is possible 
either with NOH ( =  ERG) or with ACC (=  ABS) when an embedded verb is 
transitive. 
( i )  rangu-tu (sugusi-up/sugusik) taku-kqu-vaa . annak 
man-ERG child-ERG/chile-ABS see-wnt-3sg(SUBJ)/hg(OBJ) woman-MIS 
"The man wants the child to see the woman." ((i) in fn. 17and 
(26) in Grimshaw and Nester (1985); also c f .  Smith (1982)) 
However, with an antipassive morpheme (MASS) affixed to a matrix verb, an 
embedded subject is overtly realized with DBE Case. 
(ii) angutik anna-mik taku-0-m-ji-juk siitsi-mik 
man-ABS w m n - I N S z  see-APASS-wmt-APASg-3sgISUBJ) squirrel-INST 
"The man wants the woman to see the squirrel." ((35) in Grimshaw 
and Hester (1985); also cf. Smith (1982)) 
In (40b), we use an example other than gee-kau- case in (40a) because of 
the c~mplexity of the data in (ii) . -kau- and axe the same type of 
predicates in that they allow overt embedded subjects; they belong to the 
verb class'(ii) in fn. 36, 
(39) a. anguflk tfkf---vuk 
man-ABS arrive-want-3sg(SURJ) 
Rm man wants to a z r i ~ e . ~  
b. anguti-up annak t a k u - m - v a a  
man-ERG woman-ADS see-want-3sg(SUBJ)/3sg(OBJ) 
"The man wants to see the woman.w 
((14) in Grimshaw and Mester (1985); also cf. Smith (1982a;168)) 
(40) a. anguti-up annak tiki-b-janga 
man-ERG woman-ABS arrive-want/orden to-3sg(SUBJ)/3sg(OBJ) 
"The laand wants the woman to arrive." 
( ( 1 8 )  in Grimhaw and Hester (1985); also Smith (1982a) 
b. Quaq uatain-nut niri-m-a-a 
frozen-meat-ABS(sg) us-DAT(sg) eat-tell-fND-3sg-3sg 
told t~ eat $be frozen meat,.n 
((23) in Grimshaw and Mester (1985); from Fortescue (1984;43)) 
When an embedded V is ergative, in a sentence with a - C P U B ~  type matrix 
verb (39a), only one overt argument appears, while in a sentence with a 
-kpU- type matrix verb (40a),  two overt arguments appear. On the other 
hand, when an embedded verb is transitive, in a sentence with a -sum- type 
)matrix verb (39b), two overt arguments appear, while in a sentence with a 
type matrix verb (40b), three overt arguments appear with an embedded 
subject taking DAT. In addition, depending on the position of ergative 
predicates, argument structure again differs fram (39a) or from (40a), as 
shown in ($1) in which the matrix predicate is crgatlve. In (4f), two 
azguments appear (unlike (39a)) but one of the two arguments takes OBL 
(unlike (40a) ) . 
(41) tuttuk anguti-mut a a t t u - u - t u k  
caribou man-Term cut-eany-3sg 
"The caribou is easy fox the man to cut (skin)." (from Smith (1982a;- 
179) 1 
The difference in argument structure in (39-41) suggests that Case- 
assignment of complex predicates may vary depending on the erga&ivity/- 
transitivity of subpredicates and depending on the ty2es of matrix pxedi- 
These two sets of data are also discussed by Baker (1987) under the 
framework with head-movement in Baker's (1985/to appear) sense. 
c a t e s  (on  t h e  s y n t a c t i c  d e r i v a t i o n e  of camplex p r e d i c a t e s ) .  S ince  t h e  
n o t i o n  of m-head is p u r e l y  rrsnorpliological, let ue s u g g e s t  t h a t  on ly  5-hcads 
axe  r c s g o n s i b l e  f o r  Case -aas ignmnt  i n  t h e  caaefi o f  W/R-complex woxda whi le  
any  member of R-conplex vorda dominated by an X-head in syn tax  can a s s i g n  
( 4 2 )  m: 6 .  a .  The 6-heads  of N/R-conplex worda are v i s i b l e  
w i th  r e s p e c t  t o  Case-asoignment. 
b. Any member of R-complex words a s  a s y n t a c t i c  u n l t  is 
v i s i b l e  wi th  r e s p e c t  t o  Case-assignment.  
However, by d e f i n i t i o n ,  bo th  i - N D I  and [tMDI heads a r e  s-heads s i n c e  t h e y  
i r e  both 1-CDI. F o r t u n a t e l y ,  t h c r e  is evidence  t h a t  t h e  HI-head ( t h e  t a r g e t  
~f head-movement) is v i s i b l e  w i th  r e s p e c t  t o  Case-assignment i n  t h e  c a s e  o f  
a n  H-complex word. I n  t h e  noun- incorpcra t ion  d a t a  d e r i v e d  by head-movement 
(HohawL and Tosca ro ra ) ,  V-N a s s i g n s  ACC t o  I t s  9 b J e c t  p o s i t l o n  and V-N is 
f o r m l l y  t r a n s i t i v e .  I f  N is t h e  s-head of t h e  V-N N-complex word, t hzn  V- 
N would n o t  a s s i g n  C a ~ o .  We t h u s  s u q g e s t  f o r  t h e  e x p o s i t o r y  2urpose t h a t  
X[-HDI ( V )  is t h e  s-head and t h e  m-head. Given t h e  s t r u c t u r e  ob ta ined  by 
head-rnovenent, t h i s  s u ~ g e s t i o n  is n o t  formally a n p l a u s i b l e  s i n c e  [+Dl X- 
heads ferm c a t e g o r i e s  i n  t h e  Xo-s t ruc tdre  formed by head-movement, We 
t h e r e f o r c  f u r t h e r  ~ u y g e s t  t h a t  on'y t h e  a-head can u s s i g n  Caae, a s  t h e  u a t a  
sugges t  t h a t  no t  nore  t h a n  one argument is as s igned  ACC (cd. 39-40) .  
To e x p i a l n  t h e  arqument s t r u c t u r e s  i n  (39-41)  under t h e  c u r r e n t  
iramework, l 2 t  u s  d i v e r t  our  c o ~ l c e r n  t o  t h e  Case t h e o r y  we adopt  h e r e .  We 
f i r s t  asrrume, fo l lowing  Ciroe ( i . ~ 8 5 a ) ,  t h a t  any  s t r u c t u r a l  Cabe-cosigner 
b e a r s  the Case f e a t u r e  ( t s t r u c t u r a ;  Case1 ( % t  [tSCIl, which i n d i c a t c a  a 
c 6 t e j o r y g s  c a p a c i t y  t o  a s s i g n  c e t r u c t u r a l  Case (NOH o r  ACC). Under t h i s  
framework, structural Glse ! P  ass!gr,e.d by a n  :{-head whlch hae t h e  QBC 
-- 
4q  some empirfca: d a t a  fo:: ( . 2 L l  w i l :  be d i r ~ c u s s e d  I n  Chapter  4 .  
feature [tSCI. We assume, as Choe (19d5a) suggests, a version of Burzio'8 
generalization: The Case feature [tSCl of a verb is licensed Iff the verb 
assigns a logical subject theta-role (or when the verb Is not ergativ2 I n  
Burzio's (1986) sense). Under this assumption, even when V[tSCI takes no 
object to asaign Case, it has a capacity to aosign ACC to any bare WP under 
its government domain." V[tSCl a s ~ i g n ~  Case to its direct object (it may 
be that Case assigned by V is primarily linked with the object position) 
but when there is no direct object available, it assigns ACC to any 
available bare NP under its governmnt domain. Given the property of Case 
assignment in ( 0 )  in Chapter 1, INFL with the feature ItSC142 has a 
capacity to assign NO# and [ - # I  with the feature [+SCl has a capacity to 
assign ACC. 
At this point, let us introduce the nation of Case-tral.sitivlty: X is 
Case-transitive iff it has [tSCI. Given this notion, both an intransitive 
V and a transitive V with [tSCI are Case-transitive, and all nonergative 
Our assumption or generalization differs from Burziots generalization 
shorn in (i) in a very technical aense but with different empirical conse- 
quences : 
( 5 )  I f  VP asaigns theta-role to its subject, V assigns Case (ACC) to its 
object. (cf. Chomky (1981)) 
For the case of intranstive verbs, (i) is open to many interpretations, 
while oar a~sua~tion explicitly suggests that intransitive verhs can assign 
ACC when a syntactic bare NP is available, as in an PCM environment. In 
other words, whether or not V takes a logical object< if \r assigns an 
logical subject theta-role, V assign ACC. Note that ECKed arguments 
are not objects of mtrix veros. 
See hlao Belletti (1Y86;45) for another refornulation of Burzio~s 
Generalization: Ho m-role to the subject position iff no Case 
to the object pooftion. Elelletti's forn\ulation does not imply that 
intransitive verbs can assign ACC, while otjr forrnulatlon does. 
Given the discussion in Section 3.1., we asaume that when INFL it3 
[tAgrI, IMFL has [tSCI. Like ACC, NOH is assigned to any bare NP under the 
government domain of INFLltSCI; NOH can be assigned to a non-logical 
subject as in raising construction. 
; i  1 John seem to be happy. 
Thun both ACC and NOH are structural Can2 in that they are not theta- 
linked (cf. Chomsky (1985/86a); Choe (1985a)). 
verbs are Case-transitive, regardless of its (deep) transitivity. Given 
the noun-incorporation data we discussed above, we thus suggest that what 
is percolated by the GFPC is the feature I+/-Caee-transitivity] (or I+/- 
SCII, instead of [+/-transitivity]: If the a-head of a complex word Is 
Case-transitive, then the complex predicate is Cdse--transitive. If a 
complex predicate is Case-transitive, it assigns ACC to a bare NP whether 
it is transitive or intransitive. Note also that we can extend this notion 
to the formal ergativity found in Italian, Since VI-Case transitive] is 
ercjativ2, when the s-head of a complex word is [-Case transitive1 or lacks 
the Case feature [tSCI, the complex verb is formally ergatlve. If that is 
so, then we can unify the notions of form1 ergatlvity and formal tranai- 
tivity in terms of the notions of non-Case-transitivity and Case-transiti- 
vlty; what percolates because of the @PC is not I+/-ergativltyl or [+ / -  
transitivity1 but the feature [+/-Case transitivityl, which cor~esponds to 
the notion of formal ergativity/transitivity (also cf. Section 4.1. for the 
change in formal ergativity found in Italian psych-verb construction). 
Under this Case theory, the s-head determines the Case-Lranu;tivity of 
complex words; in other words, only the Case feature of an 3-head is 
visible for Case assignment. 
( 4 3 )  the feature [tSCI of the s-head of an W/R- or #-cornplcx head is 
visible with respect to Case assignment 
(1)  the s-head of an H/R-complex word is [-CDI 
(ii) the s-head of an H-complex word is [-HDI 
( 4 3 )  implies that complex verbs derlved by RR ox head-movemnt ?an assign 
at most one Case, which is: consistent witlk the fact that no two ACC Cases 
are assigned in a clause with a complex p~edicate.~' Suppose that the V1- 
In Choe (In progress), we discuss the idea that both V1  and V2 of V1-V2 
M- OK N/R-complex words can assign Case in certain environments, i.e., NP- 
adjunction environments. 
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V2 word in which V1 is an erabedded verb is derived by head-movement in a 
head-.final langi~age. According to our notions of s-head and m-head, V2 is 
then the m-head and the s-head. V1-V2 can assign Case only when V2 (s- 
head) has [ t S C I .  If so, then the complex verbal would be able to assign 
ACC to any available bare NP under its govzrnment d o m l n  whether on not V1 
is ergative. In the case of V1-V2 M/R-complex words, then, V1 is the 8 -  
head while V2 is the n-head. Thus if V1 (an embedded verb) is ergatlve, 
V1-V2 fails to assign Case to a bare NP, while if V 1  is nonergative (Case- 
transitive), V1-V2 can 3suign Case. These canes are instantiated in (39) 
and (40). 
In (39), when V1 ( - t i k k  ( =  w)) is ergative (39a), V2 (- ( =  
mtl) does not assign Case to the embedded object so that it moves to the 
subject position; when V1 is nonergative (39bl, V2 assigns Case to the 
embedded object. Because no other g;vernor is available for the embedded 
subject,44 it is PRO. In (39), V1 instead of V2 governs the Case-translti- 
vity of a complex predicate, which indicates that (7J2) is [tCDI and 
triggers RR. On the other hand, in (40), whether V1 is ergative 140a) or 
not (40b), one argument is assigr.td ACC: When V2 is intransitive, the 
embedded subject is assigned ACC; when V2 is transltive, the embedded 
object is aseigned ACC by V1-V2. In the latter case, DAT is assigned to 
the embedded subject probably by P. Thus in ( 4 0 ) ,  V2, instead of 11, 
governs the Case-transitivity of a complex predicate, which lndicates that 
V1 is ItHDI and triggers head-movement. 
Up to now, we have shown that the difference in argument structure 
between (39) and (40) results from the different derivations of complex 
Or because no independently-motivated (Ace assigner for the subject 1s 
provided in this construction. 
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predicates: the complex verbals in (39) are derived by RR accompanied by 
head-movement (H/R-complex words); those in (40) are derived by head- 
movement (#-complex words). In fact, this canclusion is interesting since 
-kau- verbs zre called causative type verbs which always allow errbedded 
subjects, while verbs are semantically auxiliaries and do not allow 
overt embedded subjects, as is true of 'restructuringt verbs (cf. fn. 36). 
Thus, like the causative construction, PRO is not allowed in the 
construction, while like the trestructuringt constnuctlon, an overt HP is 
not alloyed i n  thz constru~tlon.~~ 
In the third set of data I41), the ergativity of V2 53verns the Case- 
transitivity of V1-V2 since the embedded object moves to the subject 
position. Under an assumption that the complex word in (41) is derived 
syntactically, as Smith (1982) argues, we conclude that in (41) V2 is the 
46 Gven when an embedded verb is intransitive, 'he two cases differ. 
( i )  a. atuatsi-m-juk 
read-want-3sg.(SUB) "He wants to read." ((13c) in Grimhaw and 
Hester (1985;6)) 
b. malit. tau-m-,galuat-tut 
follow-pass-want-really-3pl. 
"They do really want to be follo~ed.~ (from Smith (1982;181)) 
(J.1) a. arna-up angut ani-u-vaa 
woman-ERG man-ABS go out-tell-3sg./3sg. 
wThe wosnan {tclls/wants) the man to go out.H ((3d) in Jensen and 
Johns (in press)) 
b, utit-tl-tau-m-vauk 
returli-cause-pass-want/order to-3sg./3sgm 
"He wants it to be returned." (from Smith (1582;182)) 
In ( i a )  with -, only one arugmnt appears and verbs are formally 
intransitive; in (li) with two arguments appear, and V-V is formally 
transitive since subject agreement and object agreement appear on it. 
(Note that unlike the English translations, the embedded subject in (lib) 
triggers [ +person 1 agreement (cf . Smith (1982; 182) ) . Under our analysis, 
the formal intransitivity of complex verbal6 in (i) 1s also explained slnce 
an embedded verb (the a-head) is (formally) intransitive. As for the null 
embedded subject, we assume that -auma- type verba are tcontrolt verbs at 
D-structure. In (ii), since a matrix verb is the s-head, complex verba are 
formally transitive. 
s-head, which means that V1-V2 in (41) is derived by head-mo~ernent.~' Tne 
data in (41) show that even when a complex word is derived by the same 
transformation (head-movement), dependent on the nature (ergativity) of an 
s-head, the argument structure dlffer~.~' This is exactly what we pre- 
dicted under the notions of s-head and  head.'^ 
Noam Chomsky (p.c.) reminds us of the similarity between (41) and the 
w h  construction in English. 
(i) John is easy to please. 
Suppose, ty analogy with LF-wh-movement, that nlease is linked with easv in 
syntax so that the former undergoes head-movement to the latter in LF and 
so that the notion of s-head is effective in syntax. Then one can suggest 
that a (the embedded object) moves to receive Case assuming that the 
mtDleas_e complex predicate does not assign Case to the object. 
This approach faces some difficulties. First, since long-distance 
touqh-movement is possible, we may fail to motivate the long-distance W- 
movement in (ii) and a Subjacency violation in (iii), even if we could 
motivate long-distance LF-head-movement. 
(11) The job is important enough for us to order them to insist that the 
committee shoul? -dvertise t. 
(iii) *The job is important enough for us to insist an the principle that 
the committee should advertise t. ((115 d and ei) in Chomsky 
(1977) 1 
Second, in (i), the component sdease of the R-complex predicate -+please 
must not assign Case since its object moves to the subject position 
(however, cf. RR effect 6b in 42). On the other hand, in (iv) the object 
gonatas receives Case, which contradicts the data in ( 1 ) .  
(iv) the violin is easy to play sonatas on. ((133b) in Chomsky (1977)) 
Thus it seems that the idea of LF-head-movement requires additlonal 
assumptions to explain touqh-movement. Since there are also reasons to 
suppose a matrix subject to be base-generated (cf. Lasnik #and Fiengo 
(1974)), we do not attempt to pursue the idea of LF-head movement. In 
fact, although we do not deny the posslblity of LF-head-movement, we will 
su~gest in Chapter 4 that head-movement, which is motivated by a certain 
morphological reason, applies either in syntax (whether or not RR is 
accompanied) or in the PF component (when RR is accompanied), unlikc wh- 
movement (motivated by a scope reason). 
We do not have an example of an H/R-complex word V1.-V2 in which V2 Is 
ergative. Under our assumption, since V1 1s the s-head of a V1-V2 M/R- 
complex word, whether V2 is ergative, V1-V2 is Case-transitive so that an 
embe52zd object does not move and an embedded subject (NP1: appears as the 
matrix subject, as in the raising construction: 
. [ea/n NP1 NP2 V1-V2 I (1) [ex e [ m a  NP1 HP2 ul V21 ---b 
Rizzl's data in (14-15) in Bection 3.2. provide a good example of (i) 
without morphological analganation. 
One more datum that falls under our explanatory domain m y  be the so- 
called applicative construction, which Baker (1985/to appear) suggests 
3.3.5. RR conventions 
The next question we have to raine deals with the syntactic projec- 
tions of H/R-complex words. What is the status of complex X-heads and what 
is the status of the SPECS and comps of X and Y when X-Y forms an #/R- 
complex X-head? Let us suggest, given the wide interpretation of the 
projection principle, that the following overlapping processes that do not 
violate the projection principle4a apply among underlined categories when 
they undergo overt RR: The projection (44a) overlaps with the projection 
(44b), producing the projection ( 4 4 ~ ) .  
4 a. El b. EL C .  WZk 
/ \ ! \ / \ 
SPEC cL SPEC Ci .... XY" 
/ \ / \ / \ 
xt YP1 xs ... u1 .... 
In (44c) coindexed elements overlap among the same bar-level categories and 
make a one-story complex X-head projection from a multi-story simple X- 
head projection (4da and b). Let us call X and Y that are not linked by RR 
simplex X-heads and X-heads linked by RR comp!u-.heads. Suppose further 
that the notions of simplex ox complex X-headsDo does not apply to the wide 
interpretation of the projection principle (on X-heads) because the 
derives from P-to-V head-movement. Here, as we noted before, we 30 not 
discuss V/P coenbinatians in any detail and leave them for further research. 
Also it will be interesting to see whether co~plex verbs, called 'co-verbsg 
or 'serial verbsg in vi=rious languages, can be explained under our pno- 
posal. [Note also that the status of P in V-P combinations is contraver- 
sial in various ways; for example, P is sometimes discus~ed or argued as 
V.) We also leave this fox further research. 
Or overlapped elements are visible with respect to the projection principle. 
In Section 4.b., we will suggest t>a,t the notions of simplex and complex 
X-heads play a zole with respect to the notion of jovernment. 
principle is formulated in terms of X-heads; therefore both X and Y in 
(44~) are visible with respect to the principle. 
As for the status of A-bar SPECs under the domain of overt RR, we 
suggest RR convention (a): 
( 4 5 )  -:
Let the A-bar-SPEC A in a domain of RR, Dr, overlap with the A-bar- 
SPEC B if (i) and ( i i ) :  (1) B lies in the first maximal projection 
that dominates the domain DL; (ii) A and B are not distinct (apply 
from bottom to top). 
def. = A-bar SPEC3 A and B are distinct if they have any differ- 
ent features 
RR convention (a) does not invoke the Recoverability of Deletion since 
overlapping is mere juxtaposition of X-heads observed under certain 
conditions. Nevertheless, A-bar-SPECS that overlap should not contain any 
different syntactic or morphological features, given RR convention (a).Bx 
In the case of A-SPECS, we expect three cases, which can be schema- 
tized as follows, to instantiate head-final languages. 
(46) D-structure overt RR S-structure 
a. [ g ! mvi/t .. 1 Ve 1 ------- > [ . . . Vi/t-Ve I (cf. frs 47) 
b. I [ I@ I Vi I ------- > [ W W  Ye-Vi 1 (cf. 39a) 
c .  r r ~JUJ~ vr/t . . I  vr I ------ [ W/PRQ, ... vi/t-vi I (cf. 39b) 
where Ve, and Vi/t are engative, and (1n)transitive verbs, 
respectively 
To have structure (46a) after the application of overt RR above, we suggest 
that a non-theta position (g) and an embedded theta-position overlap to 
form an overlapped A-position, which contains one theta-role. Following 
the same logic, we suggest that in the case of ( 4 6 ~ ) ~  a matrix theta- 
psition and an embedded theta-position a?so overlap to form an overlapped 
A-position which contains two theta-roles. Overlapping implies the 
61 When V takes an interrogative complement like wondex, the SPEC of CP, 
which we assume contains some information concerning wh-scope, fails to 
overlap with other SPECs, according to RR convention (a). We do not have 
any specific empirical data on H/R-complex verbals to support this asuump- 
t ion. 
matching process of grammatical relations such as subject-to-subject 
matching; overl~.gping also implies that if A-SPECS that overlap are 
assigned theta-roles by both a member of W and a member of 2 (where W and 2 
may be complex), an overlapped A-SPEC receives a combined theta-role 
(notice that each head has to assign theta-role to its A-SPEC). Assuming 
this notion of overlapping, we ~uggest the following RR convention 
(47 BB convention UL- t . 
Let the A-SPEC A in a domain of RR, DL, overlap with the A-SPEC B if 
(i) d d  (ii): (i) B lies in the first maximal projection that 
dominat~a the domain DL; (ii) A and B are not distinct (apply fro3 
bottom to top). 
def. = A-SPECS A and B are distinct if they bear different 
(referential) indexe~.~' 
However, case (47b) apparently cannot be explained by RR convention 
(b) since an embedded NP is not in SPEC position. We therefore suggest the 
fo?.lowfng derivation to subsume (46b) under RR convention (b). 
The process (ii) (overt RR) agplies after A-movement (raising; the process 
(i)) applies, which means that Ve-to-Vi head-movement (Ve-Vi amalgamation) 
takes place in the PF component (or after syntax) although Vi-to-Ve RR 
applies at D-structure/in syntax. Note that in all the cases in ( 4 6 )  C-to- 
V RR, which triggers small clauses, takes place in an embedded clause 
first, and then V-to-CIV RR applies. After A-movement (raising) applies 
s2 If we assume the weak version of the projection principle icf. Chomky 
(1.'81;2?)), then we may assume that deletion does not raise a problem with 
the projection principle; nonargument SPECS do not come under the scope of 
the projertion principle but are licensed by X-bar theory. Assuming the 
weak version of the projection principle, Cnoe (to appear) suggests the 
following: 
(i) Delete SPEC under [-CDIXIL if it is not an argument (or if it can be 
deleted). 
RR convention (b) iii Choe (to appear) is also modified, as shown in (47) to 
capture more empirical facts; (47) will be further modified in Section 3 , 4 . .  
b3 We assume th3t coindexing between A-positions is lexically-governed. 
(49b1, VIC-to-V head-movement (move-category) applies in the PF component 
(49~1, forming a VICV H/R-complex word at PF. 
(49) a. I P b. I P c. I P 
/ a I \ 1 \ 
NPi VPL MPI VP1 M&L' VCIVP' 
/ \ / \ / \ 
Vh CIVPi Vr CIVPa SPEC VCltVta 
/ \ ---> / \ ---> I / \ 
SPEC CIV'r SPEC CIV' 2%' .... 
I / \ I / \  
e ..NP .. Ei . .W.. 
I I 
iB1 t r 
The derivation in ( 4 8 )  suggests that Vi-to-Ve RR applies at D-structure, 
but Ve-to-Vi head-movercent, whish gives rise to move-category, applies 
either in syntax or in the PF component. This amounts to suggesting that 
there are two types of overt RR (move-category): One is accompanied by 
head-movement in syntax (49a) and the other is accompanied by head-movement 
in the PF component (49c). Therefore, we suggest the following cases of 
RR, which are obtained by a different level of rule application. 
(50) I head-movement 
I 
---------------------I----------------- 
a. RR 1 - - 
---------------------I----------------- 
b. deep-overt RR I syntax 
---------------------I----------------- 
c .  surface-overt RR 1 PF component 
confiaurational 
structure 
----------------- 
slmtax/LF 
----------------- 
In Section 3.4. ,  abld Chapter 4, we w111 show that the two types of overt RR 
(50b and c )  are, in fact, necessary in addition to covert RR (aitect-cate- 
Suppose that a matrix NP and a derived embedded NP subject are not 
coindexed in (46b). Then there will be no overlapping, so that an embedded 
NP should be suppressed to ~eceive Case by P (as In causative construc- 
tion). As we will see in Chapter 4, the case in which an embedded WP and a 
matrix NP are not coindexed is also a possiblity and therefore (46b) 
presents a case of accidental overlapping. 
Finally, as for the status of nonoverlapped A- or A-bar SPECts, and as 
for that of com,)s, let us suggest the following. 
(51) PR. convention u: 
Attach all nonoverlapped elements in the domain of X-to-Y RR to the 
bar-node of XYi, making them sister nodes of the complements of !J1 in 
such a way that the head parameter is preserved. 
The RR convention (r) in (51) suggests that amalgamated projection @re- 
serves the peripheral nature of X-heads in the projections of H/R-complex 
X-heads when nonoverlapped arguments/elements are attached to the V t i  node. 
If languages ;.re head-initial/final, then cornplex projections of WL are 
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also head-initial/ffnal.54 Given (51), we would have the following 
structure. 
b4 Given BR convention (c), one questions what happens when overt RR 
applies to the following structure in a language that employs a mixed head- 
parameter. 
(I) a. XP 
/ \ 
SPEC% X ' 
/ \ overt RR 
X Y P between X and Y 
/ \ ----------------- > (Lia) or (ilb)? 
SPEC3 Y' 
/ \ 
.... Y 
(ii) a. XYP b. XYP 
/ \ / \ 
SPBCr XY' SPEC% X Y '  
/ \ / \ 
XY SPEC3 ... . . . SPEC, XY 
Since Y is categozially more prominent or stronger than X, one might 
suggest that the projection of the XY category follows the head parameter 
of the [-CDI category ( =  Y). 
However, there are empirical data that show that the projection of the 
XY category follows the head parameter of the [+CDI category: Koopman 
(1984;27) notes that in Vata and Gbadi (Kru languages), V h e  respeetdve 
order of the main verb and its complements in tensed clauses depends on 
certain tense, aspect, and mood features of this clausen and il1ust;rates 
the followin daga: 
(iii) a. h 11 bI s~ (svo) 
I eat now rice "I arn,eating rice' right now,1i 
b. h k d  nd gbli rn11 $td s/ (SIOV) 
I FUT-A may mounds in grass remove 
"I will clear the weed from my  mound^.^ ( (27a)  and (28b) in 
K00pIMn (1984;27-28)) 
To put it more directly, when INFL elements independently appear, the 
complemnts of V appear on the left side of V (iiib) and when IMFL elements 
do not overtly appear, they appear on the right side of V (ilia). 
Given (iiib), IF projections seem to be pro?ected in the manner given 
in ( i )  with a mixed parameter. If I-to-V avert or covert RR applies 
universally (depending on whether INFL is filled), as we will argue in 
Section 4.1., then the data (iiia) can be interpreted in the following way 
from our point of view: sirice the verb ( -  a) in (ffia) represents an 
I? H/R-complex word, the projection of the I-V category follows the head 
parameter of I ( =  ItCDI; cf. iPa) but not of V ( =  I-CDI; cf. Lib), If 
this interpretation of the data in (iii) is right, than overt RR affects 
the head parameter of an RR target. Note also that RR in t e r m  of coindex- 
ing applies top to bottom. So one may reason that the head-pmamter of the 
top projection has priority over that of the bottom projection. 
XYE' 
/ \ 
/ \ 
SPEC XY'I 
/ I \  
/ I \  
XYa I  comp* 
( SPEC ) 
Give,? the wide interpretation of the projection principle, RR eonven- 
tion ( c ) ,  however, is rather p r ~ b h s ~ t i c  since A-SPEC becomes a sikter node 
of complements of Y, as in (52 ) .  Suppose that only I-CDI categories can 
license their SPECS and corngs properly in the cases of M/R-complex X-head 
2rojections and that [tCDI categories Pack such a licensing ability. Then, 
[tCDI categories should Be parasitic to [-CDI categories. However, the 
SPECS of 1-CDI X-heads suffer. They are either overlapped with the matrix 
SPEC (RR conventions (a) and ( h ) ) ,  or made sister nodes of cornps of [-CBI 
categories (RR convention (c)): RR convention (c) gives rise to the follow- 
ing projections of U/R-complex X-heads (X-Y). 
(53) a. xPL b. YPi c. gt!P 
i \ / \ 
- 
/ \ 
SPEC1 x'i + SPEC2 Y V P  SPEC1 g Y V 1  
/ \ / \ / I  \ 
/ \ / \ / I \  
Xi YPL Y1 comp* X.Yi (SPBC2) comp* 
When YP contains an A - ~ P E C ,  which is not coindexed with the SPEC of XP, the 
A-SPEC become a sister node of  X Y s  and comp* as in ( 5 3 ~ ) ;  we, however, 
suggest that the Y X-head licenses its SPEC through X (by analogy with the 
notion of government that if X governs YP, then X governs Y and the SPEC of 
YP; cf. Chapter 1) and that the SPEC of YP does not become a (grammatical) 
object of XYL. This implies that the subjecthood remains intact under RR 
convention ( c ) .  
We have seen that both t4/a- and 8-complex X-Reads contain s-heads 
(1-CDI X-head). Thus whether or not two X-heads are morphologically 
amalgamated, if RR applies to them, the semantics of complex X-heads are 
the same. In addition, the status of projections are also the same with 
respect to the notion of government (also cf. Section 4.1.): X-heads are 
categorially amalgamated into one complex X-head in the case of overt RR, 
and X-heads except for [-CDI X-head are categorially defective in the case 
of covert RR so that projections under the domain of RR (overt or covert) 
are not barriers. Thus let us suggest that overlapping (of X-heads and 
SPECS) also applies covertly and overtly; overt overlapping results in 
overt categorial amalgamation while covert overlapping results in abstract 
categorlal amalgamation in terms of coindexing. Even in the case of covert 
RR, the effects of overlapping derived by the RR conventions, we suggest, 
are observed at LF because of (RR) coindexlng; the semantics of overlapped 
elements are identical whether ~Vrlappiing is covert or overt. On the 
other hand, configurational structure must differ: covert RR preserves 
configurational D-structure and overt RR triggers one story complex X-head 
projections from multi-story simplex X-head projections. In short, we 
suggest that the following projection is derived by covert RR in which 
SPEC'S are coindexed subject to the RR conventlons although SPECS are not 
categorially o ~ e r l a p p e d . ~ ~  
as It should be noted that the notion of overlapped theta-role and Zubiza- 
rretals notion of adjunct/secondary theta-role differ: (Overt) overlapping 
applies between two syntactic positions that have two independent primary 
theta-roles and implies the coexistence of the two theta-roles under a 
complex X-head, while adjunct t5eta-roles are added to (argument) positions 
that are assigned primary theta-roles. 
XPL 
/ \ 
SPEC1 XI1 
/ \ 
X' YP' 
/ \ 
SPECL Y t  
I  / \ 
PRO Y' comp* 
Note also that the present analysis suggests that the V-to-V RR construc- 
tion is base-generated as the control construction in cextain cases that we 
have discussed so far.ba But because of the semantics or Lexical. proper- 
ties of Vx, the syntax and semantics of the 'restructuringt construction 
differ from that of the control construction: Overlapping and RR effects 
apply to the former but not to the latter. 
3.3.6. The Romance causative construction 
The notion of RR discussed above implies that RR may also be responsl- 
ble for some phenomena other than the lrestructuringt phenomenon. 
Depending on the domains of RR, we would have different phenomena. In 
addition, the RR conventions would change the orzer of X-Reads when RR 
convention ( c )  applies. Consider a possible case in which C, I, and V are 
overtly RRed in a head-initial language. 
(55  1 / ' \  
v CIVPi 
/ \ 
SPEC CIV'% 
/ I \  
/ I \  
CIVL S 0 ... 
1 1 1  (where S and 0 are the subject and the object) 
0-0-y 
However see Chapter 4, in which we show that the predicates that trigger 
V-to-V RR are not always 'subject' control verbs. 
In (55), matrix Vs select CPs whose heads are phonetically null and null 
C's select IPS whose heads are also phonetically null. When C-to-V RR 
applies, the RR conventions derive some change in both dominance relation 
and string order. The internal structure of a CIV M/R-complex X-head 
projection consequently derives VtV (syntactically CIVitV) order, as shown 
This VtV order is actually found in Romance causative construction, as 
shown below. 
(56) Jtalian: 
a. Maria ha fato riparare la macchina da/a Giovanni 
bas made re~air the car by/to 
"Maria had the car repaired by Giovanni." 
b. Maria ha fatto riparare la mcchina 
bas made reaair the car 
nHaria had the car repairedw ((11 in Burzio (1986;226)) 
(57) Fxench: 
a. Elle fera manger cette porn par/; Jean. 
she will make eat that apple by/to 
"She will make that apple eaten by Jean." 
b. I1 a fait partir son amie. 
He leave his friend 
"He made his friend leave.n (French data drawn from Kayne (1975)) 
We thus suggest that in Romance causative clauses, CIV amalgamation shown 
in (56-57) is derived by deep-overt RR (RR at D-structure and head-movement 
in syntax) and that CIV H/R-X-head projections instantiate small clauses 
since causative constructions select small clauses. 
The actual word order in Italian and French, however, is VitS or 
VttOtS, in which Vi and Vt represent an intransitive and a transitive verb, 
respectively. Since INFL in an embedded clause 1s [-Tense1 so that it 
does not bear the feature [tSCI, no NOH is assigned (note that small 
clauses are always [-Tensel). A matrix verb cannnot assign ACC to the 
embedded subject because of an embedded verb (CIVi) because the embedded 
verb (CIVL) would induce the HC. CIVii can assign ACC since V, which is 
the s-head, has the Case feature [tSCI and ACC is assigned to the subject 
since no object is available in the embedded clause. On the other hand, 
CIVtl assigns ACC to the object, leaving the subject Case-miirked by P (cf. 
b).37 The subject should move in order for the object to be assigned ACC 
from CIVti, as shown in (58b), because of the adjacency requirement of Case 
assignment (cf. Chomsky (1981); Stowell (1981)). 
(58) a. VP b. VP 
/ \ / \ 
vc CP' vc CIVPi 
/ \ / \ 
SPEC C" SPEC CIV" 
/ \ / 
CL IPi / ... 
I / \  CIV [ p p P N P I  NP A 
0 NP I t %  I I I -- I 
/ \ 0 0 
I1 VP1 
I / \  
0 V' ... 
where Vc is any verb that takes a CP whose X-head is [+CDI and 
subcategorizes for a V[-CDI X-head (i.e., CIVP).5a 
This approach not only explains the well-known VtV order in the 
Romance causative constr~ction,~' but also shows an intermediate derivation 
of causative construction in polysynthetic languages such as Eskimo (head- 
final) and Chichem (head-initial]. 
(59) a. nutara-up arnaq ani-ti-taa Eakimo 
child-ERG woman-ABS ao out-cause-3sg./3sg. 
The child made the woman go out." 
B7 We will suggest in Chapter 4 that both and are dummy Case 
markers. 
sU Vc may be either a perception verb or a causatlve verb. Or more 
generally, Vc is any verb selecting small clauses triggering C-to-V RR. 
But the way an embedded subject is assigned Case when an rrnbedded V is 
transitive differs from language to language (cf. Chapter 4) 
5s In the literature, because of this rather unusal word order, many 
studies suggest that trestructuringt and Romance causative constructions 
are derived by the same process (cf. fn. 10 in Section 3.2.). 
b. nutara-up arna-mut angut aktuq-ti-taa 
child-ERG woman-ALL man-ABS touch - cause -3sg./3sg. 
"The child made a woman touch the nun." 
((4) in Jensen and Johns (in press); 1nuktlt.ut dialect) 
(60) a. Buluzi a-na-sek-ets-a ana Chichewa 
lizard SP-past-1 aysh-cause _ children 
Y h e  lizard made the children laugh." 
b. Anyani a-na-meny-ets-a ana kwa buluzi 
baboons SP-past-bit-cause-asp children to lizard 
"The baboons made the lizard hit the children." 
((42a) and (44a) in Baker (to appear;ch. 4 ) )  
In both cases in (59) and (60), which contain causative verbs that do not 
usually belonq to the class of auxiliary predicates (Vxfs), the morpheme 
order in (59) and that in (60) are identical (V-Vc). Thus, we suggest that 
the V-Vc order is derived by head-movement from (58b) in the following way. 
(61 VP 
/ \ 
/ \ 
vc CIVP' 
/ \ / \ 
CIV Vc SPEC CIV" 
I I / 
lauqhl -cause / ... 
bLtkmW2 CIV ;PO P NP11 NP2 
Since the complex category CIVP' is L-marked and is not a barrier, Vc can 
govern elements within the CIVP projection. The feature [tSCI of Vc of a 
CIVr-Vc complex word (but not the feature [tSCI of CIVr) is visible with 
respect to Case-assignment since Vc is the s-head. (Remember also that the 
Case feature [tSCI of the s-head determines the formal ergativity/transi- 
tivity of H-, H/R-, and R-complex words.) Thus when an embedded verb is 
transitive, an embedded object, which we suggested is primarily linked with 
the Case feature [ t S C 1  of V, receives ACC assigned by CIV-Vc but an 
embedded subject does not (and therefore it receives Case assigned by P). 
On the other hand, when an embedded verb is intransitive, en embedded 
subject receives ACC from CIV-VC.~O 
In this way, the present analysis accounts for the similarity in 
argument structure between Romance and Chichewa/Eskimo causative construc- 
tions in terms of CIV* deep-overt RR. The two instantiations differ only 
in that the Chichewa/Eskimo causative constructions but not the Romance 
causative constructions employ CIV-to-Vc head-movement. The notion of 
government and the principles of Case-assignment then incidentally give 
rise to the similarity in argument structure between the two instantiations 
of causative construction. 
The present analysis also explains some syntactic facts in the Roknance 
causative constructions. It is a well-known fact that clitic climbing is 
also possible in causative constuction in Romance languages, as in the 
'restructuring' construction (cf. Kayne (1975); Burzio (1986); Zubizarreta 
(1982); Rouveret and Vergnaud (1980)), as in Italian, for example: 
(62) a. Haria & fa [ lavorarel. Waria makes him work." 
b. Haria fa [riparare a Giovannil, Waria makes Giovanni repair &. 
((20) in Burzio (1986;238)) 
We suggest that clitic climbing is possible since CIVP1 is not a barrier 
(CIVP is L-marked) so that clitics do not cross any barriers. 
The present analysis also explains some well-known (but previously not 
well-explained) differences between causative and ~estructuring' construc- 
tions with respect to the nature of Vc and Vx especially in Italian (cf. 
6 0  We assume without arguments the idea that traces may fail to assign 
Case; we also assume that a trace derived by head-movement does not trigger 
the HC; if it induces the HC, no Case would be assigned to embedded 
arguments since Case is assigned under government. The effects of this 
assumption are similar to the GTC effects; but see Chapter 5. Also note 
that these two assumptions are not unreasonable since the trace position of 
head-movement does not constitute a category but a segment because of the 
adjunction function I .  
Burzio (1986)): In the former, a matrix V is RRed with an embedded V 
('restructuring') while in the latter, an embedded C is 5 with an 
embedded V (C-to-V RR =/= 'restructuringt). Thus we predict that because 
RR does not apply between Vc and an embedded V, Vc is not an auxiliary 
predicate and therefore maintains its properties as a main verb; Vc and an 
c ~ e d d e d  V are semantically and syntactically independent of each other in 
the causative construction (even if the two predictes are in the morpholo- 
gical dependency relationship). Thus, unlike the trestructuringt cons- 
truction, the causative construction, we expect, does not exhibit auxiliary 
change and the prediction is borne out, as shown in (63). 
(63) a. Hario {ha/*:) fatto venire il medico. 
b. Mario lo {ha/*%) fatto venire. 
"Mario has had {the doctor/hirnl come." ((113) in Rizzi (1982;28)) 
Whether a clitic climbs or not, the auxiliary essere, which is required by 
the embedded verb in (63), is not allowed to go with the matrix verb (Vc), 
which requires the auxiliary avere. 
Second, the causative construction permits no auxiliary in an embedded 
clause, while the 'restructuring' construction allow an auxiliary in an 
embedded clause, as we see in the contrast between (64a)  and (64b): 
(64) a. *Gianni ha {fatto/visto) essere picchiato Piero da Hario. 
"Gianni has {hadbeen) Piero be beaten by Mario." ((115) in Rizzi 
(1982;28)) 
b. Piero strava per cssere presentato. 
"Piero $0  hi^^ was going to introduced." ((114) in Rizzi 
(1982;28)) 
We suggest that the causative construction contains a small clause with a 
phonetically null form of IWFL[-Tense,-Agrl (but cf. (31b and c) in section 
3.1. and fn. 61 below) while the trestructuringt construction has an 
infinitival clause with a strong form of INFLL-Tense,-Agrl (INFL with 
[ + A ] ) .  Another difference is that the embedded clause in the causative 
construction contains a CIV H/R-complex X-head projection while that in the 
'restructuring' constuction contains a CtItV R-complex X-head projection. 
In fact, in English small clauses, this covert-overt C-to-V RR dichotomy is 
observed, INFL[-Tense,-Agrl in (65a) and that in (65b) differ with respect 
to the realization of auxiliary elements, which may indicate both the INFL 
distinction and the covert/overt C-to-V RR distincti~n.~~ 
(65) a. I consider him ( *  be) happy. (overt C-to-V RR) 
b. I consider him to be happy. (covert C-to-V RR- 
Third, although object cliticization is possible in an embedded clause 
of the 'restructuringi construction, it is not in the embedded clause of 
the causative construction in Romance languages (cf. Burzio (1986)) shown 
(66 ) a. **Haria fa [ lavorabl , 
"Haria makes work." 
b. ??Maria fa [riparak a Giovannil. 
Vtaria makes Giovanni repair ken ((21) in Burzio (1986;238)) 
" As Richard Kayne (p.c.1 has pointed to us, the following is possible: 
(i) Let him (be) happy. 
We suggest that the verb consider triggers C-to-V overt RR, like a causa- 
tive verb, while the verb triggers C-to-V covert RR (also cf. Section 
3.1.). Also, in Romance languages, it seems that there are at least two 
different types of small clause: Small clauses selected by the verb let or 
a perceptual verb and those selected by causative verbs. The former allow 
either SV(0) or V(O)S word order in small clauses, while the latter allow 
only V(0)S order (cf. Zubizarreta (1985)). From our point of view, this 
difference is theoretically interesting because covert or overt C-to-V RR 
would trigger such difference in word order: when RR is overt, V(O)S order 
is obtained; when it is covert, SV(0) order is obtained. This reasoning 
becomes interesting if these two types of small clauses exhibit different 
scope facts since overt C-to-V RR destroy IF and VP so that QR in the 
embedded clause does not apply. 
a 2  The reflexive clitic & behave differently in Italian; it appears 
between Vc and an embedded V: 
(i) a. *Maria IgL far3 accusare/fara accusargbl (a) Giovanni 
Waria will make Giovanni accuse himself,w 
b. Haria a fait gtaccuser Pierre. ((151 and (17) in Burzio (1986; 
404 1 )  
As for an analysis of r,tlexive cliticization that is obtained at D- 
structure in Italian, see Burzio (1906). 
Suppose that cliticization should refer to a VP node (cf. Radford (1977)) 
or that a complex X-head projection destroys the environment of cliticiza- 
tion to the right side of V. Then the lack of cliticization in an embedded 
clauee in the causati7!e construction follows, since an embedded clause has 
no VP node in syntax because wert RR applies in sytax. In fact, no VP- 
movement out of a causative embedded clause is possible: 
(67) *k proprio leqcere il libro che gli faccio 
"It is exactly read the b a  that I will make him.n ((68b) in Burzio 
(1986; 347) ) 
The fourth difference between the two constructions is that (dative) 
cliticization across an embedded subject is not allowed in causative 
construction (68a) but is allowed in 'restructuringt construction (68b). 
(68) a. *Mario gli faga scrivere Piero ti. 
"Mario to himl will have Piero write ti." 
b. Mario glir vuole scrivere ti 
nMario to himi wants to write tieH ((118) and (119c) in Rizzi 
(1982; 29 ) 
The ungrammaticality in (68a) is explained by RR convention (c) since the 
subject status remains intact under RR convention (c). Thus (68a) illus- 
trates Specified Subject Condition (SSC) effects (cf. Kayne (1975); Quicoli 
(1976));'' on the other hand, the lack of SSC effects in (68b) is explained 
if overlapped PRO under the domain of XPi projections is not visible with 
respect to SSC because PRO under the domain of XPi projections covertly 
According to Burzio (1986; 370) ,  (68a) is not * but ??. Although SSC 
effects differ from idiolect to idiolect, idiolectal variations do not seem 
to affect our point. The contrast between the control and trestructuringq 
constructions with respect to reflexive clitics also demonstrates this 
point. 
( i 1 a. *Maria & fatta accusare a Giovanni 
"Maria had.Giovanni accuse herself." 
b. I ragazzi gL andranno a parlare. 
"The kids will go to talk to each other." ((97a) and (llb) in 
Burzio (1986; 273 and 401)) 
'overlapst with thc matrix subject in syntax through coindexing, as In 
(69) a. NPZ Vc NP, ... I (no SPEC-to-SPEC overlapping; SSC effects) 
b. NPZ Vx 1 PROi .. I (SPEC-to-SPEC over1apping;no SSc effects) 
Up to this point, we have proposed that overt CIV RR (in syntax) 
accounts for the Italian causative construction (small clause construction) 
while 'JxtCtItVk covert RR (at D-structure) accounts for the 'restructuring' 
construction. We have also seen that RR and the notion of s-head explain 
the natare of 'restructuring' in terms of the nature of R-complex words. 
As formulated, RR predicts that whenever X-heads are [tCDI in the Lexicon, 
RR takes place because of categorial dependency. Our analysis explictly 
\ 
suggests that RR does not necessarily link predicates and is not restricted 
t 
! 
to a certain class +f predicates. This suggestion naturally led to a 
I 
I 
theoretically plausible \explanation of Romance causatlvization in term of 
, 
'. 
RR. In fact, the RR efgects are not restricted to Vx verbs but affect any 
lexical or nonlexical cakegories when they are [tCDI, as in the Romance 
causative construction. In the case of C-to-V RR, as the RR effects 
illustrated in (15) and : (42) predict, the formal ergativity/transitivity of 
CIV H/R-complex predicates, which is understood as the (non-)C?se-transi- 
tivity, remains intact ,since V is the s-head. On the other hand, we 
correctly explain other RR effects (such as clitic climbing) in the 
causative construction. 
3.3.7. Some theoretical implications 
The transformational rule RR with the RR conventions in term of 
move/affect-category on the one hand and the present interpretation of 
head-movement on the other hand suggest that both head-movement and RR are 
consistent with universal principles: As the licensing theory of transfo- 
rmation implies, RR and head-movement are structure-preserving in that they 
apply X-heads to X-heads and heads to heads, respectively. This is because 
only (X-)head positions can offer licensing factors for ( X - )  heads: [+CDI 
X-heads are categorially dependent upon [-CDI X-heads and [tMDI heads are 
morphologically dependent upon [+Dl heads. 
RR is also compatible with the wide interpretation of the projection 
principle shown in (70a) since RR triggers categorial overlapping but not 
node-deletion. 
( 7 0 )  The ~rojection ~rinciole: 
Representation at each syntactic level (i.e., LF and D- and S-struc- 
ture) are projected from the Lexicon (through CSR(C)), in that they 
observe the s-selectional properties of Lexical items (I, C, [t/-N,t/- 
VI ... ) .  
A or A-bar positions are not deleted but overlapped in accordance with the 
projection principle. As for the path of X-head projections, X, X '  and XP, 
we suggested that the projection principle on X-heads applies to X-heads, 
assuming that the complex X-heads derived by RR are not referred to with 
respect to the projection principle on X-heads (repeated from Chapter 2). 
(71) The ~rojection ~ r i n c i ~ l e  on X-heads: X-heads (i.e., [+N,+VI, I, C, .. 
and F) are preserved at every syntactic representation, i.e., D- 
structure, S-structure, and LF in that the s-selectional/theta- 
assigning properties of heads dominated by those X-heads are observed. 
X-heads but not complex X-heads (derived by RR) form trivial or nontrivial 
H-chains derived by head-movement and therefore complex X-heads contain 
more than one (trivial) H-chain. Thus, we also suggest that the theta- 
criterion on X-heads shown in (72) does not refer to the notion of complex 
(72) The theta-crwion on X - h u  : An H-chain has one and only one 
visible theta-assigning position. 
(73) An H-chain is vlsible for theta-assigning iff the morphological 
requirement of an H-chain is satisfied; the morphological requirement 
of an H-chain is satisfied if a head is in the position of the head of 
an H-chain 
At every syntactic level, RR confirms the wide interpretation of the 
projection principle in a strict sense in that X--heads are also subject to 
the projection grinciple: A [tCDl X-head is preserved as dependent upon 
another X-head but not deleted. 
The wide intepretation of the projection principle is theoretically 
desirable, expecially from the point of view of UG, since it leads to a 
very restricted theoretical framework, allowing a strict interpretation of 
a principle of FI (cf. Chapter 1). Under a principle of FI, we suggest the 
following: The feature [tMDI indicates the morphological dependency of 
heads in syntax; heads with this feature are morphologically dependent or 
open so that they are not interpreted at PF unless they are morphologically 
closed by forming H-chains (i.e., through head-movement). On the other 
hand, the feature ItCDl indicates the categorial dependency of X-heads; X- 
heads with this feature are categorially dependent or weak so that they are 
not interpreted at LF as catzgories unless they are categorially linked 
with Lexically-designated X-heads though RR. 
Finally, we suggest that RR and head-movement are well-motivated under 
the licensing theory of transformation. The features [ + M i l l  and [tCDI have 
morphological requirements and LF requirements, respectively. At PI?, [ + M D I  
heads should form words with I-HDI heads to be licensed. At D-structure, 
ItCDI X-heads are linked with 1-CDI X-heads by RR. (Covert overlapping at 
D-structure may be accompanied by head-movement in the PF component or in 
syntax.) Whether RR is accompanied by head-movement in syntax (deep-overt) 
or in the PF component (surface-overt), covert or overt 'overPappingIf 
which takes place at D-structure, is read off at LF. 
The notions of RR and head-movement derive the following structure of 
grammar in which the domain of move/affect-alpha and move/affect-category 
are indicated. 
( 7 4 )  D-structure 
I 
I (1 
S-structure 
/ \ 
( 3 )  / \ ( 2 )  
(morpholgoy PF LF (interpretation principles of overlapping 
and phonology) on of scope, etc. 
RR applies in domain (1) and its effects are read off at LF; head-movement 
applies in domain (1) (and also in domain ( 3 )  when it is accompanied by RR) 
and the effects of head-movement are read off at PF. Domains (1) and (3) 
allow move-category (joint application of head-movement and RR). Thus, the 
configuational effects of RR may appear in domains (1) and ( 3 ) ,  while the 
overlapping effects of RR are read off at LF. The above structure of 
grammar implies that the PF component (or perhaps a subcomponent of the PF 
component) is a syntactic component, suggesting that the projection 
principle on X-heads extends to apply in (a sublevel of) PF (cf. Chapter 5 
for an extended discussion on this point). 
In the next Section, we discuss the Korean 'restructuring1 phenomenon 
(or the Korean V-to-V effects) to understand the lrestructuringl phenomenon 
as a universal phenomenon; the Korean trestructuringt phenomenon will 
illustrate either covert RR or surface-overt RR, but not deep-overt RR. 
3.4.0. Introduction 
In this Section, we discuss 'restructuringt in Korean. As shown in 
Section 3.3., if languages are head-initial, morpheme order indicates 
whether complex predicates are M/R-complex or U-complex. However, in head- 
final languages, H/R-complex predicates and H-complex predicates exhibit 
the same morpheme order. Even though the morpheme order in Korean does not 
indicate whether complex predicates are derived by RR or by head-movement, 
we discuss below the idea that a certain class of complex predicates in 
Korean instantiate H/R- or R-complex words. 
In Korean, there is a class of verbs listed in (I), which select 
infinitival clauses, as shown in (21.l 
(1) Q= -- -- gp; tul- -- 
na- -- haDpen: nav- -- eB&.L; ci- -- became muster: gwu- -- (ben) 
tav- -- do all the wav; -- attern~t/trv; peli- -- finish 
ssah- -- kee~/continue; noh- -- kee~/leave; t w -  -- hold/store 
(cf. Choi (1935) and Myunrnwunsa's Dictionary (1976)) 
( 2 )  Chelswu-ka thokki-lul ca~-a DO-ass-Ca 
-sub rabbit-obj hold-Inf --past-em 
nChelswu attempted to hold a rabbit.w 
The V-etV sequence in ( 2 )  may or may not be morphologically amalgarnated.2,a 
In Choi (1935) -- one of the most influential traqitional grammar books 
in Korea -- these verbs are called auxiliary or helping verbs. Choi (1935) 
does not clasp,ify the auxiliary hgz (do) as one of this class of verbs, 
which semantically and syntactically differ both from main verbs and from 
the auxiliary verbs &. It cooccurs with a V with the morpheme z. (The 
morpheme -e is realized as -(e/a/O3 according to its phonetic environment.) 
According to Martin (1974), the morpheme g is an infinitive marker in 
Korean, like the to in English but B.-S. Park (1974) classifies it as a 
complementizer. Whether it is an infinitive marker or a complementizer is 
not our immediate concern. For expository purposes, we assume here that it 
is an infinitive marker; we also assume that V-e (V-Infl is actually V-e-0 
(V-Inf-comp) (cf. the syntactic position we are assuming), and that any 
instantiations of INFL[-Tense1 are (1nf)initive. 
The autographic conventions of VktVx sequences seem to be in the middle 
(Here, we separate V-e from V when the latter is a verb in (1) (but cf. 
fn.21.) Like Vx in Italian, the verbs in (1) can be characterized either 
as aspectual expressions or as motion expressions. As Rizzi notes for 
of change in Modern Korean. In Choi !1935), VktVx sequences are morpholo- 
gically separated, while a recent Korean Dictionary (Hyunmwunsats Korean 
Language Dictionary (1976) indicates that they may fail to be separated; 
Even idiomatic sequences i i i i i b  may he separated liiib) while non- 
idiomatic sequences (i,ii,iiia) may fail to be separated (i,iia). 
( i a. mak-a-nay--0-ta 
close up/keep away-Inf-muster-pres-em "[01 keeps away [OI." 
b. mek-e-tay-0-ta 
eat-Inf-do all the way-pres-em "[OI slanders [OI." 
(ii) a. talli-e-ka-0-ta 
run-Inf-go-pres-em 11[01 runs." 
b. talli-e-tul-0-ta 
run-Inf-enter-pres-ern "101 attacks 
(iii) a. chat-a nay-0-ta 
find-In£ do all the way-pres-em "[01 finds out [OI." 
b. chat-a ka-0-ta 
find-Inf go-pres-em "[01 visits [Oln 
Some studies such as Sohn (1976)) consider any V-g complex verbals as 
morphologically-complex verbals. 
Without exception, VktVx sequences are, however, mo~pho~ogically 
separated when some particles, such as ~ggn (&), h (m) or m (m 
fPL) intervene in VktVx sequence. 
(iv) a .  mak-a-man nay-0-ta (cf. ia) 
close up-In£-- do all the way-pres-em n[Ol only closes up IOln 
b. talli-e-nun tul-0-ta (cf. iib) 
run-Inf-CON entex-pres-em "[OI does attack [OI." 
Thus it seems that complex predicates are changing from R-complex words to 
M/R-complex words in Hodern Korean, given irregular morphological amlgama- 
tion. Our intuition on the data, for example, is not straigtforward; in 
most cases of VktVx sequences, both R-complex versions and H/R-complex 
versions are acceptable. 
Some complex verbs are lexicalized so that their meanings are not compos- 
itionally obtained. 
(i! il-e-na-0-ta 
ascend-Inf-happen-pres-em "[01 g e t s  up." 
(ii) chi-e-tul-e-ka-0-ta 
hit-Inf-enter-Inf-go-pres-em "[01 invades [OI." 
(iii) na-a-ka-ta 
keep-Inf-go-pres-em " [ 0 1  makes progres~.~ = Iit. keep going 
In addition, as Choi (1935) notices, some verbs do not appear independently 
of the verbs in (1): 
( iv) &-0-na-ta (*--O-ta) 
--- -1nf-happen-pres-em n[O1 comes out,n 
We suspect that those verbs disappear from the Lexicon as complex verbals 
with them become lexicalized. 
Italian \xls, these verbs are semantically weak; the verbs in (1) do not 
behave as main verbs but rather help the semantics of their embedded verbs. 
In addition, as in Italian trestructuringt construction, the embedded 
subjects are referentially identical to the matrix subjects in the sen- 
tences with the verbs in (1) .. The verbs in (1) semantically dif fez from 
the auxiliary ha-. which has no predicative meaning; they also differ from 
main verbs, since they express auxiliary or helping meaning (perhaps in 
addition to the predicative meaning). If the feature [+CDI is semantics- 
based, as we suggested, the semantics of these verbs would trigger V-to-V 
RR. Let us thus call the verbs in (1) Vx's and the (most) embedded verbs 
Vkts; we will show that the Vk + Vx sequence in Korean exhibits trestruc- 
t.uringl (V-to-V RR) effects, like the Vk t Vx sequence in Italian. 
Syntactically the verbs in (1) also differ from English type rnodals or 
from the auxiliary do, as some well-known syntactic tests indicate. Fixst, 
Vxls can take the auxiliary -ha- ( & I ,  as in (3a), unlike modals. 
(3) a. cap-a go-k i -nun ha(-si)-ess-ta 
hold-Inf gttemot-to-CON do(-HI-past-em 
- 
n[Ol did attempt to hold [Ol (but ... ) .  
b. cap-a po-a tay-ess-ta 
hold-In£ --In£ keen-past-em 
"[01 kept attempting to hold [Ol.n 
c. *cap-ki-nun ha-ki-nun ha-ess-ta 
hold-to-CON gQ-to-CON do-pass-em 
"[OI did do hold [OI." 
This lsubject-controlt property, we suspect, has to do with the property 
of Vx verbs discussed in Rizzi (1982) (auxiliary property). Evn if V is Vx 
or triggers V-to-V RR, it may fail to be a subject control verb. In fact, 
as we will see in Chapter 4, whether V is a subject control verb does not 
play a crucial role in determing whether it triggers V-to-V RR. Here, we 
simply assume that the 'subject control1 property of the verbs in (1) 
derives from their semantics (aspectual, motion, or modal meanings). As we 
will see, verbs triggering V-to-V RR (such as certain passive and causative 
predicates) do not necessarily have the semantics of the verbs in (1) and 
those in Italian discussed in Rizzi (1982). 
Secona, Yxts can be embedded with other Vxts (cf. 3b1, unlike the & verb 
(cf. 3c). Third, subject-verb agreement is possible with Vxts (cf. 4a), 
unlike English type modals but like the auxiliary verb k (cf. 3a). 
Fourth, kure-(ha-) replacement (do so replacement) may apply to Vxls (cf. 
4b), but not to the auxiliary verb &J (cf. 4c). 
( 4 )  a .  cap-a po-si-ess-ta 
hold-In£ attempt-u-past-em w[O1 attempted to hold 101." 
b. Chelswu-ka kurim-man kuli-e tay-0-teni Yenghi-to 
-sub painting-only mint-Inf w-past-and -also 
kuleha-e tay-ess-ta 
do-so-Inf kee~-pa~t-em 
wChelswu kept painting and Yenghi also kept doingan 
c. *Chelswu-ka cap-ki-nun ha-ess-ko Yenghi-to kule-ha-ki-nun ha-ess-ta 
-sub U - t o - C O N  &-past-and -also so-do--to-CON &-past-em 
"Chelswu did hold [OI and Yenghi also did do so.n 
3.4.1. The structure of the VktVx  sequence in Korean 
In Korean, any combination of Vxls is allowed as long as the semantics 
are a~ceptable:~ 
( 5 )  a. mek-e tay-e cwu-e po-a peli-ess-ta 
eat-In£ keep-Inf give-Inf try-Inf finish-past-em 
"101 finished trying to keep eating (for ~omeone).~ 
Since all the verbs in (1) can also be used as main verbs ((in)transi- 
tive), Korean exhibits complex verbals formed by lexically-identical verbs 
(also cf. Sohn (1976;146, fn.2)): 
(i) a. --a m-ass-ta 
pile up-Inf keep-past-em m [ O 1  kept piling [01 upw 
b. m - a  m-ass-ta 
put-Inf leave-past-em n[Ol had finished putting [0Ia 
c. peli-e peli-ess-ta 
throw-In£ finish-past-em RIOl threw [Ol up." 
d . m - , e  u-ess-ta 
store-In£ keep-~ast-em "[01 have stored [OI." 
e. ellwuk-ka &-e a-ess-ta 
stain-sub washed off-In£ become-past-em 
nThe stains became to come out." 
f. =-a pg-ass-ta 
see-Inf attempt-past-em w[Ol attempted to see [Ol.w 
As we see (i), the semantics of the two morphologically-identical verbs 
clearly differ: Verbs used as Vx are aspectual expressions, while verbs 
used as Vk are not. 
b. mek-e peli-e po-a tay-ess-ta 
eat-Inf finish-Inf try-Inf keep-past-em 
"[OI keep trying to finish eating [OI." - . . .  
Only the final verbal (Vxn) is fully inflected; the structure of the VktVx 
sequence is as follows: 
(6) a. [ [ [ . . . [ [  Vk-g 1- Vxl-g I A ~  Vx2-g ..]A,,-= Vxn-1-g l r ,  VxnIA,,+~ 
where n > 0 
It seems that the category A in (6) is S since embedded subjects may 
overtly appear, as shown below:' 
(7) Chelswur-ka [Ckuk/cakirl-ka ttokki-lul cap-a1 po-ass-ta 
-sub Belself-sub rabbit-obj hold-In£ attempt-past-em 
"Chelswu attempted to hold a rabbit." 
Thus we predict that the embedded INFL must be [-Tense,tAgrl (cf. Section 
3.1). This prediction is borne out as we see in (8) in which agreement is 
overtly realized. 
(8) a. apenim-kkeyse [(tangsin-ka) thokki-lul cap-usi-el po-si-ess-ta 
fatherH-subH (5elfH-sub) rabbit-obj hold-E-In£ attempt-H-past-em 
"Father attempted to hold a rabbit." 
b. Chelswu-wa Yenghi-ka (kutul-ka) ttokki-lul cap-a-tul PO(-mye 
-and -sub they-sub rabbit-obj hold-Inf-pJ attempt(-and 
co-a-tul h)a-ess-ta 
fun-Inf-pl do)-past-em 
"Chelswu and Yenghi attempted to hold a rabbit (and had fun together)." 
Vx's are all nonergative7 since they may assign Case (ACC) to their clausal 
complements. 
Semantically, Iku/cakil in ( 7 )  have emphatic meanings. (7) means: Chelswu 
himself attempted to hold a rabbit. Repeated NP's in Korean are basically 
emphatic (cf. Section 3.1.). 
The Korean Vx verbs in (1) differ from the Italian Vx verbs in Rizzi 
(1982) in two aspects, as we will see: First, there is no clear evidence 
that 'restructuring' is optional in Korean (also cf. obligatory 'restruc- 
turing' in Chichewa; cf. fn. 24 in Section 3.3.). Second, there are no 
clear cases of raising (ergative) Vx's. 
a Korean CP may take a case marker (* or -1ul). (Korean employs a small 
number of ergativ~ verbs.) When a matrix verb is ergative, a case marker 
is not allowed: 
(i) IChelswu-ka Yenghi-lul cohaha-nun-tusl*{-ka/-lull siph-0-ta 
-sub -obj like-pres-comp(as if){-sub/-obih seem-pres-em 
(9) Chelswu-nun I 8  ttokki-lul cap-a]-lul po-ass-ta 
-TOP rabbit-obj hold-Inf-obj attempt-past-em 
"Chelswu attempted to hold a rabbit." 
The structure ( 6 ) ,  however, does not trigger ECM environments since an 
embedded subject cannot be marked with the objective marker -1ul (cf. 9). 
(10) *Chelswu-nun [{ku/caki)-lul thokki-lul cap-a1 po-ass-ia 
-TOP he/self-obj rabbit-obj hold-In£ attempt-pa~t-em 
Thus it seems that Vx selects a CP but not an IP althogh no overt comple- 
mentizer with Vx appears in the construction with Vx (but cf. fn.1). The 
sentences with these complex verbals must be multiclausal at a certain 
level of representation (i.e., D-structure), as shown be10w:~ 
(11) [CP ... I ~ P  ... [CP ... [QP ... Vk-el Vxl-el ... Vxn-1-el Vxnl 
Finally, the Vxls listed in (1) are not ergative since selectional restric- 
tions are observed, as shown in (12). If Vx requires an animate subject 
(cf. 12a and 2), then when Vk is passivized, a derived subject must be 
animate (cf. 12b and C).~O 
(12) a. *i hot-eyse hongswu-ka na-0 po-ass-ta 
this place-at flood-sub happen-Inf see-past-em 
"Floods attempted to happen." 
b. kay-ka koyangi-eykey mwul-i-e po-ass-ta 
doa-sub cat-by bite- ass-In£ attempt-past-em 
"The dog attempted to be bitten by the cat.n 
c. rpascwul-ka senwon-eyuyhayse tangki-e ci-e po-ass-ta 
rope-sub seaman-by pull-Inf pass-Inf attempt-past-em 
"The rope attempted to be pulled on by the seaman." 
"It seems that Chelswu likes Yenghi." 
Some verbs in (1) are also considered to project full clauses in I.-S 
Yang (1972). 
x0  In Section 4 . 3 . ,  we will suggest, for some theory-internal/external 
reasons, that the morpheme & in (12c), which is widely.assumed to be a 
passive morpheme in the Korean literature, is not a passive morpheme but 
that it is Vx with an inchoative meaning (become), which is base-generated 
as a main verb. 
On the other hand, raising verbs show no selectional restrictions on the 
matrix subject.x1 
(13) a. kay-ka koyangi-eykey mwul-i-n-tus ha-0-ta 
dog-sub cat-by bite-pass-past-comp(seem) do-pres-em 
"The dog seems to be bitten by the cat.H 
b. pascwul--ka senwon-eyuyhayse tangki-e ci-n-tus ha-0-ta 
rope-sub seaman-by pull-Inf pass-past-comp(seem) do-pres-em 
"The rope seems to be pulled on by the seaman." 
c. i kot-eyse hongswu-ka na-n-tus ha-0-ta 
this place-at flood-sub happen-past-comp(seem) do-pres-em 
"Here, floods seem to happen." 
The properties discussed so far do not differ from those of ordinary 
nonVx verbs (nonaspectual or non-motion; especially usual control verbs), 
such as the verb decide, which also selects infinitival complements. For 
example, the verb decide may allow an overt embedded subject (14a); it is 
not an ECM predicate (14a); it assigns Case to a CP complement (when it is 
not ergative) 14(b);a2 and & support may apply to it (14c). 
(14) a.Chelswu-ka tCku/cakil-ikg/*lul3 ttokki-lul cap-ulve-kol 
-sub he/self-sub/obi rabbit-obj hold-Inf-comp 
Burzio (1986;329-330) notes that in the Italian trestructuringt cons- 
truction, selectional restrictions are observed when Vx is not a raising 
verb ((i) with vuole) but that when Vx is a raising verb ((i) with dovre- 
&), no selectional restrictions are observed (also cf. Rizzi (1982)). 
(i) a. I1 libro Idovrebbe/*vuolel essere portato da Giovanni. 
"The book Iwould have/wantsl to be bought by Giovanni." 
b. Ltacqua Idovrebbe/*vuolel scorrere. 
"The water {would have/wants) to flow.H 
c. {Dovrebbe/*Vuole) piovere. 
"It {would have/wantsl to rain." 
d. IDovrebbe/*Vuolel risultare che Giovanni non ctera. 
"It Iwould have/*wantsl to appear that Giovanni was not there." 
((18) and ( 2 0 )  in Burzio (1986)) 
Picallo (1985;211) also observes some selectional restrictions in the 
Catalan trestructuringt construction (iib). 
(ii a. Els ndvols &- prendre f ormes extranyes 
"The clouds seemed to take on strange shapes." 
b. *Els nifvols volien prendra forms extranyes 
"The clouds wanted to take on strange shapes." ((49) in Picallo 
(19851 1 
I2 This sentence with the objective marker' -1ul is highly colloquial; 
according to idiolects, judgments are expected to differ. 
kyelsimha-ess-ta 
decide-past-em 
HChelswu decided to hold a ~ a b b i t . ~  
b. Chelswu-ka [ ttokki-lul cap-ulye-kol-lul kyelsimha-ess-ta 
-sub rabbit-obj hold-Inf-comp-obj decide-past-em 
"Chelswu decided to hold a rabbit." 
c. cap-ulye-ko kyelsimha-ki-nun ha-ess-ta 
hold-In£-comp decide-to-CON do-past-em 
"[01 did decide to hold [Ol (but...)." 
Selectional restrictions are also observed in clauses with nonergative 
nonVx verbs; the verb decide requires an animate subject, as shown in (15) 
(cf. 12). 
(15) a. *hongswu-ka na-lye-ko kyelsimha-ess-ta 
flood-sub happen-Inf-comp decide-past-em 
*"Floods decided to happen.n 
b. kay-ka koyangi-eykey mwul-i-lyeko kyelsimha-ess-ta 
dog-sub cat-by bite-~aSs-Inf decide-past-em 
"The dog decided to be bitten by the cat." 
c. *sakwa-ka Chelswu-eykey mek-hi-lyeko kyelsirnha-ess-ta 
apple-sub -by pat-oass-Inf decide-past-em 
*"The apple decided to be eaten by C h e l s w ~ . ~  
3.4.2. lRestructuringl in Korean 
There is, however, a syntactic reason (in addition to the defective/- 
weak semantics of the Vxls) to suggest that V-to-V RR or lrestructuringl 
applies to VktVx sequences in Korean. First, Korean exhibits certain 
locality conditions with respect to the distribution of quantifiers and the 
scope markers construed with them. They are apparently violated in the 
Vk+Vx construction: In Korean (negative) quantifiers (such as gmwu-to = 
nobody) and the scope marker an- construed with the quantifiersL3 should be 
We assume that an- lies in IMFL position since it cooccurs with INFL 
elements. may also appear with verbs (as in (17a) below for example). 
According to its position, a certain scope phenomenon is observed. Here, 
we do not attempt to discuss it. However, see Martin (1974) and I.-S. Yang 
(1972) for some relevant discussions on the semantics of a in different 
positions. The position of ggr. will not affect our argument. 
clause-mates (see Appendix I1 of this Chapter for the details), whether an 
embedded INFL is [+Tense1 (16) or [-Tensel (17), as shown below. 
(16) a. Chelswu-nun [ [01 amwu-to cohaha-ci an-nun-ta-kol sayngkakha-n-ta 
-TOP nobody like-to not-pres-em-comp think-pres-em 
HChelswu thinks that 101 nes likes nobody." 
= Chelswu thinks that there is nobody such that [OI likes the 
person. 
b. *Chelswu-ka [ [OI amwl-to cohaha-n-ta-kol sayngkakha-ci m-nun-ta 
-sub nobody like-pres-em-comp think-to not-pres-ern 
wChelswu nea thinks that [01 likes no bod^.^ 
c. amwu-to [ Chelswu-ka [OI cohaha-n-ta-kol sayngkakha-ci an-nun-ta 
nobody -sub like-pres-em-comp think-to not-pres-em 
nNobod~ nes thinks that Chelswu likes [O1.H 
= There is nobody such that the person thinks that Chelswu likes 
[OI ." 
d. *amwu-to [ Chelswu-ka [OI cohaha-ci an-nun-ta-kol sayngkakha-n-ta 
nobody -sub like-to not-pres-em-comp think-pres-em 
"Nobody thinks that Chelswu ne4 likes nobody." 
(17)a. Chelswu-nun [amwu-to a-manna-lye-kol kyelsimha-ess-ta 
-TOP nobody not-meet-Inf-comp decide-past-em 
nChelswu decided nes to meet nobody." (narrow scope) 
b. *Chelswu-nun [amwu-to manna-lye-kol kyelsimnha-ci m-ass-ta 
-TOP nobody-prt meet-Inf-comp decide-to not-past-em 
"Chelswu nes decided to meet no bod^.^ 
c. amwu-to ti kumtan-ey yelmay-lul mek-ullye-kol kyelsimha-ci an-ass-ta 
nobody this forbidden fruit-obj eat-Inf-comp decide-to not-past-em 
"Nobody decided to eat this forbidden fruit." (wide scope) 
b. namwu-to [i kumtan-ey yelmay-lul a-mek-ullye-kol kyelsimha-ess-ta 
nobody this forbidden fruit-obj not-eat-Inf-comp decide-past-em 
nNobod~ decided to eat this forbidden fruiten 
In (16-17a and c), both ~IW-to  nob bod^) and a L  (M;Q&) appear either in 
an embedded clause or in a matrix clause, while they do not in (16-17b and 
d). Because of the clause-mate requirement, the contrast between (16-17a 
and c) and (16-17b and d) follows. In (16-17a) the scope of amw-.to is the 
embedded clause; in (16-17c) the scope of amwu-to is the matrix clause. 
There is one more requirement that interacts with rightward inversion, 
which is a syntactic scope assigning process that is A-bar movement (see 
Appendix 11). When gmwu-to is rightward inverted, the scope marker sho111d 
be on the matrix INFL, as ijmwu-to lies in the matrix clause, as shown in 
the contrast in (18) (cf. (17)). 
(18) a. *Chelswu-nun [ a-manna-lye-kol kyelsinlha-ess-ta, amwu-to 
-TOP not-meet-Inf-comp decide-past-em nobody 
"Chelswu decided nes to meet no bod^." 
b. Chelswu-nun [ manna-lye-kol kyelsirnha-ci an-ass-tat amwu-to 
-TOP meet-Inf-comp decide-to not-past-em nobody 
"Chelswu neq decided to meet nobody." 
c. [ i  kumtan-ey yelmay-lul mek-ullye-kol kyelsimha-ci an-ass-ta, amwu-to 
this forbidden fruit-obj eat-Inf-comp decide-to not-past-em nobody 
"Nobody nes decided to eat this forbidden fruit." 
d. *[i kumtan-ey yelmay-lul ni-mek-ullye-kol kyelsimha-ess-tat amwu-to 
this forbidden fruit-obj not-eat-Inf-comp decide-past-em nobody 
"Nobody decided nea to eat this forbidden fruit." 
In contrast to (171, only when an- lies in a matrix INFL, are inverted 
sentences grarmtical with the wide scope reading. Thus while the require- 
ment affects the grammaticality of the inverted versions of (17a and b) in 
which amwu-to is inverted from the embedded clauses, it does not affect the 
grammaticality of the inverted versions of (17c and d )  in which gmwu-to is 
inverted from the matrix clauses. 
In the VktVx construction, the clause-mate requjrement on the distri- 
bution of a negative quantifier and its scope marker shown in (16-17) is 
apparently violated and the rightward inversion data in (18) become all 
grammatical. First, as shown in (19b and dl, although a negative quanti- 
fier (amwu-to) and its scope marker (an) are not clause-mates, the sen- 
tences are grammatical, in contrast to (16-17b and d).=' 
(19) a. Chelswu-nun [amwu-kes-to ad-mek-el po-ass-ta 
-TOP nothing-prt not-eat-Inf attempt-past-em 
"Chelswu attempted nes to eat nothm." 
b. Chelsw-nun [amwu-kes-to mek-el po-ci - an-ass-ta 
-TOP nothing-prt eat-Inf attempt-to not-past-em 
"Chelsw~ neq attempted to eat nothins." 
=' As Richard Kayne (p.c.1 has pointed out, in French ne-~ersonne senten- 
ces, (19b) is attested but (19d) is not in certain environments (cf. Pica 
(1985); fn. 12 in Appendix 11). We may have this contrast between French 
and Korean because in French, but not in Korean, the subject-object 
asymmetry with respect to the ECP is observed or because the French ne 
differs from the Korean an- in requiring tha t  it should c-command personne; 
we leave a specific answer open here. 
c. amwu-to [i kumtan-ey yelmay-lul mek-el po-ci an-ass-ta 
nobody this forbidden fruit-obj eat-In£ attempt-to not-past-em 
whobody nes attempted to eat this forbidden fruit." 
d. amwu-to [i kumtan-ey yelmay-lul a-mek-el po-ess-ta 
nobody this forbidden fruit-obj not-eat-Inf attempt-past-em 
"Nobody attempted nea to eat this forbidden fruit." 
In (19), the negative quantifer has only wide scope: 
(20) a. There is nothing such that Chelswu attempted to eat the thing. 
b. There is nobody such that the person attempted to eat this 
for bidden fruit. 
No matter how many V x ' s  are intervened between amwu-to and an-, the 
sentences are grammatical only with wide scope readings. 
(21) a. ..,. [amwu-kes-to mek-el po-a tay-e peli-e cwu-ci an-ass-ta 
. . . . eat-Inf attempt-- kee~-1nf' finish-Inf ben-Inf not-past-em 
wChelswu nes finished to keep attempting to eat nothinq for 
~ornebody.~ = There is nothing such that Chelswu finished to keep 
attempting to eat the thing for somebody 
b. amwu-to [ ... a-mek-el po-a tay-e peli-e cwu-ess-ta 
nobody .. not-eat-Inf attempt-Inf kee~-Inf finish-In£ m-past-em 
"Nobodv finished to keep attempting m t o  eat this forbidden 
fruit for sombody." 
= There is nobody such that the person finished to keep attempting 
to eat this forbidden fruit for somebody 
Second, even when amwu-to is rightward inverted in which an- is in an 
embedded INFL, as in (22a and d ) ,  the wide scope reading is observed, in 
contrast to what occurs in (18a and dl. 
(22) a. Chelswu-nun [ a-mek-el po-ass-ta, amwu-kes-to 
-TOP not-eat-In£ attempt-past-em nothing 
"Chelswu attempted neq to eat nothing." 
b. Chelswu-nun [ mek-ei po-ci a-ass-ta, amwu-kes-to 
-TOP eat-Inf attempt-to not-past-em nothing 
"Chelswu nes attempted to eat nothinq." 
(22a/b) = There is nothing such that Chelswu attempted to eat the thing." 
c. [i kumtan-ey yelmay-lul mek-el po-ci a-ass-ta amwu-to 
this forbidden fruit-obj eat-Inf attempt-to not-past-em nobody 
"Nobody neq attempted to eat this forbidden fruit." 
d. [i kumtan-ey yelmay-lul a-mek-el po-ess-ta, amwu-to 
this forbidden fruit-obj not-eat-In£ attempt-past-em nobody 
"flobodv attempted nes to eat this forbidden fruit." 
(22c/d) = There is none such that the person attempted to eat this for- 
bidden fruit." 
As we will discuss in Appendix 11, the clause-mate requirement and the 
requirement that should be in the matrix INFL with the quantifier 
construed with it inverted are, in fact, interpreted as the scope licensing 
condition that the scope marker an- should govern the quantifier construed 
with it to license the scope of the quantifier at LF. If inversion is 
derived by successive-cyclic null operator movement in syntax, as we will 
argue, then we have the following LF structures, in which either amwu-to is 
QRed to a matrix IP or in which the inversion operator (OP) moves to the 
matrix clause through SPEC-to-SPEC movement: 
(23) a. . . [vpl . . [pl . . [vpl ti, mr V 1 1 . 1 1 (OPl) amwu-tOl 
b. [ID . [ V p s  . . . . [wl ti V I .  1 . I  mi 1 (OPi) amwu-toi 
(cf. 18/22a and bl 
c .  lIP amw-tol [Ip ta [ - L a .  [rp: ..[vol V-• 1 1 . -  1 aEL* 1 1  
d. [IParnwu-tol [ I D ~ L  [vp'.. [za:-*[wS V I anl I .. I .. 1 1  
(cf. 17/19c and d l  
Suppose that an- in a matrix clause can govern an IP-adjoined amwu-to and 
OPl in (23b and c) for certain reasons we will discuss in Appendix I1 in 
this Chapter. Then, in (23b and c ) ,  whether a matrix V is Vx or nonVx, an- 
in a matrix INFL governs OP and an IP-adjoined amwu-to; (23b) satisfies 
the requirement that an- should be in the matrix INFL when amwu-to is 
inverted (cf. 18b) and (23c) satisfies the clause-mate requirement (cf. 
17c). On the other hand, when a matrix V is nonVx, in (23a and d) an- does 
not govern amwu-to or OPl, triggering the ungrammaticality of (18a and 
17d). 
When matrix verbs are Vxfs, the derivations in (23a and d) are gram- 
matical. The - in an embedded clause should govern gmwu-to in (23a and 
d) since the sentences in (19 and 22) are grammatical under the wide scope 
reading. We suggest that an- in (23a and d) can govern amwu-to or OF since 
XP1's (IP and W) derived by RR are not barriers, and therefore an- can 
govern gmwu-to or OP in (23a and d): In (23a and d )  an- governs OP and 
amwu-to because VPL and IP1 are not barriers and V1 and IS do not induce 
the MC. To conclude, as in clitic climbing data in Romance languages, the 
fact that some categories under RR are defective with respect to the notion 
of government (or Subjacency) is also observed in Korean. 
3.4.3. Surface-overt RR and the semantic integrity of R-complex words 
There are some pieces of evidence that in the Korean VktVx sequence, 
Vx and Vk are closely linked with each other (as in the Kusaien noun- 
incorporation data derived by RR we discussed in Section 3.3.). First, 
VktVx sequences cannot be separated btp scrambling (24a) (cf. 1 . - S .  Yang 
(1972)) or by rightward inversion (24b). In addition, VktVx sequences may 
not be sepa~ated by adverbials (24c) or by maximal projections (24a).z5 
(241 a. Vthokki-lul cap-a Chelswu-nun po-ass-ta 
rabbit-obj hold-Inf -TOP/CON try-past-em 
"Chelswu attempted to hold a rabbit." 
b. *?Chelswu-nun po-ass-ta thokki-lul cap-a 
-TOP try-past-em rabbit-obj hold-In£ 
c. *?Chelswu-nun sakwa-lul mek-e ecev po-ass-ta 
-TOP apple-obj eat-In£ yesterday try-past-em 
"Chelswu attempted to eat an apple yesterday." 
These properties are not observed in the sentences with nonVx verbs such as 
decide, as shown in (25). 
(25) a. pwumonim-lul mosi-lye-ko Chelswu-ka kyelsimha-ess-ta 
parentH-obj serveH-Inf-comp -sub decide-past-em 
"Chelswu decided to serve his  parent^.^ 
b. Chelswu-ka keysimha-ess-ta pwumonim-lul mosi-lye-ko 
-sub decide-past-em parantH-obj serveH-Inf-com 
15 However, nonmaximal projections such as case markers or particles may 
intervene between Vx and Vk. 
( i )  sakwa-lul mek-e-Ilul/manl po-ass-ta 
apple-obj eat-Inf-{obj/onlyl attempt-past-em 
"[OI (only) attempted to eat an apple. " 
Here, we do not consider (ii as a significant fact for our purposes since 
some denominal verbals such as N-ha- can also be separated by particles or 
case markers: 
(ii) a. posuthon-lul kwukyeng-ha-0-ta 
Boston-obj gishtseeina-do-pres-em "[01 looks around B ~ s t o n . ~  
b. posuthon-lul kwukyenq-{lul/manl ha-0-ta 
Boston-obj m a - { o b j / o n l y l  Wpres-em 
"[OI only looks around Boston." 
c. Chelswu-nun pwumonim-lul mosi-lye-ko tutie kyelsimha-ess-ta 
-TOP parentH-obj serveH-Inf-comp gt last decide-past-em 
nChelswu at last decided to support (his) ~arents.~ 
Given that the Italian 'restructuring' construction allows intervening 
elements between Vk and Vx, these properties might suggest that the V-to-V 
RR in Korean is actually accompanied by head-movement (morphological 
amalgamation) in syntax (i.e., overt RR intead of covert RR). However, 
there is evidence that 'restructuring' is covert in syntax in Korean, as in 
Italian, and that some morphologically-amalgamated cases (cf. fn. 2) are 
derived by head-movement in the PF component (forming M/R-complex words at 
PF; surface-overt V-to-V RR) in Hodern Korean. First, in VP-topicaliza- 
tion, a VP-subconstituent of 'restructuringt domain can be topicalized.16 
(26) a. [ i  san-lul ollu-ki-nun1 nay-ka ha-e po-a-se 
this mountain-obj climb-t~-TOP I-sub &-In£ attempt-Inf-since 
Vk vx 
al-ci-man elyewun il-ka an-i-0-ta 
know-to-as difficult thing-sub not-be-pres-em 
"As for climbing this mountain, it is not a difficult thing, as I 
know it from attemping to do it." 
b. [i san-lul 011-a ka-0 po-ki-nun1 nay-ka hay-e 
this mountain-obj climb-Inf uo-In£ attempt-to-TOP I-sub do-Inf 
Vk vx vx 
tay-e-se . . . 
keep-Inf-since ... 
vx 
"As for attempting to go to climb this mountain, .... as I know it 
from keeping doing it. 
c. [i san-lul 011-a ka-ki-nun1 Chelswu-ka ha-e 
this mountain climb-Inf so-to-TOP -sub &-In£ 
Vk vx 
po-a tay-ess-ta 
attempt-In£ keep-past-em 
vx vx 
"As for going to climbing this mountain, Chelswu kept attempting to 
do it." 
As we see in the VP-topicalization data above, any Vk+..+Vxr, sequence can 
Is Note that in VP-topicalized sentences, as in VP-clefted sentences in 
(27) below, the position for Vk(tVx) is filled by k (h), as we see In 
the b-etVx jdo-In£ Vx) sequence. 
be preposed out of VktVxlt ... tVxn sequences. In addition, VP-clefting is 
also possible from a 'restructuring' domain. 
(27 ) Chelswu-ka mayil ha-e tay-nun il-i-Ian 
-sub everyday &-In£ keep-comp thing-be-as for 
i san-lul 011-a po-k i i-0-ta 
this mountain-obj climb-In£ attempt-to be-pres-em 
"What Chelswu keeps doing everyday is to attempt to climb this moun- 
tain." 
These pieces of evidence that subcor~stitutents of the VktVx construc- 
tion are syntactically active show that in syntax, Korean V k t V x  sequences 
are R-complex words but are not M/R-complex words, although they may form 
M/R-complex words at PF. We conclude that in the Korean V-to-V RR cons- 
truction, Vk-to-Vx head-movement'optionally apply in the PF component so 
that VktVx R-complex words at S-structnzz csn Zorm M/R-complex words at PF; 
therefore, (optional or sporadic) morphological amalgamat ion of Korean 
VktVx sequences does not affect syntax. This Korean fact confirms the idea 
that morphological amalgamation may take place in the PF component in 
certain cases (cf. Section 3.3.).a7 
However, in Italian, there are some cases in which 'restructuredt 
V);+Vx sequences cannot be separated by movement. 
(28) a. Le truppe fhanno cominciato/sono cominciatel ad arretrare (vistosa- 
mente) . 
"The troops Ihave/'aret) begun to draw back, (considerably)." 
b. E'pd arretrare (vistosmntel che la truppe Ihanno cominciato/*sone 
cominciatel. "It is to draw back (considerably) that the troops 
I h a ~ e / ~ i s ~ I  begun (Lit.)n (cf. (81) in Rizzi (1982;20)) 
When auxiliary change takes place, which means that RR has applied, no 
clefting of a subconstituent is possible (cf. (28b) with Fone cominciate), 
unlike the case in which no auxiliary change takes place (cf. d28a) with 
l7 AS we will see, head-movement in the PF component applies only when it 
is accompanied by RR (cf. Chapter 4). Given that RR is local and that the 
trigger and target of RR are related in terms of government, head-movement 
in the PF component is always legal. 
2 2 3 
W o  c-iato). The only difference between Italian (28b) and Korean 
(26-7) is that (26-7) contains the auxiliary verb k, which behaves as a 
place holder (cf. fn. 16), while in (20b) such a place holder does not 
appear to connect the RR link between Vk and Vx. Thus we suggest that 
Vk..Vxr sequences cannot move unless there is a dummy place holder for them 
left behind, as in (26-7). However, since adverbials may intervene in 
Italian but not in Korean, we further suggest that Italian and Korean have 
some language-specific strong (Korean)=. or weak (Italian) bond between Vx 
and Vk obtained through 'semantic integrity among RRed X-heads.' 
3.4.4. Modal expressions in Korean 
One more difference between the Vx's in (1) and nonVxts, such as 
control verbs, is that the Vx's in (1) take no overt complementizers but 
nonVxts take overt complementizers (cf. 14). This might suggest that the 
non-existence of C (or the lack of the phonetic features of C )  causes 
Korean V-to-V RR effects. However, this suggestion is not viable. There 
are some complex verbals with modal meanings that show V-to-V effects. 
However, they require semantically rich complementizers, and the embedded 
subjects can be overtly realized, as shown in ( 2 9 ) - b e l o ~ . ~ ~ , ~ ~  
See the Kusaien V-to-N RR data discussed in Section 3.3. See also 
Miyagawa (to appear) who sllows that only when Vx and Vk are not interrupted 
by any other elements do certain 'restructuring1 effects show up in the 
Zapanese purpose clauses. 
xs Here, without justification, we assume that Korean verbs, such as $ss- 
, (do) and tov- (be made), subcategorize for appropriate csmple- 
mentizers (soe, ~ j l ,  and &) to have relevant modal meanings (can, must/- 
ghouu and =). In other words, some Korean verbs with modal meanings 
subcategorize for semantically rich complementizers, which in turn, 
subcategorize for appropriate INFL[-Tense]. Korean also employs many 
different realizations of INFLI-Tense1 (cf. (14) and (29) ), whose semn- 
ticslovert realizations are relatively rich compared with those of INFL[- 
Tense] in English. 
(29) a. Chelswui-ka [Iku~/cakir3-ka pwumonim-lul mosi-1-swul iss-0-ta 
-sub he/self-sub parentH-obj serve-Inf-comp(=) is-pres-em 
"Chelswu can support (his) parents." 
b. Chelswur-ka [Ikua/cakir)-ka pwumonim-lul mosi-g-yal 
-sub he/self pazentH-obj serve-Inf-comp(shou1d) 
ha-n-ta 
do-pres-em 
"Chelsm should support (his) parents." 
c. Chelswus-ka [Ikua/cakiL3-ka pwumonim-lul mosi-g-to1 
-sub he/self-sub parentH-obj serve-Inf-comp(mgy) 
toy-0-ta 
be made-pres-em 
"Chelswu may support (his) pa~ents.~ 
The sentences in (29) show some trestructuringt effects. First, the 
clause-mate requirement that a (negative) quantifier and its scope marker 
should occur in the same clause apparently disappears, as shown in (30) 
(cf. 17b and d).21,22 
These verbs with modal meanings behave differently from English modals 
such as M, pust, or m. Korean Egll, DUS~, and are syntactically 
semi-auxiliary verbs such as be able to, have to, and be allowed to (also 
cf. Appendix 111). First, they can be embedded within the scope of others 
of the same type. 
(i) Chelswu-nun cikum o-1-swu iss-e-ya ha-n-ta 
-TOP now come-Inf-comp(can) be-Inf-comp(shou1d) do-pres-em 
"Chelswu has to be able to come now." 
Second, &-support (k-support) can apply to them: 
(ii) Chelswu-nun cikum o-1-swu iss-ki-nun ha-0-ta 
-TOP now come-Inf-comp(can) be-to-CON do-pres-em 
"Chelswu & able to come now.I1 
Third, subject-verb agreement is possible with them: 
(iii) Sensaynim-kkeyse cikum o-si-1-sm iss-usi-ta 
teacher -suby now come-H-Inf-comp(can) be--em 
wThe teacher is able to come now." 
Fourth, kule - ( h  a-1 replacement (do so replacement in English) may apply to 
them: 
(iv) Chelswu-nun nayil wa-0-ya ha-0-ko Yengi-to 
-TOP tomorrow come-pres-should do-pres-and -also 
kule-ha-e-ya ha-n-ta 
so-do-Inf-comp(shou1d) do-pxes-em 
"Chelswu has to come tomorrow and Yenghi does, too." 
Thus, Korean semantically-modal verbs seem to be base-generated as main 
verbs with modal meanings. 
With embedded subjects realized, the sentences jn (30) are a bit 
awkward, even though they are not totally ungrammatical. 
( i )  3Chelswu-nun [Eku/cakil-ka ~mwu-to mosi-1-swul a-ess-ta 
-TOP ku/caki-sub nobody serve-Inf-comp(can) not-past-en1 
"Chelswu nes could serve nobody." 
(30) a. Chelswu-nun [m-t~ rnosi-1-swul a-ess-ta 
-TOP parentH nobody-prt serve-Inf-comp(can) not-past-em 
wChelswu could serve nobadv.' 
b. Q [ pwurnonim-lul gnh-rnosi-1-swul i -5s-ta 
nobody parentsH-obj not-serve-Inf-comp(can) be-pres-em 
"Nobody could served  parent^.^ 
The inversion of amwu-to is gramtica- even when an- is not in a matrix 
INFL, as shown in (31), like sentences with Vx's (cf. 18a and c). 
(31) a. Chelswu-nun a-manna-0-ya ha-n-ta, amwu-to 
-TOP not-meet-Inf-comp(shou1d) do-pres-em, nobody 
wChelswu should meet pobodv." 
b. [ pwumonim-lul a-mosi-e-yal ha-n-ta, amwu-to 
parentsH-obj not-serve-Inf-comp(shou1d) do-pres-em nobody 
wNobod~ should nes serve parents." 
The same awkwardness is also observed in (ii) with a Vx: 
(ii) ?Chelswu-nun [Cku/cakil-ka amwu-kes-to mek-el po-ci an-ass-ta 
-TOP he/self-sub nothing eat-In£ attempt-to not-past-em 
wChelswu nes attempted to eat ~othinq." 
Since overt agreement is possible, as shown in (iii), which means that 
subjects are assigned NOM, we simply assume that some other factors make 
the sentences awkward. 
(iii) sensayngnim-kkeyse cikum tamwu-to manna-0 po-si-1-swu 
teacherli-subH now c~body meet-In£ attempt-H-Inf-comp 
m-usi-0-ta 
not-E-pres-em 
"The teacher is nes able to attempt to meet nobodv." 
22 In Korean, verbs with modal expressions do not tend to have the episte- 
mic reading but easily have the root meaning. 
(i) Chelswu-nun cikwum o-1-swu iss-0-ta 
-TOP now come-In£-comp(can) be-pres-em 
a. Chelswu is able to come now. (root reading) 
b. *?It is possible that Chelswu comes now. (epistemic reading) 
However, in (ii), the can expression in Korean has the epistemic reading. 
(ii) Chelswu-nun cikwum amwu-to manna-1-swu 2-0-ta 
-TOP now nobody meet-Inf-comp(can) not-pres-em 
a. Chelswu is nea able to meet nobody now. (root reading) 
b. It is impossible that Chelswu meets anybody now. (epistemic reading) 
In general, when a negative marker is involved, as in (ii), the epistemic 
reading is easily obtained. When the epistemic reading is stronger than 
the root reading, as in (iii), inversion is not acceptable (cf. iv). 
(iii) amwu-to pwumonim-lul a-mosi-1-swu i-ss-ta 
nobody parents-obj not-serve-Inf-comp(can) be-pres-em 
a. ???- is able neq to serve parentsen 
b. It is possible that nobody serves pa~ents.~ 
(iv) ???I pwurnonim-lul a-mosi-1-swul i-ss-tat mwu-to 
parents?-obj not-serve-Inf-comp(can) be-pres-em nobody 
"It is possible that nobody can nes serve parents." 
We will not attempt to explain why this is so here, 
Second, as in (32), the embedded clause fails to be scrambled or 
rightward inverted (cf. 24): 
(32) a. *?[pwumonim-lul mosi-e-yal Chelswu-nun ha-n-ta 
entH - obj serveH - Inf - c o m ~ ( s W  -TOP do-pres-em 
b. *?Chelswu-nun ha-n-ta [pwumonirn-lul mosi-e-yal 
-TOP do-pres-em ParentH - obj sexveH - Inf - coma- 
Adverbs cannot intervene between Vx and Vk: 
(33) *Chelswu-nun Yenghi-lul manna-1-swu W Z U  i-ss-ta 
-TOP -obj meet-Inf-comp(can) yesterda~ be-past-em 
"Chelswu could met Yenghi y e ~ t e r d a y . ~  
Thus, the strong bond between Vx and Vk obtained through 'semantic inte- 
grity' of R-cmplex words is also observed. As we expected, VP-topical- 
ization is possible in the constructions with modal  expression^:^^ 
(34) a. pwumonim-lul mosi-ki-nun Chelswu-ka ha-e-ya 
serveH-to-TOP -sub do-Inf-cornp(shou1d) 
ha-n-ta 
do-pres-em 
=As for ~ervins ~arents, Chelswu should do it." 
" Some aspectual expressions also take semantically-rich complementizers, 
like modal expressions shown in (29), even though the degree of V-to-V RR 
effects is different: (ia) is the highest and (ic) is the lowest. 
(i) a. Chelswu-nun pwumonim-lul mosi-lye-ke (no1yek)hayss-ta 
-TOP parentH-sub serve-In£-comp (try(N))do-past-em 
"Chelswu tried to support (his) parents." 
b. Chelsrm-ka tutie pwumonim-lul mosi-0-kev toy-ess-ta 
-sub at last parentH-obj serve-Inf-comp become-past-em 
nChelswu came to support (his) parents at last." 
c. Chelswu-ka pwumonim-lul mosi-nun-phey ha-ess-ta 
-sub parentH-obj serve-lnf-comp(pretend) do-past-em 
Chelswu pretended to support (his) parents." 
Thus, the effects of the clause-mate requirement between a negative 
quantifier and its scope marker disappears (iia); VP-topicalization is 
possible (iib), which means that the two verbs in (ii) (Vk and Vx) also 
form an R-complex word in syntax. 
(fi) a, ( ? )  Chelswu-ka [ --to iaosi-0-key1 toy-ci m-ass-ta 
-sub nobody serveH-Inf-comp become-to not-past-em 
wChelswu ~lgg became to serve pobody." 
b. pwumonim-lul mosi-ki-nun Chelswu-ka ha-lye-ko (no1yek)ha-ess-ta 
parentsH-obj serveH-to-TOP -sub do-In£-comp (try(N))do-past-em 
"As for serving parents, Chelswu tried to do it." 
Up t o  t h i s  p o i n t ,  we have shown t h a t  i n  Korean, some V-to-V R R  e f f e c t s  
appear  i n  t h e  s e n t e n c e s  wi th  c e r t a i n  c l a s s e s  of v e r b a l s  wi th  modal meanings 
( 2 9 ) ,  iand a s p e c t u a l  o r  motion meanings (11, a s  i n  I t a l i a n .  The semant ics  
and s y n t a x  of t h e  s e n t e n c e s  wi th  t h o s e  c l a s s e s  of ve rbs  a r e  p r e d i c t e d  by 
t h e  RR a n a l y s i s  of t h e  sen tences :  F i r s t ,  t h e  s eman t i c s  of t h e  ve rbs  i n  ( 2 9 )  
and (1) a r e  weak and c l a s s i f i e d  a s  ' h e l p i n g  ve rbs . '  Second, a c e r t a i n  
clause-mate requirement  does not  p l a y  a r o l e  i n  t h e  s e n t e n c e s  wi th  those  
ve rbs .  F i n a l l y ,  t h e  s t r o n g  l i n k  between p r e d i c a t e s ,  which is observed wi th  
R-complex p r e d i c a t e s  i n  o t h e r  languages,  is observed between t h o s e  v e r b s  
and t h e i r  embedded v e r b s  ( c f .  f n .  18). 
3.4.6. Revised RR convent ion  ( b )  and t h e  t r a n s i t i v i t y  of s e l e c t i o n a l  
r e s t r i c t i o n s  
I n  Korean, most Vx's s e l e c t  o n l y  CP complements a t  D-s t ruc tu re .  
However, a c e r t a i n  Vx may a l s o  s e l e c t  a d a t i v e  complement. Consider  t h e  
fo l lowing  d a t a :  
( 3 5 )  a .  Yenghi-ka (*Chelswu-evkev) t t e k - l u l  mantul-ess- ta  
-sub - t o  r i c e  cake-obj  make-past-em 
"Yenghi made r i c e  cake."  
b. Yenghi-ka (*Chelswu-evkev) rnwul-lul kkul- i -0- ta  
-sub - t o  water-obj  bo i l (Vi) -caus-pres-em 
"Yenghi b o i l e d  water . "  
I n  ( 3 5 ) ,  v e r b s  a r e  t r a n s i t i v e  and do no t  s e l e c t  d a t i v e  arguments (NP- 
evkev) .  When t h e  c l a u s e s  a r e  embedded by t h e  v e r b  cwu- (Vx),  t h e y  a l l o w  
( o v e r t )  d a t i v e  arguments,  a s  shown i n  ( 3 6 ) .  
( 3 6 )  a .  Yenghi-ka Chelswu-evkev t t e k - l u l  mantul-e cwu-ess-ta 
-sub - t o  r i c e  c a l e - o b j  make-Inf ben-past-em 
"Yenghi made r i c e  cake  f o r  Chelswu." o r  
"Yenghi made r i c e  cake  and gave i t  t o  Chelswu." 
b. Yenghi-ka Chelswu-evkev - rnwul-lul kkul- i -e  cwu-ess-ta 
-sub - t o  water-obj  b o i l ( v i ) - c a u s - I n f  ben-past-em 
"Yenghi b o i l e d  water  f o r  C h e l s ~ . ~  o r  
"Yenghi b o i l e d  water  and gave it t o  Chelswu." 
Dative arguments are not in the embedded clauses; when an embedded VP Is 
topicalized, dative arguments are not p~eposed.'~ 
(37) a .  mwul-lul kkul-i-ki-nun Yenghi-ka Chelswu-eykey ha-e cwu-ess-ta 
water-obj boil(vi)-caus-to-TOP -sub -to do-In£ ben-past-em 
"As for boilina water, Yenghi did for Chelswu." 
b.*?Chelswu-eykey mwul-lul kkul-i-ki-nun Yenghi-ka ha-e cwu-ess-ta 
-to water-obj boil(vi)-caus-to-TOP -sub do-In£ ben-past-em 
"As for W u  water for Chelswy, Yenghi did.n 
Second, the dative agreement shown in (38) also indicates that dative 
arguments are in the matrix clause (i.e., in the cwu- clause). 
(38) a. Chelswu-ka sensayngnim-kkey chayk-lul tuli-ess-ta 
-sub book-obj benH-pass-em 
"Chelswu gave a book to a teacher." 
b. Chelswu-ka sensayngnim-kkey [mwul-lul kkul-i-el tuli-ess-ta 
-sub hacherH-datH water-obj boil-caus-In£ benH-past-em 
"Chelswu boiled water and gave it to a teacher." 
In fact, Korean has clause-bounded dative-agreement between dative argument 
and a verb, as shown in ( 3 9 ) .  
(39) a.Chelswu-ka Yenghf-eykey [ sensayngnim-kkey chayk-lul tuli-ki-rol 
-sub -to teacherH-datH book-obj benH-to-comp 
yaksokha-e ~crm/*tulil-ess-ta 
promise-Inf ben/benH-past-em 
"Chelswu promised Yenghi to give a book to the teacher." 
b. Chelswu-ka sensayngnim-kkey [Yenghi-eykey chayk-lul 
-sub teacherH-datH -dat book-ob j 
Icwu/*tulj.l-ki-rol yaksokha-e tuli-ess-ta 
Pen/benH-to-comp promise-Inf benH-past-em 
"Chelswu promised the teacher to give a book to Yenghi." 
In (39a and b), the honoric form of the verb cwu- (tuli-1 is unacceptable 
when a honorific dative and the verb are not clause-mates. Thus it seems 
that in ( 3 6 ) ,  cwu- is base-generated as a matrix verb and selects both 
dative (beneficiary) and CP arguments. 
On the other hand, when a verb also selects a dative argument (goal, 
2 4  The sentence (37b) is ungrammatical with the topic meaning. However, 
with the contrastive meaning, it is grammatical. Subtle judgments are 
required for (37b). 
for example), whether it is embedded by the verb m- (41) or not (40), a 
dative argument appears: 
(40) a. CheZswu-ka Yenahi - evkev kong-lul cha-ss-ta 
-sub -to ball-obj kick-past-ern 
nChelswu kicked a ball to Yenghi." 
b. Chelswu-ka Yenahi - e v w  phenci-lul ponay-ss-ta 
-sub -to letter-obj aend-past-em 
wChelswu ser~t: a letter to Ycnghi. 
(41) a. Chelswu-ka mahi-evkev kong-lul cha-0 w - e s s - t a  
-sub -to ball-obj kick-Inf ben-past-ern 
wChelswu kicked a ball to Yenghi.n 
b. Chelswu-ka Y- - phenci-lul ponay-0 u - s s - t a  
-sub -to letter-obj send-Inf ben-past-em 
nChelswu sent a letter to Yenghi." 
The greement fact in (42) and VP-topicalization in (43) shown below suggest 
that overt dative arguments are syntactically attached to matrix verbs: 
(42) Chelswu-ka sensayngnim-kkey [kong-lul cha-01 tuli-ess-ta 
-sub feacherH-datH ball-obj kick-Inf benH-past-em 
HChelswu kicked a ball and gave it to a teacher." 
(43) a.???sensayngnim-kkey kon-lul cha-ki-nun Chelswu-ka ha-e tuli-ess-ta 
teacher H-datH ball-obj kick-to-TOP -sub do-In£ m - p a s t - e m  
"As for kicking a ball to a teacher, Chelswu did(ben) for him." 
b. kong-lul cha-ki-nun Chelswu-ka sensaynim-kkey ha-e tuli-ess-ta 
ball-obj kick-to-TOP -sub teacherH-datH do-Inf benH-past-em 
"24s for kicking a ball, Chelswu did(benH) to a t e a ~ h e r . ~  
Dative-verb agreement appears with the verb cwu- (Vx; 42) and the dative 
argument may not move with VP, as shown in (43) (cf. fn. 24 for the 
One interesting observation is that dative arguments appear obliga- 
torily in (41)2b and are understood as having two theta-roles (goal and 
beneficiary roles) or rather as having a theta-role combining agent and 
beneficiary, unlike 136) in which a dative argument has only one theta-role 
-- the beneficary role. This double theta-role is not observed in sen- 
tences with nonVxs selecting dative arguments. When a matrix verb is a 
23 Since Korean allows null arguments, dative arguments can be to1 in (413; 
by obligatory, we mean that there must be a syntactic position for a dative 
argument whether it is [Ol or overtly realized. 
nonVx and selects a dative argument, two dative arguments appear if an 
embedded verb also selects a dative argument. 
(44) Chelswu-ka Yenghir-eykey [ I [OI I ~,j)/Swuni-eykeyI phenci-lul 
-sub -to -to letter-obj 
ssu-key-ta-kol yaksokha-ess-ta 
mite-Inf(wil1)-em-comp promise-past-em 
wChelswu promised Yenghi to write C[Ol/S~uni}.~ 
However, when a matrix verb is cwu-, double dative arguments are not 
possible, as shown in ( 4 5 ) .  
(45) Vhelswu-ka Yenghir-eykey ItOlj/Swuni-eykeyl ponay-0 cwu-ess-ta 
-sub -to -to send-Inf ben-past-em 
wChelswu sent [Ol to Swnni for Yenghi." 
In (44), the two dative arguments may or may not be referentially differ- 
ent, while with - two dative arguments are not referentially different. 
We suggest that the difference betweer! (44) and (45) arises because dative 
arguments are overlapped through RR in (41), while in (45) no such overlap- 
ping is available. 
Given this Korean fact, we revise RR convention ( b )  in terms of 
grammatical relations (instead of the notion of SPEC), given that goal and 
beneficary theta roles are both syntactically realized (c-selected) as 
datives in Korean. 
(46) Revised RR convention (b): 
Let the A-position A in a domain of RR, DL, overlap with the A- 
position B with the same grammatical relations as A if (i) and (ii): 
(i) B lies in &he first maximal projection that dominates the domain 
DL; (ii) A and B are not distinct (apply from bottom to top). 
def, = A-positions A and B are distinct if they bear different 
(referential) indexes. 
Because of ( 4 6 ) ,  the effects of cwu--to-V RR in (36) appear as follows:26 
2e An embedded dative is not overtly realized, unlike a subject in RR 
domain (cf. 7 and 29). A strong version of tavoid-pronoun strategyt may 
apply to datives in Korean for some reason that we will not answer here 
(cf. Chomsky (1981)). 
(47) IP 
/ \ 
A-SPEC I I ' 
PPgL VICP V ere a circled domain indicates an RR domain; 
/ \ overlapping; and I or , (referential) index 
SPEC VIC' 
/ I \  
/ I \  
A-SPECA' PP*' VIC 
Note that in (4lb) for example, the overlapped subject (A-SPEC) also has 
two theta-roles: writer and benefactor roles, as predicted by the revised 
RR convention (b) in (46). Semantically speaking, at the level of LF, 
these two overlapped theta-roles are interpreted as a combined theta-role 
by some conventions on the interpretation of overlapping. 
Another aspect of the V-to-V RR in Korean is derived from certain 
strong selectional properties of Vx other than the requirement that the 
embedded subjects and the matrix subjects should be (inlanimate and 
coindexed (cf. 12 and 15). Consider the following. 
(48) a. nal-ka palk-a {wa/*kal-ass-ta 
day-sub dglgl--I nf Icorne]~) -past -em 
"Morning came to dawn. 
b. pwulpis-ka meleci-e {ka/*wal-ss-ta 
light-sub go away-Inf {go/comeI-past-em 
"Light went away. 
In (48) some selectional restrictions between Vx and Vk are observed: When 
Vk is n\eleci- (-1, k (gp) but not by= (-1 can be used as Vx; 
when Vk is palk- (dawn), wa- (come) but not & (gg) can be used as Vx. In 
addition, not every cwu- can select a dative complement, as shown in (49): 
( 4 9 1  a, at--ka emeni-(???lulwihayse/*eykeyl pap-lul 
child-sub mother-for/dat cooked rice-obj 
mek-e {fwu/*tul-ess-ta 
eat-Inf ben/benH-past-em 
"The child ate cooked rice for the mother." 
b. Chelswu-ka apeci-{lulwihayse/*eykey) cip-ey o-a 
-sub father-fon/dat home-at come-Inf 
I~wu/*tul~l-ess-ta 
bm/benH-past-em 
nChelswu came home for his father." 
With certain verbs such as plek- (&) or o- (come), dative arguraents (NP- 
evkev) do not appear in the sentences with w. Intead of the -evkev 
phrase, the -1ulwihavse (der;) phrase can appear. This phrase differ from 
the dative phrase semantically and syntactically; unlike dative arguments, 
the phrase does not trigger honorific agreement, as we see in (49). In 
fact, the for phrase is adjunct-like and can go with any verb that involves 
agency. Thus it seems that there are two cwu- verbs that select different 
complements (one selecting a dative argument (cwu-1) and one selecting no 
dative argument ( g m - 2 ) )  and that the two verbs select embedded verbs; the 
verb cwu-1 does not select the verb g& or come. 
These data apparently support a base-generation approach; in that 
approach we could easily say that Vk selects Vx. Under the present 
approach, this selectional restriction can also be easily explained. Note 
that RR applies under the notion of government/selection, which suggests 
that RR is local. Local selection represents the local dependency in the 
domain of RR. Vx (iss- (be)) for example) selects a CP headed by -swu 
( c o m p ( w ) )  and the C also selects an IP headed by -1- (Inf) (cf. 29a). In 
other wards, -iss cannot select -e-. unlike 3 (-comp (should)). 
Finally, I selects a VP. We suggest that these selectional restrictions 
between matrix verbs and embedded verbs derive from an RR effect obtained 
through the transitivity of selectional restrictions among RRed elenients. 
We thus introduce the notion of indirect selection in the following way: 
(50) If X selects YP, Y selects ZP, and XI Y, and 2 lie in the same domain 
of RR, DI, then X indirectly selects ZP. 
Given (50). a trigger ([tCDI X-head) indirectly selects a target ([-CDI X- 
head) through transiti~ity.~' If this transitivity holds in every case of 
RR, then the selectional restrictions among predicates shown in (48-49) are 
explained. As we predict, this indirect selectional relation between Vx 
and Vk is not observed in the control construction (in Korean); this is so 
because no transitivity of selectional restriction is possible in the 
control cmstruction in which V-to-V RR does not apply. 
To summarize, in the preceding subsections we have shown that VktVx 
sequences are not lexically-derived but that they syntactically project 
multi-clausal structures. Their properties we discussed are: An embedded 
subject can be lexically realized and the VktVx sequences may be nlorpholo- 
gically separated (especially in VP-topicalization and VP-clefting cons- 
truction). Although VktVx sequences allow no intervening maximal elements 
between Vk and Vx, VP-movement in the Korean V-to-V RR construction shows 
that the Vk-Vx sequences form R-complex words (but not H/R-complex words) 
in syntax; some instantiations of morphologically-complex Vk-Vx predicates 
are obtained in the PF component. In addition, although the Vk-Vx sequence 
27 It is well known that small clauses have V-V (predicate-predicate) 
selectional restrictions, as observed by Stowell (1983;301): 
(i) a. *I consider John off my ship. 
b. I expect that man off my ship. 
(iil a .  I consider John very stupid. 
b. " expect that man very stupid. 
(iii) a. We all feared John killed by the enemy. 
b e  *We all feared John unfriendly. (cf. (24-27 and 32) in Stowell 
(1983) 1 
If all instantiations of small clauses are obtained by C-to-V RR, as we 
suggested in Section 3.3. (also cf. Chapter 4 ) ,  then we suggest that the V- 
V selectional restrictions found in small clause constructions derive also 
from RR effects. For the sake of clarity, we add the following formulation 
of the transitivity of selectional restrictions as an RR effect to exglain 
the V-V selectional restrictions observed in small clauses. 
(iv) If (a) YP is selected by X, (b) ZP is directly or indirectly selected 
by Y, and (c) YP and ZP ate selected in the same domain of RR, then ZP 
is indirectly selected by X.  
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projects a multi-clausal structure, it syntactically behaves as if it 
projects a mono-clausal structure with respect to certain locality require- 
ments in Korean. This seeming conflict is well-explained and in fact pre- 
dicted under the present proposal; the proposal captures, morover, some 
cross-linguistic trestructuringt effects in terms of more general RR 
effects (i.e., in terms of V-to-V RR effects). 
3.4.6. Discussion 
If the Korean V-to-V RR illustrates the same phenomenon as the Italian 
(Romance) V-to-V RR (lrestructuringt), as seems clear from our discussions 
above, then the Korean V-to-V RR confirms the following: First, the Korean 
V-to-V RR effects confirm the notion that lrestructuringl is not restricted 
to Romance languages and may plausibly seen as a universal phenomenon. In 
the preceding subsections, we have also seen that the V-to-V RR approach 
explains both Korean and Itallan lrestructuringl on the one hand, and 
Eskimo and Chichewa 'restructuring1 on the other hand. Languages seem to 
differ depending on whether they illustrate H/R- or R-complex predicates 
(Chichewa/Eskimo/Ksrean versus Italian/Korean) or on whether they employ 
surface-overt V-to-V RR (Korean) or by deep-overt V-to-V RR (Chichewa/- 
Eskimo). Second, the Korean data with Vx's also confirm that the trestruc- 
turingl phenomenon does not actually change syntactic structure, but 
results in the defectiveness of categories with respect to the notion of 
government. Unless complex words are H/R-complex in syntax, constituency 
remains intact since rules can refer to subconstituents of RR domains. 
This is true of both Korean and Italian. In Italian, cliticization applies 
within an RR domain (cf. Section 3.3.) and in Korean, subconstituents of an 
RR domain may move as long as Vx and Vk words are properly linked (cf. 26- 
Third, Korean V-to-V RR confirms the theory that certain notions of 
semantic and phonological 'richnesst may also play a role in trestructur- 
ing.' In general, matrix verbs fall under the certain class of verbs (with 
aspectual, modal, and motion expressions) that are semantically auxiliary 
but syntactically predicates. The semantics of Vx in Korean are sometimes 
extremely weak. In some cases of Vx, their semantics are totally dependent 
on the semantics of the X-heads of CP complements ( C t s ) ,  and especially so 
in the case of modal expressions (cf. 29; fn. 19). On the other hand, the 
semantic richness of verbs is not a sufficient factor for V-to-V RR. In 
(511, the matrix V is semantically weak (aspectual verb) but since the verb 
takes a CP complement with [+Tensel, V-to-V RR does not seem to apply. 
(51) Chelswu-ka ku sakwa-lul {mek-O-nun-ka/mek-O-nay E-O-ta 
-sub the apple-obj eat-pres-Qedeat-pres-Qem see-pres-em 
"{I  guess/It seems1 that Chelswu is eating an apple.w 
The morpheme -nun-ka or is an interrogative marker, as shown below. 
(i) Chelsoo-ka hakkyo-ey {ka-t-nun-ka/ka-t-nal? 
-sub school-to go-past-(comp-Q)/go-past-Q 
"Did Chelsoo go to ~chool?~ 
However, these interrogative markers senlantically differ from or are rlcher 
than the regular interrogative markers a or A: They also have some 
assertive meaning. Thus, while the verb QQ= in (51 )  does not select the 
indicative ending marker A (ii), other verbs, which select Inun-ka or 
complements may also select (iii): 
(ii) noon-ka fo-O-nun-ka/*o-n-tal po-0-ta 
snow-sub come-pres-(comp-Q)/come-pres-em see-pres-em 
"1 guess it snows.lt 
(iii) noon-ka fo-O-nun-ka/o-n-ta) sip-0-ta 
snow-sub come-pres-(comp-Q)/come-pres-em seem-pres-em 
"It seems that it  snow^.^ 
In addition, a verb like koonggoomha- ( =  wonder), which selects -nun-ci 
(=C-Q (&ether) ), may also select -nun-ka or 3: 
(iv) [noon-ka ~ o - 0 ~ u n - k a / o - 0 ~ l l  koonggoornha-0-ta 
snow-sub come-pres-(c~mp-())/come-pres-Q1 wonder-pres-em 
"(1) wonder whether it snows.n 
Thus, we assume that or which we gloss as Qem, may appear 
either in an interrogative clause or in an indicative clause. 
In (51), the clause-mate requirement between a negative quantifier and its 
scope marker is strictly observed: 
(52)*Chelswu-ka amwu-kes-to Imek-0-nun-ka/mek-0-nal po-ci m-0-ta 
-sub nothing-prt eat-pres-Qem/eat-pres-Qem see-to not-pres-em 
" { I  guess/It seems) that Chelswu is eating nothing." 
The Korean V-to-V RR data, however, suggest that [tAgrl does not block V- 
to-V RR since an embedded INFL of the Korean V-to-V RR construction is 
always [-Tcnse,+Ayrl. Thus it seems that the phonological richness of INFL 
may be universally derived from finiteness (i.e., from [+Tense1 or probably 
also from a certain type of Tense elements) but not from [tAgrl ,ln the case 
of Vxls listed in (1) (cf. Appendix 111). 
Fourth, the Korean V-to-V RR data further provide evidence against 
some approaches discussed in Section 3.2. and Rizzils restructuring rule. 
First, the base-generation and Rizzi's approaches would not explain the 
fact that the embedded subject can be realized (cf. 7 and 29). Second, 
under the VP-movement approach, Korean V-to-V RR sentences would be 
obtained either by VP-adjunction to VP, as shown in (53a), or by VP- 
movement (as Burzio originally suggests), as shown in (53b): 
( 5 3 )  a. * VP1 
/ \ 
VPi VP2 
/ I / \ 
1- I CP Vx where S is the subject and 
(0) Vk / \ VP1 and VP2 are segments 
(S) INFL ti * (0: Vk ( S )  INFL(*) Vx 
* VP 
/ I \ 
/ I \ 
CP VPi vx 
/ I / \ 
1- I /- \ * (S) INFL(3) (0) Vk Vx 
(S)INFL t r  (0) Vk (cf. ( S )  (0) Vk-e Vx) 
(53a) is theoretically well-motivated, as we discussed in Section 3.2., but 
it is not empirically plausible, as we see in the string order obtained in 
(53a).  On the other hand, (S3b) has a problem with t h e  psition of r&. 
One might thus find a way to explain on the sLatus of =g by assuming that 
is not an realization of INFL or C but an affixal element to Vk (or not 
a realization of an X-head),2Q but we have seen that the VP-movement as 
seen in (53b) is theoretically problematic under the restricted theory with 
the projection principle. 
2s However, see B.-S. Park (1974) who suggests that 2 is a complementizer 
(cf. fn. 1). 
P P E N D I X  I:  Com~ound v e r b s  i n  Korean 
I t  should  be noted t h a t  n o t  eve ry  (morphological ly-)complex v e r b a l  i n  
Korean is de r ived  by ( s u r f a c e - o v e r t )  R R .  Korean a l s o  has  o t h e r  t ypes  of 
complex v e r b a l s ,  shown i n  ( I - ) .=  I n  ( I ) ,  t h e  f i r s t  v e r b s  modify t h e  second 
v e r b s  o r  t h e  f i r s t  ve rbs  e x p l a i n  how t h e  second ve rbs  a r e  e v e n t u a l i z e d .  
[ V t  - V t  I 
n[O1 s c r i b b l e d  [ O I . "  
*[OI looked around [Ol .n 
w [ O 1  d igged and a t e  [Ol .n  
" [ O I  draws 
[ V i - V i  I 
" [ O I  r i s e s  t o  t h e  sur face . I1  
H [ O 1  is choked wi th  t e a r s . "  
" [ O I  c r awl s  and goes .n  
These complex verbs ,  which we ca l l  Vs-Vs  sequences a r e  morphologica l ly  
complex bu t  d i f f e r  from H- o r  H/R-complex words f o r  t h e  fo l lowing  r easons .  
F i r s t ,  t h e  s eman t i c s  of t h e s e  complex v e r b a l s  d i f f e r  from t h o s e  de r ived  
by RR. The two v e r b a l s  i n  (1) a r e  equa l  s e m a n t i c a l l y .  Thus t h e  complex 
v e r b s  i n  (1) may n o t  be d e r i v e d  by RR. Second, whi le  t h e  VktVx sequence 
may c o n s i s t  of more than  two v e r b s  ( c f .  5 i n  S e c t i o n  3 . 4 . ) ,  t h e  Vs -Vs  
sequence is n o t  formed by more t h a n  two ve rbs  ( c f .  2 )  (even i f  t h a t  were 
s e m a n t i c a l l y  p l a u s i b l e ) :  
( 2 )  *pha-0-kkul-e-mek-ess-ta 
dig-Inf-draw-Inf-eat-past-em "[01 digged,  drew and a t e  [ 0 I n  
The Vs-Vs  sequence should  a g r e e  i n  t r a n s i t i v i t y ,  a s  t h e  c o n t r a s t  betwen (1) 
and ( 3 )  shows. On t h e  o t h e r  hand, R-complex p r e d i c a t e s  have no such  
Sohn (1976) ,  who d i s c u s s e s  complex v e r b a l s  i n  Korean, does  no t  d i f f e r e n -  
t i a t e  R-complex p r e d i c a t e s  from complex v e r b a l s  i n  (1). However, a 
s p e c u l a t i o n  t h a t  complex v e r b a l s  i n  Korean a r e  ambiguous is found i n  Suh 
(1978) .  
restrictions except that Vx's are intransitive in that they do not select 
( 3 )  Vs-Vs s e w n c e :  
a. italli-e ssu-ess-ta 
run-In£ write-past-em IVi + Vtl 
b. *kkull-e olu-0-ta 
draw-Inf rise-pres-em [Vt + Vil 
( 4 )  R-com~lex verb: 
a. palk-a wa-ss-ta 
clear-Inf come-past-em [Vi + Vil "It became brightened." 
b. tul-e ka-ss-ta 
enter-In£ go-past-em [Vt + V i l  w [ O l  entered." 
Third, syntactically the inflected second verbs in (1) differ from Vxls, 
While only the noninflected first verbs in R-complex verbs can be passi- 
vized (cf. 5) , '  only the inflected second verbs in Vs-Vs sequences can be 
passivized (cf. 6).' 
(5) a. koyangi-ka kay-lul mwul-e po-ass-ta 
cat-sub dog-obj bite-In£ attempt-past-em 
"The cat attempted to bite the dog." 
b. kay-ka koyangi-lul mwul-li-e po-ass-ta 
dog-sub cat-obj b i t e - I n f  . . attempt-past-em 
"The dog attempted to be bitten by the cat.' 
c.*kay-ka koyangi-eygey mwul-e po-i-ess-ta 
dog-sub cat-by bite-In£ - m - p a s t - e m  
"The dog attempted to be bitten by the cat.M 
(6) a. senwon-ka patccul-lul kkul-e tangki-ess-ta 
seaman-sub rope-obj draw-Inf pull-past-em 
"The seaman pulled an the rope." 
b.*patccul-ka senwon-eyuyhayse kkul-i-e tangki-ess-ta 
rope-sub seaman- by --Inf - pull-past-em 
mThe rope was pulled on by the ~ e a m a n . ~  
We will suggest that [tCDI predicates are not passivizad in Section 4.2.. 
When both verbs in the Vs-Vs sequence are passivized, the sentence make 
sense in some cases: 
(i) ai-ka kkul(-1i)-e an-a ci-ess-ta 
child-sub draw-pass-Ipf hold-In£ pass-past-em 
(1) "A child was hugged." 
(2) "A child was held after it was taken." 
But with the passive morpheme on the first verb, as in (i), the sentence 
(i) means ( 2 ) ,  rather than (1). We assume (i) is derived from the 3 
construction to be discussed in fn. 5. 
c. patccul-ka senwon-eyuyhayse kkul-e tangki-e ci-ess-ta 
rope-sub seaman-by draw-In£ puL1-In£  ass-past-em 
"The rope was pulled on by the seaman." 
This shows that the Vs-Vs sequences in (1) are not derived by RR. 
The Vs-Vs sequences in (1) are not derived by head-movement either. 
Overt agreement cannot appear with V-e (7a)' and an embedded subject fails 
to appear (7b), which suggests that the sentences with the Vs-Vs sequences 
are not bi-clausal in syntax. 
(7) a. rhunukki-&-e wulu-&.-ess-ta 
sob-B-Inf cry-h-past-em n [ O 1  was choked with tears." 
b. *Chelswur-nun kui-ka hunukki-e wul-ess-ta 
-TOP he-sub sob-Inf cry-past-em 
"Chelswu was choked with tears." 
In addition, unlike Vk-Vx sequences, Vs-Vs sequences are never separated by 
(8) a. *ku pang-lul tullu-ki-nun Chelswu-ka ha-e po-ass-ta 
the room-obj enclosed-to-TOP -sub do-In£ see-past-em 
tnAs for being enclosed in the room, Chelswu did and saw." 
b. rhunukki-ki-nun Chelswu-ka ha-e wul-ess-ta 
sob-to-TOP -sub do-In£ cry-past-em 
*llAs for sobbing, Chelswu did and cried. 
Thus, we conclude that Vs-Vs sequences are not syntactically derived but 
lexically derived, unlike Vk-Vx sequences. This conclusion is not surpris- 
ing since Vs-Vs sequences always form words.b How the Vs-Vs sequences are 
derived in the Lexicon is beyond the scope of our study. 
Recall that V-g infinitival in Korean is [tAgrI, unlike V - k i  (to V) (cf. 
Section 3.1.). 
Apparently, the Vs-Vs sequence may be morphologically separated, which 
suggests that it may not be lexically derived. However, there is a 
construction in which two verbs are connected by -sg ( =  and (then)), and 
the -se can be deleted: 
( i )  kalki-e(-se) ss(u)-ess-ta 
whip-Inf(-and) write-past-em w [ O l  mote s~ribbling.~~ 
Consequently, the Vs-Vs sequence is ambiguous: either lexically-derived or 
derived from the =g& construction. Even though the judgments are very 
subtle since both represent almost the same meaning, we assume that some 
apparent nonlexical properties of these compound verbs are observed because 
of the existence of the clause as an adjunct clause. 
WPENDIX 11 : SUCCESSIVE CYCLIC RIGHTWARD HOVEHENT IN KOREAN : 
A. 0. Introduction 
Ever since Ross proposed classic conditions on movement, rightward 
movement rules have been assumed to be constrainod by the Right Roof 
Condition (RRC; cf. Ross (1967;166)), which says that any rightward 
movement rule is clause-bounded or upward bounded.= All the rightward 
movement rules in English listed in (1) do not cross a CP boundary, 
confirming the condition. Some typical violations of the condition are 
illustrated in (2), in which a PP is extraposed across a CP. 
(1) The RRC: Any rightward movement rule is clause-bounded. 
a. extraposition of relative clauses 
b. extraposition of PP 
c. extraposition of comparative clauses 
d. Heavy NP shift 
(2) a. *[That came out yesterday] is catastrophic gf  t h k  
&&&. (Ross (1967;166)) 
b. ?*[Ann is going to see a as soon as she gets home1 Qf 
chairmannao. (cf. Ross (1967;165)) 
In this paper, we examine Korean rightward inversion or rightward 
displacement of arguments, which we will call KRI, for short ( =  KI in Choe 
(1987~)). Some examples of KRI are given in (3). (Inverted elements are 
underlined hereafter.) 
(3) a. wa-ss-ta, Chelswu-ka 
come-past-em -sub Rw came ." 
This is a modified version of Choe (1987~). This paper discusses the 
requirement that (negative) quantifiers and their scope markers must be in 
the same clause and that the requirement that with quantifiers rightward- 
inverted, their scope markers should appear on the matrix INFL. Because 
the discussion of the Korean arestructuringa phenomenon in Section 3.4. is 
based on these two requirements, we include it here for the reference of 
the readers. 
Ross's condition (Ross (1967;166)) states as this: Any rule whose struc- 
tural index is of the farm ... A Y, and whose structural change specifies 
that A is to [move] to the right of Y, is upward bounded. 
b. Chelswu-ka mek-ess-ta, sakwa-lul 
-sub eat-past-em apple-obj *Chelswu ate an a ~ ~ l g . "  
c. Chelswu-ka sakwa-lul cwu-ess-tat Yenghi-eykey 
-sub apple-obj give-past-em -to 
"Chelswu gave an apple to Yenshi." . 
Based on KRI data, we will make the following suggestions: First, KRI 
differs from Italian or French (Romance) inversion and from scrambling as a 
PF phenomenon (cf. Section 4.4.). Second, KRI exhibits long-distance 
dependency, obeying Subjacency, and therefore the RRC (1) is not universal. 
Third, KRI is successive-cyclic and syntactically derived by A-bar movement 
(a scope assigning process). The third point foc~ses on an interaction 
between KRI and the scope of the negative quantifier amwu-to ( ~ o b o d v )  in 
Korean. We will propose the scope licensing condition that the scope of a 
quantifier should be governed by the scope marker of the quantifier; the 
condition explains both the clause-mate requirement that quantifiers and 
their scope markers must be in the same clause and the requirement that a 
scope marker should be in the matrix INFL when the quantifier construed 
with it is inverted. Fourth, (long-distance) leftward dislocation of 
arguments, which is somtimes called 'long-distance scrambling,' is also 
derived by A-bar movement, like KRI. Fifth, in Korean, rightward and 
leftward displacement of arguments may contain null resumptive pronouns, 
giving rise to right- and left-dislocation constructions, respectively. 
Consequently, we will suggest that rightward or leftward dislocation of 
arguments in Korean are derived either by A-bar movement or by left/right- 
dislocation. 
A.1 .  KRI as counterevidence to the RRC 
Even though KRI is rarely used in normal speech, and the grammati- 
cality judgments on KRI data are often delicate, KRI is systematically 
productive. First, any arguments including an ECMed argument can be 
inverted, as shown in (3) above and (4) below. 
(4) na-nun [ ttokttokha-0-ta-kol sayngkakha-n-ta, Chelswu-lul 
I-TOP intelligent-Inf-em-comp think-pres-em -ob j 
"1 think Uelswu to be intelligent." 
Second, multiple inversion is possible and inverted arguments can be 
scrambled, as shown in (5). (By scrambling, we mean (clause-bounded) 
dislocation of arguments as a PF phenomenon, which does not affect binding; 
cf. Section 4.4.) 
( 5 )  mek-ess-ta, IChelswu-ka sakwa-lul/sakwa-lul Chelswu-kal 
eat-past-em -sub apple-obj apple-obj -sub 
wu ate an. 
In addition, any constituents such as adjuncts (6a), CP1s (6b and c ) ,  
comparative phrases (6d), part of VO idioms (7a), or 'floatedt quantifiers 
(7b) can be inverted. 
(6) a. Chelswu-ka chwum-lul chwu-ess-tar san-wieyse ecey 
-sub dance-obj dance-past-em mountain-on yesterday 
"Chelswu danced gn a mountain yesterday." 
b. Chelswu-ka chwuchukha-ess-tar [Phikhaso-ka i kulim-lul 
-sub conjecture-past-em -sub this picture-obj 
kuli-ess-ta-kol 
paint-past-em-comp 
"Chelswu conjectured [ m t  Picasso ~ainted this ~icturel.~ 
c. Chelswu-ka konghang-ey tochakha-ess-tar [Yenghi-ka ttena-ki-ceneyl 
-sub airport-at arrive-past-em -sub leave-to-before 
wChelswu arrived at the airport [before Yenshi left I .n 
d. Chelswu-ka khi-ka khu-0lta, Yenghi-pota 
-sub height-sub tall-pres-em -than 
wChelswu is taller thanYenshf." 
( 7 )  a. Chelswu-ka mek-ess-ta, miyekkwuk-lul 
-sub eat-past-em seaweed soup-obj 
nChelswu failed." or wChelswu ate seaweed  sou^." 
b. Chelswu-ka kummaytal-lul tta-ss-ta, seyt-lul 
-sub gold medal-obj win-passt-em three-obj 
"Chelswu won fhree gold medals." 
Third, KRI also applies across-the-board, as in (8). 
(8) Chelswu-ka mek-ess-ko Yenghi-to mek-eus-tar sakwa-lul 
-sub eat-past-and -also eat-past-em ~bp~le - obi 
nChelswu ate pn ~ D D &  and Yenghi also ate anapDle." 
Finally, KRI data show long-distance dependency, as shown in ( 9 ) . '  
( 9 )  
a.Chelswu-nun [Phikhaso-ka kuli-ess-ta-kol chwuchukha-ess-ta, i kulim-lul 
-TOP -sub paint-past-em-comp conjecture-past-em this picture-obj 
"Chelswu conjectured that Picasso painted this ~icture." 
b. Chelswu-nun [i kulim-lul kuli-ess-ta-kol chwuchukha-ess-ta, Phikbaso-ka 
-TOP this picture-obj paint-past-em-comp conjecture-past-em -sub 
MChelswu conjectured that Picasso painted this picture." 
At this point, one can reasonably ask what governs KRI. If all 
transformations obey a certain version of Ross's principle of across-the- 
board rule application (cf. Williams (1978)), the data (8) suggest that KRI 
is derived transformationally. One might, however, suggest that KRI is 
rightward scrambling (a mechanism governing leftward dislocation of 
arguments). KRI, however, differs from scrambling. First, it does not 
apply within an embedded clause (lOa), while scrambling is free within an 
embedded clause (lob). 
(10) a. inversion: 
*Chelswu-ka [ caki-lul cohaha-n-ta-kol, Yenghi-ka, sayngkakha-n-ta 
-sub self-obj like-pres-em-comp -sub think-pres-em 
*Chelswu thinks that Yenshi likes self." 
b. scramblinq: 
Chelswu-ka [ caki-lul Yenghi-ka cohaha-n-ta-kol sayngkakha-n-ta 
-sub self-obj -sub like-pres-em-comp think-pres-em 
Second, wh-pharases are not inverted but can be ~crarnbled:~ 
According to Kuno (1978;64), long-distance inversion is also possible in 
Japanese : 
(i) Kimi [Taroo ga kekkonsita I koto sitte iru Hanako to 
YOU married that knowing are with 
"Do you know that Taroo married Hanako?" 
Inverted elements have a falling intonation. A rising intonation makes 
KRI data uninterpretable or ungrammatical when main clauses are not inter- 
rogative. When main clauses are interrogative, inverted non-wh-elements 
(cf. lla) have a rising intonation (or a falling intonation). 
(i) hakkyo-ey ka-ss-ni, Chelswu-ka 
school-to go-past-Q -sub 
"Has Chelswu gone to s c h ~ o l ? ~  
Sentence (i) with a rising intonation makes sense with the following 
interpretation: Has somebody gone to school? And is the person Chelswu? 
(double question interpretation). With a falling intonation, the same 
interpretation may be possible, depending on idiolects. 
(11) hlk rugawsen tences :  
a. -: 
*Chelswu-ka po-ass-upnikka, mwuet-lul 
-sub see-past-Q what-obj Vhat did Chelswu see?" 
b. gcrarnbl inq: 
mwuet-lul Chelswu-ka po-ass-upnikka 
what -ob j -sub see-past-Q 
Third, even a wh-element within an inverted phrase makes a sentence 
ungrammatical unless its scope marker lies within an inverted phrase, as 
shown in the contrast in (12). However, the scrambled versions of (12) 
given in (13) do not show such a contrast.= 
(12) inversion: 
a. Chelswu-ka kwungkwurnhayha-n-ta, [wkwq-ka i kulim-lul kuli-ess-nun-dl 
-sub wonder-pres-em who-sub this picture-obj paint-past-comp-Q 
"Chelswu wondered tyho t p-d this ~icturel.~ 
Kuno (1978;61-2) observes that the inverted elements in Japanese 
interrogative have a falling intonation with an interpretation of 'after- 
thought,' which is either discourse-predictable or supplementary so that 
they can be deleted. Thus he argues that inversion is generated not by a 
transformation, but by 'a process that adds afterthoughts to the end of a 
sentence.' We, however, disagree with Kuno since in Korezn, inverted 
elements are emphasized with some stress. Consider (ii), which correspond- 
s to Kuno's data. 
(ii) ne-nun ilk-ess-nit i chayk-lul? (cf . Kuno (1978; 60) ) 
you-TOP read-past-Q this book-obj "Did you read this book?" 
The appropriate reading of (ii) has a 'Focus' reading: "Did you read? - I 
mean, did you read this book?H Sentence (ii) without the inverted 
object would mean: Did your read (it)? In addition, unlike Kunots predic- 
tion, an inverted element can be emphasized: 
(iiiE Chelswu-ka kummaytal-lul tta-ss-tat seyt-ina 
-sub gold medal-obj win-passt-em three-as many as 
Vhelswu won many as three gold  medal^.^ 
Note that (llb) in which a wh-element is dislocated shows that disloca- 
tion of arguments may fail to be derived (exclusively) by A-bar-movement. 
As we note in Section 3.1., Korean employs a morphological wh-scope 
marker -(Dnikka/dl or in C (cf. 12-13). The ungrammaticality of 
(12b) is explained if a wh-phrase and its scope marker are coindexed and 
the wh-phrase should move to the SPEC of C containing its scope marker (in 
LFI to be properly licensed by its scope marker Ecf. in. 19): LF-movement 
in (12b) would be lowering and therefore would violate a strong binding 
condition that a variable is strongly bound by its antecedent (quantifier) 
(cf. Chomsky (1986a)). 
b.*Chelswu-ka sayngkakha-0-pnikkg, [ g e - k a  i kulim-lul kuli-ess-ta-kol 
-sub think-pres-Q who-sub this picture-obj paint-past-em-comp 
does Chelswu thir.k [t ~ainted this ~icturel?" 
(13) ~crambl inq: 
a. [nwukwu-ka i kulim-lul kuli-ess-nun-dl Chelswu-ka kwungkwurnhayha-n-ta 
who-sub this picture-obj paint-past-comp-Q -sub wonder-pres-em 
nChelswu wondered [who t painted this pict~rel.~ 
b. [nwukwu-ka i kulim-lul kuli-ess-ta-kol Chelswu-ka sayngkakha-0-pniu 
who-sub this picture-obj paint-past-em-comp -sub think-pres-Q 
"Who does Chelswu think I t painted this 
KRI also differs from Romance Inversion: First, in Romance languages, an 
inverted position can be a variable position, as Rizzi (1982;ch. 4) argues 
(for Italian inversion), and Romance inversion is derived by A-movement 
(move-NP to the right; cf. Kayne and Pollock (1978); Kayne (1979)). The 
inverted position in Korean is, however, neither a variable position nor an 
A-position, given the example in (lla). Second, virtually any constituent 
can be inverted (cf. 6-7) in Korean, while Romance inversion is restricted to 
subjects (in a restricted environment7). Third, KRI is not clause-bounded 
(cf. 9), while Romance inversion is (local), as shown in (14).e 
(14) La maison o\u habite cet homme est trts jolie 
the house where lives this man is very pretty 
"The house where this man lives is very p ~ e t t y . ~  ((3a) in Kayne and 
Pollock (1978)) 
To conclude, KRI is derived neither by scrambling nor by A-movement. 
Since KRI exhibits long-distance dependency, we can reasonably ask if KRI is 
derived by SPEC-to-SPEC fi~ovement, obeying Subjacency. In fact, the instan- 
tiations of the subjacency violations given in (15) are all ungrammati~al.~ 
For example, Kayne and Pollock (1978) argue that French inversion is 
essentially triggered with a certain 'wh-wordt and with subjunctives. 
a The landing site of inversion in Korean must be outside of a CP if -i~nikka 
is the scope marker of a wh-element within a CP. Thus KRI differs from 
Romance inversion in this regard since the latter is widely assumed to move 
to VP. 
Kuno (p.c.) has pointed out to us that the following, which is a Subjacency 
violation, is grammatical with the falling intonation on the inverted element 
in Japanese (cf. Kuno (1978;60)). 
(15) a. -:lo 
??Chelswu-ka [WP maul-ey nathana-ss-ta-nun (*ku) somwunl-lul tul-ess-ta, 
-sub village-at appear-past-em-comp (the) rumor-obj hear-past-em 
horangi-ka 
tiger-sub 
nChelswu heard {??a/*theI rumor that a tiser appeared in the village." 
b. (Muang (1982)): 
*[o-ki-ceneyl Chelswu-ka konghang-ey tochakha-ess-ta, Yenghi-ka 
come-ing-before -sub airport-at arrive-past-em -sub 
"Chelswu arrived at the airport before Yenqhi came.n 
c. the wh-islands condition: 
*[mwuet-lul sa-ss-nun-cil Chelswu-ka molu-n-ta, Yenghi-ka 
what-obj buy-past-comp-Q -sub not-know-pres-em -sub 
wChelswu does not know what Yenahi bought." 
d. the left branch condition: 
*Chelswu-ka kwaca-lul mek-ess-ta, Yenghi-uy 
-sub cookie-obj eat-past-em -gen 
wChelswu ate yenshi's c o ~ k i e . ~  
e. the coordinate structure constraint: 
*nay-ka mek-ess-ko ne-ka kwaca-lul mek-ess-ta, sakwa-lul 
I-sub eat-past-and you-sub cookie-obj eat-past-em apple-obj 
*I ate gn a ~ ~ l e  and you ate a c o ~ k i e . ~  
Long-distance dependency with Subjacency effects are typical of operator 
movement (cf. Chomsky (1977)). Thus we suggest that what governs KRI is 
syntactic operator movement, which is successive-cyclic. If so, then the HRC 
in (I), which intends to constrain rightward transformation, is not univer- 
sal.lZ In the next section, in discussing some scope aspects in rightward 
(i) Kimi wa [nani o tabeta kal oboete iru ano restoran de 
YOU what ate Q remember are that restaurant at 
"Do you remember what we ate a thatrestaurantt 
The Korean sentence corresponding to (i) (with a rising intonation) has a 
double question interpretation (cf. fn. 4): Do you remember what we ate? I 
mean at that yerv restaurant? However, with main clauses interrogative, the 
data in (15) are not acceptable. We leave open the question of why (i) 
allows inversion, violating Subjacency, while the sentences in (15) do not 
allow inversion, obeying Subjacency. 
As in English, the definiteness of NP affects the degree of grammaticality 
in CNPC data. 
la Kohrt (i975) also shows that the German rule of extrapostion must be able 
to cross clause boundaries when clauses are infinitives. See Riemsdijk 
(1982) for an argument that rightward extraposition out of prepostional 
phrases in Dutch is successive-cyclic. 
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inversion data, we confirm the fact that KRI, which is transformational, is 
rightward SPEC-to-SPEC A-bar moement. 
A.2. KRI as XP-operator movement 
If KRI is derived by operator movement, the next question is whether an 
inverted XP itself moves, as in (16a) or whether a null operator moves to the 
SPEC of a matrix CP in the structure (16b) in which XP is base-generated on 
the right si' i of a clause, as in a relative clause. 
Based on the hetersgenous aspect sf the sets of inverted XP's given in (6-7 
and 121, we tentatively suggest, for the sake of the economy of D-structure, 
that the structure in (16a) is responsible for KRI (later we will choose a 
version of (16b) for another theory-internal reason). This suggestion is on 
a par with saying that an inverted XP is an operator-like element, which has 
its scope through movement. Then XP-inversion is analoguous to Focused 
elements which move in LF in English (cf. Chomsky (1977)); it is an S- 
structure version of 'Focus' movement -- movenlent of a Focus-like element, 
which we will call inversion focus (IF) (cf. (iii) in fn. 4). Aside from the 
direction of movement, 'Focus' elements move syntactically in other lang- 
uages; Horvath (1986), for example, shows that Hungarian employs syntactic 
SPEC-to-SPEC Focus movement, like wh-movement. In addition, some interaction 
between KRI and the scope of a negative quantifier provides evidence for XP- 
operator movement as a scope-assignment process. Before we discuss the 
interaction between KRI and the scope of a negative qusntifier, we first 
divert our concern to some aspect of the negative quantifier amwu-to. 
In Korean, there is a morpheme m, which means in English. 
Depending on the particle it is taking, its syntax and semantics differ. 
When it  t a k e s  t h e  p a r t i c l e  -na, which means eithe-, a s  shown i n  ( 1 7 a ) ,  
mjn~ p r e s e r v e s  t h e  meaning g ~ l y  whether o r  n o t  amwu-na is accompanied by 
t h e  n e g a t i v e  marker a s  i n  (17b and c ) .  
(17 ) a .  {Chelswu-llg Yenghi-wamwu-MI wa-la 
-pr t - p r t  anybody-prt come-Imp 
"{E i the r  Chelswu o r  Yenghi/Anybody) come!Rf 
b. amwu-rn wa-ss-ta 
anybody-prt come-past -em "*Anybody came." 
c. amm-rn  o-c i  a - a s s - t a  
anybody-prt come-to a - p a s t - e m  
" I t  is n o t  t h e  c a s e  t h a t  anybody came.If 
can  a l s o  t a k e  t h e  p a r t i c l e  a, having t h e  meaning w i t h e r - =  when i t  
is accompanied by t h e  nega t ive  marker el a s  shown i n  (18a )  below. 
which t a k e s  &Q always r e q u i r e s  t h e  n e g a t i v e  morpheme a s  we s e e  i n  t h e  
c o n t r a s t  i n  (18b and c ) ,  and l o s e s  t h e  meaning g ~ l y  bu t  has  t h e  meaning 
zu2.h-h. (mwu-to i n  ( 1 8 ~ )  has  wide scope .  ) 
( 1 8 )  a .  C h e l s w u - b  Y e n g h i - b  o-ci  a - a s s - t a  
-pr t - p r t  come-to a - p a s t - e m  
nNei ther  Chelswu nor Yenghi came." 
b. *amwu-b wa-ss-ta 
anybody-neg.prt ( =  nobody) come-past-em 
=/= wCNobody/Anybodyl came." 
c. amwu-h o-ci  gn-ass- ta  
nobody come-to a - p a s t - e m  wNobody came. 
= There is nobody such t h a t  t h e  person  came. 
The Korean m - t o  is similar t o  t h e  French oersonne s i n c e  t h e  French 
nexsonne a l s o  r e q u i r e s  t h e  n e g a t i v e  morpheme E, which Kayne (1981b) a rgues  
is a scope marker. Kayne n o t i c e s  t h a t  ~ersonne i n  (19a and c )  c l e a r l y  
d i f f e r s  i n  i n t e r p r e t a t i o n  depending on t h e  p o s i t i o n  of t h e  nega t ive  marker ng 
i n  c e r t a i n  environments  i n  which and oexsonne can  be l i n k e d  a c r o s s  CP:I2 
12 As Richard Kayne ( p . c . )  has  brought  t o  our  a t t e n t i o n ,  i n  French, depend- 
i n g  on t h e  ma t r ix  ve rbs  (sometimes r e g a r d l e s s  of t h e  t e n s e  a s p e c t s  of 
embedded INFLs), and ~ersanne should  appear  i n  t h e  same c l a u s e ,  a s  we s e e  
i n  t h e  c o n t r a s t  between ( i )  and ( i i )  drawn from P i c a  (1985) .  
( I )  a .  P i e r r e  ne veut v o i r  personne 
"Pe te r  neg wants t o  s e e  w. 
b. Kta- t-11 voulu que j e  v o i e  personne 
wllgg has  he be l i eved  t h a t  I see(SUBJ) nobody." (48a and 45al 
( 1 9 )  a .  J t a i  e x i &  q u t i l s  Q= a r r m t e n t  personne.  
"I have r e q u e i r e d  t h a t  t h e y  neq a r r e s t  nobody." 
A / b. J t a i  e x i g 6  que personne ne s o i t  a r r e t e .  
HI have r e q u i r e d  t h a t  obod nea be a r r e s t e d . "  
c .  J e  n t a i  exis& que ils a r r e t  vn t  personne.  
"1 have r:quired t h a t  t h e y  a r r e s k  n o b ~ d y . ~  
d .  *Je  n t a i  e x i g e  que personne s o i t  a r r e t k .  
"1 have r e q u i r e d  t h a t  nobody be a r r e s t e d . "  (Kayne (1981b;318 
320) 
The q u a n t i f i e r - l i k e  nega t ive  element  personne has wide scope i n  ( 1 9 c ) ,  i n  
which K occurs  i n  a ma t r ix  c l a u s e ,  bu t  narrow scope i n  ( 1 9 a ) ,  i n  which 
occu r s  i n  a n  embedded c l a u s e .  Thus Kayne s u g g e s t s  t h a t  t h e  scope of a 
nega t ive  q u a n t i f i e r  is t h e  S which immediately c o n t a i n s  an  occurrence  of 
cons t rued  wi th  t h e  q u a n t i f i e r .  Given t h e  g rammat i ca l i t y  of ( 1 9 ) ,  t h e  
s u b j e c t - o b j e c t  asymmetry wi th  r e s p e c t  t o  t h e  wide scope r ead ing  shown i n  (19c  
and d )  below can be exp la ined  i n  terms of t h e  ECP, i f  Hay's QR a p p l i e s ,  a s  
shown i n  ( 2 0 ) .  
A ( 2 0 )  a .  J t a i  ex igd  [ que personne 1 ils Q= a r r s t e n t  ti I 1  
b. J t a i  e x i g k  [ que personne [ t r  ne s o i t  a r rc ted  I 1  
c. [ p e r s o n n e ~  [ J e  a t a i  e x i g d  [ que ils a r r e ' t e n ~  t i  1 1  1 1  
d . * [  p e r s o n n e ~  [ J e  n t a i  exig6' [ que [ t r  s o i t  a r r e t k  I 1  1 1  
( i i )  a .  * P i e r r e  ne d i t  v o i r  personne 
V e t e r  ngg s a y s  t o  s e e  DShPdy." 
b. * P i e r r e  n ' a  d i t  que j e  p a r l e  a personne 
"Pe te r  neq has s a i d  t h a t  I speak(1ND) t o  nobody." (49a and 2 3 )  
P i c a  (1985) s u g g e s t s  t h a t  t h e  ne-~er -  l i n k  should  no t  c r o s s  c e r t a i n  
t e n s e s  ( ( 1 N D ) i c a t i v e  t e n s e )  i i i b )  whi le  i t  can  c r o s s  o t h e r  t e n s e s  such a s  
(SUBJ)unct ive t e n s e s  ( i b ) .  As  P i ca  no te s ,  some verbs ,  such a s  £ a c t i v e  verbs ,  
however, do n o t  f o l l o w  t h a t  way: 
( i i i )  a .  * P i e r r e  ne r e g r e t t e  que j e  vo ie  personne 
w P e t e r  r e g r e t s  t h a t  I see(SUBJ1 m o d v . "  
b. * P i e r r e  ne r e g r e t t e  a v o i r  p a r l &  2 personne 
"Pe te r  neg r e g r e t s  t o  have spoken wi th  w." ( ( 4 6  and 47a) i n  
P i ca  ( 1 9 8 5 ) )  
Also, some ve rbs  such a s  c r o i r e  ( b e l i e v e )  can t a k e  e i t h e r  I N D  o r  SUBJ. The 
n e - ~ e r s o n n e  l i n k  is ob ta ined  on ly  a c r o s s  I N D  t e n s e  (Vivienne Deprez ( p . c . ) .  
A s  t h e  v e r b  want i n  ( i )  is a ' r e s t r u c t u r i n g t  ve rb  i n  (some) Romance 
languages,  it may be t h a t  R R  p l a y s  a r o l e  i n  making t h e  l i n k  a c r o s s  a c l a u s e  
boundary p o s s i b l e .  If RR is p a r t i a l l y  ( i f  no t  e n t i r e l y )  r e s p o n s i b l e  f o r  t h i s  
l ong-d i s t ance  ~ e - ~ e r s o n n e  dependency, t hen  it must be t h a t  t h e  l ack  of c l i t i c  
c l imbing  i n  t h e  environment i n  ( i )  i n  Modern French ( c f .  Kayne (1980; 1 9 8 7 ) )  
should  be understood i n  a d i f f e r e n t  way ( s e e  Chapter 5; a l s o  c f .  Appendix 111 
of t h i s  C h a p t e r ) .  
The traces of in (19a,b and c) are properly governed by their 
antecedents or by their lexical governors excepc for the trace in (20d) and 
only (19d) is ungramtica?. 
This ECP account is naturally extended t o  the ECP in terms of Huang's 
(1982) argument-adjunct asymmetry; when personne occurs within an adjunct, 
the sentence is ungraritical, as in (21a), which contrasts with (21b). 
(21) a. ?*Marie pta voulu que j e  pantr avant gersonne. 
"Mary has wanted that I leave before nobody." 
b. ( ? )  Marie nla voulu que j e  parle h personne. 
"Marie nes has wanted that I speak to noboby." 
(The grammaticality judgements are by P. Pica (p.c.)) 
The contrast showil in (21) would be explained if QR is not pied-piped (cf. 
Hay (1977)) and if the head of an adjunct is not a proper governor of the 
trace of its object in Hornstein and Weinberg's (1981) or in Kaynets (1981~) 
sense. 
In Korean, in certain environments (i.e., n3n-1% environments; Section 
4 .3 .1 ,  the negative marker always occurs in the same clause as the 
negative quantifier amwu-to (a clanse-mat€ requirement), as wa see in the 
contrast between (22) and (23) (cf. (19)).13 
(22) a. na-nun I amwu-to o-ci an-ass-ta-kol sayngkakha-n-ta 
I-TOP nobody come-to not-past-em-comp think-pres-em 
"1 think that pabody nes came.w 
= think that there is nobody such that the person came." 
" In an ECM environment, the ECHed amwu-to can be construed wit11 an- in the 
matrix TNFL, as shown in (i). 
( i )  Chelswu-nun m - t ~  ttokttokha-0-ta-ko sayngkakha-ci gn-nun-ta 
-TOP nobody intelligent-Inf-em-comp think-to not-pres-em 
wChelswu thinks nobody to be intelligent (Lit.)." 
Note that (23a) is at most marginal. The sentence (23a) is ungrammatical 
probably because ECM i~ (23a) is also unacceptable; in (233)) the embedded 
clause has [+Tensel (past tense) and INPE[+Tensel does not trigger ECM in 
Korean. 
(ii) *? na-nun Chelswu-lul wa-ss-ta-ko sayngkakha-n-ta 
I -TOP -obj come-past-em-comp think-pres-em 
"1 think Chelswu to (have) come (Lit.).' (ci. 23a) 
b.  na-nun [Chelswu-ka m - t o  cohaha-ci  m-nun-ta-kol  sayngkakha-n-ta 
I -TOP -sub nobody l i k e - t o  not-pres-em-comp think-pres-em 
" I  t h i n k  t h a t  Chelswu nes l i k e s  ~ o b o d v . ~  = "1 t h i n k  t h a t  t h e r e  is 
nobody such t h a t  Chelswu l i k e s  t h e  person."  
( 2 3 )  a.?*na-nun [ amwu-to wa-ass-ta-kol sayngkakha-ci an-nun-ta 
I-TOP nobody come-past-em-comp t h i n k - t o  - not-pres-em 
"I nes t h i n k  t h a t  nobody came. I t  
b .  *na-nun KChelswu-ka amwu-to cohaha-n-ta-kol sayngkakha-ci an-nun-ta 
I -TOP -sub nobody like-pres-em-comp t h i n k - t o  not-pres-em 
"1 nes t h i n k  t h a t  Chelswu l i k e s  no bod^.'^ 
Like t h e  French pe, t h e  nega t ive  marker an- i n  Korean seems t o  p l a y  t h e  r o l e  
of an  o v e r t  scope marker, s i n c e  gmwu-to i n  ( 2 2 )  never has  wide scope wi th  an- 
i n  a n  embedded c l a u s e .  Also, l i k e  t h e  French personne, amwu-to shows argu-  
ment-adjunct asymmetry, a s i d e  from t h e  f a c t  t h a t  t h e  s u b j e c t  i n  Korean is 
p r o p e r l y  governed (no  s u b j e c t - o b j e c t  asyrmnetry wi th  r e s p e c t  t o  t h e  ECP i n  
Korean) .  That is, amwu-to can  occur  i n  any  argument p o s i t i o n  (22a and b )  or  
w i t h i n  l o c a t i v e  o r  temporal  P P t s  (24a and b )  bu t  no t  w i t h i n  c a u s a l  P P q s  
( 2 4 )  a .  Chelswu-nun amwu-ttav-to o-c i  an-ass - ta  
-TOP no-time-at come-to not-past-em 
"Chelswu d i d  not  come.ll 
=/= " I t  is n o t  t h e  c a s e  t h a t  Chelswu came anyt ime. t t  
b. Chelswu-nun amwu-kos-ev-to po i - c i  an-nun- t a  
-T3P no-place-at  be-seen-to not-pres-em 
"Chelswu nes is seen  nowhere." 
=/= "I t  is no t  t h e  c a s e  t h a t  Chelswu is seen  anywhere." 
c.??*Chelswu-nun amwu-ivu-ro-to wul-ci an-nun-ta 
-TOP no-reason-for  c r y - t o  not-pres-em 
=/= (1) "Chelswu nes c r i e s  f o r  no r eason .w  
=/= ( 2 )  "It  is not  t h e  c a s e  t h a t  Chelswu c r i e s  f o r  any r eason . t t  
Without t h e  part . i .cle a, t h e  s en tence  is grammatical w i t h  t h e  i n t e r p r e -  
t a t i o n  ( 2 )  i n  ( 2 4 ~ ) .  Richard Kayne ( p . c . )  has  po in t ed  ou t  t o  u s  t h a t  
modal i ty  may a f f e c t  t h e  degree  of g rammat i ca l i t y  of t h e  s e n t e n c e s  i n  which a 
c a u s a l  PP is wh-moved. 
( i )   o or no reason ,  John would eve r  s t u d y  l i n g u i s t i c s .  
( i i )  *For no reason ,  John s t u d i e d  l i n g u i s t i c s .  
(There a r e  some i d i o l e c t a l  v a r i a t i o n s :  According t o  Howard Lasnik ( p . c . ) ,  ( i )  
is worse than  ( i i ) . )  Also co::sider t h e  c o n s t r a s t  between Eng l i sh  and Korean 
i n  i i 7 h )  and t h e  c o n t r a s t  between ( i i i )  and ( i v ) ,  which was much d i s c u s s e d  i n  
t h e  e a r l y  70's: 
( i i i )  *Anyone came. 
( i v )  Anyone would come. 
I n  Korean, such c o n t r a s t s  i n  ( i - i i )  and ( i i i - i v )  a r e  hard t o  d e t e c t .  
The gramticality of (241 is explained if QR applies to amwu-to in LF and if 
causal PPs but not temporal or locative PPts are adjuncts in Korean. We 
suggest that ECP is responsible for the ungrammaticality of ( 2 4 ~ )  in the 
following reasons: The trace of amwu-to is not properly governed because 
adjunct PPs are barriers (they are not L-marked1 and because adjunct PPqs do 
not contain proper governors for their objects. The ungramticality of 
(24c) especially confirms that QR is not pied-piped. If an adjunct (PP) 
containing a quantifier were QRed, (24c) would be gramtical because an 
antecedent would be able to govern its trace.=' 
Now we are ready to discuss an interaction between KRI and the scope of 
amwu-to. We saw that gmwu-to and an- should occur in the same clause and 
that gmwu-to has wide scope, as in (18c and 24a and b). When amwu-to is 
inverted in a simple clause, as shown below, the interpretation of the 
sentence does not change (the same is true of (24a and b)): 
(18c8 ) o-ci an-ass-ta, amwu-to 
come-to a-past-em nobody 
wNobody came." = wThere is nobody such that the person came.w 
However, when amwu-to is inverted long-Sistance, the interpretation of amwu- 
to changes in an interesting way: The clause-mate requirement apparently 
-
disappears. In the inverted version of (22) ( =  251, the trace of gmwu-to is 
in the same clause with g- but amwu-to is not construed with an-. 
(25) a.?*na-nun 10-ci an-ass-ta-kol sayngkakha-n-ta, gmwu-to (cf. 22) 
-TOP come-to not-past-em-comp think-pres-em nobody 
13 The situation of (24c) corresponds to that of the following English 
sentences: 
(i) *?What reason did you buy it for? 
Icf. For what reason did you buy it?) 
Thus the existence of non-proper governor P t s  in adjunct PPts creates the 
same result as in (ii) (cf. 22 in Chomsky (1986b;22)). 
(ii) *How did Bill wonder [ who want 1 t t  to [ fix the car t 1 1 1  
tt is not properly governed because is too 'far' to be an antecedent- 
governor. 
"1 think that nobodv nea came.n 
b.?*na-nun [Chelswu-ka cohaha-ci an-nun-ta-kol aayngkakha-n-tar amwu-to 
-TOP -sub like-to not-pres-em-comp think-pres-em nobody 
"1 think that Chelswu nes likes no bod^.^ 
On the other hand, in the inverted version of (23) ( =  26 below), the trace of 
amwu-to is not in the same clause as an-, but amwu-to is construed with an-, 
having only the wide scope reading. 
(26) a. na-nun [ wa-ss-ta-kol sayngkakha-ci an-nun-tat amwu-to 
I-TOP come-past-em-comp think-to not-pres-em nobody 
"1 nes think that nobodv came." 
= "There is nobody such that I think the person came.ll 
b. na-nun [Chelswu-ka cohaha-n-ta-kol sayngkakha-ci 3-nun-tat amwu-to 
I -TOP -sub like-pres-em-comp think-to not-pres-em nobody 
nes think that Chelswu likes nobody." 
= "There is nobody such that I think Chelswu likes the person." 
The wide scope reading of the negative quantifier amwu-to in inverted 
sentences confirms the hypothesis that inversion is a svntactic scope- 
assignment process, which can be called IF(inversion focus)-movement (cf. 
Hungarian Focus movement (cf. Horvath (1986) ).16 Thus given the proper 
appearance of the scope marker an-, just as amwu-to has clause-bounded scope 
through QR (being a quantifier; cf. 22), so it has wide scope through 
inversion (cf. 18c1 and 26). 
If Korean rightward inversion is A-bar movement, an inverted element 
must move to a base-generated A-bar position on the right side of the 
sentence, as in (16a), as we suggested. However, if the Inversion Focus 
position has to be licensed by X-bar theory, one may suggest that Korean 
employs an X-head that can assign Focus, say, IF (cf. Section 4.4.), and that 
the Inversion Focus position is the SPEC of an IF projection, as shown in 
(16a1), which instantiates the case of amwu-to inversion: 
16 Thus an inversion position is not the scope position of a wh-element (cf. 
11; also cf. 43). 
(16at) [ z r p  [IF* [ap ... amw-toi ..=..I IF I SPEC I 
I A 
(We may further suggest that the Focus semantics of the X-head IF deterri. nes 
the semantics of FOCUS assigned to an element in the SPEC of IF. I KRI is 
then SPEC-to-SPEC dovement, like Focus movem~:nt in Hungarian, given the 
Subjacency effects shown in (15). Note, however, that (16a1) above suggests 
that the position of ,!SPEC may be category-specific. 
The next question one can raise is how the negative marker an- in (26a 
and b) acts as the scope marker of an inverted quantifier construed with it. 
Let us consider the histories of movement in (27), assuning that an- occurs 
in INFL as it is separated from V. 
( 2 7 )  a. * ti E(INFL)~ 0-1 amwu-tor (cf. 25) 
I * * 
I 
---------------- 
I I 
--------- 
I 
b. ti a-1 =(INFL)i am1 amwu-toi (cf. 26i 
I n n 
I I I 
---- ..................... 
I 
(the direction of movement is 
irrelevant; amwu-to moves to the SPEC of CP and then to the SPEC of IFP) 
The contrast between (27a and b) suggests that amwu-to and its scope marker 
an- should be locally linked at S-structure, as the ungrammaticality of the 
derivation (27a) suggests. Thus amwu-to within a causal PP in (24~) receives 
interpretation if it werz inverted. As shown in ( 2 8 ) ,  short-distance 
inversion improves, and long-distance inversion with qn in a matrix clause is 
grammatical with the wide scope reading. 
(28) a. Chelswu-nun wul-ci an-at-ta, amwu-ivu-lo-to 
-TOP cry-to not-past-em no-reason-for 
wChel.swu cried for no reason. 
= Vhere is no reason that Chelswu cried for the ~ e a s a n . ~  
b. na-nun [ku-ka wul-ess-ta-kol sayngkakha-ci an-nun-ta, 
I-TOP he-sub cry-past-em-comp think-tc not-pres-em 
- - - 
- 
no-reason-for 
nea think that he cried for no reason.tt 
= nThere is no reason such that I think he cried for the reason 
To explain this local linking between an inverted amwu-to and its scope 
marker an-. we suggest that the scope marker an- has the same index as a 
quantifier construed with it, and that an- should govern the arnwu-to in the 
scope position. In other words, we suggest that the index of the quantifier 
construed with an- be licensed through the government of an- in order for the 
quantifier to have wide scope through inversion. We suggest that a& can 
govern across IF and C categories becasue IFP and IP are RRed across the CP 
category for a reason that a Focus/scope assigner/rnarker should be lexical, 
as we will discuss in Sections 4.1. and 4.4. (Note that we are suggesting 
that Inversion Focus is assigned by IF that determines the semantics of 
inversion Focus in Korean.) 
Given the RR between I and IF, we can attribute the ungrammaticality of 
( 2 5 )  to the scope licensing condition that =:-ta receives scope at LF only 
if the scope of m - t ~  In an A-bar positiori are licensed through the 
government of its scope marker g n ~ .  The scope licensing condition also 
explains the ungrammaticality of (29). 
(29) *na-nun [wa-ss-ta-ko Chelswu-ka mit-ci gn-nun-ta-kol 
I-TOP come-past-em-come -sub belive-to &-em-comp 
sayngkakha-n-ta, awu-to 
think-pres-em nobody 
"1 think that Chelswu nes believes that pobodv came.w 
In (29), when the matrix clause does not contain w, the sentence is not 
grammatical even though the second embedded clause contains an-. 
Now, given the scope licensing condition, the clause-mate requirement 
that negative quanti!Liers and their scope markers (cf. 22 vs. 23) should 
appear in the same clause is explained if the scope licensing condition 
applies at LF: Suppose that QR moves either to VP or to IP in LF: 
(30) a .  subject/object: [ZP amwu-toz (LP.. ti .... I-NFL(er) I 1  
b. object: [XP [VP arnwu-to% [VP . .t~.  . I I I N F L ( e r )  I 
INFL should govern elements adjoined to and to IP in order that the 
quantifier awu-to in (30a and b) are properly licensed by e. The scope 
licensing condition provides evidence in favor of the narrow formulation of 
the Hinimality Condition in Chomsky (1986;42) ,  which roughly says that the 
bar-level projection which contains a head or a governor is a barrier: 
(31) a. A (narrower) formulation of the Minimality Condition: 
a does not govern b in the following configuration if r is a 
immediate projection of a zero-level category q excluding a. 
.... a ... [, ... q .. b ... I 
Given (31a), the adjoined XP to VP does not come under the government domain 
of VX7 and therefore is open to an outside governor, i.e., an- in INFL (cf. 
31b and 22) in the case of QR to VP; in the case of QR to IP, INFL governs an 
IP-adjoined position without any difficulties. If ~ w u - t o  and g ~ ~ r  are not in 
the same clause, then the scope of r~mwu-to would not be governed by an-. The 
derivations of (23) in (32) are ungrammatical because gllr cannot govern amhw 
& in its IP or VP adjoined position. 
To summarize, the scope licensing condition that the scope marker an- 
should govern the quantifier construed with it explains both the clause-mate 
requriement and the requirement that an- should be in a matrix INFL with an 
inverted quantifier if the condition should hold at LF. 
Consider the following sentences. 
17 XP adjoinea to VP is not governed under Chornsky's notion of government: 
(1  ) a governs h iff a m-commands h and there is no L, L a barrier 
for hr such that L excludes a. 
(ii) a excludes k if no segments of a dominate h. 
(iii) g m-commands h iff a does not dominate h and every I: that 
dominates &dominates h. ( c f .  Chomsky (1986b;8-9)) 
( 3 3 )  a.*nay-ka [MP nathana-ss- ta-nun somwunl-lul t u t - c i  g(l-ass-ta, mwu-to 
I - sub  appear-past-em-comp rnmor-obj hea r - to  not-past-em nobody 
" I  nes heard a rumor t h a t  nobody appeared ( a t  t h e  mee t ing ) . "  
b.*[o-ki-ceneyl Chelswu-ka konghang-ey tochakha-c i -an-ass - ta t  amwu-to 
come-ing-before -sub a i r p o r t - a t  a r r i v e - t o  not-past-em nobody 
"Chelswu a r r i v e d  a t  t h e  a i r p o r t  be fo re  pobody came." 
c.*Chelswu-ka kwaca-lul mek-ci pn-ass- ta ,  grnwu-to-uy 
-sub cookie-obj  e a t - t o  not-past-em nobody-gen 
"Chelswu nes a t e  nobody's cookie ."  
d.*nay-ka mek-ci an-ass-ko ne-ka sakwa-lul  mek-ess--ta, amwu-kes-to 
I-sub e a t - t o  not-past-and you-sub apple-obj  eat-past-em noth ing  
"I a t e  nothlns and you a t e  an  app le . "  
Although an- appea r s  i n  t h e  ma t r ix  s en tence ,  i n v e r t e d  amwu-to is not  i n t e r -  
p r e t a b l e .  Thus i t  seems t h a t  t h e  LF scope l i c e n s i n g  c o n d i t i o n  does  not  r u l e  
ou t  t h e  s e n t e n c e s  i n  ( 3 3 ) .  Consider a l s o  t h e  c o n t r a s t  i n  ( 2 3 )  and (261.  
Although t h e  clause-mate requirement  is not  s a t i s f i e d  between an- and a 
v a r i a b l e  p o s i t i o n  l e f t  by gmwu-to i n  (23a and b ) ,  t h e  i n v e r t e d  v e r s i o n s  of 
(23a and b )  -- (26a and b )  -- a r e  grammatical .  The d i f f e r e n c e  between ( 2 6 )  
and ( 2 8 )  is t h a t  Subjacency is s a t i s f i e d  i n  ( 2 6 )  bu t  no t  i n  ( 2 8 ) .  The d a t a  
i n  ( 2 8 )  t h u s  con f i rm t h a t  r igh tward  i n v e r s i o n  i n  Korean is s u b j e c t  t o  
Subjacency and t h a t  t h e  i n v e r s i o n  d a t a  i n  ( 2 8 )  a r e  ungrammatical because t h e y  
v i o l a t e  Subjacency, a l t hough  t h e y  s a t i s f y  t h e  requi rement  t h a t  an- should  be 
i n  a ma t r ix  INFL when a q u a n t i f i e r  cons t rued  wi th  it is i n v e r t e d .  
Le t  u s  t h u s  sugges t  t h a t  t h e  scope l i c e n s i n g  by c o n s i s t  of t h e  
t r a n s m i s s i o n  of t h e  index t o  t h e  q u a n t i f e r s  cons t rued  wi th  i t  and of 
index checking,  which matches two i n d i c e s  de r ived  by movement and index 
t r a n s m i s s i o n .  The l i c e n s e d  index of t h e  q u a n t i f e r  is t r a n s m i t t e d  through t h e  
members of A-bar c h a i n s  (31, . . . a n  ) when t h e  l i n k i n g  between gi and g i t l  
observes  Subjacency. Then t h e  d a t a  i n  ( 3 3 )  a r e  r u l e d  out  because t h e  index 
of an- is no t  t r a n s m i t t e d  t o  e v e r y  member of A-bar c h a i n s  (Subjacency 
e f f e c t s ) . = '  The index t r a n s m i s s i o n  seems t o  have some exp lana to ry  powers. 
la A q u a n t i f i e r - l i k e  p a r t i c l e  pakkey ( o n l y )  i n  Korean a l s o  has  t h e  c l a u s e -  
mate requirement  t h a t  a n e g a t i v e  marker (mos- o r  =) should  appear  i n  t h e  
Note that the sentence in (34), in which mwu-to crosses two -'st is 
ungrammatical, although one of the two w l s  governs the inverted amwu-to. 
(34) a.*Chelswu-nun [o-ci m-ass-ta-kol sayngkakha-ci m-nun-tat amwu-to 
-TOP come-to a-past-em-comp think-to &-pres-em nobody 
nChelsm nes think that nobodv neq came. 
b. Whelswu-nun ku-ka cohaha-ci a-nun-ta-ko sayngkakha-ci 
-TOP he-sub like-to not-pres-em-comp think-to 
an-nun-tat amwu-to 
not-pres-em nobody 
"Chelswu nes think that he likes p=.l' 
c. *.. tli/, .. fi .. t2% .. mi, gmwu-toi 
To explain the ungrammaticality of ( 3 4 ) ,  we suggest that whenver 
governs any members of A-bar chains, the index transmission applies. Then 
same clause as the particle, as shown in (i-ii). 
( i )  Chelswu-nun han mwuncey-mkev phwul-ci gn-ass-ta 
-TOP one problem-only solve-to not-past-em 
"Chelswu g@g solved only one problem." 
(ii) %a-nun Chelswu-ka han mwuncey-pakke~ phwul-ess-ta-ko 
I -TOP -sub one problem-only solve-past-em-comp 
sayngkakha-ci an-nun-ta 
think-to not-pres-em 
"1 m t h i n k  Chelswu solved pnly one problem." 
NP-pakkev differs from gmwu-to since inversion makes the sentence ungrammati- 
cal, as shown in (iiii and inversion does not improve (ii), as shown in (iv). 
(iii) *?Chelswu-nun phwul-ci a-ass-ta, hail mwuncey-pakkev 
-TOP solve-to not-past-em one problem-only 
nChelswu neq solved onlv one problem." 
(iv) *na-nun Chelswu-ka phwul-ess-ta-ko 
I -TOP -sub solve-past-em-comp 
sayngkakha-ci a-nun-ta, han mwuncey-pakkev 
think-to not-pres-em one problem-only 
"1 nes think Chelswu solved onlv one problem." 
Suppose a negative marker should be linked only with -~akkev but not with NP- 
w. Then when NP-pakkev is inverted, it cannot license the scope of 
- ~ a k k e ~  as it licenses that of gmwu-to since the trace left by inversion is 
that of NP-pakkey but not that of -~akkev. The grammaticality of (i) 
suggests that -~akker, not NP-pakkey, is QRed. (Note, however, that if a 
negative marker mos- is used instead of an-, sentence (iii) improves; wz have 
no insightful explanation for this.) 
Note also that like gmwu-to, when a matrix verb is Vx, the clause-mate 
requirement is apparently violated, as in (va), (cf. Section 3.4.) but the 
inverted version is also ungrammatical 
(v) a. Chelswu-nun han mwuncey-pakkev phwul-e po-ci an-ass-ta 
-TOP one problem-only solve-Inf attempt-to not-past-em 
nChelswu attempted to solve pnly one problem." 
b. Whelswu-nun phwul-e po-ci an-ass-ta han mwuncey-oakkev 
-TOP solve-In£ attempt-to not-past-em one problem-only 
the data (30a and b) are excluded because the index of the scope marker 
9 is transmitted to and therefore the A-bar chain contains a hetero- 
geneous so that the A-bar chain is not properly interpreted at LF. 
In sum, we have suggested that KRI is a scope assigning process 
obeying certain scope licensing conditions, like QR. We proposed LF scope 
licensing conditions as follows: (A) The quantifiers should be governed by 
the scope marker (an-) at LF and (B) the linking of the members of A-bar 
chains derived by KRI should observe Subjacency.ls LF scope licensing 
condition (A) was suggested to explain both the clause-mate requirement 
that a quantifier and its scope marker be in the same clause (QR) and the 
requirement that with an inverted quantifier, its scope marker lies in the 
matrix INFL (KRI). On the other hand, condition (B) explains that KRI 
obeys Subjacency and that the members of an A-bar chain are uniquely linked 
though an index. 
A.3 .  Left/right-ward Focus movement and left/right-dislocation 
At this point, one may ask whether Korean employs leftward 'Focus' 
movement, parallel to rightward IF-movement from the point of view of a 
l9 The scope licensing condition explains the ungrammaticality of (i) in 
which a scope marker is in an embedded clause while a wh-element is in a 
matrix clause. 
(i) enwukwu-nun [Chelwu-ka khu-n-cil cwungkwumha-0-ta 
who-TOP -sub tall-pres-Q wonder-pres-err! 
*"Who wander whether(Q) Chelswu is tall." 
Wh-phrases (pwukwy) and their scope markers (-i~nikka or A) are not 
linked by the clause-mite requirement. 
(i) ne-nun [pwukwu-ka khu-0-ta-kol sayngkakh~~-0-pnikka 
you-TOP who-sub tall-pres-em-comp think-pres-Q 
*Who do you think is tall." 
We suggest that while wh-phrases need to be governed by their scope maskers 
in LF in order to have scope (because of the scope licensing condition), 
the links between the members of A-bar chains derived by LF-wh-movement do 
not observe Subjacency, unlike those derived by QR or by KUI. We have no 
insightful explanation for this contrast between LF-wh-movement and QR (and 
KRI 1 .  
certain universal markedness principle since rightward movement is more 
marked than leftward movement. The answer seems to be yes since Korean 
employs leftward dislocation of arguments (which is sometimes called 'long- 
distance 'scramblingt) and leftward dislocated elements are lFocused,l like 
KRI, especially when dislocation of arguments exhibits long-distance 
dependency. Let us call leftward-moved 'Focus' LWF. In fact, LWFed 
sentences and KRI sentences behave in the same way: First, all the long- 
distance KRI examples given here (15, 25, 26, and 28) have the correspo- 
nding LWFed sentences with the sa,me grammaticality. Thus, we suggest that 
the mechanism governing rightward inversion also governs leftward disloca- 
tion of arguments with a certain type of Focus.a0 
In addition, It seems that right or l e f t  dislocation of arguments may 
also be derived by another s-vntaztic operation because both trigger some 
peculiar binding facts. When long-distance rightward dislocation of 
arguments is observed, as shown in (35a1, inverted prefers to be 
coindexed with the matrix subject, not with the embedded one. 
(35) riqhtward dislocation: 
a.Chelswur-ka [Yenghi3-ka cohaha-n-ta-kol sayngkakha-ess-ta, 
-sub -sub like-pres-em-comp think-past-em 
caki{~,.~l-lul 
self-ob j 
nChelswui thinks that Yenghi, l ikes  selfii/*,).w 
b. Chelswur-ka [Yenghij-ka cohaha-n-ta-kol sayngkakha-ess-ta, 
-sub -sub like-pres-em-comp think-past-em 
~akii~,~I-uy tongsayng-lul 
self-gen brother-obj 
nChelswui thinks that Yenghij likes selfIilj1s brother." 
20  By analogy with (16a1), we may suggest the following derivation for 
lqftward dislocation of arguments (short or long-distance dislocation), 
as'suming that LWF is an X-head in syntax (but cf. 43 below). 
c ii [LWFP SPEC [ [ .  .... XPI ... I LW I 
A I 
However, when a rightward dislocated XP contains caki, as in (35b), the 
sentence is ambiguous. The leftward dislocated sentences corresponding to 
(35) exhibit exactly the same binding relations as (35), as given in (36). 
(36) left-dislocation of arauments: 
a. ~ a k i { ~ / ~ ~ l - l u l  Che swul-ka [Yenghid-ka cohaha-n-ta-kol 
self -ob j -sub -sub like-pres-em-comp 
sayngkakha-ess-ta 
think-gast-em 
"Chelswul thinks that Yenghi, likes selfIr/-jl." 
b. ~akii%/~3-uy tongsayng-lul Chelswur-ka [Yenghid-ka 
self -gen brother-obj -sub -sub 
cohaha-n-ta-kol sayngkakha-et-ta 
like-pres-em-comp think-past-em 
"Chelswur thinks that Yenghij likes selfIl/31's brother." 
The binding facts in (35-36) suggest that they are derived by an identical 
process even though the direction of left dislocation of arguments and that 
of right dislocation of arguments differ. The interpretation of (35-6a) 
Is, however, not predicted under an A-bar movement analysis or (under 
reconstr~ction).~~ The binding facts given in (35-36) are in fact found in 
the left-dislocation construction in English. The left-dislocation in 
English shows the same binding interpretation as that of (35-36), as shown 
(37) a. Him{r/,*), Johnl knows the fact that Bill, likes him{t/j*, . 
b.[Pictureit of I h i m e l f i ~ / ~ ~ / h i m I ~ / ~ l ~ l ~ ,  Johnl thinks Tom9 likes themk. 
In (37), in which a pronoun is left-dislocated, the pronoun can be coin- 
dexed with John (the matrix subject) but not BUL (the embedded subject), 
consistent with binding condition B; on the other hand, in (35-36) in which 
21 Binding is not, however, always changed in sentences with dislocation of 
arguments. When a dislocated XP contains @J& as in (i), the sentence is 
ambiguous, like its non-dislocated counterpart. 
(1) ~ a k i f ~ / ~ l - u y  tongsayng-m Chelswul-ka [Yenghi,-ka cohaha-n-ta-kol 
self -gen brother-obj -sub -sub like-pres-em-comp 
sayngkakha-et-ta 
think-past-em 
mChelswut thinks that Yenghij likes self1sI1l) brother." 
The lack of change in binding in (i) is predicted whether or not (1) is 
derived by a syntactic process. 
& is pre or postposed, it can be bound by either subject as it is a 
long-distance anaphor. Thus we suggest that a mechanism governing left- 
dislocation also governs Korean left- or right-dislocation of arguments. 
Based on the binding facts that are shared by Korean di~?ocation of 
arguments and English left-dislocation, we suggest that Korean dislocated 
sentences contain null res~imptive pronouns, as given in ( 3 8 a ) :  
( 3 8 )  a. ([XPII) [ ... [+pronominall(= [01)+ .... 1 ([XPSI) - Korean 
b. [XPiI [ ... [+pronominal] ... I - English 
In fact, Korean employs a null pronominal, whose binding properties are, 
descriptively speaking, both anaphoric and pronominal (cf. 39) as demons- 
trated in (40).22," 
(39) [OI is bound (like anaphors) and [OI is not bound by a clause-mate 
(like pronominals). 
(40 a. *Chelswur-uy emeni-ka [ 0 I cohaham'n-ta 
-gen mother-sub like-pres-me 
"Chelswur's mother likes [OIL." 
b. *Chelswui-ka [OIL cohaha-n-ta 
-sub like-pres-em "Chelswu likes [OI." 
One difference between left-dislocations in English and Korean is that 
the left-dislocation in Korean exhibits island effects. For example, CMPC 
and wh-islands condition violations are illustrated below (also cf. 15 for 
rightward dislocation of arguments). 
Since Korean (01 also has the anaphoric property that it must be bound, 
a cannot be coreferential with Yenqhi in (i), in which Yenshi does not 
bind [Ol. 
(i) ~aki{r/*~)-lul, Chelswui-nun [Yenghij-uy tongsayng-ka 101 
self -ob j -TOP -gen brother-sub 
cohaha-n-ta-ko sayngkakha-n-ta 
like-pres-em-comp think-pres-em 
"self{r/*jl, Chelswu~ thinks that Yenghi's, brother likes [OICi/*,).lf 
However, the English counterpart is ambiguous since pronouns need not be 
bound in English. 
(ii) HimIr/jl, Johns knows the fact that Billgts brother likes himIi/jl. 
21 As for the question of how the binding property in ( 4 0 1  fits into 
binding condition B, we leave it open for further research. 
(41) a. *holangi-ka [ Chelswu-ka [ maul-ey nathana-ss-ta-nun 
tiger -sug -sub village-at appear-pass-em-comp 
somwun-lull tul-ess-tal 
rumor-ob j hear-past-me 
"A tiger, Chelswu heard the rumor that it appeared in the village." 
b. ?*kukes-lul [nay-ka [Chelswu-ka coaha-0-nun-cil kwungkwumha-0-ta 
that-obj -sub -sub like-pres-cump-whether wonder-pres-em 
nThat one, I wonder whether Chelswu likes it.n 
Left/right-dislocation constructions are not usually sensitive to island 
constraints (cf. English left-dislocation): The data given in i 1 5 )  (which 
can also be thought of as having been derived by right-dislocation) and 
(41) suggest that left/right-disl~catfon in Korean is sensitive to island 
constraints. It is not a peculiar property that only Korean left-disloca- 
tion possesses. In fact, Cinque (1984) convincingly shows that (clitic) 
left-dislocation in Italian obeys Subjacency: the relation between the 
dislocated phrase and the resumptive element in clitic left-dislocation in 
Italian is sensitive to island constraints. We saggest that left-disloca- 
tion must be parameterized with respect to the immunity to Subjacency. In 
both cases, Italian clitic left-dislocation and Korean left/right-disloca- 
tion involve empty categories: Italian resumptive pronouns are cliticized, 
leaving traces in A-positions and Korean employs null resumptive pronouns. 
(It seems that when left-dislocation involves empty cateogories, Subjacency 
effects are observed. However, we simply acknowledge that Subjacency 
effects sugge~t that a sort of movement is involved when empty elements 
appear in A-positions linked with left-dislocated elements. We leave open 
the mechanism governing left/right-dislocation (in Korean).) 
If Korean dislocation of arguments is also derived by (a mechanism 
governing) left-dislocation (in English), the data illustrated in ( 5 - 7 )  and 
(12) should be reconsidered as right-dislocation data, rather than as KRI 
data derived by A-bar movement. In fact, the Italian clitic left-disloca- 
tion (CLD) described by Cinque (1984) have the properties in ( 4 2 )  that are 
2 6 5 
also found in the Korean right-djsloction data, as given in (5-7) and 
(12) : 2 4  
(421 a. any maximal phrases can be left-dislocated (cf. 6-7 and 12) 
b. multiple dislocation is pxsjble (cf. 5) 
c. idiom chmks can be dislocated (cf. 7a) 
Thus, the K R T  data in (5-7) and (12) can now be understofid as right- 
dislocation data, as multiple left-dislocation and the heterogeneous nature 
of dislocated elements are also attested in the Italian left-dislocation, 
If so, then KRI data in (3-4) and (9) may not be derived by XP-operator 
movement, as in (16a) cr in ( 16a i ) ,  but by null operator movement in which 
MP is base--generated in the right or left side of the sentence (as in the 
relative clause) an3 OP moves to the SPZC, as in (43) in which IF or LWF 
assigns a proper Focus in its SPEC position determining the semantics of 
Focus. (Hote that the head of a relat-:ve clause in Korean is always rigi~t- 
ward, as in ( 4 3 )  with PIP2.) 
( 4 3 )  (NP,) SPEC I ..... 0 I IFi/LW'j I (NPt) 
A I 
One advantage of (43) is that we do rtot need tc postulate the rightward 
SPSC position, as we did for (16af!. 
To summarize, rightward dislocation of arguments in Korean is ambi- 
guous: it is derived either by 'Focusf nruvement (called KRI here) or by 
right-dislocation. Leftward dislocation of arguments in Korean is also 
zmbiguous: it is derived eicher by 'Focus' movement (called LWF here) or by 
].eft-dislocation or by scrambling as a PF phenomenon; scrambling (another 
mechanism governing leftward dislocation of arguments) is restricted in a 
simple clause, as we will see in Section 4.4. 
2 4  Cinque ( 1 9 8 4 )  also notes that CLD shows connectivity. Ye do not discuss 
connectivity here. 
4. Conclusion: adjunction versus substitution 
So far, we have seen that the RRC is not universal by showing that 
rightward movement KRI m y  be successive-cyclic IF-movement, like move-wh. 
If the condition is not universal, is it language-specific? Under the 
restricted theory of UG, language-specific conditions are problematic and 
we prefer to have principles linked with conditions. Fortunately, there is 
evidence that the effects of the RRC can be attributed to something else. 
Consider (43-44) ((43-44a) from Soames and Perlmutter (1979) with nodifica- 
(44) a .  I sent to your Aunt Hattie last Thursday risht before the ~ o s t  
offic closed the book that discusses the history of linguistics 
in America. 
b.??I sent to your Aunt Hattie for some reason the book that 
discusses the history of linguistics in America. 
(45) a. The ambassador made the claim yesterdav at 5 D.m. at this 
conference hefore all the assembled delesates that world 
population has already outstripped the food supply. 
b. ??The ambassador made the claim for some reason that world 
population has already outstripped the food supply. 
The sentences in which an extraposed elemerit crosses a causal PP tend to be 
worse than those in which an extraposed element crosses a locative and/or 
temporal PP. The contrast between (43-44a) and (43-441b) is explained 
neither by the RRC nor by Subjacency; we suggest that the rules subject to 
the RRC may be instantiations of syntactic adjunction to VP, creating A-. 
positions (cf. Chapter 2), as in French (cf. Kayne and Pollock (1978)). The 
RRC is apparently observed in (44-45) since syntactic adjunction (as A- 
movement) may fail to be successive cyclic, as the Romance inversion 
suggests. If this suggestion is on the right track, we have no language- 
specific RRC. Instead we have two independently-motivated operations that 
govern rightward inversion cr~ss-linguistically: one is syntactic adjunc- 
tion that creates A-positions (cf. Chapter 2), as in the Romance languages 
2 6 7  
and in English, and the other is (successive-cyclic) SPEC-to-SPEC A - ~ a r  
movement, as in Korean. 
SING' in -:
In Sections 3.3. and 3 . 4 . ,  we have seen certain 'restruct:uringl 
effects (V-to-V RR effects) triggered by a certain class of verbs in 
Italian and in Korean. If RR is transformational, then we predict that 
some 'restructuring1 effects may also be observed in English. As Noam 
Chomsky (p.c.) has brought to our attention, a phenomenon called 'neg- 
raising1 shown in (1) is worth examining from our point of view. 
(1) a. I do not think it is raining. 
b. I think it is not raining. 
Consider first some facts on 'neg-raising.' According to Horn (1971), 
'neg-raisingf can apply in a limited class of predicates in E n g l i ~ h ; ~ , ~  we 
have the following contrast between (2-3) and ( I ) . '  
(2) a. Chauncey wants to not die until he has touched fair HermionePs lips 
again. 
b. Chauncey doesn't want to die until he has touched fair Hermione's 
lips again. 
( 3 )  a. I believe you haven't remembered to button your fly in years. 
b. I don't believe you have remembered to button your fly in years. 
(4) a. *Chauncey doesn't demand to die until he has touched fair Herm- 
ionels lips again. 
b. *I don't claim you have remembered to button your fly in years. 
((1-3) in Horn (1971)) 
a as James Higginbotham (p.c.) has also pointed out to us. 
Horn (1971;120] notes that 'neg-raising1 is a minor rule applying to some 
predicates of opinion and expectation (ia) (with an addition of su~oose), 
of intention (ib), and of percetual 3pproximation (ic). 
(i) a. believe, think, imagine, anticipate, be likely, [suppose] 
b. want, intend, choose, feel like 
C. seem, appear 
(ex~ect or h o ~ e  Horn classifies as 'neg-raising' predicate, may not trigger 
'neg-raising' depending on idiolects (cf. Seuren (1974); R. Lakoff (19- 
74)).) Horn (1971;121) also points out that the semantics of the same verb 
aLe also crucial factors of 'neg-raising:' When the verb listed in (i) has 
a divergent senses (i.e., m q i n e  ('conjecture up') or believe ('accept the 
claim that1), 'neg-raising1 is not possible. 
Other facts concerning 'neg-raising' do not come under the scope of this 
study. See also Seuren (1974) and R. Lakofi (1974) in Seuren (1974;ed.l. 
In (2-3b), and in go with I1P-t. but not ir?. (4). Note that some 
verbs do not allow 'neg-raising' are control verbs, as we see in (4a). In 
fact, any known control (object or subject) verbs do not allow 'neg-rais- 
ing.' ( 5  and 6a) are not derived from (5 and 6b) (they are not synonymous). 
( 5 )  a. I do not decide to visit my friends. 
b. John did not persuade Mary to consult a doctor. 
(6) a .  I decide not to visit my friends. 
b. John persuades Mary not to consult a doctor. 
Putting aside the data in (i and 3 )  for the time being, suppose, given 
this clause-bounded 'neg-raisng' in (4-6), that 'neg-raising1 is a syn- 
tactic process subject to Subjacei~cy. Then, 'neg-raising' should he 
possible when the domain of "eg-raising' is RRed, given the RR effects 
discussed in Section 3.3. A Subjacency effect is actually observed. 
Kiparsky and Kiparsky (1968;162) have pointed out that 'neg-raislngl never 
applies in the factive sentences: (7 and 8a) are not obtained ;;dm ('ib and 
(7) a. *Xt doesn't bother me that he will lift a finger until itls too 
late. 
b. It bothers me that he won't lift a finger until its too late. 
(8) a. *I don't regret that he can help doing things like that. 
b. I regret that he can't help doing things like that. 
Suppose, further, assuming that Q& lies in INFL that is RRed with V in 
d 
that clause (cf. Section 4.1.), that 'neg-raising' is possible because of 
V-to-V RR ('restructuring') as the verb in (3) is usually considered 
as a 'restructuringt verb in some Romance languages. Then we can suggest 
tht V-to-V RR applies in (2) but not (4-6); we reason that a negative 
marker of the s-head predicate (an embedded predicate) r,ay move under the 
domain of the s-head predicate without changing the link between a negative 
The negation of a matrix clause does not affect the presupposition of the 
embedded clause in a factive sentence (cf. Kiparsky and Kiparsky (1968;- 
150) ) .  
(i) John doesn't regret that the door is closed. 
marker and the $;-head predicate. V-to-V RR must be optional in certain 
environments in English, since 'neg-raising' is optional, as in (2). If 
this reasoning Is right, then the verb yant in (3) must be either a control 
verb or a 'rest~:ucturing' verb in English. 
It is now interesting to see that 'neg-raising' is found in the 
sentences with a certain class of auxiliary types of verbs, which select an 
infinitival complement, and which semantically correspond to the auxiliary 
predicates (VX':~) in Italian and Korean. In Engish, semantically-weak 
verbs (auxiliazy types of verbs in English) require obligatory 'neg- 
(9) a. Hario d i d  not get to consider running for the presidency. 
b. *Mario got not to consider running For the presidency. 
(10) a. John is not going to go to the beach in the winter. 
b. *John is going not to go to the beach in the winter. 
We can thus reason that the auxiliary predicates in (9-10) in English 
obligatorily trigger 'restructuring' (V-to-V RR) so that 'neg-rsising' is 
obligatory. 
Consistent with the so-far-observed cross-linguistic fact that the 
causative verb make and ECM verbs are usually not cosindered to trigger V- 
to-V RR (but cf. Section 4.2.), English causative and ECM constructions 
allow no 'neg-raising,' as shown in (11 and 12). 
(11) a. John did not make his brother run. 
b. John made his brother not run. 
(12) a. John did not believe his brother to ruri. 
b. John believed his brother not to run. 
When (b) versions are maginally accepted, as in (i-ii), the two versions 
are not synonymous (Howard Lasnik (pc)). We suggest that (i-iib) 
sentences marginally involve V-to-V RR; they are more like control sen- 
tences. 
( i )  a. John does not come to understand this strange logic. 
b. ??John comes not to understand this strange logic. 
(ii) a. John is not able t o  kill a mouse. 
b. ??John is able not to kill a mouse. 
The truth conditions of (11-12a) and (11-12b) clearly differ. Thus it 
seems that what we need for tneg-raisingt is V-to-V RR (if our reasoning !s 
right) and having a small clause on an ECM clause is not a sufficient 
conditi~n.~ 
If 'neg-raisingf is obtained by a certain instantiation of RR (i.e., 
V-to-V RR), which we suggest is triggered by a matrix verb, we face the 
following problems: First, V-to-V RR, which takes place based on the 
semantics or Lexical properties ot predicates, can apply even when embedded 
INFL is [+Tense], as in (1 and 3). Thus one can reasonably ask whether an 
RR approach to tneg-raisingt is the right direction to go in trying to 
understand 'neg-raisingt since the RR data discussed so far involve 
INFL[-Tensel but not INFLltTensel. Second, there are some mismatches 
between the domains of clitic climbing and Ineg-raisingt cross-linguisti- 
cally. As we see in (ll), tneg-raisingt is not possible in an environment 
in which clitic clirnbir\g is possible. In addition, clitic climbing is not 
possible across a tented clause, unlike Ineg-raisingt (cf. 1 and 3 ) .  
We are not ready to resolve these two questions in any detailed way at 
this point. However, if the general effect of RR is providing environments 
in which 'neg-raisingt and clitic climbing aie possible, we suspect that 
Note that as Postal (1974) notices, a quantifier in an ECM environment 
(and also in the embedded subject position in a small clause environment) 
has only wide scope: 
( i  a. I believe someone to have insulted Arthur. 
b. There is someone who I believe insulted Arhtur. ((42 and 43b)  in 
Postal (1974;222)) 
If (as we argued in Section 4.1.) ECM in English is obtained by.C-to-I 
(deep-overt) RR aild by syntactic adjunction to an ECM predicate, then the 
obligatory wide scope reading of Someone is explained since at S-structure, 
sameone is in the matrix clause. 
Although OR and 'neg-raisingt are scope phenomena, since 'neg- 
raisingt and QR are different processes, satisfying different conditions, 
ECM environments do not allow 'neg-raisingt while they trigger the wide 
scope reading. 
the domain of clitic climbing application and that of 'neg-raising1 
application partially overlap within the domain of V-to-V RR applic3tion: 
Two questions arise: What blocks Ineg-raisingt in environments of clitic 
climbing (cf. ll)? and what blocks clitic climbing in environments of 'neg- 
raising' (cf. 1 and 3). To answer the first question, we tentatively 
suggest that 'neg-raisng' is sensitive to non-RRed categories in such a way 
that nes should be governed by the s-head of a complex predicate derived by 
V-to-V RR. In other words, 'neg-rajsinq' obeys not only Subjacency but 
also a more restzicted locality condition th6.c it cannot cross no X-heads 
that induce the IiC. To answer the second questjon, we also ;entatively 
suggest that in addition to Subjacency, a certain version of Tensed S 
Condition is operating in the cases of clitic climbing but not in the case 
of 'neg-raising.' This suggestion is not totally unreasonable since the 
property of ~lit!~cization is mostly understood in terms of binding A, which 
subsumes Tensed S Condition (cf. Kayne (1980)).7 We thus reason that 
effects of V-to-V RR have been much more visible when hR crosses 
INFLt-Tense] than when it crosses INFLltTensel as INFLltTensel blocks 
clitic climbinq that is considered as a typical 'restructuringt effect. If 
these suggestions are on the right track, then the domain of V-to-V RR 
application is much larger than we thought before and whether V-to-V RR can 
Note that in French, the ae-~ersonne link may also cross INFL[+Tensel, as 
shown in (ibl, 
(i) a.  Pierre ne veut voir personne 
"Peter nes wants to see nobody." 
b. Eva-t-il voulu que je voie personne 
nnes has he wanted that I see(SUBJ) n o b ~ d y . ~  ((48a and 45a) in Pica 
(1985) 
If the long-distance dependency between ne and ~ersonns is triggered by RR, 
then we have another mismatch in French: the lack of clitic climbing in the 
domain of E-personne long-distance dependency (cf. iaj. See Chapter 5 for 
our discussion on this mismatch based on Kaynets (1987) propo~al on the 
correlation between clitic climbing and null subjects. 
cross INFL[+Tensel is determined by matrix predicates. 
4 0 .  
In this Chapter, based on the notions of RR and head-movement proposed 
in the preceding Chapter, we discuss some linguistic phenomena related to 
complex words and those related to change in string order or to node 
deletion. Some of these phenomenax have bern much studied in various 
frameworks without RR; others have been explained in terms of head-sub- 
stitutions2 or node deletion/tree pruning. This Chapter thus applies the 
notions of RR and head-movement ((X-)head-to-(X-)head transformations), 
providing new understanding of those linguistic phenomena. First, In 
Section 4.1 . ,  we will suggest that the amalgamation between functional and 
functional/lexical categories (which we call F-L/F-F amalgamation; e.g., 
INFL-V and C-INFL amalgamation) is derived by RR but not by head-movement. 
We show that F-L/F-to-F RR is, in fact, responsible for various phenomena 
including Aux-inversion, the Am-to-COW phenomenon (cf. RizzL (3982)), V- 
second order in Germanic languages, the ACC-ins construction, and whiz- 
deletion. In Sections 4.2 and 4 ,3 . ,  we examine passive and causative 
constructions in various languages to show that they are instantiations of 
co~npfex predicates: H-, H/R- or R-complex predicates. Finally, in Section 
4.4., we will show that overt RR triggers a nonconflguratlonal phenomenon 
Passive and causative constructions, ECH construction, inflectional 
morphology, psych-verb conscruction, ebc.. 
Aux-to-COW phenomenon in Italian (cf. Rizzi (1982; ch. 3)) and V-2 
phenomenon. 
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in Hale's (1983) sense -- scrambling --, giving rise to surface or deep 
confiqurationality depending on the levels of overt RR application. 
The discussion of this Chapter will lead to a strong version of the 
'autonomy thesis of syntax', which states that a syntactic component 
operates independently of semantics, long assumed in the transformational 
tradition (syntactically based model of grammar; cf. Chomsky (1965)). The 
discussion will also lead to another form of the autonomy thesls of syntax 
(which states that a syntactic component operates independently of morpho- 
logy; cf . Chapter 5). 
4.1. F-L/F - F -tion 
In this Section, we discuss inflectional morphology and various 
constructions with the amalgamation of functional categories (between 
functional elements and lexical elements (F-L) or between functional 
elements and functional elements (F-F)). These constructions have been 
previously discussed in terms of head-substitution or node-deletion. We 
suggest that all the possible instantiations of F-L or F-F ~mlganration are 
derived by covert or overt RR, concluding that functionaP categories are 
not targets of head-movement. Therefore, complex woxds are derived by XR 
if they consist of one or less predicate (or lexical head) (cf. Section 
4.4.), while they are derived by either RR or head-movement if they consist 
of more than one predicate (or lexical head) (cf. Sections 4.2. and 4.3.). 
4.1.1. V/I amaleaagation: I-to-V RR 
Host languages show some degree of morphological amalgamation of INPL 
and V (as shown in (la)), unless INFL is filled with auxiliary elements 
(Pb) (such as modalsJ or ke or have in English (cf. Chomsky ( 1 9 5 7 ) ) ,  which 
we will call Vaux hereafter).. 
(1) a. John {sings/sangl. 
b. John {will sing/has sung/is sir&ging/has been singing/...). 
Under the current theoretical frameworkt6 two questions arise: When 
does V/I amalgamation take place and what process is responsible for that 
amalgamation? Suppose, based on morpheme order, that V-to-I head-movement 
derives V/I araagamation, triggering V-I morpheme order. 
( 2  I ' 
/ \ 
I VP 
/ \ I \ 
VltUD1 I[-HDI V ... 
I I I 
W-S tr (s (INFL) is the m-head and s-head.) 
Then, V[+MD1 aoves to INFL only when V is not filled by Vaux (or by modals) 
since gina - Iwill/is/has) is not acceptable.' 
Following Chomsky (1981;140, fn.281, we will assume that modals my be in 
I NFL . 
Notice that we d~ not exclude the possiblity that the (inflected) Vaux 
(and perhaps models as well) in (lb) are auxiliary predicates ([tCDI) alsng 
the lines of Ross (1969), who argues that auxiliary elements are base- 
generated as main verbs. If Vaux is an auxiliary predicate, then h or h 
in (lb) also results Prom V/I amalgamation, like w. For expository 
purposes, we will assume that Vaux are in the same state as the auxiliary 
verb & appearing in INFL node. See also en. 9 in Section 4.3.. 
in which a version of the weak lexicalist position is adopted in that 
INFL is an X-head. 
Remember that the feature ItliDI triggers head-movement (V-to-I, movement), 
while the feature [-MD1 does not and that head-moveuent is subject to grace 
(no lowering) and to (ofthe. Chapter 5 ) . One may 
also suggest that V-to-I head-movement applies when I is [+affix1 (as noted 
by Noam Chosssky (p.c.)). Under this approach, it can be said that w - V  
amalgamation in languages such as Chichewa is triggered when a lnatrdx V 
(-) is affixal (as Alee Harantz has also pointed out). Thla approach 
is conceivable under the framework with the theory of 'move anything any- 
where': any Read can move any where but the target is Isaffix] for some 
morphological reasons. 
We, however, maintain the trigger-based approach with the feature 
[tMDI under the licensing theroy of transformation: movement applies when 
In fact, in Ch~msky (1986b), V/I amalgamation is obtained in terms of 
V-to-I head movemint. Let us consider the theoretical interpretation of 
V/I amalgamtion in Choessky (1986b). In the framework (cf. Chomsky 
(1986b)), IQ is a barrier. Even though I theta-marks VP, because I is not 
lexical, I does not L-mark VP (cf. Chapter 1). Thus V-to-I head-movement 
would be blocked by a non-L-marked VP, given the Head Movement Constraint 
(the HUC).7 However, In order to have V/I amalgamation in terms of head- 
movement, Chowky (1986b) suggests that after V moves to I to form Vx, 
INFL(Vr) is no longer nonlexical so that it L-marks VP. For this reason, 
V-to-I head-movement satisfies the HHC. If the HKC (which is understood as 
a special case of the ECP) represents an LF principle (cf. Kayne (1981b) 
and Huang (198211, then this logic is valid only if V/I amalgamation is not 
a PF phenomenon. 
VPI amalgamation may, however, be a PF pheao,nenon in English. The VP- 
an element lacks a licensing property in its base-generated position. We 
suggest that when I is filled by a modal, which m a n s  that it does not take 
a morphological depzncent (I is taken) and that the target of head-movement 
is not available, an ~-insertion type of mechanism is employed to satisfy 
the morphological dependency of V: V, which is always ItHDI, is supported 
by the null auxiliary so that V is morphologicallly closed. Whenever 
heads are [tHDI, either they move to target heads through head-movement or 
grammar employs morpheme insertion to support their morphological depen- 
dency. Note that A-movement is obtained for a Case reason but when A- 
movement is not possible, pd-insertion is employed. (See also fn. 9 in 
Section 4.3 for some discussion on be-en, h-a and b - i n q  cases.) 
Remember that the V of m - V  is actually a CIV R- or #/R-complex word 
( c f .  the syntactic position in Section 3.1.). We can thus attribute the 
possiblity of V-to-- movement to whether C or I in certain languages can 
make V morphologically-closed (we are assuming that CIV, but not V alone, 
moves; cf. the Lexical Integrity Hypothesis; Lapointe (1981); Selkirk 
(1982)): When CIV is morphologically closed, CIV-to-- movement is not 
motivated; when CIV is not, C I V - t o - m  is motivated. 
See Travis (1984;131) and Chomsky (1986b;71). But also see Chapter 5 for 
our formulation OF the HHC. 
movement in ( 3 )  suggests that V/I amalgamation in English should apply 
-the application of VP-preposing.. 
(3) a. I- Go to New Yszkl John i r  MI. 
b. It is [ ~ p  sing and dance1 that John always [Z -1. 
And V and I can be separated in interrogative clauses, as in 
John" Thus, V/I amalgamation should apply after an interrogative 
process takes place, and V/I awilgamatlon in English is a PF phenomenon 
since INFL can appear independently of V in sy~tax, as in ( 3 1 . "  
Even if V-to-I head-movement is descriptively adequate, it raises a 
conceptual problem in the present framework: If V-to-I head-movement 
applies, I, rather than V, becoares the (s-)head of V/I. However, V, rather 
than I, is more like the (s-)head, since V is semantically richer than 1 
(cf. the semantics of Vx and Vk in Chapter 3), In fact, intuitively, it 
seems that I and V are not simply linked by mon~hological amalgamation. To 
avoid this problem, let us suggest that V/I amalgamation derives from overt 
RR. Then, INFL is t+CDI and [-HDI and categorially dependant om V, which 
is [+!QIl, triggering 1-to-V RR (in syntax). Since I-to-V RR is independent 
of V-to-I head-movement, which is caused by the Eeature [+HDI, the levels 
of rule application may differ in thc following way: RR applies at D-stnuc- 
ture/in syntax but morphological amalgamation takes place in the PF compo- 
nent. In other words, V[+MDI moves t o  I through head-movement in the PP 
component as long as I is not taken by Vaux or by a modal, while I-to-V RR 
If VP-preposing is a PF phenomenon as Noarn Chomsky (p.c.; class lectures, 
1987, Fall) notes, then VI amalgamtion should also be a PF phenomenon. 
Under a V-to-I head movement approach, this conclusion also suggests that 
&-support is also a surface phenomenon since &-support in syntax in the 
case of ( l a )  would block V/I amalgamtion at the surface. Below, under an 
I-to-V RR approach with a certain assumption, we will suggest in eubseetion 
4.1.3. that &-support applies in syntax. 
tabs place in syntax. Therefore, I-to-V RR may be either surface-overt 
(4a and b) or covert ( 4 ~ 1 ,  depending on the nature of INFL. 
i 4 )  a. IVPi (PP; b. IPi (syntax) c. IPi (PF/syntax) 
1 \ / \ / \ 
S i!V1 S I" S I t i  
/ \ / \ / \ 
IV' .., Ii VPi I VP 
i I I / \  I / \  
a - u  rS. vi ... has v ... 
I I 
aLM WIu 
l ~ u s  in syntax the VP node is always available (cf. 4b and c )  but in the PF 
compo~?nt, based on morphological considerations, structure can differ (cf. 
4a and c )  . 
There is more evidence that I-to-.V RR is surface-overt. If the output 
of ovzrt RR in syntax preserves at LF as we assume, then no VP adfunction 
would be possible if RR is deep-overt. If adjunction to VP (QR) applies in 
the LF component, as Hay (19R5) suggests (also, cf. Koopxnan and Sportiehe 
(1982)), then I-to-V RR nust be covert in ~yntax. Second, I - t o - V  RR ~hould 
be covert in syntax in order for INFL to assign NO#. (Note that an LVi 
WR-complex words would assign ACC but not NOW in syntax.) To conclude, I -  
to-V WR seem to be surface-overt in English. Remmber also that in 
Section 3.1,, we snowed that IV amalgamation is a PF phenomenon in Korean 
;which means that I-to-V aurface-overt RR applies in Korean also if I-to-V 
RR is univeraal, ah we will in fact suggest below). 
This RR approach causes no conceptual problem sfnce V (1-CDI) is b,hc 
a-head of an I-V complex ward. There are also a nunibar of advantages in 
havlng ali I-V link in t e r m  of :cR. Firsk, we can explain plausibly why a 
logical. sllbjeet, whlch is ueltcket ?y V, calf1 be generated outsiae sf VP. 
We suggest that the logical ciubjnet lies within the projectioii of a 
category (IP) that is categorially dependeiit upon V so that V Is accessible 
to elemntn within the IP projection. In fact, VP node without a logical 
subject is well-motivated both syntactically and semantically: logical 
subject theta roles are compositional (cf. Marantz (1984)) and transforma- 
tions m y  refer to VP node. If INFI, is a necessary element of a clause, as 
s e e m  to be the case, and if logical subject theta-roles axe compositional, 
then I-to-V RR is a natural way to extend the theta-domain of V. 
Second, INFL, which is not lexical in Chornsky's (1981) sense, is 
widely assumed to have a lexical featu~e [+VI. We have assamed that in the 
case of morphological amalgamation, categorial features are percolated 
according to the categcrial feature percolation conventionn ( =  the CFPCs; 
cf. head-movement ezfecta; Chapter 3). Suppose that RR, overt or covert, 
also triggers the percolation of categorial features (we will, In fact, 
suggest that in the case 01 covert RR, non-s-head behaves like the m-head 
with respect te the feature percolation conventions (cf. Appendix of 
Section 4.2)). Then INFL (the m-head) will obtain [+V1 from V through the 
(ca,tegorial) feature percolation convention 11, given below, (cf . Chapters 
2 and 3 for the convention I) I f  nonlexical IHFL does not have the feature 
[tYI fn the Lexicon. 
( 5 !  C&mFeature  Per- . . ;LLL (the CFPC 11): 
When an M-head (affix) is unspecified for the value of s o w  feature, 
that feature of the non-m-head percolates to become the value for the 
combination of non-m-head plus m-head. (cf. Lieber (1981); Marantz 
( 1 9 8 4 )  1 
Because of (51,  if INFL has the feature [ t i l t  then I-V R- or H/R-complex X- 
heads will be ItV,+II. We assume that this obtained [tVI of INFL does not 
make INFL a lexical head since [tVI represents a property of IMFL 
but not a property of INF'L, as we suggested in Chapter 3.x0 
a0 nether INFLltVI W v e s  a lexical X-head is another question. 
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Third, we can eliminate the assumption that the HHC applies in the PF 
component (also cf. Chapter 5 ) .  V-to-I head-movement in the PP component 
need not be subject to the HHC because I-V is always accompanied by 
categorial amalgamation (RR); therefore the trace of V-head is not left 
behind since I projection becomes parasitic to V projection, forming an I-V 
complex X-head. In fact, empirically speaking, no head-movement applies in 
the PF component, without baing accompanied by RR (cf. Chapter 3 arid 
Section 4.4.). 
There are also some theoretical advantages to the I-to-V RR analysis. 
In the Barrfers framework, IP, which 1s non-L-marked, behaves differently 
froa other non-l-marked categories with respect to the notion of barrier 
(cf. Chapter 1): IP is a defective category in that IP does not behave like 
an inherent barrier although it is not L-marked (and therefore could J- :  a 
BC (an inherent barrier]. Non-L-marked IP (potential inherent barrier) 
does not behave like an inherent barrier, as we see in the following data. 
( 6 )  [QP W ~ O I  t L  [ I  (has) I left 1 1 1 1  
In ( 6 ) ,  ihe movement from to the SPEC of CP is legitirate only if &Q 
antecedent-governs its trace becauae of the ECP (cf. Chomsky (1981; 1986b); 
Lasnik and 8aito (19841) since the subject position 1s not properly 
governed in English. The gralaaraticality of (6) thus suggests that 
governs its trace across IP and that IP is not a barrier. 
The framework stipulates that IP is not a BC (Inherent 
barrier) although it in not L-marked. This stipulation is not necessary 
here since I, being [tCDI, is categorlally defective. In fact, in Chapter 
3, we suggested, by examining the trestructuringt construction in Italian 
and Korean, that the projection of a [tCDI X-head (trigger) is categorially 
linked with the projection of a [-CDI X-head (target) in such a way that 
[+CDl X-heads are not barriers in the domain of R R ,  Thus the ItCDl X-heads 
are not visible with respect to clitlc climbing in Romance languages and 
with resgect to the dependency between a quantifier and the sc:ope marker 
construed with it in Korean. In other words, the defectiveness of IP is 
naturally explained on more general grounds: IP (whlch is not L-mazked) is 
not a barrier since it is the projection of a [+CDl category. In the 
Barriers framework, IP is defective in another respect: I does not induce 
the UC: I does not block outside govern~llent, as in (6) or in ECW enviro,l- 
ments.lX I-to-V RR derives this defective nature of IP since as we have 
also seen in Chapter 3 (cf. Appendix II), and as we will see in the 
following Sections, [tCDI X-heads do not induce the MC. 
At this point, let us clarify what we mean when we say that [tCDI X- 
heads are not barriers. In Chapter 2, we suggested that categorial depen- 
dency is obtained in terms of a trigger-target relation, determined by the 
categorial dependency subcategorizations of trigger X-heads. Thus we 
suggest that the notion of inherent barxier also refers to a trigger-taget 
relation: When XX is a trigger of RR and X, a target of RR, XI-..-X, forms 
a complex X-head (forming an R-complex word). When an R-complex word Is 
composed of Xli,.Xr', ... Xns in which X is any minimal category and Otn, Xn' 
!s neither a nor X-headea2 Let us further suggiest that a 
projection of a complex X-head is L-marked when a projection of its s-head 
X-head is L-marked and that a projection of a complex X-head is not L- 
marked when the projection of its s-head X-head is not L-marked. In this 
It is assumed that W e  is not a governor, but nothing prevents $ehe 
(INFL) from Inducing the HC under the present understanding of functional 
X-Reads . 
l2 Remember that a simplex X-head consists of one X-head and a complex X- 
head consists of more than one X-head, linked together by covert or overt 
RR . 
way, only the projection of a simplex or complex X-head is counted as an 
inherent barrier (BC) and the notion of complex X-head reflects a trigger- 
target relation. 
Consider the following configuration in which X and Y categories are 
RRed . 
Movement (c) is acceptable since novement ( c )  crosses neither a projection 
of a simplex X-head nor a projection of a complex X-head. The acceptablity 
of movement (d) is conditional: movearent (d) is not acceptable if YP is not 
L-marked (in the case of adjunct movement); it is acceptable if YP is nsn- 
L-marked, Hoarement (a) is always acceptable for the s a w  reason as why 
movement ( c )  is not acceptable but the acceptablity of movement (b )  is also 
conditional: (in the case of adjunct-movement) movement (b) is acceptable 
if WP is L-marked and it is not if WP is not L-marked. Imagine that V, X, 
and Y are C, I, and V respectively. Given the modified notian of inherent 
barrier, b may fail to aove directly to the SPEC of CP without moving to W 
first (IVP would form a barrier) and a may move across CP if CP is L- 
marked. Passive movement instantiates movement (c) and movement (b) may 
illustrate a CED effect (cf. Huang (1982)). 
[tCDI category projections do not consitute barriers whether they are 
L-marked or not, because the notion of inherent barrier refers to the 
notion of and X-heads (= R- or H/R- corqlex X-head). We 
thus revise the notion of barrier in Chomsky (1986b) in the following 
waylx3 heaving the notion of inheritance intact. 
(8) m: L is a barrier for & iff (a) or (b): 
a. L immediately dominates & a a BC for h (inheritance) 
b. L is a BC for (inherence) 
&: L is a BC for k iff 
(i) L is not L-marked, 
(ii) L is a simplex or complex X-head projection and 
(iii) L r-dominates p 
- m: B r-dominates h iff every [aCDlr X-head projection 
(linked by an instantiation of RR) that dominates g 
dominates h; a simplex X-head projection has only one 
instantiation of an X-head projection with the feature 
[-CDl,i.e., itself. 
Under ( 8 ) ,  since I is neither a simplex nor a complex X-head, it is not an 
inherent barrier in the configuration of (7). IP does not become an 
inherent barrier for an element within IP since IP is neither a complex nor 
a simplex X-head and therefore it 1s not an BC (because of (811)). For 
this reason, the movement in ( 6 )  is legitimate. 
There is some evidence that IF, which is neither a simplex nor a 
complex X-head projection, becomes a barrier by inheritance. In fact, IP 
is not defective with rebpect to inheritance: In Chomsky (1986b), some CED 
effects (as Subjacency effects) are explained in terms of the inhmitad 
barrierhood of the IP c a t e g ~ r y . ~ ~ , ~ ~  
( 9 ;  a. *Who did [ID they leave [W before speaking to t 1 1  
b. *Who [ X D  are pictures of t I on the table.] (cf. Chornsky 
(1986b;31;) 
Compare ( 8 )  with the notion of barrier in Chonrsky (1986b;14] 
(i) g. is a BC for h iff f is not L-marked and L dominates h. 
(ii) f is a barrier for h iff (a) or (b): 
a. L igmgdiately doainates g, a BC for & 
b. L is a BC for P, 1; =/= IR, 
I4 We will suggest in subsecti~n 4.1.3. that .khe structure of (9a) is 
actually as follows: 
( j . 1  [ a x p  Who [ O X '  did they [VIP leave .... i l l  
Thanks to Haward Lasnik (p.c.1 for bringing our attention to this point. 
in (g), moves across IP and CP or NP and ZP ( i f  ~perators move to VP) 
and the sentences are considered as ungraormatical. CP and NP are inherent 
barriers because they are not L-nmrked but IP is not an inherent Barrier 
because it is [tCDI. If IP is not a barrier in (91, (91 would1 not violate 
Subjacency because movement crosses only one barrier. It thus seems that 
the inherited barrierhood of IP causes the aentences in (9) to violate Snb- 
jacency. Note that although ID can be an inherited barrier through (8a), 
it cannot inherit barrierhood: There is evidence that IP cannot trigger 
barrierhood by inheritance. Consider the case of VP-movement. If W- 
movement is an A-bar movement, given that long distance VP-movement is 
possible (Chomsky (19868);20)), it should obey Subjacency. 
(10) Fix the car, I wonder [ap whether [ Z P  he {did/w:ll)ll. (cf. Chomsky 
(1986b;20) ) 
In (lo), VP-~zeposing is allowed across CP and IP. CP (L-marked) would be 
a barrier by inheritance if IP were a BC; W-preposing would then cross two 
barriers, violating Subjacency (and the ECP).  Howevev, the grammaticality 
of (10) suggests that IP fails to inherit barrierhood to CP so that CP 
fails to be an inherited barrier. 
Thus (8a)  explains (91  without further modifications under an assuai- 
tion that IP does not induce lnherlted barrierhood (cf. 10). Note that the 
notion of inherited barrier a8 formulated in !8a) does not block IP (ItCDI 
category) from being a barrier by inheritance since an inherited barrier 
does not need to be a BC by definition. CP in (9a)  if5 a BC, being an 
adjunct, and IP inherits a barrierhood from CP (through (8a)). NP in (9b) 
is a BC, Being a subject, and PP Pr.+erlts barrl.erhood from #P (through 
8 a .  Consider also the follonirtg wh-island violations: In (lla), wh- 
-- 
2e If N is not a proper governor (cf. Chomky (1981)) or i f  antecedent 
government is a necessary condition (cf. Ya,ync (1981~); Chomsky (1986b!), 
elenent moves to the VP first, then it movea to a matrix VP across VP, 
but CP is not a BC so that it does not trigger barrierhood by inheritance. 
~ h u s  the present approach suggests that the following sentences do not 
violate 8 ~ b j a c e n c y . ~ ~  
(11) a. what do you wonder 1- who saw t I 
b. [to whomla die you wonder 1- what, John [vp gave ta tr 1 1  
( 1 2 1  a. which car did John tell you (how to fix tl 
b. which car did he wonder [whether to fix1 ((IOS), (841 and (79) in 
Chomsky (1906b)) 
At this point, note that I and V are linked in t e r m  of categorial 
deper,dency, independently of lnorphological amalgamation. Head-movement is 
motivated by purely morphological reasons and doea not affect categorial 
(in)dependency. We predict chat the eategorial dependency between I and lr 
can be found even when I contains a modal. In fact, this prediction is 
borne out, as (6) and (10) demonatrate. In (6) and (101, modals or Vaux's 
do not block IP from being defective. Thus, ~t is zlear that naorphological 
amalgamation itself 1s not re~ponsible for the IP category defectiveness 
with respect to the notion of inherent barrier. Whether or not INFL 
contains a modal or Vaux, IP is defective, suggesting that the I-V link i a  
not basically motivated by a ~orphological rzason but t y  the categorial 
dependency between I and V (I-to-V RR). 
(9b) is also an ECP violation (if hlfiP s5ould move to the SPEC of CP 
directly). 
L7 However, if there is no barrier between &&and Its trace in the 
configuration in (lla) for example, then the following ECF violations are 
not explained, since can antecedent-govern its trace. 
(i) a. *how do you wonder Lao who fixed the car t I 
b. *how do you wonder [whether to fix the car tl ((107) and (111) in 
Choksky (1986b)) 
However, ve may assume, along the lines of Rizzi (19871, that ldhP or 
whefher induces the HC in the case of antecedent-government. It should be 
noted that some modificat.ions may be necessary depending on the understand- 
ing of the data that violate the a-island condition, including (11) and (12). 
The notion of government also seems to refer to a trigger-target 
relation and to the notions of simplex and complex X-heads: As we see in 
5 ,  I which is neit!rer a simplex nor a complex X-head, does not induce 
the HC. Nevertheless, C induces the HC, as t-*e see below: 
(13) *Who do you think I t that [ t leftll. 
The C ttlat induces the HC so that the trace in C does not antecedent-govern 
the trace within IP and therefore (13) violates the BCP.aa Given this 
difference between C and I, we generalize that in the domain of an instan- 
tiation of RR, the 1-CD3 X-head governs any elements that [tCDI X-heads 
govern because [tCDI X-heads do not induce the MC and their projections are 
not barriers. In other words, the project!on of any member of a complex X- 
head is ignored with respect to the governing domaln of any member of a 
complex X-head. 
We thus formulate the notions of government and m-cortunand in terms ot 
the notions of simplex and complex X-head~,~* since, as we have seen in 
Chclpter 3, a member of a complex X-head does not induce the HC: 
This approach suggzsts that in the following case, C-to-I RR applies in 
English when C ia null. We will open specific empirical implicationn here. 
(i) Who do you think [op t [ X V  t leftll. 
as The notion of government (defined in terms of the notion of m - c o m n d )  
refers to both the maximalhood of a node and the categorial dependency of a 
node. The notion of c-command does not refer to the maximalhood of nodes. 
There is a160 no clear evidence to suggest that the notion of c-command 
refers to the categorial dependency of a node. Here, we suggest that the 
notion of c-command is purely structural in that it does not refer to 
eefectiveness or maximalhood of a node as long as categorial dependeoy is 
not accompanied by morphological artalgamation in syntax. When we have CIVP 
projection, as below, S and 0 possess the saw status with respect to the 
notion of c-comarand: they c - c o m n d  each other (cd. Section 4.4.). 
(1) CIVP 
/ \ 
SPEC CIV' 
/ I \ 
6IV S 6 
(14) m: a governs h if a m-commands h and (i there is no barrier 
between a and h or (li) h is not protected by a simplex or 
complex X-head. 
- m: g m-commands h if and only if g does not dominate h and 
every f that clominates a dominates h. 
Given the above formulation of the notion of government, in the two domains 
of categorial dependency that are not coindexed by RR, the government 
d o m a i ~  of Xni below properly inciudes the projection of but not that 
of XI-=' or of Xii. Even if XI% and Xi+xi lie adjacent to each other, 
[tCDIi does not play a role within the darnain of [+/-CDlj 
i (15) XI' .... Xi Xitz1,..-Xni 
I I I I 
[+CDI% I-CDIJ [+CDIj [-CLlj where Xi governs XS+X 
Under ( 1 4 ) ,  since I in neither a simplex nor a complex X-head, I does not 
induce the HC (14ii). The defectivenes3 of IPZO with respect to the notion 
of government (especially with respect to the HC) is thus explained on more 
general principled grounds. 
In sum, I-to-V RR explains the defectiveness of the IP category on 
more general grounds (without stipulating it), and the fundamental link 
between I and V (I depends categorially upon V in order for 1P to be the 
domain of the theta-stucture of Vl. Based on these theoretical and 
conceptual advantages, we suggest that I and V are linked by RR (which may 
One more defect of IP in the Barriers framework is that IP is not a 
!.anding site of syntactic operator-adjunction, unlike VP, which is a 
landing site of syntactic operatou-adjunction (cf. Chomsky (1986b;32)). We 
do not expect this defective aspect of IP since the structure of a [+CDI X- 
head projection remains intact as long as that [tCDI X-head does not form 
an H/R-complex X-head with another X-head in syntax. In fact, since LF-IP- 
adjunction (QR) is allowed, the idea that IP is not a landing site of 
adjunction in syntax is rather dubious. Ve su;gest without argument that 
t h e n  is no syntactic operator-adjunction that creates A-ban positions but 
that VP contains a SPEC position that serves as an escape hatch of operator 
movement. This assumption necessarily leads to another assumption that the 
VP Is not a barrier for an element in the S2EC of the VP or more generally 
that the XP is not a barrier for an element in the SPEC of the XP. I t  so, 
th!a defective aspect of IP would not arise. 
be accompanied by head-movement in the PF component) in certain cases bcf. 
(4) 1 
The suggestion that I-V amalgamation is derived by surface-overt RR, 
however, contradicts the generalization that the morpheme order of H/R- 
complex words preserves string order (the string--preserving property of 
RR). There are two solutions t~ this dilemma. One suggests that some 
language-specific or universal morphological principles override the 
morpheme order imposed by RR when functional elements are involved. When 
I-to-V overt RR applies, I  my lie on the right side of V, INFL being the 
me-head, (an effect of the RHR in English). 
This assumption is not unreasonable since INFL is realized in various ways 
cross-linguistically. Agreement elements (or tsiroe elements) m y  appear on 
both sides of V in languages such as Berber, Arabic langaages, Navaj~, or 
Winnebago, etc. (forming prefixes, affixes or even infixes); agreement 
elements m y  be ubiquitous or duplicative in languages such as Korean (cf. 
Chapter 3 ) . 
Another solution suggests that surface-overt RR, in which head- 
movement applies in the PF component, while RR applies at D-structure or in 
syntax, does not prevent morphological p r i n ~ ~ p l e s  from determining morpheme 
order (the RHR overrides the string-preserving property of BR in the case 
of surface-overt RR). This suggestion can be easily discarded. ks we will 
see in subsection 4.1.3., in languages with deep-overt I-to-V RR, INFL 
elements also appear on the right side of V. Thus we suggest that the 
morpheme order of H/R-complex words with functional X-heads does not 
overtly exhibit the string-preserving property of RR for some morphological 
r ea sons  r e l a t e d  t o  f u n c t i o n a l  heads.  (Remember t h a t  a l l  t h e  d a t a  observ ing  
t h e  s t r i n g - p r e s e r v i n g  p r o p e r t y  of RR o r  t h e  RHR ( c f .  Chapter  3 )  involve  V/V 
o r  V/V amalgamation.) I n  o t h e r  wards, t h e  s t r i n q - p r e s e r v i n g  p r o p e r t y  of R R  
and t h e  RHR of head-movement s t r i c t l y  hold on ly  when head-to-heaC t r a n s f o r -  
m t i o n  a p p l i e s  between ( C 1 ) V  and N c a t e q o r i e s ,  which we can c a l l  c y c l i c  X -  
heads.  Af t e r  a l l ,  morpheme o rde r  is d i a g n o s t i c  i n  t h a t  it i n d i c a t e s  
whether complex words a r e  de r ived  by RR o r  by head-movement when N and V 
c a t e g o r i e s  a r e  involved  i n  h e a d - i n i t i a l  languages.  When X-heads o t h e r  than  
N o r  V a r e  involved o r  when amalgamation t a k e s  p l ace  i n  head - f ina l  lang-  
uages,  morpheme o rde r  does  n o t  r e f l e c t  s y n t a c t i c  d e r i v a t i o n s .  However, 
g iven  t h e  RR and head-movement e f f e c t s ,  t h e  syn tax ,  morphology, and 
seman t i c s  of complex words remain i n t a c t  r e g a r d l e s s  of t h e  v a r i a t i o n  of 
morpheme o rde r  and i n d i c a t e  whether t h e  complex words a r e  de r ived  by RR o r  
by head-movement. 
4.1.2.  C-to-I RR and Aux-to-COMP movement (K izz i  (1982;  c h . 3 ) )  
A s  we saw, I-to-V ( s u r f a c e - o v e r t )  RR does  no t  t r i g g e r  any s i g n i f i c a n t  
change i n  word o r d e r .  However, when C-to-I o v e r t  RR a p p l i e s ,  t h e  change i n  
o rde r  between INFL and t h e  s u b j e c t  should  be observed,  a s  shown below. 
(17 c ~ e  
/ -\ 
SPEC C I '  
/ I  \ 
/ I \  
C I  SPEC VP 
Such change is, i n  f a c t ,  found i n  c e r t a i n  environments  i n  Romanc? languages 
( c f .  Aux-to-COW i n  I t a l i a n  and Por tuguese  bu t  no t  i n  French) ,  i n  matrix 
c l a u s e s  i n  V-2 languages ( such  a s  Germanic and Scandinavian l anguages ) ,  and 
i n  t h e  ma t r ix  q u e s t i o n  s e n t e n c e s  i n  Eng l i sh  (Aux- invers ion) .  
The literature suggests that V-2 order and Aux-inversion map be 
derived by I/V-to-C head-substitution, partly because when C is filled by a 
phonetically overt element, I-to-C does not apply, as we discussed in 
Chapter 2. The notion of X-head in the present framework, however, does 
not allow head-substitution: X-heads dominate a bundle of features (heads) 
and do not have empty positions for other heads (cf. the projection 
prirlciple on X-heads and the theta-criterion on X-heads in terms of H- 
chains). We suggest below that V-2 order and Aux-inversion are obtained by 
C-to-I overt RR, confirming that head-substution is not empirically 
motivated. In fact, we show that an RR approach to those phenomena is not 
only empirically adequate but also theoretically/conceptually plausible. 
4.1.2.1. The peculiar ECM in Romance languages 
In Italian, certain verbs, which select infinitival clauses, roughly 
correspond to ECM verbs in Let us call them ECM verbs in 
Italian, as we will show that they are indeed ECM verbs (in a certain 
sense) as in English. Construction with ECM verbs in Italian sholss some 
peculiar properties different from those of English ECM construction (cf. 
Rizzi (1982;ch3)). First, embedded subject positions do not allow either 
ECM or PRO (or pro). 
(18) *?Possiamo ritenere [{queste persone/PROl avere sempre fatto i l  loro 
dovere. 
'We can believe [{these persons/PROI to have always done their 
duties." (cf. (3c) in Rizzi (1982;79)) 
21 According to Rizzi (1982; ch3), they are epistemic verbs (or verbs of 
saying) such as =DO:, w e r t ,  s t a t e  in Italian, whose counter- 
parts in English are all ECH verbs. 
The irnpossiblity of an overt NP subject in (18) indicates that no ECH takes 
place (a matrix verb cannot govern it) and that an embedded INFL does not 
assign NOH. Second, an'ernbedded Vaux 1-Tense,-Agrl (which is assumed to 
lie in INFL)z2 can assign NOHz3 if it is inverted with the subject, as in 
(191 a. suppongo I ~ o n  esser la s i t w i o n e  suscettibile di ulterior1 
miglioramenti I 
"1 suppose [not-to-be the suscaptlble of further improve- 
ments. 
b. Qesta commissione ritiene [aver lore sempre ottemperato agli 
obblighi previsti dalla leggel 
"This commission believes [B always fulfilled the 
legal d u t i e ~ . ~  ( ( 6 a  and b )  i n  R i z z i  ( 1 9 8 2 ; 7 9 - 8 0 ) )  
Third, when an embedded subject is extracted by operator-movement, the 
derived sentence is a c ~ e p t a b l e . ~ ~  
(20) a. Le personel che suppongo 1 tt non essere state messe a1 corrente 
delle vostre decisionil sono rnolte, 
=The persons that I suppose [ tl not to have been acquainted with 
your decisions1 are many.w 
b. Quante di queste personel possiamo ritenere [ t~ aver sempre fatto 
il lor0 doverel? 
=How many of these personsl can we believe [ tp to have always done 
their duties]? ((2a and c) in Rizzi (1982;78)) 
Fourth, when an infinitive is introduced by a (prepositional) comple- 
mentizer (cf. Kame (1981a); Rizzi (1982)), PRO is allowed, as shown in 
According to Rizzi (1982), no main verbs are inverted, but aspectual 
auxiliaries that go with the past participle ( h ~ . . m )  or the copular verb 
essere followed by a predicative AP may be inverted. Passive essexs. 
marginally allows Aux-inversion while wh-extraction (cf. 20 below) is 
allowed in the ECH construction with an embedded passive verb (Andrea 
Calabrese (p.~.)). 
2s Rizzi (1982;87) notes that Case assigned to an embedded subject is NOM 
since only a nominative form is allowed when the subject is a first or 
second person singular pronoun. 
z4 Rizzi 11982) also discusses gerundival or subjunctive clauses and 
nominal on adverbial infinitives. Either these cases lack wh-extractablity 
or they do not obligatorily undergo Aux-inversion, for some independent 
reasons. We restrict our concern to infinitives selected by ECH verbs in 
Italian. See, however, subsection 4.1.3.. 
(21). (u in Italian is like in Enlgish in that it is not a governor 
of the subject.) This confirms the idea that Vauxi-Tense,-Agrl is not a 
governor in-situ. 
(21) {Sup~ongo/Ritengol fi PRO avere sempre fatto il mio dovere. 
'I {suppose/believel PRO to have always done my duty." ( ( 7 )  in Rizzi 
(1982;80)) 
Interestingly, control verbs, which also select infinitival comple- 
ments, show opposite aspects: Whether they take a (a) complementizer (23b) 
or not (22a), PRO appears in the embedded subject position; both Aux-to- 
COMP (23a and 24a) and extraction out of an embedded subject position (23b 
and 24b) are not allowed in the control construction (even though C is not 
filled) (cf. 18-20). 
(22) a. Preferirei [PRO aver sempre fatto il mio doverel. 
"1 would prefer [to have always done my duty]" 
b. Cerco [di PRO essere messo a1 correntel 
I*I try [to get acquainted]" 
(23) a. *Preferirei [aver lui sempre fatto il suo doverel 
!I would prefer [to have he/him always do-~e his 
b. %e personel che cerco ti esser messe a1 corrente ..." I
'The person that I would prefer to have always done their duties,.." 
(24) a. *Cerco [ esser lui messo a1 correntel 
"1 try [to be he/him acquaintedln 
b. *Le personel che cerco [ tr esser messe a1 corrente ... 1 
wThe per sons^ that I try [ ti to get acquainted ... 1" 
((8) and (9 and 10) in Rizzi (1982;80)) 
To explain NOM assignment and Aux-inversion in certain restricted 
environments, Rizzi proposes two rules. 
(25) a. Aux-to-COMP rule: COMP NP Aux 
I I 
b. special NOH assignment: Assign NOH to NP in the context Aux - 
((27) and (33) in Rizzi (1982;85 and 87)) 
Rizzi notes that the rule (25a) applies only to empty COMP, but not when 
COMP is filled: in ( 2 6 ) ,  when dappears, no inversion is possible (cf. 
also 21 with g h ) .  
26) a. { w * O l  h i  a v m  capito a1 voPo, tutto sarebbe andato bene. 
he had understood immediately, everything would have gone 
s m o ~ t h l y . ~  
b. to/*&) capito a1 volo, tutto sarebbe andato bene. ((23) 
n Rizzi (1982;84)) 
Three questions arise under these two rules. First, what blocks Aux- 
inversion in the control construction? Second, what makes Aux-inversion 
obligatory? This question arises because the possiblity of PRO in (21-22) 
suggests that INFLI-Tense,-Agrl (with Aux) is not a governor and because 
the impossiblity of PRO in (18) also suggests that the rule (25a) is 
obligatory in (19). Third, how do we explain wh-extractablity in ( Z O ) ?  
The question arises for this reason: If Aux-inversion is obligatory in the 
ECU construction, the wh-extraction in (20) would be unacceptable because 
wh-extraction would produce that-trace effects because of Vaux in COW,  
violating the Em. 
Rizzi answers the first question by suggesting that the head of CP 
varies: In (26), C O W  is filled with while in (19), C O W  is empty and 
triggers the rule. To explain the control sentence in (22a) in which C is 
empty but the rule (25a) does not apply, Rizzi suggests that a complement 
CP in the control construction is COW-less so that the rule is blocked. 
As for the secorrd question, RPzzi suggests that since Italian employs the 
special Case assignment rule in (25b), Case theory triggers the rule 
because the embedded NP requires Case. Rizzi's answer to the third 
question suggests that the apparent lack of w - t r a c e  effects goes back to 
the possiblity of having post-verbal subjects in Italian.2n However, for a 
reason which will be clear shortly, Rizzi suggests that the variables in 
2b Thus Italian shows no --trace effects: 
(1) a. Chi credi che verrh? 
*Who do you believe that will COI~M?? 
b. Credo che verrh qualcuno. 
*I believe that will come somebody. ( ( 8 4 - 5 )  in Rizzi (1982;147)) 
(20) do not obtain Case through Aux-inversion. Rlzzl (1982;88-89) adapts 
Kayne's (1981a) proposal that Case can be assigned to COHP (by ECH verb- 
s).la Thus, Rizzi suggests that Aux-inversion does not apply in (20) (and 
therefore no NOH assignment is made) and instead that a wh-phrase moves to 
C O W a 7  and is assigned Case from a matrix V so that the sentence is 
rescued. 
One advantage of accounting for wh-extraction under the notion of 
government is that the anaiysis also explains French ECH constructions: In 
French, in the same context as in the Italian data (19-20), Aux-inversion 
is not found, while wh-extraction makes the sentence grammatical (cf. Kayne 
(1981a) and Rizzi (1982) and references therein). 
(27) a. l q h o m .  pue Jules croyait I t~ avoir gpousC ma soeurl ltait 
Pierre. 
"The man% that Jules believed [ t~ to have married my sister1 was 
- 
Pierr. 
b. *Jules croyait lavoir lui Cpousi? ma soeur. 
"Jules believed [ to-have ihe/himl married my s i ~ t e r . ~  ((37; in 
Rizzi (1982;88-89)) 
Rizzi explains the lack of Aux-inversion in French in the followlnq way: 
Although French employs no Aux-to-COW rule when a wh-phrase moves to COW, 
that wh-phrase can be assigned Case through the government of a matrix 
Kayne suggests that a matrix verb can govern an NP in COHP but not an NP 
within IP since CP and IP block government while CP alone does not. Rizzi 
uses a different logic (cf. Belletti and Rizzi (1981)): When V governs CP, 
it also governs its head (COHP), which may contain a wh-element (or its 
trace) (cf. fn. 27). 
In the framework Rizzi assumes, COUP Is the landing site of Aux-to-COW 
and of operatsr-movement (cf. Chomsky (1981)). 
38 Chierchia (1984) points out that Rizziqs analysis does not predict the 
lack of construction in which Aux-inversion is possible but wh-extraction 
is not possible. Chierchiaqs criticism is invalid or at least unfair 
because Rizzi would predict the lack of such construction since Rizzi 
suggests that an option of Aux-inversion is language-specific based on tRe 
existence of the two rules in (25) but that wh-extractablity is obtained 
Rizzi's answers to these three questions raise problems even if we do 
not raise a question about the status of head-to-head substitution (Aux-to- 
COW). First, the status of the COW-less CP projection in control 
construction is very dubious, given X-bar theory. Postulating X-headless 
prcjections contradicts the basic assumption of X-bar theory, which is 
triggered by (properties of) X-heads. If no COW exists, how is CP pro- 
jected and what determines IP selection? At best, Rizzi has to assume 
that there are two kinds of nj~ll C O W  (cf. Rizzi (1982; Chap 4; Appendices 
11 and 111)). Second, there is a gap in the logic explaining the obliga- 
toriness of bux-inversion. Attributing the obligatoriness of Aux-inversion 
to Case theory is not sufficient since a PRO option is also available !the 
embedded subject position can be a PRO position, as in (22a). Rizzi thus 
requires a filter such as *[=am e 1. Adopting filters would not be 
desirable from the current point of view of UG unless the filter could be 
shown as derivative from principles of UG.2s Third, the assumption that a 
wh-operator in SPEC position is assigned Case from a matrix V creates some 
problems : 
Theoretically, the notion of A-chain is challenged or weakened since a 
variable in the A-position, which f o r m  a trivial A-chain, lacks Case, and 
therefore Case is obtained thr~ugh an A-bar chain, The proposal also 
suffers from a conceptual problem: the English ECH construction and its 
through the notion of government. Rizzi, in fact, has a conceptual 
advantage: Rizzi (1982;881 notes that the acceptablity of (19) and (20) 
differs; (20) is acceptable at a moderately formal level while (19) is 
found solely in highly f o r m 1  or lit,erary contexts. If wh-extractablity is 
explained in t e r m  of the notion of government and Aux-inversion in terms 
of language-specific rules, then we would correctly predict (20) to be more 
widely used than (19). 
In Chonsky (1981;1986a and b), filters proposed in Chomsky and Lasnik 
(1977) are reinterpreted as results of the interaction of subtheories of UG. 
Romance counterpart are explained on different grounds although cons- 
tructions in both languages are lexically governed by the s a w  semantic 
class of verbs (also cf. K a m e  (1981a) for French BCH verbs that have 
semantics similar to English ECH verbs). A recent standard assumption on 
the ECH construction is that the selectional restriction of ECH verbs (IP 
selection (cf. Chomsky (1986b)) or S-bar (CP) deletion is responsible for 
the English ECH construction. However, since Rlzzi suggests that Aux- 
inversion is responsible for the Italian ECH construction, ECH cons- 
tructions in English and Romance languages are understood as language- 
particular phenomena. Finally, Rlzzi has an empirical problem: As he 
notices, we need another stipulation to prevent chi (wha) from receiving 
Case from a m t r i x  V in Italian. 
(28) *Non so [ I  chi t venire 1 1 1  
"1 don't know [a* [COB who [ t to comeJJJn ( ( 1 )  in Rizzl (1982;114 
fn. 1 8 ) )  
To conclude, Rizzi's analysis raises a number of problems under the present 
theoretical framework. 
The current theory offers one more approach to the Aux-to-COWP 
phenomenon, i.e., Aux-to-COW head-adjunction. However, the head-adjunc- 
tion approach would also produce two problems: First, we would have to 
explain why AUX [ -~ense, - ~ g r  1 is morphologically dependent only upon 
phonetically-null elements (but not overt elements). Second, as in the 
Aux-to-COW analysis, the English ECH and the Romance ECM are viewed as 
different phenomena. Therefore this approach does not provide any insight 
into a possibly unified account of ECH constructions in Italian and 
English. If these problems with the Aux-to-COW rule and with head- 
adjunction are real, we might as well try another solution. The present 
framework in fact provides a possible approach to the Aux-to-COHP ghenome- 
non, i.e., the RR approach. Below, we show that RR not only explains the 
ECM construction in Romance languages but also leads to a unified account 
of English and Romance ECM constructions under certain paramrterizations. 
In addition, we will show that ECM effects universially derive from C-to-I 
RR and that certain peculiar properties of the Korean ECM, which are 
problematic under the IP selection or S-bar deletion solution, are well- 
~xplained in terms of C-to-I RR. 
4.1.2.3. An RR approach: the Aux-to-COMP phenomenon as ECM 
Since the AuxtS order can be obtained by C-to-I overt RR, as shown in 
(291, let us suggest that ECM verbsso select CFs whose X-heads are cstego- 
rially dependent upon I[-Tensel, triggering C-to-I overt RR.31 C-to-I 
overt RR automatically generates the Aux-inversion word order. 
(29) CIP 
/ \ 
SPEC CIVi 
/ I \ 
/ I \ 
C I i  S VP1 
i I 
0-Vaux 
NonECM verbs, such as control verbs, which do not select CPs whose X-heads 
are [tCDI, would never trigger Aux-inversion. Thus we explain word order, 
the obligatoriness of Aux-inversion in ECM construction (in Italian), and 
30 Other Aux-inversion cases listed in fn. 24 are also explained in terms 
of C-to-I overt RR (also cf. subsection 4.1.3.). We do not discuss them 
here. 
We have suggested that I and V are linked to each other through surface- 
overt RR. Remember also that C-to-I dependency and I-to-V dependency dre 
independent of each other unless there is a process to link these two 
dependencies. Thus, if C-to-I RR is covert, then IP would Se a barrier for 
an element within VP. But if C-to-I RR 1s overt, CIP is not an inherent 
barrier for elements within CIP when CIP is L-marked; CIP is an inherited 
barrier for elements within VP (cf. (8) and the notion of government in 
(14) 1 .  
the lmapossiblity of Aux-inversion in control construction all at the same 
time. The RR approach also plausibly explains the lack of Aux-inversion in 
the cases In which C is filled: RR, which is triggered by the semantics of 
matrix predicates, say refer to some notion of @phonological' richness in a 
certain way. We suggest that when ECH verbs do not select CPs whose X- 
heads depend categorially upon INFL, Cs are filled by u. On the other 
hand, unlike ECU verbs, control verbs never select CIPi@s whether C is 
filled by fi or notaa2 Thus it seems that the correlation between the 
overt realization of C and C-to-I RR is restricted to certain classes of 
verbs . 
The RR approach also explains cross-linguistic variations of the ECH 
construction. For example, if a language allows overt CitCDI, then the 
existence of overt complementizers would not block Em. In fact, such a 
language exists, as we see in the BCn construction in Korean. In Korean, 
even when C is overtly realized, ECII effects are obtained. In ( 3 0 )  where 
the overt compllementizer appears, the embedded logical subject takes an 
ACC (obj) marker instead of the NOU (sub) marker (also cf. Chapter 3). 
(30) Chelswu-ka Yenghi-LUL ttokttokha-0-ta-b;p mlt-nun-ta 
-sub intelligent-In£-ern-- believe-pres-em 
"Chelswu believe Yenghi to be intelligent.w 
This fact suggests that the Korean E M  is triggered neither by node 
deletion ($-bar deletion or IP selection) (cf. Chontsky (1981;1986b)), nor 
by null C, which triggers the Aux-to-COW mule. 
Categorial dependency is thus signaled by the appearance of a cornplemen- 
tizer in the ECH construction but not in the control construction. Overt 
appearance of X-heads does not determine vhether those X-heads undergo RR 
but is rather diagnostic, depending on constructions and on specific 
languages. For example, in Korean, overt complementizers appear both in 
ECU (cf.  30 below) and in control (i) constructions. 
(i) Chel8wu~-ka [ PRO{A/*~) ttenn-lye-kol keysinha-ess-ta 
-sbu leave-Inf-~;pggp decide-past-em 
nChelswu decided to l e a ~ e . ~  
The present approach suggests that the core aspect of ECH derives from 
the fact that the lexical properties of certain semantically-same (class) 
verbs (i.e., ECM verbs) select CPs whose X-heads are categorially defective 
([tCDI): Cross-linguistic variations found in English, Italian, and Korean 
are then attributed to language-specific parameterizations. Below, we 
discuss Case-assignment and wh-extactablity in terms of parameterization. 
4.1.2.4. ECH and parameterization 
The C-to-I RR alone does not explain Case-assignment. In CIi in which 
I is the s-head of a CI M/R-complex word, I is [-Tense,-Agrl and therefore 
fails to assign NOM because of the lack of the Case feature. Nevertheless, 
NOH is assigned to an embedded subject in the Italian ECM construction. By 
analogy with Rizzi's rule in (25) and with Kayne's (1961~) suggestion, one 
might suggest that the direction of government (the canonical government of 
INFL in Kayne's (1981~) sense) triggers the Case-assignablity of CIi. Note 
however, that we are assuming that only X-heads with the Case feature [tSCI 
(cf. Chapter 3) can assign (structural) Case. Since INFLI-Tense,-Agrl 
lacks the Case feature, CIi in Italian may fail to be a Case assigner. One 
might therefore suggest that Italian ~fl~~[-~ensel in this construction 
possesses abstract [+Ag~l.~' 
However, in the Italian ECM construction, no pro is allowed in the 
embedded subject position. In other words, even if Aux-inversion applies, 
pro 1s not allowed in an embedded subject position in Aux-to-COMP environ- 
ments. If pro requires formal licensing and interpretation obtained 
as Raposo (1987) actually proposes. Raposo (1987) suggests that the 
Italian 'Aux-to-COMP' phenomenon, which occurs in noninflected infinitival 
complements, may be the same phenomenon as in Portugese Aux-inversion 
construction where Aux-inversion Ls attested in inflected infinitival 
complements. But see the discussion below. 
through the rich agreement specification, as Rizzi (1986a) suggests, pro 
would require the licensing by agreement elements ([tAgrl) to be inter- 
preted. We then reason that Italian infinitives do not have abstract 
[tAgrl because it does not allow pro in the subject position. In other 
words, pro governed by INFL[-Tense,-Agrl is not allowed since pro is not 
interpreted because of the lack of [tAgrI even if pro can be formally 
licensed by INFL[-Tense,-Agrl. If this logic based on Rizzi (1986a) is 
right, Italian does not employ abstract AGR. 
Since Aux-inversion is obligatory in the ECH construction, we might 
have to resort to the suggestion that special Case assignment is obtained 
because of the directionality of government. There are, however, some 
facts in another Romance language that suggest that the directionality of 
Case assignment does not play a role in explaining the Aux-to-COW phene- 
menon. Raposo (1987) has suggested that in Portuguese, inverted inflected 
Aux (INFLi-Tensel) assigns NOH. Raposo (1987) indicates that in Portu- 
guese, as in Italian, Aux-inversion is obligatory with a certain class of 
verbs, which we call ECH verbs in Port~guese,'~ when they select inflected 
infinitives, as shown in (31). The data (32) show that ECM verbs contrast 
with v~litional verbs, which also allow inflected infinitival comple- 
ments. == 
Raposo reports that declarative verbs such as claim in Portuguese can 
also trigger Aux-inversion, like epistemic verbs such as blieve, as shown 
in (31). From our point of view, that is not sur~rising since claim in 
Bnglish is either an ECH verb or a control verb, as Howard Lasnik has 
pointed out to us (cf. I claim this to be correct.). In fact, the Korean 
Gki.h (cwucanaha - /vokwlahe - )  is either a control verb or (marginally) an ECH 
verb. We suggest that the English clafre and the Portuguese as ECH 
verbs share the same semantics as typical ECK verbs, triggering C-to-I RR. 
Raposo also discusses three more cases, adjunct clauses headed by 
prepositions (i), complements of raising verbs (ii; (33) below), and 
£active verbs (iii). 
(i) A Haria entrou em casa [pp sem [ t p  0s meninos o u v i r ~ l l .  
(31) a. Qu penso [ os deputados t e r m  trabalhado poucol. 
'1 think the deputies to-have-[tAgrl worked little.' 
b. Eu pense [term {pro/os deputados} trabalhado poucol. 
'1 think to-have-[+Agrl Ipro/the deputies) worked little." 
(32) a. *Eu desejava [os deputados t e r m  trabalhado maisl. 
wished the deputies to-have-ItAgrl worked more." 
b. *Eu desejava [term os deputados trabalhado maisl. 
"1 wished to-have-[tAgrl the deputies worked more.n 
( ( 6 ) ,  (8) and ( 3 6 )  in Raposo (1987)) 
The fact that (31a) with overt noninverted embedded subject is ungrammati- 
cal suggests that Aux-inversion is also obligatory in the Portuguese ECM 
construction; the contrast between (31) and (32) suggests that Aux-inver- 
sion is Lexically gove~ned.'~ 
Waria entered the house without the children t~-hear-[tAgrl.~ ((35) in 
Raposo (1987)) 
(11) [{Eles/prol aprovarm a propostal ser; dlficil. 
w{They/prol -rove-[tAQLL the proposal will be diffi~ult.~ 
(cf. (25) and (27a) in Raposo (198?)) 
(iii) a. Eulamnto 10s deputados t e r m  trabalhado poucol. 
"1 regret the deputies to-have-[tAgrl worked little.' 
b. Eu lamento [tera os deputados trabalhado pouco.' 
((7) in Raposo (1987)) 
In (i), (ii) and (iiia), Case is assigned in the environment in which no 
Aux-inversion is observed. Unlike Raposo (1987), we will suggest shortly 
that even when no C-to-I overt RR applies, INFL[-Tense,+Agrl assigns Case 
in Portuguese, as in Korean. As for (iiib), we suggest that some factive 
verbs may select CP complements whose X-heads are [tCDI, llke ECM verbs. 
Raposo in fact notes that factive verbs (cf. Kiparsky and Kiparsky (1970)) 
are ambiguous: they may select infinitival clauses, like ECH (epistemic) 
verbs, or NPs, like factive verbs. Note that some Korean factive verbs are 
also ambiguous: they can selelct -ket complements (factive versions) or 
zlLg complements (finite; non-£active versions). 
(iv) a. Chelswu-nun kay-ka cwuk-ess-ta-ko hanthanha-ess-ta 
-TOP dog-sub die-pggt - em - corn deplore-past-em 
b. Chelswu-nun kay-ka cwuk-0-un-kes-lul hanthanha-ess-ta 
-TOP dog-sub die - In£  - - t h i w  -obi deplore-past-em 
nChelswu deplored that (his) dog died.n 
The selectional properties of predicates also explain the following 
contrast: anxious is a control predicate with a complementizer, like in 
Italian (cf. (22b)). The only difference between the Portuguese anxinus 
and the Italian is that the Italian selects a [tAgrI-less infini- 
t ival . 
(i) eles estso ansiosos *(de/por) [ pro votara a propostal . ( (30-31) in 
Raposo (1987)) 
There is, however, a good reasGn to think that Aux-inversion in Portu- 
guese does not trigger NOH-assignment, As we see in (33), infinitives may 
be either [tAgrl or [-Agrl.37,1B 
/ (33) a. ~ e r i  dif icil I (pro/elesl aprovarm a propostal. 
"It will be difficult (pro/theyl - - + the proposal.# 
b. ~er; dif (cil I (PRO/*eles) a p r o v a r w  
"It will be difficult w a r o v e  the proposal." 
((2) and (25) in Raposo (1987)) 
When an embedded V is not inflected, as in (33b1, an embedded subject 
position can be filled only by PRO (probably with the arbitrary reading). 
On the other hand, both pro and NP are allowed when V j.s inflected, as in 
(33a). This fact suggests that in Portuguese -- in contrast to Italian-- 
INFL[-Tense,+Agrl in-situ assigns Case and is @rich1 enough to license pro. 
Therefore whether Aux-inversion applies (31b) or not (33a) (also cf. (i, 
ii, ilia) in fn. 35)), NOH is assigned and pro is licensed in Portuguese. 
In short, the obligatoriness of C-to-I RR in Portuguese (31a) suggests taht 
Aux-inversion represents a different issue from NON assignment in the ECM 
c o n s t r u ~ t i o n , ~ ~  since a certain class of verbs triggers obligatory Aux- 
inversion, independently of Case-assignment. The inpossiblity of pro in 
Italian and the possiblity of pro in Portuguese in the same Aux-inversion 
a7 Interestingly, Korean raising predicates such as difficult also allow 
either [-Tense,-Agrl or [-Tense,tAgrl (cf. Chapter 5 ) .  
So By analogy with Reulandls (1983) analysis of the ACC-bll9 construction in 
English and with Rizzils Aux-to-COW rule, Raposo (1987;lOO) suggests that 
INFLttAgrl moves to C so that INFL[+Agrl is Case-marked by a matrix verb 
and that Case-marked AGR assigns NOH (cf. Reuland (1983)). However, 
Portuguese does not need such a process since INFL[-Tense,tAgnl can assign 
NOH in-situ, as shown in (33) (also cf. (i, ii, ilia) in in. 35). 
S9 b in Italian,,,-extractablity is also observed. 
( i) Que amigosr e que o Manel pensa [ tr [ tr t e r m  levada o livrol I ?  
"Which friends does Hanel think to-have-[+Agrl taken the book?" 
( (36d)  in Raposo (1987)) 
If Portuguese INFLi-Tense, tAgr 1 assign NOH, a8 in Korean, it is not 
surprising that (i) is grammatical since the trace in the SPEC of CP would 
properly govern tr in (i), as in the sentence do you 
environment also suggests that Aux-inversion and NOH assignablity In 
Portuguese and Italian are separate issues. Thus we conclude that a 
certain class of verbs is triggering C-to-I RR independently of NOM 
assignment, in contrast to what Aizzi suggests. The conclusion, however, 
does not lead us to the solution to the problem that NOH is assigned in 
Italian Aux-inversion environments In which no Case feature is provided. 
The last solution might suggest that a matrix verb assigns Case to the 
embedded subject when C-to-I RR applies (when Aux-inversion takes place) by 
assuming that the non-Case assigner CIL does not induce the HC. This 
suggestion has two problems, First, a complex X-head CI would induce the 
HC by definition (cf . (14) ) . Assuming that the CI does not induce the HC 
amounts to allowing exceptions to the notion of government. Second, the 
matrix verb cannot be a governor for an embedded subject in Italian. The 
governor of an embedded NP subject should be within an embedded clause, 
given some anaphor binding facts in Italian, as shown below. 
(34) a.*Gianni sostiene non esser sc stesso in grado di dare un contributo 
*GianniL asserts [not-to-be himselfs able to given a ~ontributionl.~ 
b. Gianni sostiene non esser lui in grado di dare un contributo 
nGianni~ asserts [not-to-be he/himL able to give a contributionl." 
((83) in Rizzi (1982;105)) 
If a matrix verb were a governor, then the minimal binding domain of an 
embedded subject that contains a governor of the embedded subject would be 
a matrix clause so that the grammaticality of (34) is reversed. Thus, an 
embedded subject is not governed by a matrix verb. 
If neither INFL nor a matrix V assigns NOM to the embedded subject in 
the Italian ECH construction, what assigns NOU? Given the Case theory in 
which structural Case is assigned by a governor with the Case feature, one 
can lmagine that the Case feature of a matrix verb is transmitted to a 
potential governor of the embedded subject position in the embedded clause 
in certain environments. Suppose that when overt or covert X-to-Y RR 
applies, XP1 or XYPL is an open projection in that some features of the 
governor of XPL can percolate into XL or XYL. Suppose further that I has 
the features [+I, tV1 in which [tVI is obtained through I-to-V RR and that 
C has the feature [tCI. Then, in the case of C-I overt amalgamation, a C-I 
H/R-complex word would have the features [tC,tI,tVl because -- according to 
the categorial feature percolation conventions -- the feature [+V1 is 
obtained from INFL with the features [tI,tVl (and therefore the feature 
[+V1 is a formal feature of CI). Let us call a CP projectian/argument an 
oper~ projection/argument when it has the formal feature t+Vl  and a closed 
projection/argument when it docs not (i.e., when C is not linked with an IV 
R-complex X-head through morpholog!cal and/or categorial dependency). ECH 
verbs then select open CP arguments. 
By analogy with Kayne (1982),40 let us suggest that the projections of 
[tVl's, which we call open projections or open arguments, may lack certain 
properties of argumknts, exhibiting the following properties. When a CP is 
an open argument, the Case feature of a matrix verb is optionally perco- 
lated down to INFL ( C I i ) ,  when the latter lacks the Case feature (note that 
we are not suggesting case-spreading). Suppose further that the Case 
feature [tSCI can be percolated only from the governor of the projection of 
a recipient (CIL). Then, in Italian, IMFL[-Tense,-Agrl can assign NOM when 
the Case feature i:~ obtained through Case feature percolation into an open 
projection. The optional Case feature percolatioc correctlly expects Aux- 
inversion to trigger NOH-assignment in Italian but not in Portuguese: C- 
to-I overt RR, which triggers Aux-inversion, makes Case feature percolation 
possible so that INFL can assign Case to the subject. On the other hand, 
40 Kayne (1982) suggests that no projection of ItVI can be an argument. 
in Portuguese, whether or not C-to-I RR applies, L 3M is assigned by INPL[- 
Tense,+Agrl and therefore Portuguese INFL[-Tensel does not require C-to-I 
RR to obtain Case feature since INFLI-Tsnsel is [ tAgr I ,  which we assume has 
the Case feature. 
The next logical question is why French lacks Aux-inversion, even 
though French shows wh-extractablity in the ECM construction. To explain 
the lack of Aux-inversion in French, as shown in (27b),  we suggest that 
INFL[-Tense,-Agrl in French cannot assign NOH whether or not the Case 
feature is obtained since INFL[-Tense] is not strong enough to be an Case 
marker (by analogy with Kayne's (1987) suggestion that in pro-drop Pang- 
uage, INFLI-Tense1 is strong enough to L-mark VP) and therefore INFL[- 
Tense,-Agrl cannot assign NOH even if INPL[-Tense,-Agrl receives the Case 
feature through Case feature p e r c o l a t i ~ n . ~ ~  Thus, C-to-I RR would not 
rescue the French ECH construction. Because CI induces the HC, government 
from a matrix verb would not be available. Therefore we predict that in 
French, PRO is allowed in the ECH construction and that prediction is borne 
out as shown below. 
(35) Je crois/reconnafs/affim avoir fait une erreur 
*"I believe/acknowlege/affirrn to have made a rni~take.~ ( c f .  (68-69) 
in Kayne (1984; 112); Kayne 41981a)) 
The optional Case feature percolation in the BCH construction suggests 
that when inverted INFL (CIA) assigns NOH, a matrix verb cannot assign Case 
to Its CP complemmt. We predict that in a language with an overt case 
marking system, an embedded clause with an ECHed subject cannot bear a case 
marker. The prediction is nicely borne out in Korean, as shown below. 
These lines of reasoning suggest that the pro-drop parameter has to do 
with an intrinsic property of INFL (as a formal licenser of pro in Rizzi's 
(1986a) sense) in a certain language but not directly with the richness of 
AGR. Richness of AGR is probably triggered by a certain 'strong1 inatan- 
tiation of INFL. 
(36) a .  na-nun Yenghi- khu-0-ta-kol*-u) aayngkakha-n-ta 
1 -TOP -obj tall-pres-em-comp-obj think-prea-em 
"1 think Yenghi to be tall." 
b. na-nun Yenghi* khu-0-ta-ko,l??-luL) sayngkakha-n-ta 
I -TOP tall-pres-em-comp-obJ think-pres-em 
"1 think that Yenghi is tall." 
In Korean, a CP may take an overt case marker, as in (38b),42 except when 
EC?l takes place, which suggests that the Case feature of a matrix verb is 
used for an embedded subject (ACC). 
If C-to-I overt RR 1s triggered in cross-linguistic ECH constructions, 
as we suggest, the next issue is how to account for SttotV word order in 
English (or for the lack of Aux-inversion). In English, S appears on the 
left side of CIS and is assigned ACC; in French, no such order is observed 
(even though wh-extractablity is observed). In English and French, CIL 
does not assign Case to the subject position even if the Case feature [tSCI 
is percolated down to CIA from a matrix verb since they are not pro-drop 
languages and therefore I[-Tense,-Agrl is not strong enough to be a Case- 
assigner even with the Case feature. Thus in English and in French, C-to-I 
RR and optional Case feature percolation do not rescue ECM constructions 
unless an embedded subject moves to a Case position.43 
42 CPs that contain zkp complementizers can take marginally. The 
severe ungrammaticality of (36a) with u, however, says that a matrix V 
cannot assign ACC to its CP complement. Note that in Korean, double 
(sbj marker) does not trigger ungrammaticality as long as i&l is obtained 
properly. 
In some cases, more than one appears with one verb. 
(1 )  Chelswu-ka tali-lul kensel-lul ha-ess-ta. 
-sub bridge-rn constructiPn - Qhi gQ-pass-em 
"Chelswu constructed a bridge." 
(ii) swqcey-lul cal-tul-lul ha-ess-ta 
homework-pgi - ~1 - obi do-past-em " [ 0 1  did homework well.w 
In ( i - ,  the N in an N - r n  & phrase or an adverbial also takes the 
objective mrker but does not block ACC assignment to the object. We 
assume that -1ul assigned to non-arguments should be considered as assigned 
in the PF component, unlike assigned to arguments. If so, then the 
data in (i-li) do not undermine the argument supported by (36). 
43 Note also that because oE the HC inducement of CI, the matrix verbs do 
Imagine a transforamational process (A-movement) by which the embedded 
subject moves within the government domain of a matrix V so that the 
subject can be assigned Case by a matrix verb. Hore concretely, imagine 
that a version of raising in t e r m  of syntactic adjunction as A-moveinel~t~~ 
applies so that an embedded subject can be assigned Case. In fact, as we 
discussed in Chapter 2, syntactic adjunction to VP (as A-movement) would 
be theoretically viable. Following Choe (1987b), let us thus suggest that 
the landing sites of syntactic adjunction are Case positions when Case- 
governors are available. Then, ACC is assigned to an adjoined NP by a 
matrix V though Case-government, and therefore, in English, an embedded 
subject is assigned ACC through adjunction (A-movement) to a matrix VP.4B 
Suppose further that in English, NP can adjoin to VP while in French 
(and in Italian) only operators can adjoin to VP or only operators can be 
assigned in positions created by syntactic adjunction for some reasons, 
aot govern the embedded subject positions. 
44 Note that the adjunction function discussed in Chapter 2 guarantees 
such an instantiation of adjunction as A-movement. See Kayne and Pollock 
(1978) and Choe (1987b) for some empirical data for ajdunction as A- 
movement. As for some detailed discussion on some empirical necessity of 
adjunction as A-movement in BCH environments, see Choe (in progress). 
The structure obtained by adjunction would have to be like (i) given the 
word order in the ECn construction. 
(1) VP 
\ 1- 
t r 
See Higginbotham (1985a) for a theory of tree structure that allows the 
above structure and see Barss and Lasnik (1986) for some empirical advan- 
tages of this crossing structure in the double object conatuuction. As for 
a full justification of such a structure under the adju~lction function X, 
see Choe (in progress). 
which we will not pursue here. Then wh-extractablity in Italian and French 
can be explained: In Italian, when S is a wh-element and when CIS does not 
receive the Case feature from a matrix verb (cf. optional Case feature 
percolation), wh-operators move to VP to be assigned ACC and then move to 
the SPEC of CP. In French, wh-operators should adjoin to VP to be assigned 
ACC. In short, the adjunction to VP, which we assume triggers the S t b t V  
order, explains ECH in English and wh-extractablity in Romance languages 
without weakening the notion of A-chain. 
Up to now, we have suggested that the ECH construction is triggered by 
C-to-I overt RR (governed by ECM verbs) cross-linguistically. The various 
realizations of C-to-I RR, which trigger CP open arguments, are attributed 
to the following parameterizations ( 3 8 )  with two assumptions (39) to 
explain 5 different cross-linguistic variations of ECM construction. 
39) a. the optional Case feature percolation to the X-head of an open 
projection (e.g., INFLl-Tensel) 
b. syntactic adjunction to VP (A-movement) m y  rescue embedded 
subjects from Case theory 
(38) a. the lack of syntactic adjunctdon in French and Italian (cf. 
English) 
b. the lack of 'strong' INFL in French and English (cf. Italian and 
Portuguese) 
c. the lack of ItAgrl in INFLI-Tense1 that licenses pro (Italian 
versus Portuguese) 
Our argument here had three steps: First, we showed that Rizzips Aux- 
to-COW rule (head-substitution) is not viable or at most has many problems 
under the current framework. Second, we showed that the Aux-inversion in 
Romance languages is explained in terms of C-to-I RR, which is also 
responsible for English and Korean ECH constructions. Our analysis 
explains cross-linguistic facts in a conceptually plausible and theoreti- 
cally viable way. Third, ECH may be derived not only by C-to-I RR but also 
by syntactic adjunction (as A-rnovaraent), which explains the ECH phenomenon 
in English (and Korean) on the one hand and the wh-extraction in Italian 
and French on the other hand. The last step is partlally discussed here 
since we did not justify the ideas that Italian and French indeed lack 
leftward syntactic adjunction of non-operators (A-movement) and that 
English and Korean Em constructions Indeed require A-movement (but see 
fns. 44 and 45). 
Finally, note that the C-to-I RR approach to the ECM construction 
implies that C-to-I RR applies to the subject-to-subject raising construc- 
tion in English, given that raising verbs are assumed to select IP projec- 
tions for obvious reasons: 
(39) a. John seems to be happy. 
b. John is likely to be killed. 
In the case of the raislng construction, ergative matrix verbs select open 
arguments, which are derived from C-to-I RR. However, unlike the ECM 
construction, optional Case feature percolation does not apply because the 
matrix verbs lack the Case feature. Thus an embedded subject should move 
to the matrix subject position to receive Case. Note that just as Ires- 
tructurlng' verbs are either ergative or nonergative, so verbs taking open 
arguments are also either ergative or nonergative. 
4.1.3. v-2 phenomenon and Aux-inversion 
Another well-known linguistic phenomenon that is widely assumed to be 
obtained by head-to-head (V-to-C) substitution is one called V-2 word order 
in Germanic and Scandinavian languages (Koster (1975); den Besten !1977/- 
83); Emonds (1980;1986); Haider and Prinzhorn (1986;eds)). Below, under 
the framework which does not allow head-to-head substitution, we will 
suggest that V-2 is, in fact, derived by I-to-V Geep-overt RR and by C-to-I 
deep-overt RR. We will also suggest that Aux-inversion in non-V-2 lang- 
uages and V-2 order in V-2 languages are obtained by the same mechanism and 
that the difference between the two phenomena derives from the parameteri- 
zation of the levels of rule application. 
1.1.3.1. The V-2 phenomenon 
There are three important aspects of the V-2 phenomenon: First, V-2 
is found in fFnite m a t u  clauses. Second, inflected Vs (main or Vaux) lie 
in the first or second position in string order in certain environments. 
Some relevant facts are illustrated in Swedish examples from Plazack 
(1986b):4a In declarative main clauses (with a Topicalized element) and in 
matrix interrogative sentencesId7 V-2 is strictly observed in Swedish, as 
shown below:@ 
Although German V-2 is most well-known (cf. Koster (1975); den Besten 
(1977/83)), by a random selection, we use Swedish data. Haider and Prinz- 
horn (1986;introduction) note that the basic facts about the V-2 phenomenon 
in German aze found in Erdmann (1886)). Unless specified as language- 
specific, the properties illustrated below are assumed to be general among 
V-2 languages. 
' In German, Adverb preposing, which is incompat ible with wh-movement, 
also triggers V-2 (cf. Koster (1975); den Besten (1977/83) 1. 
4a There are additional phenomena accompanied by V-2. For example, Norwe- 
glirn left-dislocation results in V-3 order (cf. Taraldsen (1986)); Swedish 
shows V-3, V-4 .. word order in some environments (cf. Placzack (1986b)); 
( 4 0 )  a .  E r ik  v e r k l i g e n  k & t  boken 
ItErik hga r e a l l y  b ~ u g h t  t h e  book." 
b. Er ik  k&&.g v e r k l i g e n  boken 
Er ik  bausht r e a l l y  t h e  book "Erik r e a l l y  bought t h e  book." 
c. *Erik v e r k l i g e n  k h t ~  boken 
Eric r e a l l y  bousht t h e  book 
d .  Den boken /&& Er ik  i London. 
t h a t  book bnusht Er ik  i n  London 
"That book, E r ik  bought i t  i n  5 0 n d o n . ~  
( 4 1 )  a .  Vad hade E r i k  k8pt i London? 
"what E r ik  bought i n  London?" 
b. Vad & Er ik  i London? 
What bousht Er ik  i n  Lodon "What d i d  Er ik  buy i n  London?" 
c. Var &&g Er ik  den d a r  boken? 
where b m  Er ik  t h a t  book nWhere d i d  Er ik  buy t h a t  book?" 
d .  Vem kfjpt den d a r  boken? 
nwho has bought t h a t  bookm ( ( 1 - 2 )  i n  Plazack (1986b) )  
Third,  V-2 o rde r  is no t  observed when C o v e r t l y  appea r s  i n  main f i n i t e  
c l a u s e s .  Holmberg (1986) r e p o r t s  t h a t  when a  q u e s t i o n  morpheme i n  Swedish 
appea r s  i n  a  main c l a u s e ,  no V-2 is o b ~ e r v e d . ' ~  
( 4 2 )  Nanne T o m s  kan t a l a  f l n s k a ?  
WH can  speak F i n n i s h  
"Can Tomas speak F inn i sh?  ( ( 2 7 )  i n  Holmberg (1986;94))  
There a r e  two main a s p e c t s  which make V-2 languages d i f f e r e n t  from 
non-V-2 languages such as Eng l i sh .  F i r s t ,  i n  wh-sentences, V i n  t h e  second 
and a n  objec t -prepos ing  pheneomenon i n  I c e l a n d i c ,  Swedish, German ( c f .  
Holmbexg (1986);  Evers  i 1 9 7 5 ) ) .  Such phenomena do no t  f a l l  under t h e  scope 
of our  s t u d y .  
See Holmberg (1986) f o r  a n  argument t h a t  marine is a r e a l i z a t i o n  of C. 
Holmberg r e p o r t s  ano the r  c a s e  of a  r e a l i z a t i o n  of C i n  a  main c l a u s e  i n  
Arabic  ( a  main c l a u s e  complementizer o r  s e n t e n c e  i n t r o d u c e r ) .  
( i ) '1nna Kariirnan q a n a l a  a l k i t a a b a  
DECL Karim has-read the-book ( ( 2 8 )  i n  Holmberg (1986;94))  
Note a l s o  t h a t  we have s e e n  t h a t  Korean has  both a q u e s t i o n  and a  d e c l a r a -  
t i v e  morpheme, which we c a l l  a n  i n t e r r o g a t i v e  scope marker and a  s en tence  
ending marker.  
l i i )  a .  Chelswu-ka wa-ss-uDnikka 
-sub come-past-QH "Did Chelswu come?" 
b. Chelswu-ka w a - s s - w  
-sub come-past-emH mChelswu came." 
(Note t h a t  t h e  p o s i t i o n s  of C a r e  c o n s i s t e n t  wi th  t h e  head-parameter i n  ( i )  
and ( i i ) . )  This  s p o r a d i c  r e a l i z a t i o n  of C i n  ma t r ix  c l a u s e s  i n  o t h e r  
languages and t h e  o b l i g a t o r y  r e a l i z a t i o n  of C i n  Korean main c l a u s e s  
s u g g e s t  t h a t  a  main c l a u s e  u n i v e r s a l l y  r e p r e s e n t s  a  CP p r o j e c t i o n  ( c f .  t h e  
s y n t a c t i c  p o s i t i o n  we a r e  assuming) .  
position is an inflected main or Vaux in V-2 languages, while V in the 
second positon is inflected Vaux or the auxiliary verb do in English. In 
fact, this difference also emerges in other constructions: a finite verb 
takes the first position in yes-no question sentences in V-2 languages but 
only Vaux or & can appear in the first position in question sentences in 
( 4 3 )  a. Erlk verkligen kSpt boken? 
Eric really bought the book nm Eric really bought the book?" 
b % K Erik verklingen den boken? 
bousht Erik really that book Erik really buy that book?" 
( ( 3 )  in Platzack (1986)) 
Second, declarative clauses with topics always show V-2 (cf. especially 
(40d)) in V-2 languages bst not in English. Compare the English counter- 
parts of examples ( 4 0 ) .  
4.1.3.2. C-to-I and I-to-V RR and parameterization 
In the previous analyses of the V-2 facts mentioned above, it has also 
been suggested within the transformational grammar tradition that V-2 is 
jointly obtained by V-movement and by A-bar movement, except for yes-no 
questions (cf. Koster (1975); den Besten (1977/83); Emonds (1986); Haider 
and Prinzhorn (1986;eds.); Holmberg (1986)). Even though there are many 
different approaches to V-movement and to A-bar movement under different 
In imperative i or conditional clauses without a complementizer 
(nra(if))(ii) (cf. (iib)), V-1 is also observed. (Plazack (1986b) notes that 
the imperative form is considered to be finite.) 
(i) a. K $ ~  den d$r boken! 
"Buy that book ! ( ( 4 )  in Platzack (1986b)) 
(ii) a. ~ 8 p e r  du den boken, s8 blir han glad. 
"buy you that book then gets he glad." 
b. Jag frdgade p ~ g  Erik verkligen hade skrivit boken. 
M I  asked Lf Erik really had written the book." ( ( 5 )  and (6a) in 
Platzack (1986b)) 
It is interesting to note that the same construction as (ii) in Italian is 
explained in terms of the Aux-to-COUP rule. We will in fact suggest that 
C-to-I RR is also responsible for V-2 order. 
assumptions, we can interpret a core of previous proposals as follows ( c f .  
Emonds (1980); Baker (1985/to appear); Chomsky (1986b)). 
(44) a. [CP SEPC [COHP e I [IP ... INFL(-V) ... XP I (order irrelevant) 
b. [ C O  XPj [CLMP INFL(-V)I I [ X P  .... tc ... tj ... I 
Without focusing on how finite verbs are obtained, the studies on V-2 
since Koster and den Besten have mostly tried to answer what motivates V- 
to-C rno~ement.~~ Therefore, the approach given in (44) misses one ques- 
tion. Why is V/I amalgamation in English different from that of V-2 
languages in certain matrix environments? Answering this would also 
resolve the question of whether V-movement to C is related to Aux-inversion 
in non-V- 2 languages. 
4.1.3.2.1. I-to-V RR 
We suggested in subsection 4.1.1. that in E;lglish, I and V are linked 
by surface-overt RR. When INFL contains morphologically independent modals 
or Vaux, V is not amalgamated with I; when INFL does not contain such an 
element, V is amalgamated with 1: On the other hand, in V-2 languages, V/I 
amalgamtion (Vaux or V) is always obtained. I-V morphological amalgamation 
is not blocked in matrix interrogative environments and &-insertion is not 
(or need not be) employed. In V-2 languages, &-support is not observed 
even when INFL is not filled by Vaux or by a modal in an environment in 
which Aux-inversion is triggered in English. It seems that in V-2 lan- 
guages, V is more dependent upon INFL than it is in English. Thus, suppose 
B1 There are various approaches to this question: an ECP account (cf. 
Travis (1984;135)); a Case account (Platzack (1986b); Koopman (1984); C-is- 
INFL account (cf. Haider (1986); also cf. deri Besten (1977/83)); the head- 
of-S account (Holmberg (1986); Taraldsen (1986)), etc. See Haider and 
Prinzhorn (1986;eds., introduction) and Holmberg (1986) for some discus- 
sions of these approaches. 
t h a t  i n  V-2 languages,  I -V RR 1s deep-overt ,  i n  c o n t r a s t  t o  t h e  situation 
( 4 5 )  - lancruases 
a .  IVPi b. 
/ \ 
S I vi 
/ \ 
IVi (NP) 
I 
[ -aux 1 
Ensllsh 
IPS C. IPS 
/ \ / \ 
S I ' l  S I" 
/ \ / \ 
I +  VP+ I I  VPi 
I / \  I / \ 
I t a u x l  Vi (NP) [+/-auxl  VL (NP) 
52  Thra insson  (19861, P l a t z a c k  (1986a1, and Holmberg (1986) s u g g e s t  t h a t  V- 
to-C is a c t u a l l y  two-step movemect i n  V-2 languages:  movement t o  INFL and 
then  t o  COMP. P l a t z a c k  (1986a)  a l s o  s u g g e s t s  t h a t  V-to-I head-movement 
r e s u l t s  i n  t r e e  pruning  (VP node d e l e t i o n )  and t h a t  t r e e  pruning  e x p l a i n s  
t h e  o b j e c t  s h i f t  i n  Swedish: an  o b j e c t  N? can  move t o  t h e  l e f t  s i d e  of an  
a d v e r b i a l .  Th i s  s u g g e s t i o n  assumes t h a t  change i n  word o r d e r  i m p l i e s  
s i s t e r h o o d .  
( i )  s 
/ \ 
NP I ' 
/ I \ 
INFLtV adv. comp ( c f .  P l a t z a c k  (1986a ) )  
I n c i d e n t a l l y ,  I-to-V o v e r t  RR a l s o  make a d v e r b i a l s  and o b j e c t s  s i s t e r  nodes 
wi thout  mo t iva t ing  t r e e  pruning  ( s e e  a l s o  Holmberg (1986) f o r  a n  a n a l y s i s  
of o b j e c t  s h i f t . )  
b3 I n  f a c t ,  t h i s  o v e r t  I-to-V RR is a t t e s t e d  i n  I c e l a n d i c ,  a s  d i s c u s s e d  i n  
Holmberg (1986) .  Based on P l a t z a c k t s  (1986a)  proposa l  of two-step head- 
movement, Holmberg (1986) s u g g e s t s  t h a t  t h e r e  is a n  independen t ly  motivated 
V-to-I head-movement i n  I c e l a n d i c  ( a  V-2 language) ,  based on t h e  fo l lowing  
I c e l a n d i c  embedded c l a u s e s  i n  which V-2 is n o t  observed.  
( i )  a .  ad beir  { s e t t u  a l l i r / * a l l i r  s e t t u l  s m j z r i b  i l s skhp inn  
t h a t  t h e y  ( p u t  a u  a l l  p u t )  t h e  b u t t e r  i n  t h e  f r i d g e  
n t h a t  t h e y  a l l  p u t  t h e  b u t t e r  i n  t h e  f r i d g e n  
b. Eg t e l  1 sbn  ( s e n n i l e g a  vera/*vera s e n n i l e g a l  s t e r k a s t a n  a l l r a  
I c o n s i d e r  ( W l v  be be probably)  s t r o n g e s t  o f - a l l  
nI  c o n s i d e r  Jon  probably  t o  be s t r o n g e s t  of a l l . "  ( ( l l c  and 12a 
and b )  i n  Holmberg (1986;86-7)) 
I n  an  embedded c l a u s e ,  a n  a d v e r b i a l  e lement  should  immediately f o l l o w  a 
f i n i t e  verb ,  a s  shown i n  ( i a ) .  On t h e  o t h e r  hand, when a c l a u s e  is 
i n f i n i t i v a l ,  a n  a d v e r b i a l  e lement  may l i e  between t h e  s u b j e c t  and V. This  
aspect is p r e d i c t e d  i f  I c e l a n d i c  a l l o w s  I-to-V deep-over t  RR i n  f i n i t e  
embedded c l a u s e s .  I t  does  not ,  however, seem t h a t  e v e r y  V-2 language a l l o w s  
I-to-V o v e r t  RR i n  embedded f i n i t e  c l a u s e s .  Holmberg shows t h a t  i n  Swedish, 
t h e  r e v e r s e  o r d e r  is grammatical.  We may assume t h a t  I-to-V deep-overk RR 
may n o t  be a n  o p t i o n  f o r  embedded f i n i t e  c l a u s e  i n  V-2 l anguages ,  I n  f a c t ,  
i n  embedded c l a u s e s ,  word o r d e r  v a r i e s  among V-2 languages.  
( i i )  a .  Germn  and Dutch --- Verb f i n a l  
b. Scand ina t ivan  --- S X V.. .  
c. I c e l a n d i c  and Af r i can  Kru --- S V ,.. ( c f .  Holmberg (1986;152))  
I n  V-2 languages, when I is not  f i l l e d  by Vaux in ( 4 5 a )  is ob ta ined  
and otherwise, (45b)  is ob ta ined .  On t h e  o t h e r  hand, i n  Engl i sh ,  o n l y  
( 4 5 c )  is ob ta ined  i n  syntax ,  whether o r  n o t  I is f i l l e d  wi th  Vaux. Thus 
t h e  I-to-V deep-overt  RR i n  V-2 languages,  a s  shown i n  (45a and b )  e x p l a i n s  
why V and I a r e  always amalgamated i n  an  environment i n  which Aux-inversion 
a p p l i e s  i n  non-V-2 languages,  u n l e s s  I is f i l l e d  by a modal o r  by Vaux. 
The I-to-V deep-over t  RR i n  V-2 languages p r e d i c t s  some p r o p e r t i e s  of 
V-2 languages.  F i r s t ,  V-2 languages would n o t  ( o r  need n o t )  employ t h e  
dummy a u x i l i a r y  v e r b  gQ s i n c e  I is always suppor ted  by V o r  by Vaux. 
Second, t h e y  would n o t  e x h i b i t  r u l e s  governing VP when INFL is n o t  f i l l e d  
wi th  Vaux. I n  f a c t ,  t h e s e  p r e d i c t i o n s  seem t o  be borne o u t  s i n c e  V-2 
languages i n  f a c t  do n o t  employ t h e  a u x i l i a r y  & or  t ransforna t ions  r e f e r -  
r i n g  t o  t h e  VP node (when I is no t  f i l l e d  by Vaux o r  a modal) .54 
A t  t h i s  po in t ,  we should  ask  what a s s i g n s  NOM when I V L  forms an  M/R- 
complex word i n  s y n t a x  s i n c e  an U/R-complex word can  a s s i g n  o n l y  one Case. 
IVL can  a s s i g n  o n l y  one Case (ACC, s i n c e  V is t h e  s-head)  bu t  cannot  a s s i g n  
NOM. This  dilemma can  be so lved  i f  Case is as s igned  b e f o r e  deep-overt  I -  
s' As Harry Leder ( p . c . )  has  informed us,  i n  S tandard  German, VP prepos ing  
is p o s s i b l e  o n l y  when a main ve rb  is preceded by Vaux, a s  shown i n  ( i ) ;  it 
is imposs ib le  when a main v e r b  is no t  preceded by Vaux: ( i i )  is p o s s i b l e  i n  
Swiss German, which does  n o t  e x h i b i t  V-2, a s  shown i n  ( i i b ) ,  bu t  t h e  
s e n t e n c e  i n  ( i i a )  is n o t  observed i n  S tandard  German. 
( i )  [ ~ p  d i e  Maria g e k i s s t l  h a t  Hans n i e  (S tandard  German) 
t h e  Mary k i s s e d  have John never  
wJohn has  never k i s s e d  Mary." 
( i i )  a .  [VO d f ~ s n d  wasche I t u e t  d e  Hans n i e  (Swiss  German) 
t h e  hands wash do t h e  John never  
"John never washes h i s  hands." 
b. d t ~ z n d  t u e t  de  Hans n i e  wasche 
t h e  hands do t h e  John never  wash 
w H i s  hands, John never w a ~ h e s . ~  
Th i s  is p r e c i s e l y  what we p r e d i c t :  because of I-to-V deep-overt  RR,  when I 
is n o t  f i l l e d  by Vx, a VP node is no t  a v a i l a b l e  i n  syn tax .  Reuland (1987) 
a l s o  n o t e s  t h a t  German l a c k s  &-support, t a g  ques t ions ,  and VP d e l e t i o n .  
to-V i?R applies in V-2 languages or, more generally, in languages which 
allow I-to-V deep-overt RR. There can be two versions of 'deep-Case 
assignment' mechanism. Deep-Case assignment can be achieved at theta- 
structure in terms of Case-theta-role association in the following way.ss 
( 4 6 )  ( ..Th%, .. Thd ,... ) 
I I 
C z C, where Th = theta-role and C = Case 
Deep-Case assignment can also be achieved at the level of (configurational) 
lexical structure in Hale's (1986) sense in which theta-structure is 
realized (in certain languages). Adopting the first mechanism of deep- 
Case assignment without arguments, we suggest that (structural) CaseB6 is 
assigned at thcta-structure in V-2 languages in terms of neutral Case: 
logical subjects and logical objects are associated with neutral Case, 
which may be realized either as NOM or as ACC, depending on the syntactic 
governors of theta-roles or depending on the synctactic positions of theta- 
roles.s7 Remember that the subject status remains intact even under overt 
3s This is usually assumed in the literature to explain quirky Case which 
Lieber (1979) calls lexical Case (lexically-governed Case) (cf. Choe 
(1985a)) or to describe inherent Case (thernatically-governed case) (cf. 
Belletti and Rizzi (1986)). 
bC In English, structural Case is assumed to be assigned in syntax, 
referring to configurational structure. Thus structural Case in English is 
not obtained by a deep Case-assignment mechanism. Let us suggest that UG 
includes parameterization concerning the levels of the assignment of 
structural Case. In V-2 languages, both Case, structural or inherent, is 
assigned by a deep Case-assignment mechanism while in English, structural 
Case is assigned in syntax. If deep Case-assignment is an option of UG, 
then it may be that inherent Case is universally assigned by a deep Case- 
assignment mechanism. If that is so, all the instantiations of inherent 
Case in non-V-2 languages and in V-2 languages are associated with theta- 
roles at theta-structure while the levels of structual Case assignment may 
differ depending on whether a language employs V-to-I surface-overt RR or 
deep-overt RR. 
s7 TO explain expletive subjects assigned structural Case in V-2 languages, 
we suggest that expletive elements, which have no semantics enough to be 
assigned theta-roles, are assigned neutral Case in the Lexicon. Since 
neutral Case should be properly licensed in syntax, expletives should also 
C-to-I RR (cf. RR conventions in Chapter 3). Thus neutral Case governed by 
INFL/V is rzalized as NOM/ACC; INFL licenses the neutral Case of the 
subject and V the neutral Case of the object. We reason that the Case 
feature of the non-s-head ([tSCI) can license Case in [NP,VPI or [NP,IPI 
positions even though it cannot gssicjq Case. In short, we suggest the 
following: First, I-V deep-overt RR should be accompanied by the deep-Case 
assignment of structural Ca~e.~. Second, in V-2 languages, structural Case 
in terms of neutral Case is assigned at theta-structure and checked (or 
licensed) in the position governed by an appropriate governor with Case 
feature in syntax. Third, if a language employs a deep-overt I-to-V RR, it 
employs a deep (structural) Case assignment mechanism and a Case checking 
system. s9 
Let us further suggest that in languages in which (structural) Case is 
checked (rather than assigned) in syntax, quirky Case tends to be employed. 
In fact, V-2 languages, if rich case-marking systems are employed, exhibit 
quirky Case.60 We suggest that quirky Case is assigned by a deep-Case 
assignement mechanism, but differs from neutral Case in that quirky Case is 
specifically determined at the level of assignment but not at the level of 
appear in Case positions in V-2 lang~ages and they do. 
5a In Section 4.4., we show that Hungarian also employs I-to-V deep-overt 
RR. We predict that Hungarian also employs deep-Case assignment of struc- 
tural Case. In fact, it has been suggested by Kiss that Hungarian Case is 
assigned in Lexical Structure in Halets sense forming Case hierarchy 
associated with theta-roles. 
But we are not suggesting ( i ) .  
( 1 )  If a language employs a deep structural Case assignment, then it 
employs I-to-V RR. 
We leave open whether this is the case. 
Among V-2 languages, German (and Dutch), Old English and Icelandic show 
clear cases of quirky Case. The lack of a rich case-marking system in 
Norwegian, Swedish, and Danish (for example) fails to tell us whether these 
languages employ quirky Case. 
licensing. Qirky Case is also like structural Case such as NOH and ACC in 
that it should be licensed by a governor that has the Case feature although 
the governor does not determine Case. Thus, an argument with quirky Case 
can move to a Case position through A-movement but quirky Case is preserved 
in passive or raising construction, as we see in the German example (also 
see Thrainsson (1979; 352-3 for example) for Icelandic facts).61 
( 4 7 )  a. hjglpa honum 
I help bim-dat 
b. Honum er hjdlpa~ 
veriD hjnpaIl 
I believe m - d a t  to-have been helped 
d. Honum er taliD hafa veriD hjdlpaD 
He-dat is believed to-have been helped ((4.21) in Marantz (1984;- 
134); oringally from Levin (1981)) 
To conclude, it seems that the employment of quirky Case and the employment 
of V-to-I deep-overt RR go together.s2 In fact, there is diachronic 
evidence to support this conclusion, 
During the Middle English period, quirky Case or case endlngs, which 
were employed in Old English, were lost (cf. Lightfoot (1979); Lieber 
(1979;687)). It is interesting from our point of view that Old English 
also shows V-2 order.=' It seems that the loss of quirky Case and the loss 
6 x  In languages with deep-Case assignment of structural Case, when Case 
associated with a theta-role is not licensed by a governor without Case 
feature, r ~ s e  would have the properties of inherent Case (cf. fn. 5 6 ) .  
6 2  We assume (ia) (which implies (iia) but not (ib) (which implies (iib). 
( i )  a. If a language employs quirky Case, then it employs I-to-V RR 
b. If a language employs I-to-V RR, then it employs quirky Case. 
(ii) a. If a language employs quirky Case, then it employs deep structural 
Case assignment. 
b. If a languages employs deep structural Case assignment, then it 
employs quirky Case. 
It seems that whether (ib) (and (iib)) hold is an empirical question. 
'' Some examples are illustrated below. 
(i) a.  Hicele Ding abaedon Da maeran apostolas aet Dam halgan Faeder ... 
great things asked the great apostles at the holy Father ... 
"Great things the great apostles asked of the holy Father ... 
of V-2 took place at the same time. According to Visser (1969;1523),64 in 
Mlddle E n g l i ~ h , ~ ~  when an object was preposed (topicalized), "the construc- 
tian with periphrastic dQ t inversion was as usual as that with straight 
word-order with and without dQ: 'These books did he sell,' 'These books he 
sold,' 'These books he did sell.'w We suggest that I-to-V deep-overt RR 
became I-to-V surface-overt RR (as in present-day English) during the 
Middle English period and thereby Middle English began to employ & 
support. V-to-I amalgamation must have been optional during the early 
period of Middle English since even when I is not filled by a modal or by 
Vaux, 'These books he did sell1 is also possible. We reason that when I- 
to-V surface-overt RR is employed (i.e., when the auxiliary $Q is employ- 
ed), the parameterization concerning Case assignment is also employed, 
i.e., configurational structural Case assignment (instead of the deep 
structural Case assignment that triggers the employment of quirky Case) is 
employed. When structural Case is assigned configurationally, quirky Case 
( a  type of structural Case) is not available. 
4.1.3.2.2. C-to-I RR 
Now, given I-to-V deep-avert RR in V-2 languagues and I-to-V surface- 
overt RR in non-V-2 languages, V-2 and Aux-inversion can be explalned by C- 
to-I deep-overt RR, which triggers Aux-inversion. As we argued in subsec- 
b. Hweie wite wene we Daet se felaspraecea scyle habban? 
what punishment j&J we that the loquacious shall have 
"What punishment do we think that the loquacious shall have?n 
( ((75) and (72) in Allen (1980); orginally from W i e s  of Aelfric 
!Pope,ed.; VIII;73) and from Kins w e d ' s ;  West-Saxon V e u n  of  G r e q o s  ' 
1 CareN (Sweet,ed.;281)) 
cited by Holmberg (1986;149). 
and in the first three centuries of the Modern period (Visser (1969)). 
tion 4.1.2., Aux-inversion in a certain environment in some Romance 
languages is obtained by deep-overt C-to-I RR. We thus suggest that both 
V-2 and Aux-inversion are obtained by C-to-I deep-overt RR deriving (48) 
from (45). 
(48) a. CIPi 
/ \ 
SPEC CI ' %  
/ I \ 
/ I \  
CI S VP' 
/ \ 
V' ... 
C I W 1  
/ \ 
SPEC CIV'' 
/ I \  
/ I \ 
CIV' S 0 
In V-2 languages, CI-to-V covert RR applies, as shown in (48a), when I is 
filled by Vaux or by a modal. CI-to-V overt RR applies, as shown in (48b), 
when I is not filled by Vaux or by a modal. In English type languages, C- 
to-I deep-overt RR applies, as in (48a), whether or not I is filled by Vaux 
or by a modal. In English, CI is, therefore, realized either as gQ (by dp- 
support) or by Vaux for certain reason that we will discuss below. Hence, 
V-2 and Aux-inversion in V-2 languages and English languages are obtained 
by C-to-I deep-overt RR thorough the parameterization of the levels of I- 
to-V RR application. 
Remember that C-to-I RR makes features of I percolate up to C projec-, 
tions so that a CP is open: a verbal feature percolated from V is also 
percolated to C whether C, I, and V are morphologically amalgamated. When 
C is not RRed, C makes the I-V projection closed so that CP can be a proper 
argument of a predicate. Suppose the following prin~iple:~' 
sC If NP is not a projection of N but a projection of a functional category 
that selects an NP (i.e,, DP or KP; Abney (1987) and Hale (l.987; class 
lectures)), then (49) is generalized as (la); the definition of open 
argument may be given as in (ib) accordingly. 
( i  a. The maximal projection a is a closed argument iff it is not a 
projection of the lexical features ([+/-N,+/-VI) 
b. The maximal projection a is an open argument iff it is a projection 
of the lexical features ([+/-N,+/-VI) 
(49) Closed arguments are governed. 
def. = the maximal projection a is a closed argument iff a is not a 
projection of [+V1 
Then a matrix C would always be linked with I by RR since a matrix C 
projection is not governed by an X-headsc7 The notions of open and closed 
arguments suggest that C-to-I RR should apply in matrix clauses since 
matrix CPs are never governed. Although a matrix clause always triggers C- 
to-I RR to be open, the principle given in (49) does not explain the overt 
version of C-to-I RR. 
As for a possible motivating factor for C-to-I - RR, we 
suggest that the property of C is motivating C-to-I RR. When the SPEC of 
CP is an operator scope position, C is categorially dependent upon INFL- 
[+Tense1 and I is morphologically dependent upon C, so that C-to-I deep- 
overt RR is motivated and therefore subject-INFL inversion is obtained. In 
short, we suggest that when the SPEC of CP is an operator scope position 
(or when a matrix clause is yes-no interrogative), C, which we call Cwh, is 
categor ially dependent upon I [+Tense I overtly and I [+Tense I is morphologi- 
cally dependent upon C,h. The present analysis of the V-2 phenomenon 
implies or suggests that the degree of 2honological or semantic trichness' 
of categorical dependency relations differs depending on triggers and 
targets (also cf. Appendix I11 of Chapter 3): Cwh is categorially depen- 
dent upon finite INFL while null C may not be dependent upon INFL[-Tense1 
(as in control construction). Thus, we obtain V-2 order and Aux inversion 
C 7  Kayne (1982) suggests that infinitives in general do not need complemen- 
tizers since they take INFL that is not [+VI. Unlike Kayne's (1982) 
orglnal suggestion, our argument refers rather to some intrinsic character- 
istics of all types of complements. Whether an argument Is a projection of 
[tVI or that of [-V1 is an obtained property. Note that V is always 
projected up to CP and I-to-V RR is obligatory in every clause. C, null or 
overt, may make lnflnitive complements closed unless C-to-I applies (cf. 
control verbs versus raising verbs). 
in the following way. In English (48a), auxiliary verbs appear in CIS 
position, and a main verb lie in Vi. Cwt, will trigger A-bar movement of 
some element into the SPEC of CP. In V-2 languages, either V ( 4 8 t )  or Vaux 
(48al appears on the left side of the subject and A-ba: movement of some 
element into the SPEC of CP applies unless sentences are yes-no interroga- 
tive. 
One question we can raise is that of why C-to-I RR should be overt. 
We suggest, by analogy with the locality principle of Focus assignment in 
Hungarian (cf. Horvath (1986); also cf. Section 4 , 4 , ) ,  that operators (the 
head of' an A-bar chain) should be licensed by their scope markers and that 
the scope markers must contain a verbal (lexical) element. We reason that 
C alone is not strong enough to be a scope marker.6e If that is so, C-to-I 
RR must be deep-overt, if the scope of operators is to be licensed in 
syntax. The proposal explains why V-to-CIi is blocked in English at the 
surface:s9 In syntax C I k  should be supported by a verbal/lexical element 
to be a proper scope licenser or assigner and therefore & is inserted in 
syntax.70 Then, in the PF component, V-to-CIi is automatically blocked as 
it is in the cases in which CIL is filled by a modal or by Vaux. 
If a deep-overt version of C-to-I RR in certain environments is trig- 
gered by the locality principle of Scope licensing171 the secgnd difference 
C-to-I RR would suffice to make C verbal since I, through I-to-V RR, 
possesses the formal feature [+V1 that is also transmitted to C. 
Notice that &-insertion after C-to-I overt RR applies is not blocked by 
any specific mechanism. 
70 Note that since V-to-I RR is surface-overt or V-to-I head-movement 
applies in the PF component) in English, V-movement is not an option to 
make I a proper scope licenser. 
71 By locality, we mean hierarchical locality but not string locality. In 
the Kru languages that employ the head-final parameter for the CP category, 
as Koopman (1984;93) argues, a wh-element (a in (i)) appears in the first 
between English and V-2 languages with respect to Topicallzation ( c f .  (40)) 
can now be explained in the following way: a Topic element in V-2 languages 
should be licensed by an (overt) verbal/lexical C, while a topic element in 
English can be licensed by a non-overt verbal or lexical C for reasons 
probably related to the different propertles of topic elements in different 
languages. 
So far, we have discussed V-2 and Aux-inversion in terms of RR. The 
core aspect of the V-2 phenomenon and Aux-inversion is nicely explained in 
terms of overt/covert C-to-I and I-to-V RR in matrix clauses. One advant- 
age of the present analysis is that V-2 is no longer derived by a rule 
specific to V-2 languages, but is derived from the parameterization on the 
levels of rule application of the same rule that non-V-2 languages also 
employ. 
4.1.4. The ACC-lng construction 
Given the syntactic position and the notion of RR, the constxuctlon 
called ACC-i. construction in English is worth examining because it shows 
some aspect of open arguments. Assuming that the ACC-hg phrase is senten- 
position of the sentence and a C element (WH in (i)) whether it is CI or C) 
appears, in the final positl,on of the sentence. 
( i )  a. aldr ~ b f f  yi'[ell ye la 
who Kofi saw 
0 - 
PART WH nWho did Kofi see?" 
b. *al& gugu n$ ~ a f f  y8'~~~l ye' ld 
who you thiink NA Kofi see PART WH 
"Who do you think Kofi saw." ((45-46a) in Koopman (1984;35)) 
7 2  In head-final languages, neither V-2 or Aux-inversion is observed since 
whether overt C-to-I RR applies, S and V-I never change their string order. 
In languages with a mixed head-parameter for CP and IP categories, word 
order would differ, depending on whether C-to-I RR is overt or covert and 
depending on how the head-parameter in CIP RRed projections which instan- 
tiate a mixed head-parameter is determined (cf. fn. 54 in Section 3.3.). 
tialI7' we suggest that ACC-ins construction is derived by V-to-V covert RR 
(L), which COOCCUIS with I(-inq)-to-V RR ( 3 ) .  
( 5 0 )  VPL 
/ \ 
Vl CPL 
I / \ 
I SPEC CI1 
I / \ 
I c IP' 
I I / \ 
I 0 s I 'l 
I A / \  
I I 1 VPL 
ACC 1 / \ 
Consider one example of typical A C C - b  data. 
(51) John hates [(the boy/himl studying in the library]. 
The first aspect of an NP-rn phrase is that the semantics and syntax of 
the NP-rn phrase differ depending on its matrix verbs (cf. Chomsky 
(1957) 1 .  Compare the following with (51). 
(52) a. John knows the boy studying in the library. 
b. John found the boy studying in the library. ((103) in Chomsky 
(1957)) 
The verb selects an NP complement; N P - u  forms an NP with the V-ins 
modifier (relative clause) in (52a). The verb found can select a small 
clause (as well as an NP complement); NP in the NP-Ltl9 phrase is an ECMed 
7 3  Here we will not discuss (P0SS)essive-u construction, which is 
nominal-like. See Wasow and Roeper (1972); Horn (1975); Williams (1975); 
Reuland (19831 for the sentential and nominal aspects of ACC-bns and POSS- 
constructions; see also Akmajian (1977) for arguments against the 
clause-nature of ACC/NP-L119. clauses and Ruland (1983) for an argument 
against Akmajian. Some clear pieces of evidence for the sentential aspects 
of the ACC-rn construction are: It may contain sentential ndverbials (cf. 
Williams (1975) and it may contain quasi-argument like weather-k or 
expletive there (cf. Reuland (1983)). 
( i )  John probably being a spy, Bill thought it wise to avoid him. 
(ii) a. You may count on there being a lot of trouble tonight. 
b. I wouldnlt count on it raining tomorrow. ((15, 18-9) in Reuland 
(1983) 
For some other recent analyses of the ACC-ins construction, see Reuland 
(1983) and Abney (1987). 
NP (small clause). The verb h,&g triggers the ACC-l,ng construction (or an 
NP), which differs both from (52a) and from (52b). Putting aside the case 
of NP-lng as an NP category for the time being, let us discuss (51) and 
The ACC-lng construction has some similar properties to the ECH 
construction: Binding and wh-movement in (53-54b) behave in the same way as 
in (53-54a), in which the NP-lng instantiates the small clause ECM cons- 
(53) a. Who did John find studying in the library? 
b. Who does John hate studying in the library? 
(54) a. John found himself studying in the library. 
b. John hates himself studying in the library. 
We have shown that C-to-I RR applies in the ECM construction. One might 
thus suggest that in the ACC-lng construction, C-to-I RR also applies. In 
fact, INFL has no Case feature, being [-Tense,-Agrl, and therefore Case 
(ACC) should be assigned by a matrix V (through NP-adjunction), as in the 
ECH construction. (Note also that Case feature percolation does not make 
a Case-assigner since INFL in English is not as strong as INFL in 
Italian.) There are, however, some differences between A C C - b  and ECM 
constructions. The differences between these two NP-& phrases are syn- 
tactically confirmed with respect to passivization, scope, and the notion 
of government (cf. Chomsky (1957;103); Reuland (1983;112)). 
(55) a. The boy was found studying in the library (by John). 
b. *The boy was hated studying in the library (by John). 
(56) a. John found everybody studying in the library. (wide) 
b. John hates everybody studying in the library. (narrow) 
7 4  (53-54b) are our versions of Reulandts (19831 data: 
(i) a. the only one who we'd favor t studying linguistics is John 
b. the architects favored [each other being placed upon the investiga- 
tions committee1 ((30b) and (29) in Reuland (1983;112)) 
Judgments on the data in (53-54b) may differ depending on idiolects. 
(57) a .  *John found PRO studying in the library. 
b. John hates PRO studying in the library. 
In the ECM constrgction, since a matrix V is a (Case-)governor of an 
embedded NP by ECM, A-movement (passive) is possible; scope is also 
explained because the landing site of a quantifie~ is a matrix IP (if the 
domain of QR is an IP which contains a quantifier (cf. May (1977;19851).7s 
Since a matrix verb is available as a governor, PRO is excluded. However, 
the ACC-Lng construction shows opposite properties in these three respects. 
The scope fact in ( 5 6 )  suggests that NP must lie within an embedded IP 
while the binding fact in (55) suggests that NP must have a governor 
outside of an embedded clause (probably a matrix V since NP is assigned 
ACC), given the notion of a minimal binding domain for an NP containing a 
governor of that NP. The possiblity of PRO and the impossiblity of A- 
movement (57 and 55) show that a government link between a matrix V and the 
NP may be weak. 
If a 'restructuring' verb resists passivization, as we will suggest in 
Section 4.2 that the matrix V in the ACC-ins construction must be a V-to-V 
RR ('restructuring') verb, because passive does not apply in the A C C - i n s  
construction. Thus we first suggest that V-to-V covert RR takes place and 
therefore that a matrix V can assign Case across C, which is [tCDI. V-to-V 
RR must be covert, given the word order V NP V - b .  Although V-to-V RR is 
covert, V-LEb9 amalgamation seems to be derived by I-to-V deep-overt RR, 
since VP-movement is not attested (although some is marginally acceptable). 
(58) a. *Study linguistics, we'd favor him doing. 
b. *What we'd favor him doing is study linguistics. (VP-movement 
version of Kayneqs examples) 
7b Note that we are assuming that ECMed NPs in English are derived by NP- 
adjunction to a matrix VP (cf. subsection 4.1.2.). 
We suggest that the domaln of V-to-V RR and the domain of s - t o - V  head- 
movement overlap. If IV (which is realized as V - b )  forms an M/R-complex 
word in syntax, IVi would also be available as a Case-assigner to an 
embedded subject (when V is intransitive] since I would not induce the MC 
(cf. Romance causative construction), given the V-to-V RR. 
There is, however, some evidence that the V-to-V RR dependency and the 
I(*)-to-V RR dependency are Independent of each other: I-to-V RR 
triggers the I(*), dependency relation and V-to-V RR the Vi-dependency 
relation. Consider configuration (50). In ( 5 0 ) ,  V can assign ACC under 
its government domain. Since the embedded subject comes under the govern- 
ment domain of V, the subject can be assigned ACC from V. If so, then we 
cannot explain the binding fact in (54): Since the governor of an embedded 
subject is within an embedded clause, we predict that a pronoun coreferen- 
tial with a matrix subject will appear in the embedded subject position but 
this prediction is not borne out: *John% hates U~studvinq in the 
librarv. It seems that V-iui 1s not available as a potential governor of 
an embedded subject. 
We suggest that the I-V1 RR dependency derived by properties of 
(and accompanied by head-mcvement, forming an M/R-complex word in syntax) 
is obtai~ed independently of the V-Vi dependency derived by the Lexical 
properties of a matrix verbi. IVP,' can then form a barrier for an 
embedded subject so that an embedded subject of the A C C - b  construction is 
strictly governed by a matrix verb.'= If this is right, the ACC-ins 
construction suggests that the domains of the two RR dependencies may 
overlap and that a short dependency may cut the government domain of a long 
7 5  In the ECM construction, CIS would induce the MC so that a matrix V 
could not govern an embedded S in-situ. In the A C C - a  cor~struction, since 
V and C/I are RRed, C or I would not induce the MC. 
dependency. Thus while  V-to-V RR makes t h e  ACC assignment  from a  ma t r ix  
ve rb  p o s s i b l e ,  - inq-to-V RR b locks  government from an embedded V.77 
Since  t h e  V-to-V RR i n  t h e  A C C - b n s  c o n s t r u c t i o n  is c o v e r t  i n  syn tax ,  
we expec t  wh-movement t o  be p o s s i b l e  s i n c e  t h e  SPEC of C is a v a i l a b l e  a s  an 
escape  ha t ch  I c f .  53) ;  we a l s o  expec t  on ly  t h e  narrow scope t o  be a v a i l a b l e  
s i n c e  t h e  IP node is p r o j e c t e d  ( c f .  5 6 ) .  I f  a minimal b inding  domain f o r  
an  NP is t h e  ma t r ix  c l a u s e ,  an anaphor coindexed wi th  a  ma t r ix  s u b j e c t  is 
7 7  Thi s  s i t u a t i o n  can  be found i n  o t h e r  c o n s t r u c t i o n s :  t h e  ACC-bns phrase  
and a  small c l a u s e  wi th  t h e  o v e r t  s u b j e c t  i n  s u b j e c t  p o s i t i o n s  a r e  obta ined  
i f  I-to-C RR 1s p o s s i b l e  a s  r e p r e s e n t e d  i n  ( i a )  and ( i b ) .  
( i )  a .  [CO Ci lEO Them t r y i n g  t o  s i n g  a  song11 f z i  was1 j u s t  t o o  h o r r i b l e .  
( ( l d )  i n  Reuland (1983 ; lO l ) )  
b. [CP Ci [ [John s i c k 1  [ i s ]+  a n  unp leasan t  s i g h t  1 1 .  ( c f .  S a f i r  
(1983);  Chornsky (1987;c lass  l e c t u r e s )  
We sugges t  t h a t  c e r t a i n  v e r b s  such  a s  t r i g g e r  I-to-C RR s o  t h a t  can 
a s s i g n  Case t o  them. (But n o t i c e  t h a t  we l eave  open why t h e  s u b j e c t - t o -  
s u b j e c t  r a i s i n g  of a  s m a l l  c l a u s e  is p o s s i b l e  ( c f .  S a f i r  (1983)l.l 
Consider  t h e  fo l lowing  d a t a .  
( i i )  John kep t  walking s lowly,  whi le  {PRO/*the r a i n )  drenching  t h e  road 
( w i t h  i n s e c t i c i d e s ) .  ( (60c  and d )  i n  Reuland ( 1 9 8 3 ) )  
Suppose t h a t  c e r t a i n  p r e p o s i t i o n a l  complementizers (yhile.) have t h e  Case 
f e a t u r e  ( [ t S C I ) .  Then whi le  can  a s s i g n  Case. However, even i f  whi le  has 
t h e  Case f e a t u r e  [ tSCI ,  i t  cannot  a s s i g n  Case t o  NP because of t h e  a - V i  
( t h a t  induces  t h e  MC). Suppose t h a t  a d v e r b i a l  c l a u s e s  can  be headed by a  
f u n c t i o n a l l y  weak p r e p o s i t i o n a l  C s o  t h a t  t h e  C is p h o n e t i c a l l y  n u l l  and 
c a t e g o r i a l l y  dependent upon I .  Then C-to-I RR a l l ows  Case assignment  from 
C s i n c e  I induces  t h e  MC. 
( i i i )  John kep t  walking s lowly ,  tcoi  O[tSCI t z p i  t h e  r a i n  drenching  t h e  
r o a d l l .  ( c f .  ( 6 0 )  i n  Reuland ( 1 9 8 3 ) )  
The a n a l y s i s  of ( i i i )  has  a n  appa ren t  problem. S ince  t h e  governor  of 
t h e  r a i n  l i e s  o u t s i d e  of t h e  IF, t h e  ma t r ix  CP would be a  minimal domain 
f o r  an  embedded NP, a s  we s e e  i n  t h e  c a s e  of ( i v ) ;  fe& a n  element  ous ide  
of IP, is a  governor  of a n  embedded s u b j e c t  s o  t h a t  t h e  ma t r ix  c l a u s e  is a  
minimal domain. 
( i v )  Theyl would p r e f e r  f o r  (each  o the r r /* theml l  t o  win. 
However, a s  Reuland n o t i c e s ,  i n  ( v ) ,  a  ma t r ix  s u b j e c t  can  be c o r e f e r e n t i a l  
wi th  an  embedded pronoun and an embedded anaphor cannot  be bound by a 
ma t r ix  s u b j e c t ,  u n l i k e  ( i v ) .  
( v )  a .  Roddyl t r i e d  t o  avo id  E la ine ,  [hel / ,  be ing  a  confirmed b a c h e l o r ] .  
b.  *The boys+ kep t  looking  f o r  E l a i n e  and Nancy, each  o t h e r s  fo l lowing  
a t  a  d i s t a n c e .  ( (57-58)  i n  Reuland ( 1 9 8 3 ) )  
We may, however, assume t h a t  t h e  c o n t r a s t  between ( i v )  and ( v )  is t r i g g e r e d  
f o r  a  r ea son  g iven  i n  ( v i ) ,  g iven  t h e  f a c t  t h a t  ( i v )  c o n t a i n s  a  complement 
CP whi le  ( v )  c o n t a i n s  a n  a d j u n c t  CP. 
( v i )  CP may form a  b ind ing  domain when it is c o t  governed. 
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allowed (cf. 5 4 ) ,  as in the ECM construction. Finally, suppose that V-to-V 
RR is optional so that a matrix verb will not necessarily Case-govern an 
embedded subject. If no V-to-V RR applies, then C and I would induce the 
MC. Thus, the possiblity of PRO (cf. 57) is explained, given that C and 
I[-Tense,-Agrl are not proper governors: no V-to-V RR applies and therefore 
no ACC assignment from a matrix verb is obtained. 
So far, we have discussed the idea that the ACC-ln,g convlruction 1s 
obtained by two overlapping dependencies: the V-to-V covert RR and the I(- 
u)-to-V (deep-overt) RR. The interaction of these two dependencies 
rather nicely explains the 'mixed' properties of the A C C - i n 9  construction: 
it differs from the ECH construction (cf. V-to-V RR), on the one hand, and 
from the trestructuringt construction on the other hand (cf. u - t o - V  RR). 
4.1.5. Tree pruning; deletion 
One more linguistic phenomenon that falls under the explanatory domain 
of RR is a phenomenon which used to be described in terms of tree pruning 
(for example, --deletion; $0 be deletion in Ross (1967)). In this 
subsection, we discuss the u-deletion construction for illustrations. 
Consider the following. 
( 5 9 )  John knew [the boy a i n g  in -1. (VP) 
N P - r n  phrases, as we have seen, are structurally ambiguous. The unarnbi- 
guity of (59) is obtained by selectional restrictions of the verb m, 
which selects an NP (and a CP). The V-Lng subphrase modifies an NP, whose 
semantics are the same as that of relative clauses and hence deletion 
is motivated. In fact any phrases that can be followed by Wch/who is 
(except for predicate NP'S)'~ occur 3n the rlght side of an NP. The 
categories of NP modifiers vary, as shown below. 
(60) a. John knows the boy w e d  by an enemy. (VP) 
b. John knows the boy gn the b u .  (PP 
c. John knows the boy aeneraus about evervthinq. (AP) 
d. *John knows the boy a doctor. (NP) 
e. The problem that John is too S ~ U D ~ Q  is not new. (CP) 
Since the projection principle (on X-heads) would not allow whiz 
deletion, one may suggest that XPs are simply adjoined to NPs, like a 
relative clause in which a CP is adjoined to a head NP. In fact, the XP of 
the N P t X P  sentence in (60) turns out to be CP under the present framework. 
If every predicate is automatically projected up to CP, as we suggest (the 
syntactic position in Chapter 3 ) ,  the NPtXP structure (60a and c) should be 
NPtCP, which is syntactically the same as relative clauses. Semantically, 
in (60b and e ) ,  the PP and CP have the predicate reading (the boy is on the 
bench; f;be ~ r o b l e m  is that John is too s t u a ) .  Thus, all instantiations 
in (60) should be considered as containing relative clauses in which C (and 
I )  are not phonetically realized and null operators are contained. 
(61) NP 
/ \ 
NP i CP 
/ \ 
SPEC C t  
I / \ 
OPi Cii IPi 
I / \  
o s 1'1 
I / \  
ti VPi 
I / \  
V,i . . 
In (61), S is not assigned NOM because -ins does not assign Case and 
no other Case-assigners are available. Thus let us suggest that PRO is 
'" In the case of (60~1, the AP phrase should be long enough: *John knows 
the bov w o u s .  We have no explaination for this. 
gene ra t ed  i n  t h e  L p o s i t i o n  s o  t h a t  no ~ - o p e r a t o r  appea r s  and moves 
through A-bar movement, o b t a i n i n g  a n  index of t h e  head NP through t h e  
p r e d i c t i o n  r e l a t i o n  between NP and CPL. PRO-operator-movement t o  t h e  SPEC 
of CP would v i o l a t e  t h e  ECP s i n c e  is not  antecedent-governed by t h e  PRO 
o p e r a t o r  because of C. Thus, we mot iva te  C-to-I RR; i f  C-to-I RR a p p l i e s ,  
t h e n  C does  no t  induce t h e  MC and PRO-operator-movement s a t i s f i e s  t h e  ECP. 
I-to-V RR should  be independent  of C-to-I RR s o  t h a t  V does  no t  a s s i g n  Case 
t o  S i n  t h e  c o n f i g u r a t i o n  (61) because of C t h a t  would induce t h e  HC. 
Th i s  approach, however, undermines t h e  t h e s i s  t h a t  v a r i a b l e s  a r e  Case- 
marked ( c f .  Chornsky ( 1 9 8 1 ) ) .  We sugges t ,  by ana logy wi th  PRO i n  a ungo- 
verned p o s i t i o n ,  t h a t  PRO o p e r a t o r s  base-generated i n  non-Case posit on^^^ 
a r e  h i g h l y  r e s t r i c t e d  i n  t h a t  t h e y  occur  o n l y  i n  c o n t e x t s  s o  t h a t  non- 
Case-marked t r a c e s  a r e  a l s o  s o  r e s t r i c t e d .  The t h e s i s  t h a t  PRO-operators 
a r e  base-generated i n  t h e  - i n 4  c o n t e x t s  seem t o  be e m p i r i c a l l y  suppor ted .  
Consider t h e  fol lowing:eo 
( 6 2 )  a .  I know [MR t h e  boy t o  meet] .  
b. *I know [ W P  t h e  boy t o  meet Maryl. 
( 6 3 )  a.  *I know [ W R  t h e  boy meet ing] .  
b. I know [UP t h e  boy meeting Maryl. 
I n  (621, a v a r i a b l e  must  be i n  t h e  o b j e c t  p o s i t i o n ;  i n  ( 6 3 ) ,  it must  be i n  
t h e  s u b j e c t  p o s i t i o n .  We sugges t  t h a t  t h i s  p r o p e r t y  has t o  do wi th  t h e  
government p r o p e r t y  of -: -ins a l lows  a  PRO o p e r a t o r  w i t h i n  t h e  IP  
7 s  Note t h a t  PRO need no t  be Case-marked. 
O 0  According t o  Howard Lasnik ( p . c . ) ,  ( 62b)  is not  s o  ungrammatical and t h e  
fo l lowing  ( l a )  is a c c e p t a b l e .  
( i )  a .  I  know t h e  man t o  s o l v e  t h e  problem. 
b. I saw t h e  man t o  s o l v e  t h e  problem. 
However wi th  a d i f f e r e n t  matrix verb,  t h e  s e n t e n c e  is ungrammatical, a s  we 
s e e  i n  ( i b ) .  We w i l l  n o t  a t t e m p t  t o  e x p l a i n  why such a  c o n t r a s t  i n  ( i a )  
and ( i b )  is obta ined;  we s imply  s p e c u l a t e  t h a t  t h e  c o n t r a s t  has t o  do wi th  
t h e  seman t i c s  of a matrix verb,  and t h e r e f o r e  w i th  t h e  s y n t a x  of t h e  
s t r u c t u r e  c o n t a i n i n g  it. 
projection (as in the ACC-rn construction) when the subject position is 
not assigned Case, but does not. Thus (62b) is not acceptable since to 
does not license a PRO operator and allows PRO in subject position. 
If -ins can license a PRO operator, we expect that PRO in the ACC-hns 
construction is actually a PRO operator when V-to-V RR does not apply: I 
hate top PROl C [ro ti hitting a dog]]. We would then expect that wh- 
extraction out of the object position would violate Subjacency, unlike the 
case in which V-to-V RR applies. In fact, the following contrast is 
(64) a. *What do you hate hitting? 
b. (?)What do you hate the boy hitting? 
In addition, if -ins can license PRO operators, we would also predict that 
overt wh-movement to an embedded SPEC of CP is not possible. This predic- 
tion also seems to be borne out, as shown below (cf. fn. 81). 
(65) a. Rudy didn't remember what to do. 
b. *Rudy didn't remember what doing. ((31) in Reuland (1983)) 
In (65b1, j&& cannot move to the SPEC of CP, since a PRO operator already 
occupies the position; in (65a), PRO (but not a PRO operator) is available 
so that y&& can move to the SPEC of CP. 
Based on the above discussion, we now suggest that in (60) bf2 is not 
realized, and that phonetically unrealized & can also license PRO opera- 
tors, as in (61). In other words, all the instantiations in (60) have the 
structure in (61) with different IP and VP projections. Note that we are 
O x  Noam Chornsky (p.c.) has pointed out to us that (64a) is O.K. with 
reading (ia) but not with reading (ib). 
(i) a .  What do yout hate PRO1 hitting? 
b. What do you1 hate PRO,,b hitting? 
We suggest that the (ia) reading is from the control pheneomenon and PRO, 
not a PRO operator, is involved. In (ia), PRO does not move to the SPEC of 
CP so that what can move into it, while in (ib), a PRO operator moves to 
the SPEC of CP, preventing a& from moving into it, so that movement of 
violates the wh-island condition. 
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assuming that null X-heads have enough basic syntactic and semantic 
features to be X-heads (even if they are not rich), justifying the follow- 
ing thesis: Even if they are phonetically null, they are syntactically real 
enough to license PRO operators. 
So far, we have presented a possible approach to the yhdz-deletion 
construction under the notion of RR and the wide interpretation o f  the 
projection principle. We have tried to show that some null categories, 
which do not have phonological features, are predicted to be real in the 
position in which they are supposed to appear, given partial overt realiza- 
tion of the projections in (40) and given X-bar theory and the assumption 
that the appearance of VP automatically predicts the sxistence of CP node 
and vice versa. What we have suggested in this subsection is that although 
some categorially (or functionally) weak instantiations of categories tend 
to be covert, they have (minimal) syntactic functions or semantics in 
configurational structure, since null X-heads may induce the MC or license 
PRC operators. 
4.1.6. Summary 
We have discussed various constructions with F-L and F-F amalgamtPon 
in terms of RR. We have shown that overt/covert versions of F-L and F-F 
amalgamation trigger change in word order (ef. RR conventions). We have 
also shown that the effects of amalgamation vary, depending on the lang- 
uage-specific parameterization of the levels of rule-application (RR 
parameters) and an the properties of functional X-heads INFL (or C )  (cf. 
the syntactic position discussed in Chapter 3). 
During the discussion, we introduced the notion of open and closed 
maximal projections derived by RR. This notion implies that the intrinsic 
nature of categories imposed by theta-theory and by X-bar theory is 
independent of the properties of categories imposed by RR and that UG 
includes a snechani&rn governing deep and f ormal/surface properties. 
Remember that the [tVI feature of INFL obtained through RR does not 
represent a 'deep* property and does not make INFL a lexical category. The 
notions of deep and surface/forml ergativity or of transitivity (i.e., 
[+/-Case transitivity]) in Italian and Eskimo languages (cf. Chapter 2) 
also illustrate thls aspect of licquistic representation. 
The present analysis also suggests that an instantiation of F-F/L 
amalgamation is derived either by theoretical necessity (I-to-V and matrix 
C-to-I amalgamation) or by the Lexical properties of matrix Vs ( A C C - b  and 
ECX constructions). Functional categories would never be targets of RR 
when lexical categories are triggers of RR, probably for semantic reasons 
(cf. the semantics of Vx and 'Ilk in Chapter 3); no V-to-C or V-to-I RR is 
empirically instantiated. We have discussed I-to-V RR (inflection); C-to- 
I RR governed by properties of matrix verbs(ECM); C-to-I RR in matrix 
clauses; V-to-C-to-I-to-V (ACC-a) governed by properties uf matrix verbs 
and those of INFL (-inq). We have also shown that functional X-heads 
amalgamate with ~ther heads only through RR but not through head-movement 
alone (no V-to-I or V-to-C head-movement). In fact, we have shown that all 
the instantiations of head movement to I or to C discussed in the lftera- 
ture turned out to be instantiations of RR. Thus the proper generalization 
is that the target of head-movement is not a functional category.a2 
O 2  In Chapter 5 ,  thls generalization derives from (a certain version of) 
the HHC. 
Therefore the following configuration is not the domain of head-movement 
but that of RR (which may be accompanied by head-moverne~t).'~ 
(66) ICP ..C ..I..V I 
If functional X-heads amalgamate with V in terms of RR, then, the 
apparent V-to-V amalgamation is actually CIV-to-V amalgamation. If the 
landing sites of head-movement are not functional heads, then only when 
intervening functional heads are overtly or covertly RRed with lexical 
heads is head-movement po~sible..~ In the following two SectionS, we wiil 
discuss predicate-to-predicate (CIV-to-V or V-to-CIV) amalgamation in terms 
of RR and head-movement. 
In the case of NP structure, If either KP or DP is an actual projection 
of N (cf. Hale (1986; class lectures); Abney (1986)), then the following 
configuration will represent the domain of RR :[KP/DP ..(K) ..(D) . . N  I. 
We leave specific empirical data open for further research. 
Notice that we predict that there may be an instanitation of C-to-V 
head-movement. Nevertheless, such amalgamation is not observed to our 
knowledge. We leave this open for further research. However, see Choe 
(1987b), who shows that X-to-V head movement is attested to in languages 
such as Korean when X is a functional category within NP. 
4.2.0. Introduction 
In Chapter 3, we have seen that some morphologically-complex predi- 
cates which contain causative predicates are derived by head-movement. In 
this Section, assuming that V-V amalgamation is actually VIC/CIV-V amalga- 
mation (based on discussions in Bection 4.1.), we show that some causative 
complex predicates are also derived by RR. We will compare Korean and 
Japanese causative constructions, on the one hand, and Korean and Romance 
causative constructions on the other hand. In the second part of this 
Section, ~g will suggest that both Italian (and English) psych-verbs and 
Korean psych-causative predicates instantiate causative complex predicates 
in which causative predicates are ergative. 
We are assuming here that each lexical X-head (with the features [+/- 
N,+/-VI) has its own theta-structure. If causative construction is bi- 
clausal, then the theta-structures of the two predicates (the predi- 
cate and the enbedded predicate of causative construction are connected in 
terms of complementation. For expository purposes, let us assum that the 
theta-structure of causative construction can be represented in the manner 
given in (lc), which we call CFC structure; we adopt Villiams's (1981) 
underlining notation to indicate logical 8ubject~ in Harantzfs (1984) 
sense. 
(1) a. John makes his brother laugh. 
b. John makes his brother like Mary. 
c. the CFC structures of (a) and (b): (la) = (& ( H ) ~ ) ;  (lb) = (& 
( b z ) r ) r  
where is a logical subject of the matrix verb, and z are a 
logical subject and a logical object of the embedded verb, and y 
plays another role s-selected by the matrix verb. 
CFC s t r u c t u r a  c o n t a i n s  information about  t h e  p o s i t i o n  of each t h e t a -  
r o l e ,  embedded on matrix.  Let us  f u r t h e r  assume t h a t  t h e  f i r s t  s l o t  of 
t h e t a - s t r u c t u r e  i n d i c a t e s  t h e  p o s i t i o n  of t h e  g r a m t i c a l  s u b j e c t .  When 
t h e r e  is no l o g i c a l  s u b j e c t ,  CFC s t r u c t u r e  is Y , R which C repre-  
s e n t s  an empty s l o t .  Given t h i s  no t ion  of CFC s t r u c t u r e  we can conceive of 
change i n  CFC s t r u c t u r e  when A-movement a p p l i e s .  Af te r  t h e  a p p l i c a t i o n  of 
sub jec t - to - sub jec t  r a i s i n g ,  f o r  example, CFC s t r u c t u r e  is changed a s  t h i s :  
C r o s s - l i n g u i s t i c a l l y ,  c a u s a t i v e  c o n s t r u c t i o n s  d i f f e r  depending on 
whether c a u s a t i v e  p r e d i c a t e s  a r e  morphologically-complex and depending on 
t h e  a r g e n t  s t r u c t u r e s  t h e y  t ake .  For example, i n  both  Engl ish  and i n  
French ( c f .  2 and 3 ) ,  c a u s a t i v e  p r e d i c a t e s  a r e  independent of embedded 
p red ica tes ;  i n  both Korean and Chichewa ( c f .  3 and 4 ) ,  c a u s a t i v e  p r e d i c a t e s  
a r e  morphological ly complex. On t h e  o the r  hand, when an  embedded ve rb  is 
t r a n s i t i v e ,  i n  Engl ish  and i n  Korean, an embedded s u b j e c t  t a k e s  ACC but  i n  
French, Korean, and one d i a l e c t  of Chichewa, it t a k e s  d a t e x  
( 2 )  a. John m d e  n a r y  laugh. 
b. John made h i t  
( 3 )  a .  I1 a f a i t  p a r t i r  son  amie. 
"He had h i s  f r i e n d  l e a ~ e . ~  
b. Elle a f a i t  v i s l t e r  l a  ferme \a ses pa ren t s .  
"She had her  p a r e n t s  v i s i t  t h e  farm." ( ( 5 a )  and (6c) i n  Kayne 
(1975; 203-204)) 
a According t o  Baker, t h e  d a t a  (5)  r e p r e s e n t  one d i a l e c t  of Chichewa ( d a t a  
from Hchombo p c .  The o t h e r  d i a l e c t  of Chlchewa ( d a t a  from ( T r i t h a r t  
(1977) )  p a t t e r n s  l ike  Engl ish  i n  t h a t  an  embedded s u b j e c t  is a bare  NP (as 
i f  it took ACC), when a n  embedded V is t r a n a t i v e .  
(1) a. lltvikana anau-gw-ets-a latsuko 
g i r l  agr-fall-make-asp waterpot  
"The g i r l  made t h e  waterpot  f a l l . "  
b. Cather ine  ana-kolol-eta-a nwana wake chimanga 
Cather ine  agr-harvest-mde-asp w d  her corn 
"Catherine made her c h i u  h a r v e s t  corn." ( ( 3 )  i n  Baker ( t o  appear; 
Chapter 4 ) )  
(4) a. ai-ka ernenl-lul wu-ki-n-ta 
child-sub mother-obi smile-caus-pres-me 
"The child makes the mother smile." 
b. emer~i-ka ai-ilul/eykeyl pap-lul mek-i-n-ta 
mother-sub mid-Iobj/datl cooked rice eat-caus-pres-em 
"The mother made the child eat cooked rice.n 
(5) a. Buluzi a-na-sek-ets-a ana 
lizard SF-pst-laugh-caus-asp cllildren 
nThe lizard made the children laugh." 
b. Anyani a-na-mny-ets-a ana kwa buluzi. 
baboons SP-pst-hit-caus-asp children to lizard 
"The baboons made u e  1 i m  hit the.w ((42 and 44a) in 
Baker (to appear; Chapter 4 ) )  
Under the syntactic position, the CFC structure of the causative construc- 
tion is expected to be the same, as in (lc), whether the causative cons- 
truction contains a morphologically-complex predicate or not.= The 
argument structures of the causative construction is expected to differ 
cross-linguistically, exhibiting a small number of variations according to 
the syntactic derivations of causative complex predicates. Although the 
argument structure of the causative construction shows some predicted 
variations, we expect the causative construction to have the CPC structure 
in (lc). 
Under the strong lexicalist position, the CFC structure of the 
causative construction is expected to differ depending on whether a 
causative predicate Is morphologically-complex. When a causative predicate 
is not morphologically-complex, the CFC structure of the causative cons- 
truction is as in (lc). On the other hand, when it is morphologically- 
It seems that the morphological aspects of causative predicates do not 
entail bi- or mono-clausality, as we will confirm in the following subsec- 
tions. Baker (to appear; fn. 11; Chapter 4) reports that the causative 
construction of Ilchombo's dialect shown in [i) exhibits bi-clausality by 
having the scope ambiguity of an adverbial. 
(i) Kambuku a-ma-yend-ets-a njovu ndi mpini 
leopard SP-hab-walk-caus-asp elephant with hoe-handle 
"The leopard made the elephants walk with a hoe-handle." 
.. (Elephants use hoe-handles in walking, OR 
Leopards push elephants with a hoe-handle.) 
complex, the CFC structure of the causative construction differs from (1c) 
since morphologically-complex predicate8 are obtained by lexical rules in 
the Lexicon and therefore project mono-clausal structures. Consider for 
example one of Grimshaw and nester's (1985; 10-11) lexical rules, called 
the -kau- rule {in Greenlandic Eskimo), in which belongs to the same 
c lass  as  a causative predicate i n  the language. 
(6) a. V S t .  ---> V-kgy.= (S,O, . . . I  
I I I 
Y x Y 
b. Add x, reassign grammatical functions (where S and 0 represent 
grammatical functions and x and y arguments) 
The rule is a version of Williams's (1981b) rule of internalization for 
lexical causativization, I(X), which is interpreted as follows: 
( 7 )  a. I ( X ) :  (a) Set the external argument of the input word 'equal to' X 
in the output word. 
(b) Add a new external argument (A)gent. 
b. I((Th)eme): V(h) ---- > V-caus (& Th = A) (cf. (42 and 45) in 
Williams (1981b;99-100)) 
In either rule, causativization requires two steps: add an external theta- 
role and demote an orginal external theta-role into a non-external theta- 
role (7b) or into a g r a m t i c a l  object (6b). (6), for example, implies 
that the CFC structure of the Eskimo causative construction is as follows: 
Under the syntactic position we are assuming, the effects of these two 
rules follow, given principles of UG (concerning Case assignmnt and the 
notion of government). We do not need to add an external theta-role (a 
matrix logical subject, x in (lc)), since a a t r i x  predicate (causative 
predicate) requires a logical subject. Second, we do not need to have a 
rule to demote an orginal external theta-role (an embedded logical subject: 
in (lc)) or to change gratnaeatical functions since the embedded logic41 
subject is assigned ACC by ms-V when V is intransitive (V, which is the 
s-head, assigns Case being intra~sitive (Case-tran~itive)).~ The two rules 
are dispensed with because of the D-structure condition/theta-criterion and 
because of the rules of Case-assignment and of the notion sf government, 
both of which are independently motivated in syntax. 
The rules in (6-7) intend to explain only the case in which an 
embedded verb is intransitive. The strong lexicalist position would thus 
require a different internalization rule for the case in which an embedded 
clause is transitive in the following way: An embedded object becomes a 
grammatical object of a complex predicate and an embedded subject is 
assigned ACC (cf. 2b and 4b) or Case by the dative Case marker & since 
W V  can assign only one ACC, one of the two embedded arguments should be 
assigned by fLp (cf. (4b) with a && causee and (Sb)).. In addition, when a 
matrix verb is ergative, the strong lexicalist position would also need 
another lexical rule. However, the syntactic position would have CFC 
structure (8a) whose change is motivated in syntax, subject to universal 
principles (unlike the rule in (8b) which the strong lexicalist position 
might have); moves to a Case position. 
( 81  a. (el ( ~ 2 ) ~ )  ----> (zr ,  ( X L , ~ L ) ~ )  (cf. subsection 4 .2 .2 .  below) 
lexical rules 
a In ( 6 ) ,  the rules imply a change in grammatical f~~nctions but in ( 7 ) ,  the 
rules imply a change in theta-role; they trigger complex theta-roles; the 
embedded subject argument is both theme and agent. Here we discuss change 
in grammatical functions, suggesting that change in theta-role may be ex- 
plained independently. 
As Grimhaw and nester (1985) argue, the strong lexicalist position 
heavily relies on the assumption that predicates cannot have more than one 
g r a m t i c a l  subject or object. Williams's position my, however, have some 
difficulties in incorporating this assumption. Either way, even if we have 
another rule for the case in which an embedded verb is transitive, the 
strong lexicalist position may find difficulty in explaining the double 
object in (4b) with a causee (also cf. Chichewa; (i) in fn. 1)). 
In short, the strong lexicalist position is forced to add new rules in 
nonpredicted ways depending on types of subpredicate and therefore can not 
predict possible variations of the argument structure of the causative 
construction. The strong lexicalist position thus lacks some pnedictablity 
which the syntactic position might have. Below, we show how we (the 
syntactic position) predict that different rules (RR and head-movement] 
derive a small number of different types of causative predicate and that 
the ergativity/transitivity of causative predicates determines some limited 
different types of argument structure of the causative construction. Given 
the notions of N/R-, N- and 8-complex words, we discuss possible variations 
of causative complex predicates and their empirical data. As for empirical 
data, we discuss mostly causativization in Korean, psych-verbs in Italian 
and the causativization of psych-adjectives in Korean. We will also see 
not only that the syntactic position is theoretically and empirically 
viable but also that some instantiations of complex predicates be 
derived transformationally. 
4.2.1. Causative complex predicates 
In this subsection, we discuss Korean V-Rev ha- and Y-i- causative 
complex predicatesb as instantiations of R and N-complex words, comparing 
them with Japanese V-sase causative complex predicate and with Romance 
causative complex predicates. 
There are many different terms for causativlzation: short form 
causativization (cf. I.-S. Yang (1972); direct causativization (cf. 
Shibatani (1973b)); lexical causativization (cf. K.-D. Lee (1975a); Shiba- 
tani (1975)); morphological causativization (cf. K. Park (1986)). -kev ha- 
causativization is also called several names: long form causativization, 
indirect causativization, clausal/periphrasal causativization. We simply 
use the terms and & causativizations to avoid any (theoretical) 
implications. 
4.2.1.1. Causative constructions in Korean 
Korean employs three apparently different ways of making causative 
construction (cf. Choi (1935;410-20)).a First, when verbs are denominal 
verbs in the form of N - k  (M-jJp)' in which N is an abstract noun, they 
are causativized in the form of N-pikhi- (N-have/make) or -sikhi-.a 
(9) a. Chelswu-ka nolay-h-ess-ta (Vi 1 
-sub song-&-past-em nChelswu sang." 
b. Yanghi-ka Chelswu-rn n o l a y - w - e s s - t a  
-sub -obj song-nrake/havc-past-em 
"Yenghi had Chelswu sing.w 
There is one more causativization which Choi (1935) does not mention. V- 
g-ci- (especially in the lexicalized form) is causativized (or txansiti- 
vized) in the form of V - g - t t u  whose semantics are roughly V-e-ci 
- - - 
-0-AzY 
ha- ( k l * *  
(i) a. [OI n e u - 0 - t a  
fall down-pres-em "[01 falls down.w 
b. [01 [01 newttu-0-ta 
knock down-pres-em "to1 knocks down [01." 
(ii) a. 101 pula-0-ta 
get boken-pres-em "101 gets b r ~ k e n . ~  
b. [01 [OI pulettu-0-ta 
break-pres-em "[01 breaks I O l . m  
Whether the phenomenon is derived lexically or syntactically is a question 
that we will leave open here. 
or (&I as a main verb. 
N may be either Korean or Sino-Korean (i) (cf. Choi (1935;416)): 
(i) Korean: (work-do = work); (language-do = speak); 
a~wu-ha (study-do = study); Mcena-ha- (worry-do = worry) 
Sino-Korean: mtona-ha- (exercise-do = (take) exercise); ~ n k w u  - ha - 
(research-do = make researches) ; w e n s - h a -  (proof -do 
= prove); kwusena-ha- (organization-do = organize) ... 
On the other hand, not every abstract N allows N-sikhi- causatition (ii). 
(ii) Korean: salana-ha- (love-do = love) --> *-a - s w  - .  
kwunskwum-ha- (wonder-do = wonder) ---> *- - - . . . 
Sino-Korean: (business-do = busy) ---> * m m  - s i w  - 
enq-ha- (respect-do = respect) --> *&venq - a#hi - . . 
When N is not an abstract noun (iiia), or deadverbial (iiib/c), or N-ha- is 
adjectival (iiic), -aikhi- causation is not possible. 
(iii) a. =-ha- R ~ i ~ e  = cook ricew ---> *pap-sikhi- 
b. klwus-ha-. w ~ e e ~ i n q  (Adj) or gilt (V)" ---> 'Uwus-pikhi- 
c. sant tusrha- nneat (Adj)" ---> teanttus-sikhi- 
(10) a. Chelswu-ka posuthon-lul kwukyeng-ha.-n-ta (Vt) 
-sub Boston-lul sightseeing-&Q-pres-em 
"Chelswu goes sightseeing to B o s t ~ n . ~  
b. Yenghi-ka Chelswu-{%yke~/lul posnthon-lul kwukyeng-m-ess-ta 
-sub -ito/objl Boston-obj sightseeing---past-em 
"Yenghi had Chelswu go sightseeing to B o s t ~ n . ~  
On the other hand, other verbal stems (intransitives, adjectives on 
transitives) can be causativized in the form of V-i-.s,xo 
(11) a. elum-ka nok-ass-ta (Vi 
ice-sub melt-past-em "Ice melted. 
b. Yenghi-ka e l u m - u  nok-1-ess-ta 
-sub ice-obj melt-a-past-em "Yenghi had ice melt.n 
(12) a. i kil-ka nelp-0-ta ( W j  ) 
this road-sub broad-pres-em "This road is broad.n 
b. ilkwun-tul-ka i k i l - u  nelp-hi-n-ta 
worker-pl-sub this road-obj broad-w-pres-em 
"The workers make this road broad." 
(13) a. Chelswu-ka ku kapang-lul tul-ass-ta (Vt 
-sub the bag-obj hold-past-em nChelswu held the bag.H 
b. Yenghi-ka Chelswu-{lul/evkevl ku kapang-lul tul-u-ess-ta 
-sub - f  obj/tol the bag-obj hold---past -em 
"Yenghi had Chelswu hold the bag." 
These two causativizations have some common properties: First, when an 
Depending on its phonetic environment, is realized as 1- - 
ki/wrl/khi/hhna-1 (cf .Choi (1935) ). 
lo Some verbal stems do not allow & causativization. 
( i 1 a -  (go-caus; Vi ); tkil-1- (long-caus; Ad j ); *catu-i- (lock-caus; 
vt 
Because of its selective productivity, one might suggest that Y-i- is 
lexically derived and that the notion of blocking (cf. Aronoff (1976)) 
operates to block some V-i- instantiations since g p - c w  has an independent 
word for it: (send). However, there are no independent lexical 
items for - or lock - c a u  . Apparently, there seems to be no 
generalization about what verbal stem are not -I- causativized. 
embedded verb is intransitive, an embedded subject takes ( ~ b j ) . ~ ~  On 
the other hand, when it is transitive, an embedded subject takes either 
7- (dat)12 or d,U (obj 1. Second, and m i -  causativizations are 
not fully productive and rather Rave selective productivity (cf. fns. 8 and 
10). Third, semantically, these two causativizations tend to have the 
direct causation aneaning although they also instantiate the indirect 
causation meaning (and the permissive (cf. Gruber (1965/76); 1.- 
S. Yang (1972; 1976)). 
There is one more causativization in Korean: ha- causativization. 
-key ha- causativization, which is sometimes called lperiphrasall causa- 
tion, is entirely productive (as Choi (1935) notes): verbs that can be & 
causativized (141, N-hg verbs (IS), or any other verbals (16) can be =&y 
ha- causativized. 
I both 2 and -sikhi- causative constructions, when a causee is 
animate, it may take the dative (sometimes marginally) with the 
indirect causation meaning. 
(i) Yenghi-ka Chelswu-evkev nolay-sikhi-n-ta 
-sub -day song-cause-pres-em 
@Yenghi caused Chelswu to sing.m 
(513 ??hwukuk paywu-ka chengcwung-g~ke~ wu.-ki-n-ta 
comic actor-sub audience-dat smile-caus-pres-em 
"The comic actor caused the audience to smile.@ (cf. 1.-S. Yang 
(1976 1 
When an embedded V is a transitive reflexive verb in the form of w~_91 
m r / * N P s m  (cf, ia), an embedded subject with -evkev is marginal or 
ungramsnatical (cf. ib). 
(i) a. Yenghii-ka {[Ol~/*Chelswu-uy) meri-lul kam-ess-ta 
-sub -gen hair-obj wash-past-em 
"Yenghi washed {her/*Chelswulsl hair.@ 
b. Yenghi-ka Chelswui-{lul/*eykey) [[OIL meril-lul kam-ki-n-ta 
-sub -ob j/dat hair-obj wash-caus-pres-em 
Venghi makes Chelswu wash (his) hair.m 
The term 'direct causation1 indicates that causation is more like 
transitivization. In other words, a matrix subject has a direct effect on 
an embedded subject. On the other hand, in indirect causation, a matrix 
subject does not affect an embedded subject directly; rather, it causes a 
embedded subject's action indirectly. 
(14) a. Yenghi-ka C h e l s w u - U  posuthon-ey k a - 0 - w  hg-ess-ta (*b-I-) 
-sub -obj Boston-to go-Inf-comp do-past-em 
'Yenghi caused Chelswu to go to Boston.' 
b. Yenghi-ka ladio-soli-l!al khu-0-key hg-ess-ta ("khu-i1 
-sub radio-volume-obj loud-Inf-comp do-past-em 
"Yenghi caused the radio sound to be loud." 
c. Chelswu-ka Yenghi-Cpvkev/l~I chayk-lul congi-lo ( *=a-1- ) 
-sub -Cto/objl book-obj paper-with 
s s a - 0 - b  hg-ess-ta 
nap-Inf-comp do-past-em 
"Chelswu caused Yenghi to n a p  books in paper." 
(15) Chelswu-ka ai-1-1 pwumonim-lul conkyeng-ha-0-key ha-ess-ta 
-sub boy-Cto/objl parentH-obj respect-do-Inf-cornp do-past-em 
nChelswu caused the boy to respect (his) parents." (*N-ha-i-) 
(16) a. Yenghi-ka e l u m - m  nok-0-kgy hgess-ta (nok-i-) 
-sub ice-obj melt-Inf-comp do-past-em 
'Yenghi caused ice to melt.n 
b. Yenghi-ka Chelswu-I-I ku kapang-lul tul-0-kgy hg-ess-ta 
-sub -Cto/objI the bag-obj hold-Inf-comp do-past-em 
"Yenghi caused Chelswu to hold the bag." (tul-i-1 
Like -i- or -sikhi- causativization, when an embedded verb is intransitive, 
an embedded subject may take &l (~bj);~' when it is transitive, an 
embedded subject may take either (obj) or (dat). 
In the following subsection, comparing Romance and Japanese causative 
constructions, we discuss the three different causative complex predicates 
in Korean as instantiating two types of causative complex predicate: y-i- 
and V - s i u  as H-complex words and V - r n  ha- as an R-complex word. Our 
analysis will show that morphologically-complex causative predicates (V-i- 
and V-sikhi-1 are syntactically-derived. 
4 . 2 . 1 . 2 .  V - kev ha - complex predicates and R-complex words 
In the V-kev hgr causative construction, even though the realization 
of tense elements cannot appear between V and -key, there are some pieces 
14 When an embedded verb is intransitive, if a causee is animate, it may 
take -evkey (dat) (sometimes marginally and sometimes perfectly); with 
- e ~ k =  the indirect causation meaning is strong (cf. I.-S. Yang (1976; 
7611. 
of evidence t h a t  Y-kev ha- r e p r e s e n t s  b i - c l a ~ s a l i t y . ~ ~  F i r s t ,  agreement 
elements may o v e r t l y  appear between V and *. 
(17)  a .  s e n s a y n g - n l m - u - l u l  t u l - e  o-A-  ( *ess-  ) k e y - u  ha-ess-ta 
t eacher  -H-pl-ob j en te r - In£  come-fa-(past-)comp-pl, do-past-em 
" [ O I  caused t e a c h e r s  t o  come in.* 
b. haltnenia-{lul/kkeyl c i n c i - l u l  tu-s i - (*em-)key ha-ess-ta 
grandmotherK-{obj/datHl meall-obj eatK-H-(past-)camp do-past-em 
*lo1 caused grandmother t o  have her  meal." 
The f a c t s  about  agreement i n  (17)  sugges t  t h a t  t h e  embedded c l a u s e  
c o n t a i n s  INFL[-Tense,+Agrl. Since INFLI-Tense,+Agrl can a s s i g n  Case (NOH) 
i n  Korean, we p r e d i c t  t h a t  a causee can be ass igned NOM i n  t h e  -key ha- 
cons t ruc t ion ;  t h i s  p r e d i c t i o n  is borne out ,  a s  shown below. 
(18)  a .  s e n s a y n g - n i m - U - w  t u l - e  0 - A - k e y - W  ha-ess-ta 
t e a c h e r - H - f i - w  ( = NOUH) en ter - Inf  come-H-comp-fi do-past-em 
*[ill caused t e a c h e r s  t o  corw i n . w  
b. halmenim-kkeyse c i n c i - l u l  tu-si-key ha-css-ta 
g r a n d m o t h e r H - m  ( =  NOUH) mealx-obj eatl-H-comp do-past-em 
m[O1 caused grandmother t o  have her  meal.n 
(Note t h a t  t h e  f a c t  t h a t  t h e  embedded s u b j e c t  i z  ass igned NOH sugges t s  t h a t  
t h e  morphological amalgamation of V-key is a4 ta ined  through surface-over t  
C-to-V RR. I f  C-to-V RR is deep-overt, INFLltSC] would not  be v i s i b l e  with 
r e s p e c t  t o  Case assignment i n  syn tax . )  Second, t h e  [ . . . Y - k u l  phrase may 
be ass igned Case by t h e  ve rb  ha- (nonergat ive  o r  C a s e - t r a n s i t i v e  ve rb )  
which m y  i n d i c a t e  t h a t  t h e  [...Y-key1 phrase is t h e  complement of t h e  ve rb  
A b i -c lausa l  approach t o  -key ha- c a u s a t i v i z a t i o n  is not  contxoversa l  
( c f .  H.-B. Lee (19701; I.-S. Yang (1972); e t c . ) .  
La I.-S. Yang (1972;202-203) observes t h a t  (19)  is ambiguous: it has e i t h e r  
t h e  c a u s a t i v e  r ead ing  o r  t h e  permissive read ing  ( c f .  Gruber (1976) ) .  A 
causer  o r  permisser  i n  (19)  with Lkg ( s u b )  o r  with -evkev ( d a t )  has l e s s  
c o n t r o l  over a causee o r  permissee than  t h a t  i n  (19 )  wi th  ( o b j ) .  I n  
o t h e r  words, a causee o r  permissee wi th  has a s t r o n g e r  p a t i e n t  reading 
t h a n  one wi th  o t h e r  case markers. With -evkev, t h e  permissive reading is 
s t r o n g e r  than  t h e  c a u s a t i v e  r ead ing  i n  (19a) .  
(19) a. John-ka Hary-fka/lull us-0-key-LUL ha-n-ta 
-sub -aab/obj smile-Inf-comp-u do-pres-em 
wJohn causes nary to ~rnile.~ 
b. Zohn-ka Hany-Ika/lul/eykeyl kongpwu-lul ha-0-key-U ha-n-ta 
-sub -sub/obj/dat study-obj 30-Lnf-cornp-rn do-pres-em 
nJohn causes Mary to study.n (cf. (1 & 18b) in I.-S.Yang (1972;202 
s 212)) 
Third, wentential (2Qa) and nonsentential adverbials :20b) may fall under 
the scope of an embedded clause. 
(20) a. Chelswu-ka Yenghi-{ka/lull holwucongil wus-0-key ha-ess-ta 
-sub -sub/obj all smile-Inf-camp do-past-am 
wChelswu caused Yenghi to smile -.w 
b. Chelswu-ka Yenghi-fka/lull ppalli ttwi-0-key ha-ess-ta 
-sub -sub/ob j run-Tnf -colnp do-past-em 
wChelswu caused Yenghi to run fast.n 
In addition, twe sentential adverbials m y  have different scope readings. 
( 2 , l )  khochi-ka ecey-puthe sensw-tul-lul achim-mta 
coach-sub - f r w  players-obj - XY 
ttwi-0-key ha-ess-ta 
run-Inf-comp do-past-em 
v the coach has caused the players to run m y  
m0Inins- " 
We conclude that an embedded INFL, which is [-Tense,+Agrl, is strong enough 
to license sentential adverbials (like in English infinitive), having 
the feature I i A l ,  unlike the small clause with [ - A ] . "  
An array of bindinq facts also suggests that a causee behaves like an 
embedded subject no matter wbat case marker it takes. A causee ca% X 9 d  a 
reflexive anaphor, which means that a causee is the ernbeG&3 sabject at a 
certain level of representation: 
( 2 2 )  a. Yenghil-ka aig-{ka/lul/eykeyl cakifl/,l 0s-lul 
-sub child-sub/obj/dat self clothes-obj 
ip-0-key ha-ess-ta 
put on-InE-comp do-past-em 
wYenghi caused her child to put on her/his  clothe^.^ 
b. Chelswui-ka tongsayng3-{ka/lul/eykeyl cakifr/gl pang-ey(se) 
-sub brother-Csub/obj/dat) self room-in 
Remember that we suggested in Chapter 3 that INFL with the feature [+A1 
licenoes sentential adverbials while INFL with the feature [-A1 does not. 
ca-0-key ha-ess-ta 
sleep-Inf-comp do-past-em 
mChelawu caused his brother to sleep in his room." 
The bi-clausal aspect of -key ha- causativization become clear in the case 
of the reciprocal binding in the -kev ha- causative construction. Recipko- 
cals are bound by the closest subject binder (SSC effects), as shown in 
(23) ulir-ka kutulj-ka ~el~{j/*rl-l~l salangha-n-ta-ko sayngkakha-n-ta 
we-sub they-sub each other-obj love-pres-ern-comp think-pres-em 
W e i  think they, love each other{r/*~l.~ (cf. D.-W. Yang (1983)) 
In the -key ha- causative construction, only a causee 1s available as a 
binder of the reciprocal & no matter what case marker a causee takes, 
as shown in (24 1 .  
(24) ulir-ka kutu15-Ik~/lul/eykeyl selot,/*ll-lul salangha-0-key ha-ess-ta 
we-sub they-Esub/obj/datl each other-obj love-Inf-comp do-past-em 
"Wei made them9 love each othe~{j/*iI.~ 
These binding facts in (23-24) suggest that the causee is the embedded 
subject. Finally, binding condition B also sugge:;ts that the -kev ha- 
constructiori is bi-clausal . 
(25) Chelswui-ka Yengswu3-teykey/lul/kal k~{~/*,l-lul 
-sub -dat/obj/sub he-obj 
piphanha-6-key ha-ess-ta 
criticize-Inf-comp do-past-em 
RChelswu~ caused Yengswu, to criticize hirnI~/*,l.~ 
In ( 2 5 ) ,  a causer but not a causee can be coreferentlal with h (h). To 
conclude, -kev ha- ca~isativization is bi-clausal regardless of what case 
narker a causee takes. Note also that the binding facts discussed above 
suggest that the dative marker -eukev is a dummy Case marker. In fact, the 
RR conventions imply that surface-overt C-to-V RR does not affect the 
2 m  Remember that in Italian a and French g causativization, when an 
embedded verb is transitive, an embedded subject that takes g (g insertion 
(cf. Kayne (1975); Burzio (198613 behaves like a subject, with respect to 
the Specified Subject Condition (cf. Chapter 3). 
subjecthood of an embedded subject. We suggest that languages employ dummy 
Case markers to preserve the subjecthood of an embedded subject in RR 
environments when the embedded subject lacks Case and that those dummy Case 
markers are used in restricted C-to-V RR environments (i.e., small clause- 
The -key ha- construction behaves a6 if it were mono-clausal in other 
respects, as in the Korean V-to-V RR lrestructuring' construction: The 
clause-mate requirement that a quantifier --to (w) and its scope 
marker ~ ( l z  (w Q&) :should lie in the same clause and the requirement 
that should lie in a matrix INFL when the quantifier construed with it 
is inverted are apparently violated in the ha- causative construction: 
(cf. Appendix I1 of Chapter 3): 
(26) a. Chelswu-ka [Yenghi-ka amwu-to manna-0-key1 ha-ci m-ass-ta 
-sub -sub meet-Inf-comp do-to &-past-em 
- .  "Chelsk-d caused Yenghl to meet nobodv.w 
= There is nobody such that Chelswu caused Yenghl to meet the 
person. 
b. Chelswu-ka [Yenghi-ka a-manna-0-key1 ha-ess-ta, w - t ~  
-sub -sub &-meet-Inf-comp do-past-em ~ o b o d y  
HChelswu caused Yenghi neg to m e t  nobodv.m 
c. Chelswu-ka [Yenghi-ka --to a-manna-0-key1 ha-ess-ta 
-sub -sub RPhQY I1Qt-meet-Inf-comp do-past-em 
"Chelswu caused Yenghi to meet w." 
In (26a), with In the embedded clause and in the matrix 
clause, the sentence is perfect with the wide scope reading of --to. In 
(26b), with in an embedded clause, inverted does not make the 
sentence ungramatical and g m ~ l - t ~  in (26b) also hae the wide scope 
reading. In fast, even when an- is in the same clause as ( 2 6 ~ ) ~  
only the wide scope reading is obtained. 
One might suggest that wide scope is obtained since causative clauses 
have certain kirlds of defective clausal properties caused by INFL[-Tense,- 
tAgrl. The suggestion would not be viable. Even though the ECH construc- 
tion also contains an inflected infinitive complement in Korean (cf .  
Section 3.1.)) as in the -key ha- csnstruction, the clause-mate requirement 
is observed when a quantifier is an embedded object: 
(27) ? * t o 1  Chelswu-(lul/kal amwu-to salangha-n-ta-ko sangkakha-ci gnnun-ta 
-{obj/sub) ~ o b o d v  love-Inf-em-comp think-to a - p r e s - e m  
"[OI does think Chelswu to love w." 
Given that the -key ha- construction exhibits a typical V-to-V RR effect, 
the & in V-bev ha- must be an auxiliary predicate and therefore catego- 
rially depends upon an embedded verb, triggering V-to-V RR. In fact, a 
matrix verb is semantically weak in that it has no causative meaning itself 
but has the causative meaning only with the complementizer -key, like modal 
expressions in Korean (cf. Chapter 3). 
There is also evidence that the semantic weakness of the verb Igr 
triggers V-to-V RR: In the -kev construction, hpZ can be replaced with 
a semantically strong verb such as W u 1 -  (w) (causation with weak 
force) and m i -  (order. have. or force) (causation with strong force);ze 
the (-kev { m i l -  construction also contains INFL[-Tense,+Agrl. 
(28) a. apeci-nun atul-{ka/lull kongpwu-ha-0-key mantul-ess-ta ' 
father-TOP son-{sub/objl study-do-Inf-comp make-past-em 
Vather made son studyew 
b. sangsa-ka pwuha-{ka/lul/eykeyl pap-lul 
master sergeant-sub subordinate-{sub/obj/dat) boiled rice-obj 
ha-0-key sikhi-ess-ta 
do-Inf-comp order-past-ern 
"A higher officer had his subordinate cook rice." 
Interestingly, with ~ggntul- or gikhi- in a matrix clause, the clause-mate 
requirement and the requirement that the scope marker should be in a 
matrix INFL when the quantifier construed with it is inverted is strictly 
observed, as shown in (29a) and (29b). (Compare (29) with (26)). 
With ~ t u l -  (a) or sikhi- (order), a causee may not take 
(datl (no permissive reading) and the d e v  construction has 
a weak indirect causation meaning or strong direct causation meaning. 
(29) a. *Chelswu-ka [Yenghi-ka amwuket-to ha-0-key1 
-sub -sub notNns do-Inf-comp 
-ci a-23s-ta 
-to &-past -em 
wChelswu neg {saade/oderedl Yenghi (to) do w." 
b. Vhelswu-ka [Yenghi-ka -ha-0-key1 --ess-tat 
-sub -sub &-do-Inf -cornp IRwke/orderl-past-em 
- 
nothlns 
wCRelswu {made/orderedl Yenghi (to) do ~ o t h i n q . ~  
c. Chelswu-ka [Yenghi-ka amwu-ket-to ani-ha-0-key] 
-sub -sub nothins a-do-Inf-comp 
Emtintul/sikhil-ess-ta 
(make/orderl-past-em 
mChelswu {made/orderedl Yenghi (to) do nothins.w 
= Chelswu ordered that there must be nothing that Yenghi does the 
thing. 
When the clause-mate requirement is satisfied, as in (29c), only narrow 
scope is allowed. Based on the semantics and syntax ~f the -key ha- 
construction, we conclude that the Korean -key ha- causative construction 
is derived by Ire~tructuring,~ i.e., covert RR between V-key and k and 
therefore that V-key ha- forms an R-complex word. Whether an embedded 
subject is realized or not, an embedded subject status always remains 
intact (cf. RR conventions). Therefore the binding facts in (22-25) 
follow. 
There is one more difference between rkev ha- and Jr-kev-ul/ - 
W l -  constructl.ons. An embedded verb can be passivized in both cons- 
tructions, as shown in (301, but the verb & in the -key ha- construction 
is not passivized while the verb ~ t u l -  in the -key mantul- construction 
is, as we see in the constrast in (31 and 32).a0 
2 0  In Korean, either an embedded subject or object can move to the matrix 
subject position through A-movement when a matrix verb is passivized (cf. 
31 and 32a). 
(1) a. *ku os-ka ai-eykey emeni-eyuyhayse ip-0-key 
tne clothes-sub child-dat mother-by put on-Inf-comp 
ha-ye ci-eus-ta 
dp.-?nf past-past-em 
mme c l o t h  were made to be put on by the child by mother." 
b. ?ku os-ka ai-eykey emeni-eyuyhayse ip-0-key 
(30) a. emeni-ka ai-eykey 0s-lul ip-0-kev_iha/arantulL-ess-ta 
mother-sub chil6-dat clothes-obj put on-Inf-comp ido/makel-past-em 
"The mother caused the child to put on the clothes." 
b. emeni-ka ku 0s-ka ai-eykey ip-hi-0-&y 
mother-sub the clothes child-by put on- ass-In£-comp 
Eha/a#ntull-ess-ta 
{-I -past-em 
"The mother caused the clothes to be put on by the childen 
(31) a.*ai-ka emeni-eyuyhayse ku 0s-lul ip-0-key ha-ye ci-ess-ta 
child-sub mother-by the clothes-obj put-on-camp &-In£ pass-past-em 
wThe was made to put on the clothes by the mother." 
b. *Yerighi-ka ws-0---ye ci-ess-ta 
-sub smile-In£-comp do-Inf w - p a s t - e m  
"Yenghi was caused to smile." 
( 3 2 )  a. ai-ka emeni-eyuyhayse ku 0s-lul ip-0-kgy 
child-sub mother-by the clothes-obj put on-Inf-comp 
m - e  ci-ess-ta 
w - I n f  =-past -em 
"The was made to put on the clothes by the mot he^.^ 
b. Yenghi-ka wus-0-kv a - e  ci-ess-ta 
-sub smile-Inf-comp make-Inf m - p a s t - e m  
wYenghi was made to smile.w 
To explain the contrast between (31) and (321,  we suggest that [tCDI 
predicates (auxiliary predicates) are not passivized because of their 
auxiliary properties. In fact, the Vx's in Korean discussed in Chapter 3 
are never passivized. For example, the passivz applies to the verb 
(-1 as a nonvx, but it does not apply to (attem~t) as a Vx. 
(33) a. san-ka po-i-n-ta 
mountain-sub see-pass-pres-em "The mountain is seen.H 
b. ettokki-ka Chelswu-eyuyhayse cap-a po-i-ess-ta 
rabbit-sub -by hold-Inf attempt-pass-past-em 
*"The rabbit was attempted to hold by Chelswu." 
c. rttokki-ka Chelswu-eyuyhayse cap-hi-e po-i-ess-ta 
rabbit-sub -by hold-pass-In£ attempt-pass-past-em 
*"The rabbit was attempted to be hold by C h e l s ~ u . ~  
We therefore suggest the generalization in ( 3 4 ) .  
(34) [tCDI predicates (auxiliary predicates) are not passivized. 
the clothes-sub child-dat mother-by put on-Inf-comp 
mantul-e ci-ess-ta 
wee-Inf past-past-em 
wThe clo- were made to be put on by the child by mother." 
The Vxts in Italian also are not passivized although transitive Vk's 
m y .  There is, however, a class of vezbs that constitute counterexamples 
to the generalization in (34). Burzio (1986;376) illustrate that Italian 
has two verbs (-1 and (-I2' that can 
trigger both auxiliary change (35a) and passivization (35b),22 not to 
mention clitic climbing, as shown in (35c); examples with corninciare are 
given below. 
(35) a. Hario h comincia a battere a macchina dornanb. 
"Mario will start typing fi tomorrow (his t h e s i ~ ) . ~  
b. I1 palazzo fu corninciato a costruire sotto Carlo V 
"The palace was begun to build under Charles V.n 
c. Le truppe {hanno cominciato/son~ cominciatel ad arretrare vistosa- 
mente. 
aThe troops {have/arel begun to draw back con~idczably.~ 
((a and c) are (13b) and (81a) in Rizzi (1985; chap 1); (b) is ((141) 
in Burzio (1986;376)) 
To explain (351 under the generalizatj.on given in (341, we suggest that 
Italian employs two instantiations of the verb or continue:2a One is 
an auxilary predicate and the other 1s a usual control predicate. That 
suggestion is supported by the fact that 'restructuring~ is optional in 
According to Burzio (p.c.), only two verbs behave in this way. 
Rizzi shares the same judgments as Burizo on the passive example In 
(35b); both Rizzits and Burzio's dialects represent a dialect of the 
northern part of Italy. According to Andrea Calabrese (p.c.), whose 
dialect represent a dialect of the far southern part of Italy, (35b) is not 
grammatical. Thus it seems that there are some idiolectal variations. 
IPs James Higginbotham (p.c.1 has pointed out, the English verbs besin 
and continue and their passive counterparts semantically differ. For 
example, in (i) 
(i) a. John continued the race. 
b. The race was continued. 
the meaning of continue in (ib) implies that the race was continued after 
it was stopped, but (ia) does not. This difference may derive from the 
semantics of the passive predicate in English (see Section 4 . 3 . ) ,  but 
it is also possible that the verb continue that is passivized actually 
differs from the that is not passivized. If that is so, then the 
verb in the passive construction and the verb w w  in 
active construction may be different verbs. 
Italian, as shown in (35c). The verb &gln in (35b) and in (35c) with no 
auxiliary change is not an auxiliary predicate while that in (35a) and 
(35c) with auxiliary change is an auxilary predicate. A question one can 
raise is then why other Vxts in Italian are not passivized although they 
are also either [tCDI or [-CDI, like the verb beai~. We suggest that the 
nonpassivizability of Vxts discussed by Rizzi follows from the subject- 
control property of Vx's (motion/modal/aspectual expressions) since subject 
control verbs are not usually passivized in any forms. Given that the two 
verbs take a infintives, we nay then attribute their passivizability to a 
property of g infinitives. In fact, as we will see in Chapter 5, verbs 
taking PL infinitives, whic9 are subject control verbs, can also be 
passivized. We thus reason that. some restricted verbs, which happen to 
select p or fi infinitives, can be passivized only when they are I-CDI, 
while most Vx's are not passivized even when they are [-CDB. The verb 
beain as a [-CDI verb can thus be passivized (even if it is subject 
control) because it can be passivized for some reason. By limiting the set 
of [-CDI verbs that can be passivized, we maintain the generalization in 
(34) and suggest that the generalization explains the contrast in (31) and 
(32). Note also that in Korean, in which Vx's verbs are not ambiguous, all 
Vxts are not passivized (cf. in. 7 in Section 3.4.). 
The Korean -key ha- causativization is similar to the French faire 
causativization: First, both the Korean hgz and the French faixe verbs are 
the & verbs in Korean and in French, respectively. Second, unlike its 
Italian counterpart (37b and c), the French faire cannot be passivized, as 
shown in ( 3 6 ) .  
(36) French: 
*La maison a it6 faite construire (par Casimiro). 
"The house was made to be constructed by C a s i m i ~ o . ~  ((59b) in 
Zubizarreta (1985)) 
( 37 )  Italian: 
a. Giovanni fu fatto riparare la macchina 
was made repair the car 
#Giovanni was made to repair the car.n 
b. La macchina fu fatta riparare a Giovanni 
the car was made repair to 
nThe car was made to be repaired by Giovanni.' 
c La macchina fu fatta riparare dy Giovanni 
the car was made repair by 
"The car was made to be repaired by Giovanni." (cf. ( 9 )  and ( 6 4 )  
in Burzio (1986;232 & 258) 1 
Given the generalization in ( 341 ,  French causativization, we suggest, is 
derived by V-to-V RR. Thus French causativization differs from Italian 
causativization even though word order Is the same: faire-to-CIV covert RR 
applies in French while it does not in Italianm2. Remember that we have 
seen that the Italian fare does not trigger RR since It does not trigger 
auxiliary change. Italian causativization is thus like Korean U t u l  - 
causativization in that no RR applies between fare and an embedded predi- 
cate. On the other hand, French causativization is like Korean -key ha- 
causatdvization in that RR applies between fair_e and an embedded predicate. 
One more sirniliarity between Korean and Romance causative construction is 
that when the embedded verb is transitive, an embedCed subject takes a 
dative marker 4g and -eykev), without losing its subject status (cf. 
" Note also it has been argued that Italian causativization differs from 
'restructuring' construction (see Rizzf (1982) and Napoll (1981) but also 
see Burzio (1981/86)); On the other hand, French causativization is 
discussed in connection with *restructuring* (effects). Some analyses 
along the lines of the 'restructuring* approach are found in Rouveret and 
Vergnaud's (1980) thematic rewriting and semantic units, Zubizarreta's 
(1982;1985) parallel structure approach to French causativlzation, and Di 
Sciullo and Williams's (1987) coanalysis. Analyses of French causativiza- 
tion generally imply that faLretV forms a semantic unit. On the other 
hand, although there is a study in which faire. is considered as a morpho- 
syntactic bound morpheme (cf. Zubizarreta (1985; 274)), to our knowledge, 
no studies explicitly suggest that the Italian counterpart W e t V  forms a 
semantic unit. From our p ~ i n t  of view, the Italian h r e t v  does not form an 
R-complex word while the French fairetv forms an R-complex word, which can 
be considered as a semantic unit since faire is like an1 auxiliary verb to 
an embedded verb. 
Section 3.3.). In Romance causative construction, the subject in an C-to-V 
RR environment triggers SSC effects (sf. Kayne (1975); Burzlo (1986)), as 
we discussed in Section 3.3.. We have also seen that no matter what case 
marker it takes, a causee may also trigger SSC effects (cf. 24) in Korean. 
Unlike the Italian and French V in the {falre/fare3+V construction, in 
which C-to-V RR is deep-overt, as we saw in Section 3.3., and the Korean 
V-kev in the Y-ke- construction is obtained by C-to-V surface- 
overt RR, as we discussed. There is one more piece of evidence that C-to-V 
RR is surface-overt in Korean: VP movement out of embedded clauses is 
possible in the -- construction, as shown below. 
(38) pap-lul ha-ki-nun Chelswu-ka Yenghi-feykey/ka) ha-0-key 
rice-obj do-to-TOP -sub -{to/sub) do-Ind-comp 
{mantul/ha)-ess-ta 
f make/doI-past-em 
"As for cooking rice, Chelswu caused Yenghi to do iten 
Korean -kev ha- causativization therefore differs from Romance causativiza- 
tion in two respects. First, in the Romance g causativization, C-to-V 
deep-overt RR applies to the embedded clause (that causes the peculiar V+V 
order) while in the Korean -key ha- causativization, C-to-V surface-overt 
RR applies to the embedded clause so that an embedded VP is syntactically 
active and so that INFL can be a Case assigner in syntax. Second, in 
Romance causativbzation, an embedded INFL is 1-Tense,-Agrl (small clause) 
while in Korean causativization, an embedded INFL is [-Tense,- 
tAgr,tAl, which can assign NOH and license sentential adverbials, as shown 
in (18) and (20). 
4.2.1.3. Japanese m e  causativization and H-complex words 
We expect there to be causative complex predicates that are morpho- 
logically complex with the same INFL properties ( I -Tense, tAgr I ) .  In fact, 
a morphologically-complex counterpart of Korean m t u l -  causativiza- 
tion is found in Japanese -sase- causativization, There are many similiar- 
ities between sase and -kev constructions except in their morpholo- 
gical aspects. 
It has been well-known that Japanese s a s e -  causative clauses have bi- 
clausal aspects although V-sase- is morphologically-complex. First, do-so 
sentences may be interpreted as controlling a matrix VP or an embedded 
(39) Boku-wa muskuko-o gakkoo-nl nokor-sase-ta, suruot Hanako-mo soo su-ta 
I school and 
made my son stay at the school, and so did Hanako." ((17) in 
Shibatani (1972)) 
According to Shlbatanl (1972), the second conjunct m y  mean either 'Hanako 
also made her son stay at the school,' or 'Hanako also stayed at the 
school.' Second, a causer and a causee can bind an anaph~r."~ 
( 4 0 )  Boku-wa Taroo-ni zibun-no hon-o ~ot-sase-ta 
"I made Taroo my/his own book." ((25) in Shibatani (1972)) 
Third, a subject-oriented adverbial ( u s  own = w) or a 
manner adverbial may go either with a matrix subject or with an embedded 
z6 The first three arguments are found in Shibatani (1972). Based on Fodor 
(1990), Shibatani gives three arguments that lexicalized causative verbs 
such as korog (kill) in Japanese are not derived (by predicate raisings), 
comparing them with 'non-lexicalized' Y - s w - ,  verbs. See also Hiyagawa 
(1984) who note that Japanese has two causativizations: p a  and sase 
causativizations. We will not discuss gga causativization here. 
Z s  This bi-clausal aspect with respect to anaphor binding is also found in 
Kuroda (1965) and Kuno (1973), both of whom assume underlying bi-clausal 
structures for Japanese sase causativization. 
The same is true in Korean *Y ha- causativization: 
(i) Chelswu-ka caki-ttus-taylo tongsayng-ika/eykey) ku tayhak-ey 
-sub self-mind-after brother-(sub/datE the university-to 
tul-e ka-0-key ha-ess-ta 
enter-Inf go-Inf-cow do-past-em 
a. wAs her wished, Chelswur caused his brother, to enter the university." 
(41) a. Hahaoya-wa musum-o zibunOno lsl-de zyosldai-ni - - t a 
(i) "The mother yoluntarilv made her daughter enter a women's college." 
(ii) "The mother brought it about that her daughter entered a women's 
college voluntaril~.~ 
b. Taroo-wa Ziroo-o isoi-de tamar-sase-ta 
(i) "Taroo made Ziroo stop.n 
(ii) "Taroo brought it about that Ziroo stopped ~ t i l ~ . ~  (cf  (30a) 
and (32a) in Shibatani (1972)) 
Finally, as Aissen (1974) notices, in Japanese causativization a pronominal 
can be bound by a causer, which shows that the sase causative construction 
(42) ?Johnr-wa Hary-ni karei-o hihans-ase-ta 
"Johnl caused Mary to criticize himiem 
It also appears that the Japanese sase shares some other similar 
properties with the Kcrean h a .  First, like &y mantul- causativi- 
zation, -sase- causativization is highly productive (cf. Shibatani (1972;- 
127); Hiyagawa (1984;180)). The second similarity comes from the fact that 
honorific agreement (o... ni naru-) may appear between V and sase, just as 
it appears between V and another independent verb (want).'= 
(43) Q-yasumi ~i nari-ta-i dake Q-yasumi pi nar-ase te o-oki-sita 
rest H-want extent rest H-caus and leave 
hoo ga ii-no-de-wa-nai-desu-ka 
option-nom may-be-good-0 
b. Chelswur caused his brother, to enter the unversity as Re, wished." 
Hiyagawa (1984;200) notes that Inoue (1976) and Oshima (1979) notice the 
same fact in (39) with a full degree of granuaaticality. 
2s This example is drawn from Kitagawa (1986), who attributes the observa- 
tion to Kuroda (1981). Kitagawa (1986) shows that some sentential aspects 
m y  be captured in terms of affix-movement at LF (under the framework of 
Pesetsky (1985)). Kitagawa (1986) thus suggests, based on some theory- 
internal hypotheses, that the example which Kuroda uses for an argument 
that V-giase is syntactically derived can also be explained under the 
assumption that V-gase is lexically derived. In our opinion, Kitagawa does 
not succeed in showing that honorification must be lexically derived; 
evidence that V-pase forms a word does not show that it is lexically 
derived since syntactically-derived words also have properties of words 
(cf. Eskimo languages; (Sadock (1980); Smith (1982)). Furthermore he cannot 
be right, as long as the honorific mrker in (40) does not form a word with 
V and w. 
"1s it n o t  b e t t e r  t o  l e t  [01 rest as  much a s  [01 wants." ((5) i n  
Kitagawa (1986;185); o r i g i n a l l y  from Kuroda ( 1 9 8 1 ) )  
As i n  Korean -key ha- c a u s a t i v i z a t i o n ,  even when t h e  V of a y-sase complex 
word is i n t r a n s i t i v e ,  both d a t  and o b j  may be a s s igned  t o  a causee .  
( 4 4 )  a .  Chelswu-ka ku a i - i w e v k e v )  ka-0-key ha-ess- ta  
-sub t h e  c h i l d - { p b j / d a t l  go-Inf-comp do-past-em 
nChelswu caused t h e  c h i l d  t o  go." 
b. Taroo-ga kodomo- nil i k - ( s ) a s e - t a  
"Taro made t h e  c h i l d  go." ( c f .  ( 6 8 )  i n  Miyagawa ( 1 9 8 7 ) )  
Like  t h e  Korean d a t i v e  - e v k u  i n  t h e  =kgy ha- c a u s a t i v i z a t i o n ,  t h e  Japanese 
is l i k e  a dummy Case marker. Thus, anaphors  can be bound by NP-dat i n  
both  Korean (45a )  and Japanese (45b) .  
(45 )  a.Chelswul-ka tons--ev- c a k i i r / , I  pang-eyse ca-0-key ha-ess - ta  
-sub b ro the r -da t  s e l f  room-in sleep-Inf-comp do-past-em 
wChe l swu~  caused h i s  b r o t h e r ,  t o  s l e e p  i n  w l L L  room.w 
b. John-wa Harv-ni z ibun  no i e  de  benkyoos-ase-ta 
nJohn made Mary s t u d y  i n  u / h e r  house." ( c f .  ( 8 8 )  i n  Aissen 
(1974) 1 
I n  a d d i t i o n ,  p a s s l v i z a t i o n  may a l s o  a p p l y  t o  t h e  V of a V-sase complex word 
( c f .  ( 3 0 )  f o r  t h e  Korean d a t a ) .  
( 4 6 )  Mary-wa Taroo-o Ziroo-ni home-rare-sase-ta 
-TOP -ACC -DAT pra ise-pass-cause-pas t  
"Mary caused Taro t o  be p r a i s e d  by Zi ro ."  ( c f .  (7:87) i n  Marantz 
(1984) 1 
To conclude,  it seems t h a t  Japanese  V-sase r e p r e s e n t s  a morphological-  
ly-complex c o u n t e r p a r t  of Korean V-kev ha- or  Y-key mmfdk. The next  
q u e s t i o n  is what t r i g g e r s  morphological  amalgamation and when. One p i e c e  
of ev idence  t h a t  V - s a s e  is a n  M-complex word b u t  no t  a n  M/R-complex word 
comes from t h e  f a c t  t h a t  sase can be p a s s i v i z e d  ( c f .  32). 
( 4 7 )  a .  Taroo-wa Hanako-ni sashimi-o t abe - sa se - t a  
-TOP -da t  sash imi-acc  ea t - cause -pas t  
nTaro made Hanako e a t  sash imi ."  
b. Hanako-wa Taroo-ni sashimi-o t abe - sa se - r a re - t a  
-TOP -da t  sash imi-acc  gat-cause- ass-past 
"hanako was made t o  e a t  s a sh imi  by Taro." ( c f .  (7 .86)  i n  hasan tz  
(1984b273); o r g i n a l l y  from Farmer (1980;105))  
36 l. 
Given the generalization in ( 3 4 ) ,  we suggest that Y=. is not derived by 
RR since sase can be passivized. Thus it seems that V-sase is derived by 
V - t o - w  head-movement in syntax forming an H-complex word. Note also 
that an embedded verb and sase must be independent of each other in syntax 
because of the data given in (39-461, which support the bi-clausal nature 
o.. V-sase causavit izat ion. 
Korean d e ~  w u l -  and Japanese causativizations also have some 
differences. In Japanese sase construction, an embedded subject is not 
assigned NOH even though an embedded I is inflected ([tAgrl). The examples 
(48) with gg (NOH) are not grammatical, although NOH-assignment is observed 
in their Korean counterparts (cf. 17 and 18). 
(48) a. Taroo-ga Yasai-{o/*gal kusar-& lase-ta 
-nom vagetable-{acc/noml rot-cause-past 
"Taro caused the vegetable to rot.w 
b. Taroo-ga Hasdko-{ni/*ga) h o n - ~  y om-- ta 
-nom -dat/nom book-ACC read-cause-past 
"Taro madellet Hanako read the book.w 
(cf. ( 2 7 )  and (la) in Hiyagawa (19841) 
Examples (48) suggest that the V of V-sase forms a VIC M/R-complex word 
through C-to-V deep-overt RR30 while V a s e  is a VIC-V M-coinplex word 
through VIC-to-V head-movment. Since C-to-V RR is deep-overt, V - a  
assigns only one Case (ACC); only the Case feature of V is visiblz with 
respect to Case assignment (V is the s-head since V-sasc is derived by 
head-movement). On the other hand, the V of -V-key mntul- forms a VIC 
H/R-complex word through C-to-V surface-deep RR (cf. 38) so that an 
embedded VP is syntactically active so that an embedded INFL can poten- 
tially assign Case; the V-key { m u l l -  forms a VIC-V R-complex through 
V-to-VIC covert RR. 
a0 Note that V-to-C head-movement is not an option (cC. Section 4.1. and 
Chapter 5). 
To summarize, Japanese causativization is derived by V(VICi)-to- 
1135& head-movement while t;he small clause nature of an embedded clause is 
derived by C-to-V deep-overt RR. On the othex hand, Korean -key ba- 
cau~ativization is derived by V-tc-V {covert) RR and the embedded clause of 
the &v {- constructlsn is obtained by C-to-V surface-overt RR. 
In both caaes, embedded INFL is I-Tense,+Agrl, which can assign NOH. 
However, bn Japanese, NOH is not assigned since C-to-V RR is deep-overt. 
We thug have the following structures of cross-linguistically different 
types of causative constructim. 
( 4 9 )  -.kevha-causat9vizatlon tul- causativlzation 
s w :  a. WL R. 
/ \ 
CP' V' 
/ 'i I 
SPEC CL' k 
/ \ 
IP' C' 
/ \  I 
S I L f  
/ \ 
VPL E L  [-Tense,+Aqr,+Al 
w 
/ \ 
CP' v 
/ \  I 
SPEC C1' mul- 
/ \ 
IP ' C ' 
/ \ I 
S I & 
/ \ 
VPt lL I -Tense, +Agr,+Al 
-: 
C. VP ' 
/ \ 
VICP' VL 
/ \ I 
SPEC VICs ' 
/ I  \ 
/ I  \ 
S 0 VICL 
d. VP 
/ \ 
VICPL v 
/ \ I 
SPEC VICL ' 
/ I \ 
/ I \  
S O VIC' 
(50) causativization 
VP (-tax and in the PF co-1 
/ \ 
vlcpr v 
/ \ I 
SPEC VICL [ 0-0-V~L-sase 
/ I  \ 
S 0 VICL (Iis[-~ense,t~gr,tAl) 
I 
t r 
Incidentally, (49c and d) instantiate Italian and French a causativizations 
in syntax with different instantiations of INFL[-Tense]: IMFL[-Tense, 
-Agr I ,  and with different head-parameters (for the structures of Italian 
and French causative constructions, see Section 3.3.). Given the above 
structures, it seens that whether or not V.-to-V amalgamation takes place, 
the causative construction always contains a small clause triggering C-to-V 
deep-overt or surface-overt RR. Given that all instantiations in (49-50) 
employ C-to-V RR, which preserves the subjecthood of [NP,IPl, the dative 
markers in Korean and Japanesz causative constructions are dummy Case 
markers; this is well supported by the binding facts in (22-25) and ( 4 5 ) .  
Also, In Italian and French a causativizations, the g subjects behave like 
subjects with respect to bindings and SSC effects (cf. Kayr~e (1975); Bunzio 
(1986)). 
4.2.1.4. Korean - 1 - / - s w  causativization and H-complex words 
We have seen that the Japanese V-sase is a morphologically-complex 
version of the Korean V-kev mantul- and both allow INFL[-Tense,tAgr,+Al in 
embedded clauses. We expect that there may be morphologically-complex 
counterparts to the Italian/French jare/bixetY, which contain small 
clauses in whlch an embedded INFL is [-Tense,-Agrl. We will in fact 
suggest that Korean causativization is syntactically derived and that 
in the 2 causative construction embedded INFL Is [-Tense,-Agr,-A], 
forming an U-ccmplex predicate V-i- (a morphologically-complex counterpart 
of the Italian faretv). 
w 
/ \ 
v 1 m i  V 
/ \ I 
SPEC VICi' 10-0-VIi-L- 
/ I \  
S 0 VIC' 
I 
tr (I is [-Tense,-Agr,-Al) 
Note that structure (512 differs from structure (50) only in that I is 
[-Agr,-Al. We will also show that this difference results in a number of 
surface differences between Japanese and Korean & causativizationIax 
and triggers some apparent mono-clausal aspects of the 2 casative 
construction. 
There are some differences between *v ha- and & causative cons- 
tructions that might suggest that -J,= causative construction is mono- 
clausal and that the complex predicate V-i- is lexically derived. First, 
the variants of the case marker of an embedded subject in the latter are 
much more restricted than those in the former in that a causee cannot take 
zkP (subjective marker; NOH) (cf. 18 and 19). 
( 5 2 )  a. Chelswu-ka hangsang salam-{*ka/Yul3 wus-ki-n-ta 
-sub always people-lsub/objl smile-caus-pres-em. 
'Chelswu always makes people ismile/la~ghI.~ 
b. emeni-ka ai-{lul/eykey/*ka) kulim chayk-lul po-i-n-ta 
mother-sub child-{obj/dat/subl picture hook-obJ see-caus-pres-em 
wHother makes the child see a picture book." 
Wether shows a picture book to the child.n 
There have been debates between Shibatani (1973;1975) and 1.-9. Yang 
(1972;1976) on the status of sase causativization and causativization. 
While Shibatani argues that the & causative construction is syntactically 
mono-clausal an6 semntically direct causation, Yang argues that it is 
syntdetically bi-clausal and semntically either direct or indirect 
causation. We support Yang by showing that the & causative construction 
is bl-clausal and that the complex predicate i -  is derived by Read- 
movement. ib we will see, some apparent mono-clausality of p i -  causativi- 
zatlon ia d~rived from the fact that & selects a small clause complement 
in which INFL is [-Tense,-Agr,-Al, as in amall clauses in English and as in 
Romagce causative eiausss. 
Second,12 embedded INFL is [-Tense, -Agrl; no agreement elements (honorific 
markers) akgear: 
(53) a. Chelswu-ka halmenim-lul wus-(*mi-ess-)ki-n-ta 
-sub grandmotherb-obj smile-(tf-past-)cam-pres-em 
mChelswu makes the grandmother smile.w 
b. Chelswu-ka halrnenim-ilul/eykeyl sacin-lul 
-sub grandmotherb-(obj/datl picture-obj 
po-I*si-ess-)i-n-ta 
see-(b-past-)caus-pres-em 
mChelswu makes the grandmother see a p i c t ~ r e . ~  
Third, some adverbials are not under the scope of an embedded VP, unlike 
(54) a. Pak-ssi-nun ai-eykey namwu-ey twu-son-ulo slu-0-keu ha-ess-ta 
Pak-Hr-TOP child-dat tree-to - - climb-1nl-cornp do- 
past-em 
m n ~  Pak caused the child to go up the tree with both hands.n 
b. Pak-ssi-nun ai-lul namwu-ey twu-son-ulo 01-li-ess-ta 
Pak-HP-TOP child-ACC tree-to two b d s  -wim - c ius-past-em 
"Hr Pak made the child up the tree with both  hand^.^ (cf. Shiba- 
tani (1973; 286); also cf . K. Park (1986) ) 
In the -kev causative construction (54a),  the adverbial two - son -u! Q 
(with two hands) is understood as modifying a matrix verb (causative verb) 
and an embedded verb. On the other hand, in che &causative construction 
(54b), it is understood as 'modifying only a matrix verb' (wide scope). 
Fourth, an embedded subject apparently does not behave like a subject at D- 
structure in that it is not available as a binder of an anaphor within an 
adverbial expressian. In the -kev ha- causative construction, a causee can 
bind an anaphor even if it takes a dative case marker (w) (cf. 22 for 
example). However, in tho -1- zausative construction, a causee is not 
served as the antecedent of an a n a p h ~ r . ~ ~  
The following three properties of 2 causativization have been observed 
by Shihatani (1973: (see also Fodor (1970); HcCawley (1971)). 
This argument also applies to time and locative adverbials (sentential 
adverbials) . 
I.-S. Yang (1976) reports that when a causee takes -evkev, caki can be 
(55) emnil-ka atu1,-lul cakiI~/*jl pang-eyse cay-wu-ess-ta 
mother-sub son-obj self room-in sleep-caus-past-em 
"The mother made the son sleep In self'sI~/*jl room.w (cf. (37) in I . -  
S. Yang (1976)) 
Finally, causativization is lexically selective and some cases are 
l e ~ i c a l i z e d . ~ ~ , ~ ~  Thus these aspects seem to show that rjr causativization 
is mono-clausal and Yrh. is derived in the Lexicon. 
However, there are some good reasons to suggest that the + causative 
construction is bi-clausal at some level of representation, i.e., at D- 
structure. First, sentential adverbials are not considered as Raving scope 
over an embedded clause, but eome nonsentential adverbials are considered 
as having scope over an embedded VP. 
bound by in (52); we do not agree with his judgment. (It seems that 
there are some idiolectal variations.) However, instead of -evse (in), if 
gy (&) is used, then anaphor binding between a causee and caki is possible 
probably because the phrase caki ~ang-ev ca- (self room-at sleeo) is 
somewhat an idiomatic expression, forming a VP, while caki m a  -evse ( i Z u  
room-in) is a sentential locative phrase. 
3b One example of lexicalized V-i- is given below. 
(i) sinpwun-lul palk-hi-si-yo .. 
identity-obj bright-caus-H-emH "Please identify y ~ u r s e l f . ~  (cf. K.-D. 
Lee (1976)) 
Thus, the -kev ha- causativized version of (i) does not make sense. 
(ii) *sinpwun-lul palk-0-key ha-si-0-yo 
identity-obj bright-Inf-comp do-H-pres-emH 
jnPlease cause (your) identity to 2e bright." 
The lexical selectivity of & causativization does not imply the 
limited/low productivity of & causativization. Even though b-i- is not 
allowed in standard Korean, Choi (1935;418) notes that in Middle Korean or 
in some dialects, b - i -  causativization is used. 5 . - 0 .  Lee (1972;57) also 
notes that according to Martin (1974), Korean verbals with the morpheme & 
are 586 and among them, verbals used as passive verbals are 265 (the 
passive predicate h i -  is morphologically identical to the causative 
predicate LLL; cf. Section 4.3.); verbals used as causative verbs are 287; 
and verbals used as causative/passfve verbs are 34. This survey shows that 
the productivity of causativization is by no means low even if there is 
some controversy over whether all instantiations of V-i- are passivized or 
causativized verbs since in some cases of V-i-, V is not used as an 
independent verb. Even if there is a problem with productivity, it seems 
that V-i- complex verbs always have compos~tianal meanings as long as the V 
of a V-i- complex verb is used as a main verb and u- is not lexicalized 
(cf. fn. 39). 
(56) a. ne-ka ai-lul ppalli ke-li-nikka ai-ka swum-ka 
you-sub child-obj fast walk-caus-because child-sub breath-sub 
cha-0 ha-ci an-0-ni. 
fill up-Inf do-to not-pres-em 
w5ince you make the child walk fast, he is out of breath, isn't he?" 
D. Homcu-nun elum-lul sesei nok-i-ki sicakha-ess-ta 
Holmes-TOP ice-obj slowly u-caus-to begin-past-em 
"Holmes began to make ice melt slowly." 
c.?ku ai-nun elkul-lul gpalgah-0-key pwul-hi-mye swucwup-e ha-ess-ta 
the child-TOP face-obj - &-caus-ing shy-Inf do-past-em 
@The child was shy and made his face red.= (The child flushed his 
face deep-red out of shyness.) 
In (56a), the adverb fast cannot modify the causative verb and can modify 
only the verb walk. In (56b), the adverb modifies either the 
causative or the embedded verb. In (56c), in a marginal way, the adverbial 
modifies the embedded verb. In the -key ha- versions of ( 5 6 ) ,  the scope of 
adverbials is identical to the scope of adverbials in (561, as shown in 
(57) a. al-lul ppalli ket-0-key ha-ess-ta 
child-obj fast w-Inf-comp do-past-em 
n[O1 caused the child to walk fast.H 
b. elum-lul sesei nok-0-key ha-ess-ta 
ice-obj slowly u-Inf-comp &-past-em 
"[01 caused ice to melt slo~ly.~ 
c. 7elkwul-lul sayppaikahkey pwul-0-key ha-ko wha-lul nay-ess-ta 
face-obj deeo-red red-Inf-com~ do-and anger-obj produce-past-em 
w[Ol caused his face to be red and got angry." 
This suggests that at some level of representation, a verbal stem licenses 
a nonsentential adverbial. If V-i- is derived in the Lexicon, some verbal 
adverbials have to modify sone part of lexically-derived words (cf. 56). 
Thus we suggest that -i- causativization is bi-clausal and that its 
embedded clause is a small clause whose INFL is [-Tense,-Agr,-Al, not 
allowing sentential adverbials. 
Shibatani (1973) reports that the adverbial Dnalbi (fast) in (57a) can 
modify a causative action. However, in our intuition, the adverbial 
cav~oalli (quickly) (but not m) may modify a causative V but not an 
embedded V. 
I f  a n  embedded v e r b  cannot  l i c e n s e  a s e n t e n t i a l  adverbia.1, a s  i n  some 
Eng l i sh  o r  some Korean s m a l l  c l a u s e  c a u s a t i v e  c o n s t r u c t i o n  ( c f .  Chapter  3 ) ,  
t h e n  a l l  t h e  s e n t e n t i a l  a d v e r b i a l s  i n  (54 and 55) have scope  over t h e  
m a t r i x  c l a u s e s .  I t  fo l lows  t h a t  a n  embedded s u b j e c t  cannot  bind a n  anaphor 
i n  a s e n t e n t i a l  a d v e r b i a l  s i n c e  i t  does  n o t  c-command a s e n t e n t i a l  adver -  
b i a l  i n  a matr ix  c l a u s e .  Thus i n  ( 5 5 ) ,  r e p e a t e d  i n  (581,  t h e  anaphor caki 
w i t h i n  t h e  ma t r ix  c l a u s e  cannot  be bound by a causee  w i t h i n  t h e  embedded 
c l a u s e .  
(58)  emenis-ka a tu1 , - lu l  c a k i t r / * , l  pang-eyse cay-wu-ess-ta 
mother-sub son-obj  s e l f  room-in sleep-caus-past-em 
"The mother made t h e  son  s l e e p  i n  ~ e l f ' s ( s / * ~ l  rooman 
One might sugges t ,  by ana logy wi th  Burzio (1986), t h a t  & is V b u t  
s e l e c t s  a VP complement s i n c e  a causee  is n o t  a v a i l a b l e  a s  t h e  b inde r  of an  
anaphor.  Th i s  approach would e l i m i n a t e  some appa ren t  redundancy of C and I 
s i n c e  C and I a r e  never  o v e r t l y  r e a l i z e d  i n  t h i s  c o n s t r u c t i o n .  On t h e  
o t h e r  hand, a b i - c l a u s a l  approach p r e d i c t s  t h a t  when a n  anaphor is i n  an  
o b j e c t  p o s i t i o n ,  anaphor b ind ing  wi th  a causee  is p o s s i b l e ,  as i n  the % 
ha- c o n s t r u c t i o n  (59b). I n  f a c t ,  t h e  p r e d i c t i o n  seems t o  be borne ou t ,  a s  
shown i n  (59a) .=.  
K .  Park (1986;29) n o t e s  t h a t  i n  ( 5 9 a )  wi th  anaphor b inding  wi th  a 
causee  is n o t  p o s s i b l e .  I n  I.-S. Yang (1976) ,  wi th  and even withr  
gykgy, anaphor b ind ing  wi th  a causee  is a c c e p t a b l e .  I n  g e n e r a l ,  wi th  
anaphor b ind ing  wi th  a causee  is e a s i l y  ob ta ined  wh i l e  w i th  - e ~ k a ,  i t  is 
n o t  e a s i l y  ob ta ined .  However, c o n s i d e r  ( i )  drawn from I.-S. Yang (1976) .  
( i )  nas-nun Mary,-eykey c a k i t , / * ~ l - u y  0s-u l  ip -h i -ess - ta  
I -TOP -da t  s e l f -gen  c l o t h e s  wear-caus-past-em 
"1 made Hary wear Iher/*myl  clothe^.^ 
I n  Korean, f i r s t  person  pronoun (fi cannot  bind a; t h u s  i n  ( i ) ,  
can  Be bound o n l y  by &gy. We a g r e e  wi th  t h e  g rammat i ca l i t y  i n  ( i ) .  Thus 
it seems t h a t  a causee  wi th  -evkgy bind a n  anaphor.  S h i b a t a n i  (1973) ,  
however, r e p o r t s  t h a t  anaphor b ind ing  wi th  a causee  wi th  is ungramma- 
t i ca l .  I t  seems t h a t  S h i b a t a n i g s  d a t a  r e f l e c t  t h e  d i a l e c t  Park d i s c u s s e s  
wh i l e  (59a )  r e f l e c t s  t h e  d i a l e c t  Yang d i s c u s s e s ,  which a l s o  happens t o  be 
t h e  same a s  o u r s .  Note t h a t  t h e s e  d i a l e c t a l  v a r j , a t i o n s  do no t  a f f e c t  t h e  
p r e s e n t  argument. 
(59) a. emenii-ka atulj-{lul/?eykeyl cakiti/g) 0s-Pul ip-hi-ess-ta 
mother-sub son-iobj/datl self clothes-obj wear-claus-past-em 
"The mother% made the son, put on self1s{~/,3 clothes." 
b. emeni+-ka atulj-{eytey/lal) cakii~/~l-uy 0s-lul Ip-8-key ha-ess-ta 
mother-sub son-{dat/obj) self-gen clothes wear-Inf-comp do-past-em 
wThe motheri had the sonj put on self's(~/,l clothes." 
Thus the VP corrplement hypothesis cannot be viable enough to explain the 
data given in (59a) since a causee behaves as the embedded subject in (59). 
The following example also shows that N P - a  is availab1.e as a reciprocal 
anaphor binder. 
(60) a .  Yenghi-ka ai-tul-Eeykey/lul) selo-uy 0s-lul 
-sub chile-pl-tdat/obj) each other-gen clothes-obj 
ip-hi-e hakkyo-ey po-0-nay-ess-ta 
wear-caus-Inf school-to send-Inf-out-r,ast-em 
"Yenghi had children put on each other's clothes and sent them to 
school. 
The evidence that V-i- is syntactically derived can also be found in the 
semantics of Y-1-. While some instantiations of y-i- are idiomatic 
expressions, they can also have compositional meanings, as in -key ha- 
causativization. Some causativized intransitive verbs have both lexi- 
calized meanings and completely productive cause X to V or let X V rnean- 
ings . 3s 
The exampie of causativization in (ia) has b ~ t h  the lexicalized 
meaning and the compositional meaning, while the Y-key ha- phrase has only 
the compositionlal meaning. 
(i) a .  Chelswu-ka Yenghi-lul nac-hwu-e po-ass-ta 
-sub -obj low-calaglnf {see/atternpt)-past-em 
(1) nChelswu made Yenghl belittled.H or "Chelswu belittled Yenghi." 
(2) nChelswu attempted to make Yenghi bend 
b. Chelswu-ka Yenghi-lul nac-0-key ha-ye po-ass-ta 
-sub -obj low-Inf-comp do-I,if attempt-past-em 
*(1)/(2) 
The following are examples in which V-1- has the same ccmpositional meaning 
as its Y-key ha- counterpart. 
(ii) a. tewun nalssi-ka salam-tul-uy elkwul-lul pwul-0-key mantul-ess-ta 
hot weather-sub people-gen face-obj red-Inf-comp make-past-em 
"The hot weather caused peoplets faces to be red.w 
b. tewun nalssi-ka salam-tul-uy elkwul-lul pwul-hi-ess-ta 
hot weather-sub people-gen face-obj red-caus-past-em 
"The hot weather made people's faces red." 
(iii) a. Chelswu-ka (Yenghi-uy) elkwul-lul palk-0-key mantul-ess-ta 
Thus we conclude that V-1- is syntactically derived and that at some 
level of representation, the construction is bi-clausal (cf. K. Park 
(1986;28-9) for a similar conclusion) (cf. especially 56 and 60). Since an 
embedded INFL is [-Tense,-Agr,-Al, only nonsentential adverbials can appear 
in an embedded verb. Therefore, some apparent scope and binding facts are 
observed (cf. 54-55). In short, some aspects which apparently show that 
the predicate y-i- may be lexically-derived can be attributed to small 
clause aspects of the embedded cLause of causativizatian. Like Y - s w  
V-i- is an H-complex word but not an H/R-complex word, since y-i- can be 
(61) a. ku 0s-ka emeni-eyuyhayse ai-Ika/eykeyl ip-hi-e ci-ess-ta 
the clothes-sub mother-by child-{sub/dat1 w e a r - w - I n f  w - p a s t - e m  
nm c l o t h  were put on to the child by (his) mother." 
-sub -gen face-obj bright-Inf-comp make-past-em 
"Chelswu caused (Yenghifs/hisl face to be bright." 
b. Chelsw-ka (Yenghi-uy) elkwul-lul palk-hi-ess-ta 
-sub -gen face-obj bright-caus-past-em 
wChelswu made {Yenghits/hisl face bright.n 
(vi} a. Chelswu-ka (Yenghi-uy) heli-lul kwup-0-key ha-ess-ta 
-sub -gen waist-obj bend-Inf-comp do-past-em 
nChelswu caused {Yenghifs/hisl waist to be bent." 
b. Chelswu-ka (Yenghi-uy) heli-lul kwup-hi-ess-ta 
-sub -gen waist-obj bend-caus-past-em 
"Chelswu made {Yenghlts/hisl waist bent.w 
K. Park (1986) reports that passivization of a causee is not possible, 
when an embedded verb is transitive. In the data used by K. Park (1986) a 
causee (a (u) in (61a)) takes u. However, in -e ci- passivization 
(cf. fn. 20 and Section 4 . 3 .  ACC assigned to an embedded object is 
realized as as shown in (ia). In fact, even when no passive is 
involved, with ci- in a matrix clause, ACC assigned to an embedded object 
is realized as =k& as shown in (ib). 
(i) a. Chelswu-ka 0s-{ka/*lull ip-hi-e ci-ess-ta 
-sub clothes-Csub/objl wear-caus-Inf pass-past-em 
nChelswu was made to wear (his)  clothe^.^ 
b. Chelswu-ka ttokki-(ka/*lull cap-a ci-ess-ta 
-sub rabbit-{s~b/obj1 take-Inf become-past-em 
mChelswu tends to take a rabbiten 
We will briefly discuss the change in Case realization in the V-to-V RR 
construction briefly in the Appendix of this Section. 
b. ai-ka emeni-eyughayse ku os-ka ip-hi-e ci-ess-ta 
child-sub mother-by the clothes-sub wear-caus-In£ pass-past-em 
"The child WES put on the clothes by (his) mother." 
At this point, let ub briefly discuss the idea that the third type of 
Korean causativization -- N-ha- -> p-sikhi- causativization -- is the same 
process as V -> y-i- causativization in that they are obtained through V- 
to-V head movement, Note that N-ha- is a denominal verb and that k can 
be considered as a dummy verbal element (as Choi (1935) suggests) which can 
be deleted [or not realized) when other verbals are amalgamated with that 
denominal verb. Thus ~ikhi- causativization can bc understood as V2-to-V1 
head-movement, as shown below. 
In fact, N-sikhi- causativization shows the same properties as those of V- 
causativization as discussed in subsection 4.2.1.1. and in this subsec- 
tion. In short, we suggest that 2 causativization and -sikhi- causa- 
tivization are the same causativization prwesses which differ only in that 
the predicate &selects V while the predicate -sikhi- selects Ji-ha verbs. 
(Note that V-V selectional restriction is possible when an embedded clause 
is a small clause, as discussed l a  fn. 27 in Section 3.4..) In fact, 
unless a matrix predicate selects a CP complement with rich C or I, some 
matrix predicate:\ (usually Vx i n  Korean) axe amlgamted with N-ha- in the 
s a m  way as the verb -sikhi-: 
(63) a. sayngkak-k --- sangkak-marl - 
idea-do (think) idea-{happen/becomel (Ihappen/comel to think) 
b. kwukyeng-ha- --- kwukyeng-Jo/kal- 
attraction-do (watch) attaction-fcome/gol ({come/goI to look at) 
To summarize, in this subsection comparing Romance and Japanese 
causative constructions, we have discussed various types of Korean causa- 
tive construct.ion based on the notions of head-movement and RR. We have 
shorn that Korean allows R- or H-complex causative predicates and that 
depending on the properties of IHFL and on the type of rules involved, a 
number of causative variations are obtained. Below, we will discuss 
another type of causative variations: ergative causative construction. 
Based on Korean and Italian data, we 4111 discuss instantiations of R-, M-, 
and H/R-complex causative predicates. 
4 . 2 . 2 .  Ergative causativization and psych-predicates 
4.2.2.1. Korean -key ha- ergative causativization and psych-predicates 
As we have noted, d e y  ha- causativization is completely productive so 
that any predicates may be -key ha- causativized. Thus some adjcztivals 
which reveal a  psychological statev4= can also be -key ha- causativized, 
as illustrated below.gs 
(64) a .  Chelswu-nun Yenghi-lul hayngpoksulep-0-key {mantul/?hal-ess-ta 
-TOP -obj --In£ -comp Imake/dol -past-em 
nChelswu caused Yenghi to be happy.n 
b. Chelswu-nun Yenghi-lul kekcengsulep-0-key fmantul/?hal-ess-ta 
-TOP -ob j --In£ -comp Iwke/dol -past-em 
"Chelswu caused Yenghi to feel ~ n e a s y . ~  
c. Chelswu-nun Yenghi-lul culkep-0-key Ernantul/?hal-ess-ta 
-TOP -obj delishtful-Inf-comp I~ke/dol-past-em 
HChelswu caused Yenghi to be delightful." 
The -key ha- causativization of psych adjectives is usually awkward (but 
not ungrammatical) when a causer has an agent role. When w t u l -  (m) 
(which gives strong agentivity to a causer without any difficulties) is 
used as a causative verb, the sentences in (64) become much better, 
Causers can be nonagentive and may also be events (65a), properties, 
or tendencies of animate objects (65b) or abstract concept objects (65~1, 
as sho-m below. 
4 2  Adjectives that we call 'psych-adjectives' are listed below: 
(i) kwuic- (annoying); (missed); (sad); ~ ~ D w u I I  coh - 
(pleasant) ... . 
These predicates are called in various ways: 'sensory verbs' (C.-M. Lee 
(1976)); 'subjective verbs' ( 8 . - S .  Park (1974)); 'self-judgment verbs' ( I . -  
S. Yang t1972;159)); 'emotive adjectivest (K.-D. Lee (1976)). Not every 
predicate which these authors illustrate belongs to the class of psych- 
adjectives that fall under our considerations. Psych-adjectives that can 
only be transitive listed in (ii) do not have the properties that we will 
discuss below. 
(ii)  oh- (fond of); (hateful of); (tired of); (in 
need of). 
Psych-predicates under consideration listed in (i) are psych-adjectives 
that can be either transitive or intransitive. 
These psych-adjectives are not 2 eausativized. 
(65) a. saep-ey serrgkongha-0-n-kes-ka Yenghi-lul 
business-in succeed-Inf-comp-thing-sub -obj 
hayngpoksulep-0-key Imntul/hal-ess-ta 
happy-Inf-comp {make/dol-past-em 
er succeedi~a in busines% caused Yenghi to be happy." 
b. atul-uy heyakham-ka emeni-lul kekcengsulep-0-key lmantul/hal-ess-ta 
son-gen weakness-sub mother-obj uneasy-Inf-comp {make/dol-past-em 
"Her son's weakness caused the mother to feel uneasy." 
c. kyengkhoehan umak-ka Chelswu-lul culkep-0-key imantul/hal-ess-ta 
cheerf ul music-sub -3bj delightful-Inf-comp Irnake/dol-past-em 
"Cheerful music caused Chelswu to be delightful.M 
One peculiar pnoperty of this causativization is related to anaphor binding 
(as for the peculiar binding in psych-verb construction in English an3 
Italian, see Pesetsky (1983) and BeZletti and Rizzi (1986)). In (661, a 
causee can bind an anaphor within a matrix subject NP. 
(66) a. [cakis-ka sengkongha-0-n-kesl-ka Yenghit-lul hayngpokha-0-key ... 
self-sub succeed-Inf-comp-thing-sub -obj happy-In£ -camp 
"Self1sr success caused Yenohit to be happy." 
b. [cakis atul-uy heyakhaml-ka ku emenit-lul kekcengsulep-0-key ... 
self son-gen weakness-sub the mother-obj uneasy--In£-comp 
"Self.rk son's weakness caused the m o t b i  to be uneasy." 
c. [cakis-ka cakkokha-0-n umkl-ka Chelswus-lul culkep-0-key ... 
self-sub compose-past-comp music-sub -obj pleasant-Inf-comp 
"The music which selft composed caused u r  to be delightf~l.~~ 
This peculiar binding fact is not observed when a causer is agentive. 
( 6 9 )  a. *[cakil-uy acessil-ka Yenghis-lul hangpoksulep-0-key mantul-ess-ta 
self-gen uncle-sub -obj happy-Inf-comp make-past-em 
HSelfls uncle caused Yenghi to be happy." 
The binding fact in (66) suggests that the causers in (66) may fail to 
be base-generated in matrix subject positions. In fact, the following 
pattern suggests that a causer is not base-generated in a matrix subject 
posl tion. 
(68) a. Chelswu-ka kekcengsulep-0-ta 
-sub uneasy-pres-em "Chelswu is uneasy." 
b. Chelswur-nun apeci-kkey [cakis-uv senscek~hvo-lul 
-TOP father-datH self-gen report card-obj 
ill-ka kekcengsulew-ass-ta 
see-caus-Inf/comp-thing-obj uneasy-past-em 
ll&l~ms was uneasy about u s i n s  his fa ther  to see selflls re~urt 
~ a r a . ~  ( =  ... about letting his father see self's report card) 
c. Chelswu - ka . DO i 1 I - 1 ul kekcengsulew-a-ess-ta - - -  
-sub see-caus-Inf/comp-thing-obj uneasy-In£ do-past-em 
d. [ . . . car- ...l-kaiU kekcengsulep-0-u-ess-ta 
self -gen -sub -obj uneasy-In£-comp do-past-em 
n f h i s  fatherto, caused l;he3.swui to be 
uneasy. 
In (68a), a psych-adjective is Intransitive; it takes an N P - k  object when 
it is transitive, as in (68b). The fact that NP-kg is an object is 
confirmed by (68c); in (68c), when the verb ha- is lrestructuredl with a 
psych-adjective," the object takes -J&. These psych-adjectives can also 
be transitive in that they .my take an object and assign ACC, which is 
realized as rhg in Korean, as shown in (6Bb). When a psych-adjective is 
- causativized, the argument stiucture is reversed, as shown in 
(68d) (cf. 68b). 
Let us assume that the object of a psych-adjective is assigned an 
influencer role and that the subject is assigned an influencee role. When 
the psych-adjective is covertly vrestructured' with a verb as in 
(68~3, a matrix subject is assigned a double theta-role: agent and influ- 
encee roles that overlap through RR.'= But when psych-adjectives are 
causativized, argument structure is reversed, as shown in (68d). To 
summarize, the structures of (68) are schematically illustrated as fol- 
** Thus, the clause-mate requirement between a quantifier and its scope 
marker is apparently violated. In ( i ) ,  am-ket-to (~othina.) and an- ( ~ 2 )  
appear in an embedded and a matrix clause, respectivc1.y and smwu - ket - to 1 s 
wide scope. 
(i) Chelswu-nun 1 - ket -Lo kekcengsulew-el ha-ci a-nun-ta 
-TOP nothing worrying-Inf do-to not-pres-em 
nChelswu does worry . 
4b Thus at LF, the two theta-roles may be interpreted as an experiencer 
role by some conventions that interpret overlapped theta-roles. 
This pattern holds for all psych-adjectives we know of in Korean (cf. 
( i )  in fn. 42). 
c. [ Agent+-ka [ (PR0)Inflei Inflrd-u psych-A-e I ha- I 
d. [ Inflr/Causr,-ka [ Infler-lul psych-Adev I ha- I 
The structure (69d) is problematic: If a causer is base-generated in the 
matrix subject position, we cannot explain the peculiar binding fact 
observed in (66). 
One plausible assumption is that a causer is actually base-generated 
in the object position having an inflr role, as in (68 and 69b), and then 
by some syntactic necessity, it moves to the matrix subject position In the 
winner given in (70):' 
(70) 3. [ [ Infler Inflr, psych-A I i- I 
' . Inflr~ Infle~ tj psych-A I *Y I 
VI C ( w g y )  can assign ACC since the s-head of VIC (i . e . ,  V) has a Case 
feature. An Inflea argument is assigned ACC by the V of VIC and an Inflr 
4 7  Tne following pattern may show that the psych-caasatibe versions are 
derived from the transitive versions (69b) of psyph-adjzctives but not from 
the  intzanstive versions (69a) of psych-adjectives. 
(i) a .  'enghi-ka culkep-0-ta 
-sub delightful-pres-em "Yenqhi is delightful." 
b. *?Yenghi%-ka (cakji-uy) acessi-ka -alkep-0-ta 
-sub self-gen uncle-sub gelightful-pres-em 
"Yenghi is delightful of self's uncle." 
c. *?(cakii-uy) acessi-ka Yenghir-lul sulkep-0-key ha--n-ta 
self-gen uncle-sub -obj delightful-Inf-comp do-pres-em 
nSelfifs uncle caused Yenghii to be delightf~l.~ 
( i 1) a. Xenghi--La kekcengsul ep-0-ta 
-suk uneasy-yres-em "Yenghi is Iuneasy/worriedl." 
b. ?Yenqhi%-ka (cr'-ir-~y) acessi-ha kekcengsulep-0-ta 
-sub se-f-gen uncle-sug uneasy-pres-em 
"Yenghi is {uneasy/worriedl about selfDs uncle.n 
c, ?(cakir-uy' acessi-ka Yenghio.-lul kekcengsulep-@-key ha-n-ta 
self-gen uncle-sub -obj uneasy-Inf-comp do-preo em 
nSelf Is uucle caused I'enghi t a  be Iuneasy/worr iedl . 
In C h o ~  (in p-ogress), for Lome other empirical reasons, we discuss 
pPausibL? alternativ~ analysis of psych-causative const~uctiofi that assumes 
a differenr D-structure shown in (iii), under the notion of syntactic 
adjunction as h-muvement: 
(liil a. f e [VP [inflrj1 [CW inflea psych-A-key I ha-l I 
b. [ [inf:r21 [VP tj [CY lnfle~ psych-A-betr I bA. I 
The ar,alysis illustrated in ! i i j )  daes not dffect our discussion of complex 
predicates in this Sect,on. I l l a t  t h e  anaiysis in (iii) leads us to drop 
Rcllettr and Rizzi 's (1986) 'a~~yw?ere prl?cipi2 of coi~dition A, which 
the a-alysis riven In (70 j has 'LO adopt. 
argument moves t o  t h e  ma t r ix  s u b j e c t  p o s i t i o n  t o  be a s s igned  :!OM by a 
ma t r ix  INFL... I n  f a c t ,  t h e  b i c l a u s a l i t y  of t h e  s t r u c t u r e s  i n  ( 7 0 )  I s  
a t t e s t e d  t o  t h e  fo l lowing  d a t a :  The clause-mate requirement  between a 
q u a n t i f i e r  and its scape  marker is observed i n  t h e  psych-causa t ive  cons- 
t r u c t i o n ,  a s  shown i n  (71a and b ) :  In  ( 7 1 a ) ,  wi th  m l u - t o  a s  an  I n f l e  
argument, an- cannot  appear  on t h e  c a u s a t i v e  verb ;  i n  (71b), w i t h  amwu-ket- 
h i n  t h e  s u b j e c t  p o s i t i o n ,  cannot  appear  on a p sych-p red ica t e .  I n  
( 7 1 ~ 1 ,  t h e  q u a n t i f i e r  has  o n l y  narrow scope .  
( 7 1 )  a .  i saken-ka m u - t o  twulyep-0-key I?*ha/*mantul3-ci a - a s s - t a  
t h i s  event-sub r~obody afraid-Inf-comp I d o / m k e I - t o  n o t - p a s t -  em 
wThis  even t  ~ l ~ g  caused nobody t o  worry.'l 
b. m y y - k e t - t ~  Chelswu-iul a - t w u l y e p - 0 - k e y  { ? % a / h n t u l l - e s s - t a  
no th ing  -obj  not-afraid-Inf-comp Ido/makel-past-em 
"m caused Chelshu t o  neg worry.1t 
c. i kes-ka a - t w u l y e p - 0 - k e y  {ha /mantu l l -ess - ta  
t h i s - s u b  nobody not--afraid-Inf-comp Ido/makel-past-em 
"This  caused nobodv t o  neg worry. 
N ~ t e  t h a t  t h e  examples i n  ( 7 1 )  sugges t  t h a t  bo th  Y-kev ha- and y&y 
mantul- a r e  n o t  RRed when k and a r e  e r g a t l v e .  
S ince  and w k  do not  t r i g g e r  V-to-V RR,  t h e s e  ve rbs  coe ld  be 
pass ived  i f  t h e y  were not  e r g a t i v e .  The p a s s i v i z a t i o n  of d e v  iw- 
with  psych-A is no t  p o s s i b l e ,  a s  shown i n  (72b1, whlch s u g g e s t s  t h a t  t h e  
v e r b s  i n  ( 7 2 )  a r e  e r g a t i v e .  Thus the  examples i n  ( 7 2 )  suppor t  
t h e  a n a l y s i s  g iven  i n  ( 7 0 ) .  
( ? 2 )  a .  i saken-ka Chelswu-lul kekcengsulep-0-key I rmntu l /ha l - e s s - t a  
t h i s  event-sub -obj  uqeasy-Inf-comp {make/dol-past-ern 
"This even t  caused Che'swu t o  f e e l  unezsy." 
b. Chels7i~-ka i saken-eyuyhayse kekce. sulep-0-key 
-sub t h i s  event-by uneasy-In£-comp 
a s  The r eason  why on ly  e r g a t i v e  h a -  o r  W t u l -  can t a k e  psych-A 
i n  t h e  embedded c l a u s e  is a t t r l b u t e d  t o  t h e  s e l e c t i o n a l  p r o p e r t i e s  of t h e  
e r g a t i v e  I w u l l -  p r e d i c a t e .  For a p o s s i b l e  r ea son  f o r  why an 
I n f l r  argument ( i n s t e a d  of an  I n f l e  argument) moves t o  t h e  ma t r ix  s u b j e c t  
p o s i t i o n ,  s e e  S e c t i o n  4 .3 . .  But a l s o  s e e  fn .  47. 
{??*mantul/**hal-e ci-ess-ta 
{make/dol-Inf pass-past-em 
nChelswu was m d e  to be uneasy by this event.n 
In addition, structure (70) explains the peculiar binding fact in (68) if 
we adopt the 'anywhere principle1 of binding condition A in Belleti and 
Rizzi's (1986;23) sense: condition A is met either at D- or S-str~cture.~" 
Since at D-structure, caki is bound by an Infle argument in (66) (cf. 70a), 
the sentences in (66) are grammatical. 
To conclude, the peculiar binding fact and the argument structure of 
the psych-causative construction in Korean both suggest that there is 
ergative causativization in Korean. In short, the verbs Imantul/hai-. in 
Korean can be either transitive on ergative; ergative instantiations 
trigger some peculiar aspects with respect to binding under a certain 
principle (the !anywhere principleg of binding A ) .  
4.2.2.2. Italian psych-verbs and M- and M/R-complex predicates 
As with ageiltive causativization, we expect ergative psych-causati- 
vization to instantiate M/R- or H-complex words. In fact, in this subsec- 
tion, we argue that a morphologically-complex version of the Korean 
ergative psych-causativization is found In the Italian psych-verb construc- 
tion described by Belletti and Rizzi [1986).b0 Italian psych-verbs and 
Xorean psych-causativization are similar to each other in significant ways 
a s  Belletti and Rizzi suggest that the principle may also be satisfied at 
LF. Howard Lasnik (p.c.) has pointed out that binding condition A maj fail 
to apply at LF because of the following data. 
(i) * John thinks nary is interested in every pictune of himself. 
If condition A is satisfied at LF, because of QR, (i) is expected to be 
grammatical under the 'anywhere principlet (but cf. fn. 4 7 ) .  
* O  As for discussions on psych-verbs in English, see Jackcndoff (1972); 
Postal (1971); and Pesrtsky (1987). 
although in Italian there are no irldications to suggest that psych-verbs 
are morphologically-complex predicates. 
Conslder the fo1:owing much-discussed pair of psych-verbs (cf. also 
their English counterparts). 
(73) a. Gianni teme questo 'Gianni fears this." 
b.  Questo preoccupa Gianni nThis worries Gianni." (cf. (1-2) in 
Belletti and Rizzi (1986)) 
Belletti and Rizzi (1986) notice that aesto in (73b), but not G i a d  in 
(73a), shows some of the properties of derived subjects. First, the 
following contrast shows that the subject in (73b) is derived. 
(74) a. Gianni si teme 'Gianni himself fears." 
b. *Gianni si preoccupa "Gianni himself worries." ((10) in Belletti 
and Rizzi (1986 1 
Belletti and Rizzi (1986) suggest that (74b) above can be ruled out if 
Giannl 1s a derived subject, given the following locality conditions of 
chains at S-structure (cf. Rizzi (1982/1986b)): *NP% ... ~ L L  ... er. B 1 
Second, no syntactic passive is possible in the psych-verb 
(75) a. Gianni viene temuto da tutti 
"Gianni comes feared by e~eybody.~ 
b.*Gianni viene preoccupato da tutti 
"Gianni comes worried by every bod^.^ ((41) in Belletti and Rizzi 
(1986; 20 ) ) 
51 Thus the psych-verb construction is like passive and raising conutruc- 
tions, in which fi cliticization is not possible. 
(i) a. Gianni si k fotografato. IfGianni himself photographed." 
b. *Gianni si % stato affidato. "Gianni to-himself was entrusted e e." 
I I 
c. *Gianni si sembra simpatico. nGianni to-himself seems e nice e? 
I I .,
((7) and ( 8 )  in Belletti and Rizzi (1986); also see Rii~Zi (1986b)) 
Belletti and Rizzi suggest that (74b) is ungrammatical for the same reason 
that (ib and c) are ungrammatical. See also Borer and Grodzinsky (1986) 
for Hebrew examples in which certain type of clitics which they call 
reflexive clitics may be considered to obey the locality condition. 
On the other hand, the Korean counterparts of Italian (74) show the 
same grammaticality, as shown in (ii). 
(ii) a. Chnlswui-ka cakii-uy sengkong-ka kippu-0-ta 
-sub self-gen success-sub happy-pres-ern 
"Chelswur is happy about selfits ~ u c c e s s . ~  
b. *?caki,-uy sengkong-ka Chelswur-lul kippu-0-key 
self-gen success-sub -obJ happy-Inf-comp 
Imantul/hal-ess-ta 
Imake/dol-past-em 
"[Selfr's success1 caused [Chcls~~rl to be happy." 
The ungramticality of (lib) cannot be derived fiom the locality condition 
given above and (iib) does not include cliticlzation. Thus by analogy witj 
Lasnik (1986;480), we attribute the ungrammaticality of (iib) to the Stronq 
Cross-over effects of A-movement, which would also explain the Italian data 
and (iib); pelf's s u c w  moves across in (lib) (also cf. Rizzi 
(1986b) ) . 
52 Belletti and Rizzi (1986;69) note that venira (.a) is used only as a 
syntactic verbal. passive auxilary while ess_exe ( 1  can be used as an 
adjectival or syntactic verbal passive auxiliary. See Belletti and Rizzi 
(1986;17-20) for more discussions on passive'in Italian. 
For two more pieces of evidence that the subject in (73b) is a derived 
subject, which are not related to our immediate concern, see Belletti and 
Rizzi (1986). 
Finally, the well-known peculiar binding effect (76a) shows up in the 
Italian psych-verb construction (but not in (76b)), as we saw in the 
ergative psych-causativization in Korean. 
(76) a. Questi pettegolezzi su dl S~(L preoccupano Giannir di ogni altra 
cosa "These gossips about himselfr worry Giannii more than 
anything eles." 
b. *Questi pettegolezzi su di ~ g r  descrivono Giannir rneglio di ogni 
biografia ufficiale. 
nThese gossips about himselfi describe Giannii better than any 
official bi~graphy.~ ((46) and (47) in Belletti and Rizzi (1986)) 
In order to explain these aspects of psych-verbs, Eelletti and Rizzi 
(1986) suggest the following structure (assuming Kayne1s bindary branching 
hypothesis (cf. Kayne (1984)). 
b. Th-grid (Exp, Th) 
I 
V ' NP 2 Case-gr id ACC 
1 \ I 
preoccupano NP1 Gianni L ( ACC) 
(worry) I f questi pettegolezzi su di s e ~  (these gossips about himself) 
(cf. (48) and (111) it. Eelletti and Rizzi (1986)) 
NP1 is (Th)emc and NP is (Exp)eriencer in their terms (cf. fn. 45). Sinc 
Q- being ergative, cannot assign structural Case, NP1 moves to 
the matrix subject position while NP2 is assigned inherent Case (ACC) 
determined by the lexical properties of preoccuDare in the manner of (77b). 
Under their analysis, the derived nature of a theme argument is explained 
in terms of the ergativity of u g ;  peculiar binding is explained 
under the 'anywhere principle' of condition A: NP2 c-commands NP1 at D- 
structure (77a) and therefore condition A is satisfied, even though NP2 
does not c-command NP1 at S-structure. 
Be1,letti and Rizzi also argue that the structure In 177a) explains 
why, Jn (78/9b), extraction out of NP2 is ungrammatical, unlike extraction 
from the object position in (78/5.3). 
( 7 8 )  a. La ragazza dl cui Glanni teme 11 padre 
"The girl of whom Gianni fears the father." 
b. *La ragazza di cui Gianni preoccupa il padre 
"The girl of whom Gianni worries the father." 
(79) a. VP b. 'JP 
I / \ 
v ' V' w 
/ \ / \ 
V N.aL V NP1 ( ( 7 4 )  and (85) in 
Belletti and Rizzi (1986)) 
Belletti and Rizzi suggest that the contrast follows for the following 
reason: Unlike NP1 in (79a), NP2 in (79b) is not lexically theta-marked 
(hence cot L-marked) and hence the NP2 is a barrier. Since VP inherits 
barrierhood, extraction from NP2 violates S u b j a c e n ~ y . ~ ~  Therefore the 
extraction of NP2 shown in (78b) is not grammatical. 
This analysis, hovsver, contains some serious problems. First, there 
are same conceptual and empirical problems. Relletti and Rizzi (1986; 
fn.23) notice that the aspectual auxiliary of the r e o c u  c l ~ s s  is 
aver2 but not essere. which contradicts the generalization that the Italian 
assignment of an auxiliary reflects the formal ergativity of verbs.53 
Their analysis thus forces them to make a generalization that a verb takes 
ave1:e if it has the capacity to assign ACC (structural or inherent), and 
wsere otherwise. This modified generalization weakens the essere assign- 
- 
" Belletti and Rizzi [1986;43) suggest that the option of adjoining the 
extracted element to VP (along the lines of Chomsky (1986b)) does not 
vacate barrierhood of the VP under an assumption that inheritance of 
barxierhood can involve segments. 
BE Burzio's pssere assignment is formulated as follows. 
( 1  e r e  a s s i m :  The auxiliary will be realized as w e r e  whenever a 
'binding relation%' exists between the subject and a 'nominal conti- 
guous t o  the verb.' 
(ii) A 'binding relationlr is a binding relation other than a relation 
between elements of independent theta-roles. (cf. (86a) and (103) in 
Burzio (1986; 55 and 63)) 
The core case of ( i )  is that essere !L assigned to a predicate that do not 
assign a logical subject at D-structure. See also Chapters 3 and 5, for 
some discussion on the auxiliay change in the 'restructuring' construction 
in Italian. 
ment in Italian, since it fails to reflect the correlation between the 
(formal) ergativity of a verb and the auxiliary assignment in Italian. 
Note that given a 'restructuring' effect -- auxiliary change --, we have 
shown that is assigned to a complex predicate whose s-head predicate 
is ergative and that essere obtained by the ergativity of the s-head of 
complex predicates reflects the formal ergativity of comp1.e~ predicates. 
In other words, essere is assigned according to the formal ergativity of 
complex predicates (also cf. Section 5.5.); it is also assigned according 
to the Qeep ergativity of a noncomplex predicate. The present analysis 
a~lngest that the Italian sserg assignment reflects a deeper principle of 
UG. If the auxiliary assignment that reflects a certain version of 
Burzio's generalization is derived by deep principles of  UG, then Belletti 
and Rizzi's modification may not be on the right track. In addition, their 
analysis offers some limited exp1~nati:y domain; the analysis does not 
extend to Koreai'~ psych-causat ive construct ion, which show almost the same 
properties: peculiar binding and the derived nature of sdbject argument. 
To eliminate this problem with respect to the auxiliary assignvent in 
Italian and to have a unified account of Korean and Italian psych-predi- 
cates, ve suggest that in Italian, psych-verbs are morphologically-complex 
predicates, which are amalgamated with ergative causative predicates from 
the structure in (80). (We assume that Infle (Exp) and Inflr (Th) are base- 
generated as a logical subject and a logical object, respectively.) 
(80) a. VP 
/ \ 
A [+cause1 C I W i  
I / \ 
I SPEC CIVi* 
I 
I 
/ I \  
I / I \ 
I CIVi Exp(S) Th(0) (Exp = Infle; Th = Inflr) 
This structure suggests that there are abstract predicates or feature 
bundles as causative predicates (cf. Chomsky (1970); Baker (1985/to 
appear))."= The structure implies that the subject in the psych-verb 
construction i a  a derived one. Since one of the two arguments in an 
embedded clause moves to the matrix subject position to be assigned NOH, 
the peculiar binding is explained as Belletti and Rizzi suggest. 
The next question we raise js which operation, head-movement or RR, is 
responsible fnr the psych-predicate amalgamation of the verb u o c c m .  
If CIVL moves to [+cause1 (head-movement), the formal ergativity will be 
determined by [tcausel. However, the formal ergativity is not determined 
by ergative [+cause I since the psych-verb p r e p c c u w  takes avere, like a 
non-ergative verb. We thus suggest that the morphological amalgamation of 
[+cause1 and CIVi is derived by overt RR, as in the following. 
(81 vcrvpi 
/ \ 
SPEC VCIVti 
/ I \  
/ I \ 
VCIVi Infle Inflz 
I 
[+cause I -0-0-V 
Since only one Case featuire of VCIV ([tSCI of the embedded V) is visible 
with respect to Case assignkent, one of the two arguments in an embedded 
claase should move to the matrix subject position to be assigned NOM: For 
Postulating a feature as a predicate is not new. Chomsky (1970;215) 
postulates a feature [tcausel, which can be assigned to cettain verbs as a 
lexical property and which can revise the transitivity and selectional 
properties of those verbs. 
(i) John [+cause, growl tomatoes. 
Here, we postulate a predicate XI which contains a semantic feature [tcausl 
whose aralgamtion takes place In syntax. We also suggest, given the wide 
intepretation of the projection principle, that 'revision of transitivity 
and of selectional properties of verbs' i~, actually 'formal' change (but 
not deep change) that is predicted depending on how two predicates are 
amalgamated. 
some reason, an Inflr argument moves to be assigned NOM. Thus ACC is 
assigned to the Infle argument. We thus mantain a certain version of 
Burzio's generalization of auxiliary assignment as reflecting the formal 
ergativity of (complex) predicates: a predicate taking the i i i  auxiliary 
has the Case feature [tSCI, which is visible with respect to Case assign- 
ment ( c f .  formal transitivity). 
Under this analysis, we expect that there may be another type of 
complex psych-verb with different formal ergativity since two predicates 
may also be amalgamated by head-movement. In fact, Belletti and Rizzi 
(1986) notice another type of psych-verb in Italian. 
( 82  I La sempre piacuiuta a GI-. 
nMusic always pleased Gian~l.~' ((91b) in Eelletti and Rizzi (1386)) 
The type of psycb.*;erb examplified in (79) has the following proper tie^."^ 
(83) a. the NP (exp; Infle here) is parked with dative Case 
b. the aspectual auxiliary selected by these verbs ~s m. 
Given (83b), we predict that piacere (please) is derived by CIVi-to- 
[+cause1 head-movement in the following way: 
(84) VP 
/ \ 
v1 CIVP' 
/ \ / \ 
CIV12 V1 SPEC CIV1* 
I I / I \  
a&-[+cause1 / I \ 
CIV12 exp(S) theme(0) 
I 
ti 
[+cause1 is the s-head of piacere.  Therefore, the formal ergativity of 
is ergative and olacere takes the auxiliary m. This analysis 
redundantly explains tne property cjiven in (83a): The s-head [+cause1 
B 7 One more pr~perty is that the two NPs can change their positions. 
(i) A Gianni k sempre piaciuta la musica 
"To Gianni always pleases rnusi~.~ ((91a) in Belletti and Rizzi (19863) 
We have no explanation of this property. 
does not have the Case feature [+SCl (being ergatlve) and therefore Pfacere 
does not assign ACC to the object NP (Infle). Thus, while the Inflr 
argument moves to the matrix subject position to be assigned NOH, the Infle 
argument should be assigned Case by a dummy Case marker. Mote that the 
subjecthood of the g argument (Infle) is intact even after RR applies given 
the RR conventions. Thus to preserve the subjecthood of an Infle argument, 
the dummy Case mark~r is employed. 
Belletti and Rizzi (1986; fn.25) report that some verbs such as 
interessu (interest;) assign either essere or avere and that depending on 
the auxiliary assignment, Case assigned to an Infle argument differs; with 
essere, the argur~ t structure is like that of piacexe and with avere, the 
aigument structure is like that of WeoccuDare: 
(85) a. La politica ha sempre irrteressato 
nPolitics h w  always interested." 
b. La politica gU 3 sempre interessata 
nPolitics to always interested." 
Under the present analysis, the verb interessare is derived either by RR 
(85a) (cf. 81) or by head-movement (85b) (cf. 84) from the structure (80). 
The existence of such verbs confirms the real correlation between a~?xiliary 
assignment and argument structure (or Case structure), which needs to be 
e ~ p l a i n e d . ~ ~  
Belletti and Rizzi (1986;58-59; fn 32;  notice that both glasere and 
preoccunare classes of verbs are also instantiated in German (a fact dis- 
cussed by den Besten (1982)): 
( i )  a. .. dass deine Geshichten meinen Vatez uberhaupt nicht interessieren 
that your stories (nom) my father (acc) at all not Interest, 
b. .. dass deine Musik meinem Bruder nlcht gafallt 
that your music (nom) my brother (dat) nut please 
Even though there is no explicit indication of the ergativity cf predicates 
as in Italian, based on the a,rgument structures in (ia and b ) ,  we suggest 
that German, like Italian, employs both instantiations of complex predi- 
cates (H/R and M-complex]. In other words, German and Italian employ two 
types of ergative causative predicate: One triggers RR and the other head-movement, 
The bi-clausal analysis of psych-verbs in Italian has three important 
advantages over Belletti and Rizzigs mono-clausal analysis of psych-verbs. 
First, our analysis explains peculiar binding cross-linguistically. 
Second, we do not need to weaken a certain version of Burzio's generaliza- 
tion on auxiliary assignment that reflects the formal ergativity of 
predicates (cf. Burzio (1986)) so that the auxiliary assignment in Italian 
can be understood as part of UG. Bellettf and Fizzi would p~edict a 
possiblity of having transitive verbs that assign inherent ACC and take the 
svere auxiliary. Howevel, to our knowlege there are no studies that such 
predicates exist in Itzlian. Our analysis maintains the auxiliary assign- 
ment in Italian in terms of formal and d e e ~  ergativity: the auxiliary 
assignment of syntactically-derived complex predicates reflects formal 
ergativity while that of lexically-derived predicates reflects deep ergati- 
vity. In short, the present approach w m  some seeming exceptions to 
the auxiliary assignment in Italian in terms of formal ergativity. 
Finally, Bellettl and Rlzzl do not correlate (formal) ergativity and Case 
structure (or argument structure here) and therefore they 
Case/argument structure for each type of psych-verb. On the other hand, 
our analysis how (formal) ergativity is related to Case structure 
and oredicts differences in Case structure depending on different types of 
psych-verbs. At this point, however, it should be noted that our analysis 
does not offer an account of the contrast given in (78) but suggests that 
the contrast in (78) might be explained on independent grounds. 5P 
By giving a unified account of Korean and Italian psych-predic3tes, we 
sP We take up this issue in Choe (in progress) and suggest an explanation 
of the contrast in ( 7 8 )  under an analysis given in (iii) in fn. 47. 
also capture the fact that the Korean translations ( 8 6 a  and b) of (73) have 
the same argument structures as (73). 
(86) a. Chelswu-ka iket-ka tulyep-0-ta 
-sub this-sub afraid-pres-em nChelswu is afraid of this." 
b. ikes-ka Chelswu-lu; tulyzp-0-key Irnantul/hal-n-ta 
this-sub -obj afraid-Inf-comp {make/dol-pres-em 
nThis caused Chelswu to be afraid.N 
c. *ikcs-ka Chelswu-ka tulyep-0-ta 
this-sub -sub afraid-pres-em "Chelswu is afraid of this." 
If both Korean and Italian psych-verbs are ergative causative constructions 
and if their peculiar binding derives from the ergative nature of a 
causative predicate, we can also attribute the peculiar binding in the 
Engiish psych-verb construction to the bi-clausal structure whose matrix 
predicate is ergative. In fact, morphologicaliy-independent,  ergative- 
causative predicates and morpholog~cally-amalgamated psych-predicates both 
exhibit peculiar binding in English.SO,S1 
As for English psych-verbs, Chomsky (1970;192), in fact, suggests that 
the following D-structure of (ia) with a psych-verb in English might be 
plausible if the structure of (ia) is (ib) (cf. fn. 56); the stories in S 
is deleted under identity, and itcause] and amused are amalgamated into the 
transitive amuse. 
(i) a. The story amused him. 
b. The stories [+cause1 [e he was amused at the storics.1 
Under the current approach, we may suggest the following structure with a 
hypothetical predicate w s e t  without a causative meaning. 
(i:) a. t e [+cause1 t he m e '  the story I 
b. [ the story [+causelt~musel him1 
Then the unacceptability of 4;fi% storvls -ent of him may be explained 
for the same reason as (ilia); Chomsky (1970;191-192) notices that 'de- 
rived1 predicates are not nominalized, unlike nonderived predicates. 
(iii) a. *Johnfs centainty to win the prize. 
b. J~hn's certainty that Bill will win the prize. (cf. Chomsky 
(1970;191)) 
The existence of amuse' as a transtive verb with an agentive subject 
is supported by the possiblity of the nominalization of amuse, as in (iv). 
(iv) Mary's (deliberate) amusement of the children (cf. ( 2 0 b )  in Pesetsky 
1,1987) 1 .  
AS Kayne (p.c. I has pointed to us, in English there are some indications 
that certain verbs (ia) are derived from the morphological amalgamation ~f 
two predicates, one of which is ergative, given the agentive and nonagen- 
tive meanings of gccelerate. 
( i )  a. The cold weather has accelerated the disintegration of our house. 
(87) a. Pictures of each other* annoy the politiciansi. (cf. (4a) in 
Pesetsky (1987;127)) 
b. Pictures of each otheri make the politiciansl uneasy. 
The peculiar binding property can also be found in Korean causative 
construction whenever a causer is not agentive, whether causative predi- 
cates are morphologically amalgamated or not (cf. -key ha- (88b) or & 
(88) a. cakii-uy caconsim-ka kul-uy myengseng-lul mang-chi-ess-ta 
self-gen pride-sub he-gen reputation-obj Gie out-caus-past-em 
wSelf~ts pride made hisl reputation die out." 
b. cakil-eytayhan kwukmin-tul-uy sengwon-ka ku sensul-lul 
self-about people-pl-gen cheer-sub the athlete-obj 
kummaytal-lul tta-0-key I-3-ess-ta 
gold metal-obj gain-Inf-comp {rnake/dol-past-em 
nPeoplels cheer to selfl caused the athletei to gain a gold medal." 
The present analysis suggests that the Lexicon should contain predi- 
cates/morphemes with no specific phonemes, which we might call 'fusible' 
morphemes. In fact, given the syntactic position we are assuming, such 
surface 'fusibilityt does not indicate whether complex predicates are 
lexically-derived or syntactically-derived, as we see in so-called 'irregu- 
lar' past verbs that do not have the Sl%g morpheme. 
(89) present -- past 
a. read [ri:dl read [redl 
b. take took 
C. run ran 
d. hold . held 
e . h'i t hit .... etc. 
Although the past form of the verbs in (89) have various forms, they are 
all syntactically derived under the present framework, which suggests that 
in the cases in ( 8 9 ) ,  verbs are selected by the lfusible' INFL morpheme 
(tense) while other verbs are selected by the nonfusible INFL tense 
b. They accelerated the speed of the boat. 
granq- and -chi- are independent morphemes and the latter has the 
causative meaning. 
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morpheme A. To conclude, rnorphologlcal lrregularlty does not reflect 
whether complex predicates are syntactically-derived or lexically-derived. 
This conclusion is consistent with the autonomy theses of syntax with 
respect to norphology. 
4.2.3. Summary 
So far, we have seen that there are various types of causative 
construction; the causative predicates are eithor agentive or ergative, on 
the one hand, and causative complex prediates are either M/R-, R- or M- 
complex words on the other hand. We have seen that causative complex 
predicates differ in a predictable way under the notions of head-movement 
and RR. The present analysis has also shown that the morphological aspects 
of words may fail to indicate the semantic or syntactic complexity of 
words. Seemingly morphological ly-sin~pl?x words can be morphologically 
complex in that they are combinations of two predicates, having bi-clausal 
structures. If our proposals are on the right track (a strong version of 
the syntax/morphology autonomy hypothesis), then we have shown that we 
should not be biased by the morphological aspects of words in determining 
the syntax of those words. We have also shown that the status of INFL 
(null or overt) that complex words contain plays an important role in 
determining the syntactic aspects of the constr:uction containing those 
complex words: to type infinitivals or small clause type infinitivals. We 
have seen that this INFL difference yields some difference in the scope of 
adverbials and in binding (cf. & versus sase causative constructions). 
In the next Section, we discuss additional types of complex predicate, 
examine passive constr~~ction, and suggest that it is universally bi- 
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clausal and that passive predicates may also instantiate either M/R-, M- or ' 
R-complex words cross-linguistically. 
Consider the following data, in which the matrix verbs ci- (1) and ha- 
(2 1 are Vxts (cf . Chapter 3). 
(1) a. Chelswu-ka ttokki-IW*kal cap-ass-ta 
-sub rabbit-Iobj/subl take-past-em 
"Chelswu took a rabbit." 
b. Chelswu-ka ttokki-IW*lull cap-a(-lul) kess-ta 
-sub rabbit-{sub/objl take-Inf-obj become-past-em 
nChelswu became to take a ~ a b b i t . ~  
(2) a. Chelswu-ka tokse-fW*llul culkep-0-ta 
-sub reading-{sub/objl pleasant-pres-em 
"Chelswu delights in ~eading.~ 
b. Chelswu-ka tokse-Iw*kal culkew-e hgn-ta 
-sub reading-Iobj/subI pleasant-Inf do-pres-em 
c. tokse-ka Chelswu-Iw*kal culkep-0-key ha-n-ta 
reading-sub -Eobj/subl pleasant-Inf-conp do-pres-em 
"Reading caused Chelswu to delight in reading." or 
wReading amuses Chel~wu.~ 
When ci- (Vx) is a matrix verb, an embedded predicate, which assigns -1ul 
(la) (ACC), assigns &a (ACC), as shown in (lb).C3 With ha- (2b) or of 
-kev (2c) in a matrix clause, an embedded predicate, which assigns 
(ACC) (2a), assigns u. Given that ha- and ci- are vxts (cf. Sections 
4.2. and 4.3.), it seems clear that change in Case realization is a side 
effect of RR; we attribute this change in Case realization to the feature 
63 The same effect in Japanese was discussed by Miyagawa (to appear). 
Miyagawa notes that purpose clauses are optionally trestructuredt with a 
matrix clause in Japanese and that the Case realization of an embedded 
object is optionally changed from 3 to -aa: he argues that when gigg and g~ 
are lrestructured,l -sa is selected while when they are not, le is select- 
ed. 
( ii ) Taroo-ga Sf nzyuku-ni eiga-Io/gal mi ni ik-(rar)e-ru 
-nom -to movie-Iacc/noml s u p - c a n  
"Taro can &to Shinjuku to a movie." ((cf. (15a) in Miyagawa 
(to appear 1 
percolation from Vx to Vk or from Vk to Vx, when Vx-Vk forms an R-complex 
word. 
Suppose that ACC assigned by [ - N , i V l  is realized as && while ACC 
assigned by [+N,+Vl is realized as &, given that a verbal predicate takes 
an NP-lul and an adjectival predicate N P - h ,  as shown in (1-2a). Then, the 
change in the morphological realization of ACC is derived from the catego- 
rial feature change of an embedded predicate. Since Vx causes the change 
in Case realization in embedded clauses, let us suggest that in R-complex 
words, the categorial features of a non-s-head morpheme override those cf 
the s-head morpheme. This suggestion amounts to saying that both overt and 
covert RR trigger categorial feature percolation in the following way; 
[tCDI X-heads are superior to [-CDI X-heads in determining the categorial 
features of both X-heads, behaving like the m-head (which determines the 
catsgorial features of complex words). If so, then case change in (1 and 
2) derives from some formal change in the catzgorial features of complex 
 predicate^.^' This suggestion also implies that percolation conventions 
work in the same way both in R-complex words and in M/R-complex words with 
respect to feature percolation, since in M/R-complex words, [tCDl X-heads 
acting as the m-heads, take priority in determining the categorial features 
of complex words. 
To summarize, the categorial features of R-complex words are deter- 
mined by those of [tCDI categories, which means that [tCDI heads are m- 
heads in that they take priority with respect to the categorial feature 
" One puzzling aspect of the change in Case realization (lb) is that k, 
which triggers the change from to a in the embedded clause, assigns 
-1u1 (ACC) to its CP complement (instead of A), as shown in (lb). We 
shall leave this question open for further reaserch. 
I 
percolation convention discussed in Chapter 3 ( =  the CFPC). Thus, we 
arrive at the following paradigm, filling the gap in (b3): 
( 3 )  I M-complex (1) I M/R-complex (2) 1 R-complex (3) 
---------I------------------I-------------------l----------------- 
a. the GFPC I - I s-head[-CD1 1 s-head [ -CD I 
- - - - - - - - - I------------------l-------------------l----------------- 
b. the CFPC I m-head[-MD1 I [ -MD, tCDI I [+CDI 
(a2 and a3) and (bl and b2) are predicted by "be feature system which 
we are assuming (and we discussed empirical data for those four cases): 
[-MDI heads are m-heads and [-CDI heads are s-heads. The*grammatical 
features of [-CDI categories take priority over those of [tCDI categories 
with respect to feature percolation conventions (a2 and a3), whlle the 
categorial features of [+Dl categories in the case of R- or M/R-complex 
words Lake priority over those of [-CDI categories with respect to the 
grammatical feature percolation convention (the GFPC) (cf. bl and b 2 ) .  
Based on the noun-incorporation data in Mohawk or in Tuscarora, we sug- 
gested in Section 3.3. that in the case of M-complex words, [-MD! heads are 
s-heads (al). Finally, the Korean data in (1-2) provide the m-headness of 
an R-complex word (b3). If the Korean data given in (1-2) and our discus- 
sions on them are on the right track, then we have shown that R- and M/R- 
complex words behave in the same way with respect to both the GFPC and the 
CFPC, consistent with our thesis that M/R-complex words and R-complex words 
share the same properties except that M/R-complex words are morphologically 
words while R-complex words are not. Even though M//R- and R-complex words 
behave in the same way with respect to grammatical/categorial feature 
percolation, the difference between M/R-complex words and R-complex words 
is significant with respect to configurational structure and word order, as 
we saw in Section 4.1. and in this Section (cf. also Section 4.4.). 
4.3. passive construction 
4.3.0. Introduction 
The passive -- and the relationship between passive and active 
sentences -- has been much discussed since the advent of transformational 
grammar (cf. Chomsky (1957)). Consider the following active and passive 
sentences. 
(1) a. John killed Bill. 
b. Bill was killed (by John). 
The predicate kill in (la) 'indirectly' s-selects an agent (John) but it is 
realized in the hy phrase in the passive sentence in (lb); it also (direct- 
ly) s-selects a patient (Bill) but the patient argument appears in the 
subject position in (lb). On the other hand, the change in argument 
structure is accompanied by passive morphology be..-en. 
In this Section, under the syntactic position proposed in Section 
3.1., we suggest the hypothesis that 3 is base-generated as an ergative 
predicate; we show that the hypothesis makes I t  possible to glve theoreti- 
cally-plausible explanations of the morphological aspects of the passive 
coraplex predicate Be- and of the change in argument structure shown 
in (lb). We also show that the notions of RR and head-movement give deep 
insight into cross-linguistically significant relationship between passive 
morphology and change in argument structure. 
4.3.1. A bi-clausal approach to the passive process and head-movement 
Studies on the passive have focused on the change in the argument 
structure of the passive construction since Chomsky (1965;1970).1 It is 
In Chomsky (1955;1975a), the passive is suggested to be both passive 
widely assumed that the change in argument structure in the (verbal) 
passive construction is derived by A-movement (called NP-preposing or move- 
NP in the literature), as shown in (2b).2 
(2) a. kill : (Agent, Patient); S kill 0 
b. (i) g kill-en 0 by S ---> 
(ii) 0% kill-en t+ by S 
Under the notion of A-chain, A-movement in the passive construction is 
triggered by the two properties of passive morphology -- absorption of the 
external theta-role (logical subject theta-role here)' and absorption of 
ACC (cf. Chomsky (1981;1986a); Burzio (1981/86)). Given that 3 affixa- 
tion is productive, under the lexicalist position (cf. Chomsky (1970)), the 
affixation of the passive morpheme is not considered as lexical.. There 
morphology and change in argument structure that are introduced by a trans- 
formation of representations in the following way. 
( i )  NP1 V NP2 ---> NP2 be V-en by NP1 
Chomsky (1970;203) (cf. Chomsky (1965)) also argues that the passive is an 
amalgam of two operations: NP-preposing and agent-postposing, which are 
independent operations from each other. Since the trace theory eliminates 
the agent-postposing process (cf. Fiengo (1977)), the current theory 
focuses on the status of NP-preposing in terms of A-movement (cf. Chonrsky 
(1981;1986a)). 
Many pieces of evidence show that there are two types of passive in 
English: adjective (lexical) and verbal (syntactic) passives, which differ 
from each other in various ways (cf. Wasow (1977)). Verbal passives 
involve syntactic A-movement, as in subject-to-subject raising, but 
adjectival passives do not. As we noted in fn. 52 in Section 4 . 2 . ,  other 
languages, such as Italian (and Hebrew), also employ two types of passive: 
syntactic and lexical; the syntactic passive in those languages triggers A- 
movement (see Rizzi (1986b); Belletti and Rizzi (1986) for the Italian 
syntactic passive and Borer and Grodzinsky (1986) for the Hebrew syntactic 
passive ) . 
There are other recent attempts at explaining this property of passive 
morphology. For example, Jaeggli (1986) suggests that -en functions as the 
receiver of the logical subject of a predicate so that [NP,Sl is themati- 
cally open. See also Roberts (1987) who suggest that -en absorbs the 
external theta-role. As we will see, our analysis will dispense with these 
special functions of -en. 
Lexical affixation is not considered as productive (cf. Chomsky (1970); 
Wasow (1977)). But see also Roeper and Siege1 (197R) and Di Sciullo and 
Williams (1987). 
are thus some theoretical tensions between the projection principle/theta- 
theory and the fact that passive morphology triggers a syntactic process 
(A-movement of an argument from the object position to the subject posi- 
tion); the projection priniciple leads to a theoretical tension, which is 
caused by the two propcrLies of passive morphology, given that passive 
morphology is not lexical. A question raised by this tension is when 
passive affixation applies. In Chomsky (1981; 1986), the passive morpheme 
is affixed to the predicate kill in (2bil at D-structure, and the argument 
structure is rearranged at D-structure, as in (2bi). The vacating of a 
logical subject and the addition of the & phrase are thus not considered 
as violating the projection principle.' In this approach to passive 
morphology, the  pass ive  morpheme -en is a morphological e n t i t y  but not a 
syntactic entity since it does not project an X-head. Nevertheless, the 
passive morpheme -en does affect syntactic objects: it absorbs Case 
(feature) and a certain theta-role of the main predicate. 
The passive process as stated above asscmes that: affixation can change 
the properties of syntactic objects, and morphology and syntax interact as 
long as the projection principle is not violated. The problem is that the 
notion of D-structure becomes rather heterogenous; D-structure is the 
combination of representation of theta-structure and affixation. The 
affixation of 3 not only rearranges D-structure but also changes seman- 
tics in nontrivial ways; there are some well-known semantic differences 
between passive and active sentences. First, as Chomsky (1957) notices, in 
sentences with quantificational expressions, meaning or truth conditions of 
passive and active versions differ. 
See also Borer (1984) for a discussion on passive morphology along these 
lines; she suggests 'anywhere morphology' that is constrained by the 
projection principle under certain assumptions. 
( 3 )  a .  Beavers b u i l d  dams 
b. Dains a r e  b u i l t  by beave r s .  
( 4 )  a .  Everyone i n  t h i s  room knows two l a n g ~ a g e s .  
b.  Two languages a r e  known by everyone i n  t h i s  room. ( c f .  Chornsky 
(1957;lOO-101)) 
Aentence ( 3 a )  s t a t e s  something . a b o u t  t h e  g e n e r i c  n a t u r e  of beavers;  
s e n t e n c e  ( 3 b )  does  n o t .  Likewise, i n  ( 4 a ) ,  everyone i n  t h i s  room has scope 
over  two lanquaqes ( t h e  normal i n t e r p r e t a t i o n  of ( 4 a ) ) ;  i n  (4b), fwo l a n s -  
g a s e s  has  scope over everyone i n  u s  room ( t h e  s t r o n g  i n t e r p r e t a t i o n  of 
( 4 b ) ) . 6  Second, i n  q c t i v e  sen tences ,  a g e n t s  a r e  never  al lowed t o  be 
' i m p l i c i t  arguments '  w i th  t h e  a r b i t r a r y  r ead ing  (which we may c a l l  pro,,s, 
( c f .  R i z z i  (1986~i))),~ whi le  a g e n t s  may be i m p l i c i t  i n  t h e i r  pas s ive  
c o u n t e r p a r t s  ( c f .  Hoeper ( 1 9 8 7 ) ) .  
( 5 )  a .  One l o v e s  John. 
b. John is loved.  
(Also even i f  t h e  semant ics  of i n  ( 5 a )  correspond t o  t hose  of  a n  
i m p l i c i t  argument i n  ( 5 b ) ,  t h e  semant ics  between (5a)  and (5b) c l e a r l y  
d i f f e r .  ) 
I t  has  been ~ u g g e s t e d  t h a t  p a s s i v e  s e n t e n c e s  have t h e  s t a t i v e  meaning but  
t h a t  t h e i r  a c t i v e  c o u n t e r p a r t s  do no t  [ c f .  Keenan (1975; 1981) ;  Langacker 
and Munao ( 1 9 7 5 ) ) .  Noam Chornsky ( p . c . )  has  po in t ed  ou t  t h a t  p a s s i v e  ve rbs  
can  t a k e  t h e  k . . - i n q  a u x i l i a r y  ( p r o g r e s s i v e  t e n s e ) .  
( i )  John is being k i l l e d .  
I n  gene ra l ,  a d j e c t i v e s  ( i a  and b) and s t a t i v e  ve rbs  such a s  ( i c  and d l  
do no t  t a k e  &. .A=: 
( i i )  a .  * I  am be ing  happy. 
b. *This is be ing  untouched. 
c. *Everyone is knowing John. 
d .  *John is be ing  known { to /by l  everybody. 
I f  a s t a t i v e  p r e d i c a t e  is n o t  compatible  wi th  p rog res s ive  t ense ,  a p a s s i v e  
complex p r e d i c a t e  is no t  s t a t i v ~ ,  c o n t r a r y  t o  what has  been claimed.  
The n o t i o n  of ' i m p l i c i t  argument '  i n  Roeper ' s  s ense  (1987;274) roughly  
cor responds  t o  R i z z i t s  (1986a)  o b j e c t i v e / d a t i v e  pro,,b i n  I t a l i a r i ,  which is 
s y n t a c t i c a l l y  and t h e m a t i c a l l y  a c t i v e  i n  t h a t  i t  can bind and c o n t r o l :  
( i )  a .  Ques to  conduce p r o i  a [ PROi concludere  quanto  segue ] .  
*This  l e a d s  p ro  [ PRO t o  conclude what fo l lows .1  
b. La buona musica r i c o n c i l i a  p ro% con se s t e s s i i  
*Good music r e c o n c i l e s , p r o ~  wi th  o n e s e l f i . *  E(8d) and ( l l a )  i n  
R i z z i  (1986a ) )  
If all the semantics and syntax (the change in argument structure) in 
passive sentences derive from passive morphemes, then from the point of 
view of our syntactic position, the functions of the passive morpheme 
undoubtedly have effects too rich for us to assume that the passive 
morpheme -en is a morphological nbject that lacks its own syntactic 
position or its awn theta-grid/sernantic~.~ If we adopt the autonomy thesis 
of syntax with respect to morphology then we would not allow such samanti- 
cally-rich (and grammatically/functionally-rich) morphological processes in 
syntax. 
To capture the semantic and syntactic efffects that passive morphology 
triggers, let us sugggest, under the syntactic position, that -en is a syn- 
tactically-real object, i.e., an X-head and that it is a predicate, which 
triggers all those semantic and syntactic properties of the passive 
construction. y-en is, therefore, obtained through a head-to-head opera- 
tion in syntax as long as the head-to-head operation does not violate the 
principles of UG. The properties of V-en, which triggers the passive-like 
change in argument structure, are then determined by the way V and -en 
amalgamate and by the ergativity/transitivity (i.e., Case-transitivity) of 
predicates V and s. 
Given the first property of passive morphology -- absorption of the 
logical subject theta-role, the passive credicate must be ergative; the 
absorption of theta role is thus explained, given that ergative predicates 
a The strong lexicalist position would suggest that the semantics of 
are obtained in t h ~  Lexicon with its own theta-grid (cf. Williams (1981b)). 
Roeper (1987) and Di Sciullo and Williams (1987), for example, suggest that 
3 has a theta-grid, like other lexical iterns, and that the theta-grid and 
semantics of V-$.Q are obtained by lexical processes in the Lexicon. Below, 
we will share their view in that has a theta-structure but we will 
differ from them in that V and -en are amalgamated in syntax. See also 
Freidin (1975) and Wasow (1977) for some lexical approaches to the passive. 
do not assign theta-roles to subject positions. Under the notion of RR, we 
suggest the following structure of the passive construction.s,lo,~x 
The behavior of be with respect to Aux-inversion suggests that lies in 
INFL at S-structure, like any other auxiliary verbs. As for the reason why 
it must be accompanied by we may suggest that k is assigned as an 
auxiliary verb, which is obtained by rules of auxiliary assignment in 
English, as in Italian (cf. Burzio (1986)). (Given rich Italian auxilary 
assignment processes, it seems that the rules of auxiliary assignment in 
Italian apply more generally than those in English.) Along these lines, in 
the case of have V-en, one may suggest, based on morpheme order, that V-en 
is an M-complex word and that nonpassive -en (the s-head of the V-en M- 
complex word) is not ergative and therefore V-en takes auxiliary have. (If 
i n  is considered as an INFL element, as we assumed in Section 4.1., it 
may he that Be . . - i n q  is not derived in the same way as be,,-en or have..- 
we leave open its nature for further research.) 
Consider also the following in which been is the combination of 
auxiliary k and predicate m: 
(i) John has been killed. 
(i) suggests that also acts as a predicate at a certain level of 
representation. If, as we speculated in Section 3.3., and of be.,- 
= and have..-eq are predicates, then rules of auxiliary assignment can be 
reunderstood as V-V selectional restrictions: for example, predicate 
([tCDI) selects ergative predicate 3 and predicate have ([tCDI) selects 
nonergative predicate and so on. Note also that these V-V selectional 
restrictions hold among be..-en, be. .  - in& and have.. -eq (cf . Chomsky 
(1957) ) .  
(ii) a. John is being killed. 
b. John has been killed. 
c. John has been being watched. ... 
d. *John is had killed. ... 
In this approach, certain limited selelction restrictions of predicates -en 
(ergative and nonergative), have, and Be explain their restricted distribu- 
tion. They are also auxiliary predicates taking CP complements that 
contain poorer functional categories than the usual Vx's or even than small 
clauses predicates for some reason. 
A bi-clausal approach to passive is not new. The bi-clausal structure 
in (6) can be compared with Hasegawa's (1968) passive structure in (ia) and 
G. Lakoff's or Lakoff-Ross-Postal's (cited in Langacker and Munro (1975) 
and in R. 1,akoff (1971)) passive structure in (ib). Although (ia and b) 
are both bi-clausal, they crucially differ from (6) in that Y-en is taken 
as a predicate (note that if be is also base-generated as a predicate (cf. 
fn. 9), the passive construction is triple-clausal in (6)). 
(i a .  S b. S 
/ \ / \ 
NP VP NP VP 
/ \ I I 
V NP S 4x2 
I I / \ 
Be s NP VP 
/ \ / \ 
I ' 
/ \ 
INFL VP 
I / \ 
be V CIWJ- 
-
I / \ 
[+pass1 SPEC CIV" 
A 
-en / I \  
I / I  \ 
1 CIVL NP1 NP2 
I I I I 
I 0-0-kill- S 0 
In (61 ,  the predicate -en selects a small clause whose INFL is [-Tense,- 
Agr-A1 since I is not overtly realized and does not license adverbials 
(i.e., the passive construction does not have two sentential adverbials). 
Since complex predicate V-en is a complex word, C-to-V RR should apply in 
the embedded clause so that C does not induce the MC.L2 In terms of CFC 
structure (cf. Section 4 . 2 . ) ,  the change in argument structure in the 
passive construction is represented, as in (7a); on the other hand, (7b) 
may be obtained in a monoclausal or lexical approach to the passlve. 
NP VP V . . . 
/ \ I 
v *. v-m 
I 
v - a  
See R. Lakoff (1971) for some zeasonable crit!cisrns about (ia) and see 
Langacker and Munro (1975) for a similar proposal to (ib). The current 
framework simply cannot adapt (ib) because (too) many rules (including 
theoretically unmotivated rules) would be required to derive the passive 
construction from (ib). 
Keenan (1981;187) suggests that passive should be phrasal but not 
clausal; passives are W s  derived from transitive VPs (also cf. Dowty 
(1978)). Our bi-clausal approach shares the same spirit as the phrasal 
approach except that the bi-clausal approach under the syntactic position 
theoretically anticipates the existence of (null) functional categories 
such as C and I, given V. 
12 Whether C-to-I RR is covert or overt is an empirical question. For 
expository purposes, we have the structure in (6) in which deep-overt C-to- 
I RR has applied. 
(7) a. (e, (&z),) ---- > (zi, (w, ti)y) 
b. (& z) ---- > (z, y) (through a lexical rule) 
In short, we propose that the passive is obtained through bi-claasal 
structure whose matrix predicate is thematically/syntactically ergative 
(deep ergative) so that an A-position is open in order that A-movement is 
possible . 
The question at this point is how -en and V are amalgamated in 
English. There are two decisive indications that kill38 is derived by 
head-movement in English. First, the morpheme order simply suggests that 
killed is obtained by head-movement since hill- is affixed leftward (kill- 
= does not overtly show the string-preserving property of RR). Second, 
neither John nor is assigned ACC, which means that ergative -en, 
instead of kill-. is the s-head and therefore the passive complex predicate 
killed does not assign ACC either to the subject position or to the object 
position. One of the two arguments of an embedded clause thus moves to 
receive NOH from a matrix INFL. As w e s e e i n ( 6 ) , a l o g i c a l o b j e c t  
argument moves to the matrix subject position for reasons we will discuss 
shortly, and a logical subject argument is left Caseless. Therefore, 
either a Case marker is employed1' or the subject becomes pro,,t, (in 
Rizzi's (1986a)) sense or becomes an implict argument.ld 
The present bi-clausal analysis of the passive construction has a 
number of advantages: First, since is an ergative passive predicate, 
13 We will suggest shortly that the b~ preposition in passive construction 
is a dummy Case marker due to V-to-V RR effects, like the dative marker in 
causative construction (cf. Section 4.2.). 
14 Note that the pS! subject cannot be tlexically-saturated~ in Rizzifs 
(i986a) sense but it could be syntactically-saturated since it behaves like 
an implicit argument in Roeper's (1987) sense, or since it is syntactically 
active (cf. 17 below). See Higginbotham (1985b) for the notion of saturation. 
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and V-en is an H-complex word (given the morpheme order), another property 
of -en -- absorption of Case -- follows: kill-eri is derived by kill--to- 
-en head-movement and therefore it cannot assign ACC, because ergative 
is the s-head of the ill-en predicate. Second, we avoid postulating 
morphemes that can afffect properties of syntactic objects. This analysis 
thus eliminates D-structure affixiation with rich semantic and syntactic 
effects. By doing so, it also eliminates some theoretical tensions caused 
by the projection principle and by the -en morphology that changes argument 
structure. In the bi-clausal analysis, the theta absorption of 2 derives 
from its ergativity and the Case absorption derives from the formal 
property of a passive complex predicate. Third, the bi-clausal analysis 
leads to deep insight into some different semantics between active and 
passive sentences. For example, the scope interpretation in (4b) can be 
attributed to the fact that the passive construction is bi-clausal and that 
the scope of the & subject tends to be confined within the embedded 
clause. l5 
We can also eliminate a problem caused by some restrictions on verbal 
passives. For example, as Chomsky (1965;1031 (also cf. Chomsky (1965; 
fn.28)) notes, verbs which do not take manner adverbials (resemble &, 
w) are not pas~ivized.~~ If the passive (head-movement and A-movement) 
is syntactic and if morphology and semantics are independent of each other, 
C-to-V RR may be (optionally or obligatorily) covert in syntax so that 
an embedded IP is available as an adjunction site of QR. If that is so, 
then V-en is not CIVi-en; and Ci and IL, both of which are always null, are 
left behind in the embedded clause when V moves to (but see Chapter 5 
for our formulation of the HMC that excludes V - t o - m  movement when C-to-V 
is covert). 
See also Fiengo (1977), who suggests that the relation of asymmetry 
between the two arguments selected by a transitive predicate may determine 
passivizability. 
these restrictions are likely to be problematic tinder a mono--clausal 
approach. Under the present bi-clausal analysis, they are not: Given a 
certain notion of the transitivity of selectional restrictions in an RR 
domain,17 selects a small clause with a predicate that allows a manner 
adverbial. 
In addition to the advantages discussed above, the bi-clausal analysis 
leads to a plausible understanding of various aspects of passive construc- 
tion: It has been noted that the readings of certain types of adverbs may 
or may not differ in active and passive sentences. For instance, some 
adverbs McConnell-Ginet (1982) calls agent-criented adverbsLe do not change 
their meaning in active and passive sentences. Agent-oriented adverbs are 
signified by their string positions; they lie to the immediate left of a 
main verb (8a) or in the sentence final position (8a/b) (cf. Jackendoff 
(1972;49-51); McConnell-Ginet (1982)); in the passive construction, they 
m y  lie to the right of a main verb (8c): 
( 8 )  a .  (*expertly) Johr~ (*expertly) has (expertly) instructed Mary 
(expertly). 
b. Mary was instructed (by John) expertly. 
c. Mary was instructed expertly by John. 
In (8a), the adverb e x ~ e r t l ~  indicates the way John instructed Mary; and in 
its passive versions (8b and c), the same meaning of the adverb is obtain- 
ed. 
Adopting the notion of secondary or adjunct theta-role (cf. Zubi- 
zarxeta (1982)), we suggest that agent-oriented adverbs are strongly linked 
l7 Remember that the transitivity of selectlonal restrictions is an RR 
effect, as we discussed in Chapter 3 (especially cf. fn. 27 in Section 3.3.). 
le These are: thorouuhly, sent;lv, brilliantly (cf. McConnell- 
Ginet (1982) ) . 
to predicatesxP but not to the passlve predicate 3 (becuase does not 
s-select an dgent), and that they assign secondary theta roles to the 
subject positions which are linked to those predicates. The structure for 
passive construction with agent-oriented adverbs, which are probably base- 
generated within VP, as their restricted positions show, can be represented 
I P 
/ \ 
NP I ' 
A 
/ \ 
I VP 
I / \ 
I v CIVP' 
I / \ 
I * SPEC CIV" 
I I / I  I \  
I I CIVL S O  Adv 
Even after (C1)V-to-m head-movement and A-movement apply, the scope of 
those adverbs remains intact, since the logical subject argument still lies 
in the embedded clause to receive a secondary theta role from an agent- 
oriented adverb in the same way as V assigns a primary theta-role to the 
subject position (cf. the relation (a) in (9) 1 .  Thus the scope of an 
agent-oriented adverb follows whether the adverb appears in an active 
sentence or in a passive sentence and whether or not the embedded logical 
subject argument is implicit. 
The so-called passive sensitive adverbs in McConnell-Ginetls (1982) 
19 or they behave like predicates in assigning (secondary) theta-roles to 
the subjects (cf. the relation ( a )  in (9) below). 
20  McConnell-Ginet (1982) also suggests that agent-oriented adverbs are VP- 
adverbs. See also Higginbotham's (1986) analysis of the semantics of 
agent-oriented adverbs, which are not incompatible with our understanding 
of the semantics of agent-oriented adverbs. 
sense (cf. subject-oriented adverbs in Jackendoff (1972; 82-83))== exhibit 
the change in the meaning of adverbs In active and passive sentences 
according to the positions of adverbs. A passive-sensitive adverb appears 
ubiquituously, as shown in (10). 
(10) (Cleverly, ) 1 the doctor (cleverly) 2 has (cleverly) 3 examined John 
(cleverly)4. 
(11) a. John cleverly has been examined by the doctor. 
b. John was examined cleverly (by the doctor). 
c. John was cleverly examined by the doctor. (cf. Jackendoff (1972; 
49) 
When a passive-sensitive adverb appears in a passive sentence, the seman- 
tics of the adverb differ. The meaning of the adverb cleverlv in (lla) and 
that of the adverb cleverlv in (llb) differ from each other. On the other 
hand, (llc) is ambiguous. 
Jackendoff, in fact, notices that the passive-sensitive or subject- 
oriented adverbs have different meanings depending on their positions in 
clauses: When these adverbs appear on the left side of V, as shown in (12) 
(or appear between auxiliaries and main verbs, as shown in (llc)), the 
sentences are ambiguous, having the readings in (13). 
(12) John cleverly dropped his cup of coffee. 
(13) a. The manner in which John dropped his cup of coffee was clever. 
b. It was clever of John to drop his cup of coffee. 
(lla) has the meaning of (13b) and (llb) the meaning of (13a). Adopting 
Higginbotham (1986)'s terminology, let us call the (13a) and (13b) readings 
the manner reading and the stative reeding, respectively. These two 
readings are also signified by the possible string positions of adverbs 
shown in (10). Depending on the positions of the adverb, its semantics in 
(10) differ: the adverb in positions 1 and 2 tends have the stative reading 
==care fu l lu_ ,c lever lv ,caxe less lv . -M ise lv ,unwl . t  
obedientlv. (cf. Jackendoff (1972); HcConnell-Ginet (1982)). 
(cf. lla) while the adverb in positions 3 and 4 tend to have the manner 
reading (cf. llb). 
We suggest, under the present bi-clausal approach, and based on the 
distribution of the adverb in (ll), that the semantic differences of 
passive-sensitive adverbs derive from different governors of adverbs in the 
following way. In order to have the manner reading, the adverb should be 
governed/licensed by V (like an agent-oriented adverb, which has the manner 
reading); in order to have the stative reading, the adverb should be 
governed or licensed by INFL.=' This approach suggests that passive-sensi- 
tive adverbs are ambiguous in that they are base-generated either under the 
licensing domain of INFL (having the stative meaning) or under the domain 
of V (having the manner reading) (cf. McConnell-Ginet (1982)). Given that 
the passive construction contains a small clause, this approach predicts 
that when a passive sensitive adverb has the stative meaning, it can be 
associated only with the matrix clause because the matrix INFL but not the 
embedded INFL can license an adverb given that -en selects a small clause 
complement; this prediction seems to be borne out. On the other hand, when 
a passive-sensitive adverb has the manner reading, if it is agent-oriented, 
it may be associated only with an embedded verb since -en does not select 
an agent.23 
22 Jackendoff (1972;50) notices that adverbials occurring only in the 
initial position of the sentence and on the right side of an auxiliary have 
the meaning of (ib). 
(i) a, (Evidently,) Horatio has (evidently) lost his mind (*evidently). 
b. It is evident that Horatio has lost his mind. (cf. 3.6-9) in 
Jackendoff (1972;50); L in (ia) is ours) 
Semantically speaking, the semantics of (ib) slightly differ from 
those of (13b). (ib) does not have the meaning of (13a) or of (13b) but 
rather the adverb in (i) is associated with the event described in (i). We 
suggest that this type of adverb is associated with INFL but does not 
assign a secondary theta-role to the subject position. 
23 We predict that if a passive-sensitive adverb can be licensed by the 
To summarize, we suggest that the agent-oriented reading of agent- 
oriented adverbs and the manner reading of passive-sensitive adverbs are 
obtained when agent-oriented or passive-sensitive adverbs are generated 
within VP so that adverbs are agent-oriented, like predicates, while the 
stative reading of passive-sensitive adverbs is obtained when those adverbs 
lie under the licensing domain of INFL. In the passive construction, the 
matrix V (-) does not tend to license agent-oriented adverbs while the 
embedded INFL, being [ - A l l  cannot license adverbs. Hence, the different 
semantics of (lla) and ( l l b )  are observed. 
In a mono-clausal approach to passive, an account of the semantics of 
passive sensitive adverbs can be obtained, but the account would have to 
assume that (secondary) theta-roles are assigned by referring to agent 
theta-roles in the following way. When adverbs are licensed by V, they 
assign secondary theta-roles to agent arguments in phrases in passive 
sentences, while they assign secondary theta-rcles to the subject positions 
in active sentences. In short, a mono-clausal approach should necessarily 
refer to the agent position to explain the manner reading of a passive- 
sensitive adverb, while it should also refer to the subject posltion to 
explain the stative meaning of a passive-sensitive adverb. On the other 
hand, in our bi-clausal approach, theta-roles are assigned configura- 
tionally without referring to the notion of an agent position or to the & 
phrase. Thus it seems that the bl-clausal analysis leads to a plausible 
passive predicate, then the adverb may have the manner reading: 
(i) the manner in which John was examined by the doctor is clever. 
Whether (llc) can have the reading (I) may be determined by the semantics 
of an adverb and by those of the passive predicate; it seems that a 
possibility of having the manner reading of passive-sensitive or subject- 
oriented adverbs in the passive construction is very weak. 
and systematic understanding of the semantics and the behavior of passive- 
sensitive (and agent-oriented) adverbs. 
Given that the passive predicate -en triggers C-to-V RR (or selects a 
small clause complement), we also suggest that the & subject in passive 
construction is derived by the same mechanism as the dative subject in the 
causative construction. We suggested that a dummy Case marker for the 
embedded logical subject (in the causative construction in which an 
embedded CP is a small clause containing a transitive verb) is employed so 
that the subject does not lose the subjecthood since RR conventions 
preserve the subjecthood of the SPEC of IP in the case of C-to-V RR. 
Remember that a Case marker has to be employed to rescue the logical 
subject argument from the Case filter, since CIV assign ACC to the logical 
object argument but not to the logical subject argument.24 Along these 
lines, we suggest that since passive construction also triggers C-to-V RR 
in an embedded clause in which the logical subject argument lacks Case, the 
& in the passive construction is also a dummy Case marker that is employed 
to preserve the subjecthood of the logical subject argument. In short, 
both dative subjects and & subjects in causative and passive constructions 
derive from C-to-V RR effects." 
24 When a causative verb and an embedded V are not morphologically-amalga- 
mated, two instantiations of causative sentences are possible, given that 
causative verbs select small clauses. In languages which allow small clause 
ECM (cf .  English), no dative subject is observed since an embedded subject 
is assigned Case by a causative verb through ECM. In languages that do not 
allow small clause ECM (cf. Romance languages), dative subjects are 
observed even if no morphologically-complex predicates are observed (cf. 
Section 4.1.). 
25 This RR effect we are suggesting is strictly derived by C-to-V RR in 
embedded clauses; Thus, whether V-to-V RR applies (French) or not (Ita- 
lian), dative subjects are obtained whenever an embedded subject lacks Case 
(when an embedded V is transitive) because of C-to-V RR. The notion of 
'clause uniont effects that is discussed in Aissen and Pezlmutter (1983) 
(based on the Spanish causative construction in the relational grammar 
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In some languages, & subjects and dative subjects are morphologically 
I the same. For example, in languages such as Korean and Japanese, embedded I, logical subjects in passive and causative constructions usually take the I same dative case marker, -evkev and d, respecti~ely.~~ 
(14) Korean: 
a. totwuk-ka kyengchal-&gy cap-hi-ess-ta 
bugler-sub policeman-dat catch-pass-past-em 
"A bugler was caught by a policeman." 
b. emeni-ka ai-& 0s-lul ip-hi-ess-ta 
mother-sub child-dat clothes-ohj wear-a-past-em 
Wether made the child put on his clothes." 
(15) JaDanese: 
a. John-wa Mary* hon-o yom-(s)ase-ru 
-to book r e a d - w  "John lets Mary read books." 
b. Mary-ga John* koros-(r)are-ta 
-by kill-pass "Mary was killed by John." (cf. Kuno 
(1973) 
1 However, in Romance languages, and in Turkish, passive and causative 
' . constructions employ different Case markers:" 
framework) differ from this notion of C-to-V RR effect; roughly speaking, 
the existence of dative subjects indicates 'clause union' (see Aissen and 
Perlrnutter (1983)). These two notions have different empirical predica- 
tions: Note that Spanish causativization must be derived by V-to-V RR, as 
in French, since the passive of causative verbs is not possible in Spanish, 
as Zubizarreta (1985) notes (cf. Section 4.2.). The Italian causative 
construction includes a dative subject, like its Spanish counterpart. On 
the other hand, Italian causativization differs from Spanish causativi- 
zation in that it involves no actual clause-union (no 'restructuring') (cf. 
Sections 3.3. and 4.1.). In short, Aissen and Perlmutter would not 
differentiate Spanish and French causative constructions that are V-to-V 
RRed from the Italian causative construction that are not V-to-V RRed. 
26  In Korean passive construction, when a logical subject is nonanimate, 
=gy (instead of -evkev) is used (cf. Martin (1974)); when a logicai object 
is inanimate, -evuvhavse is used (cf. Choi (1935)). Semantically speaking, 
it seems that NP-E-evkev/e~/evuvha~sel in the passive construction has the 
& meaning, regardless of its overt variations. On the other hand, NP- 
evkev in the causative construction has dative to meaning. This difference 
in meaning definitely seems to derive from matrix predicates: passive 
versus causative. 
27  cf. Kayne (1975); Burzio (1986); Aissen and Perlmutter (1983); and 
Aissen (1974a and b). Eskimo languages also employ different Case markers 
in passive and causative constructions. 
(i) a. nutara-up arna-mut angut aktuq-ti-taa 
child--erg woman-all man(abs) touch-caus-3sg/3sg 
(16 1 passive causative 
\ French B 
Italian da a 
Spanish DOI - a
Turkish tarafindan - a 
We suggest that the employment of different Case markers derives from the 
semantics of passive and causative constructioris but does not indicate that 
they differ in a fundamental way. In fact, there are some similarties 
between these two Case markers. 
It is well-known that the & subject in the passive construction can 
be unspecified, receiving the implicit argument (pro,,b) reading. The 
following control facts suggest that the & subject in the passive cons- 
truction is syntactically present but phonetically null (like the Italian 
object pro (cf. Rizzi (1986a)).z8 
(17) a. Theyi decreased the price t PROL to help the poorl. 
b. The price was decreased (by thema/pror) [, PROL to help the poorl. 
Chomsky (1981;143) (orginally from Manzini (1983a)). 
The meaning in (17b) is predicted if the category , in (17b) is base- 
generated under the domain of V (decrease); since the & subject is syntac- 
"The child made a woman touch the man.n 
b. arnaq angum-mik kunik-tau-vuq 
man(abs1 yoman-au kiss-w-3sg 
"The man was kissed by the woman.w (data drawn from Jensen and Johns 
(in press) 
Italian data also show that PRO is bound by the & subject (pro3 in 
(ib)) but not by the derived subject (pro% in (ib)). 
(i) a. Gianni fotografa -- nudi. 
"Gianni photographs [PRO nude]." 
b. proi vengono fotografati (proj) [ PRO, nudil. 
"(Theyr) are photographed (proj) [ PRO,/*i nude I." ( 3  = arb) 
According to Rlzzl (1986a;523), PRO is bound by a null & phrase but not by 
a derived subject. Given that (ib) is triple-clausal (since the passive is 
bi-clausal), the interpretation of PRO in (ib) and (17b) would not be 
surprising since the By subject lies in its theta-poistion of the embedded 
clause and since interpretation is licensed only through theta-marking 
(also cf. Belletti and Rizzi (1986;12)). 
tically present in the form of pro in the subject position of the clause 
higher than the clause containing PRO, pro can control 
This property of an implicit argument Is also found in causative cons- 
truction, as discussed in Aissen (1974a; ch. 5) who observes that in French 
(18a1, Spanish (18b), and Turkish (lac), the embedded subject of the 
causative constrnction can be unspecified or irnplicit30 (when an embedded V 
is transitive ) . 
(18) a. Je ferai porter les valises dan les chambres. 
"1'11 have proltb bring the suitcases to the rooms." or 
"1'51 have the suitcase brought to the rooms." 
b. Hare cocinar 10s frijoles. 
"1'11 have Proarb cook the beans." or "1'11 hava the beans cooked." 
c. Hasan et-i pis-irt-ti 
meat-acc cook-cause-past 
"Hasan had proazb cook the meat." or "Hasan had the meat cooked." 
(cf. (1, 3, and 5) in Aissen (1974a;245)) 
These implicit arguments in the causative construction resemble implicit 
arguments in the passive construction (cf. Aissen (1974a;258)).31 Those 
implicit arguments are also found in the Korean causative construction. In 
Korean, the subject in the causative construction can be understood 
2B Consider the following data from Howard Lasnik (p.c.). 
( i )  a. Johni was hit by Mary, after PROII/*,l singing. 
b. *Mary was promised by John: PRO: to gee a doctor. 
The interpretation of (ia) is explained if the after phrase is base- 
generated in the - clause so that Mary cannot be available as a controler 
of PRO (i.e., the after phrase is too deeply embedded). As for (ib), we 
suggest that some other factors play a role in the ungrammaticality of 
(ib), given that the predicate promisg thematically selects a controller. 
'O Rizzi (1986a) notes that certain causative constructions in Italian 
allow PrOmrb in the embedded subject position. 
(i) questo esercizio mantiene [ PrO~rb sanil. 
nThis exercise keeps healthy." ((65b) in Rizzi (1986;533)) 
Note also that even in English, perception verbs such as hear (but not the 
causative verb &) can allow Proarb in the embedded subject position: 
(ii) I've never heard pro,,b tell about him. 
Aissen 11974a) also observes that in Turkish passive and causative 
constructions, different Case markers are used: tarafh- and dative 
marker 3. Nevertheless, both tarafjndan and zg subjects can be un- 
specified (implicit). 
as implicit arguments with the pro,,b reading (19a) (although proazb 
appears in somewhat limited environments), like the -evkev subject in 
passive construction (19b).32 
(19) a. cey-ka cwuin-lul pwul-le o-0-key ha-ci-yo 
I-sub host-snb call-to come-In£-comp do-will-ernH 
"1 will cause pro,,, to call the host to come." 
b. totwuk-ka cap-hi-ess-yo 
thief-sub catch-pass-past-em "The thief was caught (pr~,,~).~~ 
Finally, it is well-known that theta-roles assigned to logical 
subjects are not changed even when they appear in b l  phrases. 
(20) a. Bill was attacked by John. (agent) 
b. The movie was enjoyed by Mary. (experiencer) 
c. The package was received by Susan. (goal) 
d. The door was opened by the skeleton key. (instrument) (from 
Lasnik (1986a); also cf. Jaggli (1986) with a similar set of examples)) 
e. John was helped/thanked by Bill ( ? )  (from Wasow (1977;342)) 
This is what we expect if the preposition b~ in passive construction is a 
dummy Case marker, since a dumrnay Case marker would not affect the theta- 
role of its Case assignee. The syntactic and semantic similarities between 
subjects and dative subjects in passive and causative constructions 
discussed above empirically confirm that like dative subjects, b~ subjects 
are assigned Case by a dummy Case marker because of the C-to-V RR effect,33 
although dummy Case markers may differ in passive and causative construc- 
tions for semantic reasons. 
'' The semantics of null arguments in (19a) are the same as implicit 
arguments in (19b) with the arbitrary reading; they are not instantiations 
of null arguments in Korean, which have specific reference. 
Also, in certain matrix environments, which are called finversionf 
environments in the relational grammar, dative -evkev subjects appear 
without losing their subjecthood: 
(i) sensaynim-kkeyse caki-man-lul wihan sikan-ka philyoha-si-0-ta 
teacherH-datH self-only-obj for time-sub need-H-pres-em 
"The teacherl needs time just for himselfr" 
As in (i), the dative subject can bind an anaphor and can trigger subject- 
verb agreement. Thus it seems that languages also employ dummy Case 
markers for subjects in some environments other than C-to-I R N  environments. 
There is, however, apparent empirical evidence that subjects in 
English passive construction are not assigned Case by a dummy Case marker, 
but may form PPs. For example, they cannot bind anaphors: Wi were 
~ m h v - i e a c h l  houses - Likewise, in both 
Korean and Japanese, dative NPts do not bind in passive sentences, which 
might indicate that neither -eykey nor ni in passive construction is a 
dummy Case-marker: 
(21) a. totwukr-ka han kyengchalj-eykey cakiii/*,1 cip-eyse cap-hi-ess-ta 
burglar-sub a policeman-by self house--at catch-pass-past-em 
"The burglar1 was caught by a policemanj, at self'~{~/*~l house.n 
b. Mary-wa John-ni zibun no ie de koros-are-ta 
"Mary was killed by John at iher/*hisl house." (cf. in Miyagawa 
(1984  ) 1 
However, the binding facts in (21) seem apparent. Given that a 
passive predicate selects a small clause complement in which INFL cannot 
license adverbs, (locative) sentential adverbs are not licensed by an 
embedded INFL[-A], and can be linked only with the matrix INFLItAI. It 
thus follows that subjects in embedded clauses are not available as 
binders of anaphors in locative phrases, which lie in matrix clauses. If 
this logic is right, as Richard Kayne (p.c.) has pointed out, when a phrase 
containing an anaphor lies under the licensing domain of the embedded V, 
then the anaphor could be bound by the & subject. In fact, the data given 
in (221, which are due to Richard Kayne, precisely show that & subjects 
doe not form PPs. 
(22) a. ( ? )  The book was bought by John1 for himselfi. 
b. The book was bought by John and Mary1 for each otherl. 
c. The evidence is not usually said promzb about oneself. 
(As shown in (22c), an implicit argument can also bind an anaphor.) This 
aspect of $y subjects seems to be cross-linguistically true; Korean also 
shows the same binding facts as (22), as shown in (23): 
(23) a. i casecen-nun ku-eyuyhayse caki-casin-lul 
this autobiography-TOP he-by self-one-obj 
phenhoha-n-ta-nun mengmok-haey ssu-i-e ci-ess-ta 
defend-pres-em-comp name-under write-pass-In£ become-past-em 
"This autobiography was written by himi under the name of selfi 
defense . " 
b. ku tali-nun kutul-eyuyhayse selo-uy iik-lul wi hayse 
the bridge-TOP they-by each other-gen benefit-obj for 
kensel t oy-e ci-ess-ta 
construction become-Inf pass-past-em 
"This bridge was constructed by themi for each other'si benefits. 
The binding facts in (22-23) seem to clearly suggest that -eykey or & in 
passive construction is a dummy Case marker,>' supporting the theorically- 
motivated assumption that subjects and dative subjects are assigned Case 
by dummy Case markers. 
The present bi-clausal analysis itself, however, cannot capture the 
universal generalization that ergative verbs cannot be passivized (cf. 
Burzio (1986)): *John was arrive&, while ergative verbs can be embedded by 
other ergative verbs, as we see in (23) below. 
(24) The man was not likely to be killed inside the train. 
There are two possible explanations for this aspect of passive construc- 
tion. First, one can suggest that the passive predicate (but not other 
usual ergative predicates) indirectly selects a non-ergative predicate,'" 
or more generally that an ergative predicate does not (indirectly) select 
another ergative predicate. Note that V-to-V selectional restrictions may 
One similarity between the & in the py phrase in the passive construc- 
tion and a dummy Case marker is found in English. In Englishl, like the 
dummy Case marker & (cf. Qf-insertion; Stowell (1981), but also cf. 
Chomsky (1986a)), the Case marker & in the passive construction can be 
stranded, as shown in (ia) and (ib) ( c f .  (ic): 
(i) a. Who are ycu fond of? 
b. Who was John killed by? 
c. *What reason did you buy it for? 
35 Then, we should attribute this as cross-linguistic selectional proper- 
ties of pdssive predicates. Note that semantically-divided ECM and control 
predicates behave differently cross-linguistically, having their own 
properties. 
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not be obtained between be likelv and since the predicate 
does not select a small clause (CIVF1i), unlike Thus, the verb k 
likelv would allow any predicates in an embedded clause. Second, one may 
also suggest that ergative predicates have properties for absorbing Case 
features of non-s-heads when those ergative predicates are the s-heads of 
M-complex words so that 3 cannot be amalgamated with other ergative 
predicates. Here we assume the first explanation, because, as we will see, 
passive complex predicates in other langugages may fail to absorb Case 
because they are not derived by head-movement but by RR. Note also that 
the present framework suggests that there is no notion of such as Case- 
absorption in passive construction. 
Another aspect of the passive that we should consider is that in 
passive construction objects but not subjects move (whether or not CIV can 
assign ACC; cf. the ergative psych-causative construction in Section 4.2.). 
To explain this aspect, we suggest that there are selectional restrictions 
on grammatical relations to hold at a level of interpresentation. In fact, 
there seems to be a semantic linking between a predicate and the subject 
position. In the sentence John is not simply assigned a 
patient role as in the active counterpart Bill killed John, but it has a 
mixed role as well -- a role assigned by the predicate khbl_ (patient) and a 
role assigned by the complex predicate be k i 1 M  (perhaps a secondary 
theta-role in Zubizaretta's 
The predicate be likely triggers C-to-I RR, like ECM verbs, since it 
triggers raising (cf. Sectlon 4.1.). The predicate, which does not trigger 
V-to-V RR, fails to indirectly select an embedded predicate, unlike passive 
predicate m. 
37  If that is so, the semantic differences between active and passive 
sentences in (3) may also be attributed to the secondary theta-roles that 
are assigned to derived subjects in (3b). 
let us suggest that at the level of LF, subject and object positions 
are assigned secondary theta-roles imposed on primary theta-roles; we call 
these secondary theta-roles subject and object theta-roles. Given these 
notions, John in the active sentence is assigned a primary theta-role 
(patient role) and a secondary theta role by virtue of being in the object 
position of the predicate kill. On the other hand, John in the passive 
construction is assigned a primary theta-role (patient role) and a secon- 
dary theta-role by virtue of being in the subject of be killed. Note that 
we do not contradict ourselves in assuming that an ergative (passive) 
predicate can assign a secondary theta role since a secondary theta-role is 
assigned to grammatical relations at the level of LF (by analogy with 
Zubizarreta (1982)), and since secondary theta-roles are not visible with 
respect to the theta-criterion or to the projection prin~iple.'~ Let us 
futher suggest that the secondary theta-roles assigned to grammatical 
relations (subject/object theta-roles) or by adverbs (e.g., adverbs that 
have manner or stative readings) are determined by the semantics of 
secondary theta-role assigners or by some selectional restrictions between 
logical subject/objects and grammatical subject/obje~ts.~~ Assuming that 
There are two more aspects of secondary theta-roles. First, secondary 
theta-roles are cumulative. Second, a secondary theta-role can be assigned 
to part of an idiom chunk or to an expletive element. 
(i) a. There is believed to be a man in the garden. 
b. Advantage was taken of Bill. 
We may, however, assume that expletive elements are neither primary nor 
secondary theta-role recipients while parts of idioms can receive secondary 
theta-roles. 
3s In fact, some selectional restrictions between adverbs and theta-role 
recipients also hold between adverbs and a subject theta-role. 
(i) a. #John thoroughly received the parcel. 
b. John thoroughly mastered mountain-climbing. 
(ii) a. John gratefully received the parcel. 
b. #John gratefully mastered mountain-climbing. 
The theta-role assigned by Q o r o u w  does not go with the primary theta- 
role assigned by predicate receive; the secondary theta-role assigned by 
there are some selectional restrictions between primary arid secondaxy 
theta-roles, we suggest the following restri~tion:~~ 
(25) logical subject theta-roles axe in general incompatible wlth a 
secondary theta role assigned by s. 
(25) can block sentence (26a) deriving from (26b). 
(26) a. John was killed by Bill, 
b. e was -en [John kill Bill1 
Given (25), we correctly expect objects but not subjects to move to matrix 
subject positions. 
One advantage of this suggezt!on is that we predict the existence of 
impersonal passives whcse CFC structure is as follows: (e, (y)y) ---- > 
(e, ( ~ 1 ~ )  *41 
w t e f u  does not go with the primary theta-role assigned by predicate 
s t .  See also Zubizarreta (1982;43) for selectional restrictions of 
adverbs on subjects. 
It has been pointed out that in (i) is assigned a theta-role from 
complex verb believe - be s w  L (cf. Chomsky (1986a;gl)). 
(i) Everybody believes John to be smart. 
Without motivating such a complex verb, one may suggest that aQhn Is 
assigned a prlmary theta-role from be but assigned a secondary theta- 
role (object theta-sole) by virtue of being assigned ACC from a m3trix verb 
(or by virtue of being in the object position of a matrix verb !cf. 
syntactic adjunction discusred in Section 4.1.)). 
Consider now the following, which contradicts (25): 
(ii) John is believed to have hit Bill. 
In (iii) is assigned a logical subject theta-role, but it lies in the 
subject position of m. Given the notion of secondary object theta-role 
in an ECM environment, at the LF level of representation, JQhfl in (ii) is 
interpreted as having secondary theta-roles from believe and -en, which are 
probably obtained through A-chains -- abstract representations of arguments 
- - , in addition to primary theta-rolee assigned by hit. Since John in 
iii), which can he assigned a secondary theta-role from s, is assigned an 
object theta-role by virtue of being assigned ACC from believe, we may have 
the following generalization, instead of (25). 
( i l l )  only an A-chain with an object theta-role is compatible with a role 
assigned by b e . , (  - en) 
Under (iii ), but not under ( 2 5 ) ,  o n  can move to the matrix subject 
position because it is assigned an object theta-role from believe in (ii). 
The lack of impersonal passive in English can now be attributed to 
selectional restriction of the -en predicate in En~iish. 
(27) a .  De jongens floten. HThe boys whistled." 
b. Er werd door de jongens gefloten. "It was whistled by the boy." 
(cf. Dutch data drawn from Marantz (1984;138-9)) 
In ( 2 7 ) ,  an embedded subject does not move and an expletive subject appears 
instead. This is what we expect: an embedded subject cannot move to the 
subject position of zgll for the semantic reason sketched above or because 
of SF restrictions on secondary theta-roles. Therefore the embedded 
subject is assigned Case by the dummy Case marker employed in passive cons- 
truction, which is independently motivated to rescue the subject in C-to-V 
RR (small clause) environments. Consequently, the matrix subject position 
is filled by an expletive element in matrix environments (cf. Safir (1985) 
for the distribution of overt expletives in German). 
One might also suggest that object arguments move in the passive cons- 
truction because subjects but not objects have the option of taking dummy 
Case markers in the enviromnent of C-to-V RR. This logic does not apply to 
the impersonal passive sentences found in languages such as German and Ice- 
landic since sentence (28) is not found in those languages that allow the 
implersonal passive; under this logic, nothing blocks John from moving to 
the matrix subject position, as in (28), instead of taking a dummy Case 
marker. 
( 2 0 )  *John was whistled. 
One might thus suggest that hy insertion is obligatory in the passive 
construction (unless it is assigned Case in-situ). However, as we will see 
in the following subsections, even when a passive complex predicate can 
assign Case, object arguments but not subject arguments move to matrix 
subject positions. Whether complex predicates are Case-transitive, logical 
object arguments, instead of logical subject arguments, move to receive 
Case from INFL (cf. the psych-causative construction in Section 4.2.1, 
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while logical subjects are aasigned ACC from passive complex predicates. 
Thus we maintain the first sernantic solution to explain why logical object 
arguments should move in the passive construction. 
4.3.2. The RR passive and the null passive predicate [+pass1 
The present bi-clausal analysis of passive construction predicts that 
when the morpheme order of V - a  reflects the D-structure string order in 
head-initial languages, the argument structure of the passive construction 
differs accordingly: If V[+passl-to-CIV RR applies, then the morpheme 
order should be V[+passl-CIV, instead of CIV-V[+passl. Since CIV is the s- 
head, the complex word V[+passl-CIV is formally Case-transitive and 
therefore assigns ACC. 
Such cases are found in Bahasa Indonesian, as described by Chung 
(1976). In Bahasa Indonesian, a head-initial language, the passive 
morpheme is a prefix,42 as we see in the passive versions in (30) of the 
active sentences in (29). 
(29) a .  Ali mem-batja buku itu. 
trans-read book the "Ali read the book." 
b. Orang itu me-mukul Ali 
man the trans-hit "The man hit Ali." 
(30) a. Buku itu di-batja (oleh) Ali 
book the pass - read by 'The book was read by 
b. Ali di-pukul (oleh) orang itu 
~ k h &  by man the 'Ali was hit by the man." ((1-2) in 
Chung (1976;59 ); orginally from HacDonald and Dardjowidjojo (1976) and Kwee 
(1965) 
This morpheme order suggests that the passive is constructed as follows in 
this language. 
Prefixation is not a general aspect in this language. Some affixation 
and cliticization occur rightward. 
(i) di-dapat-kan-nja 
pass-find-ben-(by) him (cf. (35c)  in Chung (1976;70)) 
I ' 
/ \ 
A I VCIVP' 
1 / \ 
I SPEC VCIV'L 
I / I \  
I / I \ 
I VCIVL S 0 
gio-o- [ b a t j a / k u l l  
I I I 
[+pass) read hit 
Although (V[+passl) is an ergative predicate since the matrix subject 
position can be filled by an embedded argument, the passive complex predi- 
cates can assign Case because is not the s-head and the s-head (CIVi) 
is (Case-]transitive. Thus, the passive complex predicate in this language 
is able to assign Case, and therefore one of the two embedded NP'Y is 
assigned ACC. We predict that the two arguments are assigned structural 
Case because one of the two arguments (i.e., the logical object argument) 
can move to the matrix subject position to receive NOH. This prediction 
seems to be borne out. According to Chung (1976;59-60) ), while a logical 
object argument appears in the matrix subject position, a logical subject 
argument can appear without the preposition (h), if it immediately 
follows a verb. The possiblity of a bare logical subject argument in the 
passive construction suggests that the logical subject argument is assigned 
ACC by fli-V.'> The exmaples in (30) thus confirm that the u - V  order and 
the appearance of a bare lcgical subject argument are not coincidental. 
Chung (19761 also shows that this language employs the second type of 
passive construction. 
4 3  The optional appearance of QJ& in (30) suggests that ACC is optionally 
realized as oleh for some semantic reason, perhaps to clarify the non- 
logical object status of the logical subject argument. The crucial point 
is that oleh subjects can appear in bare forms, which suggests that they 
are assigned Case. 
(32) a. Buku itu saja batja 
book the I "The book was read by me. 
b. Ali saja pukul 
1 hu "All was hit by me." (cf. (3a and b) in 
Chung (1976)) 
In (32), no transitive prefix or affix appears but a logical subject 
argument appears on the left side of the embedded V, and a logical abject 
argument appears in the first position in the sentence. Crucially, in (32a 
and b), the transitive marker does not appear on the verbal morpho- 
logy, in contrast to what happens in the active counterpa:t~ sf (32a and b) 
shown in (29). 
Chung shows that the 'preposed object' in (32) does not behave like a 
topicalized or focused object, but rather lies in the subject position. 
One argument shows that preposed objects can be ECHed (Subject-to-Object 
raising in Chung ( 1 9 7 6 ) ) ,  like arguments in subject positions (33a) but 
unlike arguments in object positions (33b). 
(33) a. Perempuan itu di-kara ((oleh) mereka) sudah mem-batja buku itu 
woman the pass-believe by them perf trans - re& book the 
*The woman was thought (by them) to have read the book. 
b. *Buku ini di-angqap (oleh) mereka perempuan itu sudah (men)-batja 
book this pass-believe by them m n  perf trans-reaa 
"mis bo& is believed by them for the woman to have readen 
c. buku ini di-anggap (oleh) mereka sudah saja batja 
book this pass-believe by them perf U 
"This b o a  is believed by them to have been read by me." 
(cf. (14bl (18) and (20) in Chung (1976;65)) 
The passivization of an ECMed logical subject, but not of an embedded 
logical object, is possible, as shown in (33a and b). When object prepos- 
ing has applied, as in (33c), a preposed object can be further passivized, 
like an ECMed object in (33a).14 In addition, object preposing can occur 
in restrictive relatives (unlike topicalization or left-dislocation). 
( 3 4 )  Ini-lah rumah di mana buku tersebut saja tinggal-kan 
this-Emp house in which book that I leave-ben4' 
"This is the house in which that book was left by me." (cf . (55a) in 
Chung (1976)) 
The possiblity of subject-to-object raising in the 'object-preposedt 
sentence in ( 3 3 ~ )  indicates that 'object-preposingt is A-movement, as in 
the passive construction. If 'object preposingt is one type of passive 
construction, as Chung argues, then the data suggest that there must be a 
null passive predicate, and therefore we postulate a null passive predicate 
[tpassl. We attribute this type of passive to RR between V and [+pass1 
since the two embedded arguments appear in bare forms. Given the word 
order between the embedded subject and V in (32), the null passive predi- 
cate [+pass1 and the embedded V must be covertly RRed in this language.'' 
In fact, another example of the null passive predicate that triggers 
RR is found in Swahili. 
(35) a. majil yal-meenea nchi, 
water it-cover land "Water covers the land." 
4 4  One more convincing argument Chung gives shows that as in passive 
sentence (i), selectional restrictions are observed in the object-preposing 
sentence in (ii). 
(i) *Ibu-mu dl-mirip (oleh) kamu 
mother-your pass-resemble by you "Your mother is resembled by you." 
(ii) *Itu-mu kamu mirip 
mother-your you resemble (cf. (59-60b) in Chung (1976)) 
is glossed as a causative morpheme in Chung; but cf. (i) fn. 42. 
4 6  The embedded subject may also appear between an auxiliary (modal) and a 
main verb. 
( i )  Mobil itu dapat kita perbaiki 
car the can we re~air "The car was repaired by us." (cf. (4) 
in Chung (1987;60)) 
We may assume that C-to-I overt RR triggers can we V order in (i), as in 
Aux-inversion in English. 
land it-cover water "The land is covered (by) water." (cf. (11) 
in Keenan (1975); orginally from Givon (1972;274)) 
In (35), a logical subject argument appears in the object position with a 
bare form and a logical object argument appears in the subject position 
triggering subject-object agreement." We suggest that Swahili passiviza- 
tion instantiates an RR passive, as in the second type of passive in Bahasa 
Indonesian. (The word order in (35b)  suggests that V-to-V RR is overt, as 
in the Bahasa Indonesian data in (32).) If (35b) were not derived by the 
passive, the process governing the seemingly simple change from (35a) to 
(35b) would become complicated when we consider (35b) as mono-clausal under 
the current theoretical framework with the projection principle and theta 
theory. 
One advantage of postulating null passive predicate [+pass1 comes from 
R O M ~ C ~  OQL/b causative construction: We have suggested that the hy Case 
marker that is obtained as a C-to-V RR effect in the passive construction 
is a dummy Case marker so that & subjects behave like grammatical sub- 
jects. There are apparent exceptions in Romance languages to the hypo- 
thesis that dative subjects and hy subjects in causative and passive 
constructions are assigned by dummy Case markers: In French and Italian 
p g l ~  or an causative contruction, nar/da subjects do not behave like 
grammatical subjects; as Kayne and Burzio discuss, gar/dq suhjects do not 
47 One more language whose passive construction is like the Swahili passive 
construction is Halecite-Passamaquoddy. In that language, a specific 
agreement system for 'transitive animate' verbs is organized in terms of a 
ranking of nouns and pronouns on the basis of some principles in 'direct' 
forms (cf. LeSourd (1977)). However, in forms called 'invert' forms, a 
subject and an object appear in bare forms but the ranking system of 
agreement is inverse as if a 1ogical.object is a logical subject (LeSourd 
(p.c.; 1977)). We consider the inverse construction in Malecite-Passama- 
quoddy is a passive construction derived by overt -oku--to-CIV RR where an 
invert marking -oku- is a passive predicate; the complex predicate assigns 
ACC to its logical subject just as a transitive predicate assigns ACC to 
its logical object. 
trigger SSC effects. Those apparent exceptions are explained if Romance 
languages employ the null passive predicate [ipassl in certain environ- 
ments, as we will discuss below. 
In fact, there is evidence that par/da constructions differ from g. 
constructions: there is much evidence that prepositions g~ and are 
obtained because the passive applies in the par/da causative construction. 
First, the prepositions p&b in the causative construction correspond to 
hy in passive constructions in these languages. In addition, Kayne (1975;- 
235-242) illustrates some significant relationship between passivizatlon 
and causativization in French. Kayne notices that passivizable clauses 
can appear in the p~ causative construction and nonpassivizable clauses 
may appear in the a causative construction but not in the causative 
constr~ction.~~ The following illustrate one example of Kaynets observa- 
tion: 
(36) a. Sa famille a case/ la crohe. 
"His fazily h9d a snack." 
b. *La croute a et6 cassee par sa famille. (passive) 
"A snack was had by his family." 
c. *I1 £era casser la croate par sa famille. (w causative) 
"He will make his family ha?e a snack." 
d. I1 a fait casser la croute a sa famille. (g causative) 
"He made his family have a snack." 9 1  9 3  and (94) in 
Kayne (1975;235-6)) 
Burzio (1986) also shows that the Italian gg causative construction 
Kayne (1957;244) also notes that some nonpassivizable intransitive verbs 
may be embedded under the construction, as shown below. 
(i) a. *Monsieur Dupont a fait entrer par son fils. 
Monsieur Dupont was made to enter by his son 
b. ?I1 a fait faire entrer Monsieur Dupont par son fils 
*He had his son have Monsieur Dupont enter." ((30-la) in Kayne 
(1975; 244 1 
In the passive sentence in (ib) is grammatical but the causative counter- 
part of (ib) is not, as shown in (ia). The examples in (i) are restricted 
to contain the passive of intransitive verbs; we thus assume other factors 
may be involved in the grammaticality of (i). 
posseses the same properties as the passive construction, as in Fren~h.'~ 
Given those similarities between par/&& construction and French/Italian 
passive construction, let us suppose that French and Italian employ a null 
passive predicate ([+pass]) that is selected by the causative predicate 
Then, since one of the two arguments moves to receive Case, 
the construction is derived by V-to-[+pass1 head-movement. In this 
construction, [+pass1 is phonetically null and therefore no 2 morphology 
appcars. The auxiliary &g also does not appear because the causa- 
tive predicate faire selects a small clause i r i  which INFL is not overtly 
realized (cf. Section 4.2.).91 
( 3 7 )  Vp(l) 
/ \ 
V(') CIVPLl 
I / \ 
ifaire/fare) SPEC CIV" 
/ I  \ (CIV1 = v1; CIV2 = V2) 
CIV1l NP CIVP2l 
I I / \ 
0-0-[+pass1 e SPEC CIVf1 
A A / I \  
I I / I \ 
4s Burzio (1986;262-268) illustrates examples in Italian that show some 
relationship between passive and gg causative constructions, based on the 
facts Kayne observes. An interesting point is that the degree of deviancy 
of passive sentences is the same as that of their & causativization 
versions. 
h # As Kayne (1975;243) notes, etre .. -e (h..m) deletion is not well- 
motivated. Thus we do got adapt a deletion approach to null passive 
morphology. If the null passive predicate [+pass1 is an option in UG, as 
is attested to in Bahasa Indonesia and in Swahilli, the postulation of the 
null passive predicate Itpassl in French and Italian causative construc- 
tions is not so implausible but rather is consistent with the syntactic 
position we are assuming. 
S1 Note that f&g and VIC are RRed in French but fare and VIC are not in 
Italian (cf. Section 4.2.). 
In (371, the subject position of the [tpassl predicate (cf. RR conventions) 
is available as a landing site. After V2-to-V1 head-movement applies, an 
einbedded object argument moves to the e-position to receive Case from faire 
and to receive a secondary theta-role from the [tpassl predicate. (Note 
that the V2-V1 H-complex word would not assign Case since V1, the s-head, 
is ergative.) However, there is a problem with Italian. In French, faire 
could assign Case to the 0 in the g position in the structure in (37) 
because CIVi, which is RRed with faire. does not trigger the MC so that 
faire can govern the g positlon. On the other hand, in Italian, CIV would 
trigger the HC slnce fare and CIV2 are not RRed. Therefore, ACC must be 
assigned to 0 by CIV2, which has the Case feature. However, in (37) CIV2 
is not available as a Case-assigner since it is a segment that dominates a 
trace. 
There is one more option to explain the Dar/da construction. [+pass]- 
(CIV1)-to-CIV2 covert RR, instead of CIV2-to-CIV1 head-movement, could also 
apply in the following way: 
(38) V P L ( ~ )  
/ \ 
Vr(') CIVP1l 
I / \ 
{faire/-) SPEC C 1 V f ~ / d L  
/ I  \ (CIV1 = v1; CIV2 = V2) 
C 1 V L l  NP CIVP2r/jL 
I I / \ 
0-0-[ tpassl e SPEC CIV' r/jL 
A / I \  
/ / 1 \ 
\ CIV1/dL2 [u Sl 8 
\ I 
(faire-to-vz RR is indicated by 1 and V1-to-V2 by 9 )  
In ( 3 8 )  the embedded complex verb ([tpassl-CIV2) can assign Case and there- 
fore the embedded object is assigned ACC by it. In this case, 0 moves to 
the g position to receive a secondary theta-role, not Case, from Itpassl. 
Under (38), in Italian and French, 0 in the g position is not assigned Case 
from faire/fare: In Italian, CIVl would trigger the HC, since there is no 
RR link between fare and CIV1; in French, CIVl would also trigger the MC 
since the RR passive link between CIVl and CIVZ would cut the RR link 
between faire and CIVZ, so that faire cannot govern 0 across CIVl icf. the 
A C C - h  construction). Thus CIVZ assigns Case to 0 in Italian and French. 
If structure (38) is correct one for Romance parIda causat!.vization, unlike 
the usual passive predicate Romance the Romance [+pass], which is 
selected only by a causative predicate, triggers RR, instead of head-move- 
In the configuration of (38), the logical subject lies in the CIVP2 
clause while the logical object is in the CIVPl clause. It follows that 
SSC effects do not appear in oar/da causativization since Dar/da subjects 
appear in the most embedded clause; the lack of SSC effects is interpreted 
in terms of the triple-clausal aspects of pax/da causativizaticn. To be 
specific, we can explain the following contrast in Italian for example (see 
also Chapter 3, for SSC effects of parIda causativization with respect to 
reflexive cliti~ization).~~ 
(39) a.[Hariar sii fatta I lei] accusare I ti da Giovanni 1 1 1 .  ( c f .  38) 
'Maria had herself accused by G i ~ v a n n l . ~  
b. *[Haria, sir 'e fatta [accusare [et 1 a Giovanni I 1 
'Maria had Giovanni accused h e r ~ e l f . ~  (cf. (46) in Burzio 
11986;249)) 
(39b) is bi-clausal and g is obtained by causativization; (39a) is triple- 
clausal and dg is obtained by passivization in the most embedded clause. 
Since G i o v u  in (39b) represents an intervening subject with a dumny Case 
marker, 9- intervenes between reflexive clitic and [ellb3 
s2 See Burzio (1986) for further arguments for the VP complement and SSC 
effects with respect to cliticization (cf. Kayne (1975)), which can also be 
explained in terms of the triple-clausal structure of (37/38). 
63 Burzlo (1986) suggests that the reflexive clitic fi and Iel are linked 
violating SSC and therefore makes the sentence ungrammatical. As for 
(39a), we suggest that giA G i o v a a  does not intervene between the reflexive 
clitic gL and [el since [el, the head of an A-chain obtained by A-movement 
of [el, lies in the subject position of the second most embedded clause and 
since lieg in the subject position of the most embedded ~lause.~' 
Burzio (1986;'cf. 228-9), on the other hand, suggests that gg subjects 
are base-generated within VP complements, while g subjects are base- 
generated in the subject positions of IP clauses. Burzio (1986;262-268) 
argues that the & causative construction behaves as if it contained a VP 
complement with respect to a number of phenomena. Two of them have to do 
with the interpretation of PRO and the anaphoric characteristics of 
possessives in certain idioms. 
(40) a. Ho fato affermare di PROr averla vista a Giovanni~ 
(I) have made claim of to have seen her to Giovanni 
"1 made Giovanni claim to have seen her." 
b. ?*Ho fatto [, affermare di PROr averla vista (da Giovanni~)] 
(I) have made claim of to have seen her (by Giovanni) 
"1 had it claimed to have seen her (by Giovanni). 
(41) a. ~ercherb d i  fare fare il s u o ~  mestiere a Giovannii 
(I] will try to make do his job to Giovannl 
HI will try to have Giovanni do 
b. Vercherb di fare [, fare il suo mestiere (da Giovanni) I 
(I) will try to make do his job (by Giovanni) 
"1 will try to have bis job done (by Giovanni)." ((73 and 771 in 
Burzio (1986;263-4 and 265)) 
Burzio attributes the ungrammaticality of (40b) and (41b) to the VP 
complement (, in (40-41b)), whose subject is base-generated within VP since 
GiovpnnL does not bind PRO or an anaphoric pronoun. The present analysis 
has exactly the same effect without invoking the VP complement. In (40b), 
PRO appears in the second matrix clause, and its antecedent in the most 
at D-structure, obeying certain conditions. 
6 4  The analysis suggests that the link between gt and the head of an A- 
chain derived by A-movement of [el is sensitive to SSC (cf. fn. 53). 
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embedded clause and therefore control is not possible; in (40a), Giovanni 
can control PRO since it lies in the higher clause (a complement of m.ak) 
than the clause containing PRO (a complement of w). The effect of VP 
complementation in (41b) is also obtained since the & subject appears in 
the most embedded clause, while the object (US job) appears in the s~cond 
embedded clause in the da causativization (cf. also Kayne (1975));"' in 
(41a), a G i o v u  can binds its object. To conclude, by postulating the 
null passive predicate [tpassl, we can both explain the relationship 
between passive and Dar/da causative constructions (under an empirically- 
and theoretically-motivated assumption that Dar/da are dummy Case markers 
obtained in the passive construction, like a_ in the causative construction) 
and avoid postulating W complements. 
So far we have shown that the passive is drived not only by head- 
movement but also by RR, and that there are instantiations of passive 
predicates that are phonetically null. Some languages employ null passive 
predicates whether they are selected by certain predicates (Romance lan- 
guages) or not (Bahasa Indonesian and Swahili). Below we examine the 
Korean passive and the Vietnamese passive to show that the bi-clausal 
analysis of theepassive construction offers theoretically- and empirically- 
plausible explanations of peculiar passives in Korean and Vietnamese; we 
show that the null passive predicate [+pass1 is operative in Korean in a 
restricted way (it can be selected only by certain Vx's) and that RR also 
plays a role in passive sentences in Korean and in Vietnamese. 
bs One might point out that the 'elsewhere principle of condition A '  would 
rule in (41b) wrongly. But see fn. 47 in Section 4.2.. 
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3.3. Passivization in Korean and in other languages 
Ve have seen in Section 4.2. that Korean apparently employs three 
types of causativlzation (cf. Choi (1935); Section 2). It apparently also 
employs three types of passivlzation: -hi- passivization, ii-~QY- passiviza- 
tion and -e ci- passivization. We will show that Korean employs only one 
type of passivization: -hi- passivization derived by head-movement; we will 
show that Korean also employs the null passive predicate [+pass], which is 
selected by auxiliary predicates such as goy- (m) and & (-/~e_t 
t a ) ,  forming the second and third passivizations: N-COY- and -e ci- 
passivizations. We will also discuss passives in other lanauges, which 
instantiate various types of passive, which are predicted from our analysls 
of passive discussed in the previous subsections. 
4.3.3.1. -hi- passivization and M-complex words 
The first instantiation of passivlzation in Korean is derived from the 
morphological affixation of &.67 
(42) a. kyengchal-ka totwuk-lul cap-ass-ta 
pollceraan-sub thief-obj catch-past-ern 
wA policeman caught a thiefeR 
b. totwuk-ka kyengchal-eykey cap-U-ess-ta 
thief-sub policeman-by catch-&-em 
wA thief was caught by a poli~ernan.~ 
One unique property of the -hj- passivization in Korean is that the passive 
-hi- is morphologically identical to the causative However, unlike 
67 Like the causative predicate &, depending on phonetic environments, 
the passive predicate has almost the same phonetic variants I I l , ! & & U L  - 
u...Il as the causative predicate (cf. Choi (1935)). To differentiate 
these two predlcates, we will postulate =& as the passive predicate. In 
most cases, V takes indentical allomorphenres for both the passive complex 
word y-hi- and the causative complex vord Y-1-. 
There have been some attempts at unifying these two morphemes as having 
a lexical entry (cf. H.-K. Kim (1982); K. Park (1986)). However, the two 
morphemes syntactically and semnticalPy differ from each other. K. Park 
& causativization, the passivization in Korean is restricted to 
transitive verbals. Like =,&= causativization, it is not totally produc- 
t i ~ e : ~ *  -hi- does not appear with the verb or L-ha- verbse0 or with 
transitive psych-adjectives. 
We suggest that -hi- passivizi;ition involves a bi-clausal structure as 
follows, in which is an ezgative passive predicate. 
( 4 3  1 w 
h 
/ \ 
C I W i  '4 
I / \ I .  
1 SPEC CIV" -hf- 
I / I \  A 
I / I \ I C I V ~ - ~ O - ~  head-movement 
I hs o crvi I 
An embedded INFL must be 1-Ten~a,-Agr,-Al since no honorific or tense 
elements appear between -hi- and V: *V-m-hi- (V-H-D=) or *V-WS-hi- 
(V-past - D ~ S L  - 1 and since no two (sentential) adverbs appear ic the -hi- 
passive construetion. In addition, no overt C elements appear between V 
and -hi-. (Remember the syntactic position that V is minimally projected 
(1986) notes that they differ with respect to the notion of trzinsitivity 
and that they alscr differ semantically. He suggests that because they are 
morphologicelly identical and cannot cooccur, they form one lexical entry. 
We do not aee any theoretical advantages in motivating one lexical item 
which is ambiguous in transitivity and in meaning as well. We wiil assume 
that the passive Ak and the causative -i-. which happen to be rnorpholoqi- 
cally identical, have different lexical entries. As for the fact that =;ir 
and -hl- cannot csoccur, we attribute it to the selectional restrictions of 
-hi- and of &. Note that aelectional restrictions between predicates are 
possible since both & and -hi- select CXVPi's (small clauses). 
bs In addition, the set of verbs that can be rL-, causativlxed ia not 
identical to the set of verbs that can be -hi- passivized (cf. Choi (1935)). 
Choi (1935;431) notes that like the causative & which cannot appear 
with the verb I-ha- in standard Korean, B-ha- once used to be passivized by 
rha=, affixation, and that aorne dialects have such instantiations (cf. fn. 
36 in Section 4.2.). . 
(i) ku il-ka cal b-hi-p-ta 
the business-sub well do-pass-pres-em wThe business is done well," 
up to CP.) If V (CIVi here) is amalgamated with -hi- by RR, then V is the 
s-head so that ylhi- can assign ACC to 8 or 0 .  However, no ACC is assigned 
in the -hi- passive construction. Thus, as in English, V moves to -hi- by 
head-movement in Korean: Since ergative -hi- is the s-head, y-hi- does not 
assign ACC. Thus, the embedded object ( 0 )  moves to the matrix subject 
position to receive NOH and the subject ( S )  is assigned Case by the dummy 
Case marker -evkev (and therefore the subject may be implicit). 
There are some motivations for this bi-clausal approach. First, 
although the morphological idcntity does not indicate its categorial iden- 
tity,=% the same morphoiogical shape suggest3 that like the causative & 
the passive -hi- is a predicate. Second, the adverb (fast) or 
swfDke2 (u), which can be called agent-oriented, assigns a secondary 
theta-role to an agent, yielding the manner reading. 
(44) a. ku totwuk-lul w-ass-ta 
the thief-obj fast catch-past-em 
caught the thief q u i ~ k l y . ~  
b. ku totwuk-ka w-hi-ess-urnyen coh-keyss-ta 
the thief-sub fast catch-pass-past-if good-will-em 
"It would be good if the thief were caught q u l ~ k l y . ~  
c. totwuk-ka m-hi-ess-ta 
the thief-sub fast catch-pass-past-em 
'The thief was caught quickly." 
(45) a. holangi-ka ttokki-lul swipkey cap-ass-ta 
-sub rabbit-obj easily take-past-em 
caught the rabbit w. 
b. ttokki-ka holangi-eykey swipkey cap-ass-tz 
rabbit-sub tiger-by easily take-past-em 
"The rabbit was caught by the tiuer." 
(44b/c) can mean that I wish somebody would catch the thief quickly or that 
somebody caught the thief quickly (agent-oriented manner reading), but not 
that I wish the thief would quickly give up, to be caught by someone 
(subject-oriented manner reading) or not that it is quick of the thief to 
For example, in English is used either as a determiner or as a 
complementizer, and fpy as either a complementizer or a preposition. 
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be caught by someone (subject-oriented stative reading). In (45), the 
adverb ea_ailv can assign a secondary theta--role only to an agent, but not 
to a patient argument in both passive and active sentences. In both (44a) 
and (45b/c), only the manner reading is observed. The (agent-oriented) 
manner reading of an agent-oriented adverb (e.g., m t l v )  becoms clean 
when a patient is inanimate and adverbials can assign a secondary theta- 
role to an animate logical subject, as in (46)..= 
(46) a. sain-ka sangphwum-lul pimilliey phal-ass-ta 
--sub goods-ob j ~ v e r t l y  sell-past-em 
"The seller sells the goods c o ~ e r t l y . ~  
b. ku sangphwum-ka pimilliey phal-li-ess-ta 
the goods-sub covertly w-past-em-em 
wThe goods were sold covertly." 
The agent-oriented reading of adverbs in (44-45) arguably suggest that 
passive construction contains two predicates and that the two predicates 
are morphologically amalgamated. 
In addition, in Korean, as in English, there is scope ambiguity of 
certain adverbs, which we call passive-sensitive adverbs. 
(47) a. -ka totwuk-lul cap-ass-ta 
--sub thief -obj f 0 0 1 u  catch-pass-em 
"The policeman foolishly caught the thief." 
b. w - k a  - evkey DaDosuleDkev cap-hi-ess-ta 
thief-sub - foolishlv catch-pass-past-em 
"The thief was foolishly caught by the p~liceman.~ 
In (47a), the adverb f o o l w  has either the manner or the stative read- 
ingtca which suggests that the adverb faolishlv in (47b) can assign a 
The same is true of passive-sensitive adverbs in English, as shown in 
(i) drawn from UcConnell-Ginet (1982;148): 
(i) a. The rock will be unwillingly thrown by the hostages. 
b. #The rock unwillingly will be thrown by the hostages. 
The position of adverbials indicates that in (ia) is agent- 
oriented but -in [ib) subject-oriented. In (ib), -and 
y n w i w  are incompatible with each other because of their semantics. 
When the adverb Xgplishly lies in the sentence initial position, the 
stative reading is easily obtained, while when it appears to the left side 
of a main verb, as in (47a), the manner reading is easily obtained (cf. 10- 
secondary theta-role either to the agent argument or to the derived 
subject, yielding the manner reading or the stative readlng. (Therefore, 
as we suggested in subsection 4.3.2., a passive-sensitive verb may be 
licensed either by a matrix INFL or by an embedded V.) When the passive- 
sensitive assigns a secondary theta-role to the derived subject or when it 
is licensed by INFL, the stative readings are obtained (while the manner 
reading is weak); when the passive-sensitive adverb can assign a secondary 
theta-role to the agent (the -evkey subject) or when it is licensed by V, 
it has only the manner reading, as we predicted. The existence of passive- 
sensitive adverbs also arguably suggests that the -hi- passive construction 
is bi-clausal. 
4.3.3.2. B-tov- passivization and combinations of H- and H/R-complex words 
Like I-ha- --> H-sfkhi- causativization (cf. Section 4 . 2 . ) ,  B-ha- can 
also passivized by replacing ha- with a certain verb that has inchoative, 
benefactive, or adversative meaning: B-ha- verbs are passivized in the form 
of &4-toy (N-become/turn out), N-Dat- (-be a i v m  benefactlve), and 
- N ([N-suffer/underan: adversative) . Examples of I-tov- passlviza- 
tion are illustrated below.a4 
(48) a. iket-ka seyin-ka cwumok-ha-0-nun kullm-i-0-pnita 
. this-sub people-sub & g p m - p r e s - c o m p  picture-be-pres-emH 
"This is the picture tha'c people give attention to.w 
C 4  With some rich s5entic implications, f&y= (become) in (48) can be 
replaced with either (benefact ive) or tansha- (adverse ) . 
(1) iket-ka seyin-eykey cwumok-a-0-nun kulim-i-0-pnita 
this-sub people-by attention-become-pres-comp picture-be-pres-emH 
"This is the picture which w e i v u  public attentionm. 
(ii) iket-ka seyin-eykey c w u m o k - m - 0 - n u n  kulim-i-pnita 
this-sub people-by attention-become-pres-comp picture-'~e-emH 
"This is the picture which suffers public attention." 
The unerlined verbs in (i-ii) have aspectual meanings. 
b. iket-ka seyin-eykey cwumok-b-0-nun kulim-i-0-pnita , 
this-sub people-by attention - become -comp picture-be-emH 
"This is the picture which is given attention to by people most." 
As we suggested in Section 4.2. ,  if N-ha- is the result of N insertion to V 
category (cf. Chomsky (1970)), then B-ha- is represented as IN-[+VIIV- when 
ha- is not inserted (or realized). At a certain level, the dummy auxiliary 
& is inserted (or realized]. However, when [N-[+VIIv is amalgamated with 
a matrix verb V1, it is realized as I-V1-.eb 
Thus one possible analysis suggests that the SJ-toy- passive construc- 
tion has the following structure and that head-movement applies in the 
following way (not RR for the same reasons as in -hi- passivization). 
(49 VP 
A 
/ \ 
C I W f  v 
I / \ I 
I SPEC CIV" -toy- 
I / I \ 
I / I \ * CIVA-to-toy- head-movecwnt 
1 g y s  0 CIVf I 
I I I I 
0-0-[N-ItVIIv 
-ha- is not inserted or realized when IN-ItVll~ is amalgamated with goy-.  
However, one problem with this idea is that goy- (m) is semantically 
weak and has an aspectual meaning, as auxiliary predicates do, and that it 
is, in fact, one of the Vx verbs in Korean that obligatorily trigger RR 
(cf . Section 3.4. ) . Then the question becoraes: why does it not trigger RR, 
it b y -  is Vx? 
This is in fact what Choi (1935) suggests, when he says that N-toy- can 
be assumed to be derived from N-ha-toy= (N-- - ) by deletion of the 
auxiliary k. On the other hand, K.-D. Lee (1985a) and K. Park (1986) 
suggest that W i -  and I-toy- are derived by compound causativization 
(B-aikhi-) and by compound passivization (N-goy-). Ye suggest that corn- 
pounding is not a source for Lhis passivization and causativization, but 
rather the same type of causativization and -hi- passivization that are 
derived by head-movement. 
There is evidence that verb -toy- does not trigger (head-movement) 
passivization. First, -toy- seems to assign Case to its CP complement 
since an overt case marker can appear, as shown below. 
(50 1 a. cwumok-b t o w 0  -nun kulim 
attention-u become-pres-csmp picture 
"A picture that is attra~ted.~ 
b. pilting-h kensel-kg f OY-0-ta 
bilding-sub construction-pbi become-pres-em 
"A building is con~tructed.~ 
If the ergativity of verbs indicates a verb's capacity to assign structural 
Case, MY- is not ergative. Second, it 1s used as a m a t r l x  verb (as an 
auxiliary predicate) in a non-passive environment, as in (51).CC 
(511 Chelswu-ka san-lul coh-a ha-0-key-u $0~-ass-ta 
-sub mountain-obj like-In£ do-Inf-comp-obj become-past-em 
Vhelswe becomes to like mountains." 
If tov- semantically has an inchoative aspectual meaning and behaves like 
an auxiliary predicate, then the argument structure would not be 9-ka S- 
v.. . N - tov - An embedded subject would be PRO overlapping with a matrix 
- 
subject to form the structure [ 8% 0 [ PRO& [N-[+VIVII -toy-]. 
If the verb $0~- does not trigger the passive but rather plays the 
role of an auxiliary predicate, what triggers the passive-like change in 
argument structure? A plausible answer is to assume a null counterpart of 
the passive *. In fact, according to ~ h o i  (1935) ,  the passive -hi- was 
In this case, toy- assigns -lul, in contrast to its role in (50). 
(i) Chelswu-ka san-lul coh-a ha-0-key--& b e s s - t a  
-sub mountain-obj like-Inf do-Inf-comp-(obj/sub) become-past-em 
wChelswe becomes to like  mountain^.^ 
One might suggest that the V x ,  when it is used as a passive predicate, 
assigns d. The idea that ergative predicates might assign A can be 
easily discarded since in tanuha- (suffer) or p&= (receive) pasaivixation, 
or pat- --- the same type of verb as toe- (Vxl -- assigns U even 
when the passive-like change in argument structure appears. 
( i i i kulim-ka seyin-eykey c w u m o k - U  I tangha/pat 1 -n-ta 
this picture-sub people-to attention-obj receive{adverse/benl-pres-en 
"This picture is attracted by people's attentions." 
Thus, we should attribute the & realization of ACC in (50) to other 
causes that we rill not consider here. 
once used for N A  verbs (cf. fn. 60). We may thus reason that ha-hi- 
loses its phonetic value in the p-ha-hi- phrase in Hodern Standard Korean, 
as auxiliary predicates such as -toy (nonergative) are frequently used with 
h-hi- and as they compensate for the passive meaning. Then the surface N= 
- tov- in (51) form actually has the structure of [ N - [ + W 1 ~ 0 - 0 -  
ul) tov- (- - - CC( - obj l b m  - 1  
In certain ways, the -hi- passive and the 8-toy- passive correspond to 
the English b e - a  passive and the aet-en passive in English in which g& 
has the inchoative meaning. R. Lakoff (1971) discusses some semantic 
differences between the be..-= passive and the get..-en passivec7 and 
notices that the g& passive requires a subject that can be assigned theta- 
roles (by &). Thus, parts of idiom chunks cannot appear as derived 
subjects in the get-= passive construction, as they can in the be..-en 
passive construction. 
(52) a. Advantage Iwas/*got) taken of Bill by Harry. 
b. Tabs iwas/*got) kept on those radicals. (cf. ( 9 )  in R. Lakoff 
(1971) 
Based on the contrasts shown in (521, Lakoff suggests that the g& in the 
aet-en passive is base-generated as a nonergative matrix verb so that the 
matrix subject is not derived but rather base-generated 
R. Lakoff (1971) notices the following contrast, for example. 
(i) a. A cache of mrijauna was found by Fido, the police dog. 
b. & cache of marijauna got found by Fido, the police dog. (cf. R. 
Lakoff (1971i154)) 
In (ib), the sense of the speaker's involvement is observed, and the g& 
passive often suggests the active involvement, emotional or otherwise, of 
the subject, while kg passive does not (cf. ia). 
C 8  As Howard Lasnik (p.c.) has pointed out to us, raising is not tolerated 
with the g& passive. 
(i) *John got believed to be smart. 
Under the present approach, (i) is not syntactically problematic since the 
subject argument of g& and PRO in the subject position of m e v e d  cqn 
overlap. One approach to rule out (i) is a semantic approach. Reme~'~er 
that arguments that csn be assigned the object secondary theta-role can 
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Given these Lakoffls observation, the present analysis suggests that 
g& is an auxiliary predicate, which selects the passive predicate s. In 
other words, we suggest that the set-en inchoative passive derives from the 
combination of the auxiliary predicate Qtrt and the passive predicates re-n, 
as in B-tov- passivization in Korean in which -tov- is VX.'~ The only 
difference between the get-en passive arid the N - t o ~  passive is that the 
latter contains the null passive predicate selected by -tov- (Vx), while 
len is selected by g& (Vx) in the former. Below, we discuss one mora case 
of passivization triggered by a Vx and by the null passive predicate in 
Korean. 
move to the matrix subject position in the passive construction. In (i), 
there s e e m  a semantic conflict between the object theta-role that is 
assigned to PRO by believe and the primary theta-role that g& assigns to 
its subject position. If this seaw-ttic conflict is real, then RR conven- 
tion (c) (overlapping convention) may also Be subject to some semantic 
restrictions. 
Lakoff also notices that an agent-oriented adverb does not go with the 
passive. 
(1) a. Radicals must be exterminated ruthlessly. 
b. *Radicals must get exterminated ruthlessly. ((19c and d) in R. 
Lakoff (1971)) 
Interestingly, in Korean, when agent-oriented adverbs such as occur 
in the passive consturction with an auxiliary predicate in a matrix clause, 
the agent-oriented reading becomes very deviant unless gwlli is intex- 
preted as if it were (m), which is a passive-sensitive 
adverb. 
(iil ???ku totwuk-ka ppalli cheypho-toe-ess-ta 
the thief-sub fast arrest(N)-become-past-em 
"The was arrested m. 
Agent-oriented adverbs do not go with the -e ci- passivization in Korean, 
either. 
(iii) ??*totwu-ka ppalli cap-hi-e ci-ess-ta 
-sub fast catch-pass-Inf get-past-em 
"The thief got caught quickly." 
We have no explanation of this aspect at this point. 
4.3.3.3. -e ci- passivization and combinations of M- and R-complex words 
The third instantiation of the passive in Korean is -e ci- passiviza- 
tion, in which 2 is a realization of INFL (with null CI7O and ci- a mtrix 
predicate, which has an inchoative meaning (aet to be/beco&. Especially, 
when V cannot be -hi- passivized, V is -e ci- p a s ~ i v i z e d . ~ ~  
(53) a. cwuin-ka sanawun kay-lul changko-ey katwu-ess-ta (Ikatwu-hi- 
host-sub wild dog-obj storehouse-in lock up-past-em 
"The host locked the wild dog up in a storehou~e.~ 
b. sanawun kay-ka cwuin-eyuyhayse changko-ey katwu* k e s s - t a  
wild Cog-sub host-by storehouse-in Jock up - Inf b e c o ~  -past-em 
nThe wild dog was locked up in a storehouse by the host." 
(54) a. phikhaso-ka kulim-lul kuli-ess-ta ( 3 u l i - h i - 1  
Piccaso-sub picture-obj paint-past-em 
wPiccaso painted a p i c t u ~ e . ~  
b. kulim-ka phikhaso-eyuyhayse k u l i z  Eiress-ta 
picture-sub Piccaso-by w - p a s t - e m  - 
"A picture is painted by P i c ~ a s o . ~  
Since the passive-like change in argument structure is obtained in the 
domain of -e ci- without the passive -hi-, in the Korean literature, a is 
a passive morpheme. 
There is, however, evidence that & is an auxiliary predicate, like 
the goy- in I-toy- passivization. For example, the same two aspects as N- 
f;pyr passivization that indicate that u v -  is not a passive predicate are 
observed. First, as in b y -  passivization, any predicates can be embedded 
70 Or it is a realization of C with null'INFL (cf. B.-S. Park (1974)). 
71 Some more such instantiations are: cwu s ci - - (give - I n £  uet, *pwu-(hli-1; 
ci- (- - *- - (h)i ci- (- - 
ci- (- - *Mu-i-I;... and & - A - e ci - 
(x~svch A i ) *  - - -  
by -e ci-, which means that can be used as an auxiliary p r e d i ~ a t e . ~ ~ , ~ ~  
Even passivized y-hi- (m) can be accompanied by -e ci-. 
(55) ku mwun-ka tat-U-e d-0-ni? 
the door-sub c l o s e - w - I n f  m r e s - Q  
"The door got closed." 
Second, whether -e ci- governs passive clauses (56a) or not (56b), ci- can 
assign -1ul (ACC), which suggests that ci- is not ergative. 
(56) a. [sanawun kay-ka chanqko-ey katwu-el-lul. ci-ess-ta 
wild dog-sub storehouse-at lock-Inf-obj become-past-em 
nThe wild dog got locked up in the storeho~se.~ 
b. [Chelswu-ka san-ka iph-al-lul d-ess-ta 
-sub mountain-sub fond-Inf-obj become-past-em 
wChelswu got fond of mountains." 
Thus we conclude that is not a passive predicate. 
We suggest that in (53-5$), the null passive predicate [+pass1 is 
selected by the auxiliary predicate and triggers the change in argument 
structure. There are in fact cases in which cP- obligatorily selects 
7 2  In the y-e ci- phrase, V may also be intransitive or adjectival. 
(i) Yenghi-ka elkwul-ka cemcem YePP-e ci-ess-ta 
- 
( Adj 
-sub face-sub more and more m t t y  I n f - p a s t - e m  
"Yenghi became prettier and ~ r e t t i e r . ~  
(ii) ani-ka-lye-ko ha-y-to cakku ka-0 ci-n-ta (Vi) 
not-go-will-comp do-Inf-although constantly --pres-em 
"Although I decided not to go, I ended up going (there) constantly. 
V can be either a transitive psych-adjective (iiia) or a nonpassivizable 
verb (iiib). 
(iii) a. Chelswu-ka i kay-ka twulye-we k e s s - t a  
-sub this dog-sub afraid-In£ become-past-em 
wChelswu becomes gfraid of this dog." 
b. apeci-wa atul-ka cemcem talm-a d - e  ka-n-ta 
father-and son-sub step by step resemble-Inf become-Inf go-pres-em 
"The son &I a e t w a  to r e s u  his father slowly." 
In cases (i-iii), cri- has some aspectual meaning (without triggering the 
passive meaning) . 
7 3  Some instantiations of V-e ci- are also lexicalized. - e - ci 
- - - - 
- (fall 
-1; e ci- (broken); ftel e ci- (fp31); (*- *pwul-; *ttel-1 (cf. 
Choi (1935;434)). Choi (1935) calls these lexicalization verbs 'set-backt 
or 'restoration' verbs, which w a n s  that the waning is not compositional. 
This is a rather typical aspect of Vx verbs in Korean; Vx is lexicalized 
with ancther V (cf. 11 - e - na - (  - - QJ& = get UO; cf. Section 
3.4. ). 
[+pass]. when some verbs cannot be -hi- passivized, as in (53-541, -e cl- 
with an active argument structure is deviant or ungrammatical 
(57) a. *@helsuw-ka puul-ka kk-e r;F-ess-ta ( W - h i -  1
-sub fire-obj put out-Inf become-past-em 
mChelswu got to extinguish the fire." 
b. *cwuin-ka kay-ka katwu-e k e s s - t a  (*katwu-hi-) 
-sub dog-obj lock-Inf beco~-past-em 
"The host got to lock up the dog." 
Thus when a V cannot be passivtzed, [+pass1 that is obligatorily 
selected by -ci- is employed. In other words, when & indirectly selects 
a predicate that cannot be h -  passivized, & obligatorily indirectly 
selects Itpassl. Therefore, & indirectly triggers the passive by 
selecting the null passive predicate [+pass1 for that V. In short, & is 
not used as the passive predicate but rather as a passive triggering 
predicate. 
optionally selects the null passive predicate Itpassl in other 
environments. in the case in which the embedded clause contains a V that 
can be passivized by -hi-, -e ci- triggers the change in argument structure 
whether the passive -hi- appears or not: 
( 58 )  a. i m n - k a  ye1 - (li-)e ci-0-ta 
this door-sub o p e n - m - I n f  become-pres-em 
nThis door got opened easily." 
b. kvunreng-ka swipkey m i - ) e  ci-n-ta 
hole-sub easily stop u p - m - I n f  become-pres-em 
mThe hole gets stopped up e a ~ i l y . ~  
c. i sasil-ka Chelswu-eykey pait-(ki-)e ci-ci an-ass-ta 
this fact-sub -dat believe---Inf become-to not-past-em 
mThis fact did not get believed by C h e l s ~ u . ~  
As shown in (58) without -hi-, ci.- is compatible with active argument 
structure. 
The (ACC) marker does not make the sentence (57) ungrammatical (cf. 
53-54a). 8ee the Appendix of Section 4.2 . ,  for the -> Ihg change in 
the realization of ACC In the domain of the auxiliary predicate &. 
(59) a. 3Chelswu-ka m n - k a  y&-e ci-ees-ta 
-sub door-obj open-Inf become-pass-em 
"Chelswu got to open the door." 
b. 3Chelswu-ka kwumeng-ka ppaka ci-ess-ta 
-sub hole-obj stop up-Inf become-pass-em 
"Chelswu got to stop up the hole." 
c. Chelsvu-ka i sasil-ka u - e  ci-ass-ta 
-sub this fact-obj believe-to become-past-em 
"Chelswu got to believe this fact." 
However, whether V is -hi- passivizable (cf. 59) or not (cf. 53-54), the 
passive-like change in argument structure is not obtained without & when 
does not appear: 
(60) a. *i mwun-ka (Chelswu-eyuyhayse) yel-0-ta 
this door-sub -by open-pres-em 
*'This door opens (by C h e l s ~ u ) . ~  
b. *pwul-ka (Chelswu-eyuyhayse) kku-0-ta 
f ire-sub -by extinguish-pres-em 
*"Tl,, fire extingulshes (by Chelswu) . " 
The contrast between (59) and (60) suggests that [+pass1 is not used 
independently but can be accompanied only by an auxiliary predicate In 
Korean. Alternatively, when & indirectly selects a predicate that can be 
-hi- passivized, It optionally selects Itpassl, Thus in (59) with -hi- or 
without -hi-, is used as V x ;  in (59) without -hi- and in (53-54), zrLz 
is used as Vx, selecting the null passive predicate. 
One apparent problem with this suggestion, however, is that there is 
some slight difference in meaning between -hi-e ci- and -e ci- passive 
constructions: 
(61) a. i m n - k a  (Chelswu-eyuyhayse yel-U-e a e s s - t a  
this door-sub 'by o p e n - m - I n f  become-past-em 
"The door got opened easily (by Chelsr~).~ 
b. i mwun-ka (Chelswu-eyuyhayse) swipkey yel-li-ess-ta 
this door-sub -by easily open-ppgg-past-em 
"This door was easily open (by Chels~u).~ 
c. i mwun-ka (*Chelswu-eyuyhayse) swipkey yel-g a-ess-ta 
this door-sub -by easily open-Inf become-past-em 
"This door came to open (*by C h e l s ~ ) . ~  
(61a and b) with -hi- implies that the door is opened by a certain agent. 
On the other hand, in the case of (61c) without -hi-, no implicit agent ia 
involved.7b Thus the by subject in (61c) is very deviant, unlike (6la and 
b). Like the predicate in English sentence door m s  eas- 
in (61c) is a middle verb in that no agentivity is implied. In 
fact, in Korean, middle vcrbs are not obtained without being accompanied by 
ci-. as shown in (60a) and (61c). If so, then the difference in maning 
between the two versions (61a and b) and (61c) can be attributed to lhc 
difference in nreaning between passive and middle ~entances.~' If GL 
triggers the middle reading, we predict that when V, which can be a middle 
verb, cannot be -hi- passivized, the -e ci- construction with that V is 
ambiguous: it is a passive or a middle sentence. In fact, an -e ci- 
sentence with a non--hi- passivizable V is ambiguous: the sentence may be 
nonagentive or it may contain an implicit agentive argument, if V can be a 
middle verb (cf. Keyser and Roeper (1984)). 
(62) a. i tak-ka swigkey cwuk-i-e ci-n-ta 
this chicken easily die-caus-Inf becone-pres-em 
"This chicken kills easily." or "This chicken is killed e a ~ d l y . ~  
b. i mwun-ka swipkey chilha-ye ci-n-ta 
this door-sub easily paint-Inf becore-pres-em 
"This door paints easily." or "This door is painted e a ~ i l y . ~  
76  There are some cases which have the same surface patterns as (61a and 
c), both of which have only the nonagentive meaning, unlike (61a and c): 
(I) a. i kil-ka nelp-u-e EL-ess-ta. ( - 1 
this road-sub broad-caus-Inf become-past-em 
"This road became broadg&." 
b. i kil-ka nelp-e ci-ess-ta. ( -1 
this road-sub broad-Inf become-past-ern 
"This road became broad." 
With or without -[hil-. the sentences in (i) have the nonagentive meaning. 
(la), unlike (61a), strongly implies that the breadth of the road is 
widened by impersonal forces or of itself. We attribute the readings of 
(la) to the fact that -[hil- in (ia) is the causative predicate but not the 
passive predicate. 
78 Ve will not discuss in detail the middle construction in Korean, whose 
specific property we leave open for further research. For some discussion 
on Xiddle verbs in English, see Keyser and Roeper (1984); Hale and Keyser 
(1986); Roberts (19871. 
Given that the verb in Kozean selects the null passive predicate 
[tpassl, we suggest that [tpassl, which is accompanied by S;jr, optionally 
triggers the nonagentive meaning, depending on the most embedded predicate. 
In dact, there is evidence that passive morphology may be resposible for 
the reading of the implicit argument in the passive construction. Lang- 
uages like Chichewa have two types of passive morpheme to indicate whether 
agents in the passive construction have the specific agentive reading or 
the impzrsonal agentive or nonagentive meaning.77 To explain the nonagtn- 
tive middle meaning of certain passive predicates, we suggest that the 
nonagentive middle reading derives from the [+pass1 affixation in the 
Lexicon; in both English and Korean, the predicate [tpssl can be amalga- 
mated with certain verbs (middle verbs) in the Lexicon but not in syntax 
since they are not agentive in syntax. The difference between English and 
Korean middle construction is then that a lexically derived V-[+pass1 that 
triggers the niddle reading can appear independently in English, while in 
Korean, it is always selected by &. Also, in Korean, V-Itpassl can also 
be syntactically derived, because as shown in (62) ,  both the agentive and 
the nonagentive reading are possible when no by subjects appear. 
77 In Chichewa, the agentive passive morpheme -(d)w- is the suffix and the 
hy phrase does not appear (cf. Vatkins (1937;76-80)). 
(1) wan!pa.nda nap wet eke.^. 
you-have-me-beaten I-have-become-hurt 
Watkins (1937) reports that Chichewa also has the nonagentive passive 
morpheme & (suffix) . Watkins (1937; 76) notes that the nonagentive 
passive is used when the specific agency of the action is completely 
tE:Ui(i:lhziba tcif ukid napwetek6.k.a 
not-I-know reason I-have-become-hurt 
"1 do not know why I am hurt." (Watkins i1937;80)) 
This nonagentive passive morpheme is also affixed to nontranaitive verbs, 
as shown in (ii), while the agentive passive morpheme is strictly res- 
tricted to transtive verbs. , 
(111) ) dzikd li.no mtcendjer(.hp 
in country herein it-is-possible-to-be-clever 
mIt is possible to be clever in this c o ~ n t r y . ~  (Watkins (1937;79)) 
To s ~ ~ r ~ z e ,  we have seen that in Korean, there is only one process 
of passfvization: -hi- passivization with -hi- or with its null variant 
[tpassl. Certain auxiliary predicates (-toy or -e ci-) may be employed to 
give -hi- passive sentences rich ldditional meanings such as inchoative 
meaning. They also obligatorily select the null pabsive predicate [tpassl, 
when it indirectly selects a non-hi-passivizatle V. The null passive 
predicate cannot appear independently without I;Lr in Korean, in contrast to 
a non-null passive predicate in Bahasa Indonesian and Swahilli. This 
condition, we suspect, explains the seemingly limited productivity of the 
-hi- passivization in Korean: Non-* passivizablc Vqs, in fact, can be 
passivized 9y a h i -  type of passigizatbon, employing the null passive 
predicate [+pass], which is selected by Vx. The reinterpreted productivity 
of the h i -  passivization is consistent with the idea of the transfor- 
mational and syntactic approaches to -hj- passivization. Note also that 
since -hi- passivization involves a bi-clausal structune, -e ci- or N - $ 6 ~ -  
. . .> 
passivizbtion involve triple-clausal structure.7a Given that Korean 
We m y  assum that RR and head-movement in -e ci- or tav- passives are 
independent of each other. One piece of supporting evidence comes from 
Italian. In (i), passivlzatisn asd 'restructuring' apply. Although their 
domains overlap, Rizzi notes that the passive (k) does not trigger 
auxiliary change. 
(1) Hario gli fha/63 voluto essere presentato da Gianni 
wHario to him has ranted to be introduced by Gianni." ( ( i . 3  in Rizzi 
(1982;45; fn 27)) 
We suggest that the target of V-to-V RR is the most embedded V (nonerga- 
tfve) rather than an ergative passive predicate, explaining the auxiliary 
avere in ( 1 ) .  The argument structure of the passive clause shows that a 
(null] passive predicate and the most embedded V are amalgamated by head- 
movement independently of RR: the d~main of head-movement is properly 
contaiaed within the domain of RR but the complex word derived by head- 
movement is not an H/R-complex word but an U-complex word. On the other 
hand, V-V RF! betmen Vx and passivized Vk forms a Kx-Vk 8-cowlex word 
independently of a itpassl-Vk H-zomplex wozd. Thus auxiliary assignment 
refers to Yk but rot to the passive predicate. To conclude, it seems that 
both RR and head-novtment have their own trigger-target relations to form 
B- or H/B and H-complex words, respectively, althouqh the domains of these 
complex words overlap [cf.  a discussion on the A C C t . m  construction in 
productively employs auxil iary predicates, t o  enrich aspectual meanings of 
seni;ences, tire triple-ciaiiaal ~tz i i c t i i r e  for  $GY- acd -e ci- passirizatLon 
is neither empirically surprising nor theoretically iraplausible. 
3.3.4. Vietaamese passivization and R-complex words 
While passive predicates may or may not be selected by Vx's in some 
languages (cf .  English), passive sentences are always selelcted by Vx's i f i  
other languages, especially when passive predicates are  null (cf .  Korean). 
In some languages such a s  Vietnamese, the passive is always triggered by 
the null  passive predicate [tpassl,  which is selected by certain Vx's. 
Below, we w i l l  show that  the Vietnamese [spassl, which is selcted by 
certain Vx's, t r iggers the RR passive, instead of the head-movement passive 
that  is found in  3glish and Korean, explaining the peculiar word order in 
Vietnaaese passive construction. 
Consider the Vietnamese passive construction below.'. 
Section 4 .1 . ) .  
Tam (1976) suggests that  (63) instantiates the passive in Vietnamese. 
The Vietnamese type of passive is by no means rare, a s  Tam (1976) demons- 
t r a t e s  with examples S r o ~  other languages: 
( i  1 a.  xigo-t6u ba i  wo kanjian le .  Chinese 
burglar I perf 
wThe burglar underwent adversely: I saw h imw 
b. mi% kh8i t h a k  khacaw kh&. IsP 
friend I ~ a s a  they kill "Hy friend was kil led by them." 
c .  kzom trew kee bombaek kbaal (kzonr). c 2 i r m d h  
I u&g,g~ they break head I "1 underwent: they broke my head. " 
( (15) i ~ )  Tam Duy t e  ,(1976) ) 
d .  Wary thuuk (John) koot ZiLL 
h2Eh embrace %ary was embraced (by J ~ h n ) . ~  
( ( 1 4 )  in Keenan 11975); orginally from Needleman (1973)) 
Under our analysis of the Vietnamese passive, which w i l l  be discussed 
shortly, the verbs glossed as  or a s  V are  Vx's in these languages. 
The passive cooccuring w i t h  Vx can a lso  be eas i ly  found in languages such 
a s  Germanic and Scandinavian languages: For example, Norwegian employs the 
following passive in  which Vx appears ( the aet-sn passive in Bngllsh) (c f .  
Emgh (1983; 5); ( 2 )  in Engh (1983)): 
( i i )  a. W t e t  b l  ir  holdt 
(63)  t a n  a d i c  ~ h 2 n ~  yo?l 
Pass love  "Lan was loved by Thong." ( l a  i n  Dang (1977))  
The arguments of Jovc  appear i n  a p e c u l i a r  way: t h e  l o g i c a l  o b j e c t  argument 
appears  on t h e  l e f t  s i d e  of t h e  ve rb  and S appears  between and 
m. Since we view a pass ive  ve rb  a s  an independent p red ica te ,  we expect  
(63)  t o  be b i -c l ausa l .  
Tam (1976;443), i n  f a c t ,  g i v e s  evidence f o r  t h e  b i - c l a u s a l  n a t u r e  of 
Vietnamese pass ive  cons t ruc t ion :  t h e  scope of a d v e r b i a l s  and t h a t  of 
nega t ive  markers can go with e i t h e r  of t h e  two verbs.*O 
(64)  qua na ry  a q c  John thanh th$t hda g i d p  tuah  t d i  
- sincerelv h e l p  week come 
"Yesterday nary  was s i n c e r e l y  promised by John t h a t  he would h e l p  her  
next  week." 
( 65 )  a. John b i  Paul  khang dl' ban gdi c80 nd 
Gss 11pt 6 f r i e n d  g i r l  belong he 
"John su f fe red :  Paul  d i d  not  invk te  h)s g i r l f r i e n d . "  
b. John khang b i  Paul  di &n pifi cua no 
wt & i n v i t e  f r i e n d  g i r l  belong he 
"John d i d  n o t  s u f f e r  P a u l ' s  i n v i t i n g  h i s  g i r l f r i e n d e n  ( (18-9)  i n  
Tam (1976) )  
Given t h e s e  b i -c l ausa l  a spec t s ,  t h e  argument s t r u c t u r e  of (63)  might be 
rep resen ted  a s  follows: 
(66)  a .  [ e pass [ SS ..V..O% 11 
b. [ 01 Bass [ 83 V t r  I 1  
Both S and 0 appear t o  be bare  forms, which sugges t  t h a t  t h e y  a r e  ass igned 
s t r u c t u r a l  Case.*% Thus one can sugges t  t h a t  t h e  pass ive  p r e d i c a t e  and V 
t h e  meeting is going t o  he ld  #The meeting is (going t o  be )  held." 
Engh (1983) c l a s s i f i e s  BBir a s  a n  a u x i l i a r y  verb.  Notice t h a t  t h e  word 
o rde r  sugges t s  t h a t  t h e  pass ive  i n  ( i )  is der ived by RR and t h e  pass ive  i n  
( i i )  by head-movement. 
Note t h a t  t h e  agent -or iented  adverb (-) appears  i n  t h e  embedded 
c lause ,  c o n s i s t e n t  with t h e  a n a l y s i s  of agent -or iented  adverbs given i n  
subsec t ion  3.4.1.. Note a l s o  t h a t  t h e  nega t ive  marker can appear i n  an  
embedded c lause ,  l i k e  any o t h e r  smal l  c l a u s e s  ( c f  . I t  st*) 
ax Vietnamese NOH o r  ACC HP1s appear i n  bare  o r  n e u t r a l  f o r m  even i n  t h e i r  
pronominal forms, while I P t s  wi th  OBL appear with p r e p o s i t i o n s  ( c f .  Nquyen 
(19751 ). 
\ 
are eovertly RRed. V can assign Case to the subject since V, which is the 
s-head, is case-transitive but the logical object argument moves to the g 
position to receive Case. 
There are some reasons to believe that the predicates glossed as pagg 
in (63) (and (i) in fn. 79)) are actually auxiliary predicates: First, if 
matrix predicates are ergative passive predicates, then we would not find 
selectional restrictions. However, there are some selectional restrictions 
in the Vietnamese passive construction. Dang (1977) reports that there are 
three passive predicates in Vietnamse: a (happily experienced); (be 
adversely affected) with an adversative or a benefactive connotation; and 
(be affected by)). She also reports that predicates and M require 
animate subjects in the passive construction. When the matrix subject is 
inanimate in the passive construction, the predicate gp is used. 
(67)  a. Nai {wi&/*&i (~h&) th& 
Nai p s s  Chau visit "Nai was visited by Chau." 
b. d i  ban { W * w * U )  *(Ti) sbn 
the table pass ' paint "The table was painted by Ti.H 
((5-10) in Dang (1977;2)) 
These selectional restrictions suggest that the rratrix predicates are not 
ergative, but rather that their semantics indicate that they are auxiliary 
predicates. Second, Nguyen (1975; 37) classifies these verbs as [ttransi- 
tivel, in opposition to the properties of passive verbs 
Based on the evidence discussed above, we suggest that I-1 in 
Vietnamse are Vxls but not passive predicates. In fact, they can be also 
used as auxilary predicates, like the Korean or fov- auxiliary predi- 
cates that can also be used in passive construction, selecting the null 
passive predicate [ +pass]. Compare 168-69a) and (68-69b). The M and 
OZ Note that lrestoucturingl verbs are [+transitive1 or Case-transitive 
unless they are ergative. 
i n  (68-69a) a r e  used a s  a u x i l i a r y  p r e d i c a t e s  and those  i n  (68-69) a r e  used 
t o  t r i g g e r  t h e  pass ive - l ike  change i n  argument structurr,!. 
(68)  a .  a n g g y  b i  a i  
he Gs adverse ly  a f f e c t e d  9 1 ~  nHe was forced t o  go. 
b. 6ng ;iy b i  hp adnh 
he was adverse ly  a f f e c t e d  thev nHe was beaten by themew 
(69)  a .  8ng z y  adbc a i  
he habpi ly  experienced gp nHe was allowed t o  go." 
b. ang g y  aapc h? khen 
he happ i ly  experienced "He was pra i sed  by them." 
(Nguyen (1975;40-41)) 
I n  order  t o  e x p l a i n  t h e  change i n  argument s t r u c t u r e  i n  (68-69b), we 
sugges t  t h a t  Vietnamese, l i k e  Korean, employs t h e  n u l l  pass ive  p r e d i c a t e  
[ + p a s s ) ,  which can be s e l e c t e d  on ly  by c e r t a i n  a u x i l i a r y  p red ica tes .  S ince  
V and S do  n o t  change t h e i r  p o s i t i o n s  ( u n l i k e  smal l  c l a u s e s  i n  Romance 
languages) ,  C-to-V RR o u s t  be o v e r t  (70a);  s i n c e  both t h e  l o g i c a l  s u b j e c t  
and o b j e c t  arguments a r e  i n  bare forms, we sugges t  t h a t  a n  embedded ve rb  
and t h e  n u l l  pass ive  morpheme a r e  amalgamated by RR a s  i n  t h e  d e r i v a t i o n  
from (70a)  t o  (70b) wi th  i n  a matr ix  c l ause .  
(70)  a. [ NPr { 1 [ e [ t p a s s l  [ar [ r '  S V 0s 11111 
b. [ NPA C 1 [ e [ + p a s s l i  [a' [ x i  S Vi 0s I1111 
c .  [ NPi { 1 [ Oa [ + p a s s l i  [ 8 Vi t j  111 ( i = ~ i  
d. [ NPi { ' [ 0, [+pass] '  8 Vi t s  111 ( a =  a )  
( c f .  f o r  d i s c u s s i o n  of t h e  d e r i v a t i o n s  i n  ( 7 0 ) )  
Given word order ,  we sugges t  t h a t  t h e  RR between [+pass1 and V is c o v e r t )  
(70bl .  I n  (70c) ,  0 ,  which is PRO, moves t o  t h e  g p o s i t i o n  t o  r ece ive  a 
secondary t h e t a - r o l e  f r o n  [ t p a s s  I .  and [+pass  1 -V R-complex words a r e  
c o v e r t l y  RRed ( t h e  usual  ' r e s t r u c t u r i n $ ~ '  ) because a is Vx t r l g g e r i n g  V- 
to-V RR.  
There is a n  i n t e r e s t i n g  p iece  of evidence t h a t  t h e  sentence  I n  ( 6 3 )  is 
i n  f a c t  a pass ive  sentence  and t h a t  t h e  a n a l y a i s  given i n  (70)  is on t h e  
r i g h t  track. Nguyen (1975;15) r e p o r t s  t h a t  i n  j o u r n a l i s t i c  s t y l e  and 
t r a n s l a t i o n s ,  t h e  fo l lowing ve r s ion  of a pass ive  sentence  wi th  t h e  By 
phrase is found (although it is not general ly  acceptable i n  spoken lan- 
guage ) : 
a? * (71 j sich nay aahc v i i t  bol  ofig Hal. 
book t h i s  receive m i t e  by Hr. Hai 
wThi s  book was wr i t ten  by Mr. Hai.n 
I n  (71),  the  l og ica l  sub jec t  argument appears on the l e f t  s i d e  of V w i t h  
the  preposi t ion instead of appearing on the  l e f t  s i d e  of V w i t h  t h e  
bare form. From our point  of view, the passive sentence In (71) is 
obtained by a s ing le  change i n  parameterization: i n  (71), instead of 
[+pass]-to-V RR, V-to-[+pass1 head-movement has applied.  Af tsr V-to- 
[+pass1 head-movement appl ies ,  the  embedded log ica l  sub jec t  argument 
appears on the  r i g h t  s i d e  of V instead of on the  l e f t  s i d e  of V, a s  given 
i n  (71).8a Since V-ltpasal, whose s-head is erga t ive  [+pass],  does not 
ass ign Case, a l og i ca l  sub jec t  argument is assigned Case by a da t ive  duwny 
Case marker. Note t h a t  t h i s  is exac t ly  what happens i n  the  English get-en 
and Korean -e ci- passive construction.  In  short ,  the  present ana lys i s  
shows t h a t  a s i n g l e  change of parameterization may t r i g g e r  a seemingly 
marked word order and it a l s o  shows t h a t  the  Vietnamese word order in  the  
passive coastruct ion is a core phenomenon predicted by UG. 
lguyen (1975;lS) a l s o  repor t s  the  foilowing version of a passive 
sentence i n  whichha Vx is not se lec ted  
(1) ~ d c h  nay do Ong Hai v i g t  
book t h i s  by Xr. Hal write  
wThis book was wr i t ten  by Mr. Hai.n 
Given the  ky subject ,  V-[+pass1 amalgamation should be a t t r i b u t e d  t o  head- 
movement. but given the word order, ( i )  should be derived by covert  
[+pass]-to-V RR. We suggest t h a t  ( i )  is derived by [ + p a s s ] - t o - u i t e  covert  
RR but t h a t  & is employed for  the  same reason t h a t  Bahasa Indonesian 
op t iona l ly  employs a dummy Case marker i n  some passive sentences, i n  which 
[+pass?-to-V RR app l i e s  ( c f .  fn. 43). 
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4.3.4. Sunmary 
In this Section, we have proposed that is a syntactic entity in 
that it is s,vntactically an X-head, which is senantically a predicate, 
claiming that the passive construction is bi-clausal. We have shorn how 
the bi-clausal anaylsis is not only theoretically plausible but also 
empirically adquate, explaining and predicting cross-linguistic variations 
of the passive construction. Cross-linguistic data show that the two 
properties of passive =onstructions (Case/theta-role absorption) do not 
exactly characterize passive construction universally even though they 
correctly characterize one instantiation of possible passive complex 
predicates (i.e., English type passive). Absorption of theta-role does not 
explain Korean $ 0~- and -e ci- passive constructions, the Vietnamese 
passive construction, or the g& passive in English; absorption of Case 
also does not explain Swhili or Bahasa Indonesian passive constructions 
and Vietnamese type of passives in which a l.ogica1 subject argument appears 
in a bare form. In short, our discussion has shown that passive construc- 
tion can be characterized as having an ergative passive predicate, which 
triggers either head-movement or overt or covert RR; absorption of Case and 
theta-role is an instantiation of passive variants but does not charac- 
terize the universal core of passive construction. Whether ACC is assigned 
irz passive construction and how an embedded logical subject argument is 
realized are determined by the way two predicates amalgamate. Notice that 
our analysis mximizes vaziants of passive, but still eliminates other 
possiblities once a transformation is chosen. 
To summarize, we have shown that the passive is universally governed 
by the same mechanism that also governs the English passive, i.e., the 
ergative nature of passive predicates that selects small clause comple- 
nrents. Given the notions of RR and head-movement, the different combina- 
tions of the following three different parameterizations determine cross- 
linguistic surface realizations of passive construction: 
(72) a. null or overt version of a paosive predicate 
b. RR or head-movement passive 
c. Vx passive or nonVx passive 
Since Chomsky (1975b;1981), the existence of empty categories has been 
important in understanding the syntactic and logical or semantic universals 
of linguistic representation. In fact, the syntax and semantics of empty 
categories lead to deep understanding of the subtheories of UG and some 
universa.1 aspects of certain phenomena ouch as operator-movement and 
binding (and control). Here, we equally emphasize the significance of 
(phonetically-)null X-head categories (null INFL or null predicate), 
consistent with the syntactic position we proposed in Section 3.1.. We 
predict the existence of null X-heads through the assumption given in (73) 
(following the syntactic position discussed in Chapter 3) and through 
changes in argument structures of complex predicates or even through 
changes in argument structures of seemingly morphologically-sirnple predica- 
tes (cf. Sections 3.1. and 4.1.). 
(73) A predicate (A or V) is minimally projected up to CP and CP closes a 
projection of V. 
(Remember also that as we saw in Sections 4.1. and 4.2., INFL, phonetically 
realized or not, is also syntactically active.) 
Cross-linguistic passive data, in fact, suggest that we should ignore 
any bias which we might have from morphological/phonetic aspects of 
predicates. By doing so, we have shown that instantiations of passive such 
as Swahili and Vietnarpesa passives are predicted by principles of UG and 
are no longer lpeculiarl or Iexceptional/pheriperal' phenomena. We have 
also shown that certain unusal word orders (such as those in Vietnamese) 
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are explained by covert [+pass]-to-V RR: Since overt RR may change word 
order while covert RR does not, ve also explain certain peculiar word order 
(cf. Swahili and Vietnamese) when RR derives passive complex predicates." 
Citing various types of passive, Keenan (1975) argues that structural 
explanations of the passive (A-movement and & phrase) are not on the right 
track and that relational approaches may explain various instantiations of 
the passive. We have disproven Keenan1s argument by showing that passive 
variations can be well-discussed in terms of configurational operations. 
4.0. Introduction 
In this Section, we discuss a certain linguistic phenomenon triggered 
by overt RR -- scrambling as a nonconfigurational phenomenon. We show that 
scrambling in Korean and Hungarian is triggered by certain instantiations 
of overt RR that trigger 'flat' structures in which arguments in simple 
clauses are read as sisters. We also show that the parameterization on the 
levels of application leads to some cross-linguistic differences in the 
nature of a nonconfigurational phenomenon, given that syntactic configu- 
ration differs depending on the level of overt RR application. 
In Chapter 3 we showed that in Korean, although C and I elements 
appear on verbal morphology, IP and VP nodes are active in syntax. Given 
the discussion in Section 4.1., the complex verbal norphology in Korean is 
obtained by surface-overt C-to-V RR. If the overt RR that triggers complex 
verbal morphology is deep-overt, the complex verbal morphology results in 
the lack of VP in syntax. In fact, such a ease is instantiated in Hungd- 
rian, as we will discuss below. On the other hand, both Hungarian and 
Korean allow scrambling -- a nonconfigurational phenomenon --. We thus 
suggest that the parameterization of the levels of RR application plays a 
role in the configurationality issue involving scrambling. Consequently, 
our proposal will lead to new understanding of how languages with scrambl- 
ing differ. In the discussion, we also propose the existence of functional 
categories, such as F, that explain Hungarian nonconfigurationality and 
cross-linguistic deddgnated A-bar positions, such as Focus posit ions , 
4.4.1. Scrambling and configurationality 
In her paper, Kiss (1985) denies the universal status of a VP node and 
convincingly argues that Hungarian employs a flat clausal structure, having 
a Focus position above the flat clausal structure and iterative Topic 
positions above the Focus position. That Hungarian employs flat structure 
seems to be justified by the Hungarian verbal morphology in which no INFL 
elements appear independently. In addition to this aspect of verbal 
morphology, Kiss shows that Hungarian has no syntactic motivations for 
postulating a VP node:= Hungarian employs scrambling, no VP rules, few VP 
idioms, no WCO effects, no subject-object asymmetry with respect to binding 
condition C, and no (syntactic) passive2 (see Kiss (1985) ) For example, 
Kiss shows that Hungarian shows no WCO effects and no subject-object 
asymmetry with respect to binding. Kiss (1985) attributes the ungrarn- 
maticalfty of (la) to flat structure and binding condition C.* 
Horvath (1986) argues that Hungarian employs a configurational structure 
with a 'Small VP.' Although Kiss's evidence undermines Horvathts argu- 
ments, the latter do not affect the former. 
According to nardcz (1986b1, Hungarian has a passive process, which 1ir.ks 
(ii) with (i): 
(i) Az ellensdg megver-t-e a sereg-et 
the enemy-nom beat-past-3sg the army-acc, 
(ii) A sereg megver-et-ett az ellenseg-t$l/iltal 
the army-nom beat-m-past-3sg the enemy-abl/by 
mThe army was being beaten by the enemyam (cf . (16) in Hara(cz 
(1986b) ) 
Hardcz (p.c. ) , however, agrees that the Hungarian passive process is not 
syntactic since Hungarian does not exhibit long-distance passive (cf. 
Korean long-distance passive in (15)). 
Kiss also argues that Hungarian shows no subject-object asymmetry with 
respect to the ECP. The same is true of Korean. If Korean is syntactical- 
ly confiquzational in syntax, as we discussed in Section 3.1. and as we 
will discuss below, we need to account for the lack of the asymmetry; we 
may attribute it to a property of INFL: INFL is a proper governor in 
Korean. We, in fact, suggest in Choe (1987b) that INFL is lstrong1 in 
Korean so that it L-marks the subject position. 
Kiss (1985) assumes that topicalized NPVs are reconstructed and that 
(1) a. * J ~ O S ~  anyja szereti {?ki/prorl ( 3 ~ 0 )  
John's mother loves him aJohnits mother laves 
b. *{&/pror l szeret i ~ a n o s ~  anyjdt ( SVO 
he loves John's mother-acc @Hei loves Johnits mother." 
( ( 5 6 )  in Kiss (1985)) 
In contrast to Hungarian, Korean shows subject-ttject ask-try r i t h  
respect to binding, as shown in (2): 
(2) a. Chelswur-uy emeni-ka kur-lul sarangha-n-ta 
-gen mother-sub he-obj love-pres-em 
@Chelswui's mother loves himi." 
b. *kur-ka Chelswur-uy emeni-lul sarangha-n-ta 
he-sub -gen mother-obj love-pres-em 
"Her loves Chelswua's m ~ t h e r . ~  
Hungarian shows no weak cross-over effects (cf. 3b) but Korean does, as 
shown in (4b).3 (In (3) and (I), the underlined S or 0 indicates that it is 
a wh-phrase. ) 
( 3  1 
T s z e r e t i  az pro, anyjat? (cf. Kiss (1985); )(ar$cz (1985)) 
who loves the mother-his-acc ( SVO 
@ W h o ~  loves hiss mother?@ 
b. Kit& szeret az pros anyja? 
vhom loves the mother-his-nom ( QVS 1 
*Who$ does his+ mother love?" 
( 4 )  
a. nwukwur-ka (pror/caki;l emeni-lul sarangha-0-pnikka ( SOV 
who-sub mother-obj love-pres-Q 
"Whor loves h i ~ r  m ~ t h e r ? ~  
b.*{pror/cakii) emeni-ka nwukwua-lul sarangha-0-pnikka ( SOV) 
mother-sub who-obj love-prea-Q 
  who^ does his% mother love?u 
binding condition C applies after the application of reconstruction (cf. 
ii). 
(il S ' (ii) S ' 
/ \ I 
NP ; S S (the order between NPi and NP, 
/ I \  / I \  is irrelevant) 
V tr NP:, V NPr NP, 
OR and Focus movement behave like wh-movement in showing weak cross-over 
effects in Hungarian (cf. Kiss (1985)) and Korean. 
Remember that in Korean, null pronominals or anaphor caki, but not 
pronouns (e.g., & (= k)), can be bound by quantifiers or wh-phrases at S- 
structure. 
Hungarian vh-phrases in ( 3 )  move to the immediate left side of V, while 
Korean ones in (4) are wh-in-situ and move in LP (cf. Huang (1982)). 
Despite the fact that both Hungarian and Korean employ complex verbal 
mrphology !cf. (3 -4)  far example!, it seem that syntactic configurations 
differ in these languages. Nevertheless, the two languages exhibit fairly 
free displacement of arguments. Korean shows clause-bounded displacement 
of arguments with neutral intonation. Unlike rightward dispiacement of 
arguments (cf. Appendix I1 of Chapter 3 ) ,  leftward displacement of argu- 
ments in Korean may not affect binding and variable binding, as we see in 
the leftward dislocated versions of (2) and ( 4 )  in (5-6). 
(5) a. kur-lul Chelswur-uy emeni-ka sarangha-n-ta 
b. *Chelswua-uy emeni-lul kur-ka sarangha-n-ta 
(6) a. {pro~/cakikl emeni-lul nwukwur-ka sarangha-0-pnikka 
b. *nwukwur-lul {pror/cakitl emeni-ka sarangha-0-mnikka 
The sentences in (5) and (6) with displaced arguments have the same gramma- 
ticality as the corresponding sentences in (2) and ( 4 )  do, m v i d e d  that 
the former has neutral  intonation^.^ If displacement of arguments affects 
binding and derived by a syntactic process (cf. in. 7 ) ,  then the gramma- 
ticality of ( 5 )  (and (6)) would be reversed. Nevertheless, the gramma- 
ticality of ( 5  and 6 )  is not changed unless other (pragmatic) factors are 
added.. Let us call displacement of arguments that does not affect binding 
scrambing, following traditional terminology. Scrambling must apply in the 
PF component since it does not affect syntactic binding. As in Korean, the 
Reme!nber that with Focus or stress on dislocated elements, leftward 
dislocation of arguments is derived by operator-movement or by left- 
dislocation (cf. Appendix I1 of Chapter 3). 
Judgments on (5 and 6) (but not on (2 and 4)) vary from speaker to 
speaker. Thus Choe (1985b) suggests that sentences with displaced argu- 
ments are more likely to be vulnerable to some pragmatic factors than 
sentences without displaced arguments. But see Appendix I1 in Chapter 3 
and fn. 7. 
word order VSO/OS (and SVO/OVS) in Hungarian does not change binding in 
simple clauses, according to Anna Szabolcsi's judgments (p.c . ;  cf. fn. 9). 
Thus the scrambled counterparts of (11, for example, do not change their 
gral~s~aticality.~ 
( 7 )  a. *{6tr/proa1 szereti J&nosl anyja. (OVS) 
b. *Jdnost anyjat szereti {8r/pror). 
c. *szereti Jdnosr anyja {Utt/pror}. (VSO) 
d. *szereti d8i/pror 1 Jdnosr anyjdt. ... 
It has been argued that displacement of arguments is (unambiguously) 
derived by a syntactic transformation and affects binding.=O Saito and 
Hoji (1983) argue that the displacement of arguments in Japanese affects 
binding, as shown in (8) and therefore that the displacement of arguments 
instantiates move-alpha (displaced arguments are underlined hereaiter). 
(8) a.*Karer-ga m d a  [ nary-ga Johni-ni okutta tegamil-o yonde inai (koto) 
he-sub yet -sub -to sent letter-obj read have-not fact 
*"Her has not read the letter H a ~ y  sent to Johnt." 
b. - aa Jc.rbn.t-a - 1-0 kare,-ga arada yonde inai (koto) 
*"Her has not read M J e t t e r  W c . "  
lfarikz (1985) notes that word order may affect pronominal anaphor 
(variable) binding in Hungarian, giving the following data: 
(i) AZ anyjdt snereti 
the mother-his-acc who loves am loves  h& muther?" (OSV)  
(ii) *Ax anyja szeret 
the mother-his-nom loves "IQLQ does hLg mother l o ~ e ? ~  (SQV) 
While scraabling does not affect binding in Hungarian, scrambling ( d i s  
placement of arguments) may affect variable binding, as we see in the 
ungranraaticality ok (ii), which contrasts with (3b). Ye may assume that 
word order SVO/OVS is derived by scrambling, without affecting hindinq, as 
in word order VSO/VOS (or by Kiss's topicalization), but that the word 
order SQV/OQV in (i-ii), in which S or 0 crosses the wh-position, is 
derived only by topicalization (since S/O crosses wh-phrases m), causing 
a change in binding. However, see Hardcz (1985) for an arguaaent that the 
contrast rn (i-iil reflects LS configurationality (in Hale's sense) in 
Hungarian, pzovided that the notion of precedence is available for binding. 
Saito and Hoji (1983) and Saito (1985) suggest that displacement of 
arguments is derived by syntactic adjunction (to IP and presumably to VP 
also) in Japanese. Y.-S. Kang (1986) also suggests that in Korean dis- 
place~gnt of arguments is derived by NP-substitution to the SPEC of CP. 
The corresponding Korean sentence ( 9 )  to (8b)  is, however, ambiguous; the 
coreferential reading is possible with stress on in (9) bat it is not 
possible with a neutral intonation (cf. Choe (1985b)). 
(9)*/O.#.JHarv - ka JQhn ~zeykev oo~anl~,J -.  _ _ n D R U  -1uf kul-ka ilk-ci an-ass-ta 
-sub - t o  send-past-eomp letter-obj he-sub read-to not-past-em 
This ambiguity sometimes disappears in another example in wh!~:~ an 
adjunct is displaced. 
(10) a. *ku%-ka Mary-lul John&-uy cip-ulo ponay-ess-ea 
he-sub -ob j -gen house-to send-past-em 
*"Het sent Mary to Johnr's h o u ~ e . ~  
b. *John%-uy cip-a10 kur-ka Wry-lul ponay-ess-ta 
- house-to he-sub -obj send-past-em 
*wHaz sent Mary $0 JohntLs house.'* 
For some reason, sentence (lob) is not ambiguous: the normal interpretation 
of (lob) tends to be ungrammatical. If (10b) is derived only hy a syn- 
tactic process that lwkes a preposed element bind the rest of the sentence 
(as Saito and Hoji (1983) suggest), (lob) should be grammatical. Given ( 3 )  
on the one hand and (10) on the other hand, it seems safe to assume that 
dislocation of argumnts within simple clauses is ambiguous: It may be 
derived by scrambling with uo change i n  binding (cf. 9/10!, or by some 
syntactic process, which changes binding and which is usualJ,y accompanied 
by a special intonation or stress (cf. 8 i 9 ) .  
Unlike clause-bounded scrambling, so-called long-distance fscrambli~~gl 
always gives rise to stress or Focus on 'scrambled' elements and it affects 
binding, as shown in (11), which is repeated Irom Appendix I1 of Chapter 2. 
(11) a. cakiid* j3-lul Chelswu~-ka [Yenghi,-ka cohaha-n-ta-ka I 
self -ob j -sub -sub 1 ike-pres-em-comp Krf kakha-ess-ta n -past-em 
"Chelswur think that Yenghi, likes selfi~/*j).~ 
b. cakiti/~)-uy tongsayng-lul Chelsmr-ka [Yenghij-ka 
self -gen brother-obj -sub -sub 
cohaha-n-ta-kal sayngkakha-ess-ta 
like-pres-em-comp think-past-em 
. w C h e l s w ~  thinks that Yenghi* likes selfI~/,)'s b ~ o l t l c r . ~  - 
The same is not true when displacement of arguments takes place in simple 
clauses; in (121, as in (lo), displacement of arguments may fail to affect 
binding (unless caki 1s heavily emphasized); (12b) represents the normal 
interpretation of the sentence.%% 
(12) a. ChePswui-ka Yenghij-lul cakiii/,)-cip-ulo ponay-ess-ta 
-sub -obj self-house-to send-past-em 
wChelswui send Yenghi, to ~ e l f * s i ~ / ~ l  house." 
b. caki { r/3l-~ip-~l0 Chelswui-ka Yenghi,-lul ponay-ess-ta 
-sub -boj send-past-em 
nChelswui send Yenghij fo self'stb) house." 
The change in binding in (8/9) suggests that both clause-bounded and long- 
distance displacement of arguments may be derived by some syntactic 
process, which leads to a change in binding. On the other hand, clause- 
bounded displacement of arguments may also be a PF phenomenon, as the 
binding facts in (9-10 and 12) show. 
The crucial point here is that both Hungarisn acd Korean employ 
nonsyntactic and clause-bounded scrambling that does not change binding. 
As for a, syntactic mechanism governing (8/9) with a change in binding and 
(121, we suggest that they are also derived by left-dislocation given that 
the English left-dislocation counterparts of (8/9) and (121 in (13) also 
show the same binding facts as those in (8/9) and (12) (see also Appendix 
I1 of Chapter 3): 
(13) a. *Her has not read the letter Hary sent to John&. 
b. The letter nary sent to Johns, hei has not ma&. 
c. Wei sent them3 to each ~ t h e r ~ s i ~ / ? ? ~ l  offices. 
d. To each 0ther~sC~/??~1 offices, wei sent them, there. 
To conclude, leftward dislocation of arguments is ambiguous; it is derived 
by a syntactic process (cf. 11) or it is an instantiation of scrambling. 
We also conclude, given the contrast between (11) and (12), that scrambling 
This is one of the widely-accepted examples in which no subject-oriented 
property of & is attested to. 
is clause-bounded. (We will discuss later why it is clause-bounded and what 
causes the clause-boundedness.) Note that unlike (ll), whether !i2) is 
derived by left-dislocation or by scrambling, binding in (12) is not 
affected. The point is, however, that (lla and b), which instantiate long- 
distance dislocation, have no scrambling reading with respect to binding, 
which says that scrambling is clause-bounded. 
So far, we have shown that regardless of syntactic configurationality, 
clause-bounded scrambling as a PF phenomenon is observed both in Hungarian 
and in Korean. We have also shown, based on Korean, that rightward 
dis~lacement of arguments in simple clauses is ambiguous; it is either 
scrambling (as a clause-bounded PF phenomenon) or derived by a syntactic 
process that is not clause-bocnded. 
4.4.2. Deep and surface configurationality 
We have seen that a certain version of displacement of arguments in a 
simple clause (which we call scrambling ) is a nonconf igurat ional phenome;lon 
and fails to affect binding. If scrambling is a nonconfigurational 
phenomenon, the configurationality issue with respect to scrambling has 
nothing to do with whether a language cmploys a VP node in syntax, given 
the fact that in Korean, which employs scrambling, the VP node is active in 
syntax. 
4.4.2.1. Previous approaches to configurationality 
One serious suggestion on configurationality Is that of Hale's 
configurationality parameter in terms of the projection principle, which is 
stated below (but cf. Hale (1985)): 
(14  (CP) (Hale (1983;26)) 
a. In configurational languages, the projection principle holds of the 
pair (LS,PS). 
b. In non-configurational languages, the projection principle holds of LS 
alone. 
This parameter implies that in both languages a and h ,  LS is configuration- 
al, but that in nonconfigurati~nal languages, configuratlonality becomes 
loose at PS (PS roughly corresponds to S-structure (perhaps including LF 
and PF)) in the present framework). If scrambling means that a language is 
a b type language, the parameter (14) does not sufficiently explain 
scrambling in the two languages; Korean can not be a b type language, 
because Korean is syntactically configurational (PS-configurational in 
Hale 's sense . 
One might suggest that the level of rule application differs from 
language to language: In Korean, rules such as blnding, passive, and the 
like, which are supposed to be linked wlth configurationality (cf. Hale 
(1983)), apply in the component of LS or they are not syntactic, wh1l.e in 
Hungarian, they apply in the component of P6; scrambling applies in the 
component of PS in both languages. Thin suggestion, however, has some 
empirical shortcomings. For example, some instantiation of the passive 
construction in Korean is syntactic since the passive process may be 
nonlocal, as shown in (15). If the passive process in Korean were lexical, 
then the passive process would be local or would not be cyclic (cf. Wasow 
(1977)).x2 
(15) ku-ka (horangi-eykey) mek-U-ess-ta-ko (mit-e r;L-n- 
he-sub tiger-by eat-pass-past-en-comp (believe-In£ pass-pres- 
ta-ko) mit-e a n - t a  
em-comp) believe-Inf pass-pres-em 
12 Assuming that S;Lr is a combination of (Vxl and null passive predi- 
cate [tpassl, for the sake of convienence, we gloss & as ppgg; remember 
that the null passive predicate 1s selected by & (get to be/bec=) in 
Korean (cf. Section 4.3.). 
"He is believed (by someone to be believed by someone) to have been 
eaten (by a tiger). 
It seems that the passive process in Korean is syntactic, as we also argued 
in Section 4.3.) and therefore that the assumption about the level of rule 
application (i.e., that the passive process applies in the component of LS 
in Korean, while it applies in the PS component in Hungarian) is in error. 
We would need a further division of b type languages under the parameter in 
( 1 4 ) ,  which may be undesirable. 
Another approach to scra&ling argues that certain languages employ 
different instantiations of X-bar theory oa complex X-heads at D-structure, 
showing varying degrees of configurationality (cf. Kiss (1985) and Whitman 
(1984)). However, such an approach implies (conceptually and/or technical- 
ly) different notions of grammatical relations, X-bar theory, or Case 
theory from those widely assumed. A question one can raise is whether 
fundamental varieties of the principles of grammar should be motivated. In 
addition, as we discussed above, the configurationality i s s a  with respect 
to scrambling has nothing to do with syntactic configurationality. 
Scrambling in Korean does not represent the fact that Korean syntactic 
configurationality differs from syntactic configurationality in other 
languages, such as English.  eve^ Kiss's framework that adopts 'flat' 
structure at a certain level should, in fact, allow the hierarchical struc- 
ture (LS) in order to explain some hierarchical phenomena such as Case 
assignmentza and anaphor binding in Hungarian. If Hungarian employs a 
configurational structure at a certain syntactic level, it is presumably a 
universal one where a VP node is present 
Kiss suggests that Hungarian employs a Case-hierarchy associated with a 
theta-hierarchy. 
4 . 4 . 2 . 2 .  An RR approach to configurationality 
If configurational structure can be 'flattenedt in the PF component or 
in syntax by an independently motivated transformational RR, as we sug- 
gested in Section 3.3,, we neea not motivate a X-bar theory that all.ows a 
projection of a combined category even at D-structure in certain languages. 
We also do not need parameters with respect to the projection principle 
since RR does not affect the projection principle. We suggest that there 
is a configurational structure, say, D-structure, in which every X-head (V 
or INFL, for example) is independently projected (cf. the syntactic 
position with the universality of configurational D-structure in Chapt r 
3).14 Overt RR is, then, motivated to make configurational structure 
'flatt at different levels in Korean and Hufigarisn. An advantage of this 
suggestion is that the notions of grammatical relations, Case theory, and 
theta-theory remain unique and universal, as is desirable from the perspec- 
tive of learnablity. The other advantage is that the suggestion correctly 
implies that syntactic configuration would differ among languages with 
scrambling because of different parameters on the level of rule applica- 
t ion. 
If scrambling is p~ssible only between sister nodes, Korean clauses 
should have structure (16b) in the PF component, given that Korean allows 
(clause-bounded) scrambling. 
l4 Remember that we are assuming here that the existence of the INFL node 
is universal; VP should be selected by I so that its logical subject 
argument is syntactically present (see also Williams (1984b) and Rothstein 
(1983) for the universal nature of VP). Since Tense elements of INFL also 
complete (root) clauses semantically, both semantics and some conceptual 
adequacy advocating the unique universal nature of principles of UG, such 
as the notions of grammatical relations or Case theory, lead to the 
universality of an independent INFL node at a certain level. 
(16) a. CP( '1  
/ \ 
SPEC C'(+) 
/ \ 
IP' C(&) 
/ \ 
S I t i  ( - - - > I  
/ \ 
VPL I' 
/ \ 
0 V' svntax 
VICPL 
/ \ 
/ \ 
SPEC VIC" 
/ I \ 
/ I \  
S 0 VICi 
In Korean, in which VP is syntactically active, C-to-V surface-overt RR 
applies in matrix clauses, forming VIC complex X-head projections at PF. 
Remember that C-to-I RR and I-to-V RR are independently-motivated: In 
syntax, I-to-V (covert) RR applies independently because of the properties 
of I and C-to-I RR should also apply in the case of matrix clauses because 
a matrix CP is open, being ungoverned (cf. Section 4.1.). Given that C and 
I are always amalgarated with V in Korean, in the PF component, overt 
categorial amalgamation applies (surface-overt RR), as in (lbb). After the 
application of surface-overt RR, S (subject) and 0 (object) are read as 
sister nodes within the VIC projection, preserving the nature of 
an X-head. The assumption that scrambling is possible only between sister 
nodes guarantees that scrambling among S and 0 is possible in the structure 
in (16b). Since a VIC is not morphologically amalgamated to another VIC 
(unless one of them projects a small clause), scrambling is clause-Sounded. 
In Korean, in every clause, C and I elemnts are both amalgamated on 
verbal morphology. Since V-to-I or I-to-C head-movement is not an opt!on, 
VIC amalgamation always implies categorial amalgamation at PF, which 
suggests that every clause in Korean is a domain of ~ c r a m b l i n g . ~ ~  Suppose 
xm While VIC amalgamation triggers clause-bounded scarmbling, if VLC and V 
are overtly RRed, scrambling would not be clause-bounded: In fact, in the 
& causative construction, in which two predicates are morphologically 
amalgamated, a causer, a causee, and an embedded object are freely scram- 
bled, as shown in (i): 
that C-to-V surface-overt RR (not deep-overt) applies in any clause in 
Korean. Then, given the notion of open/closed projections (cf. Section 
4 . 1 .  we would naturally expect that in syntax any CPts, including 
embedded CPs, are open in Korean. However, that is simply not true. 
Consider the following three constructions, which contain embedded VIC 
morphological amalgams: V-to-V RR (lla), ECM (17b), and control (17c) 
constructions (Note that in these constructions embedded complementizers 
ate all overtly realized.) 
(17) a. Chelswu-ka pwumonim-lul mosi-e-ya ha-n-ta 
-sub parentsH-obj - - p do-pres-em 
wChelswu should serve (his) parents." lrestructurinal 
b. Chelswu-ka Yenghi-lul khu-0-ta-ko mit-nun-ta 
-sub -obj W 1  - Inf e m -  believe-pres-em 
"Chelswu believes Yenghi to be tall." 'a 
c. Chelswu--ka pwumonim-lul mosi-lye-ko keylsimha-es5-ta 
-sub parentH-obj serve - U&LQIQQ - decide-past-~n 
nChelswu decided to serve (his)  parent^.^ control 
As we saw in Chapter 3 and in Section 4.1., Vx-to-t'k (covert) RR applies to 
the trestructuringt construction (17a); C-to-I (deep-overt) RR applies to 
the ECH construction (17b); and neither V-to-V nor C-to-I RR applies to the 
control construction (17~). In (lla), Vx-to-Vk covert RR takes place in 
syntax and C-to-Vk amalgamation in the PF component (C-to-Vk surface-overt 
RR). In (17b), C-to-I (deep-overt) a ~ d  I-to-V (surface-overt) RR apply, 
forming IC2 and IV3 M/R-complex words at PF. In both cases, the C-I-V 
amalgam is obtained at the surface. Thus scrambling in the embedded claase 
(1) a. Chelswu-ka ai-{lul/eykeyl kulimchayk-lul po-si-n-ta 
-sub child-otj/dat picture-~ook-obj se-cw-pres-ern 
nChelswu made the see 9 ~ictb~e-book. 
b. kulimchayk-lul ai-ilul/eykeyI Chelswu-ka po-i-n-ta 
c. ai-(lul/eykeyl Chelswu-ka kulimchayk-lul po-i-n-ta .. etc. 
In Section 4.2 . ,  we suggested that y-i- is an H-complex woad. However, the 
fact that scrambling is possible in (i) s~\ggest that y-1- may also be an 
H/R-complex word (this assumption does not affect the argument given in 
Sectin 4.2.): - - -  tg (V-caus-pres-ern) is RRed through VIC-to-VIC overt 
RR in the PF component. If so, scrambling is not clause-bounded and is 
possible whenever overt RR makes arguments sisters. 
is guaranteed in (17a and b). On the other hand, (c) does not employ C-to- 
I or C-tg-V RR in syntax. Thus the C-to-V overt RR that causes morphologi- 
cal amalgamation should apply in the PF component (but not in syntax) so 
that the C-to-V RR effects do not appear in syntax. Let us call this type 
of RR sur,ace RR.=' We suggest that surface RR explains the C-I-V amalgam 
in the control contraction in Korean. 
In fact, scrambling seems to be an option not only for main clauses 
but also for embedded clauses in Korean. Although judgments are delicate, 
a displaced object in an embedded clause may have a focus reading, or may 
have the scrambling reading. Thus binding may fail to change when dis- 
placement of arguments is observed in embedded clauses, as shown below. 
(18) a. *Yenghi-nun [ Chelswui-cip-ulo kui-ka phenci-lul 
-TOP Chelswu-house-to he-sub letter-obj 
ponay-ess-ta-kol mit-nun-ta 
send-past-em-comp do-pres-em (cf. lob) 
"Yenghi believes that hei sent a letter fo Chelswu'g~house.~ 
b. Yenghi3-nun [ ~aki{~/,)-uy emeni-lul nwukwul-ka salangha-0-nun-ci 
-TOP self -aen mother-obi who-sub love-pres-comp-Q 
kwungkumha-em-ta 
wonder-pas t -em 
"Yenghi, wondered who% loves selftX&J mother." (cf. 6a) 
c. ?Chelswui-cip-ulo Yenghi-nun [ kui-ka phenci-lul ponay-ess-ta-kol 
Chelswu-house-to -TOP he-sub letter-obj send-past-em-comp 
mit-nun-ta 
believe-pres-em 
wYenghi believes that her sent a letter t o w u ' s i ~ . "  
15 Remember that RR is triggered by the feature [tCDI and that RR can also 
be otained by 'phonologicalt richness. In fact, nothing prevents RR from 
applying in the PF component; if the projection principle and X-bar cons- 
traints hold at a sublevel of PF (i.e., morphological structure, as we will 
suggest in Chapter 5 ) ,  the rules affecting categories may be also available 
in (a subcomponent of) PF. However, unlike the RR that applies at D- 
structure/in syntax, the effzcts of surface RR cannnot be read off at LF 
and therefore no overlapping effects are observed, Since surface RR is 
always accompanied by morphological amalgamation (or by head-movement) and 
since surface RR connects 5-structure to a sublevel of PF, one m y  suggest 
that surface RR is a variant of overt RR devoid of all the semantic effects 
of RR, having effects that can be read off only at the sublevel of PF 
(morphological structure). 
The binding fact in (18a) is the same as that in (lob). Crucially, when 
Chelswu's h o w  is dislocated to the sentence initial position (long- 
distance 'scrambingt), the coreferential reading between - and he is 
possible, as shown in (lac) (cf, 18a). The contast between (18a) and (18c) 
is exactly what we predicted, showing that scrambling is clause-bounded. 
In (18b), no Weak Cross-Over effect is observed (i.e., the scrambled read- 
ing is obtained), as expected. 
If Korean scrambling is triggered by surface-overt or surface RR, we 
suggest that a certain instantiation of RR, which makes subject and object 
arguments sisters, applies to Hungarian clauses at D-structure/in syntax, 
since they allow scrambling among arguments, as in Korean. In Hungarian, 
the RR that causes scrambling must be deep-overt (RR at D-structure and 
head-movement in syntax), given Kiss's evidence that Hungarian does not 
empl.oy the VP node in syntax.%' In fact, there is evidence that Hungarian 
I and V are 'deeplyt related to each other; while Korean has the auxiliary 
verb Qp (h) and the copular verb (A), Hungarian does not employ any 
auxiliary system (no & verb; cf. Horvath (1986))le or copular verb (cf. 
17 Horvath (1986;55) argues that Hungarian employs a VP node since it 
shows VP deletion: 
(i) nari az asztalra tett ndhbny tdnydrt, 4s Attila ugyancsak 
the table-onto put a-couple-of plates-acc and likewise 
(az asztalra tett ndhbny tdnydr t ) 
the table-onto put a-couple-of plates-acc 
"Hazy puk a couple of plates on the table, and Attila did too.' 
There are two reasons to suspect that (i) may not provide evidence in favor 
of the existence of an S-structure VP node. One is that usvancsak is not 
an INFL element (no auxiliary verb in Hungarian) and the other is that, 
in contrast to VP movement, VP deletion may be base-generated at D-struc- 
ture (before the application of RR), whose interpretation ls read off at LF. 
Hungarian, hcwever, employs auxiliary predicates (Vxs), which select 
infinitival coq,lements. One instantiation is shown in (i), which is from 
nardcz (1987 ) . 
(i) a .  ~ d n o s  tslalkozni 3- Mar ival 
John-Nom meet-.Inf want-3sg Mary-Instr 
"John wants to meet Mary." 
Rochemont (1986)). It seems that Hungarian exhibits a 'tighter1 relation 
between INFL and V than Korean does, as in V-2 languages, employing I-to-V 
deep-overt RR. (As we saw in Section 4.1., when I-to-V RR is deep-overt, 
&-support is not available.) 
The situation in Hungarian is not as simple as that in Korean, because 
I-to-V deep-overt RR does not make subjects and objects sister arguments 
and because Hungarian clauses employ language-specific restrictions 
concerning the Focus position, which are described by Horvath (1986) in 
detail; Hungarian also differs from Korean RR shce there is no CIV 
b. ~ d n o s  l h i  Har it 
John-NOD see-Inf want-3sgdef/indef Hary-Acc 
"John wants to see H a ~ y . ~  
c. $n ldtni tdged 
I-Nom see-Xnf want-lsg2sg you-Acc #I want to see you.# 
(ii) a. Jdnos tald~ kozott Har ival 
John-Nom meet-past-3sg Hary-Instr MJohn met Mary." 
b. ~ d n o s  ldtta Har i t 
I John-Nom see-past-3sg Mar y-Acc "John saw nary.H 
Haracz (1987) notes that gkar agrees with the subject, as shown in (ia) and 
with the object of the infinitive, as shown in (ib and c): (1) verbs in 
Hungarian may conjugate depending on the definiteness of their objects; in 
(ib),'akar agrees with the object of the embedded in definiteness (2) 
Hungarian has an agreement m r k e r  which expresses lsg and 2sg at the same 
time; in (ic), we see that the verb agrees with the embedded object. In 
addition, scrambling is allowed in (i). Nevertheless, the kinds of Case 
which the object takes remains the same whether the verb is embedded, as in 
(ia and b), or not, as in (iia and b). This monoclausal nature of the 
sentences in (1) reminds us of 'restructuring' (V-to-V RR). We, thus, 
suggest that covert RR applies to the matrix verbal and an embedded 
verbal, but that the Hungarian V-to-V RR produces different syntactic 
effects (cf. scrambling) due to its grammar system. Notice that the 
existence of auxiliary predicates does not contradict the lack of certain 
auxilary systems in this language. 
amalgamation at the surface. Hungaripn, which is arguably head-initial,ls 
has an independent camplementizer on the right side of a wh-phrase. 
(19 Az egyetlen ember, akiti nem tudom, J&gy mikor lathat Hari ti ~anos. 
the only man whom not know-I that when can-see Nary-nom John 
"The only man whoi I don't know when Mary can see ti is John." (cf. 
21b in Kiss (1985)) 
As we see in (19), the complementizer b o w  precedes a wh-rhrase w. 
This means that the wh-landing site is not the SPEC of CP in syntax. In 
fact, it has been argued that the Focus position and the wh-operator 
position are identical -- on the immediate left side of V -- in this 
language and that the complementizer also precedes Focus, as in wh-sen- 
tences . "* 
lS It may be controversial to say that Hungarian is head-initial. Hart& 
(p.c.) informs us that Hungarian has historically been an SOV language. In 
addition, the structure of PP is also head-final. While finite clausal 
complements usually appear on the right side of V, as in head-initial 
languages (cf. 19), modal auxiliaries which take infinitival complements 
(cf. (i) in fn. 18) appear on the right side of V, as in head-final lang- 
uages. Finally, according to Szabolcsi (1983), the functional head Komp of 
NP In Hungarian, which is equlvalant to COMP in clauses, appears on the 
left side of its complement. This all suggests that Hungarian employs a 
'mixedt head parameter, as in Chinese (cf. Huang (1982) and Travis (1984); 
also see Koopmn (1984)). However, we assume here that Hungarian clauses 
have the head-initial properties, having the VO order within VP. Note also 
that if the discussion in fn. 54 in Section 3.3. is on the right track in 
saying that the head-parameter of [tCDI categories determines that o f  H/R- 
complex X-head projections, then as long as category IP is head-initial, I -  
to-V RR mkes IVP head-initial whether VP is head-final or head-initial. 
In Horvath (1986), the subject intervenes between and a 
focused element or a wh-phrase. According to Kiss, the subject is a 
topicalized element. Given the topic nature of the subject, It is not so 
surprising that Horvath assumes that the Subject-Focus/wh-phraae-Verb is a 
neutral word order in Hungarian. Assuming that Kiss is right, we may 
suggest that In Hungarian T represents an X-head, like F, which we consider 
as an X-head, and that C selects a TP, and T an FP. 
( 1 )  CP 
/ \ 
. . TP 
/ \ 
... FP ... 
Below, we will ignore TP in the Hungarian clausal structure; whether we 
assume (i) or (21) below will not affect our discussion. 
(20) (modified example of (18b) in :lorvath (1986;99)) 
A szomsz8dok ldttdk h o w  & csokolta ~dnos meg. 
the neighbors saw that M Y - a c c  kissed perf .prt. 
"The neighbors had seen that John kissed MARY." 
To capture the restricted distribution of the Focus/wh-position, we 
propose that there is a Lexical item that .can be categorized as F and that 
F represents a functional category in s y t a x .  Tne furrct ion  of F is: F 
assigns a feature [+Focus1 to the SPEC position of FP based on the seman- 
tics of F and therefore an element in the SPEC of FP is assigned [tFo- 
c ~ s l . ~ ~  We suggest that F is projected between C and INFL in Hungarian;22 
C takes an FP as its functional complement (cf. fns. 20 and 22) and F takes 
an IP. Because C is independent in Hungarian and because IV amalgamation 
alone does not trigger the 'flat1 structure that allows scrambling of argu- 
ments, we arrive at the following overt RR process for Hungarian, which 
triggers FIV complex X-head projections: Given that a matrix CP should be 
21 Horvath (1986) suggests that Focus is a grammaticalized feature of V in 
Hungarian so that V assigns [iAFoc~~sl (cf. Jackendoff (1972)). We suggest 
that [+Focus1 is assigned by an F category that is categorially amalgamated 
with V (cf. 21). 
22 Given the notion of RR, it is conceivable that intermediate projections 
of functional categories appear between IP and VP. Pollock (1987) cited by 
Choasky (class lectures; Fall, 1937) postulates categories such as AGRP or 
NEGP between IP and VP, citing the cross-linguistically different proper- 
ties of these categories to explain certain differences In auxiliary and 
adverb posltioas (cf. also Emonds (1978)) in French and English. Under 
this approach, AGRP or NEGP should be RRed with IP since they would form 
inherent barriers. Remember also that we suggested in Sectlon 4.1. that no 
head-movement to functional X-heads is possible (cf. the HHC reformulated 
in Chapter 5). 
As we will see below, the position of functional categories such as FP 
may differ from language to language (the selectional properties of func- 
tional categories may differ cross-linguistically). It is thus possible to 
conceive that the selectional properties of AGR or NEG category differ 
cross-linguistically and that depending on their (language-specific) selec- 
tional properties or on the domain of RR, structure with AGRP or NEGP may 
differ. We leave open a specific analysis of the data Pollock (1987) (and 
Emonds (1978)) discusses for further research. 
open, CP and FIVP should also be covertly RRed so that CP takes [tVI when 
CP is a matrix clause. 
(21 a. CP(i) b. 
/ \ 
SPEC C'(A) 
/ \ 
C ( ' )  FP' 
/ \ 
SPEC F" ( - - ->)  
/ 'i 
F A  IP' 
/ \ 
s I ' 
/ \ 
I' VPL 
/ \ 
Vi NP... 
CP(') 
/ \ 
SPEC C'(') 
/ \ 
C(.%) FIVP' 
/ \ 
/ \ 
SPEC 
A 
FIV' ' 
/ I \ 
I / I \ 
I FIVi S 0 
1- I 
Focus assignment 
Since.the SPEC of FIVP' 1s the Focus/vn-operator position in ilungaria~, we 
suggest that wh-elements are also assigned ItFocusl by F and that therefore 
wh-elements should lie in the SPEC of FIVP to be assigned [+Focus1 through 
the government of FIVi. By suggesting that [+Focus1 is assigned by F, we 
implicitly suggest that [+Focus1 obtains the same status as Case (as 
Horvath (1986) also suggests): [+Focus1 is assigned under the government bf 
a proper governor, like Case, and the semantics of [+Focus1 are determined 
by the semantics of an F category. From the point of view of the licensing 
theory of transformation, Focus-movement is then motivated by the lack of 
[+Focus1 in certain NP's that are base-generated in non-Focus position.23 
In Hungarian, it seems that the reason why wh-phrases move at S-struc- 
ture is that a language my employ certain positions for the llcensing of 
wh-phrases probably because wh-elements should be assigned [+Focus]; if the 
SPEC of CP is a scope position at LF universally, then wh-phrases in the 
SPEC of FP at S-structure should move to the SP9C of CP in LF. From our 
point of view, in English, the S-structure licznslng position of wt phrases 
and the LF scope position 2f wh-phrases are identical so that "hey are 
licensed and receive scope in the SPEC of CP; perhaps C- in English (cf. 
Section 4.1.) may be, in fact, a combination of F and C so that the SPEC of 
C A  is assigned [+Focus1 by FC. 
Languages (such as Chinese, Japanese, or Korean 1 that, empioy wh-in- 
situ, wh-phrases may be then syntactically licensed in-situ; but in LF, 
they should move to receive scope. This is, in fact, exactly consistent 
I and V are overtly RRed in syntax in Hungarian, like V-2 languages, 
and F and IV snould also be RBed. To explain F-IV overt RR in Hungarian, 
suppose that F alone cannot assign ItFocusI and that F should be ItVI to be 
a proper [+Focus] assigner. Then F-to-V overt RR should apply in Hun- 
garian; F-to-IV RR has to be overt in syntax so that F can be a groper 
Focus asstgner. F-to-IV RR makes subjects and objects in the sister 
relation, as shown in (21b), and consequently, (clause-bounded) scrambling 
is possible. If F and IV form an R-complex word, we would not expect 
scrambling in Hungarian ~ i n c e  IV projections place the subject structurally 
higher than the object. in shoxt, both the employment of the F category 
with a certain selectional property and the requirenent that a [+Focus1 
assigner is lexical [tVI, which trigger F-to-I7 overt RR, make subjects and 
objects sister arguments i3 H~~ngaxian. In this way, RR and the postulation 
of an F category explain Hungarian scrambling and the distribution of Focus 
ab well. 
The present RR approach to scradting that employs an E' category does 
nut present any serious empirical problems. It has been argued that 
neither sentential nor nonsentential adverbials (nor any element(s)j come 
between Facus/wh-oper,.tors and verbs (see Horvath (1986) for the distribu- 
tion oi adverbiai ):'* 
with the F o c ~ s  parametere suggested by Horvath: wh-elements can be assigned 
[+F~+:usl either in-situ Irr in certain position. We may thus sugyest that 
wh-operators o: facused e:I.ementu have to be licensed by being assigned 
!+Fccusl aL S-structuze (I)eing 'Focus') and by being assigned scope at LF 
(being an operaco:), obeying different iicensing conditions. 
Horvath (1.386) notes that zome classes of PPs must appear immediately 
t o  the left of V (the Faccs position) without having 3 Focus meaning when 
there is no other Focused elene~t: 
(i) & tetto Mari zx eddnyekst (cf. Horvath [1986;64)) 
the table-onto pct the dishes-acc 
"Did nary put the d l s h ,  s qn thc table?" 
(ii) * 'I'ette nari zz edenyeket? 
(22 ) *Hit/AZ ED~NYEKET hirtclen tett Marie az asztalra 
what-acc/THE DISHES-ACC suddenly put the table-onto 
"What did Mary suddenly put on the table?/ It is THE DISHES that 
Mary put on the table.n (cf. Horvath (1985;70-1) 
In the present analysis, we explain the ungrammaticality of ( 2 2 )  in terms 
~f an independently-motivated adjacency requirement of [+Focus1 assignment: 
Focus and a ItFoeusI-assigning element are strictly adjacent (cf. Horvath 
(1986;131-3) for a locality condition on [+Focus1 assignment). 
There is also evidence that the level derived by deep-overt RR is 
empirically significant: In addition to Case assignment and binzing 
condition A (which are asst~ined to apply at a certain configurational 1ev:t'l 
in this language), Hung&rian has a binding phenomenon which needs indepen- 
4eatly-motivated configurational and nonconfiguratfonal syntactic levels. 
Consider the following Hungarian data:25 
(23) a . * h  szereti b apj:t b. & apja szereti h o s t  
"&&Q loves m l s  father. "lohnls father loves John." 
(24) a. & szereti &. b. *- szemeti 
nJohn loves hinself. nHimself loves m. It 
(25) a. szereti az apjat b. Az 8/Dro apja szereti ,J&Q& 
"John loves hLs fsther. nu father ioves m." 
( 2 5 )  a. *Jdnos apja szereti &,&Q b. *h szereti apjdt 
"John's father loves hb.n nHg loves m 8 s  fat he^.^ 
(27) a. *  szereti tjt/Dro b. *h szereti J$nost 
loves b. " loves m." 
The grammaticality of (2Fvb) or (27a) does not say anything about the 
clausal configurationality, given bindi.;g condition B. The unacceptability 
of (26-27), however, shows that subjects and objects axe sisters, as argued 
rut the table-onto the dishes-acc 
We have no systematic explantion of this fact; we simply assume that a 
certain class of PPs should move to the Focus position if the posltion is 
empty, without being assigned Focus in the Focus position. Horvath, on the 
other hand, considers (i) as deriving through movement of X'"'"+V, in which 
XmX is a Focus position; under her analysis, XmX+V forms a small VP, 
which has some serious theoretical problcms which we will not discuss here. 
25 Judgments were provided by Anna Szabolcsi and Hichael Brody (p.c. ), who 
confirm that the contrast in (23) is clear. Maracz (1987) also provides 
similar dsta with the same grammaticality judgments as those in ( 2 3 - 2 1 ) .  
in Kiss (1985). However, in (23), we have an S-0 asymmetry, like the 
anaphor binding in (24); the contrast between (23a) and (23b) is explained 
only if subjects are higher than objects (when condition C applies). 
As Rizzi (p.c.) has pointed out, it seems necessary to motivate the 
notion of P(ronoun1-free (cf. Lasnik (1386b)) and to have two versions of 
binding condition C in Hungarian to explain the contrast between (23a) and 
(23b) 
(28) (i) R-expressions are A-free. 
(li) R-expressions are P-free. 
The Hur,garian data suggest that (i) applies at the configurational level 
(Zla), ruling out (23a), (24b), (26b), and (27b); condition (ii) applies at 
the nonconfigurational level (21b), ruling out (26a), and (27a). If we are 
right, the dichotomy of condition C, proposed by Lasnik, is also achieved 
in terms of the parameterization on the levels of rule 6pplication in 
26  Lasnik (1986bl proposes, by examining binding in Thai and Vietnamese, 
that condition C is really two conditions, which involve reference to 
binders as well as bindees: one uses the notion of A-free (cf. Chomsky 
(1981)) and the other uses the notion of pronoun-free (cf. 28i and ii). 
The notion 'X-free8 may be roughly stated as follows: A is X-free with 
respect to B when B hz6 the propercy of X if B does not c-command A. 
La~nik notes that while the condition in term of A-free (281) shows some 
variation cross-linguistically, the condition in terms of pronoun-free 
(28ii) is universal: English employs (281); Vietnamese employs a version of 
(28i): An R-expression is free in its governing category; Thai does not 
employ (281) at all. However, all three languages employ (2811). Inciden- 
tally, Korean is like Thai; R-expressions in Korean may be bound by R- 
expressions but not by pronouns, as shown below: 
(i) {Chelswu~/*ku+)-ka Chelskui-ka ttokttokkha-0-ta-ko sayngkakha-n-ta 
he-sub --sub intelligent-pres-em-comp think-pres-em 
"{Chelswu~/He~l thinks that Chelswu~ is intelligeat." 
(ii) IChelswui/*kuil-ka Chelswul-lul cohaha-n-ta 
he-sub -abj like-pres-em 
"{Chelswur/Hell likes Chelswu~.~' (cf. (20-23) in Lasnik 
(1486b)) 
(iii) ~Chelswsnl/*kur3-ka ChelswL-uy tongsayng-lul cohaha=~-ta 
he-sub -gen brother-obj like-pres-em 
"{Chelswu~/Hei} likes Chelswui's brother." 
It seems that the sentences with and the ones with Chelsw exhibit a 
clear contrast; it is an exaggeration to say that (i-iii) with Chelswu 
(instead of b) are ungrammatical. 
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Hungarian. The binding phenomenon in Hungarian confirms the reality of the 
double structure -- configurational and nonconfigurational -- in Hungarian. 
Just as move-alpha links D-structure with S-structure, in which binding 
applies in English, deep-overt RR may link a level in which coridition Ci 
applies with another level in which condition 'cii applies in Hungarian. 
4 . 4 . 2 . 3 .  The two requirements of scrambling 
It seems that whenever a language employs scrambli~lg, a morphological 
mechanism (overt case marking systems (Korean/Hungarian) or rich verbal 
inflections is also employed. The morphological mechanism may be necessary 
for scrambling because we need to distinguish between subjects and objects. 
In a language with no morphological mechanisms, scrambling would block the 
way to distinguishing between subjects and objects, since only word order 
would reflect the configurational structure: when subject precedes an 
object, then the subject is hierarchically higher than the object; when an 
object precedes a subject, then the object is higher than the subject. 
Since only word order gives information on the grammatical relations of 
arguments, change in word order would always be associated with change in 
grammatical relations of arguments. 
Morphological mechanisms alone do not seem co cause scrambling. 
Hungarian NPs are argued as configurational and nonscrarnbled even though 
the elements within NPs have a way to avoid the ambiguity in their catego- 
rial or grammatical functions (cf. S::abolcsi (1983)). We thus suggest that 
overt RR does not apply to X-heads within NPs in Eungarian and that 
morphological mechanisms provide a necessary but not a sufficient condition 
for scrambling; what makes scrambling possjble may be RR, which causes a 
'flatt structure. In short, we suggest that both RR that causes nonconfi- 
gurational structure and morphological mechanisms are necessary conditions 
for s ~ r a m b l i n g . ~ ~  
In contrast to Hungarian NPs, scrambling within NPs is possible in 
Korean. Any instantiation of scrambling is possible among elements 
bracketed with 1 1  in (29) except for the head 
(29) [Chelswu-uyl IYenghi-ka sa-cwu-0-nl [kol Ipissa-0-nl chayk 
-gen -sub buy-ben-pres-comp the expensive(-be)-pres-comp book 
wChelswu's (the) book which is expensive, which Yenghi bought for himu 
We simply assume that the scrambling in (29) is also triggered by RR. What 
the structure of NP in (29) is and how RR applies remain unanswered here. 
We need a specific analysis of NP structure in Korean, which is beyond the 
scope of the pzesent study. 
To summarize, we have shown that scrambling in Hungarian and Korean is 
triggered by the two factors: nonconfigurational structures obtained by RR 
and rich morphological systems. One correct consequence of the present RR 
approach to scrambling is that scrambling does not automatically imply D- 
Qr S-structure 'nonconfigurationality'; parameterization associated with 
the levels of RR application accounts for the fact that Hungarian 'non- 
configurationalityt is 'deeper' than Korean surface 'nonconfigusation- 
ality. ' 
2 7  It has been noted that V-2 languages (especially the German and Icelan- 
dic languages with rich case-marking systems) which employ I-to-V deep- 
overt RR show relatively free word order, unlike non-V2-laaguages snch as 
English. Seeming scrambling in V-2 languages may derive from a syntactic 
process. (See Holrnberg (1986) for some analysis on object preposdng in V-2 
languages.) Given that the displacement of arguments in Korean is ambi- 
guous, it is, however, possible that the displacement of arguments in V-2 
languages is also ambiguous. 
In Korean, the determiner and genitive NP (Chelswu-uv) can appear at 
the sans time; we m y  assume that there is more than one SPEC for nominal8 
in Korean, as argued for Italian or Old English. In addition, all adjec- 
tives end with the morpheme which is identical to the complementizer of 
relative clauses. Just as multiple adjectives are possible, multiple 
relative clauses are also possible in Korean. 
4.4.3, The position of FP 
We have seen that in Hungarian, the Focus position is designated and 
that a F[+VI assigns [+Focus1 to the SPEC of FP. Certain cross-linguistic 
data suggest that the Focus positions differ among languages that employ 
designated Focus positions. The designated Focus position found in 
Hungarian is also found in other languages such as Aghem and Basque;=@ the 
Focus positions in these languages, however, differ from that of Hungarian. 
In this subsection, we discuss the Focus positions in Basque and Aghem to 
show that F categories are cross-linguistically motivated; we also show 
that English employs F categories in certain constructions such as clefting 
construction. 
4.4.3.1. Basque 
In Basque, there is a generalization on the distribution of Focus 
phrases proposed by De Rijk (1978) (cited by Horvath (1986;123)), as in 
(30) (the generalization in (30) is supported by the data given in (31)): 
In (31b), a Focuserl element is not adjacent to V and therefore (31b) id not 
grammatical. 
( 3 0 )  Whatever constituent is focused must immediately precede the verb. 
(313 a. Ardoa JONEK edaten du 
wine-the-abs John-erg drink-asp it-aux-he 
nJOHN drinks wine." 
b. *JONEK ardoa edaten du 
John-erg wine-the-abs drink-asp it-aux-he (cf. (1) in Uriagereka 
(1987) 
As In Hungarian, Focused elements and wh-elements appear in the same 
position (the immediate pre-V position); wh-elements should also be 
adjacent to V: 
*' Horvath (1386;118-127) discusses FOCUS positions in these two languages. 
( 3 2 )  a .  Zer edango duzu zuk 
what-abs d r i n k - f u t  i t-aux-you you-erg 
V h a t  w i l l  you d r i n k ? "  
b. *Zer zuk edango duzu 
what-abs you-erg d r i n k - f u t  i t-aux-you ( c f .  (5b  and c )  i n  Uriage-  
reka (1987)) 
As i n  Hugarian, a Focused e lement  and a wh-element cannot  cooccu i .  
(33)  *Nark e s a n  duzu KWUTOA l a p u r t u  d i g u l a  
who-erg s a y  it-aux-you JOINT-THE-abs s t e a l  i t-aux-us(dat1-he-comp 
ttWho have ( y o c )  said has s t o l e n  OUR JOINT?tt ( ( 9 )  i n  Ur iagereka  
(1987) 
I n  s h o r t ,  i n  t h i s  language,  a s tr ict  a d j a c e n c y  between a v e r b  and a 
Focused/wh-element h o l d s  and t h e  d e s i g n a t e d  p o s i t i o n  f o r  t h e  two e lements  
is one i n  e v e r y  c l a u s e .  
I n  Basque, t h e  Focus p o s i t i o n  is immediately on t h e  l e f t  s i d e  of V and 
I e lements  i ndependen t ly  appear  on t h e  r i g h t  s i d e  of V. By ana logy  wi th  
t h e  Hungarian s t r u c t u r e  g iven  i n  (21), we s u g g e s t  t h a t  Basque employs an  F 
ca t ego ry ,  which s e l e c t s  VP (and whose p ro j ec t i o r ,  is s e l e c t e d  by I )  and t h a t  
F is o v e r t l y  RRed wi th  V, wh i l e  I and V a r e  c o v e r t l y  RRed, r e s u l t i n g  i n  t h e  
fo l l owing  s t r u c t u r e .  F and V a r e  amlgama ted  because [ t F o c u s l  a s s i g n e r s  
shou ld  be v e r b a l  [ + V I . ' O  
IP' 
/ \ 
S I " 
/ \ 
FVP' I '  
S or 0 moves t o  t h e  Focus p o s i t i o ~  i n  o r d e r  t o  a s s i g n  [ t F o c u s l .  
Secause of t h e  l o c a l i t y  c o n d i t i o n  of [+Focus1 ass ignment ,  0 shou ld  move 
30 As t h e  INFL e lement  may independenty appear  on t h e  r i g h t  s i d e  of V, 
Basque is a h e a d - f i n a l  language.  
either rightward or leftward31 when S moves to the Focus position (the SPEC 
of FP). When S is Focused/wh-moved, S is lowered to be assigned [tFocusl. 
This lowering process is, however, apparently problematic. The lowering 
process yields a variable which is not bound by an operator. Since a 
variable should be bound by an operator at LF (strong binding (cf. Chomsky 
(1986a)), we suggest that in LF, elements of the Focus position should move 
to the SPEC of CP to be assigned scope (cf. fn. 23). This 
solves the dilemma: a variable in the subject position is bound by an 
operator in the SPZC of CP, whirh also binds an A-bar trace in the Focus 
position. If binding condition A applies tnly to A-chains, lowering to A- 
bar positions itself is not problemat'ic as long as a variable is strongly 
bound at LF. 
4.4.3.2. Aghem 
Aghem is a third language that employs a Focus position,33 which can 
also be the position for a wh-element. Like Hungarian and Basque, a 
Focused element is strictly adjacent to V but in this language on the right 
side of V.34 
We focus our attention on the position of a wh-elemerrt/Focused element; 
Basque word order except for the posltion of Focus/wh-elements is rela- 
tively free (Juan Uriagereka (P.c.)). The order of other nan-Focused 
elements, we assume, is derived by some processes (cf. for some specific 
analysis of these Focus/wh-elements and some different types of Focused 
elements In Basque under different tree structure, see Uriaqereka (1987)). 
which Horvath (1986) also suggests under her 'small' VP analysis. 
Watters (1979) discusses various types of Focus positions and the syntax 
and semantics of differect types of Focus; Aghem can have more than one 
focus on the right or/and left side of V. We focus on the position for 
both a Focused element and a wh-element, which is on the right side of V. 
3 4  Notice that Focused elements phonetically differ from non-focused 
elements: &b6 in (36b) and ~6-26, in (37) for example. We suggest that 
kd-bg is a Focus-marked form of pd-ko (cf. Case-marking). 
(35) a. Cnd? ma iik nt 
Ihah P2 run FOC "Inah ran.H 
b. 3 rnb %4g 1Cnd/nddgh61 
DS P2 gun tInah/who1 "INAH ran./& ran? ." 
(36) a. f i l  d mh z i  kwb 
friends SM P2 eat wha ")!hat did the friends eat? 
b. d mb 15 b4-kd 
friends SM P2 eat nThe friends ate FUFU." 
(37 j a. 3 mh z$ nd6gh6 bd2k6 
!Is p2 F fufu ate fufu?" b . d  m b z  $646 
DS P2 gat f r w  fufu "THE FTIENDS ate fufu." ((6a and b) and 
(15-6) in Watters (1979)) 
If we put aside the direction of the Focus position for the time being, the 
above d a h  suggest that in Aghem ( a  head-initial lang~age),'~ F selects V, 
V and F are amalgamated so that F can as~ign [+Focus1 (a Focus assigner 
should be [tVI) and I and F/V are covertly RRed. 
(38) I P 
/ \ 
S I ' 
/ \ 
I FV 
/ \ 
FV' SPEC 
/ \ 
FV 0 
Two points we can draw from the data 6re easily explained under the 
present analysis. First, when no element appears in the immediate post-V 
position, as in (35a1, a Focus marker is overtly realized, which suggests 
that F and V are covertly RRed." Thus, Aghem supports the postulation of 
F a s  an X-head since, l ike  I or C, it my dominate a terminal string, as 
shown in (35a). The example in (35a) supports the assumption that F should 
be overtly RRed with IV to be a proper [+Focus1 assigner. Second, the 
Based on the basic order in this language S AUX V 0 ... (cf. Watters 
(197911, we suggest that Aghem is head-initial. 
In (35a)  in which no Focused XP appears, an entire sentence or just the 
verb is considered as Focnsed (cf. Watters (1579;145)). The same i e  true 
of Hungarian, according to Horvath (1996). 
lowering process of a logical subject argument to the Focus position is 
also supported by the dummy subject (DS in (35b) and (37)) which appears 
when a subject is focused or vh-moved." 
The next question is that of why the Focus position lies on the right 
side of V in this language. If the S2EC of FP is the Focus position and 
the SPEC is always on the left side of its head, then we predict that the 
\ 
Focus position is on the left side of V, as in Hungarian and Basque. It 
seems that there is a reason to have a Focus position on the right side of 
V in this language: Aghem employs more than one designated Focus position: 
the immediate post-V position and the immediate pre-V position(s). 
Depending on the direction of Focus positions, the semantics of Focuses 
differ according to Watters (1979).30,39 
(39)fJl 6: mbbk.Cz4 In's& 
friends SM P2 fufu eat in the farm (cf. (24) in Watters (1979)) 
"The friends ate IN THE FARM (but not the house)." 
We suggest that Aghem employs (at 1east)'O two different types of F 
It seems plausible to suggest that the position of DS indicates the 
original position of the logical sub!ect argument. 
Watters (1979;171) notes that the immediate post-V position has either 
an assertive Focus or a counter-asssertive Focus meaning and the immediate 
pre-V position has a counter-assertive Focus meaning: 
(i) Assertive Focus: that information which the speaker believes, assumes 
or knows the hearer does not stare with him or her. 
(ii) Counter-assertive Focus: that information which the speaker substi- 
tutes for information which the hearer asserted in a previous utter- 
ance. (cf. (28) in Watters (1979)) 
Assertive Focus can be calied new information (to the hearer); Counter- 
assertive Focus old information. Thus it seems that wh-elemeiits may appear 
in the post-V position but not in the pre-V position becau.se of the 
semantics of Focus (ii) that are obtained in the pre-V position. 
Note also that the phonetic form of fUfll is b u  in (39) which also 
differs from l&& (cf. 36b) and from the non-focused form @k6 (cf. 37). 
In Aghem, INFL is also amalgamated with a certain type of F, yielding 
Focus on the verbal, as in -did sing.). One such exanple is given 
below; 
(i) f-rl 
categories (let us call them F1 and FZ), which assign two different types 
of Focus. Since F1 and P2 should be verbal in order to be [+Focus1 assign- 
ers, both of them should be overtly RRed with V as follows: 
( 4 0 )  F2FlVP 
/ \ 
SPEC2 F2F1V1 
/ I \  
F2FlV SPECl ".. 
Given RR convention (c) we proposed in Section 3 . 3 . ,  repeated below, one of 
the two nondeleted SPEC positions should be under F2F1Vt. 
( 4 1 1  muLc): 
Attach all nonoverlapped elements in the domain of X-to-Y RR tc the 
bar-node of XYL, making them sister nodes of the complements of Yi in 
such a way that the head parameter is preserved. 
SPECl cannot precede F2FlV (V) since the projection of F2F1Vt preserves the 
head-parameter. Thus nne of the Focus positions should be preceded by V. 
If wh-elements should be assigned [+Focus! by F1 but not by F2 (cf. fn. 38 
for the semantics of Focuses assigned by F1 and F2), wh-elements would lie 
in the SPECl position in syntax. Thus the seeming peculiar Focus position 
in Aghem can be attributed to the fact that Aghem employs two Focus 
positions and to RR convention (c). Depending on the sem-ntics of F 
categories that a language employs, the semantics of Focused elements may 
also differ; depending on the semantics of Fl and F2, different types of 
[+Focus) are assigned. Let us call an F that can assign itFocusl to wh- 
elements F1. In Hungarian, F1 selects I; in Basque, I selects F1. We also 
saw that in Aghem, I selects F2, which selects F1. Thus it seems that the 
seiectional properties of the functional category F may differ cross- 
linguistically. 
friends SH P1/FOC fufu in the farm eat 
"the friends did too eat fufu in the farm.n ((32) in Watters (1379)) 
Note that the immediqts post-V position is not assigned Focus since NP is a 
non-Focused form ( PC-ko .) . 
4.4.3.3. English clefting and Topicalization 
English differs from those languages discussed in the preceding 
subsection because no designated Focus position is available in a clause: 
In English, [+Focus1 is assigned j n - ~ i t u . ~ ~  
(42) a. MARY bought a car. 
b. Hary bought A CAR. 
English, however, does have a designated Focus position in one construc- 
tion. Rochemont (1986) notes that clefted elements are Focused in clefting 
construction, as shown below." 
(43) a .  It was MARY that bought a car. 
b. It was A CAR that nary bought. 
To explaiii this designated Focus position in the English clefting construc- 
tion, we motivate an F category selected in a certain restricted envlron- 
ment in English. Given that the XI? in the & XP that .. phrase has a Focus 
meaning,43 we suggest that a certain ergative verb & selects an FP whose 
X-head (I?), in turn, selects a CP and whose X-head is categorially depen- 
dent upon C. (We say that the CP (the complement of ergative k) is F- 
marked. Intuitively speaking, k selects an F-marked CP complement or the 
complement of an ergative k is an FCP.) In short, the structure of a 
According to the Focus parameters suggested by Worvath (1986), English 
does not employ a 'grammaticalized feature of V and [+Focus1 is assigned in 
situ. 
4 2  As for the various types of XP that can be zlefted, see Rochemont (1986; 
129;fn.137)). 
43 We suggest that the Focus semantics of a clefted element ?re determined 
by the semantics of an F category selected in the clefting construction in 
English. As for the semantics of clefted Focused elements, see Rochemont 
(1986). 
clefting sentence, we suggest, is as follows, in vhich F and C are (covert- 
ly or overtly) RRed and FC and I are a l ~ o  covertly RRed.44,43 
( 4 1 )  ... be [wcp1 [ ~ D E C  XPI I IFc that ... ti ... 1 1 ;  ... 
F-to-I RR is motivated since the F should be verbal to be a proper ItFocusl 
assigner.46 XP moves to the SPEC of FP (A-bar mcvement) and is assigned 
[+Focus1 by FCL (that). 
This approach, in fact, has some advantages that other approaches (in 
fn. 45) may partially lack: First, (44) captures an intuitive idea that XP 
is not a complement of the predicate be: a clefted XP in the clefting 
construction is not selected by and therefore receives no thets-role 
from k. Since XP in an A-bar position is not governed by pie (because of 
j& ( =  FC that would induce the MC!, no secondary theta-role ox Case is 
assigned by k. Second, since F and C are RRed, we predict that no that- 
trace effects are observed in clefting sentences (note that FC (that) does 
not induce the MC as long as movement does not cross an FCP projection). 
This przdiction is borne out, as shown in (45a). 
(45) a. It was Mary that John thought bought a car. 
b. *It was nary that John thought that bought a car. 
4 4  As for wh-cleftlng, we assume that a sort of relative clause type Q £  
construction is operating: It was Hary who came yesterday. 
Some previous analyses of the structure of clefting sentences are as 
follows. 
(i) a, it is [St' TOP(XP) Stll (cf. Chomsky (1977)) 
b. it [ be XP S t ]  (cf. Chomsky (1980); Rochemont (1986)) 
The present proposal is closer to (ia) than to (ib) in assuming that the XP 
is not base-generated in an A-position. 
4 8  In Section 4.1., we saw that while topicalization requires overt C-to-I 
RR in V-lanquages, it requires covert C-to-I RR in English. Likewise, it 
seems 'that covert F-to-I RR is enough to make F a [tFocunl assigner in 
English, unlike Hungarian, Basque or Aghem, which require F-to-V overt RR 
to have a proper [+Focus1 assigner. 
I n  ( 4 5 a ) ,  no t h a t - t r a c e  e f f e c t  is observed; bu t  an embedded t h a t  c r e a t e s  
t h a t - t r a c e  e f f e c t s ,  a s  we s e e  i n  t h e  c o n t r a s t  between (45a and b ) .  Thi rd ,  
s i n c e  t h e  c l e f t e d  e l e n e n t s  l i e  i n  A-bar p o s i t i o n s ,  we expec t  t h e  movement 
i n  ( 5 1 )  t o  have p r o p e r t i e s  of A-bar movement. I n  f a c t ,  t h e  c l e f t i n g  
I 
c o n s t r u c t i o n  shows some p r o p / r t i e s  of ope ra to r  movement, a s  has  been 
observed:  it shows i s l a n d  e f f e c  k s ( 4 6 ) ,  r e c o n s t r u c t i o n  e f f e c t s  ( 4 7 a ) ,  and I 
Weak and St rong  Cross-Over e f f d c t s  (47b and c ) .  I 
I 
( 4 6 )  a .  * I t  is t h i s  book t h a t  < a c c e p t  t h e  argument t h a t  John should r ead .  
b. * I t  is t h i s  bqok t h a ~  I  wonder who r ead .  ( ( 8 6 c  and d )  i n  Chomsky 
(1977) ) 
( 4 7 )  a .  I t  is h i m s e l f t  t h a t  he,. l i k e s .  
b. * I t  i s  John% t h a t  he% 1.ikes. 
c .  * ? I t  is Johns t h a t  h i s s  mother l i k e s .  
If Focus p o s i t i o n s  a r e  determined i n  terms of t h e  s e l e c t i o n a l  proper -  
t i e s  of c e r t a i n  X-heads (&  s e l e c t s  a  CP which is s e l e c t e d  by F), then  we 
may a l s o  sugges t  t h a t  languages employ T c a t e g o r i e s  and t h a t  Topic pos i -  
t i o n s  a r e  determined i n  terms of t h e  s e l e c t i o n a l  p r o p e r t i e s  of t h o s e  T 
c a t e g o r i e s .  Like Focus elements ,  Topic e lements  a r e  t hen  a s s igned  [+Topic1 
a s s igned  by a  T ca t egory .  Consider t h e  fo l lowing  v a r i o u s  Topic p o s i t i o n s  
i n  Eng l i sh  i n  which T is RRed wi th  I..' 
( 4 8 )  a .  John, Mary l i k e s .  
b .  (i) I t ' s  obvious t h a t  Mary, he c a n ' t  s t a n d .  
( i i )  He's a  man t o  whom l i b e r t y  we conld  never g r a n t .  ( c f .  ( 7 0 )  and 
( 6 9 )  i n  B a l t i n  (1982;17); a l s o  c f .  Chomsky ( 1 9 7 7 ) )  
( 4 9 )  a .  [TCP+ [ ~ P E C  XPil TC1 [ = p i  ... ti ... I 1  
b .  .... [CP t h a t  [TP  [SPEC XPll T  [TP ... t i  ... 1 1 1  
I n  ( 4 8 a ) ,  T s e l e c t s  CP ( c f .  Chomsky ( 1 9 7 7 ) )  and an XP moves t o  t h e  SPEC of 
TP t o  be a s s igned  [+Topic1 ( 4 9 a ) .  In  t h e  c a s e  of ( 4 8 a )  i n  which CP is not  
a  pro jec t io i , )  of Cwh, T and C a r e  RRed. I n  an embedded c l a u s e ,  Topics  
Note a l s o  t h a t  TCP should be open. Remember t h a t  C-to-I RR a p p l i e s  i n  
ma t r ix  s e n t e n c e s  s i n c e  ungoverned XP's a r e  open or  [ + V 1  p r o j e c t i o n s .  
appear on the right side of C (that) (49b). Thus, it seems that an 
embedded C selects T instead of being selected by T, as in (49b). 
The postulation of a T category also has some advantages. First, we 
can explain why the TP in an embedded clause is selected by C, given the 
notions oi open/closed projections: Suppose that T should be RRed with I 
(or with V) to be a [+Topic1 assigner. Then, in the embedded clam? (with 
that), TP cannot be RRed with IP across CP; T-to-I RR would always make an 
-
embedded clause open. Thus, TP selects IP instead of selecting CP; since V 
selects CP, the only possible configuration would be that in (49b) but not 
that in (49a) in the case of an embedded clause. Second, the SPEC of TP is 
an A-bar position, like the SPEC of FP, by definition (cf. Chapter 1). 
Thus, like A-bar movement to the SPEC of FP, movement to the SPEC of TP 
shows island effects (50), reconstruction effects (51a), and Strong and 
Weak Cross-Over effects (51b and cl. 
(50) a. *This book, I accept the argument that Johq should read. 
b. *This book, I wonder who read. ((63c and d )  in Chomsky (1977)) 
(51) a. him self^, Johns likes. 
b. *Johns, her likes. 
c. ??Johns, hisl mother likes. 
Before closing this subsection, we note that the postulation of the T 
and F categories under the notion of RR suggests that the semantics of the 
X category may be nonheterogeneous. The V category is projected from a 
terminal string that contains only the semantics of a verbal stem and some 
other semantics of V are obtained by the semantics of other functional 
categories that are categorially dependent upon V (cf. postulation of NEGP 
and AGRP in Pollock (1987) for INFL; fn. 22). The postulation of the 
nonheterogeneous X-head is theoretically plausible under the present 
approach, and it will be interesting to see whether it is also empirically 
plausible in some cross-linguistic phenomena other than the phenomena we 
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have discussed i n  t h i s  subsection !also c f .  Section 4.1.). Note a l so  tha t  
the present analysis  implies t h a t  the C-I-V order may be universal while 
the i r  r e l a t ive  order w i t h  respect t o  other functional categories may d i f f e r  
from construction t o  constuction or from language t o  language ( i . e . ,  
depending on the Lexicon of a language). 
5.0. Introduction 
In this Chapter we discuss some theoretical implications of our 
proposal and compare our approach to complex words with other recent, 
proposals of complex words ox of 'restructuring' effects. In the first and 
the second Sections, we discuss the structure of grammar our proposal 
implies and the status of mrphology and syntax, which supports the 
automony thesis of syntax with respect to morphology. We also discuss some 
theoretical implications of our position with respect to syntax and 
semantics, advocating the 'autonomy thesis of syntax.' In the third 
Section, based on empirical facts concerning head-movement, we suggest a 
version of the Head Uovement Constraint (the HHC) in terms a i  the notions 
of L-marking and government that correctly delimitri the behavior of head- 
movement. We also show the mirror principle (cf. Baker (1985a)) derives 
from our version of the HHC, given independently motivsted Strict Cyclicity 
and the notion of head-movement. In the fourth Section, we will discuss De 
Sciullo and Williams's (1987) analysis of reanalysis/'res\\ructuring' and 
morphologically-complex words and argue against their strong lexicalist 
position. In the final Section, we discuss Kayne's (i387) analysis of 
clltic climbing found in RR environments. Kayne (1987) intends to capture 
Kayne's (1980) conjecture on the correlation between null subjects and 
clitic climbing. In discussinq Kaynels analysis, we points out its limits 
and problems and conclude that the correlation between null objects and 
clitic climbing does not play a crucial role in the V-to-V RR phenomenon. 
5.1. Qvntax and mor~holosv 
The present analysis of complex words in terms of head-movement and RB 
assumes the structure of an X-head in (1) and the two working hypotheses 
proposed in Section >.I., which are repeated in (2) in modified forms: 
(1 X 
I 
[aSl, ... bSn,-/+P, ... a . . 3  
where P indicates a bundle of phonetic features; Si (O<P<n+l) 
morpholgoical, syntactic, and semantic features; and 1 other 
lexical idiosyncracies; and where X represents a bundle of 
categorial features. 
( 2 )  a. T h e i t v  of D - structure c-: 
At 0-structure, h certain version of the X-bar schema with (universal 
or language-specific) selectional properties of X-heads is adopted by 
every language. (cf. Chapter 3) 
1. V is always directly or indirectly selected by I1 (cf. Sections 
4.1. and 4.4.) 
ii. V is projected minimally up to CP (cf. Chapters 3 and 4.) 
b. A of X - head: - 
Every X-head (e.g. [+N,-Vl, I or C )  has its own domain of projection 
at a certain level of representation (D-structure). 
Under (1 and 2a1, all X-heads are semantically nonnull even if they may be 
phonetically null; all X-heads by definition have their own selectional 
properties to be projected in syntax, subject to (2b). D-structure 
configurations are preserved at every syntactic presentation (including a 
sublevel of PF, which we will call morphological structure) subject to the 
following projection principle on x-heads together with the theta-criterion 
on X-heads at LF (cf. Chapter 2). 
( 3 )  -ction orinciDle on X - headg : X-heads (i .e., [tN, tV1, I, C, . . 
and F) are preserved at every syntactic representation, i.e., D- 
structure, S-structure, LF, and (a sublevel of) PF in that the s- 
selectional/theta-assiqning properties of heads dominated by those X- 
heads are obser-ved. 
X is indirectly selected by Y if X is selected by Z, which is selected by 
Y and X-Z-Y are RRed (cf. Section 3.4. for the definition of indirect 
selection). 
( 4 )  Thp theta criterio -- n on X-he-: An H-chain has one and only one visible 
theta-assigning position. 
(5) An H-chain is visible for theta-assigning iff the morphological 
requirement of an H-chain is satisfied; the morphological requirement 
of an H-chain is satisfied if a head is in the position of the head of 
an H-chain 
The proposed transformations, RR and head-movement, do not violate the 
projection principle on X-heads and the theta-criterion on X-heads. When 
X-heads form a complex X-head through RR, which is motivated by certain 
categorial dependency of X-heads, as in (6a) below, each X-head is visible 
with respect to (3) (cf. RR conventions). 
(6) a. x Y b. x2 
I I / \ 
a-h Y 2 x 1 .... YI 
I I I 
hi B t r 
Bach X-head of a complex X-head, but not complex X-heads derived by RR, is 
visible with respect to (3-4). On the other hand, head-movement, which is 
motivated by certain morphological dependency of heads, creates the 
segments of both X and Y (cf. adjunction function X), as in (6b): Since 
categories but not segments are visible with respect to the projection 
principle on X-heads, the s-selectional/theta-assigning property of heads 
remains intact in configuration (6b). The category X instantiated as X1 
and X2 segments in (6b) is visible with respect to (3) and to ( 4 )  in the 
Xo-structure but the category Y (Y1 and Y2) is not visible in the Xo-struc- 
ture in (6b) slnce only a segment of a Y category 1s present. Head- 
movement derives H-chains, abstract representations of X-heads, and the 
tail of an H-chain (br, tr) is the position where we read the selectional/- 
theta-assigning property of a Y category. Since the head of H-chain (h) is 
morphologically-dependent and therefore moves in order to be morphologl- 
cally licensed, it should be visible within the structure of the X-head X 
in (6b) at a level of interpretation, i.e., PF. 
Under (3) and (4) that refer to the notions of (complex-IX-head (cf. 
6a) and of H-chain (cf. 6b), the following 'generalized' projection 
principle, wh?.ch also applies to (a sublevel of) PF (as discussed in 
Chapters 3 and 4 ) ,  is motivated: 
(7) 
Representations at each syntactic level (l.e., LF, D- and S-structure, 
and (a sublevel of) PF) are projected from the Lexicon (through 
CSR(C)), in that they observe the s-selectional properties of Lexical 
item (C, I, [ +/-N, +/-Vl, . . . ) ; the s-selectional property of an Lexical 
item (an X-head) determines appropriate comp(s) and SPEC (A or A-bar 
SPEC) of that X-head. (cf. Chapter 2) 
(7) together with (3) lead to the wide interpretation of the projection 
principle: not only theta-positions but also X-head positions and A and A- 
bar SPEC positions (cf. extended projection principle in Chomsky (1982)) 
come under the scope of the projection principle. Theref ore substitution 
to X-heads vlolates the projection principle for the same reason that 
substitution to complement positions violates the projection principle. No 
adjunction of maximal elem~nts to X-heads is possible, probably because of 
the licensing theory of transformation which subsumes the Structure- 
Preserving Hypothesis; no substitution of minimal elements to SPEC posl- 
tions is possible because of (3-4) (cf. 1). Suppose that X is replaced by 
y. Then, because of X-bar thecry, X is no longer X and its projection 
should reflect the selectional property of y; the status of the SPEC and 
the comps of X would have to be changed or would not be properly licensed 
4cf. the projection principle on X-heads). Thus under the licensing theory 
of transformation, only SPECS are open for substitution of maximal ele- 
raentg2 because of the projection principle and theta-theory; only heads are 
a Also, only maximal projections are open for adjunctlon of ma,ximal 
open for adjunction of heads and only X-heads are open for RR (because of 
the projection principle on X-heads). 
5.1.1. The Xo-structure and the structure of grammar 
Under the wide interpretation of the projection principle, (X-)head- 
to-(X-)head transformations assum the syntactic position that includes the 
following principles on the status of mor~hologically-complex words. 
( 8 )  - G W :  
0. X-heads dominate phonetically null or overt ~orphemes at D-structure. 
1. A complex word ax-..-at-..-& is derived transformationally if each -1 
is dominated by an X-hea6 in syntax and theze are no intervening X- 
heads between a% and ar+a. 
2. a% is dominated by an X-head in syntax and there are no intervening X- 
heads between a% and if the complex word ax-. .-a%-. . -an is 
derived transformationally. 
Trasformations that affect (X-)heads and therefore thus observe ( 8 )  are 
either RR or head-movement: Head-movement is subject to some morphological 
principles (especially the R H R ) ,  which may change string order. Given the 
structure of an X-head in ( 1 ,  fusing morphemes or null morphemes may 
constitute syntactic units, forming suppletive words with other morphemes 
in syntax. As (1 and 0 )  imply, the morphological (ir)regularity of a word 
does not signify whether the word is lexically or syntactically derived. 
In the case of ?I- or H/R-complex words, the interpretation of the 
syntactic posltion given in (8) is obtained in a rather abstract way, i.e., 
(8:ll and (8:2) refer to the string order of morphemes at D-structure, 
i.e., before they are morphologically amalgamated. The string morpheme 
order is obtained through the morphological structures of words: if and 
W+I are [tHDI and [-?ID], respectively, then in actual morpheme order 
(among cyclic heads), g with [ tMDI (&A) is ordered first because of the RHR 
elements (cf. Chapter 2). 
unless the word & L - ~ L + x  is derived by overt RR. When ai is a fusing 
morpheme, its fusing information is recorded in morphological structure. 
In short, it is necessary to refer to the morphological structures of 
words. The structures of words are signified by the argument structure of 
a clause, by the syntax and semantics of each morpheme of a complex word or 
by the morphological properties of a morpheme (obtained in the Lexicon). 
In the case of R-complex words, (8) should also refer to null or fusing 
morphemes and the existence of R-complex words suggests that morphological 
independence does not signify syntactic independen~e.~ 
The syntactic position explicitly implies that words are not syntactic 
units (units dominated by X-heads) at D-structure and that syntactic units 
are amalgamated through head-to-head syntactic processes to form words.' 
On the other hand, depending on the levels of rule application, head-to- 
head transfornratlons result in different types of morphological and 
categorial amalgamation: 
( 9 )  D-structure 
move-alpha I affect/rnove-category 
(1) I ( 2 )  
S-structure 
/ \ 
move-category / \ 
( 3  PF LF 
If head-movement across RRed X-head is possible, then (8) should be 
reformulated as follows: 
(i) 1. A complex word a=-..-as-..-a, is derived transformationally if each 
a& is dominated by an X-head in syntax and there are no intervening 
- - between ax and aa+x. 
2. a& is dominated by an X-head in syntax and there are no intervening 
- RRedX-heads between as and ar+a if the complex word 
ax-..-as-..-a, is derived transformationally. 
However, if heads (RRed or nonRRed) induce the HC in the case of head-to- 
head government relation, as we will suggest, then (i) is not an option. 
Smith (1982); Woodbury (1985); Sadock (1986); Woodbury and Sadock (1986) 
also implicitly or explicitly suggest that complex words are derived by 
syntactic rules such as verb raising, which suggests that complex words are 
derived by nonlexical affixation. 
Process (1) and ( 3 ) ,  which are head-movement and surface-overt (or surface 
RR), are interpreted at PF and processes ( 2 ) ,  which are covert and deep/- 
surface-overt RR are interpreted at LF. Diagram (9) suggests that words 
are formed in the Lexicon and in syntax and that in syntax, there are two 
types of morphological amalgamation: deep-morphological amalgamation and 
surface-morphological amalgamation derived by deep-overt RR (2) or head- 
movement (1) and by surface-overt RR (3), respectively. Note that diagram 
(9) implies that the levels of syntactic representation are D- and S- 
structures, LF and (a sublevel of) PF. 
Surface amalgamation (derived by surface-overt RR) is found in Korean 
'restructuring' predicates (cf. Section 3.4.) and verbal complex morphology 
in English and Korean (cf. Sections 3.1. and 4.1.); such amalgamation 
,especially suggests that some words are formed in the PF component so that 
morphological principles necessarily apply in the PF component. On the 
other hand, syntactic units may also be morphologically complex, as we see 
in derived nominals in English such as W u c t b  (cf. Chomsky (1970)), 
and in the adjectival passive V-en (cf. Wasow (1977)).B Lexically-derived 
syntactic units thus require morphological principles in the Lexicon. 
Given that certain syntactically-derived words are sensitive to morpholoqi- 
cal principles such as the RHR, morphology must apply both to outputs of 
transfcrmations such as RR and head-movement (i.e., words) and to syntactic 
units. In short, both transformationally-derived words and lexically- 
derived words are subject to morphological principles in the word formation 
' Compounded words may also be syntactic units if they are not transforma- 
tionally derived. 
component (cf. Halle (1973); Aronoff (1976)). Thus we have the following 
two choices for the structure of grammar.= 
(10) a. Norphology ---> Lexicon b. Lexicon 
I I 
D-structure D-structure 
/ / 
Morphology ---> / Norphology ---> / 
PF PF 
Although the literature presents no clear arguments that syntactic 
units and words in our sense are subject to the same morphological prin- 
ciples, it seems clear that aspects of word structures are in general 
governed by morphology whether it is syntactically-derived or not. For 
instance, the RHR, which is supposed to apply to lexically-derived syn- 
tactic units, also applies to syntactically-derived words in a restricted 
w y 1 7  as we saw in Chapters 3 and 4. If the morphology governing lexical- 
ly-derived syntactic units and the morphology governing transformationally- 
derived words are ultimately the saw:, we need not assume the structure of 
grammar given in (9a) in which morphology is divided to apply in the 
Lexicon and in a subcomponent of the PF component. It would be desirable 
to suggest that word formation (morphology) entirely takes place in the PF 
component, as in (lob). Under (lob), one may assume that lexically-derived 
units (syntactic units) are generated as combinations of feature bundles 
with rnorphologlcal information and trigger either RR or head-movement. 
Since the domain of word formation is the internal structure of (the 
highest segment of) an X-head or of a complex X-head in (6a and b), which 
we call Xo-structures. it would suffice to say that word formation rules 
There are sonre other recent approaches to morphology: anywhere morphology 
(cf. Borer (1984); Baker (1985/to appear); Fabb (1984)) or nowhere morpho- 
logy (cf. eproat (1985b)). 
Remember that the RHR does not apply bllndly but selectively. 
apply to Xo-structures in a subcomponent of the PF component whether Xo- 
structures are derived syntactically or lexically; morphological principles 
then operates on Xo-structures and ill-formed words are filtered out at a 
sublevel of PF, subject to PF principles of interpretation (cf. a principle 
of F I ) .  
At this point, let us consider the structure of syntactically-derived 
words under the present proposal. We have the following Xo-structure of a 
morphologically-complex word, in which X and Y are either simplex or comp- 
lex X-Reads and a and may or may not be morphologically complex. (For 
concreteness, one may imagine that X is V and Y is C I V i . )  
(11) Bead - initial: 
a. X b XY 
/ \ I 
Y X I*-..&,I-[&L-*.-bl 
I i 
~L-..-LI-[~-..&I 
(12 
a. X b YX 
/ \ I 
Y X [L-..-pnl-[*-..&,I 
I I 
~ ~ - . . - ~ l - ~ ~ - . . ~ l  (where X is structurally higher than Y; 
X = [-HDI in (a) and X = 1-HD,+CDI and Y = [+MD,-CDI in (b)) 
Depending on syntactic derivations, either morphological principles or 
syntactic principles play a rule. Head-movement is seemingly governed by 
the RHR; it is governed by a morphological principle because it is morpho- 
logically motivated. RR is seemingly governed by the head-parameter; it is 
governed by syntactic principles such as X-bar constraints because it is 
categorially motivated; note that move-category is motivated to satisfy 
some categorial requirements of X--heads at the level of LF (and perhaps at 
the level of PF also (cf. Section 4.4.)). Thus the direction of morphemes 
is governed by the following generalizations, expecially when morphemes 
represent cyclic X-heads (cf. Chapters 3 and 4): 
(13) a. The RHR holds with H-complex words for morphological reasons. 
b. The string-preserving property of RR holds for H/R-complex words. 
In the case of transformationally-derived words ( =  M- or H/R-complex 
words), the m-head (which is [-HDI and read as an affix in the component of 
PF) is always linked to an X-head structurally higher than an X-head that 
dominates the non-m-head because of trace theory (no lowering in syntax).* 
If word formation applies to the structures in 1 1 - 1 2 )  what is the 
morphological structure of a syntactically-derived word? Each X-head (or 
each segment of an X-head) dominates a lexically-derived morphologically- 
complex string, which has its own morphologial cycle system obtained in the 
Lexicon (that is not indicated above), having its stem and affixes. In 
purely morphological terms, most embedded elements are called stems and any 
other elements attached to stems or stem-affix combinations which form 
morphological cycles can be called affixes (cf. Chomsky and Halle (1968)). 
a When a and p in (11-12) do not represent cyclic X-heads, either the RHR 
or other language-specific or morpheme-specific morphological principles 
play a rule in deciding morpheme order. Specific morphological mechanisms 
governing morpheme order other than morpheme order among cycllc heads do 
not come under the scope of this study. We simply assume that Xo-struc- 
tures are not changed because of morpheme order in that within Xo-struc- 
tures, the morphological aspects of morphemes are not changed since their 
categorial and morphological features are not changed. 
(1) a. v v b. V-X[ tCDI X [  tCD1-V 
/ \ or / \ I or I 
X v v X . . . . . . 
I I 
x[ tHDI x[+HDI 
* on the other hand, in the case of an H/R-complex word, the s-head ([-CDI) 
is linked to an X-head structurally lower than an X-head that dominates a 
non-s-head; in the case of an U-complex word, the s-head ([-HDI) is linked 
with an X-head configurationally higher than an X-head that dominates a 
non-s-head (see Appendix of Section 4.2. for the summary of the feature 
status of the s-head/m-heads of tl-, H/R- and R-complex words). 
Then, the question is what morpholagical cycle structure a transform- 
tionally-derived word has. 
The structure of (11-12a) itself implies the following morphological 
cycle structure: [ [ ( ~ - . . ~ ) l r  [(a~-..h)l-l~ in which I(b~-..b~ll repre- 
sents a stem (most embedded cycle) in (11-12a) and in which ( f i - . . & I ,  
which is the m-head, is an affix, (The cases in (11-121 are obvious or 
trivial but we suggest that there are algorithems that convert Xo-struc- 
tures to rsorphological cycle structures.) Morphology refers to Xo-struc- 
ture and interprets stern-affix relations obtained through conventions that 
interpret Xo-structures into morphological cycle structures. Let us call 
the level at which morphological cycle structures are obtained morphologi- 
cal structure and the component between morphological structure and PF 
morphological component; all the morphological principles then apply in the 
morphological component. The obtained morphological structure is consis- 
tent with the idea that the m-head is an affix: The rn-head ([-HDI head) has 
priority in determining the categorial features of complex words, as we 
have seen in Chapters 3 and 4 .  Thus, the notion of m-head is consistent 
with the notion of the affix of a lexically-derived syntactic unit. 
Naturally, the notion of m-head corresponds to the notion of 'head of a 
wordt (in Willlam's (1981a) sense), while it 1s not related to any syn- 
tactic or semantic aspects of a word. 
The present approach introduces another notion of head -- the notion 
of s-head. Because of the G r a m t i c a l  Feature Percolation Convention (the 
GFPC), the s-head determined by the lexical properties of a word (seman- 
tics) take precedence over non-s-heads in determining the grammartical 
features of a complex word, such as the Case-transitivity (formal transi- 
tivity or formal ergativity) of a complex word. The s-head thus behaves 
like the head of a word in another way. In the case of an M-complex word, 
the s-head (the target of head-movement, i.e., ,J-head) takes precedence 
over non-s-heads in determining the Case-transitivity of a complex word. 
Thus the notion 'head of a word' is apparently sufficient; the m-head 
(affix) has 2riority in determining both the categorial and grammatical 
features of complex words. 
In the case of H/R-complex words, the m-head [-MD,+CDI is an affix, 
and has priority in determining the categorial features of complex words. 
Therefore, the structure of XY1 and that of YX1 can technically be under- 
stood as having the following structures, if Xo-structures represent 
morphological cycles of syntactically-de~ived words ( c f .  (ll-12bj).a0 
(14) a. b. 
X X 
/ \ / \ 
XY' = X Y YX' = Y X 
I I I I 
[ax-..apl-[L-..bl ~L-..~l-[&-..g.nl 
(where X = [-MD,+CDI; Y = [+MD,-CDI) 
In ( 1 4 ) ,  the notion 'head of a word' is not sufficient and the RKR iu not 
observed (cf. Chapter 2 and Sections 4.2. and 4.3.): Empirical data 
suggest that the m-head in ( 1 4 )  ( =  X )  is not the s-head (cf. noun-incorpo- 
ration data and IV amalgamtion in Sections 3.3. and 4.1.). Thus the notion 
'head of a word1 should he subdivided in the following way.aa 
la Note, however, that (14) and (11-12a) are read from different angles: X 
and Y in (11-12a) represent segments while those in (14) do not. Note also 
that the Xo-structures in IL4) are read at the level which we call morpho- 
logical structure, but they are not read as such at the syntactic levels, 
in which both X and Y in (14) are vlsible with respect to the projection 
principle and the theta-criterion. 
ax Noam Chomsky (p.c.1 has pointed out to us that (overt) RR is more like a 
head-lowering process. Under the present approach, in order to have a 
lowering process, h {[-CDI), Instead of p (I+CDI), should be [-MDI in (14). 
Suppose that head-lowering is possible only with HR because of trace 
theory. (Since lowering yields a trace which is not properly bound, when 
head-lowering is accompanied by RR (categorial amalgamation), the violation 
(15) a. The s-heads of H-complex words ( =  1-HDI) are affixes and the s-head 
of H/R-complex words ( =  [+HD,-CDII are stems. 
b, The m-heads of H/R- or k4 complex words are affixes; I-MDI is the 
m-head [[-#Dl or [-MD,+CDl). 
The generalization in (15a) makes sense: Since syntatically or semantical- 
ly, [-CDI is the prominent element in the case of M/R-complex words; in the 
case of M-complex words, the host X-head (stem; 1-UDI) is prominent 
syntactically and semantically. The generalization in (15b) is well-- 
motivated. The m-head that derives from the feature [-MDI is always an 
affix regardless of syntactic derivations so that the morphology that 
applies to lexically-derived units also applies to syntactically-derived 
units. Note also that given that there is no lowering of head-movement, 
and given the conventions that derive morphological cycle structures from 
the Xo-structures of syntactically-derived words, the morphological cycle 
structures reflect syntactic hierarchical structures: The most embedded X- 
heads in the domains of head-movement and of RR become the stems and the 
configurationally highest X-heads become the affixes. 
( l 6 )  a. [[a]-bl (cf. 11-12a) 
b. [[a]-bl on [b-[all (cf. 11-12b) 
of trace theory would not arise.) Then, we have the following Xo-structure 
of an M/R-complex word in which X is [+MD,+CDI and Y is the s-head and m- 
head being [-#D,-CDI. 
(i) a. bead-final b. head-initial 
Y Y 
/ \ = YXL / \ = XYi 
Y X X Y 
i I I I 
[b-..bl-[fi-..*l [~~-..*l-[b~-..bnl 
(1 )  leads to the following generalization. 
(ii) a. The s-heads are stems ([+HDl or [-CD,-HDI target of head-movement 
or RR). 
b. The m-heads of H-complex words ( =  [-MDI) are stems, and the m-heads 
of M/R-complex words ( =  [-HD,-CDI) are affixes. 
The generalization in (iib) is rather strange since [-MDI heads may be 
either stems or affixes depending on syntactic derivations; if morphology 
applies to both transformationally- and lexically-derived words, we would 
expect the m-heads to be affixes regardless of syntactic derivations. 
Given those morphological interpretation conventions and the notion of 
Xo-structure at morphological structure, we arrive at the following left 
side structure of grammar in which HIC and HS mean morphological interpre- 
tation conventions and morphological structure, respectively: 
(17) D-structure 
I 
I <--- syntax 
S-structure 
HIC ----- 
/ 
> / <--.. syntax 
HS 
I <--- morphology 
PF 
The PF component is subdivided into the syntactic PF component and the 
morphological/phonological PF com~onent. Syntax may apply in the component 
between S-structure and HS in which transformations that trigger Xo- 
structure apply. At HS, the notions of stem and affix are available and 
word formation rules apply in the component between HS and PF (i.e., 
morphological component). The notion of s-head is not available at 
morphological structure since it is a purely syntactic notion; syntactic 
units may be s-heads whether they are stems or affixes (cf. 15a). The 
extended syntactic domain that include a subcomponent of PF and that is 
connected with morphological structure through HIC represents both syn- 
tact ic and morphological aspects, yielding what Woodbury ( 1985 ) calls 
t(word-)internal syntax1 (Swadeshls term (1939;1946)); the output of 
syntactic rules are inputs of morphology, given the HIC. Although syntax 
and morphology interact, by virtue of the HIC, they are Independent: In 
syntax, all the syntactic principles such as the projection principle and 
X-bar constraints are operating referring to Xo-structure in a certain way 
(except for LF principles) while all the morphological and phonological 
principles apply in the component between HS and PF in an appropriate way. 
The above structure of grammar capture the domain of morphology and 
that cf syntax that partically overlap in terms of the MIC, maintaining the 
thesis that syntax and morphology are independent of each other. Given the 
structures in (11-12a) and in (14), we now suggest, assuming the structure 
of grammar in (lob), that morphological structures obtained in the Lexicon 
and in syntax are preserved up to morphological structure; the domain of 
word formation is the internal structure of (the highest segment of) an X- 
head or a complex X-head ( =  Xo-structure) and that the lower limit of the 
syntactic domain is the lowest segment of an X-head or an X-head member of 
a complex X-head. 
At this point, let us consider what happens when domains of rules 
overlap. We have seen that in the ACC-lnq construction (cf. Section 4.1.), 
and in certain passive constructions such as oett-ek in English or -e ci- 
in Korean (cf. Section 4 . 3 . ) ,  the domains of two instantiations of RR or 
those of instantiations of RR and head-movement overlap: 
(18) a. u - i n g  construction b. set+-en passivization 
i. Vx-to-Vk (covert) RR i. Vx-to-Vk (covert) RR 
-ins-to-Vk ( overt ) RR Vk-t o--en head-movement 
ii. Vx + C + -inq t Vk ii. V x t - e n t V k  
[ m i l  I [*I Vk '1 
The Xo-structure of (18a) simply represents the structure derived by u- 
to-Vk overt RR, but the two feature systems overlap: has [-!lD,+CDl2 
and [ tCD1, and Vk has [ tHD, -CDI I and 1-CDI,, in which [ ~ c D I ~  represents the 
Vx-to-Vk RR relation. In the case of (18b), the Xo-structure is obtained 
by V k - t o m  head-movement, and again the two feature systems overlap: 
has [ + m i  and [ tCD],, and Vk has I -HDI I and 1-CDljb As we Suggested, Xo- 
structures, which are read off at morphological structure are obtained 
according to the [aMDl or the [aMD,-aCDI relation but not to the [aCDI 
relation. Therefore, no Xo-structure conflict occurs in either case of 
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(18a and b) since they do not contain the features [aMDI and [aHD,-aCD1 at 
the same time. Given the target-trigger relations of RR and head-movement, 
in syntax two operations whose application domains overlap produce diffe- 
rent, independent effects. In fact, as we saw in Section 4.1., the 
separate effects of RR (18bi) and head-movement (18bii) are empirically 
found: in the Italian passive construction within the 'restructuring' cons- 
truction, the auxiliary of Vx is determined by Vk (the s-head of the VxtVk 
R-complex word) because of the [aCDI relation, while the auxiliary of V-en 
is determined by (the s-head of the V-en #-complex word) because of the 
[aNDI relation.12 Imagine that the domains of instantiations of overt RR 
and head-movement overlap in the following manner: 2 is I-MD,+CDlr, X is 
[tHDI+CDIt and [-MDIgI and Y is [+HD,-CDIL and [tMDId. Are X and Y 
compatible with each other even though they contain two [aMDI relations 
because the two relations are independent? The answer seem to be no. The 
Xo-structure of X-Y would face an Xo-structure conflict since overt RR and 
head-movement create different Xo-structures (cf. 11-12a and 14). We 
suggest that there are no such overlappings of the domains of overt RR and 
head-movement applications because of the conflict of Xo-structures.13 
Consider an Italian 'restructuringt sentence with an embedded passive 
clause in (i). 
(I) Mario gli {ha/*{) L. voluto [. essere presentatol I da Gianni. 
"Mario to him has wanted to be introduced by Gianni." ((i) in Rizzi 
(1982;45;fn 27)) 
aveze is assigned to an R-complex word (a) while esserrr is assigned to a 
passivized predicate ( - ) .  
In fact, we were not able to find examples in which the domain of overt 
RR application and that of head-movement application overlap. 
5.1.2. Some theoretical consequences 
The Xo-structures of syntactically-derived complex words outlined in 
the preceding subsection has the following theoretical consequences. 
First, since the domain of word formation is an X-o structure, we rnay 
modify the generalized lexical hypothesis shown in (19a) (which is alijo 
known as the lexical integrity hypothesis; cf. Selkirk (1982)) formulated 
by Lapointe (1981;222): 
(19) a. Syntactic rules are not allowed to refer to, and hence cannot 
directly modify, the internal morphological structures of words. 
b. Syntactic rules are not allowed to refer to the internal structure 
of an Xo-structure. 
(19a) can be rephrased as in (19b) under the present approach. Because of 
(19b), either g or h in (20a and b) cannot m v e  but a or b-a can move 
when the a or b-a is morphologically-dependent. 
(20 1 a. X Y b. X2 
I I / \ 
a-h y2 XI .... YI 
1 I I 
bi a t l 
where g and k may or may not be morphologically complex 
It seems that b or a cannot move in syntax but that Y2 (h) is visible 
in syntax, through its H-chain and also both X and Y in (20a) are visible 
with respect to the projection principle on X-heads. The syntactic units 
within an Xo-structure seem to be visible in syntax. Thus instead of 
(20b), we propose the following Revised Lexical Integrity Hypothesis. 
(21) X ~ E  Revised LeXical I n t W  HYD-: 
S y n t ~ x  cannot refer to the internal structures of syntactic units 
(X-heads). 
The RLIH suggests that the internal elements of an Xo-structure (syntactic 
units) are visible in syntax but not the internal structure of a syntactic 
unit (the segments of an X-head or an X-head member of a complex X-head). 
Given (21), it is desirable to derive (19b), which implies that neither a 
nor h moves in configurations (20a and b). 
There are at least two approaches to explain why a or h in (20b) 
cannot move further. First, one can suggest, by analogy with the notion of 
'transparencyt discussed by Chomsky (1985; class lecti~res)~~, that category 
X (g = affix) is transparent in that segment Y2 can bind its trace in the 
configuration in (20b). Although the notion 'transparencyt with repect to 
binding should be incorporated in grammar (because of trace theory), the 
binding approach in terms of the notion of transparency would not block h 
from moving futher. When h or a moves to Z that c-commands X, as in (22a), 
Y igside of Z would always locally bind its trace as long as both X and Z 
are transparent. In addition, this suggestion would not explaln the 
unacceptablity of (22bb) in which g moves out of a complex X-head. 
Second, one can suggest that the movement of h is blocked by the HUC, 
assuming a certain version of the HHC that states that the trace of head- 
movement is (properly) governed by its antecedent, which we will propose 
shortly in the next Section. Suppose then that in (22a), Z L-marks XP. 
Then Z governs XP and therefore X (XI-X2). Since h or p moves out of XP 
that is L-marked by 2, the question is whether Z also governs Y2 or XI. To 
I4 In the structure of (20b), if X is 'strong,' it is 'transparentt to 
allow Y to govern its trace (cf. the Government Transparancy Corollary in 
Baker (1985/ to appear)). 
block the derivations in (221, let us suggest that both heads and head- 
segments can induce the HC in certain cases: when government relation is 
involved between heads, either X 1  or Y2 (a segment of category X or Y) can 
induce the HC.ls (We call this the parallelism condition on the HC.) 
Likewise, a or h-movement out of an RRed XY is blocked (cf. 22b) because Y 
(h) or X (g) would induce the HC.a6 Then Z does not govern Y2 or X1 
(because of the HC effects) and a would not; govern its trace after it moves 
in configuration (22b). In short, under the HHC that requires antecedent- 
government, Wg-movement to Z in (22) would be blocked since its trace is 
not governed by its antecedent because of the parallelism condition on the 
MC. It thus follows that head-movement out of an Xo-structure is always 
blocked since the trace of that element is not properly governed because of 
the other member within the Xo-structure that induces the IiC. Thus we do 
not have the following case even if gome and cause - u n d e r s m  are RRed (cf. 
fn. 151: 
(23) *Mary understandl-comes to [cause-tl13 John tl this probem. 
To conclude, the Lexical Intergrity Hyphothesis shown in (19b) derives from 
(a certain version of) the HMC. Since (19) derives from the HHC,=' the 
The notion of @transparency,@ which allows Y2 (b) to bind Y1 (a), would 
not imply that Y2 (h) governs its trace (cf. Baker's Gavernment Trans- 
parency Corollary), given the notion of HC. Y2 (h) or X (&) would not 
govern its trace after it moves to Z because Y2 or X1 induces the UC. 
Note that we suggested that RRed X-heads would not induce the HC, which 
suggests that either a or h would not induce the #C in (22b). We suggest 
that when head-to-head government is involved, heads induce the MC whether 
or not they are RRed or that when segment-to-segment government is in- 
volved, intervening segments induce the HC. This suggestion is in spirit 
similar to Rizzits (1987) relativized minimality condition, which roughly 
states that g-to-g government is blocked when there is an intervening g in 
which g is the same type of category in a certain way. Unlike Rizzi, we 
intend to suggest that the parallelism condition of the HC applies to 
minimal categories/segments. 
a7 When a terminal string moves, we have assumed that an X-head that 
graramar need to incorporate only the RLIH in (21). Note that the thesis 
that syntax and morphology are independent of each other is supported in 
terms of (21) although we allow the syntax-morphology interface obtained by 
syntactic head-to-head transformations. The syntactic units within an Xo- 
structure are selectively visible with respect to syntax and the selecti- 
vity is cocstrained by principles of UG such as the HMC. 
The second consequence of our proposal has to do with the notion of 
head. The notions of the s-head of a word and the m-head of a word are 
operating in the domain of word formation (in an Xo-structure). Thus the 
notion 'head of a word' should be understood in a different way: the notion 
'head of a word1 should be subdivided into two notions of heads: s-head and 
m-head: the notion of m-head is available both in syntax and in morpholcgy, 
whereas the notion of s-head is available in syntax. Note also that the m- 
head of a word can be either the s-head or a non-s-head (depending on 
syntactic derivations), while the notion of s-head does not apply to 
syntactic units. It has been suggested under the strong lexicalist 
position, that the 'head of a word' (affix) determines the categorial 
features of a word and affects the theta-structure of a stem (cf, Williams 
(1981b); Di Sciullo and Williams (1987)). From our point of view, the m- 
head of a syntactic unit (the affix of a lexically-derived complex mor- 
pheme) may affect theta-structure (for example, the adjectival passive 
dominates that string is also obtained fn the landing site. When a 
syntactically-derived string moves, we have the following structure because 
of a certain version of the HHC that derives (19). 
(1) z 
/ \ 
X r  Z 
/ \ I  
X Y c 
1 I [a  - k11 . . . .  
-en: Ci Scuillo and Williams (1987); Roeper and Siege1 (1978)), but the m- 
head of a word (the affix of a syntactically-derived word) should not 
affect theta-structure given the projection principle (cf. the verbal 
passive 3). Thus the present approach suggests that the affixatioii of a 
word is not determined by whether it affects theta-structure but the m-head 
of a word would affect theta-structure depending on whether the word is 
derived lexically or syntactically. 
The last theoretical consequence is that the notions of 'inflectional1 
or 'derivationalt do not have any theoretical implications especially with 
respect to levels of rule application since both can apply either in syntax 
cr in the PF-syntax component (although head-movement in the PF-syntax 
conponent is always accompanied by RR), as we see in Eskimo data (24) for 
example:xe Some inflectional morphemes may appear between derivational 
morphemes. 
(24) Cug-nun atanqe-ciq-ni-llru-a-ten 
person-DATp wait-FUT-say-PAST-IND-3s/2s 
nHe said that the people will wait for you." (cf, (22) in Woodbury 
and Sadock (1986;239)) 
At the same time, some alleged lexically-derived words may contain 'inflec- 
tional' elements as an infix (cf. Lieber (1980)). Exceptions of these 
kinds do not provide any serious problems since, theoretically speaking, a 
real difference between inflectional and derivational morphclogy comes from 
the fact that 'inflectional' amalgamation involves functional elements 
(INFL) and is derived by B& while lderivational1 amalgamation 1s obtained 
either by lexical head-to-lexical head W - m o v e  or m. Thus the 
differences in syntax, semantics, and morphology between complex words with 
1m Harantz (19851, Di Sciullo and Williams (1987) also suggest not disting- 
uishing inflectional and derivational affixes in their formal similarity 
(also cf. Lieber (1981) and Kiparsky (1982); but also cf. Allen (1978)). 
and without inflectional elements can be attributed to the properties of 
functional categories and to the fact that inflectional affixation is 
obtained only by RR while derivational affixation is obtained by overt RR 
or by head-movement. The levels of affixation application are not theore- 
tical issues but empirical issues; even if affixation in the Lexicon 
includes functional elements, such affixation would be perfectly compatible 
with the present approach. 
5.2. Svntax and Semantics 
The present syntactic position with the notions of RR and head- 
movement also touches on syntax and semantics. Our approach to causative 
and psych-verbs constructions in English and Romance languages (cf. Section 
4.2.), on the one hand, and cross-linguistic various types of passive 
construction (cf. Section 4.3. ) ,  on the other hand, advocates a certain 
aspect of generative semantics traditions (Lakoff (1965;1971); HcCawley 
(1968; 1971) ) . 
Lakoff (19651, for example, suggests that 3 melt X is derived from L 
m u s e  ( X  to ge&L by showing that the phrase g to me1.t is a syntactic and 
semantic constituent. One argument is that the following is ambiguous. 
(25) a. Floyd melted the glass and & surprised me. 
b. Floyed melted the glass though it surprised me that he was able to 
bring & about. 
In (25a) hf; can mean either that Floyd melted the glass or that the glass 
melted. In (25b), fi means that the glass melted rather than that Floyd 
melted the glass. It is thus suggested that (Vt) contains two 
predicates (cause and (Vl)) and that a t I : V i )  is raised to cause 
(predicate raising): The two predicates become lexicalized into u ( V t )  
and therefore lexicalization is a form of transformation. McCawley (1971) 
further suggests that the verb is derived from (CAUSE (BECOME ( NOT ( 
ALIVE))) each of which is a semantic predicate (not a morpheme), which 
McCawley calls pre-lexical ~yntax.~' This approach, which is called the 
generative semantics tradition, suggests that semantics is reflected in 
syntactic structure. 
Our position essentially differs from the generative semantics 
tradition since the postulation of predicates that are morphologically- 
dependent is motivated by syntactic reasons but not by semantic reasons 
(semantic decomposition). The generative semantic tradition maintains the 
thesis that there is no need to postulate any distinction between the deep 
structure of a sentence and its semantic interpretation (cf. Lakoff 
(1971)). On the other hand, we maintain the transformational grammar 
tradition that syntax determines semantics and that D-structure is obtained 
by properties of Lexical items (cf. Chomsky (1965); also cf. Higginbothamts 
notion of semantics). 
Under the present framework, one can assume that the semantics of a 
syntactic formative are found in Hale's Lexical Conceptual Structure where 
semantic decomposition takes place. 'Semantic decompositiont is syntacti- 
cally realized if decomposed predicates form independent Lexical items and 
are syntactically licensed (significant) under a principle of FI. D-struc- 
ture is obtained by Lexical properties of decomposed predicates; the notion 
of grammatical functions as configurational notions and selectional 
restrictions are also taken up. A predicate as a Lexical item has full 
lexical information whether it is a 'fusingt morpheme or a null morpheme. 
Thus a morphologically-nondecamposible predicate X may syntactically decom- 
Ls Fodor (1970) shows that kill does not derive from =use X to die, 
which directly rejects HcCawley's position. See also Lakoff and Ross 
(1972) for a response to Fodor (1970). 
pose into more than one predicate with independent Lexical information in 
the Lexicon. 
Given the notions of fusing or null morpheme, we, however, have the 
problem of when de can stop synactically decomposing predicates. For 
example, what blocks pelt (Vi) from deriving from two syntactic predicates 
[+become] and [tliquidl (cf. HcCawley (1971))? The constraint may not come 
from the projection principle and the principles of UG as long as we have 
the notion of overlapping (RR conventions). Let us suppose that the verb 
kill in sentence Narv Killed John derives from three predicates, Jtcausl, 
Jtbecomel, and Itnot aliveL. T h e t a t h e o r y s u g g e s t s t h a t t h e s y n t a c t i c  
structure would be [Mary Itcausl [ Johni [+become1 [ PROi [+not alivellll. 
John and PRO are assigned theta-roles from predicates [+become1 and [+not 
alive]. Overlapping conventions also suggest that when the two predicates 
are RRed, the two theta-roles overlap through RR conventions and the over- 
lapped two theta-roles are interpreted as a certain type of 'patient' role 
at the level of LF. The principles of UG fail to prevent this potentially 
endless syntactic decomposition, as long as each predicate (phonetically 
null or not) can be syntactically licensed. This potentially endless 
syntactic decomposition would not create morphological problems since after 
the application of V-movement, predicates would form a word at PF. 
The theta-role overlapping at LF and morphological amalgamation at PF are 
theoretically conceivable under the present framework. In short, we would 
face the problem which the generative semantics tradition also faces with 
the notion of semantic decomposition and lexicalization. 
We may suggest that the licensing factors of each predicate allow each 
predicate obtained by predicate decomposition to have syntactic licensing 
or syntactic motivations. Syntactic decomposition would be constrained by 
grammar or by the Lexicon in language-specific or universal ways. However, 
how do we know that all the possible predicate decompositions are syntacti- 
cally licensed but that for some reason, there is no syntactic evidence for 
syntactic decomposition? We suggest that when they select a Lexical item, 
language learners have a strategy, which may be called the minimal struc- 
ture strategy. First, a language learner would hypothesize that a morpho- 
logically-non-decornposible predicate formed a mono-clausal structure. Then 
when a language learner is given syntactically justifiable evidence, he 
starts to hypothesize bi-clausal structure. For example, suppose that an 
English speaker hears either X melt or Y melt X, which makes it possible to 
hypothesize that the second pelt is derived from the first when there 
is syntactic evidence for that hypothesis. Then the speaker would be 
making use of a syntactic predicate [+cause], which is probably chosen from 
a universal Lexicon, and which does not contradict the semantics of melt 
(Vt). Or predicate [tcausl would be incorporated as a Lexical item in his 
or her Lexicon, which is perhaps very flexible in some limited degrees. 
Given the minimal structure hypothesis, a language learner would not 
hypothesize triple-clausal structure for a (Vt) even if in the Lexical 
Conceptual Structure, which one may consider as containing potential 
Lexical items, further semantic decomposition took place. Likewise, in 
Korean, when a Korean language learner hears pa- (die) and cwuk-i- (die- 
s , he hypothesizes that cwuk-i- derives from bi-clausal s t r u ~ t u r e , ~ ~  
2 0  In fact, there is a piece of evidenc related to the scope of adverbs 
that ~wuk-i- ( u - c a u q )  is bi-clausal (also cf. Section 4.2.). 
(i) uysa-ka pengtu-0-n kay-lul kothong-epsi 
doctor-sub sick-Inf-comp dog-obj pain-without 
cwu-i-ki wihayse yak-lul ss-ess-ta 
die-caus-to to medicine use-past-em 
"The doctor used the medicine to kill the sick dog without pain." 
These types of sentexes are also found in I.-S. Yang (1976); in ha- 
causativization, the scope of the adverial without_pains is the m clause; 
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but he or she would not hypothesize that ~wuk-  (-1 is further decomposed 
unless there is empirical evidence. 
Under this approach, the right side of the structure of grammar is as 
follows. 
( 2 6 )  Lexicon -- theta-structures of Lexical i t e m  
I 
D-structure 
\ 
\ 
LF (LF interpretations of overlapped theta-roles) 
LF is basically interpretive, like FF. Among the interpretive principles, 
we suggested, are principles of toverlappingt (RR conventions). Of course, 
the study of all the possible principles thst govarn the semantics of 
predicate composition is beyond our reach. Nevertheless, we can only point 
out that the lack of understanding of a mechanism or of a principle does 
not indicate implausiblity or nonexistence. 
5 . 3 .  
In this Section, we discuss the condition on head-movement (and overt 
RR) and propose a certain version of the HMC. We will argue that under our 
interpretation of the mirror principle (the MP), the W derives from the 
Strict Cyclicity and our version of the HMC, given the notion of head- 
movement. 
5.3.1. The revised Head Movement Consttaint (the RHMC) 
Head-movement (move-alpha) and RR (affect/move-category) are indepen- 
dent of each other in that they are triggered by different licensing 
properties to be properly interpreted at different levels of representa- 
tion. They also differ in determining the domain of rule application. The 
in 2 causativization, it is possible that the scope of yithout ~ a i n  is 
the PLg. clause. 
t a r g e t s  of RR a r e  r e s t r i c t e d  on semantic grounds; t h e  t a r g e t  of RR is 
e i t h e r  a  f u n c t i o n a l  o r  a  l e x i c a l  X-head. Conf igura t iona l ly  RR is r e s -  
t i i c t e d  i n  terms of government: X is c a t e g o r i a l l y  dependent upon Y i f f  X 
governs Y and X is [ t C D I  and RR is obtained through coindexing among l o c a l  
c a t e g o r i a l  dependency l i n k s .  Note t h a t  when X does not  d i r e c t l y  govern Y,  
t h e  c a t e g o r i a l  dependency between X and Y is obtained through t h e  t r a n s i t i -  
v i t y  of dependency. 
On t h e  o the r  hand, t h e  domain of head-movement is r e s t r i c t e d  on o the r  
grounds; head-movement t o  f u n c t i o n a l  c a t e g o r i e s  a r e  not  a t t e s t e d  t o ,  and 
t h e r e f o r e  t h e  t a r g e t  of head-movement is always a l e x i c a l  head ( c f .  Sec t ion  
4.1.) .  We the re foxe  sugges t  t h a t  head-movement a p p l i e s  on ly  t o  l e x i c a l  
heads. I n  add i t ion ,  t h e  not ion  of theta-government a l s o  p lays  a r o l e .  
Baker no tes  t h a t  t h e  c a s e s  i n  (27b) and (27c)  a r e  blocked ( c f .  ( 4 8 )  i n  
Baker (1985/to appear; Chap 2 ) ) . 2 1  
(27)  a .  [ Y O  [ Y  XL-yl [XD [ X  t~ I ZPll; Y s e l e c t s  ( the ta-governs)  XP 
b. * [YD j y  XL-yl [XD [ X  t~ I ZPll; Y does not  s e l e c t  ( the ta-governs)  
XP 
C. *[YO [ Y  ZL-YI [XP X [ED I e  t~ 1111 
The no t ion  of theta-government e x p l a i n s  t h e  c o n t r a s t  between (27al  and 
(27b) .  Given t h a t  t h e  t a r g e t  of head-movement is always l e x i c a l ,  i t  t h u s  
seems t h a t  L-markinq (theta-government by a l e x i c a l  head) is a c r u c i a l  
requirement of head-movement. The unaccep tab l i ty  of (27c)  a l s o  sugges t s  
t h a t  head-movement should be l o c a l :  The not ion  of uovernntent is a l s o  
Baker (1985/to appear )  makes use of t h e  not ion  of s e l e c t i o n  t h a t  impl ies  
theta-government but  no t  of t h e  not ion  of L-marking. Non-L-marked c a t e -  
g o r i e s  would c r e a t e  a  b a r r i e r  i n  t h e  case  of V-to-I movement i f  we do not  
assume t h a t  V-to-I head-movement change t h e  p roper ty  of I, a s  i n  Chomsky 
(1986a).  I f  I  theta-governs VP, as Chomsky sugges ts ,  t hen  V-to-I head- 
movement would be allowed, which we would not  a l low under t h e  p resen t  
framework. 
required. To capture these pcints, we suggest the foLlowing formulation of 
Head Movement Constraint (the Revised HHC):22,23 
(281 v t Cgnstraint ( the RHKCL: 
Movement of a head a is restricted to the position of a head & that L- 
marks the projection containing a, and h governs a. 
Given the formulation in (28) in terms of both L-marking and government, 
head-movement is strictly local. In the case of (27c), if Y and X L-mark 
XP and ZP respectively, the notion of Subjacency would not block (27c) but 
the RHMC blocks the movement in (27c) since X would induce the MC. In the 
case of (27b), if Y is not lexical, and therefore does not L-mark Y, head- 
movement is blocked even if the target-trigger relation is configura- 
tionally local enough to allow head-movement, as in (27a). (28) implies 
that in order for X to move to Y, Y should be lexical and that there must 
be no barrier. (In Section 5.1., we interpreted this aspect of the HMC in 
terms of the notion of antecedent-government (the ECP); 2~ should properly 
govern its trace in (27).24 Since only a lexical X-head L-marks its 
22 The notion of government we are assuming is repeated below: 
(i) g governs h if a m-commands h and (i) there is no barrier between g 
and b and (ii) h is not protected by a simplex or complex X-head (cf. 
Chapter 2) . 
23 This is a refined version of the HMC in Chomsky (1986b;71), who makes 
use of the notion of L-marking under different assumptions about head- 
movement. 
(i) Movement of a zero-level category h is restricted to the position of a 
head a that governs the maximal projection L of h, where p theta- 
governs or L-marks I if a =/= C. 
Note that ( i )  implies that the target of head-movement can be a functional 
category (e.g., C). 
The following head-movement that applies across [tCDI categories in a 
small clause environment in which C-to-V is not overt, is not a possibi- 
lity, given the parallelism condition on the HC. 
( i )  Vp(') 
/ \ 
V(').. CP1 
A / \  
I ... IP1 
I C 1 /  \ 
complements, V-to-I or I-to-C head-movement is automatically blocked.23 V 
head-movement is thus possible only from a small clause complement that is 
obtained by C-to-V RR; N-to-V (and P-to-V (cf. Baker (1985/to appear)) 
would be possible when V L-marks NP when there is no barrier between V and 
N.2" 
In what fsllows, we show thht a certain generalization between 
syntactic derivations and morphological derivations, which is called the 
mirror principle (Baker (lr85a)), is a consequence ~f the RHMC and Strict 
Cyclicity, under the notion of Xo-structure obtained by head-to-head 
transformations. 
1 I 
RRed CL and 1% would induce the HC although CP and IP that are either 
simplex or complex are not inherent barriers. Therefore the movement in 
(i) would violate the RHMC. This is, in fact, a welcome result since there 
seems to be no V-V amalgamation shown in (i). 
23 The RHHC also discards a V-to-C head-movement approach to VSO languages 
(cf. Emonds (1980;1986); Sproat (1985a)). See Choe (1987a) who shows that 
V-to-C approaches to VSO languages are empirically inadequate and suggests 
an adjunction approach t o .  VSO langauges that leads to an account of 
parametric variations among VSO languages. 
If NP is DP or KP, then D or/and K should be RRed with N in order for an 
N head to be incorporated into V (cf. Abney (1987); Hale (1987; class 
lectures)). 
5.3.2. The mirror principle as a consequence of the RHHC and Strict 
Cyclicity 
The autonomy thesis of syntax with respect to morphology does not 
necessarily follow from any version of the syntactic position, which 
advocates the thesis that morphological amalgamation may take place in 
syntax. While our version of the syntactic position in (8) suggests the 
autonomy thesis of syntax with respect to morphology, Baker's (1985a; 
1985/to appear) syntactic position denies the autonomy thesis of syntax 
with respect to morphology in explaining the following generalization 
called the HP, which is repeated from Chapter 2. 
(29 1 The mirror n r i n c i P l e  (1985a) ) : 
Morphological derivations must directly reflect syntactic derivations 
(and vice versa). 
Baker (1985a) suggests a very simple explantion of the MP: the tstrongt 
correlation between affixation order and order among syntactic process such 
as passive and causative can be captured by the Mirror I m g e  Hypothesis 
(the UIH): .Morphology and syntax each represent one side of the same coin 
(cf . Chapter 1 ); 
On the other hand, the strong lexicalist position in general2' claims 
that morphology and syntax are independent in that the objects of study and 
principles differ. This claim largely depends upon the hypothesis that the 
internal structure of words is not the domain of syntax (cf. the LIH in 
(19a)). Consequently, the content of the MP is explained in the strong 
lexicalist position differently from Baker. 
Grimshaw (1986), for example, suggests that the content of the UP can 
be explained in terms of the theory of word structure and of the notion 
'head of a wordt (cf. Williams (1981a)). According to Grimshaw, the Ihead 
z7 Dl Sciullo and Williams (1987); Roeper and Siege1 (1978); Roeper (1987); 
Grimshaw and nester (1985); these assume various theoretical frameworks. 
of a word' (and nothing else) can trigger changes in 'the argument struc- 
ture, Case structurefZo or subcategorlzation of a word, or can otherwise 
affect the syntactic configuration the word appears in' (Grimshaw (1986;- 
747)). Grlmshaw suggests, under the strong lexicalist position, that there 
are syntax-related morphosyntactlc operations that are triggered by affixa- 
tion.'. She suggests that the two operations (affixation and morphosyn- 
tactic operations) apply in a single derivation in a single domain (pro- 
bably in the morphological component or in the Lexicon) but that they can 
be ordered separately with other rules intervening between them because 
they are independent of each other. By separating these two operations, 
she derives the XP from the following assumption, which is plausible from 
the point of view of the strong lexicalist position: Any operations 
associated with an affix must be applied at the point in the derivation 
where the affix is the head (Grimshaw (1986;747)). Thus, the HP follows % 
with slightly different empirical predictions from Baker's MIH, as Grimshaw 
notes: affixation and morphosyntactic operations be ordered together, 
but do not have to be, as the HIH implies.3o Compare Grimhaw's and 
Baker's interpretations of the MP. Grimshaw interprets the MP as a 
generalization that holds for the link in (30a) while Baker interprets the 
HP as a generalization that holds for the link in (30b l .  
Grinshawns terminologies 'argument structuret and 'Case structure' 
roughly correspond to our terminologies 'theta-strucutrel and 'argument 
structure,' respectively. 
*e Grimshawls lexical operations are 'syntax-related' since they may change 
the grammatical relations of arguments (argument/Case structure) (cf. 
Grimshaw and Mester (1985)). 
Whether Grimshawls prediction or HIH's prediction is right seems to be 
both an empirical and a theoretical question. We will not attempt to prove 
which prediction is correct here. Like Grlmshaw (E986), we will have a 
weak interpretation of the MP below. 
(30) a. affixation <------ > morphosyntax 
b. affixation <------ > syntactic (gramtical function changing) 
processes 
Under Grimhaw, simply by examining morpheme order (and its headness) 
e . ,  mor~~alogical structure), one can predict the order of morpho- 
syntactic lexical operations associated with morphemes. Baker suggests 
that the one-to-one link in (30b) is obtained because affixation and 
syntactic processes are the two aspects of a single process (i.e., head- 
movement in Baker's sense). 
Instead of assuming the HIHIJ1 we agree with Grimhaw's opinion about 
two operations in a single derivation. But we differ from Grimshaw in 
thinking that the two operations are both triggered by (X-1 head-to-(X-) 
head transformations: Transformations that trigger Xo-structures apply in 
syntax triggering the effects of morphosyntactic operations in Grimhaw's 
sense but morphology (affixation) applies to the output of transformations 
in the PF component. Thus, the strong autonomy thesis can also be obtsined 
in the syntactic position in which what Grimshaw calls morphosyntax is 
understood in terms of transformations which affect either X-heads or 
heads. While this position aiatomatically rejects the MIH, it interprets 
the HP in another way. Under the present approach, there are no syntactic 
processes such as passive or causative; those processes are surface 
phenomena obtained through head-movement from certain D-structures with 
passive or causative predicates. Thus, what we have to consider is the 
following two links: 
(31) D-structures <---(i)---> derivations of head-to-head transformations 
<--- (ii)---> morphological derivations 
We have seen that this MIH creates nontrivial problems in Chapter 2. 
The notion of Xo-structure derived by head-movement and the HIC (morpholo- 
gical interpretation conventions) suggest that the one-to-one link (ii) is 
trivially obtained: When g moves to h, the only possible morphological 
derivation is either [[al-bl or tb-[all in which is a stem and is an 
affix. Thus, we may intepret the HP in the following way: there must be a 
one-to-one relation between D-structures and derivations of head-to-hezd 
transformations or morphological derivations. 
Given that transformations are constrained principles of UG, we can 
interpret the one-to-one relation of link (I) as follows: given a D-struc- 
ture & there must be only one output structure A' at an appropriate level. 
For example, at S-structure, John was kiLLeQ is obtained from 9 was killed 
a through A-movement and John _killed whom from yho did John kill through 
A-bar movement. Likewise, at morphological structure, [[Vl-caul is 
obtained from u u s  ... V[+MDL though head-movement. Under the present 
framework, this one-to-one link is obtained through the interaction between 
transformations and principles of UG and certain conditions of transforma- 
tions. If the J@ is interpreted in this generalized way, given a principle 
of FI and the licensing theory of transformation, we would expect the one- 
to-one link between D-structures and the outputs of transformations that 
apply to those D-structures; other possible derivations of transformations 
are ruled out by principles of UG and conditions on transformations. More 
specifically, given a D-structure, principles of UG and conditions on head- 
to-head transformations insure that there is only one derivation of head- 
movement (head-to-head transformation) and therefore only one morpholoigcal 
derivation. In short, the present approach suggests that the MP is an 
effect of the interaction between transformations and principles of 
UG/conditions on transformations. 
Two clear candidates for conditions on (head-to-head) transforamtions 
are the RHHC as formulated in (28) and Strict cyclicity of rule applica- 
tion, which states as follows:sz 
( 32 1 S t r i c t U U x U U :  
No rule can apply to a domain dominated by a cyclic node A in such a 
way as to affect solely a proper subdomain of A dominated by a node B 
which is also a cyclic node ((51) in Chomsky (1973;243)). 
The STC in (32) implies lbottom-to-topl application (cf . Chomsky (1966) ), 
and blocks the application of rule B if the domain of rule B is a sub-cycle 
of that of rule A, when an output of rule A is the input of rule B. In 
fact, below we show that both the RHMC and STC correctly predict that there 
is an one-to-one relation between syntactic structures and syntactic 
derivations, as long as morphological derivations are obtained by head-to- 
head  transformation^^^ and that we do not need to motivate any other mecha- 
nisms of UG to explain the interpretation of the MP given in (31). 
Under the present approach in which pass represents a predicate (cf. 
Section 4.3.), consider the followng Bemba data, which observe the HP. 
(33) Mwape aa-mon-eshy-wa Mutumba na ine 
Hwape 3sS- - - s Hutumba by me 
wNwape was made to see Mutumba by me.w 
a r I  made Mutumba to be seen by H w a ~ e . ~  (C51b) in Baker (1985a)) 
Given the interpretation of the sentence in (33), the syntactic structure 
of (33) must be (343)  below and given the string order of the complex 
The hypothesis that the syntax of complex predicates is subject to STC 
is explicitly suggested in Smith (1982) and implicitly assumed in the 
syntactic position (cf. Woodbery (1985); Sadock (1986); Woodbery and Sadock 
(1986) ). 
If morphological derivations are not obtained by head-to-head transfor- 
mations (cf. cliticization), then there may not be one-to-one relation in 
link (i). Below ve will assume that the MP holds of complex words derived 
by head-to-head transformations. 
predicate in (33) and the RHR, the morphological structure of - 
may be either (34b) or ( 3 4 ~ ) . = ~  
(34) a. S 1 b. [ [ [Vl-caual-pass1 
... \ c. [[VI-[[causl-pass11 
pass S2 
... \ 
caus S3 
/ \ 
... v .. 
The other logically possible derivations that we can have from structure 
(34a) would produce different morpheme order. For example, if V moves to 
first and then  ass moves to [V-gausl, then we would have m s - V - c u .  
Let us consider the link between (34a) and (34b). STC suggests that w- 
movement applies first and then --movement applies next. Given the 
notion of head-movement and Xo-structure obtained by head-movement, the 
cyclic rule application leads only to (34b). This derivation does not 
violate the RHMC. Suppose that rpy~ moves to pass and then V moves to 
- -1 (this derivation does not violate STC in (32)). Then, we would 
have morphological structure (34c). However, this syntactic derivation 
triggering (43c) violates the RHMC since when V moves to [caus-~assl, the 
trace of taus would induce the NC and therefore V-moveme'lnt to [- - I 
would be illegal, given the RHHC. Thus when head-movement is responsible 
for the complex predicate in (33), the syntactic configuration in (34a) can 
be linked only with the morphological structure in (34b), given STC and the 
RHHC. In fact, the notion of RHMC that blocks head-movement crossing 
If overt RR applies to (34a), the morphological structure would be 
~ipass-Icaus-~V111 in which V is the s-head and  ass is the m-head and the 
obtained morphological structure is parallel to (34b) except for morpheme 
order. If RR applies, we would not have other options since other possible 
derivations of RR obtained from (34a) change morpheme order. For example, 
if overt RR applies in cycle S2 and head-movement in cycle S1, then the 
morphological structure is [[caus-[Vll-=l. As far as we can see, the HP 
is mostly discussed in connection with H-complex words; thus the examples 
discussed below are H-complex words, unless we specify otherwise. 
another head and trace theory always insures (A) that the affix in the 
largest cycle represent a matrix predicate and that the affix In the Pecond 
largest cycle represents a second matrix predicate (and so on) and !B) that 
the stem in the most embedded cycle represents the most embedded predicate 
in syntactic structure. Thus, as long as predicate-movement is involved, 
there seems to be an one-to-one relation between D-structures and morpho- 
logical derivations. 
Consider another example where four predicates affixed in head-final 
languages: 
(35) a. Utit-ti-tau-kqu-vauk 
return-caus-pass-want-3sS/3sO wHe wants it to be returned (made 
to come back)" (cf Smith (1982); LI Eskimo) 
b. [,I want tr pass 1. caus [. return I 1 1 1  
The interpretation of (35) suggests the clausal structure given in (35b). 
In head-final languages, the structure of V-caus - pass -want must be [[[[Vl- 
causl-pass]-want], whether the complex predicate is derived by RR or by 
head-movement, because predicates cannot cross other predicates, given the 
RHMC. Thus the morpheme order reflects syntactic structure: want is the 
highest matrix predicate and pass is the predicate of the second highest 
clause. Their order cannot be changed without changing their positions at 
D-structure since every predi.cate represents a syntactic cyclic domain. 
Consider another set of data from Baker (1985a), whlch contains a 
nonpredicate. 
(36) a. Naa-mon-an-ya Ilwape na nutumba 
1sS-past-see-recL~ -c a w  and 
"1 made Mwape and Mutumba see each other." 
b. Hwape na Chilufya baa-mon-eshy-ana Mutumba 
and 3pS-m-caus - r e c h  
"Hwape and Chilufya made each, other see Hutumba ((49) in Baker 
(1985a) ) 
The interpretation of (36a) suggests that recSD should be associated with 
the embedded predicate and given the morpheme order, the morphological 
structure of the complex predicate may be either (1) [[[VI-recipl-causl or 
(2) [IVI-[[recipl-causll. In (11, reclD moves to gee in the embedded 
clause and then [--gee1 moves to w. In ( 2 ) ,  &-to-= movement 
in a matrix clause is followed by =-to-- - c a w  movement, Those 
derivatations would not violate both STC and the RHMC since does not 
represent a predicate. Thus the HP may not hold in this case. The 
interpretation of (36b) suggests that must be associated with the 
matrix clause and the morphological structure of V-caus - re- may be either 
[[VI-causl-recipl or [IVI-Icaus-recipll. Both derivations are possibi- 
lities since they do not violate the RHMC or STC. However there seems to 
be a reason for why the RHMC does not choose one from the two possible 
derivations: it' may be that is a clitic and is cliticized to V," and 
therefore it may be possible to have two derivations. Or if reciD amal- 
gamation is obtained by a mechanism other than head-movement, we expect 
other principles of UG that govern the behavior of cliticization to choose 
one of the two possible  derivation^.'^ 
It may not be the case that reciD is incorporated to V exclusively by 
head-movement, since noun-incoporation from an ECMed NP to a matrix V is 
not attested to in general (cf. Baker (1985/to appear)). We also assume 
that E-cliticization described by Rizzi (1981) may not be derived exclu- 
sively by head-movement since the landing site of the clitic ne is not a 
lexical head; there may be an independently motivated mechanism (other than 
head-movement) governing cliticization of heads, which is not morphologi- 
cally-motivated. 
If some morphemes that are not derived by head-movement are not con- 
trained by the RHMC, then we would expect that morphological structure may 
not reflect syntactic tree structure. Consider the Eskimo data in which 
E appears as adjacent to tell but not to dry; nevertheless, EIEG does not 
go with tell but with as we see in the translation. 
(i) ... [ ma-kut atura-ni, ... keniller-mun kana-vet, maclre-lu-ki 
this-ABp clothes-ABp.3Rs firepit-TMs down-TH expose-APO-3pO 
kinerci-qaal-sqe-vke-na-ki 
APO-3pO 
n...(he) told (her) [LBf to dg,y his clothes (by) exposing them to the 
firepit down there.n ((23) in Woodbury (1985)) 
We simply assume that syntactic operations through which complex predicates 
One more example under the domain of the MP is the one which contain 
agreement elements. 
(37) a. Hu#nat-fan-s-in-aolak i famagu'un gi as tata-n-niha 
1 s S - a  - ~1 - Dass - SD& children obl father-their 
nI had the children spanked by their father." (Chamorro data; (25) 
in baker ( 1985a) ) 
b. 11 caus II pl pass [I spank 1 1 1  
In (37a), fi is associated with the clause with pass but not one with V or 
with caua. as shown in (37b), and the morpheme structure of caus-~1- ass - 
YS7 is either [caus-[pl-[pass-[VIII (1) or [:taus-pll-[pass-Vl1 (2). Deri- 
vation (1) would not violate either the RHMC or STC since it is a typical 
cyclic application. One the other hand, derivation (2) indicates that 
is obtained first and that then ~ a u s  - ~1 - pgss -V is obtained. 
However,.the second derivation would violate the RHMC becuase the trace of 
a would induce the MC when pass-V moves to caus-~1. Note also that fi is 
not RRed with w, since V-to-I RR is not an option given that I, which is 
the s-head, is semantically weaker than V. 
To conclude, the content of the MP is simply a consequence of the 
interaction of the RHMC and STC under the notion of Xo-structure obtained 
through head-movement/overt RR. On the other hand, Baker apparently 
intends to constrain both link (i) and link ( i i )  in terms of the MIH. 
Given that b ~ t h  links are constrained independently, the HIH is not a 
viable hypothesis since it is redundant and causes theoretical problems, as 
are obtained determine the syntactic aspects of those complex predicates. 
Depending on different morphological structure, we may have different types 
of morphological realization; depending on whether movement obeys the RHMC, 
the relation between morphological structure and tree structure may be 
understood in different ways, about which we do not have much understanding 
at this point. 
In Chamorro, a head-initial VSO language, morpheme order reflects the 
head-parameter. We thus predict that the complex predicate in (37) is 
derived by RR. Note that whether it is derived by RR or head-movement, the 
morphological cycles are the same except for the direction of affixes. 
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we discussed in Chapter 2. Although Baker interprets the MP from a 
different point of view, the HIH itself does not actually play a role in 
ruling out possible unacceptable derivations and would have to resort to 
STC and ti a version of the HMC to rule out them. 
The RHHC not only explains the HP (which we interpret as the one-to- 
one link between D-structures and derivations of head-to-head transforma- 
tions) but also excludes some impossible combinations. Baker illustrates 
various cases of possible and impossible combinations of head-movement. 
There are two possible instantiations of multiple head-movement: First, 
head-movement may apply cyclically (38a). Second, P and N can both be 
separately incorporated into the same V (38b)." 
(38) a. XP b. VP 
/ \ / I \  
X Y P / I \  
A / \ V NP PP 
I Y ZP I / \ A 
A l  / \ 1, - I N P ... 
I Z ... 1- I I 
1- I I I 
Given the RHHC, cyclic head-movement is valid as long as complementation 
relations (L-marking relation) hold. For example, a noun/verb-incorporated 
For example, in (i), N and P are incorporated. 
(i) Wa?-khe-ta?nar-atya?t-hah0. 
past-lsS/3FO-bread - buv - aDp "1 bought some br_ead her. 
((i); Tuscarora data drawn from Williams (1976); cf. (2) from Baker (to 
appear; ch 7 )  
V can further be incorporated to another V (cyclic application).'' These 
two instantiations violate neither STC nor the RHMC.*O 
There are three impossible instantiations of multiple head-movement. 
First, when P is' incorporated to a V, the head (N) of its object (NP) 
cannot be incorporated to that V.*= Second, two nouns or Ps cannot be 
incorporated to a V at the same time.'? Third, after V is incoporated to 
I - I ,  P, which is in the same clause as V, cannot be incorporated to 
The following example demonstrate the case of successive cyclic appli- 
cation: N-to-V head-movement and then [N--V1-to-caus head-movement apply 
(noun-incorporated V is incorporated to another V)). Also cf. (33) and 
935) for other instantiations of cyclic application. 
(i) I-'u'u-kur-lam-ban. 
Is: 2s-Ubabqr - hold1 - -past "1 made you the baby." ((i); 
Southenn Tiwa data drawn from Allen, Gardiner, and Frantz (1984); (1) from 
Baker (to appear; ch 7)) 
'O Given the parallelism condition on the MC, N might induce the MC when P 
moves to V in configuration (38b). We suggest that a head can induce the 
MC only when it intervenes in the path between a governor and a governee 
and the head of a sister maximal projection of a governor does not induce 
the HC. 
The specific example Baker gives is in (i), in which P and the head (N) 
of the NP object of P are incorporated.: 
[i) *Wa?-khe-yat-wir-ahninv-?-0 
past-lsS/30-refl-child-buy-asp- RI sold him to the ~hildren.~ 
((i); Tuscarora data drawn from Williams (1976); cf. (3) from Baker ( t s  
apgzar; ch ? I )  
4 f  The data can be drawn from Niuean (drawn from Baker (to appear; ch 7; 
24c) ) ; compare (ia) and ( ib) . 
(1) a. Kua fa fakahu vakalele tuai he magafaoa e tau tohl. 
perf-hab-send---per£ erg-family abs-pl-letter 
"The family used io send the letters by airplane." 
b. *kua fa fakahu tohi vakalele tuai e magafaoa. 
perf-hab-send-letter - airglane -perf abs-family 
"The family used to send the letters by airplane." 
J V - I C ~ ~ . ~ ~ , ~ ~  Those three cases are schematically represented as 
follows: 
C. VP 
/ \ 
v CIVP 
{pass/ / \ 
causl ... CIVt 
A \ 
I !CI)Vl.. PP 
Let us call the underlined N 2  or P 2  in ( 3 9  X 2  and the V1, N1 or P1 in 
(39) X1 .  In (39), XI-to-V head-movement and X2-to-V head-movement apply at 
the same time. The RHHC explains why the derivations in (39) are unaccep- 
table when both X 1  and X 2  are separately incorporated to V: V L-marks the 
4s The data comes from from Chichewa (i) (Baker (to appear; ch 7; (91b) and 
(93b) 1 
(I) a. Hbidzi zi-na-gul-ir-idw-a nsapato ndi kalulu 
zebras SP-past-buy-- - -asp shoes by hare 
"The zebras were bought shoes by the hare.w [[[buy]-appl-pass1 
b. 'nfumu i-na-ph-gdw-%-a mbuzi (ndi Havuto) 
chief SP-past-kill-- - -asp goat by Havuto 
nThe chief was killed a goat by Ha:tuto." [[[buy]-passl-[applll 
In (ia), P2 moves to V1 and then [Vl-P21 moves to w; the derivation 
represents the cyclic application of head-movement. In (ib), after V1 
moves to pass, P moves to [Vl--1. 
44 Baker also notes that noun-incorporation out of a possessor is not al- 
lowed; Baker (to appear; chap 7) notes that incorporation example of (i) is 
not attested to (in the grammars of the Iroquoian languages). 
(i) *I-agr-[baby [car-stole11 
HI stole the baby's car." 
This is also predicted by the RHMC if & induces the HC: the whole NP is L- 
marked, but N out of its SPEC is not possible because V cannot govern the 
SPEC of NP because of (a possessive marker) that governs the SPEC 
position within NP and that would induce the HC. 
PP in (39a), the NP or PP1 in (39b) and the CIVP in (39~). Thus, the head 
of a category L-marked by V can be incorporated to V. However, X2-movement 
in (39) violates the RHMC. In (39a), although V L-marks PP, V does not. 
govern N2 because of P1 that would induce the HC. In (39bi), N2-movement 
is not acceptable, since P would induce the MC. Thus V does not govtlrn N2. 
In (39c), ClVl would induce the UC so that V could not govern P2. In 
(39bii), since a predicate cannot select two PP's as its complements, one 
of the two PPs (=  P2) is not L-marked and therefore P2-movement is not 
legal. In short, the X2-movement in (39) violates the RHMC, resulting in 
the ungrammaticality of the derivations in (39). Since the RHMC correctly 
rules out impossible instantiations of movement, grammar does not need to 
employ additional mechanisms to rule out the X2-movement in (39). 
At this point, let us compare our approach to Baker's approach to the 
facts in (39). Unlike the present approach, Baker has the following notion 
of the GTC, assuming a certain version of the HMC.'= 
49 The HMC formulated by Baker (to appear; Chapter 2; ( 4 9 ) ) ,  for example, 
is as follows: 
(i) a trace of X should be properly governed; a is properly governed by B 
if there is no barrier between a and k; and g and h are heads. 
(ii) barrier: Let D be the smallest maximal projection containing A. 
Then C is a barrier between A and B if and only if C is a maximal 
projection that contains B and excludes A, and either: 
(a) C is not selected, OR 
(b) the head of C is distinct from the head of D and selects some UP 
equal to or containing B. 
(i) and (il) together with the GTC allow X2-movement in (39); if XP2 is 
selected, it is not a barrier as long as it satisfies the second condition 
(iib). 
For Baker, (iib) is needed to explain long-distance movement as in 
causative constructions since V - t o - a  movement in Baker's framework is as ' 
follows, in which movement to Xo is either substitution or adjunction. 
( 1  a. VP b, VP 
/ \ / \ 
Gala CP caus CP 
/ \ I / \  / \ 
Vr Gii!&X C ' V ~ c a p 8 V P ,  C' 
/ \ / \ / \ 
C I P V N P C  I P 
(40) The Tra-cv Corollarv (GTC): A lexical category which 
has an item incorporated into it governs everything which the incor- 
porated item governed in its original structural position. 
The GTC suggest that when P1 and V1 in (40a and c) are incorporated to V, 
then fPl/Vl)-V automatically governs NP2 or PP2. Thus, if the GTC should 
hold, nothing blocks the movement of N2 or P2 to or Y1-V in (39) under 
the present approach or under Baker's framework in which head-substitution 
(head-movement to functional categories) and long-distance head-movement 
are allowed (cf. fn. 45). Given the GTC, V-X would govern X2; since V L- 
marks XP containing 12, X2-movement would not violate the RHMC. Thus 
unlike the present approach, under the notion of GTC given in ( 4 0 ) ,  we need 
additional mechanisms to rule out X2-movement In (39):45 Note that the GTC 
contradicts the RHMC in terms of the parallelism condition on the MC. 
Given that head-movement is motivated by a certain morphological reason and 
does not affect categories, the GTC as a head-movement effect is rather 
counter-intuitive and is not deduced from principles of UG. Thus assuming 
the RHHC, which is both empirically and theoretically motivated, we 
dispense with the GTC as a head-movement effect.47 
I / \ I / \ 
t i  NP I ' ti NP I' 
/ \ / \ 
I VP I VP 
I / \ / \ 
ti V NP td PP 
I / \ 
t & P 
As long as one allows long-distance step-by-step movement, head-movement 
cannot be constrained by L-marking and government (cf. the RHHC). It 
should be constrained by antecedent-government or by theta-government, 
given that functional categories do not theta-mark. 
4 s  Baker (1985/to appear) introduces the notion of morphological identifi- 
cation to block the X2-movement in (39a and b); see Choe (in progress) for 
problems with the notion. 
47 One more motivation for the GTC is to explain the case of applicative 
NPs (and stranded possessors). For example, Baker (1985/to appear) 
Comparing Baker's and our proposal on the notion of head-movement, we 
summarize our discussion as follows: 
(41) a. Baker's (1985/to appear) proposal: the GTC; a version of the HMC 
that allows head-movement to functional categories and heau- 
substitution (long-distance head-movement is possible) 
b. the present proposal: no GTC; the RHMC that allows no head-movement 
to functional categories and no substitution (no long distance 
head-movement) 
Our approach is preferable to Baker's approach for both empirical and 
theoretical reasons: Under Baker, the HMC that does not rule out X2- 
movement in (39) and therefore an additional mechanism is required. We 
eliminate undesirable effects of the GTC in terms of the RHHC, ruling out 
impossible head-movement without motivating an additional mechanism to rule 
out X-movement in (39). In addition, the RHMC not only restricts head- 
movement in a theoretically and empirically motivated way (cf. Chapters 2 
and 4 ) ,  but also correctly delimits head-movement so that no additional 
mechanism is required to rule out X2-movement in (39). The present 
understanding of restricted head-movement in terms oi the RHMC also 
nullifies Di Sciullo and Williams's (1987) (DW hereafter) argument against 
a head-movement approach to noun-incorporation. They c~rrectly point out 
that Baker's approach does not imply ( A )  that an incorporated noun must be 
an argument of the incorporated verb (p.67) (cf. the L-marking requirement 
of the RHHC) and does not incorporate the empirical fact ( B )  t h a t  the 
suggests that the applicative construction is derived when the P of a PP 
complement of V is incorporated into a V. Applicative NPs are assigned 
Case by their D-structure governors even after their governors are incor- 
porated; given the GTC, as long as the governor of an NP is incorporated to 
another head obeying conditions on transformation, that NP is governed in- 
situ by an incorporated complex head. 
We suggest, without argument, that the GTC effect with respect to 
Case-government in fact derives from an independently-motivated ECM effect. 
See Choe (in progress) for the details of ECM effects that correctly 
subsumes the GTC effect with respect to Case government. See also Massam 
(1985) for an approach to ECM that subsumes the GTC effect with respect to 
Case assignment. 
incorporated item is the head of the category that is the complement of the 
incorporating verb (p. 68) (cf. the government requirement of the RHMC; 
also fn. 45). Given the RHHC, we correctly imply the two properties of 
head-movement without abandoning the syntactic position. Under the notion 
of head-movement in Baker (1985/to appear), who assume the GTC and head- 
substitution (and long-distance head-movement), fails to explain the two 
properties of head-movement. Baker's head-movement is subject to a version 
of the HHC, which requires either a theta-making relation or a certain 
version of antecedent government (cf. fn. 45). Thus Baker's notion of 
head-movement is not restricted or too loose to predict the properties ( A )  
and (B) above. Under the current formulation of the RHMC, those empirical 
properties on noun-incorporations follow; in fact, we have shown that the 
two properties, which is explained in terms of the RHHC, applies to any 
instantiations of head-movement.4e 
Since the RHHC is formulated in terms of L-marking, the RHHC subsumes 
the effects of the First Sister Principle proposed by Roeper and Siege1 
(1978;208) that constrains lexical compounding: 
(i) All verbal compounds are formed by incorporation of a word in the first 
sister position of the verb. 
Under the present approach advocating the autonomy thesis of syntax with 
respect to morphology, it would be undesirable to suggest that a restricted 
version of the RHHC applies to the Lexicon or that a generalized version of 
the First Sister Principle applies in syntax, simply because the First 
Sister Principle and the RHMC share the same effects. 
Given that both lexically-derived and syntactically-derived words are 
subject to morphological principles, and given that (i) and the RHHC 
require head-complement relations, the fact that lexical compounding and 
head-movement are constrained by similar principles can be attributed to 
some morphological principles referring to the notion of subcategorization. 
In fact, the notion of subcategorization may be available in morphology in 
the following way: Affixes subcategorize for stems (cf. Lieber (1981); 
Williams (1981a)). Note that under the RHMC, when the projection of a 
target of head-movement subcategorizes for or selects the projection of a 
stem, head-movement can apply. Thus we can suggest that there is a 
morphological interpretation of the notion of L-marking into the notion of 
morphological subcategorization in the morphological component: head- 
complement relations in syntax and in the Lexicon are interpreted as affix- 
stem relations in terms of head-complement relations. 
If both lexically- and syntactically-derived words are subject to a 
DW also argue that what Bakex calls 'syntactic' can also be shown as 
lexical. Then the HP is nothing more than a consequence of word formation 
(cf. Grimshaw (1987)). DW arque against Baker's (1985) suggestion that 
noun-incorporation is syntactic.4* One strong argument (cf. DW; (1985 NELS 
abstract)) is that  baker?^ system does not explain why the usual cases of 
noun-incorporation do not occur in ECM  environment^.^^ Baker, who suggests 
the GTC and long-distance head-movement, fails to explain why this is so. 
On the other hand, the RHMC correctly explains why head-movement is not 
possible out of an ECMed argument. ECH V1s L-mark CIPs so that ECMed NPs 
morphological principle that refer to the relations that can be interpreted 
as affix-stem (head-complement) relations in the morphological component, 
then it is not coincidental that in Korean, some VktVx sequences or 
ii/hil- (V-icaus/pass)) are also lexically-derived. Remember that VktVx, 
and V-li/hi)- complex predicates are syntactically derived, while they may 
also be lexically derived, losing their compositional meanings. 
Other arguments that Baker gives as evidence for the syntactic position 
on noun-incorporation include these: 
a. noun-incorporation may result in stranding: 
(i) a. Ka-nuhs-rakw [ nehneh a-ak-ahninu?] 
3N-house-white that indef-3F-buy 
n[The house that she would buy] is white." 
b. Hrao-nuhs-rakw ne [sawatis I 
3M-house-white John 
n[Johnts -1 is white." (Mohawk data; (49 and 55) in Baker 
(L985/to appear; Chap 3); orginally from Postal (1962; 395 and 319)) 
b. noun-incorporation may illustrate doubling. 
(ii) Ka-nuhs-raku thiku ka-nuhs-a 
3N---white this pre-house-suf (Mohawk data: from DW (p.64)) 
c. incorporated nouns may be referentially transparent. 
(iii) K-atenun-hah-kwe. Ah tis yehetkv 
I-watch-HAB-past ah how she.ugly 
"1 was baby-sitting. Boy is she uglyen ((34) in DW ( p . 6 8 ) ;  orginal- 
1y from Hithun (1984;112)) 
DW discusses other ways to look at these aspects of noun-incorporation. 
Both Baker's and DW's claims on these points are not falsifiable under the 
current understanding of the linguistic facts in (i-iii). We simply point 
out that these three points are not incompatible with either Baker's or our 
version of the position that noun-incorporation is syntactic. 
30 There is an exception to the fact that N out of an ECMed NP does not 
incorporate: geci~ may incorporate to V in a small clause ECM environment, 
as in (36b). It thus seems safe to assume that cliticization (indeper.- 
dently o f  noun-incorporation) is responsible for the ~PC~D-movement in (36b). 
535 
can  be inco rpora t ed  t o  ECH verbs .  However, C I  would induce t h e  HC s o  t h a t  
a n  ECH v e r b  cannot  govern t h e  head of t h e  embedded s u b j e c t  NP.sa 
So fan ,  we have d i s c u s s e d  t h e  behavior  of head-movement. By d i s c a r d -  
i n g  head-movement t o  f u n c t i o n a l  c a t e g o r i e s ,  we have r e fo rmula t ed  t h e  RHHC, 
which c o r r e c t l y  d e l i m i t s  t h e  behavior  of head-movement. We have a l s o  shown 
t h a t  t h e  WP d e r i v e s  from S t r i c t  C y c l i c i t y  and t h e  RHHC ( a n  e f f e c t  of t h e  
i n t e r a c t i o n  between t r a n s f o r m a t i o n s  and p r i n c i p l e s  of UGIconditions on 
t r a n s f o r m a t i o n s ) .  I n  t h e  fo l lowing  Sec t ion ,  we d i s c u s s  a n  approach t o  
complex words, i.e., D i  S c u i l l o  and Williams's (1987) approach,  and show 
t h a t  it is n o t  v i a b l e  on both  t h e o r e t i c a l  and e m p i r i c a l  grounds. 
5.3. C o m ~ l e x  words under t h e  s t r o n a  l e x i c a l i s t  Dos i t i on  
The s t r o n g  l e x i c a l i s t  pos i t i ons2  advoca te s  t h e  fo l lowing  t h e s e s :  (1) 
a f f i x a t i o n  is always l e x i c a l  and ( 2 )  it r e s u l t s  i n  change i n  t h e t a - s t r u c -  
t u r e  s i n c e  a f f i x a t i o n  a f f e c t s  t h e  t h e t a - s t r u c t u r e  of a stem. On t h e  o t h e r  
hand, t h e  p r e s e n t  approach s u g g e s t s  t h a t  (1) is n o t  t r u e  s i n c e  a f f i x a t i o n  
can  a p p l y  i n  s y n t a x  and t h a t  ( 2 )  is a n  e m p i r i c a l  q u e s t i o n .  Given t h e  
p r o j e c t i o n  p r i n c i p l e ,  a f f i x a t i o n  a f f e c t s  t h e t a - s t r u c t u r e  i f  it is l e x i c a l  
whereas it does  no t  a f f e c t  t h e t a - s t r u c t u r e  i f  i t  is s y n t a c t i c .  We have 
s e e n  t h a t  a f f i x i r t i o n  does  n o t  r e a l l y  change t h e t a - s t r u c t u r e  a l t hough  it 
changes argument structure ( o r  Case s t r u c t u r e ) .  Whether a f f i x a t i o n  r e s u l t s  
i n  change i n  t h e t a - s t r u c t u r e  is a p u r e l y  e m p i r i c a l  i s s n e .  A f f i x a t i o n  t h a t  
is argued t o  change t h e t a - s t r u c t u r e  can  a l s o  be argued t o  change argument 
If ECHed arguments a d j o i n  t o  an ECH verb,  a s  we sugges ted  i n  S e c t i o n  
4.1. ( c f .  Choe ( i n  p r o g r e s s ) ) ,  t hen  head-movement o u t  of a n  ECMed NP is 
r u l e d  o u t  by t h e  RHHC s i n c e  a n  ECM v e r b  cannot  L-mark its p r o j e c t i o n  t h a t  
c o n t a i n s  a n  BCUed argument. 
'2 c f .  n i t h u n  (1986;1986); Williams (1981);  Grimshaw and Mester (1985);  
Grimshaw (1986);  and D i  S c i u l l o  and Wil l iams (1987) .  
structure but not theta-structure (cf. Sections 3.3. and 4.2.). Thus it 
seems that the criterion based on whether affixation 'changes theta- 
structuref is not theory-external and does not determine whether it is 
derived lexically or syntactically. For example, affixation of -able has 
the same effect as passive affixation (-en). Both affixations may change 
theta-structure, but whether they really change theta-structure is an 
empirical issue. We have also seen that the msrphological aspects (of a 
word) do not directly indicate whether it is lexically-derived or syntacti- 
cally-derived, as we saw in Sections 4.2. and 4.3.. Thus neither morpho- 
logical aspects of words nor 'changes in theta-structuret determine whether 
morphologically-complex words are derived syntactically or lexically. 
Di Sciullo and Williams (1987; DW hereafter) discuss complex words 
under the ideas that when phonological strings are morphologically words, 
they are always derived lexically and that if words are morphologically 
complex, affixation triggers change in the theta-structure of a stem. They 
claim that syntactic rules may alter grammatical relations (A-movement) but 
that there is 'no syntactic rule that alters argument st~ucture.'~' In 
short, DW aim at a theory in which affixation is entirely excluded from the 
syntactic component. Under the two theses above, DW introduce the notion 
of words as 'syntactic atoms' and 'syntactic wordsIs4 to explain the 
53 Note that their position does not allow the notion of change in argument 
structure but does allow that of change in theta-structure, which occurs in 
the Lexicon. On the other hand, the present approach allows the notion of 
change in argument structure (Case structure) in syntax (cf. causative 
constructions) and that of change in theta-structure in the Lexicon. 
Syntactic rules that change argument structure are not blocked as long as 
the principles of UG (such as the theta-criterion and the projection 
principle) are not violated. Because of the projection principle, there 
are no syntactic rules that change in theta-structure, whereas RR or head- 
movement changes argument structure without changing theta-structure. 
34 The two other notions they discuss are a  morphological objectt (rnor- 
pheme and a psychological object ( listeme ), which are not our immediate 
morphologically-complex words and 'restructured' or 'reanalyzedt words 
discussed in the literature. 'Syntactic atomst refer to [wordsl that can 
be inserted into an Xo position ( p . 7 8 )  (the syntactic atomicity of words). 
'Syntactic words' refer to ph-rasal units that can be inserted in an Xo- 
position; since these phrasal units do not follow from morphological laws 
or from the syntactic autonomy of words, they consider them as marked 
objects. The rules creating this 'syntactic word1 essentially reanalyze a 
phrase as a word (as a syntactic atom) and they are part of word forma- 
tions. (p.79). Their main suggestions, as summarized below, directly 
relate to our concerns.33 
(42) a. Words are syntactic atoms that are inserted in Xo positions. 
b. Phrases may be inserted in Xo position as syntactic words (marked 
cases). (93/100) 
(42a) suggests that M- and M/R-complex words in our sense should be 
'syntactic atoms'; (42b) suggests that R-complex words in our sense may be 
phrases inserted in Xo positions (fsyntactic words'), along the lines of 
Rizzi (1982) and of Zubizarreta (1982;1985)). 
The strong lexicalist position in (42a) can easily be dismissed from a 
theoretical and empirical point of view.5e First, (42a) directly con- 
tradicts the syntactic position that allows the employment of phonetically 
null predicates or of 'fusing' morphemes (remember that we saw in Sections 
4.2. and 4.3. that such predicates and morphemes lead to proper understand- 
concern. 
The other specific related morphological phenomena they discuss will not 
be dealt with here. Our point in this subsection is to show that the two 
suggestions in (42) are not desirable and do not offer any insight into the 
matters we are discussing. 
EC As Jensen and Johns (in press) have also pointed out, the strong 
lexicalist position is theoretically problematic; it is forced to say that 
lexical rules also change Case structure or grammatical functions (cf. 
Grimshaw and Hester (1985); Grimshaw (1986)). 
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ing of cross-linguistic variants of passive and ergative (and nonergative) 
causative constructions). (42a) also fails to face empirical facts 
concerning three different types of morphological amalgamtions: lexical 
amalgamation, deep-morphological amalgamtion (by deep-overt RR or by head- 
movement), and surface-mophological amlagamtion (by surface-overt RR), 
which are empirically found crcss-linguistically, as we discussed in 
Chapters 3 and 4. 
By maintaining (42a), DW may lack various aspects of predictions that 
our proposal has: DW fail to offer any insight into the fact that in 
certain cases morpheme order reflects the head-parameter or the RHR and 
theref ore in head-initial languages both directions of af f ixation are 
attested to, while in head-final languages only one direction of affixation 
is attested to. Under (42a), it would be difficult to explain why morpheme 
order reflects the head-parameter in certain cases and in fact, the string- 
preserving property of RR would be surprising or considered as a marked 
phenomenon (as exceptions to the RHR), since DW have no principled way to 
correlate the head-parameter and morpheme order in certain environments. 
Also, it would be hard to differentiate the morphology, syntax, and 
semantics of M- and H/R-complex words in a systematic way as we do. 
The suggestion in (42b) also has some serious problems. In DW, the 
notion 'syntactic word' is motivated to explain 'reanalysis;' DW suggest 
that reanalysis is obtained by having double structure (called coanalysis) 
whose top structure reflects syntactic structure consistent with (42a) and 
whose bottom structure reflects morphological aspects or represents the 
structure of a 'syntactic wordt formed by more than one 'syntactic atom.' 
They suggest that coanalysis is obtained when an affix is ambiguously taken 
as adjoined to the phrase and affixed to the head; thus coanalysis is 
obtained only in very special circumstances, i.e., when the following Head 
Peripherality Condition (the HPC) holds:s7 
(43) a. the affix is a suffix and X' is head-final, or 
b. the affix is a prefix and X' is head-initial ((21) in SW (1987;89)) 
They observe that only under these circumstances could the structursl 
ambiguity arise. 
The idea of coanalysis suggests that 'syntactic atomst can be affixed 
to other 'syntactic atoms' when they observe the HPC, forming 'syntactic 
words,' DW demonstrate that two constructions fit into these environments: 
French causative and Italian 'restructuring' constructions (cf. (29) and 
(50) in DW; 91 and 99). 
(44) a. VP b. VP 
/ I \. / \ 
/ VP \ [syntactic analysis1 / VP 
/ / \  \ / / \ 
V V NP PP V V PP 
I I I \ I I I 
Jean a f a i t  lire ce livre h Harie Gianni vuloe parlare a Paulo 
I I I I I I I 
V V NP NP V V PP 
\ / / / \ / / 
v / / v / 
\ / / [morphological analysis] \ / 
VF' VP 
nJean made Marie read the book." Gianni wants to talk to Paula." 
In (44a) and (44b), the underlined morphologically-independent elements 
form 'syntactic wordst in that they are dominated under Xo in the morpholo- 
gical analysis (bottom structure). On the other hand, the French faire and 
the Italian Vx yolere are considered as affix-like and construed as forming 
s7 It is interesting to see that descriptively speaking, (43) amounts to 
saying that when string order is preserved, coanalysis can apply. But the 
tricky point is that (43) intends to apply to a 'syntactic wordt composed 
of words whereas the string-preserving property of RR intends to apply to 
certain moprholoqically-complex words. 
morphological compounds with V since, like sase in Japanese, faire 'intern- 
alizes' an embedded subject (cf. Williams (1981b); 
There are a number of problems with this approach."" First, the 
principle behind coanalysis, i.e., the HPC, is not deduced from principles 
of UG. Thus, from the point of view of UG, it is not economical and causes 
a learnability problem. Second, the syntactic analysis allows a VP 
complementation in the environments of coanalysis; the above W complemena- 
tion is rather radical since the logical subject of read (1 Marie) is not 
base-generated in the proper domain of V-projection; it appears in the 
complement position of a matrix verb. The more serious problem with VP 
complementation is that in noncoanalysis environments, the IP projection 
would be projected in different ways with regard to the subject position of 
read. Thus the top structure (syntactic analysis) violates the projection 
principle at D-structure, or they would have to allow different projections 
for every transitive predicate in French and Italian, which is very 
undesirable. Third, this approach does nat distinguish between Italian 
causative and 'restructuring1 constructions since the structure of Italian 
causative construction would be like (44a) and therefore would require 
additional mechanisms to differentiate trestructuringt and causative 
constructions in Italian.=O Given that the top structure does not intend 
DW call the causee in both Japanese and Romance causative constructions 
the 'internalized subject.' This notion applies both to the nonmor- 
phological fsire affixation and to the morphological sase affixation. 
59 Our criticisms of Zubizaretta's (1982) 'parallel1 structure approach to 
'restructuring1 directly apply to DW's coanalysis approach (cf. Chapter 3 1 ,  
which we will cot repeat here. Below, we discuss additional objections to 
their coanalysis. 
aemernber that Italian causative construction does not employ V-to-V RR 
showing no auxiliary change, while the 'restructuring' construction 
triggers auxiliary change. 
to capture the semantics of complex words, the auxiliary nature of 'res- 
tructuring' predicates that is not found with causative verbs would have to 
be explained independently. 
One more serious problem with coanalysis appear when DW extend their 
coanalysis to explain Japanese causative construction, as in (45). 
( 4 5 )  VP 
/ I \  
V P  \ 
/ / \  \ 
PP NP V V 
I I I I  
Tanaka-ga Jonh-ni hon-o ygni-sasg-masu 
I i I I 
PP NP V af 
\ \ \ / 
\ \ v 
\ \ / nTanaka makes John read the book." 
VP (cf. DW;94) 
The syntactic analysis (the top structure) is well-motivated with respect 
to binding; although y-sase is m~rphologically a word, the causee behaves 
as a subject does with respect to binding (also cf. Section 4.2.), just as 
the causee in Romance causative construction behaves as a subject does: 
Although the morphological analysis is not unusual, the syntactic analysis 
is unusal with respect to the suggestion in (42~): morphe~~res V and pase 
constitute 'syntactic atoms,' contrary to (42a). 
The syntactic (top) analysis in (46) virtually states that words may 
fail to be 'syntactic atoms' and that syntactic facts such as binding 
suggest that morphologically-complex predicates can be represented by more 
than one predicats in syntax. This amounts to accepting the syntactic 
position and to discarding the strong lexicalist position articulated in 
(42). If the syntactic position is accepted at some point, the suggestion 
in (42a) has no explanatory power. If such exceptions to (42a) are cross- 
linguistically productive phenomena, as we in fact showed in Chapters 3 and 
4, we would better motivate mechanisms or transformations governing the 
morphological aspects instead of motivating coanalysis, loosening the 
burden of grdmmar and reducing the redundancy of the bottom structure. 
In fact, a coanalysis approach is also empirically problematic. For 
example, the following Chi-Mwi:ni causativization raises a problem with 
( 4 7 )  Mwa: lirnu 0-wa-Jndik-ish-iz-e wa:na xat i 
teacher SP-OP-write-caus-T/A children letter 
"The teacher m d e  the children write a letter." ((7.76) in Marantz 
(1984); originally from Abasheikh (1979)) 
Since Chi-Mwi:ni is head-initial, if caus is considered as an affix, 
coanalysis cannot apply to the Chi-Mwi:ni causatives since the HPC does not 
hold for the nite-caug string (V-affix), i.e., an affix is not a prefix in 
a head-initial language (cf. 43b). Thus hit-caus in this language should 
be a 'syntactic atom,' yielding a mono--clausal structure in the top 
structure. However, sentence (47) nust represent a bi-clausal structure, 
like the Japanese sase causativization, given the binding fact in (48b) and 
the SSC efffect in (48~1: 
(48) a .  Mi rn-phik-ksh-iz-e ru:hu-y-a cha:kuja 
I SP-cook-w-T/A myself food 
"1 made myself cook food." / b. Mi mi-m--big-ish-iz-e mwa:na r~:hu-y-e 
I SP-OP-hit-caus-T/A child himself 
ItI made the child hit himself.t' 
c .  * M i  ni-m-blg-lsh-iz-e A31 r~:hu-~-a' 
I SP-OP-hlt-u-T/A All myself 
mde Ali hit myself ." ((7.83) in Harantz (1984); originally 
from Abasheikh (1979)) 
In (4811)~ the causee instead of the causer binds an anaphor; ( 4 8 ~ )  shows 
I 
that the causee triggers the SSC effects. DW would thus dant to suggest, 
Alec Marantz (p.c.1 has pointed out that the word order in the Chi- 
Mwi:ni causative may create a problem when the causative is coanalyzed. 
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by analogy with the analysis given in ( 4 5 ) ,  that coanalysis does apply in 
( 4 7 ) ,  assuming t h t  the morpheme order in ( 4 7 )  follows the HPC: paus does 
not behave as an affix but as a stem in this language. However, given 
their claim that only 'affixes1 can change theta-structure, caus should be 
an affix (caus 'internalizest the subject of V; cf. fn. 58) and in fact, DW 
would want to say that taus is an affix, like Japanese sase. Thus suppose 
that Chi-Mwi:ni contitutes an exception to the HPC. Then sentence (47) can 
be coanalyzed consistent with the binding facts in (48). However, there is 
no way to have the top structure since we would need a crossing node 
because hit and its arguments are intervened by cause. Thus, in either 
direction, DW meet a dilemma. 
To summarize, DWts approach (a strong lexicalist position) to morpho- 
logically-complex words and to renalysis or 'restructuring' constructions 
not only is not theoretically viable but also has empirical problems. In 
what follows, we discuss Kaynets analysis of trestructuring' (clitic 
climbing) in some Romance languages and maintain our position that 'reg- 
tructuringl triggers clitic climbing, assuming that clitic climbing is also 
constrained by other principles of grammar (cf. Kaynels (1980) conjecture). 
5.5. paynets (1987) analysis of clitic clirnbina and the universalitv of 
V-to-V RR 
Kayne (1980) observes that Old French, which was a pro-drop language, 
also showed some 'restructuring effect, i.e., clitic climbing in certain 
environments, like Italian, while in modern French, both null subjects and 
clitic climbing are not observed. Kayne (1980) thus conjectures that pro- 
drop paramters and 'restructuring' phenomena are related in that clitic 
climbing is obtained in languages in which pro-drop is employed.62 
In his recent paper, Kayne (1987) develops an idea that the mechanism 
governing null subjects m y  also govern clitic climbing and suggests that 
clitic climbing is not a side effect of 'restrucuturing,' unlike Rizzi 
(1982), but has to do with the formal properties of INFL in a language with 
clitic climbing, just as the property of INFL determines pro-drop parame- 
ters. The interesting part of this suggestion is that it accounts for the 
correlation between null subjects and clitic climbing that is observed 
diachronically in French. However, the present approach to the 'restruc- 
turing' phenomenon does not provide any insightful or theoretically 
interesting way to correlate clitic climbing and null subjects. In fact 
the present approach suggests that the lrestructuring' phenomenon obtained 
by V-tu-V RR is independent of null subjects whereas clitic climbing is an 
(optional) by-product of V-to-V RR. Below, we discuss Kayne's proposal; 
while pointing out problems with Kayne's analysis of clitic climbing under 
the present understanding of head-movement, we discuss a possible explana- 
tion of Kayne's conjecture in the present framework, maintaining that 
clitic climbing is a 'restructuring1 effect. 
5.5.1. Kayne's (1987) 'restructuring' (clitic climbing) 
Kayne's proposal goes as follnws. First, clitics are heads and clitic 
movement is head-to-head movement. Second, in a certain language in which 
INFL is 'strong' or 'richt enough to allow pro in a simple clause, INFL[- 
6 2  Kayne (1980) thus suggests that the relation between clitic climbing and 
null subjects can be explained if Rizzi's restructuring rule requires null 
subjects in infinitive clauses and if languages with null subjects allow 
null subjects in infinitive clauses. 
Tensel 'L-marks' VP. Third, the infinitive complements of verbs which 
allow clitic climbing contain empty CIS. Given the above assumptions, 
clitic climbing is obtained through the following three steps of deriva- 
tions. 
(49) a. .. Ik [VP V [CP [C e I [rp PRO [ I, [VD V CL..lIIII.. 
b. .. Ik [VP V [CP [C e I [ZIP PRO [ [CIA%-11, [VR V t~..]~]]~.. 
C. .. Ik [VP V [a [a [CLi-112 I [ x p  PRO [ tg [VP V t~.I.IIII~~ 
d. . .I [CLi-11,-Ilk [VP V [co [a t, I [ED PRO [ t, 
IVP v t~..lllll.. 
In (49b), a clitic moves to I, then cl-I moves to C, as in (49c) .  Finally, 
cl-I-C moves to the matrix INFL (clitic climbing), as in (49d). since 
INFLI-Tense] in pro-drop languages L-marks VP so that the trace &+ in (49b) 
is legal with respect to the ECP, the trace kt is antecedent-governed by 
its antecedent in pro-drop languages. If VP is not L-marked, VP is a BC 
(inherent barrier) and antecedent government from I, in (49a) is not 
possible. Thus, in non-pro-drop langugages in which VP is not L-marked by 
INFL[-Tensel, clitic-movement to INFL is blocked and therefore, no further 
step is possible. 
As for a motivation for the movement in (49b1, Kayne notices that in 
Old French, and in some Romance languages that allow clitic climbing, 
clitics may be separated from V by an adverb or by a quantifier, while in 
Modern French, clitics should not b,? separated from V by an adverb or by a 
quantifier. 
(50) a .  ( * )  Jean a promis de J&g& bien faire. 
b. Jean a promise de bien Jes faire. ((3-4) in Kayne (1987)) 
Kayne thus suggests that the grammaticality of (50a) in pro-drop languages 
implies that clitic movement is not to V but rather to I; it is also a 
necessary step to satisfy the ECP. The option for (50a) is not possible 
for non-gro-drop languages since VP is a barrier and therefore clitics 
should move to V, yielding (50b). 
The derivation of (49c) is not always possible eve1 when INFL is I- 
Tense1 in pro-drop languages. For example, the usual control construction 
does not allow clitic climbing, while clitic climbing is observed in 
certain control environments in which a certain limited class of predicates 
which Rizzi call Vx appears. Based on ~ujdn (1978)'s hypothesis that verbs 
that take infinitival complements associated with an independent tense do 
not allow clitic climbing, Kayne suggests that in the usual control 
construction, C is filled with [+Tense]. Kayne further suggests that I-to- 
C head-movement is blocked because of the feature [+Tense1 in C in the 
usual control constructi~n.~' Thus, the contrast between control and Ires- 
tructuring' constructions with respect to clitic climbing is obtained. 
Kayne also suggests that the third movement (INFL-INFL amalgamation) also 
explains the contrast between Italian and Old French clitic climbing in 
ergative construction. 
(51) a. *Lo bisogna fare. "(It) it,, is-necesary to-do.11 
b. I1 le faut faire (cf. (30-31a) in Kayne (1987)) 
In French, agreement does not agree with the post-verbal NP and in Italian, 
agreement must assign NOH to a post-verbal NP in the absence of a distinct 
thematic subject. Kayne thus suggests that in Italian, the infinitive 
complement of the inpersonal verb will be coindexed with the matrix AGR, 
which is associated with NOM. Kayne suggests that this difference is 
reflected in the contrast in (51a) and (51b) if the amalgamation of 
63 It is usually assumed that the overt element in C blocks head-movement 
to C (cf. Section 1). Kayne illustrates such an example below. 
(i) a. Non so de faru ('(I) neg. know if to-do-them') 
b. *Non so se fare. (cf. (23 -4 )  in Kayne (1987)) 
The ungrammaticality of (ib) would also be explained if the (a) clause 
is not L-marked so that the movement in (49c) is blocked. Under the 
present f:camework, we, however, suggest that the overt realization of C (m) blocks V-to-V RR in Romance languages for some language-specific 
reasons; noii that in Romance languages overt C in general blocks RR 
(whereas in languages such as Korean overt C does not) (cf. Section 4.1.1. 
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differently indexed INFLs is blocked (by a nondistinctness condition) in 
Italian (51a); this nondistinctness condition explains why trestructuringt 
verbs are strongly 'subject-control1 and why clitic climbing is impossible 
with true object control. A version of the nondistictness condition also 
blocks clitic climbing in control construction in which the lower C has 
Tense, since there might be a Tense conflict with the matrix Tense, if 
clitic climbing took place in control construction. 
5.5.2. Some problems with Kayne (1987) and reviving lrestructuringl 
Despite its interesting explanatory dondinIC4 Kaynets proposal has 
three problems. First, the proposal raises a problem with the RHMC and 
with the notion of head-movement. In the derivation in (49a), a head (N- 
head probably) moves to I across V. Thus, the antecedent of INFL would not 
govern its trace since V would induce the Me. The HHC may thus not be 
satisfied unless a stipulation is added.cb As for the second movement in 
(49c), we have already shown that head-movement to C (substitution) is 
neither theoretically nor empirically well-motivated. In addition, if the 
RHHC in terms of L-marking is right, then I-to-C movement also violates the 
HHC since C does not L-mark I. As for the movement in (49d), if the RHMC 
blocks head-movement out of the Xo-structure formed by head-movement, CL-I 
moves up to a ratrix INFL. However, the overt realization of an embedded 
INFL element ususally remlns in-situ, as we see in Italian data." 
C 4  For more interesting phenomena associated with this proposal, see Kayne 
(1987). 
For this reason, cliticization may not be derived (exclusively) by head- 
movement. 
AS we speculated in Chapter 4 (cf. fn. 9 in Section 4.3.) if the 
auxiliary verb esaere is base-generated as V but is amalgarated with INFL 
with V at PF, then clitics climb without taking it, but clitias climb with 
(52) a. Haria dl potrebbe essere dovuta tornare tl. 
"Haria therel might 'bef had to go back ti." 
b. Piero stava per essere presentato ti. 
nPiero to himl was going to & introduced tr." ((91) and (114) in 
Rizzi (1982;23 and 28)) 
The data in (52) raise a doubt about the movement in (49d) and therefore 
the movement in (49al. 
The second problem has to do with auxiliary assignment in Italian. 
Consider the following data from Burzio (1986) and ~izzi (1982) : 
(53) a. Uario L;F sarehhe propria voluto andare. 
94ary would really want to go there." (auxiliary change) 
b. Hario sarebbe proprio voluto andard (auxiliary change) 
c. *Mario d avrebbe proprio voluto andare. 
d. Uario avrebbe pro~rio voluto andarA. (cf. Burzio (1986;327)) 
(54) Uaria {clE/*? ci hg3 dovuto venire rnolte volte. 
%aria there {be/hasl had to come many times." (cf. (84) in Rizzi 
(1986;21)) 
When the auxiliary change takes place, clitic climbing may or may not be 
observed. On the other hand, when no auxiliary change takes place in ( 5 3 ~ )  
with the auxiliary avere, clitic climbing is not pos~ible.'~ However, 
Kayne's analysis does not explain the contrast between (53a) and (53~). 
Under Kayne (1987), one might suggest that the auxiliary avere blocks 
clitic climbing or if avere is taken as V, then avere selects an embedded 
CP that contains a 'weak' I that does not L-mark VP. But in the causative 
construction in Italian in which no auxiliary changes (55a), clltlc 
cllmblng is allowed, as shown in (55). 
(55) a. Mario LQ [w*&I fatto venire. 
Hnario him {has/bel had cone." (cf. (113b) in Rizzi (1986;28) 1 
b. Harla Lb fa riparare a Giovanni 
"Haria it makes Giovanni r e p a i ~ . ~  ((20b) in Burzio (1986;238)) 
the INFL elements. Clitics are then complex words that represent [CIZ,- 
...- C1,-cll, which is somewhat counterintutive since clitics usually do not 
have INFL properties morphologically. 
Note that the paradigm shown in (53-54) is not fully representative ( c f .  
fn, 20 in Section 3 .  Rizzi (1982; chapter 1; £11.26))~ but does not 
affect our point in any serious way. 
Kayne's analysis of clitic climbing would thus fails to offer insight into 
the contrast given in (53a and c). 
Kayne in fact assumes that auxiliary change can be explained indepen- 
dently of clitic climbing since clitic climbing does not imply auxiliary 
change. However, the fact that clitic climbing does not imply auxiliary 
change does not nullify Rizzi's observation that auxiliary change signifies 
clitic climbing.ca In fact, as Burzio (1986) and Rizzi (1982)) notice, 
there are some mismatches between auxiliary change and clitic climbing. 
. 
Burzio (1986) observes, mostly based on Rizzi's observations, that clitic 
climbing is found in a wider range of the data than auxiliary change: 
There are three types of predicates that select infinitival comple- 
ments that allow clitic climbing (Burzio (1986)); two of them are illus- 
trated below.69 
(56 ) Auxiliary Change Passive Clitic climhing 
a. Yes no Yes 
b. no Yes Yes 
The (56a) class verbs are typical 'restructuring' verbs. From our point of 
view, the property of the (56a) class verbs is expected: since V-to-V RR 
applies, auxiliary change is obtained and the passive is not possible, 
given the generalization that auxilary predicates ([tCDI) are not passi- 
vized (cf. Section 4.2.). According to Burzio (1986;381), predicates 
taking infinitives belong to class (56b). 
Under Rizzi's restructuring rule tt,at changes configurational structure, 
auxiliary change automatically triggers clitic climbing; under the present 
approach, auxilary change does not automatically trigger cltic climbing, as 
we discussed in Section 3 . 3 . ,  since the embedded configuration remains 
intact. 
The third case includes the Italian verbs b e u i ~  and fontinuq., which are 
discussed in Section 4.2.. 
(57) a. Colllinizio della scuola (avremo finito/*saremo finiti] di andare 
in spiaggia. 
"With the beginning of school we will (have/*be) finished going to 
the beach." 
b. Lo finirb di leggere presto 
"(I) it will finish to read soon." 
c. Questo libro fu finito di stampare nel 1978 
"this book was finished to print in 1978." ((156-7) in Burzio 
(1986; 381) ) 
The property ok the (56b) class verbs is simliar to that of causative verbs 
in Italian: The verb finish which selects a di infinitive clause as its 
complement does not trigger auxiliary change, as shown in (57a), like 
causative verbs. We suggest that the verb finish that takes a dl infini- 
tive is like causative construction in that the embedded CP is open (or C 
is RRed with I or V) so that embedded clauses are not barriers with respect 
to clitic climbing; since dl and V are separated, we suggest that RR is 
covert so that PRO is obtained, in contrast to what occurs in causative 
construction. The sentence with the verb finish thus allows clitic 
climbing (57b) and passivization (57~).~O If the generalization that auxi- 
liary predicates are not passivized holds, the possiblity of the passiviza- 
tion of this type of verb also suggests that finish in Italian is not an 
auxiliary predicate ( V X ) . ~ ~  To conclude, the (56b) class verbs do not 
70 Interestingly, Aissen and Perlmutter (1983) also po,int out that verbs 
such as terminadas (finish) and acabadas (finish) ,that specify the end 
point of an action can be passivized, unlike most tresfructuring' construc- 
tion in Spanish. / 
( i ) a. Estas paredes estin diendo ferninadas de L por 10s obreros) . 
"(Lit: These walls are being finished to pavnt (by the  worker^.).^^ 
b. Las casas fueron acabadav de pintar (por 1 k obreros). 
"Lit: The houses'were finished to pain (by the workers),t1 (P32- 
33b) in Aissen and Perlmutter (1983;390-1)) 
Like Italian, these two verbs also take d infinitives in Spanish. We 
suggest that finish is not a 'restructuring' verb in Spanish but selects a 
open complement taking d i ,  like the Italia ."' (56b) verbs. This cross- 
linguistic fact supports our position that a certain instantiation of RR is 
triggered by a semantically significant cles of verbs (cf. ECM verbs in 
Section 4.1.). 
71 Kayne (p.c.) notes that (b) is the marked option, wl~ereas in causatives, 
consitute counterexamples to Rizzi's observation that auxiliary change 
signify clitic climbing while they show that clitic climbing does not 
signify auxiliary change and therefore 8restructuring.' 
Two apparent exceptions to Rizzi's observation that auxiliary change 
signifies clitic climbing have to do with passive be (58a) and copular 
(58b).72 Under the domain of 'restructuring,' passive does not trigger 
auxiliary change and copular & triggers auxliary change with various 
degrees of marginality (also cf. Rizzi (1982;45, fn.27)). 
(58) a. Giovanni gli {ha/*&) woluto essere presentato 
"Giovanni has {averre/*essere) wanted to be introduced to hirn.I8 
b. Giovanni le I?sarebbe/?(?)avrebbe) dovuto essere fedele. 
"Giovanni would have {?averre/'?(?)esserel had to be faithful to 
her." ((114b) and (117a) in Burzio (1986;364-5)) 
The data in (58a) is explained under the analysis that passive construction 
is bi-clausal, which means that the most embedded V that is RRed with Vx is 
~ntroduce but not the passiva s. Thus, the be in (58a), which represents 
the formal ergativity of a pilssive complex predicate but not that of the R- 
complex predicate, does not trigger auxiliary change. As for the second 
type of exceptions (58b), we suggest that these exceptions may fail to 
constitute real exceptions since the structure of copular & may differ 
from other  predicate^.^^ In short, it seems that Rizzi's observation 
clitic climbing is pretty much the only option in Italian. This fact is 
not incompatible with our analysis. Remember that clitic climbing is 
obligatory in causatives since the C-to-V overt RR in small clauses 
destroys VP, as we discussed in Section 3.3. We may attribute the contrast 
to the fact that the Italian finish triggers C-to-V covert RR but not C-to- 
V overt RR that would destroy environments of embedded cliticization, while 
causative verbs trigger C-to-V overt RR. 
72 Burzio (1986; 367-369) also illustrates some exceptions to Rizzi's rule 
of auxiliary change that the most embedded Vs trigger auxiliary change. As 
Burzio suspects, we assume that those exceptions are caused by other 
factors. 
7 3  Burzio (1986; 366) also iiluatrates some residual exceptions -- raising 
verbs that take sc-complements. We also assume that they do not constitute 
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should be explained and that other independent phenomena are related to its 
limited/predicted exceptions in ( 5 8 )  (cf. fns. 72 and 73). Note also that 
auxiliary assignment is very systematic in connection with the notion of 
formal ergativity in Italian grammar, as noted in discussing the auxiliary 
assignment in the Italian psych-verb construction in Section 4.2.. 
To conclude, if Rizzi's observation (the correlation between auxiliary 
change and clitic climbing in certain (unmarked) environments) is real and 
linguistically-sigificant, as seems to be the case, then it must be exp- 
lained in connection with the 'restructuring' phenemenon. In other words, 
we should explain why the lack of auxiliary change in the usual 'res- 
tructuring' environments blocks clitic climbing. However, Kayne's approach 
has not yet answered this question. 
The third problem with Kayne's proposal has to do with the empirical/- 
explanatory domain of the proposal. Kayne's analysis of clitic climbing/- 
'restructuring' suggests that there may be no significant class of 'res- 
tructuring' effects other than clitic climbing or that auxiliary change is 
independent of clitic climbing. We also saw that in Korean significant V.- 
to-V RR effects are found in constructions with Vx types of verbs; in 
Korean, a small number of verbs that are semantically weak have the same 
properties as Vxls In Italian, and construction with those verbs allows 
long distance dependency between a negative quantifier and its scope 
marker, whose dependency is strictly clause-bounded. We could not extend 
Kayne's analysis to Korean facts in spite of the fact that there are many 
similarities between Korean 'restructuring' verbs and Italian 'restructur- 
ing' verbs, both of which are explained in terms of V-to-V RR effects. 
Furthemore, a subset of auxilary predicates has a phonetically null C and a 
the core case of auxiliary change. 
phonetically weak I and mostly constitute 'subject control' verbs. 
Nevertheless, what we call V-to-V RR effects has nothing to do with the 
richness of INFL since modal verbs in Korean that are V-to-V RR verbs 
employ rich INFL,74 like control verbs that do not trigger V-to-V !<R.75 In 
short, in Korean, the overt realization of C or INFL does not determine 
whether V-to-V RR would apply. If the formal property of INFL is linked 
with its overt realization, then the formal property of INFL may not be 
responsible for triggering 'restru~turing.~ Third, in reference to the V- 
to-V RR in causative and passive constructions discussed in Sections 4.2. 
and 4.3., 'subject control' verbs are not the only ones that may have 
'restructuring' effects; with dative subjects, 'restructuring' effects are 
also observed in the Korean -key ha- causative constr~ction.~~ In fact, 
Kayne's INFL-index nondistinction condition on clitic climbing wauld not be 
7 4  One example is as follows: 
(i) Chelswu-nun pwumonim-lul mosi-1-swu iss-0-ta 
-TOP parentH-obj serveH-Inf-corn~(can) be-pres-em 
nChelswu is able to serve (his) parents." 
7s Control verbs in Korean also show rich I and overt C elements unlike 
auxiliary predicates with aspectual or motion meanings. In fact, based on 
the semantics of INFL or of COMP, the choice of controllers differs: 
( i )  a. Chelswu-ka Yenghi-eykey ka-0-ra-ko seltukha-ess-ta 
-sub -to go-Inf-em-comp persuade-past-em 
"Chelswuj persuaded Yenghii [PRO{l/*jJ to leave]." 
b. Chelswu-ka Yenghi-eykey ka-0-ca-ko seltukha-ess-ta 
-sub -to go-Inf-em-comp ~ersuade-pass-ern 
"Chelswu, persuaded Yenghil to leave]." 
(ii) a. Chelswu-ka Yenghi-eykey ka-keyss-ta-ko yaksokha-ess-ta 
-sub -to go-Inf-em-comp promise-past-em 
"Chelswu, promised Yenghil [ PRO(j/*+} to leave]." 
b. Chelswu-ka ttena-lye-ko kyelsirnha-ess-ta 
-sub leave-Inf-comp decide-past-em 
"Chelswui decided [PRO% to leave]." 
In (ia), -ra- is an imperative marker and in (ib), -ca- means let's; -ra- 
or -ca- can be considered either as I or as C. In (ii), -kevss- or -lye- 
corresponds to English will, which indicates the subject's will. 
Remember that the V-to-V RR effects of *Y ha- construction do not 
derive from small clause effects since -key mantul-, which selects a small 
clause complement, does not show 'restructuringf effects (cf. Section 4.2.). 
maintained if French causativization is derived by V-to-V RR, as we 
suggested in Section 4.2.. The 'restructuring' pheneomena (V-to-V RR 
effects) in other languages without clitic clirrhing would also have to be 
understood in different ways under Kaynels analysis of clitic climbing. In 
addition, since the analysis implicitly detaches clitic climbing from other 
'restructuring' effects such as auxiliary change, auxiliary change would 
have to be independently explained. This is undesirable from the point of 
view of UG. 
Kaynets (1987) analysis is confined to a certain limited empirical 
coverage related to clitic climbing: Kayne suggests that clitic climbing/- 
'restructuring1 is obtained by the formal properties of INFL in certain 
types of languages, while we suggest that 'restructuring' (V-to-V RR) 
occurs because the semantics of V or the Lexical properties of V triggers 
RR, which trigger (optional) clitic climbing. If V-to-V RR ('restructur- 
ing') is universal (nonlanguage-specific and non-construction-specific in 
Chornskyts terms), then we do not predict the correlation between null 
subjects and 'restructuringt/clitic climbing (Kaynels (1987) conjecture). 
Suppose, however, that the correlation between null subjects and clitic 
climbing (cliticization that is independent of V-to-V RR) is true but that 
the corelation Between V-to-V RR and null subjects is not. Then, a null 
subject language that employs clitics allows clitic climbing. This narrow 
interpretation of Kaynels conjecture may, in fact, ke on the right track, 
given that null subject Romance languages allow clitic climbing. One 
(apparent) counterexample is German (and Dutch): German, which is usually 
assumed to be a non-pro-drop language, allows clitic climbing, according to 
Kroch and Santorini (1987).77,7u Although German is mostly known as a non- 
77  Kroch and Santonini (1987) notices that German and Dutch show clitic 
null pro-drop language, Safir (1985) suggests that German is also a null- 
subject language based on the fact that expletive subjects are missing in 
impersonal construction in (subordinate) clauses. 
(59) a. Es wurde ein Hann get*otet 
there was a-NOM man killed 
b. . . . daB (*es) ein Mann getgtet wurde 
... that (there) atNOH man killed was 
(60) a .  Es wurde getanzt 
there was danced "There was dancing." 
b. Er sagte, daB getanzt wrde 
he said that danced was "He said that there was dancin9.I' 
((3-4a) and (7a and b) in Safir (1985)) 
If Safir is right in suggesting that German is also a pro-drop 
lacguage, and therefore it employs INFL[-Tense1 that L-marks VP, then we 
can maintain the narrow interpretation of Kaynets conjecture, arriving at 
the following conclusion: V-to-V RR ('restructuring') is not correlated to 
null subjects. Nuii subject and non-null subject languages both have the 
frestructuring' phenomenon, which derives from V-to-V RR effects in a 
language-specific way or in a universal way. On the other hand, clitic 
climbing is obtained when both RR and certain other requirements are also 
met (e.g,, pehaps some conditions required for null subjects, as Kayne 
suggests). If this reasoning is right, the following contrast between 
climbing but that German clitic climbing is observed in a wider range cf 
the data than In Dutch: Dutch allows clltlc climblng only with bare 
infinitives whlle German allows clitic climbing with bare or b-infinitives 
and with what they call fe~traposed' complement. Given Kaynefs suggestion, 
it 1s lnterestlng that German has two landing sites of clltics (the 
immediate post-subject position and the immediate post-COHP position) while 
Dutch has only one (the immediate post-subject position). Thus, it may be 
possible that the properties of functional categories may determine the 
landing sites (cf. Kaynefs reasoning on the data in (50)). 
Also, it has been noticed in Haegeman and Rienmdik (1986) and in Evers 
(1975) that German shows 'restructuring' effects related to scope pheno- 
mena. 
Italian and French clitic climbing does not follow from whether French 
employs V-to-V RR. '* 
(61) a. *Jean les veut vedere "John them wants to see.w (French) 
b. Gianni li vuole vedere (Italian) 
This conclusion is very welcome givcn our position that V-to-V RR is 
universal, baing transformational and that it is notivated by the lexical 
properties of Lexical items (based on their semantics or on their phonolo- 
gical aspects in a language-specific or universal way). We can also 
maintain our position that 'restructuring,' which is understood as V-to-V 
RR here, has nothing to do with the formal property of INFL in a certain 
language or with the pro-drdp paramet'er. V-to-V RR, whose effects interact 
with principles cf UG, is buite universal but not exclusively linked either 
with clitic climbing or xith a 'strong' property of INFL. 
79 As we discussed in fn. 12 in Appendix I1 of Chapter 3, the following 
long-distance dependehcy between and r .- can then be attributed to 
the V-to-V RR in French (cf. the Korean m-to-an- long distance depen- 
dency in certain environments): 
(i) a .  Pierre ne veut viov personne 
T?ierre neg wants to see nobodv." 
b *Pierre ne dit voir personne 
"Pierre neg say to see n p b o d ~ . ~  ((48-49a) in Pica (1985)) 
As the contrast between (ia) and (ib) shows, the V-to-V RR in French s 
triggerud by a certain class of semantically-weak verbs that we call 
auxilary predicates, or by solm other classes of verbs (cf- Pica (198511. 
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