We describe the theory and implementation of practical algorithms for computing chief and composition series and socles in large permutation groups. The theory is valid for permutation degrees up to 10 000 000, and the current implementations in the Magma system are practical up to degrees of 1 000 000 for some examples. Several of the techniques involved are based on ideas of Kantor.
Introduction and Overview
In this paper, we describe the theory and implementation of algorithms for computing chief series, composition series and socles in large permutation groups. The theory is valid for permutation degrees up to 10 000 000. Most parts of the algorithms have been implemented within the Magma Computational Algebra System (Bosma and Cannon, 1993; Bosma et al., 1994; Bosma et al., 1997; Cannon and Playoust, 1996) , and the remainder of them will be shortly. As we shall see from the performance descriptions on some examples in Section 6 below, they are currently practical for degrees up to several hundred thousand for many types of examples. (The precise limits depend mainly on the amount of computer memory available. For the performance figures below, we had 256 Mb.) An earlier version of some of the ideas used in this paper and, in particular, the use of the O'Nan-Scott decomposition of primitive permutation groups, can be found in Sections 6 and 7 of Bosma and Cannon (1992) .
Recall that the socle of a finite group G is defined to be the subgroup generated by all of its minimal normal subgroups. It is isomorphic to a direct product of simple groups. Let 1 = G 0 ≤ G 1 ≤ G 2 ≤ · · · ≤ G r = G be a strictly ascending series of subgroups of G. If each G i is normal in G i+1 and G i+1 /G i is simple, then it is called a composition series of G and the G i+1 /G i are the composition factors of G. If each G i is normal in G and G i+1 /G i is a minimal normal subgroup of G/G i , then it is called a chief series of G and the G i+1 /G i are the chief factors of G. In this case, each chief factor is a direct product of isomorphic simple groups. Note that a chief series can be easily refined to † E-mail: john@maths.usyd.edu.au ‡ E-mail: dfh@maths.warwick.ac.uk a composition series by introducing intermediate subgroups. It is a standard result in group theory that the composition factors and the chief factors of a finite group arising from two composition or chief series are isomorphic after a possible re-ordering of terms.
The first proposal for a practical algorithm to compute the composition factors of a permutation group was by Neumann (1986) . These ideas were refined and extended to include the calculation of composition series by Kantor (1991) . As he pointed out, finding the factors is much easier than finding the series, since the factors can often be deduced from number-theoretic considerations on the order and degree of the group without the necessity of finding the G i explicitly. Several components of our algorithms are based on those in Kantor (1991) , but our approach to the composition series is different in that we find it as a refinement of a chief series.
In common with several other recently developed permutation group algorithms (see, for example, , Kantor (1991) or Bosma and Cannon (1992) , Section 6), the philosophy is to use a recursive divide-and-conquer approach for intransitive or imprimitive groups, reducing eventually to the case where the group G acts primitively. In that situation, we use the O'Nan-Scott Theorem, of which we shall give a precise statement in Section 2. This result classifies the primitive permutation groups into a number of disjoint types, according to the nature and action of the socle of the group. Our aim is to determine the type to which the given group G belongs and to compute its socle explicitly together with its simple factors when it is non-abelian. It is then possible (again using recursion) to calculate a chief series for G.
Another technique involved should be mentioned. The series calculated initially by the recursive techniques described above has some layers G i+1 /G i which are elementary abelian p-groups for some prime p, but not necessarily minimal normal in G/G i . To refine this to a genuine chief series, for each such layer, we calculate the conjugation action of G/G i+1 on G i+1 /G i . (We can do this efficiently by choosing a strong generating set S for G i and extending it to a strong generating set T for G i+1 . Then, when we write an element g ∈ G i+1 as a word in T , we can calculate its image modulo G i simply by deleting all generators in the word that lies in S, and then rewriting the resulting word as a vector over the field of order p.) We can then regard G i+1 /G i as a module for G/G i+1 over the finite field of order p, and use the Meat-axe algorithm (Parker, 1984; Holt and Rees, 1994) to calculate a composition series for this module. By pulling back the submodules in this composition series to G, we achieve the required refinement to a chief series of G.
It is straightforward to refine a chief series of G to a composition series of G if required; in fact, since each layer of the chief series is isomorphic to a direct product of simple groups, we merely need to introduce new terms corresponding to these simple groups. Note that if our sole aim is to find a composition series rather than a chief series then it is not necessary (and it would be a waste of time) to perform the refinement based on the Meat-axe mentioned in the preceding paragraph, since we can completely refine an elementary abelian layer directly.
When we describe the algorithms, we shall take for granted the ability to carry out certain well understood components of the computations. For example, we assume that the orders of the groups involved and their subgroups can be calculated, using the concepts of base and strong generating set, and that orbits of group actions and systems of blocks of imprimitivity can be found. (A good general reference for computational permutation group theory is Butler (1991).) We also assume that various natural homomorphisms that arise in the study of permutation groups can be computed, in the sense that images and preimages of elements and subgroups under these homomorphisms can be calculated quickly. These homomorphisms include constituent maps onto the induced action of a group on one of its orbits and the block homomorphism onto the induced action on a system of blocks of imprimitivity (Butler, 1985) .
Our assumption is that these facilities, and others such as computing centralizers of elements and subgroups, normal closures and commutator subgroups, are already available in the implementation package; in particular, they are already built into the Magma system. We do not wish to imply that such computations are always fast and of no concern to us when programming implementations of the algorithms; they are frequently a source of bottlenecks in performance, and sometimes we need to work hard either to avoid a particular computation of this type or to improve upon its existing implementation.
The reader should be aware that many of these computations such as orders of groups, orbits, block systems and their associated natural homomorphisms, normal closures and commutator subgroups have polynomial complexity, whereas others, such as centralizers, normalizers and conjugacy testing involve backtrack searches and potentially have exponential complexity or worse. Since we aim to be able to deal with groups of a very large degree, as a general rule we try to avoid the second type of calculation wherever possible.
One such situation that occurs in this paper is the calculation of the centralizer of a twopoint stabilizer when testing for the existence of an elementary abelian normal subgroup of a primitive group in the algorithm PrimitiveSocle in Section 2. However, it was shown in Lemma 4.2 of Babai et al. (1993) that the normalizer of the two-point stabilizer can be computed in time O(n 2 log c n) for some constant c, where n is the permutation degree. The calculation is then reduced to that of the centralizer of a normal subgroup, which was shown in Luks (1993) to have polynomial complexity. (In fact,Ákos Seress pointed out that it can be deduced from the results of Neumann that this calculation can be done in time O(nlog c n) for some c.) The Meat-axe algorithm was shown in Holt and Rees (1994) to have Las Vegas probabilistic complexity O(n 3 ) except in one situation, and Charles Leedham-Green has since provided a method of handling this exceptional situation in time at worst O(n 4 ). Note that the subgroup intersections and centralizer calculations in the general socle algorithm presented in Section 5 are being applied only to normal subgroups and the complexity is known to be polynomial in that case (Luks, 1993) . This paper is organized as follows. In Section 2, we state the O'Nan-Scott Theorem and describe the theory of the algorithm for computing the socle when G is primitive. In Section 3, we describe the chief and composition series algorithms for primitive groups, and in Section 4, we handle the reduction of these problems from the general permutation group to the primitive case. These reductions are reasonably straightforward. In Section 5, we do the reduction for the socle calculation, which is slightly less straightforward in one situation, namely when the group is transitive and imprimitive, with a unique minimal block system. (This situation causes difficulties in other permutation group algorithms, such as finding Sylow subgroups .) In Section 6, we describe the performance of the current Magma implementation on a number of examples.
The Socle of a Primitive Permutation Group
The aim of this section is to describe the theory of an algorithm for calculating the socle of a primitive permutation group G acting on a finite set X. When this socle is non-abelian, its simple factors are calculated explicitly. The method is based on the well known O'Nan-Scott Theorem. There are various slightly different statements of this theorem, and the one we give below is taken mainly from Kantor (1991) .
We recall that if G has a normal subgroup N which is a direct product of non-abelian simple groups S i , then the S i are the only minimal normal subgroups of N , and so they are permuted by G under the conjugation action. This is of course not necessarily true if some of the S i are abelian.
For a subset 
For the remainder of this section, we shall refer to these situations as Case (I) or Case (IIa), for example. Case (IId) is the twisted wreath product case. The fact that m ≥ 6 is proved in Theorem 4.1A of Dixon and Mortimer (1996) , although the subdivision of cases is slightly different there. Since the degree is at least 60 6 in Case (IId), we do not need to consider it in this paper.
The main algorithm of this section computes the socle of a primitive permutation group. By the O'Nan-Scott Theorem, this is always a direct product of isomorphic simple groups. We precede the main routine with a subroutine for computing the simple direct factors of the socle in a specific situation.
Algorithm RegularFactors
Input: A group G = S 1 × S 2 acting primitively on X, with S 1 and S 2 isomorphic nonabelian simple groups, where the point stabilizer is a diagonal subgroup of G. Proof of Correctness. Since S 1 and S 2 both act regularly on X, they both contain elements that map x to y, and these elements must centralize G xy (because, if g ∈ S 1 , say, and x g = y, then the commutator [g, G xy ] lies in both S 1 and G y , which have trivial intersection). Hence, the searching procedure is bound to find these (or other suitable) elements. As S 1 and S 2 are the only normal subgroups of G of order s, they are the only such subgroups that will be found. P
The reason for choosing y in the shortest orbit is to make C as small as possible. The computation of the centralizer C is potentially the most expensive part of this procedure, since it involves a backtrack search. In this case, however, the groups involved are quite small relative to the degree and so it does not constitute a serious bottleneck.
In the following description of the main routine, the first step is to look for an elementary abelian regular normal subgroup. This is currently done in a similar way. We look for a two-point stabilizer with as few fixed points as possible and compute its centralizer C. Then C is searched for regular elements of order p (where the degree n is a power p d of the prime p) and the regular normal subgroup, if it exists at all, must be equal to the normal closure of such an element. In this situation, it is possible for the centralizer calculation to be genuinely expensive, since the group can have an order as large as
The centralizer C itself is usually very small, however, and so the search for a suitable element in it is fast.
Algorithm PrimitiveSocle
Input: A group G acting primitively on a set X of size n ≤ 10 7 . The order of G (and a base and strong generating set for G) are assumed to be known.
Output:
The socle N of G and, when N is non-abelian, the simple direct factors S 1 , . . . , S m of N . 
f (which is a simple group of order s). 
Proof of Correctness. It is clear that
Step 1 deals with Case (I) of the O'Nan-Scott Theorem.
Since we are assuming that n ≤ 10 7 and we know that |S 1 | ≥ 60, we have a ≤ 4 and b = 1 or a = 2 and b ≤ 3 in Case (IIb), and m ≤ 6 in Case (IIc). Thus, in each of these cases, either m ≤ 4 or m = 6, and in the latter case the permutation action of G by conjugation on the S i is imprimitive or intransitive. It follows that G/N is soluble in Cases (IIb, c), and so T = N in these cases and |T | is a proper power of the order of a finite simple group. Clearly the same is true in Case (IIa) with m > 1 when T = N .
In Case (IIa) with m > 1 and |T/N| > 1, it is shown in Lemma 1 of Kantor (1991) that the conditions described in Step 4 hold. In Lemma 3 of the same paper, Kantor showed that no finite simple group has order tus m with t, u, s and m as in Step 4. Since it is known that no simple group has the order of a proper power of the order of another simple group (see Note (ii) at the end of Cameron (1981)), it follows that Step 3 deals precisely with Case (IIa), m = 1 of the O'Nan-Scott Theorem.
In fact, for n ≤ 10 6 , all possibilities for t, u, s, m and n 1 in Case (IIa) are listed in Tables 1 and 2 of Kantor (1991) , and Kantor extended this list to cover n ≤ 10 7 in an update. Since this update is unpublished, we shall reproduce both tables here. The first table gives the possibilities for n 1 and s, and the second table gives those for m and u. Since we are assuming n = n m 1 ≤ 10 7 , the cases n 1 ≥ 15 can only occur for m = 5, etc. Furthermore, we have either t = 2 i |2 m , t = 2 2i |2 2m when n 1 = 10 and s = 360,
It can be checked (rather tediously) that none of the resulting values for |T | and n are compatible with those that can arise in Cases (IIb, c) or Case (IIa) when T = N . It is possible for the order of T to clash: for example, t = 1, u = s = 60, m = 5 in Case (IIa) yields the same value for |T | as |S 1 | = 60, m = 6 in Case (IIb) or (IIc); but then the degree n is equal to 5 5 in Case (IIa) and 60 3 in Case (IIb) or (IIc). It follows that the conditions in Step 4 of the algorithm apply precisely when we are Case (IIa) with m > 1 and |T/N| > 1. The method described in Step 5 for finding N and the S i in this case is almost identical to that described by Kantor (1991) in Step 7 of his algorithm COMPSER, and so we refer the reader there for the proof of correctness.
The remaining cases (in which T = N ) are dealt with in Step 6. It was proved by Teague (see Note (ii) at the end of Cameron (1981) ) that the numbers s and m, as 5 5!/2 6 5!/2; 6!/2 7 |L 3 (2)|; 7!/2 8 |L 3 (2)|; | AGL 3 (2)|; 8!/2 9 |L 2 (8)|; 9!/2 10 5!/2; 2 4 × 5!/2; 6!/2; 10!/2 defined in Step 6, are uniquely determined by |T |. The situation in Step 6(a) is the only one in which T is primitive.
In
Step 6(b) (where n = s m/2 ), T x = N x is as described in Case (IIb) of the O'NanScott Theorem, when a = 2. The stabilizer of a block in a minimal block system will be a subgroup of N that is minimal subject to containing N x and will have the form
The kernel K of the action of N on the block system is the core of this subgroup (which is S 1 × S 2 ) and its action on a block is primitive, so S 1 and S 2 will be calculated by RegularFactors applied to this action.
In Case (IIb) with a > 2, b = 1, the stabilizer of a block will have the form S 1 × D (where D is a diagonal subgroup of S 2 ×· · ·×S m ) and the core of this is S 1 . In Case (IIa) with m > 1 and N = T , let R i be the stabilizer in S i of a point 
Chief Series and Composition Series in Primitive Groups
Before presenting the main routine PrimitiveChiefSeries, we describe the refinement routines for elementary abelian and then for soluble layers in a normal series.
PrimitiveChiefSeries(G) itself will call the general function ChiefSeries(H), to be described in the next section, on groups H of smaller order than G.
Algorithm RefineElementaryLayer
Input: A strictly ascending sequence of normal subgroups G i (0 ≤ i ≤ r) of a permutation group G and an integer k with 0 ≤ k < r for which G k+1 /G k is an elementary abelian p-group for some prime p.
Output: A strictly ascending sequence (p) . Calculate the conjugation action of each generator of G on V (as described in the Introduction), and construct the corresponding
Proof of Correctness. The algorithm is clearly correct since the submodules of V are in one-to-one correspondence with the normal subgroups of G that lie between G k and G k+1 . P
Algorithm RefineSolubleLayer
Input: A strictly ascending sequence of normal subgroups G i (0 ≤ i ≤ r) of a permutation group G and an integer k with 0 ≤ k < r for which G k+1 /G k is a soluble group.
Output: Same as in RefineElementaryLayer.
Proof of Correctness. Straightforward. P
In order to give the most concise statement of the above algorithm, we have used recursive calls to itself. For efficiency reasons, one would avoid doing this in an implementation.
Algorithm PrimitiveChiefSeries
Input: A primitive permutation group G on a set X with |X| ≤ 10 7 .
Output: A chief series {G i } for G.
Let N, Y := PrimitiveSocle(G).
Here Y is only defined when N is non-abelian, in which case it is a set of isomorphic finite simple groups S i , for 1 ≤ i ≤ m, of which N is the direct product. 2. If N is elementary abelian, then let {H i } := ChiefSeries(G x ) for some x ∈ X.
Let G 1 = N and let G i+1 := NH i for 1 ≤ i ≤ r, where {H i } has length r. Return {G i }. 3. Otherwise, N is non-abelian. Compute the permutation action of G on Y by conjugation, which consists of a permutation group H on Y , together with an epimorphism φ : G → H. Let {H i } := ChiefSeries(H) have length r and let
Proof of Correctness. Once again, the proof is straightforward. It follows from the O'Nan-Scott Theorem that H has at most two orbits on Y . Observe that K 0 is the subgroup of G which normalizes each of the S i and so K 0 /N is isomorphic to a subgroup of the direct product of the groups Aut(S i )/S i , each of which is soluble. (This fact follows of course from the Schreier conjecture, the proof of which depends on the classification of finite simple groups.) Thus, the call to RefineSolubleLayer in Steps 3(b) and 3(d)
will have the desired effect. P
We shall not write out the details of the corresponding function for calculating composition series of a primitive group, since this is an easy adaptation of PrimitiveChiefSeries. Of course we call CompositionSeries in place of ChiefSeries. At the bottom of the series, we have 1 < S 1 < S 1 , S 2 < · · · < S 1 , . . . , S m = N in place of 1 < N or 1 < Y 1 < N. Finally, for the composition series, rather than call RefineElementaryLayer, we call a much simpler function which refines the elementary abelian layer G k+1 /G k to a series in which all factors have order p.
Chief Series and Composition Series in General Permutation Groups
The algorithms ChiefSeries and CompositionSeries for general permutation groups consist of straightforward reductions, first to the transitive case, and then to the primitive case. We shall only write out the first of these in detail. It calls itself recursively on groups of smaller degree than the input group.
Algorithm ChiefSeries
Input: A permutation group G on a set X with |X| ≤ 10 7 .
Output: A chief series for G.
1. If G is intransitive on X, then let Y be an orbit of the action, let H be the induced permutation group on Y and φ : G → H the action epimorphism. 
2. Otherwise G is transitive on X. If G is imprimitive on X, then let Y be a block system, let H be the induced permutation group on Y and φ : G → H the action epimorphism. Now proceed exactly as in Step 1. 3. Otherwise G is primitive on X. Return PrimitiveChiefSeries(G).
Proof of Correctness. In
Step 1, the upper part of the chief series, which is the inverse image of the chief series of H, is clearly correct. So we need to examine the lower part, arising from the chief series of K, when this is nontrivial. A layer
SinceĀ is a minimal normal subgroup ofK, so are all of itsḠ-conjugates. Hence, any two such conjugates are either equal or disjoint and so, in the latter case, they commute with each other. It follows that the normal closure ofĀ inḠ, which is equal to N i+1 /N i , is a direct product of isomorphic simple groups. In the elementary abelian case, we apply RefineElementaryLayer to it, which ensures that the resulting terms in the chief series calculated are correct. In the non-abelian case, N i+1 /N i is just the direct product of thē G-conjugates of one of the simple factors ofĀ and, since these are permuted transitively underḠ-conjugation, N i+1 /N i must be a minimal normal subgroup ofḠ, as required.
The proof for
Step 2 is identical and Step 3 is clear. P
The Socle of a General Permutation Group
We start this section by reviewing some properties of the socle of a finite group G. By definition, Soc(G) is the group generated by all minimal normal subgroups of G. Now each such subgroup is characteristically simple and therefore isomorphic to a direct product of isomorphic simple groups. Furthermore, any two such subgroups are either equal or disjoint and, in the latter case, they centralize each other. It follows that Soc(G) is a direct product of finite simple groups (see Theorem 4.3A of Dixon and Mortimer (1996) for more detail). 
and the result follows. P
We are now ready to describe the algorithm Socle. It involves recursive calls to itself applied to permutation groups of smaller degree or smaller order than the given group.
Algorithm Socle
Output: The socle N of G.
(a) Suppose that G has two distinct minimal block systems Σ 1 and Σ 2 . For i = 1, 2, let H i be the induced actions on Σ i with action epimorphisms φ i : G → H i having kernels K i . Now proceed as in Step 1. (b) Otherwise, G has a unique minimal block system Σ. Let H be the induced action of G on Σ with action epimorphism φ : G → H having kernel K and let
We assert that L is a direct product of isomorphic simple groups.
If L is abelian, then it is an elementary abelian p-group for some prime p. Regard it as a module for G over GF (p) and let L be the subgroup of G generated by its minimal submodules.
Proof of Correctness. In Cases 1 and 2(a) we have K 1 ∩ K 2 = 1. (This is clear in Case 1, and in Case 2(a), if K 1 ∩ K 2 were nontrivial, then an orbit of K 1 ∩ K 2 would lie in a block system strictly contained in both Σ 1 and Σ 2 , contradicting their minimality.) The proof of correctness in these cases now follows from Lemma 5.6 applied to K 1 and K 2 .
So it remains to deal with Case 2(b); that is, there is a unique minimal block system, and we may assume that the kernel K of the action is nontrivial.
First, we need to justify the assertion that the socle L of K is a direct product of isomorphic simple groups. If not, and there are two nonisomorphic simple groups S 1 and S 2 that occur as factors of L, then for i = 1, 2, let N i be the subgroup of L generated by the direct factors of L that are isomorphic to S i . Then N i is characteristic in L and hence normal in G, and N 1 and N 2 centralize each other. Each N i must act transitively on all blocks B of Σ, for otherwise its orbits would constitute a smaller block system for G. But two transitive permutation groups on the same set can only centralize each other when they are isomorphic and act regularly (see, for example, Theorem 4.2A of Dixon and Mortimer (1996) ), so we have a contradiction. This proves the assertion.
Assume first that L is non-abelian and let M and C be as defined in the algorithm. Then L ≤ Soc(G) by Lemma 5.1 and so L = K ∩ Soc(G) by Lemma 5.4. Since L = Soc(K), it is clear that K ∩ C = 1. It now follows from Lemma 5.5 that M ≤ Soc(G). Now, by Lemma 5.2, we have
Finally, assume that L is abelian, in which case the assertion implies that it is an elementary abelian p-group for some prime p. Then the subgroup L constructed is precisely the subgroup generated by the minimal normal subgroups of G that lie in L. By Lemmas 5.3 and 5.4, this is equal to K ∩ Soc(G).
As in the case with L abelian, we have Soc 
On the other hand, the M i are simple normal subgroups of M , so they all lie in Soc(M ) by Lemma 5.1. Thus M is the direct product of nonabelian simple groups and hence M ≤ Soc(G) by Lemma 5.1 again. Thus we have M = M † , which completes the proof. P
Performance Statistics
The six tables present cpu times, in seconds, for the current Magma implementation of the function ChiefSeries described in Sections 2-4, on a large variety of examples of varying orders and degrees. These runs were carried out on a SparcStation 20 computer at Warwick University with 256 Mb of core memory and about 3 times as much swap space. Since these algorithms involve random choices in several places, we found that the time for the same example could vary by as much as a factor of 3 or 4 on different runs. We have given average times over two or three runs in such cases. We decided to use the function ChiefSeries for the tests, because the times for CompositionSeries are very similar. The function Socle is only implemented in Magma in the primitive case and it forms a component of the ChiefSeries algorithm for primitive groups. We shall discuss how large this component is in the various examples below.
The notation used in the tables requires requires a little explanation. We have used the ATLAS notation (Conway et al., 1985) for simple groups. If X and Y are permutation groups of degrees c and d respectively, then X Y denotes the standard imprimitive wreath product of degree cd, whereas X p Y denotes the product action of the wreath product of degree c d that occurs in Case (IIa) of the O'Nan-Scott Theorem. This is a (IIb, c) of the O'Nan-Scott Theorem. Examples such as U 10 (2) 1 and U 10 (2) 12 are, respectively, one-and two-point stabilizers in the natural permutation representation of U 10 (2). The description of the chief factors is fairly self-explanatory. Note that 2 4 refers to a single chief factor of that order, whereas 2 4+6 , for example, means two successive chief factors of orders 2 4 and 2 6 . In particular, 2 1+4 does not necessarily denote an extra special group, as it would in the ATLAS; it simply means a chief factor of order 2 with one of order 2 4 lying above it, so the two taken together could be either extra special or elementary abelian.
As far as primitive groups are concerned, an examination of the times suggests that the degree of the group is the most important factor, but the number of chief factors, and the order of the group are also important. Thus, almost simple groups are the fastest examples for a given degree. For the groups G with regular normal subgroups N , the time taken to compute N (which is also the socle of G) is also of interest, since most of the time for this is taken up with a centralizer calculation. Some examples of these were (in seconds) 334 for AGL 3 (29), 175 for AGL 2 (3) p A 5 , 466 for AΓL(4, 16), 165 for AGL 13 (2), and 2167 for AGL 15 (2). We also tried AGL 17 (2) (of degree 131 072). The socle of this was computed in 17 214 s, but there was not enough memory to proceed further. The primitive groups considered in Table 4 are all examples of Case (II) of the O'Nan-Scott Theorem, and the last four are instances of Case (IIb, c). In the first few of these, the socle was computed relatively fast; for example (in seconds) 24 for PGL(2, 5) p S 6 and 54 for S 32 p C 2 . This is perhaps because the full chief series calculation requires computing the permutation action of the whole group acting by conjugation on these factors. Most of the imprimitive and intransitive examples given, including the stabilizers of the simple groups, have a fairly small number of blocks of imprimitivity or orbits, and they are reasonably well behaved. The slowest examples with respect to degree are the wreath products such as S 3 L 2 (31) with large numbers of blocks, and the intransitive groups, such as S 3 40 , with large numbers of orbits. The reason for this is the same in both cases, since the calculation for the wreath product involves a reduction to the kernel of the action on blocks, which is intransitive with a large number of orbits. There is almost certainly room for improvement in the implementation of this case. For example, it would probably be a good idea to remove some of the recursion in the ChiefSeries case for intransitive groups.
