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Cauchyjeva metoda za izra£un integralov
Povzetek
V matematiki ali fiziki moramo velikokrat izra£unati dolo£ene integrale. Ker nedolo-
£eni integral pogosto ni izrazljiv z elementranimi funkcijami, je take integrale teºko
eksaktno izra£unati z obi£ajnimi integracijskimi metodami, zato moramo opraviti
druga£ni pristop . En od moºnih pristopov je izra£un takih integralov z numeri£-
nimi metodami. Pri integralih, katerih integrandi oscilirajo in posledi£no njihovi
posplo²eni integrali konvergirajo zelo po£asi, pa pogosto odpovedo tudi standardne
numeri£ne metode. Zato se moramo znajti druga£e. Drugi je izra£un integralov s
pomo£jo kompleksne analize oziroma izreka o ostankih. Ta pristop bomo v delu
podrobno predstavili in obravnavali. Ob tem si bomo pogledali razli£ne pristope
dokazovanja konvergence pospolo²enih integralov in na ta na£in tudi dodatno od-
krili veliko razli£nih integralov, ki jih bomo s pomo£jo te metode znali izra£unati
povsem natan£no. Analizirali bomo tudi razli£ne na£ine raz²iritve realne funkcije
na kompleksno ravnino, ki nam bodo pomagali prepoznati na² za£eten integral kot
imaginarni ali realni del nekega integrala kompleksne funkcije.
Cauchy's method for calculating integrals
Abstract
In mathematics or physics we are often tasked with calculating definite integrals,
which by itself is a tough task, as most integrals cannot be expressed with ele-
mentary functions. We can avoid this problem if we decide to calculate the integral
numerically however, if even this fails then we must find another way. One such
way is with the help of the residue theorem, which we will cover in this work. We
will also consider different ways to prove the convergence of definite integrals and
along the way find many different types of integrals, for which we will be able to
compute the value immediately. Lastly, we will analyze different ways of extending
real functions to the complex plane, which will help us immensely in identifying our
starting integral as either the real or the imaginary part of a complex one.
Math. Subj. Class. (2010): 30E20
Klju£ne besede: Integracija, izrek o ostankih, integralska presentacija analiti£nih
funkcij
Keywords: Integration, residue theorem, integral representations of analytic func-
tions
1. Uvod
V matematiki in fiziki pogosto naletimo na dolo£ene integrale, katerih integrandni
nimajo nedolo£enega integrala, ki se izraºa z elemetarnimi funkcijami. Take inte-
grale je z obi£ajnimi integracijskimi metodami nemogo£e izra£unati. Seveda si lahko
pomagamo z ustreznimi numeri£nimi metodami. Poseben problem pa predstavljajo
posplo²eni integrali oscilirajo£ih funkcij, ki konvergirajo zelo po£asi. V teh primeri
pogosto odpovedo tudi numeri£ne metode. Kasneje bomo predstavili integrale, za
katere standardni programi kot so Mathematica 11, Maple 18 ter MATLAB vrnejo
napa£ne rezultate. V delu bomo predstavili enega od moºnih pristopov za izra£un
takih posplo²enih oscilirajo£ih integralov. Pomagali si bomo z izrekom o ostankih
oziroma izrekom o residuumih iz kompleksne analize.
Na za£etku dela bomo na kratko ponovili nekatere osnovne rezultate realne in
kompleksne analize in tako pri²li do izreka o residuumih, kar bo na²e glavno orodje,
ki ga bomo uporabljali. Nato bomo zapisali posplo²itev tega izreka, ki jo bomo lahko
uporabili tudi na funkcijah, ki ne zadostujejo pogojem prvotnega osnovnega izreka. S
pomo£jo posplo²enega izreka bomo izra£unali nekaj intergralov oscilirajo£ih funkcij.
Na koncu bomo ²e pogledali, kako lahko funkcijo prepoznamo kot realni oziroma
imaginarni del neke kompleksne funkcije. To nam bo pomagalo v zadnjem razdelku,
kjer bomo tudi naredili podroben primer uporabe vsega, kar bomo obravnavali.
2. Motivacija
Za motivacijo najprej predstavimo enega od posplo²enih integralov oscilirajo£ih
funkcij, pri katerih standarni programi za delo z matemati£nimi funkcijami odpo-
vedo.
(1)
∫ ∞
0
ecos(x) sin(sin(x))
x
x2 + 1
dx.
Graf integranda je
Slika 1. Graf integranda 1.
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Konvergenca tega integrala ni o£itna. Prav tako se primitivna funkcija za ta inte-
grand ne izraºa z elementanimi funkcijami. Pri izra£uni tega integral si pomagamo z
drugimi metodami. Pomagali si bomo namre£ s Cauchyjevim izrekom o residuumih,
ki ga bomo v nadaljevanju navedli. Kot zanimivost se velja opomniti, da tudi nu-
meri£ni pristop pri tem intergalu ne pomaga veliko, saj je konvergenca zelo po£asna
in tudi najbolj uporabljeni programi za delo z matemati£nimi funkcijami kot je na
primer MATLAB, pri ra£unanju tega integrala vrnejo napa£en rezultat.
Slika 2. Odgovor, ki ga vrne program MATLAB za integral 1.
3. Konvergenca
V tem poglavju bomo govorili o konvergenci, zlasti posplo²enih, integralov in nato
dokazali manj²i izrek, s katerim bomo zagotovili konvergenco integrala iz prvega
poglavja.
Vsaki£, ko imamo opravka z ra£unanjem integrala, se moramo vpra²ati, £e le-ta
sploh konvergira. V primerih, kjer sta tako zgornja kot spodnja meja integrala kon£ni
in je na tem intervalu na²a funkcija zvezna, je odgovor vedno pozitiven. Zaplete pa
se takoj, ko je katera od mej ali funkcija neomejena. Vendar to ²e ne pomeni nujno,
da integral divergira. Kot primer si lahko pogledamo integral∫ ∞
1
1
x2
dx.
Kjub temu, da je zgornja meja neomejena, je vrednost tega posplo²enega integrala
enaka 1. Sedaj si poglejmo izrek, ki nam bo zagotavljal konvergenco integralov, ki
jih bomo ra£unali.
Izrek 3.1. Naj bo f funkcija, ki slika iz intervala (c,∞) v R.
e lahko napi²emo f kot produkt dveh zveznih funkcij g in h, za kateri velja:
• g in h slikata iz istega intervala kot funkcija f
• Obstaja tak M ∈ R, da za vsak b > c, velja |
∫ b
c
gdx| < M ,
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• h je monotona in velja lim
x→∞
h(x) = 0
Potem
∫ ∞
c
f(x)dx konvergira.
Dokaz. Definirajmo G(x) =
∫ x
a
g(x)dx in si poglejmo f(x) = g(x)h(x)
lim
b→∞
∫ b
a
h(x)g(x)dx.
Po osnovnem izreku analize je G(x) odvedljiva in dG(x) = g(x)dx. Z upo²tevanjem
tega v integralu dobimo lim
b→∞
∫ b
a
h(x)g(x)dx = lim
b→∞
∫ b
a
h(x)dG(x). Sedaj integri-
ramo po delih in dobimo
lim
b→∞
∫ b
a
h(x)g(x)dx = lim
b→∞
(h(x)G(x)|ba −
∫ b
a
G(x)dh(x)dx).
Prvi £len razlike je enak 0, saj je G(a) = 0, |G(b)| < M in velja lim
b→∞
h(b) = 0. Sedaj
imamo
lim
b→∞
∫ b
a
h(x)g(x)dx = lim
b→∞
−
∫ b
a
G(x)dh(x)dx.
e ocenimo z absolutno vrednostjo, dobimo
| lim
b→∞
∫ b
a
h(x)g(x)dx| = lim
b→∞
|
∫ b
a
G(x)dh(x)dx| ≤ lim
b→∞
M
∫ b
a
dh(x)dx
= lim
b→∞
M |h(b)− h(a)|
Z upo²tevanjem tretje predpostvake dobimo, da za dovolj velika a, b je |h(b)−h(a)| ≤
ϵ, kar pomeni da na² integral konvergira. 
4. Pot do izreka o residuumih
V tem poglavju bomo na dele razdelili in po£asi razvili malo teorije in ozadja
izreka o residuumih. Le-tega bomo na koncu poglavja tudi dokazali.
4.1. Stokesov izrek. Tukaj bomo na hitro ponovili Stokesov izrek, ki ga bomo
kasneje potrebovali v dokazu.
Definicija 4.1 (Vektorsko polje). Naj boD odprta podmnoºica R3. Vektorsko polje
R⃗ je zvezna preslikava, ki slika iz D v R3 ( R⃗ : D → Rn).
Kot primer vektorskega polja si lahko predstavljamo hitrost ali pospe²ek.
Definicija 4.2 (Rotor). Rotor je diferencialni operator na C1 vektorskih poljih.
Naj bo R⃗ ∈ C1 vektorsko polje, definirano na odprti mnoºici D ⊆ R3. Potem je
rotor vektorskega polja R⃗ definiran kot rotR⃗ = ∇⃗ × R⃗, kjer je ∇⃗ = ( ∂
∂x
, ∂
∂y
, ∂
∂z
)ᵀ.
Rotor si lahko predstavljamo kot preslikavo, ki iz nekega vektorskega polja naredi
drugo vektorsko polje.
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Izrek 4.3 (Stokesov izrek v prostoru). Naj bo S gladka (oz. odsekoma gladka)
omejena orientirana ploskev. Naj bo njen rob ∂S sestavljen iz kon£no mnogo gladkih
(oz. odsekoma gladkih) krivulj, ki so orientirane koherentno z orientacijo S.
Naj bo R⃗ : S → R3 vektorsko polje razreda C1 na zaprtju S. Tedaj∫
∂S
R⃗dr =
∫∫
S
rotR⃗dS⃗.
Stokesov izrek se v prostoru po komponentah zapi²e tako:
Izrek 4.4 (Stokesov izrek v prostoru). Naj bo S gladka (oz. odsekoma gladka)
omejena orientirana ploskev. Naj bo njen rob ∂S sestavljen iz kon£no mnogo gladkih
(oz. odsekoma gladkih) krivulj, ki so orientirane koherentno z orientacijo S.
Naj bo R⃗ : S → R3 vektorsko polje razreda C1 na zaprtju S. Ozna£imo R⃗ =
(P (x, y, z), Q(x, y, z), F (x, y, z)). Potem je∫
∂S
(Pdx+Qdy+Fdz) =
∫∫
S
((
∂F
∂y
−∂Q
∂z
)dydz+(
∂P
∂z
−∂F
∂x
)dzdx+(
∂Q
∂x
−∂P
∂y
)dxdy).
Posledica 4.5 (Greenova formula v ravnini). Naj bo D ⊆ R2 omejena odprta mno-
ºica, katere rob sestavlja kon£no mnogo gladkih oz. odsekoma gladkih krivulj, ki so
orientirane pozitivno. Naj bosta X(x, y), Y (x, y) ∈ C1(D¯). Tedaj velja∫
∂D
Xdx+ Y dy =
∫∫
D
(Yx −Xy)dxdy.
Dokaz. V izreku 4.4 uporabimo vektorsko polje R = (X, Y, 0) in dobimo iskano
formulo. 
4.2. Greenova formula v kompleksnem in Cauchyjev izrek. Vpeljali bomo
osnovne pojme kompleksne analize, navedli Greenovo formulo v kompleksnem in jo
uporabili za dokaz Cauchyjevega izreka.
Definicija 4.6 (Odvedljivost v kompleksnem smislu). Naj bo D odprta podmnoºica
C in a to£ka v D. Naj bo f funkcija, ki slika iz D v C. Funkcija f je v kompleksnem
smislu odvedljiva v a ∈ D, £e obstaja limita:
lim
z→a
f(z)− f(a)
z − a = limh→0
f(a+ h)− f(a)
h
= f ′(a).
e je funkcija f za vsak a izD v kompleksnem smislu odvedljiva v a, je f holomorfna
ali analiti£na na D in pi²emo f ∈ O(D).
Definirajmo ²e dva operatorja.
Definicija 4.7. Naj bo z = x+ yi. Potem je ∂f
∂z
= 1
2
(∂f
∂x
− i∂f
∂y
).
Definicija 4.8. Naj bo z = x+ yi. Potem je ∂f
∂z¯
= 1
2
(∂f
∂x
+ i∂f
∂y
).
Izrek 4.9 (Greenova formula v kompleksnem). Naj bo D omejena z odsekoma glad-
kim robom podmnoºica C. Naj bosta f, g ∈ C1 na zaprtju D. Tedaj je∫
∂D
fdz + gdz¯ = 2i
∫∫
D
(fz¯ − gz)dxdy,
kjer smo uporabili zveze z = x+ iy, dz = dx+ iy in dz¯ = dx− idy
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Dokaz. Poglejmo si integral∫
∂D
fdz + gdz¯ =
∫
∂D
f(dx+ idy) + g(dx− idy) =
∫
∂D
(f + g)dx+ i(f − g)dy
tu uporabimo izrek 4.5 in dobimo∫
∂D
fdz+gdz¯ =
∫∫
D
i(fx−gx)−(fy+gy)dxdy =
∫∫
D
((ifx−fy)−(igx+gy))dxdy =
2i
∫∫
D
1
2
(fx + ify)− 1
2
(gx − igy))dxdy = 2i
∫∫
D
(fz¯ − gz)dxdy.

Posledica 4.10 (Cauchyjev izrek). Naj bo D omejena odprta podmnoºica C z odse-
koma gladkim robom. Naj bo f ∈ O(D) ∩ C1(D). Tedaj :∫
∂D
f(z)dz = 0.
Dokaz. V izreku 4.9 za funkcijo g izberemo ni£elno funkcijo, ker je f holomorfna pa
velja fz¯ = 0. 
4.3. Izolirane singularne to£ke, meromorfne funkcije in izrek o residuu-
mih. V tem razdelku bomo definirali razli£ne singularne to£ke, si pogledali Lauren-
tovo vrsto, podali definicijo meromorfne funkcije in dokazali izrek o residuumih.
Definicija 4.11. Naj bo D odprta v C in a iz D. Naj bo f holomorfna funkcija
definirana na D \ {a}. Potem pravimo, da je a izolirana singularna to£ka za f in
D \ {a} punktirana okolica za to£ko a.
Za primer si lahko ogledamo funkcijo sin(z)
z
. Definirana je na celi kompleksni
ravnini razen v to£ki 0, kjer ima, kot bomo kasneje videli, odpravljivo singularnost.
Poleg odpravljive singularnosti med singularne to£ke ²tejemo ²e pole in bistvene
singularnosti. Primer funkcije, ki ima pol v to£ki 0, je 1
z3
. Primer funkcije, ki ima
bistveno singularnost v to£ki 0, je e1/x. Podajmo sedaj ²e njihove definicije.
Definicija 4.12 (Odpravljiva singularnost). Naj bo D odprta v C. Naj bo f ∈
O(D \ {a}). Funkcija f ima v a odpravljivo singularnost, £e je f omejena v neki
punktirani okolici to£ke a.
Opomba 4.13. e ima f odpravljivo singularnost na D \ {a}, potem obstaja F , ki
je raz²iritev funkcije f in je definirana na celotnem D.
Definicija 4.14 (Pol). Naj bo D odprta v C. Naj bo f ∈ O(D \ {a}). Funkcija
f ima v a pol stopnje n ∈ N, £e obstaja taka holomorfna funkcija h ∈ O(D), da
h(a) ̸= 0 in f(z) = h(z)
(z−a)n .
Definicija 4.15 (Bistvena singularno). Naj bo D odprta v C. Naj bo f ∈ O(D \
{a}). Funkcija f ima v a bistveno singularnost, £e je zaprtje slike vsake punktirane
okolice a znotraj D cela kompleksna ravnina.
Sedaj imamo vse, da definiramo kaj je meromorfna funkcija.
Definicija 4.16 (Meromorfna funckcija). Naj bo D odprta v C. Naj bo {aj}j∈Λ
kon£no ali neskon£no zaporedje v D, ki nima stekali²£a v D. Re£emo, da je f ∈
O(D \ (∪j∈Λ{aj}) meromorfna na D, £e ima f v vsaki to£ki {aj} ali odpravljivo
singularnost ali pol.
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Naslednji izrek bomo samo navedli ne bomo ga pa dokazali, saj nas bo zanimala
samo posledica. Dokaz lahko najdete na [4, Izrek 70].
Izrek 4.17 (Razvoj v Laurentovo vrsto). Naj bo D odprta v C. Naj bo a ∈ Din naj
bo K(a, r) krog v D. Naj bo K∗(a, r) = K(a, r) \ {a} odprta mnoºica, vsebovana v
D. Naj bo f ∈ O(K∗(a, r)). Tedaj lahko f razvijemo na K∗(a, r) v Laurentovo vrsto
f(z) =
∞∑
j=−∞
aj(z − a)j =
−1∑
j=−∞
aj(z − a)j +
∞∑
j=0
aj(z − a)j.
Prvi £len vsote imenujemo glavni del, drugega pa regularni del. Ta vrsta konver-
gira absolutno za vsak z ∈ K∗(a, r) in enakomerno na vsaki kompaktni podmnoºici
K∗(a, r).
Poglejmo si ²e definicijo residuuma.
Definicija 4.18 (Residum). Naj bo D odprta v C. Naj bo a ∈ Din naj bo K(a, r)
krog v D. Naj bo K∗(a, r) = K(a, r) \ {a} odprta mnoºica, vsebovana v D. Naj bo
f ∈ O(K∗(a, r)). Residum ali ostanek f v a je Res(f, a) = 1
2πi
∫
|z−a|=ρ f(z)dz.
Opomba 4.19. 1
2πi
∫
|z−a|=ρ
f(z)dz je enak a−1. Oziroma konstanti pred prvim £le-
nom glavnega dela razvoja funkcije f v Laurentovo vrsto.
Opomba 4.20. Odprto mnoºico K∗(a, r) lahko v definiciji 4.18 zamenjamo s po-
ljubno odprto mnoºico Γ za katero velja:
• a ∈ Γ,
• f ∈ O(Γ \ {a}).
Saj obstaja r > 0 tak da K(a, r) ⊂ Γ in f ∈ O(Γ \K(a, r)). Potem velja∫
∂(Γ\K(a,r))
f(z)dz =
∫
∂Γ
f(z)dz −
∫
K(a,r)
f(z)dz = 0.
Zadnja enakost sledi iz posledice 4.10.
Sedaj imamo vse pripravljeno, da se lotimo dokaza izreka o residuumih. Le-tega
bomo v nadaljevanju uporabljali za izra£un teºko izra£unljivih integralov.
Izrek 4.21 (Izrek o residuumih). Naj bo D omejena odprta mnoºi£a v C z odsekoma
gladkim robom. Naj bodo a1, a2, · · · , am ∈ D. Naj bo f ∈ O(D \ {∪mi=0ai} ∩ C1(D¯ \
{∪mi=0ai}) . Tedaj je
∫
∂D
f(z)dz = 2πi
m∑
i=1
Res(f, ai).
Dokaz. Okoli vsake to£ke ai najdemo tako odprto okolico Γi , da velja : Γi ⊂ D in
za vsak i ̸= j je Γi ∩ Γj = ∅.
Naj bo D˜ = D\(∪mi=1Γ¯i) in ∂D˜ = ∂D∪(∪mi=1∂Γi). Tedaj f ∈ O(D˜)∩C1(D˜∪∂D˜),
zato lahko za njo uporabimo Cauchiyev izrek in dobimo
0 =
∫
∂D˜
f(t)dt =
∫
∂D
f(t)dt+
m∑
i=1
∫
∂Γi
f(t)dt =
∫
∂D
f(t)dt− 2πi
m∑
i=1
Res(f, ai).

Poglejmo trditev, ki omogo£a laºje ra£unanje residuumov.
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Slika 3. Slika punktiranih okolic.
Trditev 4.22. Naj ima funkcija f v a pol stopnje n ∈ N. Tedaj je
Res(f, a) =
1
(n− 1)! limz→a
dn−1
dzn−1
((z − a)nf(z)).
Dokaz. Ker ima f pol stopnje n, je oblike
f(z) =
a−n
(z − a)n +
a−(n−1)
(z − a)n−1 + · · ·+
a−1
z − a + a0 + . . . .
Potem je
(z − a)nf(z) = a−n + an−1(z − a) + · · ·+ a0(z − a)n + . . .
in
dn−1
dzn−1
((z − a)nf(z)) = (n− 1)!a−1 +
∞∑
j=1
bj(z − a)j.

5. Uporaba izreka o residuumih
Sedaj, ko smo opremljeni z izrekom o residuumih, lahko pogledamo naslednji
izrek, ki nam zagotavlja konvergenco in izra£un za dokaj ²iroko druºino posplo²enih
integralov.
Izrek 5.1. Naj bo f meromorfna na C brez polov na R, ki ima kon£no mnogo polov
v zgornji polravnini. e gre posplo²eni integral
∫ ∞
0
f(x+ yi)dy proti 0, ko |x| → ∞
in £e gre za vsak omejen interval I integral
∫
I
f(x+yi)dx proti 0, ko y →∞, potem∫ ∞
−∞
f(x)dx = 2πi
∑
i
Res(f, ai), kjer vsota te£e po vseh polih funkcije f v zgornji
polravnini.
Dokaz. Naj bo ϵ > 0. Oglejmo si integral Jn =
∫
Kn
f(z)dz, kjer je Kn rob pravo-
kotnika z oglji²£i (−n, 0), (n, 0), (n, n) in (−n, n). Ta integral lahko razdelimo na
4 dele Kna , K
n
b , K
n
c in
∫ n
−n
f(x)dx, kjer vsak del predstavlja eno od stranic kvadrata,
kot se vidi na sliki 4. Iz zgornjih predpostavk vemo, da obstaja tako naravno ²tevilo
|m0| ∈ N, da je za vsak m > m0 integral |
∫ ∞
0
f(m+yi)dy| ≤ ϵ
3
. S tem smo zagoto-
vili, da integrala po K∞a in K
∞
b konvergirata proti 0, ko gre n preko vsake meje. Iz
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druge predpostavke vemo, da obstaja tak c0 ∈ R tako, da za vsak c > c0 velja ocena
|
∫ n
−n
f(x+ ci)dx| ≤ ϵ
3
, kjer je n dolo£en iz prvega pogoja. Naj bo n > max{c0,m0}
tak, da pravokotnik Kn vsebuje vse pole v zgornji polravnini. Sedaj to zdruºimo z
izrekom o residuumih, da dobimo
2πi
∑
l
Res(f, l) =
∫
Kn
f(z)dz =
∫
Kna
f(z)dz+
∫
Knb
f(z)dz+
∫
Knc
f(z)dz+
∫ n
−n
f(x)dx.
Kjer l te£e po vseh polih znotraj kvadrata Kn. e sedaj vzamemo limito n → ∞,
dobimo
lim
n→∞
|
∫
Knj
f(z)dz| ≤ ϵ
3
∀j ∈ {a, b, c}
in
lim
n→∞
∫ n
−n
f(x)dx =
∫ ∞
−∞
f(x)dx.
Ker to velja za vsak ϵ > 0 dobimo enakost. 
Slika 4. Slika pravokotnikov.
Poglejmo uporabo izreka na primeru. Recimo, da bi ºeleli izra£unati posplo²en
integral z b > 0 ∫ ∞
−∞
x sin(bx)
x2 + 1
dx.
Kot se vidi na grafu 5, funkcija x sin(bx)
x2+1
oscilira. Kar pomeni, da je teºko izra£unljiva
z numeri£nimi metodami. Ker je integral tudi posplo²en, moramo preveriti, ali
konvergira. Tukaj si lahko pomagamo z izrekom 3.1. Namre£, funkcija h(x) = x
x2+1
je za x > 1 strogo padajo£a. Za funkcijo g(x) = sin(bx) velja, da je za vsak c > a
vrednost integrala |
∫ c
a
sin(bx)dx| ≤ 2
b
, saj velja
|
∫ c
a
sin(bx)dx| = | − cos(cx)
b
+
cos(ax)
b
| ≤ |cos(cx)
b
|+ |cos(ax)
b
| ≤ 2
b
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Slika 5. Graf funkcije x sin(bx)
x2+1
.
S konvegenco za seboj se osredoto£imo na ra£unanje integrala. Pomagali si bomo z
integralom ∫
zeibz
z2 + 1
dz.
Imaginarni del integrala je na realni osi enak iskanemu integralu, saj je eibx =
cos(bx) + i sin(bx). e nam uspe pokazati, da ta integral zado²£a predpostavkam
na²ega izreka, potem bo veljalo
Im(
∫ ∞
∞
xeibx
x2 + 1
dx) = Im(2πiRes(f, i)) = Im(2πi lim
z→i
zeibz
z + i
) = Im(iπe−b) = πe−b.
Poglejmo si najprej naslednjo neenakost
| z
z2 + 1
| = | z + i− i
(z + i)(z − i) | ≤
1
|z − i| + |
1
(z + i)(z − i) | ≤
1
|x| +
1
x2
.
Tu smo uporabili, da za x ̸= 0 velja |z − i| ≥ |x| in posledi£no 1|z−i| ≤ 1|x| . Ta
neenakost sledi iz dejstva, da je hipotenuza trikotnika vedno dalj²a od katet. Kar se
tudi vidi na sliki 6.
Podobno pokaºemo tudi za |z + i| ≥ |x|. Sledi, da je
|
∫ ∞
0
x+ yi
(x+ yi)2 + 1
eib(x+yi)dy| ≤ ( 1|x| +
1
x2
)
∫ ∞
0
e−bydy
in ko x → ∞, gre desna stran neenakosti proti 0. Tako smo preverili prvo predpo-
stavko izreka 5.1. Preverimo ²e ostale. Naj bo sedaj I ⊂ R poljuben interval. Velja
tudi naslednja neenakost
|
∫
I
x+ yi
(x+ yi)2 + 1
eib(x+yi)dx| = e−by|
∫
I
(x+ yi)eibx
(x+ yi)2 + 1
dx| ≤ e−by
∫
I
| (x+ yi)
(x+ yi)2 + 1
|dx.
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Slika 6. Ocena neenakosti
Ozna£imo s h(y) = (x+yi)
(x+yi)2+1
in si oglejmo lim
y→∞
h(y). Velja
(2) lim
y→∞
h(y) = lim
y→∞
x
y
+ i
( x√
y
+
√
yi)2 + 1
y
= lim
y→∞
i
−y = 0.
Tako smo preverili obe predpostavki izreka 5.1, kar pomeni, da je res∫ ∞
−∞
x sin(bx)
x2 + 1
dx = πe−b.
Na£in, ki smo si ga izbrali, ni edini, saj bi lahko za obmo£je integracije vzeli tudi
kaj takega:
Slika 7. Integracija po polkrogu.
Poglejmo si naslednji izrek, ki se ponavadi formulira z integracijo po polkrogu.
Izrek 5.2. Naj bo f : C → C omejena meromorfna in na okolici realne osi holo-
morfna funkcija, ki ima kon£no mnogo polov v zgornji polravnini. e za f velja
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• |zf(z)| omejana, ko je |z| dovolj velik; to pomeni, da obstajata taki realni
²tevili M in r, da za vsak z ∈ C velja, da iz |z| ≥ r sledi |zf(z)| ≤M .
Naj bo R > 0 in naj bo CR polkroºnica CR = {z ∈ C; |z| = R, 0 ≤ arg(z) ≤ π}
potem lim
R→∞
∫
CR
f(z)eizdz = 0.
Dokaz. Poglejmo, kako lahko ocenimo | ∫
CR
f(z)eizdz|. Kroºnico parametriziramo
z = Reiθ, kjer θ te£e od 0 do π. Dobimo
|
∫
CR
f(z)eizdz| ≤ sup
0<θ<π
|f(Reiθ)|R
∫ π
0
e−R sin θdθ|.
Osredoto£imo se na drugi del produkta: | ∫ π
0
e−R sin θdθ|. Vpeljimo novo spremen-
ljivko α = π
2
−θ. Integral se prevede v
∫ π
2
−π
2
e−R cos(α)dα. Upo²tevamo, da je integrand
soda funkcija in dobimo
2
∫ π
2
0
e−R sin θdθ.
Poglejmo si graf funkcije sinus, ki se vidi na sliki 8.
Slika 8. Graf funkcije sinus
Kot se vidi iz grafa, lahko na intervalu [0, π
2
] naredimo oceno
sin(θ) ≥ 2
π
θ.
Tako dobimo ²e zadnjo oceno. Namre£
|
∫ π
0
e−R sin θdθ| ≤ 2
∫ π
2
0
e−(
2
π
)Rθdθ = π(1− e−R).
Vidmo, da ko R raste, gre drugi del produkta proti 0, prvi pa je zaradi na²e pred-
postavke omejen. To pomeni, da gre res
∫
CR
f(z)eizdz proti 0, ko gre R→∞. 
Uporaba polkroºnega obmo£ja za integracijo je danes standardna, vendar pa to
²e ne pomeni, da je najbolj²a. Poglejmo si, kako bolj enostaven bi bil dokaz, £e bi
namesto polkroga integrirali po trikotniku.
Trditev 5.3. Naj bo f : C → C meromorfna in na okolici realne osi holomorfna
funkcija, ki ima kon£no mnogo polov v zgornji polravnini. e za f velja
14
• |zf(z)| omejana, ko je |z| dovolj velik; to pomeni, da obstajata taki realni
²tevili M in r, da za vsak z ∈ C velja, da iz |z| ≥ r sledi |zf(z)| ≤M .
potem lim
R→∞
∫
CR
f(z)eizdz = 0.
Dokaz. Naj bo a ∈ R tako pozitivno ²tevilo, za katerega velja, da so vsi poli funkcije
f , ki leºijo v zgornji polravnini, vsebovani v trikotniku z ogli²£i (−a, 0), (0, a) in
(a, 0). Po potrebi pove£amo a, da rob trikotnika v zgornji polravnini leºi v |z| > r.
Naj bo L1 stranica trikotnika, ki leºi v prvem kvadrantu in L2 stranica, ki leºi v
drugem kvadrantu, slika 9. Da izrek dokaºemo, zado²£a pokazati, da velja:
Slika 9. Integracija po trikotniku.
lim
a→∞
|
∫
Lj
f(z)eizdz| → 0 j ∈ {1, 2}.
Saj obstaja tak R ∈ R, da so vse singularnosti vsebovane v notranjosti CR. Nato
uporabimo izrek 4.10. Prepri£ajmo se, da to velja za L1, saj dokaz za daljico L2
poteka podobno. Daljico L1 parametrizirajmo z = x + (a − x)i, x ∈ [a, 0], kar
pomeni, da je dz = (1 − i)dx. Iz predpostavke sledi, da je |f(z)| ≤ M|z| ≤
D
a
za
neko konstanto D. Zadnja neenakost sledi iz dejstva, da za z ∈ Li je |z| ≥ a√2 . To
pomeni, da je
lim
a→∞
|
∫
L1
f(z)eizdz| ≤ lim
a→∞
∫
L1
|f(z)eizdz| ≤ lim
a→∞
D|1− i|
a
|
∫ 0
a
e−a+xdx|.
Ta limita pa je enaka 0, saj je
∫ 0
a
e−a+xdx = 1−e
a
ea
omejen gleda na a > 0. 
Iz tega primera vidimo, da na teºavnost ocene integrala vpliva tudi oblika obmo£ja
po katerem integriramo.
5.1. Primeri obmo£ij za integracijo. V tem podrazdelku bom predstavil razli£na
moºna obmo£ja, ki nam pri integriranju dostikrat pomagajo in pokazali ²e primere
integralov, na katerih jih lahko uporabimo.
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Do sedaj smo ºe spoznali primere, pri katerih smo integrirali po kvadratu, pol-
krogu ali pa trikotniku. Poglejmo si sedaj ²e primer, ko integriramo po obmo£ju,
ki spominja na obliko klju£avnice. Ideja za naslednjo trditev se je porodila ob
dokazu Eulerjeve zrcalne formule. Namre£ Eulerjeva zrcalna formula trdi, da je
Γ(z)Γ(1 − z) = B(z, 1 − z) = π
sinπz
, kjer sta Γ, B gama in beta funkciji in z ̸∈ Z≤0
kompleksno ²tevilo. Tukaj z Z≤0 ozna£ujemo mnoºico nepozitivnih celih ²tevil. Spo-
mnimo se njuni definiciji.
Definicija 5.4 (Gama funkcija). Naj bo Re(z) > 0, potem je Γ(z) =
∫∞
0
xz−1e−xdx.
Definicija 5.5 (Beta funkcija). Naj bosta Re(x) > 0,Re(y) > 0, potem je B(x, y) =∫ 1
0
tx−1(1− t)y−1dt.
Trditev 5.6. Gama in beta funkciji sta dobro definirani.
Dokaz. Pi²imo z = a+ bi in ocenimo |Γ(z)|
|Γ(z)| ≤
∫ ∞
0
|xa−1+bie−x|dx =
∫ ∞
0
xa−1e−xdx.
Tu smo uporabili, da je |xib| = |eib log x| = 1, saj je |eit| = 1 za t ∈ R. Integral∫ ∞
0
xa−1e−xdx ima singularnost v to£ki 0 in v to£ki ∞. Za singularnost v ∞ si
oglejmo ∫ ∞
x0
xa−1e−xdx =
∫ ∞
x0
xa+1
x2ex
dx.
Definirajmo h(x) = x
a+1
ex
. Ker vemo, da eksponetna funkcija raste hitreje od kate-
rekoli pozitivne potence x, je lim
x→∞
h(x) = 0. Naj bo ϵ > 0. Ker je lim
x→∞
h(x) = 0,
obstaja x0 ∈ R tak da za vsak x ≥ x0 je |h(x)| ≤ ϵ. Dobimo oceno∫ ∞
x0
xa+1
x2ex
dx ≤
∫ ∞
x0
ϵ
x2
dx <∞.
Ta ocena nam pokaºe, da na intervalu [x0,∞) integral konvergira. Za singularnost
v 0 si oglejmo ∫ x0
0
e−x
x1−a
dx ≤
∫ x0
0
1
x1−a
dx =
1
a
xa|x00 .
Ker je a > 0 je (0)a = 0 in
∫ x0
0
e−x
x1−a
<∞, pomeni, da integral, ki definira funkcijo
gama, konvergira in je zato gama dobro definirana. Integral za funkcijo beta ima
singularnost v to£ki 0 in v to£ki 1. Pokaºimo le konvergenco v to£ki 0, saj lahko z
uvedbo nove spremenljivke x = 1 − t singularnost v to£ki 1 transliramo v to£ko 0.
Oglejmo si integral
∫ 1
0
tx−1(1−t)y−1dt okoli to£ke 0. Ker je funkcije f(t) = (1−t)y−1
za t ∈ [0, 1
2
] zvezna, doseºe maksimum. Ozna£imo ga z M . Pi²imo x = a + bi in
y = c+ di. Potem velja
|
∫ 1
2
0
tx−1(1− t)y−1dt| ≤
∫ 1
2
0
ta−1Mdt =
M
a
ta|
1
2
0 =
M2−a
a
<∞.

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Opomba 5.7. Gama in beta funkciji, kot smo jih definirali zgoraj, veljata samo,
ko Re(x) > 0,Re(y) > 0,Re(z) > 0. Vendar ju lahko analiti£no nadaljujemo preko
njunih funkcijskih formul do C \ Z≤0 ([5, 1.1.1.]).
Z uvedbo nove spremenljivke u = t
1−t dobimo ²e en zapis za beta funkcijo
B(x, y) =
∫ ∞
0
ux−1
(1 + u)x+y
du.
Trditev 5.8. Naj bosta P (z) in Q(z) polinoma. Naj bo R(z) = P (z)
Q(z)
racionalna
funkcija, za katero velja:
• stopnja Q ≥ stopnja P + 2,
• Q(x) ̸= 0 za vsak x ∈ (0,∞),
• Q(x) ima v to£ki x = 0 ni£lo stopnje kve£jemu 1.
Naj bodo z1, z2, . . . vse singularnosti funkcije R(z) na C \ {0} in θ ∈ (0, 1). Potem
je
∫ ∞
0
xθR(x)dx =
2πi
1− e2πiθ
n∑
i=1
Res(f, zi).
Dokaz. Naj bo D na²e obmo£je na spodnji sliki in si poglejmo integral
∫
∂D
zθR(z)dz.
Integal zapi²emo kot vsoto po posameznih delih
Slika 10. Integral po klju£avnici.
∫
D
zθR(z)dz =
∫
γr
zθR(z)dz +
∫
γϵ
zθR(z)dz +
∫
γR
zθR(z)dz +
∫
γ−ϵ
zθR(z)dz.
Poglejmo integral po krivulji γR. S parametrizacijo z = Reiω za ω ∈ [0, 2π] dobimo,
da je
|
∫
γR
zθR(z)dz| ≤
∫
γR
|zθ||P (z)
Q(z)
dz|.
Za dovolj velike |z| velja ocena |P (z)||Q(z)| ≤ C|z|2 , saj je deg(Q) ≥ deg(P ) + 2. Dobimo∫
γR
|zθ||P (z)
Q(z)
dz| ≤
∫ 2π
0
|(Reiω)|θ C
R2
Rdω ≤ C
R1−θ
∫ 2π
0
dω = 2π
C
R1−θ
.
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Ker je θ ∈ (0, 1) vidimo, da velja lim
R→∞
|
∫
γR
zθR(z)dz| = 0. Poglejmo si integral po
krivulji γr. Tu uporabimo parametrizacijo z = reiω za ω ∈ [0, 2π]. Upo²tevamo, da
za |z| blizu 0 velja |P (z)||Q(z)| ≤ C|z| , saj ima Q(x) v to£ki x = 0 kve£jemu pol 1 stopnje.
Dobimo
|
∫
γr
zθR(z)dz| ≤
∫
γr
|zθ||P (z)
Q(z)
dz| ≤
∫
γr
|zθ C|z|dz| ≤
∫ 2π
0
rθ+1
C
r
dω ≤ 2πCrθ.
Ker je θ ∈ (0, 1), vidimo, da velja lim
r→0
|
∫
γr
zθR(z)dz| = 0. Integral po krivulji γϵ
gre v limiti k na²emu iskanemu integralu. Poglejmo si integral po krivulji γ−ϵ. Tu
uporabimo parametrizacijo z = e2πix za x ∈ [R, r]. Dobimo∫
γ−ϵ
zθR(z)dz =
∫ r
R
(e2πix)θR(e2πix)e2πidx = −e2πiθ
∫ R
r
xθR(x)dx.
Zdruºimo vse skupaj, dobimo
2πi
n∑
i=1
Res(f, zi) = lim
r→0
lim
R→∞
∫
D
zθR(z)dz =
∫ ∞
0
xθR(x)dx− e2πiθ
∫ ∞
0
xθR(x)dx
= (1− e2πiθ)
∫ ∞
0
xθR(x)dx.

Poglejmo si primer uporabe izreka. Spomnimo se ekvivaletne definicije beta funk-
cije B(x, y) =
∫∞
0
ux−1
(1+u)x+y
du in jo izra£unajmo za x = z in y = 1 − z kjer je
Re ∈ (0, 1). Dobimo
B(z, 1− z) =
∫ ∞
0
uz
u(1 + u)
=
2πi
1− e2πizRes(
uz
u(1 + u)
,−1) = −2πie
πiz
1− e2πiz .
Tu smo uporabili prej²njo trditev, saj je Re(z) ∈ (0, 1) in upo²tevali, da je edini pol
funkcije u
z
u(1+u)
v to£ki −1, kjer ima funkcija residuum enak Res( uz
u(1+u)
,−1) = −eπiz.
e zgornjo ena£bo poenostavimo, dobimo
−2πieπiz
1− e2πiz =
2πi
eπiz − e−πiz =
π
sin(πz)
.
S tem smo pokazali Eulerjevo zrcalno formulo, saj je Γ(z)Γ(1− z) = B(z, 1− z).
Ostanimo pri Γ funkciji in izpeljimo ena£bo za 1
Γ(z)
. Poglejmo si integral
1
2πi
∫
C
ett−zdt,
kjer je C krivulja krivulja na sliki 11. Na² integral razdelimo na vsoto treh integralov.
Prvi integral je integral po spodnjem delu krivulje C1, drugi po kroºni zanki C2 in
tretji po zgornji krivulji C3.∫
C
ett−zdt =
∫
C1
ett−zdt+
∫
C2
ett−zdt+
∫
C3
ett−zdt.
Da gre integral po krivulji C2 proti 0, ko manj²amo radij kroga, se pokaºe na po-
doben na£in kot smo naredili pri zgornjem primeru. Zato bomo ta ra£un izpustili
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Slika 11. Integral po Hanklovi krivulji.
in se osredoto£ili na integral po krivuljah C1 in C3. To sta posplo²ena integrala.
Upo²tevajo£ paramatrizacijo dobimo∫
C1
ett−zdz =
∫ 0
∞
−e−s(e−πi)−zds, kjer smo uporabili parametrazijo t = e−πis ter∫
C3
ett−zdz =
∫ ∞
0
−e−s(eπi)−zds, kjer smo uporabili parametrazijo t = eπis.
Pri prvem integralu pripada s ∈ (∞, 0]. Pri dugem integralu pa s ∈ [0,∞). Dobimo
1
2πi
∫
C
ett−zdt =
1
2πi
∫ ∞
0
e−ss−z(eπiz − e−πiz)ds = sin(πz)
π
Γ(1− z) = 1
Γ(z)
,
kjer smo uporabili zvezo π
sin(πz)
= Γ(z)Γ(1− z). e povzemimo, smo pokazali
1
Γ(z)
=
1
2πi
∫
C
ett−zdt.
6. Ra£unanje integalov
V tem razdelku bomo izra£unali integral, ki smo ga predstavili na za£etku dela.
Pogledali bomo tudi nekaj mo£no oscilirajo£ih integralov in podrobno pokazali po-
stopek ra£unanja.
Izrek 6.1. Naj bosta f1 in f2 meromorfni funkciji, definirani na okolici zaprte zgor-
nje polravnine brez polov na R. Naj imata f1, f2 kon£no mnogo polov v zgornji
polravnini. Naj bo I ⊂ R poljuben omejen interval. e velja:
(1) za vsak x ∈ I je limita lim
y→∞
f1(x+ yi) = 0 in limita integralov lim
y→∞
∫
I
|f2(x+
yi)|dx omejena,
(2) za vsak y ∈ [0,∞) je limita lim
x→±∞
f2(x+ yi) = 0 in limita integralov
lim
x→±∞
∫ ∞
0
|f1(x+ yi)|dy omejena.
Potem je integral
∫ ∞
−∞
f1(x)f2(x)dx = 2πi
∑
j
Res(f1(x)f2(x), j), kjer j te£e po vseh
polih v zgornji polravnini.
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Dokaz. Za dokaz si bomo pomagali z izrekom, ki smo ga dokazali na za£etku po-
glavja. Namre£, pokazali bomo, da produkt funkcij f1f2 zado²£a zahtevam izreka
5.1. Pokaºimo, da produkt zado²£a
lim
x→±∞
∫ ∞
0
f1(x+ yi)f2(x+ yi)dy = 0.
Naj bo ϵ > 0. Po drugi predpostavki obstaja tak x0, da za vsak |x| > x0 velja
|f2(x+ yi)| ≤ ϵ za vsak y ∈ [0,∞). Dobimo
lim
x→±∞
∫ ∞
0
f1(x+ yi)f2(x+ yi)dy ≤ ϵ lim
x→±∞
∫ ∞
0
|f1(x+ yi)|dy.
Po²ljimo ϵ proti 0. Ker je
∫ ∞
0
|f1(x+ yi)|dy omejen glede na x, dobimo
lim
x→±∞
∫ ∞
0
f1(x+ yi)f2(x+ yi)dy = 0.
Naj bo I ⊂ R. Drugo predpostavko dokaºemo podobno, zato bomo dokaz spustili.
Dobimo ∫ ∞
−∞
f1(x)f2(x)dx = 2πi
∑
i
Res(f1(x)f2(x), i),
Saj smo izpolnini obe predpostavki izreka 5.1. 
Poglejmo si ²e uporabo zgornjega izreka. Naj bo
(3) f(x) =
x sin(bx)
(x2 + r2)(a2 + 2ac cos(bx) + c2)
.
Naj bodo konstante a, b, c, r > 0. Naj bo a < c. elimo pokazati∫ ∞
0
x sin(bx)
(x2 + r2)(a2 + 2ac cos(bx) + c2)
dx =
π
2c
1
a+ cebr
.
Integral je posplo²en, zato poglejmo konvergenco. Pomagali si bomo z izrekom 3.1.
Naj bo h(x) = x
x2+r2
in g(x) = x sin(bx)
x2+ac cos(bx)+c2
. Preverjanje predpostavk izreka 3.1
za funkciji g(x) in h(x) poteka podobno kot za funkcijo x sin(x)
x2+1
, zato to izpustimo.
Graf funkcije f(x) za parametre a = 1, b = 3, c = 1.3, r = 1 vidimo na sliki 12.
Preverimo, kak²en rezultat dobimo, £e za ra£unanje uporabimo program MATLAB
13. Opazimo, da integral konvergira prepo£asi, da bi ga lahko dobro ocenili.
Lotimo se re²evanja. Poglejmo si
g(z) =
zeibz
(z2 + r2)(aeibz + c)
.
Pi²imo z = x+ iy in poglejmo g(x).
(4) g(x) =
xeibx
(x2 + r2)(aeibx + c)
=
x(cos(bx) + i sin(bx)
(x2 + r2)(a(cos(bx) + i sin(bx)) + c)
.
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Slika 12. Graf integranda za parametre a = 1, b = 3, c = 1.3, r = 1.
Slika 13. Program Matlab narobe izra£una integral.
Uporabili smo eix = cos(x) + i sin(x). Racionaliziramo ulomek, da dobimo
x(cos(bx) + i sin(bx)
(x2 + r2)(a(cos(bx) + i sin(bx)) + c)
=
x(cos(bx) + i sin(bx)(a(cos(bx)− i sin(bx)) + c)
(x2 + r2)(a(cos(bx) + i sin(bx)) + c)(a(cos(bx)− i sin(bx)) + c) =
x(a+ c cos(bx) + ic sin(bx))
(x2 + r2)(a2 + ac cos(bx) + c2)
.(5)
Iz 5 vidimo, da je Im(g(x)
c
) = f(x). Pokaºimo, da funkcija g(z) zado²£a predpostav-
kam izreka 6.1. Pi²imo f1(z) = e
ibz
(aeibz+c)
in f2(z) = zz2+r2 . Naj bo I poljuben interval
in x ∈ I. Poglejmo lim
y→∞
f1(x+ yi) in upo²tevamo, da je lim
y→∞
e−by = 0, saj b > 0.
lim
y→∞
| e
ib(x+yi)
aeib(x+yi) + c
| = lim
y→∞
| e
ibx−by
aeibx−by + c
| = lim
y→∞
e−by
|aeibx−by + c| = 0.
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Da je lim
y→∞
|
∫
I
x+ yi
(x+ yi)2 + r2
dx| < ∞, sledi iz 2. Tako smo pokazali prvo predpo-
stavko. Pokaºimo, da zado²£a tudi drugi. Naj bo y ∈ [0,∞). Uporabimo 2, da
dobimo
lim
x→±∞
f2(x+ yi) =
x+ yi
(x+ yi)2 + r2
= 0.
Da je lim
x→±∞
∫ ∞
0
| e
ib(x+yi)
(aeib(x+yi) + c)
dy| <∞, sledi iz ocene
| e
ib(x+yi)
aeib(x+yi) + c
| ≤ e
−by
|aeibx−by + c| ≤
e−by
c− a,
kjer smo na |aeibx−by + c| ≥ |c− a|eibx−by|| = |c− a|e−by|| ≥ |c− a| uporabili obratno
trikotni²ko neenakost. Po izreku 6.1 sledi∫ ∞
−∞
g(x)dx = 2πiRes(g(x), ir).
Res(g(x), ir) je enak
Res(g(x), ir) = lim
z→ir
zeibz
(z + ir)(aeibz + c)
=
1
2(a+ cebr)
.
Torej je ∫ ∞
−∞
g(x)dx =
πi
a+ cbr
.
Upo²tevamo 4 in ena£imo imaginarna dela∫ ∞
−∞
xc sin(bx)
(x2 + r2)(a2 + ac cos(bx) + c2)
dx =
π
a+ cbr
.
Upo²tevamo sodost funkcije xc sin(bx)
(x2+r2)(a2+ac cos(bx)+c2)
, da dobimo∫ ∞
0
x sin(bx)
(x2 + r2)(a2 + 2ac cos(bx) + c2)
dx =
π
2c
1
a+ cebr
.
Naslednja trditev nam bo v pomo£ pri ra£unanju 1.
Trditev 6.2. Naj bo g(z) poten£na vrsta brez prostega £lena g(z) =
∞∑
n=1
anz
n, ki
ima konvergen£ni radij ve£ji od 1. Naj bo b > 0. Potem funkcija g(eibz) zado²£a
predpostavkam funkcije f1 v izreku 6.1.
Dokaz. Pi²imo z = x+ yi in izra£unamo lim
y→∞
g(eib(x+iy)).
lim
y→∞
|g(eib(x+iy))| = lim
y→∞
|
∞∑
n=1
ane
inb(x+iy)| ≤ lim
y→∞
∞∑
n=1
|ane−nby| ≤ e−yb
∞∑
n=1
|an|.
Tu smo uprabili, da za n ∈ N, b > 0 in y > 0 velja e−by ≥ e−nby. Vrsta
∞∑
n=1
an = g(1)
konvergira absolutno, saj poten£na vrsta znotraj konvergen£nega polmera konvergira
absolutno. Ker je za b > 0 limita lim
y→∞
e−by = 0, pomeni, da
lim
y→∞
|g(eib(x+iy))| = 0.
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Poglejmo lim
x→±∞
∫ ∞
0
|
∞∑
n=1
ane
inb(x+iy)|dy. Uporabimo zgornjo neenakost
lim
x→±∞
∫ ∞
0
|
∞∑
n=1
ane
inb(x+iy)|dy ≤ lim
x→±∞
∞∑
n=1
|an|
∫ ∞
0
e−bydy ≤ 1
b
∞∑
n=1
|an|.
Tu smo zamenjali vrsto in integracijo, saj vrsta absolutno konvergira. 
Izra£unajmo integral 1. Poglejmo funkcijo f(x+ yi) = ee
i(x+yi)
.
(6) ee
i(x+iy)
= ee
ix−y
= e(cos(x)+i sin(x))e
−y
= ecos(x)e
−y
(cos(sin(x)) + i sin(sin(x)))
Imaginirani del funkcije f(x + yi) je enak ecos(x)e
−y
(sin(sin(x))) in se na R ujema
z 1. Poten£na vrsta funkcije g(z) = ez − 1 ima konvergen£ni radij ve£ji od 1 in je
brez prostega £lena, saj g(0) = 0. Po izreku 6.2 sledi, da funkcija g(eiz) = ee
iz − 1
zado²£a predpostavkam funkcije f1 v izreku 6.1. Za funkcijo f2 ponovno vzemimo
f2(z) =
z
z2+1
. Pomeni, da∫ ∞
−∞
x
x2 + 1
(ee
ix − 1)dx = 2πiRes( z
z2 + 1
(ee
iz − 1), i).
Izra£unajmo Res( z
z2+1
(ee
iz − 1), i)
Res(
z
z2 + 1
(ee
iz − 1), i) = lim
z→i
z(ee
iz − 1)
z + i
− 1 = 1
2
(ee
−1 − 1).
Upo²tevamo 6 in ena£imo imaginarna dela∫ ∞
−∞
xecos(x)(sin(sin(x)))
x2 + 1
dx = π(e
1
e − 1).
Upo²tevamo sodost integrada, da dobimo∫ ∞
0
xecos(x)(sin(sin(x)))
x2 + 1
dx =
π
2
(e
1
e − 1).
Poglejmo ²e zadnji primer.
Primer 6.3. Naj bodo konstante a, b, c, r > 0. Naj bo a < c. Izra£unajmo
(7)
∫ ∞
0
log(a2 + ac cos(bx) + c2)
x2 + r2
dx.
Integrand, kot vidimo na sliki 14, konvergira zelo po£asi. Kar povzor£i, da integral
numeri£ni programi izra£unajo napa£no. Konvergenca sledi iz ocene
lim
x→∞
log(a2 + ac cos(bx) + c2)
x2 + r2
= lim
x→∞
1
(x
3
2 + r
2√
x
)
log(a2 + ac cos(bx) + c2)√
x
≤ 1
x
3
2
.
Funkcija 1
x
3
2
je v neskon£nosti integrabilna. Od tod sledi, da integral konvergira.
Poglejmo si funkcijo f(z) = log(c+ae
ibz)
z2+r2
. Pi²imo z = x+ yi in izra£unajmo f(x)
f(x) =
log(c+ aeibx)
x2 + r2
=
log(c+ a(cos(bx) + i sin(bx)))
x2 + r2
=
log
√
(a2 + ac cos(bx) + c2) + iarg
x2 + r2
=
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Slika 14. Graf pri parametrih a = 1, b = 1, c = 2, r = 1.
(8)
1
2
log(a2 + ac cos(bx) + c2) + iarg(c+ a(cos(bx) + i sin(bx)))
x2 + r2
.
Tu smo uporabili log(z) = log(|z|) + iarg(z), kjer arg(z) ∈ [−π
2
, 3π
2
]. Enakost
|(c+ aeibx)| =
√
a2 + ac cos(bx) + c2
sledi iz imenovalca pri ra£unu 5 na strani 21. Iz ena£be 8 vidimo da Re(f(x)
2
) ravno
na² integrand. e pokaºemo, da funkcija f(x + yi) zado²£a predpostavkam izreka
6.1, potem bo veljalo
(9)
∫ ∞
−∞
f(x)dx = 2πiRes(f, ir) = 2πi lim
z→ir
log(c+ aebiz)
z + ir
=
π log(c+ ae−br)
r
.
Upo²tevamo sodost funkcije f(x) da dobimo na² iskani integral
2
2
∫ ∞
0
log(a2 + ac cos(bx) + c2)
x2 + r2
dx =
π log(c+ ae−br)
r
.
Pokaºimo, da funkcija f(z) res zado²£a predpostavkam izreka 6.1. Izberimo f1(z) =
log(c+aeib(z))
z
in f2(z) = zz2+r2 . Da funkcija f2(z) zado²£a predpostavkam, vemo ºe iz
prej²nih primerih, zato se osredoto£imo na f1(z). Naj bo I poljuben omejen interval
in x ∈ I potem
lim
y→∞
f1(x+ yi) = lim
y→∞
log(c+ aeib(x+yi))
x+ yi
=
lim
y→∞
log
√
a2 + ac cos(bx) + c2 + iarg(c+ a(cos(bx) + i sin(bx)))
x+ yi
= 0.
Zadnja enakost drºi, saj sta argument in logaritem omejena. Preverimo ²e, da je
lim
x→±∞
∫ ∞
0
|f1(x+ yi)dy| <∞.
lim
x→±∞
∫ ∞
0
| log(c+ ae
ib(x+yi))
x+ yi
dy| =
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lim
x→±∞
∫ ∞
0
| log
√
a2 + ac cos(bx) + c2 + iarg(c+ a(cos(bx) + i sin(bx)))
x+ yi
dy| = 0,
kar drºi zaradi istega argumenta kot zgoraj. Pomeni, da je res∫ ∞
0
log(a2 + ac cos(bx) + c2)
x2 + r2
dx =
π
r
log(c+ ae−br).
♦
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