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ABSTRACT 
This paper introduces a new multichannel microphone technique that was designed to produce multiple listener 
perspectives.  A listener perspective paradigm and the related spatial attributes are also proposed for the evaluation 
of spatial quality in acoustic recording and reproduction.  The proposed microphone array employs five coincident 
microphone pairs, which can be transformed into virtual microphones with different polar patterns and directions 
depending on the mixing ratio.  The results of interchannel correlation and informal subjective evaluations suggest 
that the proposed technique is able to offer an effective control over various spatial attributes.    
 
1. INTRODUCTION 
1.1. Perspective paradigm in multichannel 
recording 
One of the main goals of multichannel stereophonic 
recording is to provide listeners with an impression of 
being in the soundfield of recording space.  This is 
particularly true for classical music recordings made in 
concert halls.  To achieve this goal, recording engineers 
should firstly consider ‘listener’s perspective’ since 
listeners at different locations in the recording venue 
would experience different spatial sensations depending 
on the properties of acoustic events perceived at the 
ears.  Therefore, the choice of microphone technique 
should be made according to the desired perspective.   
 
 
This suggests that the spatial quality of reproduced 
multichannel sound (specifically in the context of 
acoustic recording) should not just be evaluated by 
whether sufficient decorrelated ambient sound can be 
provided from the rear channels but also judged by 
whether the impression of actual soundfield that one 
would hear at a desired listening position in a concert 
hall can be recreated as effectively as possible.  A more 
detailed discussion on this topic is given throughout this 
paper. 
1.2. Existing multichannel microphone 
techniques 
To date a number of multichannel microphone 
techniques have been developed.  All of them attempt to 
achieve the goal of an ideal soundfield reproduction 
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based on their own design philosophies.  The existing 
techniques can be categorised into three main groups: 
 
• those using spaced directional microphones 
arranged in a single main array, e.g. OCT-Surround 
[1], Critical Linking 5-channel arrays [2], ICA-5 
[3], etc.  
• those using the combination of separate front and 
rear microphone arrays, e.g. Critical Linking 3-
channel arrays [2], OCT [1], ICA-3 [3], Fukada 
Tree [4], Hamasaki square [5], IRT cross[1] 
• those employing multiple coincident microphones 
arranged at one position, e.g. Ambisonics [6], 
Double MS [7], etc. 
The techniques in the first group tend to aim at creating 
a sense of continuous surrounding illusion by encoding 
a certain interchannel time and level difference 
relationship between the front and rear signals.  
Although in 5.0 channel reproduction the localisation of 
sound source in the side regions is known to be 
unstable, natural impressions of distance and width 
could be created in those regions by early lateral 
reflections picked up by the front and rear microphones.  
The second group, on the other hand, normally places 
the rear arrays beyond the critical distance of recording 
venue to achieve a maximum decorrelation of the 
reverberation to the direct sounds.  This could give 
engineers a freedom to control the balance of 
reverberation without affecting the localisation of 
frontal images.  This is one aspect in which the first 
group is limited due to the relatively short distance 
between the front and rear microphones.  However, if 
the distance between front and rear arrays is too long, it 
would be difficult to create a continuous or intimate 
spatial impression in the side regions of listener.  
Finally, with techniques in the third group various 
methods of signal decoding can be used owing to the 
fact that the microphones do not suffer from phase 
problems.  They also tend to provide an accurate 
phantom image localisation over a wide range of 
reproduction formats.  The main disadvantage, however, 
is that these techniques are not able to produce any 
interchannel time or phase difference. 
1.3. Need for a new technique 
Although the current techniques have their unique 
advantages and disadvantages, they seem to be 
commonly limited in terms of flexibility of perspective 
adjustment in mixing or post-production.  That is, once 
a recording was made using a fixed microphone 
configuration, it would not be easy to have major 
modifications of the spatial perspective that had been 
already produced in the recording stage.  Even in 
recordings (especially in live concert) one might be 
limited in placing the microphone array in the desired 
position to obtain a certain perspective.  Furthermore, 
microphone array placement is not independent from 
frontal image width and localisation.  As mentioned 
earlier, if rear microphone signals are sufficiently 
decorrelated from the frontal ones, one can control over 
the balance between reverberation and direct sounds to 
some extent.  Although this would create a different 
sense of envelopment, the frontal images might still 
appear to be “dry” and therefore it would be difficult to 
adjust perceived source distance or width of the images.  
Moreover, if the front-rear distance was too long, one 
might have two separate perspectives rather than 
experiencing a sense of being immersed by one 
soundfield.  In case of main microphone arrays 
attempting to create continuous phantom images around 
360°, it would be even more difficult to control spatial 
attributes separately because the interchannel time and 
level differences are specifically designed for the 
imaging.   Ambisonics might allow one to have a more 
flexibility in mixing compared to the other techniques 
due to its ability to decode signals in different ways.  
Despite this advantage, the fact that the imaging 
depends only on interchannel level difference could be a 
limitation in controlling various spatial attributes 
(especially width-related ones) [8, 9].  
 
From this background a new practical multichannel 
microphone technique named “Perspective Control 
Microphone Array” (PCMA) was designed.  The 
ultimate goal of this technique is to provide recording 
engineers with flexible control over various spatial 
attributes to create multiple perspectives in mixing or 
post-production.  Although PCMA is designed primarily 
for 7.0 channel formats, it can be directly compatible 
with the conventional 5.0 format.  Furthermore, this 
technique can be easily extended to serve higher-order 
formats such as 10.0, 22.0 and 24.0.  It is considered 
that the proposed technique would be particularly useful 
for location recordings of classical music in such venues 
where the recording engineer is not familiar with the 
acoustic characteristics.   
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2. SPATIAL ATTRIBUTES FOR THE 
PERSPECTIVE PARADIGM 
2.1. Attributes for concert hall acoustics 
To design a microphone technique that is optimised for 
a spatial perspective control, it was first necessary to 
define the relevant spatial attributes and to understand 
how they are related to acoustical parameters.  Spatial 
attributes have been researched in a great deal in the 
context of concert hall acoustics.  It is generally 
suggested by many researchers that there are three main 
attributes relevant to the spatial perception in an 
enclosed space; localisation accuracy, apparent source 
width (ASW) and listener envelopment (LEV).  It is 
generally known that ASW is affected by early lateral 
reflections [10, 11 and 12] and LEV is related to late 
lateral reflections and reverberation [12, 13].  The 
threshold time delay between ASW and LEV is 
dependent on the type of sound source but is generally 
accepted as 50 to 80ms after the direct sound.  ‘Lateral 
fraction (Lf)’ [10], an objective measure for ASW, 
suggests that the magnitude of perceived ASW 
increases as the ratio of early lateral reflection energy to 
total sound energy becomes higher.  Another useful 
measure of ASW is IACC (Interarual Cross-Correlation 
Coefficient) [12]; as the IACC measured within a 
certain time threshold for early reflections becomes 
closer to the value of 0, the perceived ASW is more 
increased.  Similarly, LEV can be measured by ‘late 
lateral energy fraction’ [13] and IACC for the signals 
beyond 80ms [12].  Griesinger suggests a different 
viewpoint on the perception of spatial impression.  His 
foreground and background paradigm [14] proposes that 
early reflections arriving within 50ms after the direct 
sound are interpreted as a foreground stream by the 
brain while reflections or reverberation arriving at the 
ears at least 120ms after the end of all foreground sound 
events are interpreted as a background stream.  
According to his paradigm only the reflections arriving 
during the onset time of the direct sound contribute to 
the increase of ASW and those arriving after the onset 
are related to different types of spatial impression.  
Whichever paradigm is believed, it can be generally 
understood that there exists two different width 
attributes that are source-related and environment-
related. 
 
2.2. Development of new attributes for the 
perspective paradigm 
Although the findings from concert hall researches 
could become the basis for understanding the perception 
of spatial attributes in multichannel reproduction, as 
claimed by Rumsey [15], such simple classification as 
ASW and LEV do not seem to be sufficient for 
evaluating the perceived spatial qualities of various 
types of multichannel sounds.  For this reason a number 
of spatial attributes for reproduced sound have been 
introduced and discussed by many researchers [15, 16].  
However, to the author’s knowledge all of the attributes 
introduced to date describe spatial perceptions in the 
horizontal domain.  This is mainly because the 
researches were focused on the standard 5.0 format.  To 
fully describe various listener perspectives in a concert 
hall, a more complete set of spatial attributes describing 
the perceptions in all three-dimensions would be 
necessary.  Table 1 presents a new set of spatial 
attributes proposed to serve a three-dimensional 
perspective paradigm.  These attributes are considered 
to be useful especially when it comes to the evaluation 
of higher-order multichannel formats such as 22.2 [17] 
and WFS [18], which are designed toward a more 
realistic three-dimensional reproduction.   
 
A new aspect included in the proposed paradigm is that 
the environmental width and depth attributes are divided 
into foreground and background attributes.  This is 
because the front-back balance of environmental sounds 
depends on the listener’s distance from the source.  Note 
that the definitions of these attributes should be 
distngushied from those of Griesinger’s foreground and 
background streams, which are based on the temporal 
structure of sounds; the former is related to source and 
early reflections and the latter is related to late 
reflections and reverberation.  In the current perspective 
paradigm, the foreground environmental attributes can 
be related to reverberation and the background ones can 
be affected by early reflections depending on the 
listener position and the length of the hall.  For example, 
a listener seating at the back of a reverberant concert 
hall would be likely to hear most of the reverberation 
and reflections from the front.  
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Dimension Attributes Definitions 
 
 
 
 
 
 
 
 
 
 
 
Horizontal 
Source locatedness  Ease of localising the horizontal position of individual 
source image 
Source width  Horizontal width of perceived individual source image 
Source distance  Horizontal distance from listener to perceived individual 
source image  
Source depth Horizontal depth of perceived source image 
Ensemble locatedness Ease of localising the horizontal position of a group of 
source images (e.g. different sections in orchestra) 
Ensemble width  Horizontal width of a group of perceived source images 
Ensemble distance Horizontal distance from listener to a group of perceived 
source images 
Ensemble depth Horizontal distance between the closest and the farthest 
perceived source images within an ensemble  
Foreground environmental width Horizontal width of perceived ambient (reflective and 
reverberant) images in front of listener  
Foreground environmental depth Horizontal depth of perceived ambient (reflective and 
reverberant) images in front of listener  
Background environmental width Horizontal width of perceived ambient (reflective and 
reverberant) images behind listener  
Background environmental depth Horizontal depth of perceived ambient (reflective and 
reverberant) images behind listener  
 
 
 
 
 
 
 
 
 
 
 
Vertical 
Source locatedness  Ease of localising the vertical position of individual 
source image 
Source width  Vertical width of perceived individual source image 
Source distance  Vertical distance from listener to perceived individual 
source image  
Source depth Vertical depth of perceived source image 
Ensemble locatedness Easiness for localising the vertical position of a group of 
source images (e.g. choir on stands) 
Ensemble width  Vertical width of a group of perceived source images 
Ensemble distance Vertical distance from listener to a group of perceived 
source images 
Ensemble depth Vertical distance between the closest and the farthest 
perceived source images within an ensemble  
Foreground environmental width Vertical width of perceived ambient (reflective and 
reverberant) images in front of listener  
Foreground environmental depth Vertical depth of perceived ambient (reflective and 
reverberant) images in front of listener  
Background environmental width Vertical width of perceived ambient (reflective and 
reverberant) images behind listener  
Background environmental depth Vertical depth of perceived ambient (reflective and 
reverberant) images behind listener  
 
Both Immersiveness Overall sensation of being immersed by the three-
dimensional soundfield 
Table 1  Proposed attributes for a three-dimensional perspective paradigm and their definitions 
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The attribute of ensemble locatedness is introduced with 
large piece orchestral sources in mind.  Depending on 
their locations, listeners might not be able to easily 
localise the positions of each individual source in an 
orchestra but be able to localise those of individual 
sections, e.g. violin section on the left and cello section 
on the right.  It was found in Lee and Rumsey’s research 
[8] that listeners would not necessarily prefer sounds 
with high source locatedness for ensemble music.  
Rather, a more blended source image was preferred and 
this might suggest that ensemble locatedness would be 
meaningful for orchestral or ensemble music.  The 
source and ensemble distance attributes are also 
important for the current paradigm since they are 
directly related to the listener position.  Although these 
attributes are generally known to be related to early 
lateral reflections or the direct to reverberation ratio 
[14], a further research is still required for a better 
understanding of their perceptual mechanism.  It is the 
author’s hypothesis that source distance perception is 
caused by a temporal and spatial fusion between direct 
sound and its series of early reflections from all 
directions, whereas source width can be perceived by 
adding a single lateral reflection to the direct sound.   
 
The vertical attributes are also newly introduced in this 
paper.  Although in classical music recording vertical 
channels would be likely to be used mainly for the 
environmental sounds of concert hall, recordings of 
large scale pieces written for an orchestra and a choir 
(e.g. Mahler’s 8th symphony) might benefit from 
vertical source imaging (i.e. The choir is usually placed 
on high stands and therefore visually higher than the 
orchestra.).  The term ‘immersiveness’ is used instead of 
the conventional ‘listener envelopment (LEV)’ because 
the latter seems to be more related to a horizontal 
sensation.  Also, the conventional definitions of LEV 
[12, 19] seem to suggest that the attribute is only related 
to late reflections and reverberation from lateral 
directions.  However, it is suggested that a fully 
immersive sound would be created by all the above 
attributes including the source-related ones.  In this 
context, the combination of horizontal foreground and 
background environmental width/depth attributes would 
be equivalent to the conventional listener envelopment.  
 
In order to create a reproduced soundfield that is similar 
to a natural listening, the attributes defined in Table 1 
should be composed in different magnitudes suitable for 
a target listener perspective.  As depicted in Figure 1, 
for a listener at a middle front seat the ensemble on the 
stage would appear to be fully wide (ensemble width) 
and close (ensemble distance) while most of the 
environmental sounds would come from the behind 
(strong background environmental width/depth and little 
foreground environmental impression).  Perceived 
widths of individual sources would be affected by the 
strength of early reflections arriving from the side walls 
(source width).  If the ensemble was a large scale 
orchestra, the listener would be able to perceive its 
depth (ensemble depth) clearly.  Localisation accuracy 
for individual sources and different sections would also 
be good at the position (source/ensemble locatedness) 
because a strong precedence effect [20] would operate.  
On the other hand, a listener at a back seat (see Figure 
2) would be likely to perceive a fused, narrow and 
distant ensemble/source image with reflections and 
reverberation arriving mostly from the front (forming 
foreground environmental width/depth mostly).  
Although individual sources might be difficult to 
localise, different sections might still be localisable if 
the ensemble was large.  Seats in the centre area of 
concert hall would be the positions where a balanced 
foreground and background environmental attributes are 
perceived and this might lead to a greater 
immersiveness (or LEV in a conventional 2D sense).  
Individual sources and ensemble would appear 
moderately distant but close enough to be able to 
localise the positions and perceive width. 
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Figure 1  Conceptual diagram of spatial images 
perceived by a listener seated close to the stage in a 
concert hall and the relevant attributes 
 
  
3. PERSPECTIVE CONTROL MICROPHONE 
ARRAY (PCMA) 
3.1. Design requirements 
In order to create different listener perspectives using 
one microphone array, different types of acoustic events 
such as direct sound from the sources, early reflections 
and reverberation from different directions should be 
recorded as separately as possible and then mixed 
effectively.  From this the use of extra microphones to 
pick up sounds with different characteristics from 
different directions was first considered.  However, this 
might cause phase problems or lead to excessive spatial 
impression.  Therefore, the following requirements were 
considered for the design of PCMA technique. 
 
Firstly, a reference microphone array should be 
designed to achieve a close listener perspective.  For 
this environmental sounds from the side and back 
should be suppressed as much as possible in the frontal 
channel signals by using directional microphones facing  
 
Figure 2  Conceptual diagram of spatial images 
perceived by a listener seated distant from the stage in a 
concert hall and the relevant attributes 
 
 
 
toward the sources.  It is also important the microphone 
array should not be placed too far from the sources.  To 
achieve a full ensemble width at a relatively short 
distance, the interchannel time and level difference 
relationship (ICTD and ICLD trade-off) among the 
frontal signals should be determined to give a 
reasonably wide stereophonic recording angle (SRA).   
 
Secondly, to control the attribute such as source or 
ensemble distance/width and foreground environmental 
width/depth, early lateral reflections and reverberation 
should be reproduced from the frontal channels.  This is 
because otherwise the frontal sounds might still be 
remained dry and separate from the rear or side 
channels, which would not be a natural hearing 
experience in an actual distant soundfield.  Therefore, 
extra microphones should be used to exclusively deliver 
environmental components for the frontal channels.  It 
is first important that these microphones should not be 
placed distant from the sources.  If the reflected or 
reverberant signals that are highly decorrelated to the 
direct signals are added to the frontal channel signals, 
then this might add a sense of ‘environmental’ depth but 
not that of ‘source’ distance.  According to the 
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hypothesis made in the previous section, the latter is a 
temporally and spatially ‘fused’ sensation caused by 
direct sound and its reflections from the frontal and 
lateral directions, whereas the former is generated by a 
separation between those two components.  In this 
regard the signals picked up by the microphones are 
required to be moderately correlated.  Another 
important aspect to consider is that the signals of those 
extra microphones should not be delayed to those of the 
frontal main microphones because the delayed crosstalk 
of the direct sounds might potentially cause a negative 
tone colouration due to phase cancellation when the 
signals are added at the same channel.  This suggests 
that microphones used for such purpose should be 
coincident to the frontal main microphones.   
 
Finally, the attribute of background environmental 
width/depth needs two components: early and late 
reflections from the side walls and reverberation from 
the back.  To control these sounds separately, two pairs 
of directional microphones facing sideward and 
backward are required.  For a 7.0 channel reproduction 
the side reflections and reverberation are independently 
reproduced by the side and rear loudspeakers, 
respectively.  The positions of the microphones should 
be arranged so that the signals are sufficiently 
decorrelated and do not interfere with the signals from 
the front microphones in terms of localisation. 
3.2. Array configuration 
To fulfil the above requirements, a PCMA was designed 
to employ five coincident pairs arranged in a single 
array as shown in Figure 3.  The channel mapping plan 
is described in Table 2.  Although this array 
configuration is mainly targeted for 7.0 channel formats 
that employ side loudspeakers, it is directly compatible 
for the conventional 5.0 one.  For the extension to an 8.0 
channel reproduction format, one more microphone can 
be employed to feed the rear centre channel.  However, 
it is to be further investigated how effective the rear 
centre channel could be in the context of environmental 
sound reproduction and therefore the current prototype 
design was focused on the configuration for 7.0 channel 
reproduction.  This section firstly discusses the imaging 
characteristics and the operational methods of the 
proposed array, followed by analysing its performance 
with regard to interchannel correlation.  
3.2.1. Front microphones  
The frontal part of the array follows a conventional 
concept of having three sound pick-up points in a 
triangle shape.  However, in the proposed array each 
point employs two coincident cardioid microphones as 
can be seen in Figure 3.  The front left microphones 
FL1 and FL2 have a subtended angle of 130° and so do 
FR1 and FR2.  The angle between the forward and 
backward facing centre microphones is 180°.  The 
choice of these angles is related to the first and second 
design requirements discussed in the earlier section.  
That is, FL2, FC2 and FR2 provide early reflections and 
reverberation to the frontal channels while FR1, FC1 
and FL1 are dedicated to direct sounds.  However, an 
important benefit of using coincident microphones is 
that it is possible to create a virtual microphone having a 
different direction and polar pattern by mixing the two 
microphones in a different ratio.  There is no phase 
cancellation problem when coincident microphones are 
added together as mono.  This enables one to adjust 
acoustical charateristics at a single array position.  As 
the mixing ratios of the backward facing microphones to 
the forward ones increase, one can perceive a greater 
source/ensemble distance together with a narrower 
ensemble width.  This will also contribute to the 
perception of a greater foreground environmental width 
and depth.  For a more close listener perspective, on the 
other hand, the forward signals should be used more 
than the backward ones.   
 
Figure 4 shows some examples of the variations of the 
polar pattern and direction of virtual microphone 
depending on the forward and backward mixing ratio.  
Based on a calculation using ‘Image Assistant 2.1’ [21], 
using only the forward facing microphone (Figure 4a) 
gives an SRA of 106° for sources at 2.5m distance.  
This setup might be preferred for a front seat 
perspective where the ensemble would be perceived 
with a full width and close distance.  The SRA of 106° 
is similar to that of a Decca Tree configuration with 2m 
base and 1m height, measured at the same source 
distance.  A Decca Tree approach is favoured by many 
engineers for it provides a sense of ‘openness’ [1] due to 
its sufficient time difference information even though it 
has a non-linear localisation charateristics with strong 
centre image.  The distance and angle between the 
microphones in the proposed configuration was 
designed to generate an interchannel relationship that 
provides a continuous localisation (Figure 5) and also 
to maintain the favoured ‘open’ spatial character of 
Decca Tree.  As can be see Figure 6, the range of ICTD 
between FC1 and FR1 involved in the phantom imaging 
is from -1.6ms to 0.9ms, and this large range could be 
beneficial for ensemble or orchestra recordings [8]. 
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Figure 3  Configuration of the proposed ‘Perspective control Microphone Array (PCMA)’ 
 
Signal 7.0 channel mapping 5.0 channel mapping 
FC1 Front Centre Front Centre 
FC2 Front Centre Front Centre 
FL1 Front Left Front Left 
FL2 Front Left Front Left 
FR1 Front Right Front Right 
FR2 Front Right Front Right 
BL1 Side Left  (or Front Left & Side Left)  Rear Left (or Front Left & Rear Left) 
BL2 Rear Left (or Side Left & Rear Left) Rear Left 
BR1 Side Right (or Front Right & Side Right) Rear Right (or Front Right & Rear Right) 
BR2 Rear Right (or Side Right & Side Left) Rear Right 
Table 2  Channel mappings of the PCMA signals for 7.0 and 5.0 channel formats 
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Mixing FL1 (FR1) and FL2 (FR2) with the ratio of 1 
makes the virtual microphones become a subcardioid 
facing toward the side walls.  The front centre 
microphones FC1 and FC2 can be transformed into a 
virtual omni microphone when they are mixed in the 
same ratio.  The resulting frontal array (see Figure 4b) 
can pick up more early lateral reflections and therefore 
increase the perceived source width and distance.  The 
SRA increases to 116° compared to the first example 
and this would make the perceived ensemble width 
slightly narrower.    
 
If a more distant perspective is desired, the mixing ratio 
between the forward and backward microphones can be 
further decreased down to 0.  In this case the 
microphones would pick up more reflections and 
reverberation than direct sounds (Figure 4c).  The 
virtual centre microphones can also become omni 
directional by adding the signals in the same ratio if a 
more distant centre image is to be used.  As a result a 
wider recording of 164° can be achieved. 
 
  
Figure 4  Examples of the transformations of virtual 
microphones’ polar patterns and directions in PCMA 
technique; the recording angles at 2.5m source distance 
are 106° (a), 116° (b) and 164° (c).  As the outer angle 
is increased and the centre polar pattern becomes more 
omni directional, the more environmental sounds can be 
picked up, thus creating more distant source images. 
      
Figure 5  Localisation curve for the front array (a) 
shown in Figure 4, based on the calculation of ‘Image 
Assistant 2.1’ [21] 
 
Figure 6  Interchannel time and level difference 
relationship of the frontal microphones for the example 
(a) shown in Figure 4 
(a)    
(b)    
(c)   
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3.2.2. Rear microphones 
As can be seen Figure 3, the rear part of the array 
employs two pairs of coincident microphones angled at 
90° with each facing the side and back walls.  Using 
coincident pairs instead of using four spaced 
microphones prevents excessive phase information.  
This is also useful when mixing two signals into one 
channel (i.e. phase cancellation).  The sideward facing 
microphones BL and BR1 aim to pick up lateral 
reflections from the side walls while the backward 
facing BL2 and BR2 attempt to mainly capture 
reverberation from the back of concert hall.  In this way 
a wide angle of the soundfield can be covered.  The 
polar pattern of BL1 and BR1 is chosen to be 
hypercardioid while that of BL2 and BR2 is cardioid.  
The reason for using hypercardioid is mainly to 
maximally discriminate the charateristics of the 
environmental sound picked up by the sideward 
microphones from those by the backward microphones.  
Hypercardioid pattern offers a greater level suppression 
than cardioid for the sounds arriving within 126° 
directions.  For example, hyper cardioid has 6dB more 
rejection than cardioid at 90°, 34dB at 110°.  The great 
level suppression within this range of angles is also 
useful to reduce interchannel crosstalk for the direct 
sounds.  The choice of cardioid pattern for the backward 
facing microphones BL2 and BR2 was made for a 
maximum suppression of the direct sounds. 
 
The distance from the base of the array to the rear 
microphones is recommended to be 2 to 3m and so is 
the distance between the rear microphones.  This range 
of distance will produce at least about 6 to 9ms of time 
delay between the front and rear microphones when the 
source is located in the centre area.  This range of delay 
time is considered to be adequate for preventing echoes 
of direct sounds as well as being sufficient for providing 
spatial impression.  It is widely accepted that the echo 
threshold in stereophonic reproduction is about 30 to 
50ms.  However, it is important to note that these values 
were obtained for continuous sources (e.g. speech) [20, 
22].  Experimental results show that the echo threshold 
depends on the type of sound source and the direction of 
delayed signal, and it could go down to 10ms with 
transient signals [20].  Furthermore, if the delay time 
between two stereophonic signals went beyond about 
10ms, a colouration effect would be likely to occur [22].   
For a 7.0 channel reproduction, the signals of BL1 and 
BR1 are mapped to the side channels and those of BL2 
and BR2 are to the rear channels.  This will provide 
realistic environmental images because the listener can 
hear side reflections picked up from the side walls 
directly from the side loudspeakers and reverberation 
coming from the back of concert hall from the rear 
loudspeakers.  This will also allow one to adjust the 
levels of the signals with different spatial characteristics 
separately according to the desired perspective.  
Alternatively, as noted in Table 2, the BL1 and BR1 
signals could be routed to both front and side channels 
to be phantom-imaged.  Likewise BL2 and BR2 could 
be phantom imaged between the rear and side speakers.  
This method would be useful when a more foreground 
environmental perspective is to be used.  For the 5.0 
channel reproduction, the coincident signals of each pair 
can be mixed into one channel with different ratios and 
fed to the corresponding rear loudspeaker, or the 
sideward signals can be phantom-imaged between the 
front and rear loudspeakers. 
3.2.3. Interchannel correlation analysis 
Interchannel correlation can be a useful measure for the 
ability of a stereophonic microphone technique to 
deliver a spatial impression [23].  As the absolute value 
of maximum correlation (cross-correlation coefficient) 
is closer to 0, one can assume that the two signals are 
more decorrelated and can therefore generate a bigger 
sense of spatial impression.  To examine the correlation 
between the microphone signals in a practical context, 
recordings were made using a PCMA at St Paul’s 
concert hall in Huddersfield in the UK, which has a long 
reverberation time around two seconds.  The sound 
sources were a single sample impulse signal with a flat 
frequency response sampled at 44.1 kHz and 
anechoically recorded performance excerpts of solo 
acoustic guitar and cello, taken from the Bang & 
Olufsen Archimedes project CD [24].  A Genelec 
8040A loudspeaker was used for the playback of sound 
sources, and it was placed 2.5m away and at 30° from 
the centre of the microphone array.   
 
Table 3 shows interchannel cross-correlation 
coefficients (ICC) calculated using MATLAB’s xcorr 
function for different pairs of impulse responses.  The 
correlations were measured for two separate parts of the 
impulse responses: responses up to 80ms and those from 
80ms to 750ms.  These boundary values are based on 
Hidaka et al [12]’s approach in their IACC (Interaural 
cross-correlation coefficient) measurements.  It can be 
generally observed for all the sound sources that the 
front and rear correlations are in the range of 0.1 to 0.3, 
which can be considered to be sufficiently low.  The 
result showing that even the backward facing front 
microphone FL2 is lowly correlated to BL1 or BL2 
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confirms that the 2m spacing between the front and rear 
is sufficient.  The correlation level would be further 
reduced if a larger spacing, e.g. 3m, was used.  It can be 
seen that the rear coincident pair BL1 & BL2 also have 
a low correlation.  This might be due to the use of the 
hyper-cardioid polar pattern for BL1 providing a good 
rejection of the sound coming from the back.  This 
seems to suggest that the two microphones can pick up 
sounds with different environmental charateristics: BL1 
mainly with strong early lateral reflections and BL2 
with greater reverberation from the back.   
 
For the front left coincident pair, on the other hand, the 
ICCs are in the range of 0.4 to 0.6.  This moderate 
correlation can be interpreted from the fact that the two 
microphones are of the cardioid pattern, which has 
smaller rejection for the sounds coming from the sides 
compared to the hyper-cardioid, and that the 
microphones are physically closer to sound sources.  
However, this range of correlation can be rather useful 
for adding the sense of source distance and width based 
on the current hypothesis that these attributes are 
perceived due to a temporal and spatial fusion of direct 
sound and a series of the following early reflections 
rather than a separation.   
 
In the comparison between the pairs of FL1 & FR1 and 
FL2 & FR2, an interesting phenomenon can be 
observed.  Although the ICCs measured for the early 
part of the impulse response is significantly lower for 
the second pair, those for the late part appear to be little 
different for both pairs.  This seems to confirm the 
usefulness of the second microphones in that they can 
provide more decorrelated early lateral reflections 
without changing reverberation charateristics, thus 
contributing to the control of width and distance 
attributes.  It can be also observed that the magnitudes 
of ICC decrease from FL2-FR2 to BL-BR ones are 
greater for the late part of the impulse response than the 
early one.  This shows that the rear pairs respond more 
to late reflections and reverberation components than to 
early reflections. 
 
Time-varying ICCs were also measured for the guitar 
and cello signals of various microphone pairs to 
examine the relationship between ICC and signal 
waveform for different microphone signals.  The lengths 
of the guitar and cello signals were 4s and 3.2s 
respectively.  The window size used for the 
measurement was 50ms.  It has to be noted that the 
result of time-varying cross-correlation calculation 
depends on the window size; a lower window size 
usually gives a higher correlation value with a larger 
fluctuation [25].  Although larger window sizes resulted 
in lower ICCs, which are more similar to the results for 
the impulse response, the relatively short 50ms window 
was considered to be most suitable for observing time-
varying ICC fluctuations related to the signal waveform.   
 
It can be observed in Figure 7 that for both sources the 
time-varying ICCs between FL1 and FR1 are strongly 
dependent on the temporal structure of the waveform.  
That is, the ICC tends to be highest at the signal onsets 
and decrease as the amplitude decreases.  However, this 
relationship becomes moderately reversed with the other 
microphone pairs.  It can be seen especially for the 
guitar source that ICCs decrease after the onsets and 
increase at the offsets.  This result seems to suggest that 
the backward and sideward facing microphones 
sufficiently suppressed the direct sounds and mainly 
responded to the following environmental sounds.  The 
independency of direct sound is particularly an 
important benefit for the adjacent side pairs of FL2 - 
BL1 and FR2 - BR2 because the back microphone 
signals should not create phantom source image in the 
side reproduction regions.   
 
Signal  
pair  
Source  
IR  
0~750ms  
IR  
0~80ms  
IR  
80~750ms  
Left & Right  ICC  
FL1 & FR1 
FL2 & FR2 
BL1 & BR1 
BL2 & BR2 
    0.73  
    0.41  
    0.14  
    0.31  
    0.81  
    0.39  
    0.29  
    0.46  
    0.42  
    0.44  
    0.19  
    0.28    
Front & Rear ICC  
FL1 & BL1 
FL1 & BL2 
FL2 & BL1 
FL2 & BL2 
    0.12  
    0.19  
    0.23  
    0.22  
    0.30  
    0.29  
    0.15  
    0.23  
    0.27  
    0.33  
    0.30  
    0.28  
Mic 1 & 2 ICC  
FL1 & FL2 
BL1 & BL2 
    0.37  
    0.22  
    0.43  
    0.23  
    0.49  
    0.25  
Table 3  Interchannel Cross-correlation Coefficient 
(ICC) calculated for different pairs of microphone 
signals recorded using a PCMA with the front-rear and 
rear-rear distances of 2m 
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3.2.4. Informal subjective evaluation 
During the course of designing the proposed technique, 
informal qualitative evaluations have been carried out 
by five experienced listeners to test the effectiveness of 
the technique in a 7.0 reproduction environment.  A 
series of more systematic formal evaluations are yet to 
be conducted.  The recordings were made in the same 
venue where the impulse response was obtained (St 
Paul’s in Huddersfield, UK).  For the consistency in 
testing different prototypes of the technique, four-
channel multitrack dry sound sources of percussion 
ensemble, string quartet were reproduced separately by 
four Genelec 8040A loudspeakers.  The microphone 
array was 2.5m away from the loudspeakers and 3m 
high.  The loudspeakers were arranged with 30° interval 
from the centre of the array.  Single anechoic sound 
sources of cello, acoustic guitar and speech were also  
 
 
 
 
recorded for testing locatedness.  Each source was 
reproduced by each loudspeaker located at a different 
angle.  The recordings are available upon request. 
 
It was generally reported that the proposed technique 
was able to provide effective controls on the source 
distance, source width and environmental attributes.  
Listeners were able to perceive a continuous distance 
change by adjusting the mixing ratio between the first 
and second frontal microphones.  It was reported that 
the sounds picked up by the sideward and backward rear 
microphones had different characteristics; the sound of 
BL1 and BR1 contributed to a sense of environmental 
width while BL2 and BR2 were more related to 
environmental depth.  Changing levels of BL1 and BR1 
did not affect the localisation of front images but caused 
some tonal colouration effects when it was done 
Figure 7  Comparison between the waveforms and the time-varying interchannel cross-correlation 
coefficients for different pairs of microphone signals for acoustic guitar and cello sources 
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excessively.  However, BL2 and BR2 did not cause any 
noticeable colouration regardless of their levels.  It was 
generally found that the source locatedness was at an 
acceptable level for most of the sources.  However, in 
case of the speech signal, a few listeners commented 
that the open and wide sound, which would have been 
produced by the large spacing between the frontal 
microphones, was a disturbing factor for locatedness.  
This might be due to the interaction between the effect 
of interchannel crosstalk and the type of sound source.  
According the author’s finding [26], although 
interchannel crosstalk would be likely to lead to some 
decrease in locatedness and increase in source width for 
single sources, the effect would not necessarily be a 
negative factor for large scale or ensemble sources.    
 
4. SUMMARY, CONCLUSION AND FUTURE 
WORKS 
This paper proposed a new microphone technique called 
‘PCMA (Perspective Control Microphone Array)’, 
which was designed to provide sound engineers with a 
flexible and effective control over different spatial 
attributes to create various perspectives in acoustic 
recordings made in concert halls.  A new paradigm for 
the evaluation of reproduced spatial quality based on 
listener’s perspective was also suggested and a 
corresponding set of spatial attributes were introduced.  
The proposed microphone array employs five coincident 
microphone pairs that are widely spaced.  Each 
microphone in each pair aims at mainly picking up 
sounds with different acoustic charateristics (e.g. direct 
sounds, early reflections and reverberation).  The left 
and right pairs in the front part of the array uses 130° 
angled cardioid microphones, with each facing forward 
and backward.  The centre microphones are also 
cardioid but arranged in a back-to-back form.  By 
mixing the two coincident signals into one channel with 
different ratios, virtual microphones with different polar 
patterns and direction can be created.  In general, as the 
ratio between the forward and backward microphones 
becomes closer to 0, the created images will be 
perceived to be wider and more distant.  The rear left 
and right pairs use hypercardioid and cardioid 
microphones angled at 90°, with the former facing 
toward the side wall and the latter toward the back.  The 
side facing microphones attempt to capture strong early 
reflections from the side walls mostly while the rear 
facing ones aimed at reverberation from the back.  In a 
7.0 channel reproduction the two coincident signals can 
be either mapped individually to the rear and side 
channels or used to create phantom images.  Balancing 
the side and rear signals will allow one to create 
different senses of environmental width and depth.  The 
interchannel correlation analysis carried out for various 
pairs of impulse response signals showed that the cross-
correlation coefficients (ICC) between front and rear 
microphone signals were in the range of 0.1 to 0.3.  The 
left and right microphone pairs were sufficiently 
decorrelated (0.1~0.3).  Time-varying ICCs were 
measured for musical sources and the results showed 
that the signals from the microphones aiming for 
environmental sounds were most decorrelated when 
there were strong onsets in the original sound 
waveforms.   Finally, the effectiveness of the proposed 
technique in controlling different attributes was 
confirmed though informal subjective evaluations.       
    
It can be preliminarily concluded that the proposed 
technique shows a performance level that is close to 
what was aimed.  However, a series of formal subjective 
evaluations should still be carried out with practical 
recordings made in various acoustic conditions.  Each 
attribute described in the perspective paradigm in 
Section 2 should be tested systematically to evaluate the 
performance of the technique.  For this it might be first 
necessary that the evaluating subjects would be trained 
to understand the exact meanings of the attributes.  In 
fact, much work remains to be carried out in order to 
fully investigate the perceptual mechanisms of various 
spatial attributes.  The hypotheses made on the width 
and distance perceptions should be verified also. 
 
The microphone array introduced in this paper was 
designed with a focus on 7.0 or 5.0 channel formats.  
However, the future works will include extensions of 
this technique for higher-order formats that employ 
vertical channels (e.g. 10.0, 22.0, 24.0, etc.).  The first 
approach for this will be experiments using multiple 
quasi first–order Ambisonics techniques rather than 
using separate spaced microphones.  That is, one up-
down facing bi-directional microphone is added to each 
coincident pair of the proposed technique and from this 
four vertical stereophonic signals are decoded at each 
point.  Along with the microphone technique design, a 
series of subjective evaluations will be conducted to 
investigate into the psychoacoustic principles involved 
in vertical perception.  
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