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Abstract
In two papers Franz, Leone and Toninelli proved bounds for the free
energy of diluted random constraints satisfaction problems, for a Pois-
son degree distribution [5] and a general distribution [6]. Panchenko
and Talagrand [16] simplified the proof and generalized the result of [5]
for the Poisson case. We provide a new proof for the general degree dis-
tribution case and as a corollary, we obtain new bounds for the size of
the largest independent set (also known as hard core model) in a large
random regular graph. Our proof uses a combinatorial interpolation
based on biased random walks [21] and allows to bypass the arguments
in [6] based on the study of the Sherrington-Kirkpatrick (SK) model.
keywords: interpolation method, Parisi formula, configuration
model, random walks, free energy, hard-core model
1 Introduction
We consider diluted spin glass models where particles interact through a
Hamiltonian defined on a sparse random graph, i.e. the number of interac-
tions remains of order one when the size of the system tends to infinity. Once
we fix the probability law generating the random graph and the Hamilto-
nian, natural questions arise: Does the normalized free energy have a limit
as the size of the graph, N , tends to infinity? In such a case, is it possible
to get an analytic formula for this limit? In this paper, we provide a general
upper bound on the possible limit. Our proof relies on a new variation of
the interpolation method adapted to our setting.
The interpolation method has been introduced by Guerra and Toninelli
[9, 7, 8] to study the convergence and bounds on the limit of the free energy
of the SK model [15] and other mean-field spin glass models on complete
graphs. These ideas originally used to study fully connected random graph
have been extended by various authors to the study of diluted (or sparse)
random graph. For instance, Bayati, Gamarnik and Tetali [3] showed the
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existence of a limit for various models of Hamiltonian on the Erdo¨s-Renyi
and the d-regular random graphs. Abbe and Montanari used it [1] to show
the convergence of conditional entropy in the context of coding theory. In
[21] Salez devised a discrete interpolation method based on random walks
(hence there is no need of a continuous parameter anymore) well suited to
combinatorial models of random graphs with prescribed degree in order to
show the existence of the limit for a wide range of models.
In [5], Franz and Leone proved an asymptotic bound, linked to the Parisi
formula [18, 19], on the free energy for the p-spin and the k-SAT models on
random graphs with a Poisson degree distribution. To do so, they interpolate
between a random hypergraph, and a graph in which every hyperedge of
size k is replaced by k independent sites, by varying continuously the rate
of the Poisson distribution. Panchenko and Talagrand noticed [16] that the
proof can be generalized to a wider class of Hamiltonians verifying some
conditions.
Franz, Leone and Toninelli also published a proof [6] of the same bound
for random graphs with a general degree distribution. That proof uses
advanced results coming from the study of the SK model [15], such as
Ghirlanda-Guerra identities and Hamiltonian gaussian perturbation. They
use a discrete deterministic interpolation, where at each time-step, they
delete one edge and add k sites.
In the setting of coding theory, Montanari [14] used approximations
based on Poisson distributions to approximate a general degree distribu-
tion.
In our paper, we use the formalism of [16], with similar weak hypotheses
on the Hamiltonian model, and the idea of a random discrete interpolation
as in [21] to prove the Parisi asymptotic bound on the free energy for a
very general class of graphs, where the degree distribution as well as the
distribution of the size of the hyperedges are prescribed. Our contribution
can be seen as doing what Panchenko and Talagrand [16] did for the Poisson
distribution case [5], but for the general degree distribution case [6]. The
structure of the interpolation produces a very natural proof for our combi-
natorial graph model which encompass most of the cited models. It only
uses basics of the theory of martingales.
To illustrate our bound, we provide explicit calculations for the hard-
core model on regular graphs. The ground-breaking work [4] shows that for
sufficiently large degrees, the bound given by the one step replica symmetry
breaking (1-RSB) is the exact value of the asymptotic size of a maximum
independent set in a random regular graph. As a corollary of our result,
we prove that this 1-RSB formula is an upper bound for the size of the
maximum independent set for all degrees. For small degrees, our bounds
have been numerically computed in [2] and improve on the best known
rigorous upper bounds given in [13, 10]. Note that for small degrees, it
is expected that the exact limit for the maximum size of the independent
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set will not anymore be the 1-RSB formula but the full RSB formula [2]
(both formula are the same when the degree is sufficiently large). Also,
we did not compute numerically this full RSB formula, our main general
result shows that the full RSB formula is an upper bound on the size of the
maximum independent set. Showing that this bound is tight for all degrees
is a challenging open problem.
2 Model
Let P be a set of integers greater or equal to 2. We consider multigraphs
of the form G = (V, (Ep)p∈P) where V = J1, NK for some N , is a set of
vertices, and for any p ∈ P, Ep is a set of p-edges, i.e. each e ∈ Ep contains
p vertices (not necessarily distinct) e(1), e(2), . . . , e(p) ∈ V and we denote
∂e = {e(1), . . . , e(p)} the (multi-)set of these vertices. The `-th element
of Ep will be denoted by e
p
` . Note that an edge can appear with some
multiplicity: ∂ep`1 = ∂e
p
`2
for `1 6= `2.
On such graphs, the space of spin configurations is denoted by ΣN =
{−1, 1}V. We consider independent random functions (θp)p∈P where θp :
{−1, 1}p 7→ R and for each p ∈ P, a sequence (θp,e)e∈Ep of i.i.d. copies of θp
where the sequences (θp,e)e∈Ep and (θp′,e)e∈Ep′ are independent for p 6= p′.
Let h : {−1, 1} → R be a random function and (hi)i∈V be i.i.d. copies of
the function h (note that we have h(σ) = µσ + ν for some random µ, ν).
We define the following Hamiltonian on the graph G for σ ∈ ΣN :
−HG(σ) =
∑
p∈P
∑
e∈Ep
θp,e(σ∂e)
+∑
i∈V
hi(σi), (1)
where σ∂e = (σi)i∈∂e. As in [16], we make the following assumptions on the
random functions θp. For each p ∈ P, we assume that there is a random
function fp : {−1, 1} 7→ R with i.i.d. copies fp,1, . . . , fp,p and two random
variables ap, bp independent of the previous functions, satisfying the condi-
tions ∀σ1, . . . , σp ∈ {−1, 1}p:
exp θp(σ1, . . . , σp) = ap(1 + bpfp,1(σ1) . . . fp,p(σp)),
∀n ≥ 1,E[(−bp)n] ≥ 0,
|bpfp,1(σ1) . . . fp,p(σp)| < 1 a.s.
(2)
In addition, we assume that there is a constant κ > 0 such that:
∀p ∈ P, |θp| ≤ κ and |h| ≤ κ, a.s. (3)
Finally, we also assume that for any p ∈ P at least one of the following
conditions is satisfied :
p is even or fp ≥ 0 a.s. (4)
3
We now define the sequence of random graphs that we will consider. For
fixed degrees d = (di)i∈J1,NK ∈ NN and edge cardinalities E = (Ep)p∈P ∈ NP,
we define G(d,E) the random graph built according to the configuration
model: it is drawn uniformly among all multi-graphs withN vertices, exactly
Ep p-edges for each p ∈ P and such that the i-th vertex has degree di. Note
that for this set to be non-empty, we need to have
∑N
i=1 di =
∑
p∈P pEp.
We will consider two sequences dN = (dNi )1≤i≤N and E
N = (ENp )p∈P
for N ∈ N and assume that the empirical distributions of these sequences
tend to two probability measures µ on N and ν on P in the following strong
sense:
∀N ∈ N,
N∑
i=1
dNi =
∑
p∈P
pENp (5)
∀k ∈ N, µN (k) := 1
N
N∑
i=1
1(dNi = k) lim
N→∞
∑
k∈N
k|µN (k)− µ(k)| = 0(6)
∀p ∈ P, νN (p) :=
ENp∑
q∈PENq
lim
N→∞
∑
p∈P
p|νN (p)− ν(p)| = 0 (7)
In addition, we assume that
sup
N≥1
1
N
N∑
i=1
(dNi )
2 <∞ ,
∑
n∈N
n2µ(n) <∞ and
∑
n∈N
nν(n) <∞ (8)
Note that under this last assumption, the probability for our graph to be
simple stays bounded away from zero as N tends to infinity [11, 12].
For such sequences, we define GN = G(dN , EN ) a sequence of random
graphs and the associated free energy:
FN =
1
N
E log
∑
σ∈ΣN
exp (−HGN (σ)) , (9)
where E is the expectation with respect to the randomness of the graph and
Hamiltonian. We also define the probability distribution ρ on P correspond-
ing to the size biased distribution of ν:
∀p ∈ P, ρ(p) = pν(p)∑
q qν(q)
.
Application to the hard-core model on d-regular graphs:
To illustrate our results, we will consider the hard-core (or independent set)
model on a d-regular graph G = (V,E) with fugacity λ > 1. An independent
set I ⊂ V in a graph G is a subset of the vertices such that if v1, v2 ∈ I then
there is no edge between v1 and v2 in G. We give a weight λ
|I| to such set
where |I| is the size of I.
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This model per se does not verify Conditions (2,3), therefore we relax
it by a parameter A > 0 and we will show later that we can make A tend
to +∞ to get the actual hard-core model. A corresponds to an energy
cost for each edge violating the constraint by connecting two vertices of the
independent set. We define the following Hamiltonian:
exp (−HG(σ)) = λ
∑
i∈V
1+σi
2
∏
(i,j)∈E
(
1− (1− e−A)(1 + σi)(1 + σj)
4
)
.
A site i with σi = 1 (resp. σi = −1) is called occupied (resp. unoccupied).
This case corresponds to µ({d}) = 1 since the graph is d-regular, P = {2}
since there are only 2-edges, and
a2 = 1, b2 = −1− e
−A
4
, f2(σ) = 1 + σ, h(σ) =
log λ
2
(1 + σ).
In particular, conditions (2,3,4) are satisfied with κ = max(log λ,A).
Let I(GN ) be the set of all independent sets of GN a random d-regular
graph and E is the expectation with respect to the randomness of the graph.
Then it is easy to check that
log λ
N
E
[
max
I∈I(GN )
|I|
]
≤ 1
N
E log
∑
I∈I(GN )
λ|I| ≤ FN .
Since [3] shows the existence of the following limit:
lim
N→∞
1
N
E
[
max
I∈I(GN )
|I|
]
= α∗,
we have
α∗ log λ ≤ lim inf
N→∞
FN . (10)
As a result, we see that an upper bound on FN directly translate into an
upper bound on α∗.
3 Main Results
In order to state our result, we need to introduce another notation taken
from [16]. Given a function f : {−1,+1}p → R and a vector of real numbers
x = (x1, . . . , xp), we define for σ ∈ {±1},
〈f〉−x (σ) =
∑
1,...,p−1=±1 f(1, . . . , p−1, σ) exp
∑p−1
`=1 x``∑
1,...,p−1=±1 exp
∑p−1
`=1 x``
,
and
〈f〉x =
∑
1,...,p=±1 f(1, . . . , p−1, p) exp
∑p
`=1 x``∑
1,...,p=±1 exp
∑p
`=1 x``
.
5
Let us define for each p ∈ P, the random function:
Ep(1, . . . , p) = exp(θp(1, . . . , p)),
so that under Condition (2), we have
〈Ep〉−x (σ) = ap
1 + bpfp,p(σ) ∏
1≤l≤p−1
Av fp,l() exp(xl)
ch(xl)
 , (11)
where Av means average over  = ±1, and,
〈Ep〉x = ap
1 + bp ∏
1≤l≤p
Av fp,l() exp(xl)
ch(xl)
 .
Finally, since 〈Ep〉−x (σ) is positive as a consequence of (2), we define
Up(θp, x1, . . . , xp−1, σ) = log 〈Ep〉−x
(
σ). (12)
Given an arbitrary distribution ζ on R, we consider an i.i.d. sequence xpi,`
for p ∈ P, i, ` ≥ 1 with distribution ζ and (θp,i)i≥1 i.i.d. copies of θp, and
define for p ∈ P and i ≥ 1,
Up,i(σ; ζ) = Up(θp,i, x
p
i,1, . . . , x
p
i,p−1, σ). (13)
3.1 Replica Symmetric Bound (RS)
Theorem 1. If conditions (2,3,4) and (5,6,7,8) are satisfied, then for any
distribution ζ on R, we have
FN ≤ E
[
log
(∑
σ=±1
exp
(
d∑
i=1
Upi,i(σ; ζ) + h(σ)
))]
− E[d]E
[
p1 − 1
p1
log〈Ep1〉x
]
+ oN (1) (14)
where d is a random variable with law µ, (pi)i≥1 is a sequence of i.i.d.
random variables with law ρ and x = (xi)i≥1 is a sequence of i.i.d. real
random variables with distribution ζ.
Application to the hard-core model on d-regular graphs:
We have:
〈E2〉−x (σ) = 1− (1− e−A)
1 + σ
2(e−2x1 + 1)
〈E2〉x = 1− 1− e
−A
(e−2x1 + 1)(e−2x2 + 1)
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Hence the right-hand term in Theorem 1 is given by:
FN ≤ E
[
log
(
1 + λ
d∏
i=1
e−2xi + e−A
1 + e−2xi
)]
− d
2
E
[
log
(
1− 1− e
−A
(1 + e−2x1)(1 + e−2x2)
)]
+ oN (1),
where x1, . . . is a sequence of i.i.d. random variables with law ζ. We can
make the change of variable pi = 1
1+e−2x . Moreover, only the error term on
the right hand side depends on N , hence we can make N tend to +∞ to
get:
lim sup
N→∞
FN ≤ E
[
log
(
1 + λ
d∏
i=1
(1− (1− e−A)pii)
)]
− d
2
E
[
log
(
1− (1− e−A)pi1pi2
)]
,
where pi1, . . . is a sequence of i.i.d. random variables on (0, 1). The expres-
sion inside the expectations is easily dominated and we can push A to +∞.
Hence by (10):
α∗ log λ ≤ E
[
log
(
1 + λ
d∏
i=1
(1− pii)
)]
− d
2
E [log (1− pi1pi2)] . (15)
In order to get the tightest bound, we should minimize the bound on
α∗ with respect to λ and the distribution of pi. To get an explicit formula,
consider the case where the pii’s are deterministic: pii = pi ∈ (0, 1). We define
Φ(λ, pi, α) = log
(
1 + λ(1− pi)d)− d2 log (1− pi2)−α log λ, its minimal value
when α is fixed Φd(α) = infλ,pi Φ(λ, pi, α) and αRS = inf{α > 0, Φd(α) < 0}.
Thus Φ(λ, pi, α∗) ≥ 0 and α∗ ≤ αRS .
For a fixed α, we need to minimize Φ(λ, pi, α) and an easy computation
leads to the choice of pi and λ given by:
pi = λ(1− pi)d α = λ(1− pi)
d
1 + λ(1− pi)d
thus we get pi = α1−α and for H(α) = −α log(α)− (1− α) log(1− α)
Φd(α) = H(α)− d
(
1
2
(1− 2α) log(1− 2α)− (1− α) log(1− α)
)
,(16)
which is exactly the expression appearing in a first moment computation,
see Lemma 2.1 in [4].
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3.2 The 1-step of Replica Symmetry Breaking Bound (1-
RSB)
We denote by L1 the set of probability measures on R, and L2 the set
of probability measures on L1. We will obtain a bound depending on the
parameters m ∈ (0, 1) and ζ(2) ∈ L2. We consider the couple of random
variables (ζ(1), x) with the following properties. The random variable ζ(1)
is in L1 distributed according to ζ(2). Conditionally on ζ(1), the real ran-
dom variable x is distributed according to ζ(1). We consider i.i.d. copies
(ζ
p,(1)
i,` , x
p
i,`)i,`,p∈N of (ζ
(1), x). We define for p ∈ P and i ≥ 1,
Up,i(σ; ζ
(2)) = Up(θp,i, x
p
i,1, . . . , x
p
i,p−1, σ). (17)
Note that we are slightly abusing notation here. The definition above is
similar to (13) but ζ(2) is now a distribution on L1. As a result, the xpi,` are
still i.i.d. but with an extra level of randomness as described above. This
extra level of randomness is important in our 1-RSB bound given below.
Theorem 2. If conditions (2,3,4) and (5,6,7,8) are satisfied, then for any
m ∈ (0, 1) and ζ(2) ∈ L2, we have
FN ≤ 1
m
E
[
logE′
[(∑
σ=±1
exp
(
d∑
i=1
Upi,i(σ; ζ
(2)) + h(σ)
))m]]
− E[d]
m
E
[
p1 − 1
p1
logE′ (〈Ep1〉x)m
]
+ oN (1), (18)
where E′ is the expectation with respect to (xl) and (xpi,`) for fixed (ζ
(1)
l ) and
(ζ
p,(1)
i,` ) and E denotes the expectation with respect to (ζ
(1)
l ), (ζ
p,(1)
i,` ), d with
law µ, (pi)i≥1 sequence of i.i.d. random variables with law ρ and the random
functions h, (θp,i).
Note that if we put all the randomness in only one of the two levels of
recursion, Theorem 2 reduces to Theorem 1. If ζ(2) has only Dirac measures
in its support, then there is no randomness in the second level: E′ vanishes,
the parameter m is cancelled and (18) becomes (14). On the opposite, if we
take ζ(2) a Dirac mass concentrated on ζ ∈ L1 there is no randomness in
the first level and when m → 0 we get (14). In particular, this bound is a
priori tighter than the replica symmetric bound. We demonstrate it on the
hard-core model.
Application to the hard-core model on d-regular graphs:
We consider the 1-RSB bound for the hard-core model. The mapping x 7→
1
1+e−2x maps R to (0, 1), so that with the same change of variable as above
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d 3 4 5 6 7 8 9 10
αRS 0.45907 0.42061 0.38868 0.36203 0.33944 0.32002 0.30310 0.28820
α(1) 0.45086 0.41120 0.37927 0.35299 0.33089 0.31198 0.29556 0.28113
αu(r) 0.45537 0.41635 0.38443 0.35799 0.33567
α`(r) 0.437575 0.39213 0.35930 0.33296 0.31068
Table 1: Numerical values for αRS > α
(1) > α∗ which are upper bounds
for the size of a maximum independent set in a random d-regular graphs.
For comparison, previous known upper bounds αu(r) [13] as well as lower
bounds α`(r) [10] are provided.
and making N tend to +∞ again, we get:
lim sup
N→∞
FN ≤ 1
m
E logE′
[(
1 + λ
d∏
i=1
(1− (1− e−A)pii)
)m]
− d
2m
E logE′
[
(1− (1− e−A)pi1pi2)m
]
,
where the pii’s are now independent random variables in (0, 1) with a random
distribution η
(1)
i where the (η
(1)
i ) are i.i.d. with law η
(2) ∈ L2((0, 1)), where
L1((0, 1)) is the set of probability measures on (0, 1) and L2((0, 1)) the set
of probability measures on L1((0, 1)).
We now give a particular choice for η(2) that will lead to an improvement
on the RS bound. Let q ∈ [0, 1] be the probability that pi = 1 − 1λ and
1 − q is the probability that pi = 1λ , then η(2) (hence ζ(2)) is chosen to be
trivial and concentrated on this measure. With this choice, E vanishes (as
explained above) and we will let m → 0 as well as λ → ∞ in order to get
a better bound than the RS bound. It turns out that a trivial measure ζ(2)
allows us to improve on the RS bound because we change it as we vary λ
consistently with m, and computations are made possible by the constant
degree in the graph. We now explain the next steps of the computation.
First, the terms inside the expectations are bounded and we can use the
dominated convergence theorem to make A tend to +∞. We also define β
by log β = m log λ and we get by (10):
α∗ log β ≤ logE′
[(
1 + λ
d∏
i=1
(1− pii)
)m]
− d
2
logE′ [(1− pi1pi2)m]
where we can compute
E′
[(
1 + λ
d∏
i=1
(1− pii)
)m]
=
d∑
n=0
(
d
n
)
qn(1− q)d−n
(
1 + λ1−n
(
1− 1
λ
)d−n)m
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and
E′ [(1− pi1pi2)m] = (1− q)2
(
1− 1
λ2
)m
+ 2q(1− q)
(
1− λ− 1
λ2
)m
+ q2
(
1− (λ− 1)
2
λ2
)m
.
Then by taking the limit m→ 0, λ→∞ in such a way that m log λ = log β,
we obtain with:
Φ1(β, q, α) := log
(
1 + (β − 1)(1− q)d
)
− d
2
log
(
1− q2
(
1− 1
β
))
− α log β,
Φ(1)(β, q, α∗) ≥ 0 for all β ≥ 1 and q ∈ [0, 1]. Hence we define Φ(1)(α) =
infq∈[0,1],β≥1 Φ(1)(β, q, α) and α(1) = inf{α > 0, Φ(1)(α) < 0}. Minimizing
in q the function Φ(1)(β, q, α), we find that the optimal value for q is the
unique solution in [0, 1] of the equation:
(β − 1)(1− q)d + (1− q)d−1 + (1− q)− 1 = 0 i.e. β = q
(1− q)d −
q
1− q
Hence we can find an expression for Φ(1)(β, q, α) involving only α and q. We
did the numerical computations of α(1) and αRS (see Table 1). Note that
these values were already computed in [2] but we now have a proof that these
values are rigorous upper bounds on α∗ the size of a maximum independent
set in the random d-regular graph. To the best of our knowledge, the best
upper bounds on α∗ for small degrees were derived by McKay in [13]. These
values αu(r) are provided in Table 1 as well as the lower bounds α`(r)
obtained by Hoppen and Wormald in [10].
3.3 The r-step of Replica Symmetry Breaking Bound (r-
RSB)
For an integer r ≥ 1, let 0 < m1 < . . . < mr < 1 be some real parameters.
Let L1 be a set of probability measures on R, and by induction for l ≤ r we
define Ll+1 as a set of probability measures on Ll. Let us fix ζ(r+1) ∈ Lr+1
(our basic parameter, which is not random) and define a random sequence
(ζ(r), ζ(r−1), . . . , ζ(1), x) as follows. For 1 ≤ ` ≤ r + 1, conditionally on
(ζ(r+1), . . . , ζ(`)), ζ(`−1) is an element of L`−1 distributed like ζ(`). And
conditionally on (ζ(r), . . . , ζ(1)), x is a real random variable with distribution
ζ(1).
For 0 ≤ j ≤ r − 1, we define Fj the σ-algebra generated by d, (pi)i≥0,
h, (θp,i), ζ
(r), ζ(r−1), . . . , ζ(r−j) , and we denote Ej the expectation given Fj .
For a random variable W ≥ 0 we define TrW = W and by induction, for
0 ≤ l < r we define the random variable TlW by
TlW =
(
El(Tl+1W )ml+1
)1/ml+1
. (19)
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Figure 1: Combinatorial interpolation on a random graph by a random walk
for p = 3. Sites are represented by stars, and hyperedges by squares.
Theorem 3. If conditions (2,3,4) and (5,6,7,8) are satisfied, then for any
distribution ζ ∈ Lr+1, we have
FN ≤ E log T0
(∑
σ=±1
exp
(
d∑
i=1
Upi,i(σ; ζ) + h(σ)
))
− E[d]E
[
p1 − 1
p1
log T0〈Ep1〉x
]
+ oN (1) (20)
where d is a random variable of law µ, Upi,i(σ; ζ) is defined as in Section 3.2
but for our new x with ζ ∈ Lr+1, and (pi)i≥1 is a sequence of i.i.d. random
variables of law ρ.
4 Proof of Theorem 1
Let us first give an overview of the structure of the proof. The fact that we
consider many p ∈ P adds generality, but for clarity, we can assume that
all edges have some fixed size p. In Section 4.1, we explain how we sample
random graphs, and we extend the definition of graphs and Hamiltonian by
allowing vertices not only to be linked to hyperedges e but also to sites s,
which are just hyperedges of cardinal 1. In the Hamiltionian, as we sum θe’s
over edges, we will sum Us’s over sites. Us can be seen as the effect of an
external field on the spin linked to s. The free energy of a system with only
sites and no edges is trivial to compute since all the spins are decoupled.
To bound the free energy associated to our original Hamiltonian, we will
interpolate from a system with sites only to a system with edges only. If the
interpolation were deterministic, we would want to remove p sites and add
1 edge at every step to keep the vertex degrees unchanged. But to be able
to control the free energy gap, we will use in 4.3 a stochastic procedure: at
each step, we remove one site chosen uniformly, and with probability 1p we
add an edge chosen uniformly among all the edges that can be added while
respecting the degree constraint. With probability 1 − 1p we add nothing.
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This procedure is adapted from [21] which uses it in a simpler framework.
Figure 1 illustrates this interpolation. To control the gap at each step, we
will need some inequality linking θ and U that is proved in Section 4.2 using
the replica method, following the lines of [16]. Section 4.4 is devoted to the
analysis of limits and error terms.
4.1 Extension of the Graph Model and Matchings
To prove our result, we will need to extend our definition of graphs by
allowing them to have (hyper-)edges as above and sites that we will de-
note by Sp for p ∈ P. More precisely, we consider graphs of the form
G = (V, (Ep)p∈P, (Sp)p∈P) where as before V = J1, NK for some N is a
set of vertices, and for any p ∈ P, Ep is a set of p-edges. Additionally, for
each p ∈ P, Sp is a set of 1-edges, i.e. each s ∈ Sp contains exactly one
vertex in V that will be denoted by ∂s. We need to define the Hamiltonian
on this new graph G. It will be the same as before plus a contribution for
each site, this contribution depending on the type (i.e. some p ∈ P) of the
site. Namely, with a slight abuse of notation, letting s be the i-th element
in Sp:
Up,s(σ∂s; ζ) = Up(θp,i, x
p
i,1, . . . , x
p
i,p−1, σ∂s) = Up,i(σ∂s; ζ) as defined in (13).
For graphs G = (V, (Ep)p∈P, (Sp)p∈P), we extend the definition of the
Hamiltonian as follows: for σ ∈ ΣN and a given probability distribution
ζ on R,
−HG(σ) =
∑
p∈P
∑
e∈Ep
θp,e(σ∂e) +
∑
s∈Sp
Up,s(σ∂s; ζ)
+∑
i∈V
hi(σi). (21)
We can now explain how we sample these graphs by matching half-edges.
We fix the degree sequence (di)i∈V, the number of p-edges (Ep)p∈P and the
number of p-sites (Sp)p∈P. Since we allow unpaired half-edges as we will see,
we don’t ask for any relation between (Ep)p, (Sp)p and (di)i, in particular
Condition (5) is not required anymore for these sequences. Define
H =
⋃
i∈V
{(i, 1), . . . , (i, di)} the set of half-edges associated to vertices.
(22)
For each p ∈ P, there are Ep p-edges denoted by ep1, . . . , epEp , each of them
having p half-edges. We denote by (p, `, 1), . . . , (p, `, p) the half-edges of ep` ,
so that half-edges associated to hyper-edges are defined by:
I =
⋃
p∈P
⋃
1≤`≤Ep
{(p, `, 1), . . . , (p, `, p)}.
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For each p ∈ P, there are Sp sites of type p, each site sp` having one half-edge
that we denote (p, `, 0), so that half-edges associated to sites are defined by:
J =
⋃
p∈P
⋃
1≤`≤Sp
{(p, `, 0)}.
A (partial) matching m between H and I ∪J is a matching in the com-
plete bipartite graph with bipartitionH and I∪J . When∑p∈P (pEp + Sp) ≤∑
i∈V di, we say that m is a complete matching if all vertices in I ∪ J are
covered (note that this notion is not symmetric with respect to the biparti-
tion). In this case, we denote byM =M((di)i∈V, (Ep)p∈P, (Sp)p∈P) the set
of complete matchings and for m ∈ M, by G[m] = (V, (Ep)p∈P, (Sp)p∈P)
the (hyper-)graph defined on the set of vertices V, where the (hyper-)edge ep`
contains the vertices matched to (p, `, 1), . . . , (p, `, p) and the site sp` contains
the vertex matched to (p, `, 0). Remark that the actual degree sequence of
G[m] is smaller than (di)i∈V since some of half-edges in H are unpaired.
We define the free energy related to these matchings by
F ((Ep)p∈P, (Sp)p∈P) =
1
|M|
∑
m∈M
log
∑
σ∈ΣN
exp
(−HG[m](σ)) . (23)
Note that F also depends on (di)i∈V, but this sequence will be kept fixed
while we will vary (Ep)p∈P and (Sp)p∈P in the proof. In particular, if we
take dN = (di)i∈V, then we have EF (EN , 0) = NFN defined in (9) (the
expectation is here to average over the randomness in the Hamiltonian).
Given a complete matching m ∈M((di)i∈V, (Ep)p∈P, (Sp)p∈P) and p ∈ P,
we can create a larger complete matching m′ ∈M((di)i∈V, (Ep)p∈P, (Sp)p∈P+
1p) (where 1p is the all zero vector in Rp∈P with a one in the p-th posi-
tion) by adding to m a site of type p as follows: pick one half-edge in H
among those not matched in m, uniformly at random (provided it exists,
i.e. 1 +
∑
q∈P (qEq + Sq) ≤
∑
i∈V di) and match it to the new site. We
say that m′ is obtained from m by a random p-site-pairing. Similarly if
p+
∑
q∈P (qEq + Sq) ≤
∑
i∈V di, we can create a larger complete matching
m′ ∈M((di)i∈V, (Ep)p∈P + 1p, (Sp)p∈P) by adding to m a p-edge as follows:
pick p half-edges in H among those not matched in m, uniformly at random
and match them to the new p-edge. We say that m′ is obtained from m by
a random p-edge-pairing.
Lemma 4. Let M be uniformly distributed onM((di)i∈V, (Ep)p∈P, (Sp)p∈P)
and p ∈ P. Let d = ∑i di, E = ∑p pEp and S = ∑p Sp. We assume that d−
E−S ≥ p. Conditionally on M, make a random p-site-pairing (resp. p-edge-
pairing), then the result M′ is uniformly distibuted on M((di)i∈V, (Ep)p∈P,
(Sp)p∈P + 1p) (resp. M((di)i∈V, (Ep)p∈P + 1p, (Sp)p∈P)).
Proof. Each m ∈M((di)i∈V, (Ep)p∈P, (Sp)p∈P) admits d−
∑
p∈P (pEp + Sp)
allowed p-site-pairings, each producing a distinct m′ ∈M((di)i∈V, (Ep)p∈P,
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(Sp)p∈P+1p) containing m. Hence P(M′ = m′) is proportional to the number
of m ∈ M((di)i∈V, (Ep)p∈P, (Sp)p∈P) such that m ⊂ m′. This number is
exactly 1 +
∑
p∈P Sp, independently of m
′. The proof is similar for the
p-edge pairing.
For a complete matching m, we define 〈·〉m the Gibbs average on ΣN ,
with respect to the Hamiltonian HG[m] defined by (21) on the random graph
G[m] by
〈1σ〉m =
exp(−HG[m](σ))∑
σ′∈ΣN exp(−HG[m](σ′))
As a direct application of the previous lemma, we obtain
Lemma 5. For p ∈ P, if p+∑q∈P (qEq + Sq) ≤∑i∈V di, we have:
F ((Ep)p∈P + 1p, (Sp)p∈P)−F ((Ep)p∈P, (Sp)p∈P)
=
1
|M|
∑
m∈M
Ee log 〈exp(θp,e(σ∂e))〉m
F ((Ep)p∈P, (Sp)p∈P + 1p)−F ((Ep)p∈P, (Sp)p∈P)
=
1
|M|
∑
m∈M
Es log 〈exp(Up,s(σ∂s; ζ))〉m ,
where M = M((di)i∈V, (Ep)p∈P, (Sp)p∈P) and Ee (resp. Es) denotes the
expectation with respect to the random choice of ∂e in a random p-edge-
pairing (resp. ∂s in a random p-site-pairing) as well as the randomness in
the Hamiltonian.
4.2 The Replica Method
We now compute an average quantity related to the right-hand term of the
previous lemma which will be crucial to our proof.
Proposition 6 (Step-by-step increment). Let m ∈ M((di)i∈V, (Ep)p∈P,
(Sp)p∈P) a complete matching and p ∈ P such that
∑
i di−
∑
q qEq−
∑
q Sq ≥
δ > p. Then we have, for a random p-edge-pairing e and a random p-site-
pairing s independent of each other:
E
(
1
p
log 〈exp θp,e(σ∂e)〉m − log 〈expUp,s(σ∂s; ζ)〉m
)
≤ −p− 1
p
E [log〈Ep〉x] + 2pκ
δ − p,
where x in 〈Ep〉x defined by (11) is a random vector with i.i.d. coordinates
distributed according to ζ and the expectation E is with respect to the random
p-edge-pairing and p-site-pairing as well as the randomness in the functions
θp,e, Up,s, Ep and x.
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Proof. We first deal with the randomness of the p-edge-pairing denoted by
Ee. For i ∈ V, let ci be the number of half-edges of H linked to i that are
free in m and χ =
∑
i∈V ci ≥ δ. Then for any functional φ : {±1}p → R,
Ee[φ(σ∂e)] =
∑
i1,...,ip∈V
P(∂e = (i1, . . . , ip))φ(σi1 , . . . , σip)
=
∑
i1,...,ip∈V
ci1
χ
× ci2 − 1i1=i2
χ− 1 × . . .
×cip − 1i1=ip − . . .− 1ip−1=ip
χ− p+ 1 φ(σi1 , . . . , σip)(24)
=
∑
i1,...,ip∈V
(
ci1 . . . cip
χp
+ Zi1,...,ip
)
φ(σi1 , . . . , σip) (25)
where Zi1...ip depends on ci1 , . . . , cip , χ, and
∑
i1,...,ip∈V
|Zi1...ip | ≤ 2p
2
χ−p as proved
in Lemma 7 below.
Then by the bound of Condition (3) applied to θp,e,∣∣∣∣∣∣Ee log 〈exp(θp,e(σ∂e))〉m −
∑
i1,...,ip∈V
ci1 . . . cip
χp
log 〈exp(θp,e(σ∂e))〉m
∣∣∣∣∣∣ ≤ 2p
2κ
χ− p.
In order to obtain our claim, we need to prove the following inequality :∑
(i1,...,ip)∈Vp
ci1 . . . cip
χp
E0 log
〈
exp(θp,e(σi1 , . . . , σip))
〉
m
− p
∑
i∈V
ci
χ
E0 log 〈exp(Up,s(σi; ζ))〉m − (1− p)E0 log〈Ep〉x ≤ 0, (26)
where E0 is the expectation with respect to the randomness in the func-
tions θp, Up, Ep and x, i.e. under assumption (2), the randomness in ap, bp,
fp,1, . . . , fp,p and x a vector with i.i.d. coordinates with distribution ζ (in-
dependent of the rest). Note that E0 is independent of the randomness in
〈·〉m.
For the rest of the proof, we will omit the index p in ap, bp and fp,i. As
in [16], we introduce replicas σ1, . . . , σ`, . . . which are independent copies of
σ ∈ ΣN with distribution given by the Gibbs distribution with Hamiltonian
HG[m] defined by (21).
Using Condition (2), we have:
log
〈
exp(θp,e(σi1 , . . . , σip))
〉
m
= log(a)−
+∞∑
n=1
(−b)n
n
〈
f1(σi1) . . . fp(σip)
〉n
m
= log(a)−
+∞∑
n=1
(−b)n
n
〈
n∏
`=1
f1(σ
`
i1) . . . fp(σ
`
ip)
〉
m
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Then we can define
Ak,n =
∑
i∈V
ci
χ
n∏
`=1
fk(σ
`
i ) and Bn = E0Ak,n
such that
E0
∑
(i1,...,ip)∈Vp
ci1 . . . cip
χp
〈
n∏
`=1
f1(σ
`
i1) . . . fp(σ
`
ip)
〉
m
= E0
〈
p∏
k=1
Ak,n
〉
m
=
〈
E0
p∏
k=1
Ak,n
〉
m
= 〈Bpn〉m
Hence we proved that:∑
(i1,...,ip)∈Vp
ci1 . . . cip
χp
E0 log
〈
exp(θp,e(σi1 , . . . , σip))
〉
m
= E0[log a]−
∞∑
n=1
E0 [(−b)n]
n
〈Bpn〉m . (27)
We do a similar analysis for the second term. Namely, we have for
x1, . . . , xl−1 i.i.d. with distribution ζ,
expUp,s(σi; ζ) = 〈Ep〉−x (σi) = a
1 + bfp(σi) ∏
1≤l≤p−1
Av fl() exp(xl)
ch(xl)
 .
Hence, we have
log〈expUp,s(σi; ζ)〉m = log a−
∞∑
n=1
(−b)n
n
〈fp(σi)〉m ∏
1≤l≤p−1
Av fl() exp(xl)
ch(xl)
n .
Introducing replicas as above and taking expectation with respect to E0, we
have with Cn = E0
(
Av fl() exp(xl)
ch(xl)
)n
,
E0 log〈expUp,s(σi; ζ)〉m = E0[log a]−
∞∑
n=1
E0 [(−b)n]Cp−1n
n
〈
E0
[
fp(σ
1
i ) . . . fp(σ
n
i )
]〉
m
,
so that, we get
∑
i∈V
ci
χ
E0 log 〈exp(Up,s(σi; ζ))〉m = E0[log a]−
+∞∑
n=1
E0 [(−b)n]
n
〈Bn〉mCp−1n (28)
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Finally, in the same manner, we obtain
E0 log〈Ep〉x = E0[log a]−
+∞∑
n=1
E0 [(−b)n]
n
Cpn (29)
Using (27), (28) and (29), we see that Inequality (26) is equivalent to showing
−
+∞∑
n=1
E0 [(−b)n]
n
〈
Bpn − p〈Bn〉m(Cn)p−1 + (p− 1)(Cn)p
〉
m
≤ 0 (30)
Under Condition (4), we have p even or Bn, Cn ≥ 0, and the polynomial
xp − pxyp−1 + (p− 1)yp is always non-negative if p is even or x, y ≥ 0.
Lemma 7. Let Z to be defined as in Equation (25), then
∑
i1,...,ip∈V
|Zi1...ip | ≤ 2
p−1∑
k=1
k
χ− k ≤
2p2
χ− p
Proof. Keeping light notation, let δk be an alias for 1i1=ik + . . . + 1ik−1=ik
(hence δ1 = 0). For any p, we want to find some bound Cp such that∑
i1,...,ip∈V
|Zi1...ip | =
∑
i1,...,ip∈V
∣∣∣∣ci1 . . . cipχp − (ci1 − δ1) . . . (cip − δp)χ . . . (χ− (p− 1))
∣∣∣∣ ≤ Cp
We proceed by induction on p. It is trivial that C1 = 0 works for p = 1.
And for p > 1∑
i1,...,ip∈V
|Zi1...ip | ≤
∑
i1,...,ip∈V
cip
χ
∣∣∣∣ci1 . . . cip−1χp−1 − (ci1 − δ1) . . . (cip−1 − δp−1)χ . . . (χ− (p− 2))
∣∣∣∣
+
∣∣∣∣ cip − δpχ− (p− 1) − cipχ
∣∣∣∣ (ci1 − δ1) . . . (cip−1 − δp−1)χ . . . (χ− (p− 2))
≤
∑
ip∈V
cip
χ
Cp−1 +
∑
i1,...,ip−1∈V
(ci1 − δ1) . . . (cip−1 − δp−1)
χ . . . (χ− (p− 2))
∣∣∣∣∣∣
∑
ip∈V
(p− 1)cip − χδp
χ(χ− (p− 1))
∣∣∣∣∣∣
≤ Cp−1 +
∑
i1,...,ip−1∈V
(ci1 − δ1) . . . (cip−1 − δp−1)
χ . . . (χ− (p− 2))
(
p− 1
χ− (p− 1) +
p− 1
χ− (p− 1)
)
≤ Cp−1 + 2 p− 1
χ− (p− 1)
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4.3 Graph Interpolation by Random Walks
We now describe the interpolation scheme leading to the proof of Theorem
1. Fix for now a set of parameters ((Ep)p∈P, (Sp)p∈P). We will conduct the
interpolation coordinate by coordinate. Define Q ⊂ P as Q = {p ∈ P | Sp ≥
max(15, 2p2)}, fix q ∈ Q and suppose Eq = 0. Let (Xk)k∈N be a sequence of
i.i.d. random variables with P(X0 = 1) = 1− P(X0 = 0) = 1q , Ft its natural
filtration, and define
∀t ∈ J0, τK, Etq = t∑
k=1
Xk, S
t
q = τ − t, (Etp, Stp) = (Ep, Sp) for p 6= q (31)
where τ = τq = Sq − 2δ for δ = δq to be fixed later.
We define the walk of occupied sites, Ct = qE
t
q+S
t
q which is a martingale
with mean τ , and the stopping time
T = inf{t ≥ 0 | |Ct − τ | ≥ δ} = inf{t ≥ 0 | |Ct − E[Ct]| ≥ δ}.
Finally we define the stopped interpolation by :
It = F ((E
t∧T
p )p∈P, (S
t∧T
p )p∈P)
Then for t ∈ J0, τ − 1K, we have
E[It+1 − It | Ft] =1T>t
(
1
q
F ((Etp)p + 1q, (S
t
p)p − 1q)
+
q − 1
q
F ((Etp)p, (S
t
p)p − 1q)− F ((Etp)p, (Stp)p)
)
=1T>t
(
1
q
(
F ((Etp)p + 1q, (S
t
p)p − 1q)− F ((Etp)p, (Stp)p − 1q)
)
− q
q
(
F ((Etp)p, (S
t
p)p)− F ((Etp)p, (Stp)p − 1q)
))
From Lemma 5 and Proposition 6, we deduce that for t ∈ J0, τ − 1K,
EIt+1 − EIt ≤ P(T > t)
(
−q − 1
q
E log〈Eq〉x + 2qκ
δ − q
)
. (32)
Proposition 8 (Ends of the walk). Define for p 6= q, E′p = Ep, S′p = Sp,
and E′q =
⌊
Sq
q
⌋
, S′q = 0. Then
E|F ((Ep)p∈P, (Sp)p∈P)− I0| ≤ 2κδ
E|F ((E′p)p∈P, (S′p)p∈P)− Iτ | ≤ κ
(
6Sq exp
( −δ2
2τq2
)
+ 3
δ
q
+ 1
)
(33)
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Proof. Note that a consequence of Condition (3) is that Up(θp, x1, . . . , xp−1, σ)
is also bounded by κ. Thus we easily deduce the Lipschitz property from
Lemma 5 :
|F ((Ep)p∈P, (Sp)p∈P)− F ((E′p)p∈P, (S′p)p∈P)|
≤ κ
∑
p∈P
|Ep − E′p|+ |Sp − S′p| (34)
Hence, we have
|F ((Ep)p∈P, (Sp)p∈P)− I0| ≤ κ
∑
p∈P
|Ep − E0p |+ |Sp − S0p | ≤ 2κδ
Since (Ct) is a martingale with increments bounded by q − 1 ≤ q, we have
by Azuma-Hoeffding inequality,
P(T ≤ t) ≤ 2 exp
(−δ2
2tq2
)
(35)
Again by the Lipschitz property (34),
E|F ((E′p)p∈P,(S′p)p∈P)− Iτ | ≤ κE
(|E′q − Eτ∧Tq |+ |S′q − Sτ∧Tq |)
≤ κE
(∣∣∣∣Eτ∧Tq − ⌊Sqq
⌋∣∣∣∣+ (τ − T )1T<τ)
≤ κE
(
1T<τSq
(
1 +
1
q
)
+ 1T≥τ
(
3
δ
q
+ 1
)
+ 1T<τSq
)
≤ κ
(
Sq
2q + 1
q
2 exp
( −δ2
2τq2
)
+ 3
δ
q
+ 1
)
and
2q + 1
q
≤ 3
(36)
We are now ready to finish the proof of Theorem 1. Using Proposition
8 and adding the inequalities (32) for t = 0 . . . τ we have :
EF ((E′p), (S′p))− EF ((Ep), (Sp)) ≤ −Sq
q − 1
q
E log〈Eq〉x + ∆q (37)
where the error term is
∆q = 2κδ + κ
(
6Sq exp
( −δ2
2τq2
)
+ 3
δ
q
+ 1
)
+
τ−1∑
t=0
−P(T ≤ t)q − 1
q
E log〈Eq〉x + P(T > t) 2qκ
δ − q
+(Sq − τ)q − 1
q
E log〈Eq〉x
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By using Condition (3) on log〈Eq〉x and Equation (35), we find
|∆q| ≤ κ
(
7Sq exp
( −δ2
2τq2
)
+ 3
δ
q
+ 1 + 2δ +
2qτ
δ − q
)
≤ κ
(
7Sq exp
( −δ2
2Sqq2
)
+ 3
δ
q
+ 1 + 2δ +
2qSq
δ − q
)
Remark that if we take δ =
⌈√
Sq logSq
⌉
, then since q ∈ Q, it is easy to
check that Sq > 2δ (from the condition Sq ≥ 15) and that there exists a
universal constant C such that :
|∆q|
Sq
≤ C and lim
Sq→+∞
|∆q|
Sq
= 0. (38)
Now, we can remember the definition of FN in Equation (9), and apply the
previous result coordinate by coordinate for p ∈ Q. In the next calculations,
given the sequence (ENp )p∈P, we define the sets of parameters (E˜p, S˜p)p∈P
where ∀p ∈ P, E˜p = 0, S˜p = pENp .
NFN = EF (EN , 0) ≤ EF ((E˜p), (S˜p))−
∑
p∈P
S˜p
p− 1
p
E log〈Ep〉x
+
∑
p∈Q
|∆p|+ κ
∑
p∈P\Q
S˜p
(
p− 1
p
+ 1 +
1
p
)
(39)
where the last term of the right hand side comes from bounding |E log〈Ep〉x| ≤
κ and using the Lipschitz condition (34) between (EN , 0) and ((E˜p), (S˜p))
since we did not conduct the interpolation on p ∈ P \Q.
4.4 Asymptotic Approximation
Until the end of this proof, we will work on the right hand side of Inequality
(39) by successive approximations to make Equation (14) of Theorem 1
appear. Writing M = M((E˜j), (S˜j)), we have, for ip,l being the vertex
matched to the half-edge (p, l, 0) associated to a site spl , and conversly, pi,d
being the type (that is some p ∈ P) of the site matched to the half-edge
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(i, d) ∈ H :
F ((E˜p), (S˜p)) =
1
|M|
∑
m∈M
log
 ∑
σ∈{−1,1}V
exp
∑
p∈P
S˜p∑
k=1
Up,k(σip,k ; ζ) +
∑
i∈V
hi(σi)

=
1
|M|
∑
m∈M
log
(∏
i∈V
∑
σ=±1
exp
(
di∑
d=1
Upi,d,(i,d)(σ; ζ) + hi(σ)
))
=
∑
i∈V
1
|M|
∑
m∈M
log
(∑
σ=±1
exp
(
di∑
d=1
Upi,d,(i,d)(σ; ζ) + hi(σ)
))
(40)
In the following, according to Condition 5, we define the quantity M =∑N
i=1 d
N
i =
∑
p∈P pE
N
p . Given i ∈ V, p1, . . . , pdi ∈ P and under a uniform
choice of m ∈M, we have that Pm(pi,1 = p1, . . . , pi,di = pdi) equals to
S˜p1
M
S˜p2 − 1p1=p2
M − 1 . . .
S˜pdi − 1p1=pdi . . .− 1pdi−1=pdi
M − di + 1
Hence by Lemma 7 and Condition (3), we will approximate F ((E˜p), (S˜p))
by the following term : F̂ ((E˜p), (S˜p)) :=
∑
i∈V
∑
p1,...,pdi∈P
S˜p1 . . . S˜pdi
Mdi
log
(∑
σ=±1
exp
(
di∑
d=1
Upd,(i,d)(σ; ζ) + hi(σ)
))
∣∣∣F ((E˜p), (S˜p))− F̂ ((E˜p), (S˜p))∣∣∣
≤
∑
i∈V
∑
p1,...,pdi∈P
∣∣∣∣∣ S˜p1 . . . S˜pdiMdi − Pm(pi,1 = p1, . . . , pi,di = pdi)
∣∣∣∣∣ (log(2)+(di+1)κ)
≤
∑
i∈V
(log(2) + (di + 1)κ)
2d2i
M − di (41)
Putting Equations (39), (40) and (41) together, we find :
NFN ≤ EF̂ ((E˜p), (S˜p))−
∑
p∈P
S˜p
p− 1
p
E log〈Ep〉x
+
∑
p∈Q
|∆p|+ 2κ
∑
p∈P\Q
S˜p +
∑
i∈V
(log(2) + (di + 1)κ)
2d2i
M − di (42)
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It remains to study the limits of the terms of the right-hand side as N
tends to infinity. Consistently with the definitions of the measures µ, ν and
ρ, recall the definitions of µN , νN (6,7) and we define the empirical measure
ρN :
∀p ∈ P, ρN (p) =
pENp∑
q∈P qENq
Moreover, for any probability measure, say f , on N, we write its mean
f¯ =
∑
n∈N nf(n).
First Term. With the definitions in the statement of Theorem 1,∣∣∣∣∣ 1N EF̂ ((E˜j), (S˜j))− E log
(∑
σ=±1
exp
(
d∑
k=1
Upk,k(σ; ζ) + h(σ)
))∣∣∣∣∣
=
∣∣∣∣∣∑
d∈N
∑
p1,...,pd
(µN (d)ρN (p1) . . . ρN (pd)− µ(d)ρ(p1) . . . ρ(pd))
E log
(∑
σ=±1
exp
(
d∑
k=1
Upk,k(σ; ζ) + h(σ)
))∣∣∣∣∣
≤
∑
d∈N
∑
p1,...,pd
|µ(d)− µN (d)|ρN (p1) . . . ρN (pd)(κ(d+ 1) + log(2))
+
∑
d∈N
∑
p1,...,pd
µ(d) |ρN (p1) . . . ρN (pd)− ρ(p1) . . . ρ(pd)| (κ(d+ 1) + log(2))
≤
∑
d∈N
|µ(d)− µN (d)|(κ(d+ 1) + log(2))
+
∑
d∈N
µ(d)(κ(d+ 1) + log(2))
∑
p1,...,pd
|ρN (p1) . . . ρN (pd)− ρ(p1) . . . ρ(pd)|
(43)
Hence using Conditions (6,7,8), it is easy to show (by a direct application
for the first sum, and a version of the dominated convergence theorem for
the second one), that
lim
N→∞
∣∣∣∣∣ 1N EF̂ ((E˜j), (S˜j))− E log
(∑
σ=±1
exp
(
d∑
k=1
Upk,k(σ; ζ) + h(σ)
))∣∣∣∣∣ = 0
(44)
Second Term.
1
N
∑
p∈P
S˜p
p− 1
p
E log〈Ep〉x = M
N
∑
p∈P
ρN (p)
p− 1
p
E log〈Ep〉x
By Conditions (6,7,8), MN tends to µ¯ = Ed, and since E log〈Ep〉x is bounded
by κ we have
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lim
N→∞
1
N
∑
p∈P
S˜p
p− 1
p
E log〈Ep〉x = E[d]E
[
p− 1
p
log〈Ep〉x
]
(45)
Third Term. The following term tends to zero by Equations (38) and
(7), since MN converges, ρN converges to ρ and
∆p
S˜p
is uniformely bounded in
p and tends to zero:
1
N
∑
p∈Q
|∆p| = M
N
∑
p∈Q
ρN (p)
∆p
S˜p
≤ M
N
∑
p∈Q
ρ(p)
∆p
S˜p
+ |ρ(p)− ρN (p)|C (46)
Fourth Term. Similarly, the next term tends to zero since 1p∈P\Q is
uniformely bounded by 1 and is eventually equal to zero for all p such that
ρ(p) > 0:
1
N
∑
p∈P\Q
S˜p =
M
N
∑
p∈N
ρN (p)1p∈P\Q (47)
Fifth Term. To show that limN→+∞ 1N
∑
i∈V(log(2)+(di+1)κ)
2d2i
M−di =
0, it is enough to show that 1N
∑
i∈V
d3i
M−di tends to zero.
1
N
∑
i∈V
d3i
M − di =
N
M
∑
i∈V
d3i
N2
M
M − di =
N
M
∑
i∈V
d3i
N2
+
N
M
∑
i∈V
d3i
N2
di
M − di
Note that NM converges. By Condition (8) and Cauchy-Schwartz inequality,
1
N2
N∑
i=1
d3i ≤
1
N
√
1
N
∑
d2i
√
1
N
∑
d4i ≤
1
N2
√∑
d2i
∑
d2i = O(
1√
N
)
Hence to finish the proof, it remains to show that lim supN→∞ supi
dNi
M < 1.
If
di
M
≥ diµ(di)
µ¯
then
di
M
− diµ(di)
µ¯
≤
∣∣∣∣di#{j ∈ V|dj = di}M − diµ(di)µ¯
∣∣∣∣
≤ di
∣∣∣∣µN (di)µN − µ(di)µ¯
∣∣∣∣ ≤ ∣∣∣∣ 1µN − 1µ¯
∣∣∣∣∑
d∈N
dµ(d) +
1
µN
∑
d∈N
d|µ(d)− µN (d)|
(48)
Condition (6) shows that the right-hand term tends to zero and it is inde-
pendent of i, thus, if µ is not concentrated in one point,
lim sup
N→∞
sup
i
dNi
M
≤ sup
d
dµ(d)
µ¯
< 1
If µ is concentrated in one point d, then limN→∞ dM = 0. This concludes
the proof of Theorem 1.
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5 A General Weighted Bound
Sections 5 and 6 describe how to tune and generalize the bound of Theorem
1. In terms of proof techniques, the actual contribution of this paper is
Theorem 1: the generalization is just a rewriting of the proof of Panchenko
and Talagrand that generalizes [16, Theorem 1] to [16, Theorem 4]. Instead
of copy-pasting half of [16], we made the choice to refer the reader to the
proof of [16], and to just present in the next sections the small changes to
make to the proof of Theorem 1.
We use the weighting scheme defined in [16] with the same notations :
Γ is a countable set, (xγ)γ∈Γ a sequence of random variables depending
somehow (this will be fixed in the next section) on a distribution ζ ∈ Lr+1,
(xs,γl )s∈S,l≥0 are independent copies of this sequence, and (θp,s)s∈S are inde-
pendent copies of θp. As in definitions (13,17), define
Uγp,s(; ζ) = Up(θp,s, x
s,γ
1 , . . . , x
s,γ
p−1, ) (49)
and for a graph G(V, (Ep)p∈P, (Sp)p∈P), σ ∈ ΣN
−HγG(σ) =
∑
p∈P
∑
e∈Ep
θp,e(σ∂e) +
∑
s∈Sp
Uγp,s(σ∂s; ζ)
+∑
i∈V
hi(σi). (50)
Note that for γ ∈ Γ, HγGN = HGN = HN since GN has only edges and no
sites.
For a sequence of non-negative random variables (vγ)γ∈Γ with
∑
γ∈Γ vγ =
1, we define the Gibbs measure and its Gibbs average on ΣN × Γ by
〈1σ,γ〉G = vγ exp(−HγG(σ))/ZN (51)
where ZN =
∑
σ,γ vγ exp(−HγG(σ)).
We will need to consider the successive steps of the interpolation defined
in Equation (31) along each coordinate. Let (Ep)p∈P, (Sp)p∈P and (E˜p)p∈P,
(S˜p)p∈P to be defined as in the proof of Theorem 1 (that is G˜N is the graph
with sites only except for p /∈ Q) and (Etp)p∈P, (Stp)p∈P as in Equation (31)
where τ = τp = S˜p − 2δp, we have for an enumeration of {p1, . . . , pk} of the
values in P that appear in the graph (i.e. Ep+Sp 6= 0), 1 ≤ t ≤ τpi for some
i,
Gpi,t = G
(
(Ep1 , . . . , Epi−1 , E
t
pi , E˜pi+1 . . . , E˜pk),
(Sp1 , . . . , Spi−1 , S
t
pi − 1, S˜pi+1 , . . . , S˜pk)
)
(52)
It is the graph defining the average used in Proposition 6 at the t-th step of
the successive interpolation on the pi-th coordinate.
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Theorem 9 (A general bound). Let
F˜N =
1
N
E log
∑
σ∈ΣN ,γ∈Γ
vγ exp(−Hγ
G˜N
(σ))
If conditions (2,3,4) are satisfied, then
FN ≤ F˜N − 1
N
∑
p∈Q
τp∑
t=1
p− 1
p
E log 〈〈Ep〉xγ 〉Gp,t + oN (1) (53)
where xγ = (xγ1 , . . . , x
γ
p), and (x
γ
l )γ∈Γ, for l ∈ N are independent copies of
(xγ)γ∈Γ.
Proof. The proof of Theorem 1, by interpolating coordinate by coordinate
holds with almost no changes except that the free energy is now defined for
the new partition function (51). Proposition 8 holds with no changes to its
proof, and the equation of Proposition 6 becomes
E
(
1
p
log 〈exp(θp,e(σ∂e))〉G[m] − log
〈
exp(Uγp,s(σ∂s; ζ))
〉
G[m]
)
≤ −p− 1
p
E log 〈〈Ep〉xγ 〉G[m] +
2pκ
δ − p
where 〈·〉G[m] is now defined for some matching m ∈ M by the new average
of Equation (51). As in [16], the rest of the proof is the same, except that
we now define
Cn(γ1, . . . , γn) = E0
n∏
i=1
Av fp,1() exp x
γi
1
chxγi1
6 The r-step of Replica Symmetry Breaking Bound
We will now make a specific choice for the weights (vγ)γ and the random
variables (xγ)γ to get an explicit bound. Again, we refer the reader to [16]
where this choice is thoroughly explained and proved.
For the proof, we need to complexify the definitions of the statement
of Theorem 3. This extra level of complexity will vanish at the end of the
proof. For an integer r ≥ 1, let Γ = Nr and 0 < m1 < . . . < mr < 1 be
some real parameters. Let L1 be a set of probability measures on R, and
by induction for l ≤ r we define Ll+1 as a set of probability measures on
Ll. Let us fix ζ(r+1) ∈ Lr+1 (our basic parameter) and define a random se-
quence (η, η(γ1), . . . , η(γ1, . . . , γr−1), x(γ1, . . . , γr)) as follows. The element
η of Lr is distributed according to ζ. Given η, the sequence (η(γ1))γ1≥1
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of elements of Lr−1 is i.i.d distributed like η. For 1 ≤ l ≤ r − 1, given
all the elements η(a1, . . . , as) for all values of the integers a1, . . . , as and all
s ≤ l − 1, the sequence (η(γ1, . . . , γl))γl≥1 of elements of Lr−l is i.i.d dis-
tributed like η(γ1, . . . , γl−1), and these sequences are independent of each
other for different values of (γ1, . . . , γl−1). Finally, given all the elements
η(a1, . . . , as) for all values of the integers a1, . . . , as and all s ≤ r − 1 the
sequences x(γ1, . . . , γr), γr ≥ 1 are an i.i.d. sequences on R with the dis-
tribution η(γ1, . . . , γr−1) and these sequences are independent for different
values of (γ1, . . . , γr−1). The process of generating the x’s can be represented
schematically as
ζ → η → η(γ1)→ . . .→ η(γ1, . . . , γr−1)→ x(γ1, . . . , γr). (54)
Let us consider an arbitrary countable index set Ω that will be fixed to
Ω = P × N2. For ω ∈ Ω, we consider independent copies (ηω, ηω(γ1), . . .,
ηω(γ1, . . . , γr−1), xω(γ1, . . . , γr)) of (η, η(γ1), . . . , η(γ1, . . . , γr−1), x(γ1, . . . , γr)).
For 0 ≤ j ≤ r − 1, let us denote by Fj the σ-algebra generated by
ηω(γ1, . . . , γl) for ω ∈ Ω, l ≤ j, γ1, . . . , γl ≥ 1, and by the random vari-
ables hi, θp,i,j . Let us denote by Ej the expectation given Fj or, in other
words, with respect to ηω(γ1, . . . , γl) for ω ∈ Ω, l > j, γ1, . . . , γl ≥ 1 and
xω(γ1, . . . , γr) for ω ∈ Ω, γ1, . . . , γr ≥ 1. In particular F0 is generated by the
variables ηω, hi, θp,i,j .
For a random variable W ≥ 0 we define TrW = W and by induction, for
0 ≤ l < r we define the random variable TlW by
TlW =
(
El(Tl+1W )ml+1
)1/ml+1
. (55)
We take Γ = Nr, some parameters 0 < m1 < . . . < mr < 1 and we define
vγ using Derrida-Ruelle cascades [20, 17]. For i = 1, . . . , r, let (uγi)γi≥1 be
the non-increasing enumeration of the points generated by a Poisson point
process on R+? with intensity x 7→ x−1−mr .
Consider a sequence (uγ1,...,γl)γ1,...,γl≥1 such that for a fixed (γ1, . . . , γl−1),
it is an independent copy of (uγl)γl≥1. Then
vγ1,...,γr =
∏r
l=1 uγ1,...,γr∑
γ′1,...,γ′r
∏r
l=1 uγ′1,...,γ′r
(56)
We use the following proposition, proved in [16, Proposition 2].
Proposition 10. Consider a function V : RΩ 7→ R, V ≥ 0 and the ran-
dom variable defined by V (γ1, . . . , γr) = V ((xω(γ1, . . . , γr))ω∈Ω). The ran-
dom variable Tl(V (γ1, . . . , γr)) does not depend on γl+1, . . . , γr, in particu-
lar the law of T0V (γ1, . . . , γr) does not depend on γ1, . . . , γr. Assume that
EV (γ1, . . . , γr)2 <∞, then for arbitrary values of the γi’s in the right hand
side
E log
∑
γ1,...,γr≥1
vγ1,...,γrV (γ1, . . . , γr) = E log T0V (γ1, . . . , γr) (57)
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Proof of Theorem 3. For p ∈ P, 1 ≤ t ≤ τp and γ = (γ1, . . . , γr), let e(γ) =
〈Ep〉xγ and Z(γ) =
∑
σ∈ΣN exp(−H
γ
Gp,t(σ)). Then we can apply Proposition
10 to show
E log 〈〈Ep〉xγ 〉G[m] = E log
∑
γ vγZ(γ)e(γ)∑
γ vγZ(γ)
= E log
∑
γ
vγZ(γ)e(γ)− E log
∑
γ
vγZ(γ) = E log T0(eZ)− E log T0Z
= E log(T0e)(T0Z)− E log T0Z = E log T0e = E log T0〈Ep〉xγ (58)
To produce the other term of Theorem 3, we remark that, using notation of
Equation (40) :
F˜N =
1
N
E log
∑
σ∈ΣN ,γ∈Γ
vγ exp(−Hγ
G˜N
(σ))
=
1
N
1
|M|
∑
m∈M
E log
(∑
γ
vγ
∏
i∈V
∑
σ=±1
exp
(
di∑
d=1
Uγpi,d,(i,d)(σ; ζ) + hi(σi)
))
=
1
N
1
|M|
∑
m∈M
E log T0
(∏
i∈V
∑
σ=±1
exp
(
di∑
d=1
Uγpi,d,(i,d)(σ; ζ) + hi(σi)
))
=
1
N
1
|M|
∑
m∈M
∑
i∈V
E log T0
(∑
σ=±1
exp
(
di∑
d=1
Uγpi,d,(i,d)(σ; ζ) + hi(σi)
))
(59)
And with the same calculations as in the proof of Theorem 1, for d, (pk)
random variables as defined in Theorem 3,
F˜N = E log T0
(∑
σ=±1
exp
(
d∑
k=1
Uγpk,k(σ; ζ) + h(σ)
))
+ oN (1) (60)
Since the right hand sides of Equations (58, 59, 60) do not depend on any
specific choice of γ, we get the statement of Theorem 3 which does not
depend on Γ. Theorem 2 is a direct consequence of Theorem 3.
References
[1] Emmanuel Abbe and Andrea Montanari. Conditional random fields,
planted constraint satisfaction and entropy concentration. In Approx-
imation, Randomization, and Combinatorial Optimization. Algorithms
and Techniques, pages 332–346. Springer, 2013.
27
[2] Jean Barbier, Florent Krzakala, Lenka Zdeborova´, and Pan Zhang. The
hard-core model on random graphs revisited. Journal of Physics: Con-
ference Series, 473(1):012021, 2013.
[3] Mohsen Bayati, David Gamarnik, and Prasad Tetali. Combinatorial
approach to the interpolation method and scaling limits in sparse ran-
dom graphs. In Proceedings of the forty-second ACM symposium on
Theory of computing, pages 105–114. ACM, 2010.
[4] Jian Ding, Allan Sly, and Nike Sun. Maximum independent sets on
random regular graphs. Acta Mathematica, 217(2):263–340, 2016.
[5] Silvio Franz and Michele Leone. Replica bounds for optimization prob-
lems and diluted spin systems. Journal of Statistical Physics, 111(3-
4):535–564, 2003.
[6] Silvio Franz, Michele Leone, and Fabio Lucio Toninelli. Replica bounds
for diluted non-Poissonian spin systems. Journal of Physics A: Mathe-
matical and General, 36(43):10967, 2003.
[7] Francesco Guerra. Broken replica symmetry bounds in the mean field
spin glass model. Communications in mathematical physics, 233(1):1–
12, 2003.
[8] Francesco Guerra. Fluctuations and thermodynamic variables in mean
field spin glass models. arXiv preprint arXiv:1212.2905, 2012.
[9] Francesco Guerra and Fabio Lucio Toninelli. The thermodynamic limit
in mean field spin glass models. Communications in Mathematical
Physics, 230(1):71–79, 2002.
[10] Carlos Hoppen and Nicholas Wormald. Local algorithms, regular
graphs of large girth, and random regular graphs. arXiv preprint
arXiv:1308.0266, 2013.
[11] Svante Janson. The probability that a random multigraph is simple.
Combinatorics, Probability and Computing, 18(1-2):205–225, 2009.
[12] Svante Janson et al. The probability that a random multigraph is
simple. ii. Journal of Applied Probability, 51:123–137, 2014.
[13] BD McKay. Independent sets in regular graphs of high girth. Ars
combinatoria, 23:179–185, 1987.
[14] Andrea Montanari. Tight bounds for LDPC and LDGM codes under
MAP decoding. CoRR, cs.IT/0407060, 2004.
[15] Dmitry Panchenko. The Sherrington-Kirkpatrick model. Springer Sci-
ence & Business Media, 2013.
28
[16] Dmitry Panchenko and Michel Talagrand. Bounds for diluted mean-
fields spin glass models. Probability Theory and Related Fields,
130(3):319–336, 2004.
[17] Dmitry Panchenko and Michel Talagrand. Guerra’s interpolation using
Derrida-Ruelle cascades. arXiv preprint arXiv:0708.3641, 2007.
[18] Giorgio Parisi. Infinite number of order parameters for spin-glasses.
Physical Review Letters, 43(23):1754, 1979.
[19] Giorgio Parisi. A sequence of approximated solutions to the SK model
for spin glasses. Journal of Physics A: Mathematical and General,
13(4):L115, 1980.
[20] David Ruelle. A mathematical reformulation of derrida’s REM and
GREM. Communications in Mathematical Physics, 108(2):225–239,
1987.
[21] Justin Salez. The interpolation method for random graphs with
prescribed degrees. Combinatorics, Probability and Computing,
25(03):436–447, 2016.
29
