For a crystallographic root system, dominant regions in the Catalan hyperplane arrangement are in bijection with antichains in a partial order on the positive roots. For a noncrystallographic root system, the analogous arrangement and regions have importance in the representation theory of an associated graded Hecke algebra. Since there is also an analogous root order, it is natural to hope that a similar bijection can be used to understand these regions. We show that such a bijection does hold for type H 3 and for type I 2 (m), including arbitrary ratio of root lengths when m is even, but does not hold for type H 4 . We give a criterion that explains this failure and a list of the 16 antichains in the H 4 root order which correspond to empty regions.
Introduction
Dominant regions in the Shi or Catalan hyperplane arrangement associated to a crystallographic root system, Φ, have appeared in several contexts. In his work on Kazhdan-Lusztig cells for affine Weyl groups [27, 28] , Jian-Yi Shi used sign types to index and count these regions. The sign type encodes where the region lies relative to the affine hyperplanes. In later combinatorial work, see [26, Remark 2] , this result was reformulated as a bijection between dominant regions and antichains in the poset of positive roots in Φ under the root order. More recently, a uniform (case-free) proof of the bijection was given in the context of work on ad-nilpotent ideals in Lie algebras [13] . Uniform proofs have also been given for a similar bijection and counting formula for bounded dominant regions, as well as for various refined counts [3, 24, 29] .
Representative points in the dominant regions are also used in obtaining the support of spherical unitary representations of real and p-adic algebraic groups. This is accomplished by proving that it suffices to test unitarity of representations of associated affine and graded Hecke algebras [6, 7] and performing the required calculations in those settings [8, 4, 5, 16, 31] .
When Φ is noncrystallographic, there is no corresponding algebraic group or affine Hecke algebra, but there does exist an associated graded Hecke algebra and the same affine hyperplanes arise naturally as the support of its reducible principal series modules [22] . Analogous calculations, involving dominant regions in the same type of hyperplane arrangement, should be involved in finding the support of spherical unitary representations of these algebras.
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Since there is also a natural extension of the root order to the noncrystallographic setting, a first step is to investigate whether antichains in this root order are still in bijection with dominant regions. We do so here, motivated also by recent interest in generalizing various combinatorial objects counted by Catalan numbers to noncrystallographic type [1] .
We begin with a few preliminaries in order to state the main results of the paper (for greater detail see Section 2) . Let Φ be a (not necessarily crystallographic) root system in a Euclidean vector space V and fix a set of positive roots, Φ + , and simple roots, ∆ = {α 1 , α 2 , . . . , α n }. Define a partial order on Φ + , which we will call the root order, by
Each increasing set in the poset (Φ + , ≤) is generated by its minimal elements, which form an antichain or incomparable set, so increasing sets and antichains are naturally in bijection. Note that if Φ is crystallographic, then the c i will lie in Z ≥0 . Further properties of increasing sets and antichains are discussed in Section 2.
Antichains provide a means to generalize nonnesting partitions from symmetric groups (type A) to general Weyl groups, as is attributed to Postnikov in [26] . In particular, a nonnesting partition of the set {1, 2, . . . , n} is the same as an antichain in the root order on
where {ǫ 1 , ǫ 2 , . . . , ǫ n } is the standard basis of R n , if the root ǫ i − ǫ j is assigned to each edge or arc from i to j.
Reiner further states that Postnikov proved, in classical type, that the nonnesting partitions are in bijection with dominant regions in the Catalan arrangement by the map sending an increasing set I to the region defined by
The ideas underlying this bijection first appear in [28] .
In Section 3, Theorem 3.4 we prove that the analogous bijection holds in type H 3 and for all dihedral types, I 2 (m). When m is even there are two orbits of roots, and the bijection continues to hold, even as the length of roots in one orbit varies (see Figure 1 in Section 3.)
The statement and proof use both the partial order by inclusion of antichains, denoted ⊆, These results have two important consequences. Primarily, they will aid in calculation of the support of the spherical unitary dual of noncrystallographic graded Hecke algebras.
Particularly useful is the combinatorial description of the continuously varying geometry in the case when m is even, as illustrated in Figure 1 in Section 3. Secondly, they indicate one apparent obstacle to generalizing nonnesting partitions to noncrystallographic cases.
We elaborate further on the second consequence. If Φ is crystallographic, there are other interesting objects that appear likely to be related to nonnesting partitions. For example, if Φ has Weyl group W with rank n, Coxeter number h, and exponents e 1 , e 2 , . . . , e n , then the numbers of associated nonnesting partitions [2] , noncrossing partitions [23] , vertices in simplicial associahedra and clusters [19] are all given by the generalized Catalan number
When W = S n this formula reduces to the standard Catalan number, 1 n+1 2n n , and the fact that this counts noncrossing partitions goes back to Kreweras [21] .
The poset of noncrossing partitions has been generalized to arbitrary finite Coxeter groups in independent work of David Bessis [9] and Tom Brady [10, 11] . The original definition of the simplicial associahedron due to Fomin and Zelevinsky [19] also makes sense for any finite Coxeter group (see [17, Section 5.3] ). For a noncrystallographic reflection group W , the number of noncrossing partitions and the number of vertices in associahedra still agree and are given by Cat(W ). Precise connections between all of these objects are not well understood, even in the setting of Weyl groups, though there has been some recent progress in this direction [12, 14, 15, 18, 25] .
One question of interest is to similarly generalize nonnesting partitions or to better understand the obstacles to doing so [1, Problem 1.2] . Our results show that antichains in the partial order on the roots that is used here do not provide such a generalization. The numbers of antichains or dominant regions are never generalized Catalan numbers except in type I 2 (m) when m = 2, 3, 4, 6 and the root length ratio yields a crystallographic root system (compare Table 1 and Table 2 ). We hope that these numbers and the criterion for the failure of the bijection in type H 4 will be of some help in formulating the desired generalization.
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Properties of Increasing Sets and Antichains
Let Φ be a root system in an n-dimensional Euclidean space V , endowed with an inner product (· | ·) as defined in [20] . In particular note that Φ need not be crystallographic. Let ∆ = {α 1 , α 2 , . . . , α n } be a choice of simple roots with resulting positive roots
The dual basis to ∆ will be denoted by ω 1 , ω 2 , . . . , ω n and referred to as fundamental weights. 
A region in V is a connected component of the set V \ β∈Φ + c=−1,0,1 H β,c under the Euclidean topology, and a region is said to be dominant if it lies in the dominant chamber,
Define the positive side and the negative side of H β,1 by
Then every dominant region R can be uniquely expressed as
Although consideration of the dominant regions does not require use of the H β,−1 , these are included for symmetry and because they arise in the representation theory of noncrystallographic graded Hecke algebras.
2.2.
Increasing sets. Define a partial order on Φ + , which we will call the root order, by
There exist other possible orders on Φ + but we refer to (Φ + , ≤) as the positive root poset. An increasing set in (Φ + , ≤) is a subset I of Φ + such that if β, γ ∈ Φ + satisfy β ≤ γ and β ∈ I, then γ ∈ I. For crystallographic root systems these sets describe root spaces of ad-nilpotent ideals, so are called ideals, but in general posets they are called dual order ideals.
2.3.
Relating dominant regions and increasing sets. Let R be the set of all dominant regions in V . To each R ∈ R, assign the subset of Φ + :
Let I be the set of all increasing sets in (Φ + , ≤). To each I ∈ I, assign the subset of C:
where I c represents the complement set of I in Φ + , i.e., I c = Φ + I.
It is easy to show that for β,
Proof. Let β, γ ∈ Φ + be such that β ≤ γ and β ∈ I R . Then R ⊆ H + β,1 , or equivalently, (v | β) > 1 for any v ∈ R. Note that R ⊆ C and β ≤ γ. By (*), β ≤ γ implies
4. So f is always injective. We prove f is also surjective for type H 3 and dihedral type I 2 (m) (m ≥ 2)
in Section 3 and find the image of f as a proper subset of I for type H 4 in Section 4.
2.6.
Antichains. An antichain in a poset (P, ≤) is a subset Λ of P such that any distinct β, γ ∈ Λ are incomparable with respect to ≤. Any subset of an antichain is an antichain.
If I is an increasing set in (Φ + , ≤), then (1) I min represents the set of all ≤-minimal elements in I;
(2) I c max represents the set of all ≤-maximal elements in I c .
It is evident that both I min and I c max are antichains in (Φ + , ≤). By (*), we get
Then
Proof. This follows easily from the definitions of increasing set and antichain.
For any antichains Λ ′ and Λ in (
the binary relation is a partial order on the set of all antichains in (Φ + , ≤).
2.8.
Lemma. Let I be an increasing set in (Φ + , ≤).
Proof. (i) and (ii) follow easily from the definition of increasing set.
2.9.
Corollary. If I is an increasing set in (Φ + , ≤), then
By observing the positive root posets, e.g. Figure 2 in Section 4 and Figure 1 in Section 3, it is easy to see 2.10. Lemma. The set of positive roots can be decomposed into a disjoint union of subsets
In particular, all the roots in the same Φ + α i are comparable.
As an immediate consequence of Lemma 2.10, we have 2.11. Corollary. If Φ is a root system of rank n, then any antichain in the positive root poset (Φ + , ≤) has at most n positive roots.
If Φ is crystallographic there is exactly one such antichain [24] , but if Φ is noncrystallographic there can be several (see Figure 1 in Section 3). Suppose that V 0 is a subspace of
and there exists a set ∆ 0 of simple roots so that
Proof. Let n be the rank of Φ. If n = 1, then |Λ| ≤ 1 and hence Λ is linearly independent. Suppose that for any root system Φ 0 of rank less than n, every antichain Λ 0 in (Φ + 0 , ≤ 0 ) is linearly independent. If Λ = {β 1 , . . . , β m , β m+1 } is linearly dependent, then we may assume
. By Corollary 2.11, we get m + 1 ≤ n and rank(Φ 0 ) ≤ m < n. By the induction hypothesis, the antichain Λ = {β 1 , . . . , β m , β m+1 } is linearly independent.
For crystallographic root systems, the results in Corollary 2.11 and Proposition 2.12 are proven in [24, Proposition 2.10] by other means.
2.13. Definition. Let Λ be a nonempty antichain in (Φ + , ≤). Define
By Proposition 2.12, Int(Λ) is a nonempty convex set, and so is Int C (Λ).
Suppose that Λ is an antichain. Then β and γ are incomparable, and there are j, k such that c j > d j and c k < d k . Choose positive
There are j, k such that c j < d j and c k > d k . β, γ are incomparable, so Λ is an antichain.
Non-Empty Regions for Types H 3 and I 2 (m)
In the remainder of the paper, we write B ǫ (v 0 ) for the open ball in the Euclidean space V with center v 0 ∈ V and radius ǫ > 0, i.e.,
Note that R ∅ and R Φ + are a nonempty dominant regions.
3.1.
Theorem. Let I be a nonempty increasing set in (Φ + , ≤).
Proof. We prove part (i) in three steps.
Part (ii) of this theorem can be proved in the same manner.
Note that any antichain of cardinality n in (Φ + , ≤) is ⊆-maximal, but not every ⊆-maximal antichain in (Φ + , ≤) must have cardinality n.
3.2.
Corollary. Let I be a nonempty increasing set in (Φ + , ≤). . There are m positive roots and when m is even the positive root poset varies depending on the ratio of root lengths. For example, for type I 2 (6) with α 1 = 1 and α 2 = r the positive roots are bottom. Suppose that I min is a three-element antichain. We will use the notation c 1 , c 2 , c 3
to denote a solution of the form c 1 ω 1 + c 2 ω 2 + c 3 ω 3 to the system (v | β) = 1 for all β ∈ I min . We claim that J min is a ⊆-maximal antichain in (Φ + , ≤). It suffices to show that for any γ ∈ J c , there is β ∈ J min such that γ ≤ β. Since γ ∈ J c ⊆ I c , there exists some β ∈ I c max = Λ such that γ ≤ β. We also have β ∈ Λ ⊆ J min by Lemma 2.8(ii).
By Proposition 2.14 and Section 3.3, Int C (J min ) = ∅ and then by Corollary 3.2(i), we
Empty Regions and Nonempty Regions for Type H 4
Throughout this section assume that Φ is a root system of type 
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2τ + 2, 3τ + 2, 2τ + 2, τ + 1 s 1 g g g g g g g g g g g g g g g g g g g g Ø Ù Table 3 in the Appendix, the solution to (v | β) = 1 for all β ∈ I min does not lie in C. Although each antichain in Table 3 turns out to define a non-empty region, there exist other antichains in (Φ + , ≤) that do define empty regions.
Recall that the function f : R → I given by f (R) = I R is injective, where
We will show in general in Section 5 that f is not surjective if and only if there exist antichains with Int C (Λ) = ∅. Since f is not surjective when Φ is the root system of type H 4 , we provide instead an explicit description of the image set of f .
4.3.
Theorem. For (Φ + , ≤) of type H 4 , the image set of the function f : R → I, given by Proof. For type H 4 , (Φ + , ≤) has 60 elements and 429 antichains (confirmed using the posets package [30] in Maple), of which 20 are of size four (see Tables 3 and 4 This process, easily implemented in Maple, yields that 401 of the antichains define nonempty regions and leaves 28 antichains which must be investigated by other means.
Step 2:
Then it is also true that v | k j=1 c j β j > 1 and v | ℓ j=1 d j γ j < 1 for any convex linear combinations k j=1 c j β j and ℓ j=1 d j γ i with k j=1 c j = ℓ j=1 d j = 1, β j ∈ I min , and γ j ∈ I c max . Table 7 in the Appendix contains, for each I min = Λ 1 , . . . , Λ 16 , the corresponding I c max and a pair of convex linear combinations with k j=1 c j β j < ℓ j=1 d j γ j . In each case these provide a contradiction to the assumption that R Λ i = ∅. In three cases the same pair of convex combinations works for more than one Λ. to all antichains at the outset, followed by the same arguments as in Step 2 since Λ 1 , . . . , Λ 16
would still need to be investigated. While more direct, this is computationally more intensive and we performed the calculations as outlined above.
4.5.
Consequences. Using the posets for H 3 and H 4 in Figure 2 and the results in this and the previous section leads to the numbers of dominant regions shown in 
This is true except in type I 2 (m) when m is even and r takes on extreme values (see Figure 1 ). Table 2 lists the values of the generalized Catalan numbers for comparison. 
Criterion for Empty Regions
In this section we prove the following criterion. The proof of Theorem 5.1 follows the lemmas below. Let Λ be a nonempty antichain in (Φ + , ≤). By Proposition 2.14, if Int C (Λ) = ∅, then Λ must have at least three positive roots.
5.2.
Notations. Let Λ be an antichain in (Φ + , ≤) which has at least two positive roots.
(1) Given any γ ∈ Λ, define Λ γ = Λ {γ}.
(2) Let A(Λ) be the set of all the connected components of V β∈Λ H β,1 under the Euclidean topology. Any region A ∈ A(Λ) can be uniquely expressed as β∈Λ H n A β β,1 , where n A β represents + or −. So we can write A simply as (n A β ) β∈Λ (see [28] ). (3) For any distinct vectors u, v ∈ V , we define l u,v (t) = (1 − t)u + tv for t ∈ R.
Using Proposition 2.12 it is easy to show that given a Λ-tuple (n β ) β∈Λ with n β = + or −, there exists a unique region A ∈ A(Λ) such that n A β = n β for all β ∈ Λ. (**)
where Conv{v A } A∈A(Λγ ) is the convex hull in V generated by v A for A ∈ A(Λ γ ).
Proof. If |Λ| = 2, then Λ γ = {β} and A(
Suppose that this lemma holds for all sets Λ ′ with {γ} Λ ′ Λ. Take β 1 ∈ Λ γ and set Λ ′ = Λ {β 1 }. Then every region A ∈ A(Λ γ ) can be expressed as a Λ γ -tuple (n A β 1 , (n A β ) β∈Λ ′ γ ) and by (**) there is some region
. So the lemma follows by induction on |Λ|.
5.4.
Lemma. If Int C (Λ) = ∅ and Int C (Λ γ ) = ∅ for some γ ∈ Λ, then there exists a nonempty
Proof. Since Int C (Λ γ ) = ∅ and Λ γ is a linearly independent set in Λ, β∈Λγ (H n β β,1 ∩ C) = ∅ for any choice of n β by an argument similar to that in step 3 of the proof of Theorem 3.1.
Suppose that the desired region in this lemma does not exist. For each region A ∈ A(Λ γ ), we choose v A ∈ (A ∩ C) ∩ H γ,1 . By Lemma 5.3, we obtain Int(Λ) ∩ Conv{v A } A∈A(Λγ ) = ∅,
contrary to the hypothesis Int C (Λ) = ∅.
5.5.
Lemma. If Int C (Λ) = ∅ for some nonempty antichain Λ in (Φ + , ≤), then there exists an increasing set I ∈ I such that R I = ∅.
Proof. Without loss of generality, assume that there is some γ ∈ Λ such that Int C (Λ γ ) = ∅. By Lemma 5.4, there exists a nonempty region B = β∈Λγ (H n β β,1 ∩ C) such that B ∩ H γ,1 = ∅, where n β = + or − for each β ∈ Λ γ . Let Λ 1 = {β ∈ Λ γ | n β = +}, which is an antichain in (Φ + , ≤), and set I 1 = I(Λ 1 ), which is the increasing set in I generated by Λ 1 . If R I 1 = ∅, then we are done. Now, we assume that R I 1 = ∅. Since Λ is an antichain, then Λ Λ 1 ⊆ Φ + I 1 .
In particular, given any v ∈ R I 1 we have (v | β) < 1 for all β ∈ Λ γ Λ 1 . Thus, R I 1 ⊆ B.
Note that B is a (connected) convex region in V and B ∩ H γ,1 = ∅. There are exactly two cases to be investigated: For Λ a nonempty antichain in (Φ + , ≤), the notation (c 1 , c 2 , c 3 , c 4 ) in the tables in this section represents a solution c 1 ω 1 + c 2 ω 2 + c 3 ω 3 + c 4 ω 4 to the system (v | β) = 1 with β ∈ Λ. (2, 1, 1, 2 In Table 7 the comparison column for a given Λ is left blank when a prior comparison also applies to yield that R Λ = ∅. In Tables 8 and 9 , the values given for c and d will cause the corresponding solution to lie in C. The solution will also satisfy (v | γ) < 1 for γ ∈ I c max in Table 8 or (v | β) > 1 for β ∈ I min in Table 9 , as in the hypotheses of parts (i) and (ii) of Theorem 3.1 respectively. In some cases, R Λ can be proven to be non-empty by applying the conclusion of Theorem 3.1(i) in Table 8 or Theorem 3.1(ii) in Table 9 . In these cases, in place of a solution we list the relationship between relevant increasing sets.
The final antichain not listed in Tables 7-9 requires a slight modification of the proof of Theorem 3.1(ii) and is detailed in the proof of Theorem 4.3. 
