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a b s t r a c t
The accuracy of a finite element numerical approximation of the solution of a partial
differential equation can be spoiled significantly by singularities. This phenomenon is
especially critical for high order methods. In this paper, we show that, if the PDE is linear
and the singular basis functions are homogeneous solutions of the PDE, the augmentation
of the trial function space for the Finite Volume Element Method (FVEM) can be done
significantly simpler than for the Finite Element Method. When the trial function space
is augmented for the FVEM, all the entries in the matrix originating from the singular basis
functions in the discrete form of the PDE are zero, and the singular basis functions only
appear in the boundary conditions. That is to say, there is no need to integrate the singular
basis functions over the elements and the sparsity of the matrix is preserved without
special care. FVEM numerical convergence studies on two-dimensional triangular grids
are presented using basis functions of arbitrary high order, confirming the same order of
convergence for singular solutions as for smooth solutions.
© 2011 Elsevier B.V. All rights reserved.
1. Background
The Finite Volume ElementMethod (FVEM) is a numerical method for approximating the solution of a partial differential
equation (PDE) in a trial function space spanned by piecewise polynomial basis functions, similar to the Finite Element
Method (FEM). The coefficients of the linear combination of the basis functions are obtained by imposing the PDE through
integrations over control volumes, similar to the finite volume method. Since there are many names and variations for this
method, the origin of this method is not entirely clear; however, the paper in [1] is usually cited as one of the first papers on
this topic. About a decade after Bank and Rose’s publication, this method was extended to a quadratic method in [2]. Later Li
et al. [3] and Xu and Zou [4] have carried out a convergence analysis for the quadraticmethod; see also [5–7]. Error estimates
in the L2 norm were given in [8]. Recently, Plexousakis and Zouraris [9] have proven a priori error estimates for the high
order FVEM for one-dimensional problems (the ordinary differential equation case) with order higher than two. However,
to the best of our knowledge, theoretical convergence results on the FVEM, with arbitrary order piecewise polynomial basis
functions for linear elliptic problems in two-dimensional domains, are currently not yet available in the literature.
It is well known that a solution of the Poisson equation with an analytic right hand side and analytic Dirichlet boundary
data is not necessarily analytic up to the boundary if the boundary is not smooth. Again, it is not easy to pin down the first
discovery of such singular behaviour; we refer to the books in [10,11] for detailed discussion. The idea of augmentation
of the trial function space for the finite element method (FEM) using results from regularity analysis can be found in [10]
(Chapter 8.4.2) aswell as in [12] (Chapter 8). Although it has been shown that the augmentation of the trial function space can
recover the optimal convergence rate of the FEM, additional singular basis functions in the trial function space introduce
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complications. Integration of the singular basis function must be done analytically or using special quadrature rules, and
special care is needed to preserve the sparsity of the stiffness matrix.
Error estimates for the first order FVEM for elliptic PDEs with a derivative blow-up singularity in a non-convex domain
are presented in [13]. They show that the rate of error convergence decreases when a singularity is present. Djadel et al. [14]
have employed a grid refinement technique, similar to what is presented in Chapter 8.4.1 of [10], for the first order FVEM to
improve the rate of convergence. On the other hand, to the best of our knowledge, augmentation of the trial function space
has not been studied for the FVEM.
In this paper, we demonstrate the augmentation of the trial function space for the arbitrary high order FVEM by
presenting numerical convergence studies for the Poisson equationwith derivative blow-up singularity at a reentrant corner.
We first perform a numerical convergence study of the FVEM with arbitrary order piecewise polynomial basis functions on
triangular grids for non-singular solutions using the systematic way to construct control volumes that was proposed in [15],
and that is a generalization of second order approaches in [2–4]; see also [16–18].Well-posedness of the FVEM on triangular
grids for this particular way of constructing the control volumes was proved for second order methods in [4] under certain
conditions on the angles of the triangular elements. For orders higher than two, it can be observed that H1 convergence
orders are the same as the optimal orders exhibited by the Galerkin FEM, but that L2 convergence order is sub-optimal
for polynomials of even order, similar to what has been observed before for the Discontinuous Galerkin method [19–21]
and for the one-dimensional FVEM [9] (see also [18]). We then show numerically that the presence of a derivative blow-up
singularity at a reentrant corner canpollute the numerical solution and the rate of convergence. Finally,we shownumerically
how the rate of convergence can be recovered by augmentation of the trial function space, leading to an elegant and efficient
augmented high order FVEM.
The rest of this paper is organized as follows. Section 2 discusses model problems, and Section 3 presents the numerical
method indicating the choice of control volumes and the augmentation approach. Section 4 gives numerical results and
Section 5 concludes the paper.
2. Model problems
In this paper, we consider the Poisson equation with Dirichlet boundary condition
∆u = f (x, y) inΩ, (1)
u = g(x, y) on ∂Ω, (2)
whereΩ ⊂ R2 is an open polygonal domain with a finite number of vertices, ∂Ω is the boundary of the polygonal domain,
f (x, y) is a function in L2(Ω)∩C0(Ω) and g(x, y) is a function inH2(∂Ω). Note that, for simplicity, we only consider classical
solutions of the PDE in this paper (f ∈ C0(Ω)). The FVEM can also be used to approximate non-classical solutions (see [1]).
2.1. Regularity of solutions of the Poisson problem
Since a polygonal domain is a Lipschitz domain, showing the existence and the interior smoothness of the solution of
boundary value problem (BVP), (1)–(2) is straightforward. It can be proven by the Lax–Milgram theorem that there exists a
unique solution u ∈ H1(Ω) of BVP (1)–(2) (See Lemma 4.4.3.1 of [10]). Also, it is known that boundary derivative blow-up
singularities can occur at the vertices of the domain. We now give a known regularity result for the solution at the vertices.
Let (xsi , ysi) ∈ ∂Ω be the vertices with singularities of the boundary of domainΩ , and let Nvert be the number of vertices
with singularities. For each vertex (xsi , ysi), local polar coordinates ri and θi are defined as depicted in Fig. 1. Define the
interior angle αi for each vertex (xsi , ysi) so that (ri, θi) ∈ Ω if 0 < θi < αi for sufficiently small ri > 0. Using the above
notation, the modified shift theorem can be stated as follows.
Theorem 2.1 (Modified Shift Theorem). Let u(x, y) be the solution of boundary value problem (1)–(2). Then for all m ∈ N, there
exist constants ki,j ∈ R such that
u(x, y)−
−
0<λi,j<m+1
ki,jψi,j ∈ Hm+1(Ω), (3)
where
ψi,j =

r
λi,j
i sin(λi,jθi) if λi,j ∉ Z,
r
λi,j
i

ln ri sin(λi,jθi)+ θi cos(λi,jθi)

if λi,j ∈ Z,
(4)
with
λi,j = jπ/αi. (5)
This theorem is a direct implication of Theorem 5.1.3.5 in Grisvard [10].
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Fig. 1. Example of a polygonal domain and the local polar coordinates for i = 1.
Fig. 2. L-shaped domain.
In order to illustrate the augmentation of the trial function space, we consider the following model problems.
2.2. Model Problem 1
Consider Poisson problem (1)–(2) with the following right hand side and boundary data:
f (x, y) = 20 x3y4 + 12 x5y2 inΩ, (6)
g(x, y) = x5y4 on ∂Ω, (7)
where domainΩ is a unit square domain. The exact solution is
u(x, y) = x5y4 inΩ. (8)
2.3. Model Problem 2
Consider Poisson problem (1)–(2) with the following right hand side and boundary data:
f (x, y) = 20 x3y4 + 12 x5y2 inΩ, (9)
g(x, y) = x5y4 + 2 r 23 sin

2
3
θ

+ 7 r 43 sin

4
3
θ

+ r2{ln r sin(2θ)+ θ cos(2θ)}
+ 8 r 83 sin

8
3
θ

+ 2 r 103 sin

10
3
θ

+ 8 r4{ln r sin(4θ)+ θ cos(4θ)} on ∂Ω, (10)
where domainΩ is as illustrated in Fig. 2, and r and θ are polar coordinates centred at the origin. The exact solution is
u(x, y) = x5y4 + 2 r 23 sin

2
3
θ

+ 7 r 43 sin

4
3
θ

+ r2{ln r sin(2θ)+ θ cos(2θ)}
+ 8 r 83 sin

8
3
θ

+ 2 r 103 sin

10
3
θ

+ 8 r4{ln r sin(4θ)+ θ cos(4θ)} inΩ. (11)
Note that the r-directional derivative of u(x, y) blows up at the origin, but g(x, y) is analytic on ∂Ω since g(x, 0) = 0 and
g(0, y) = (−3/2 y2 + 12 y4)π .
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Fig. 3. Placement of nodes in an element triangle (p = 3).
3. Numerical method
The FVEM approximates the solution of a BVP in a finite-dimensional trial function space by integrating the PDE over
a finite number of control volumes. In this section, our construction of shape functions and control volumes is explained.
Then, using the shape functions and the control volumes, the FVEM is built up using both a standard trial function space and
an augmented trial function space.
3.1. Shape functions
To approximate the solution of BVP (1)–(2), a finite-dimensional trial function space Shp ⊂ H1(Ω)needs to be constructed.
Similarly to the FEM, pth order piecewise polynomial shape functions are used to form a basis of the trial function space.
We construct the shape functions the same way as the FEM, as briefly described in the following. (See standard textbooks
on the FEM, e.g., [22], for a more detailed discussion.)
Finite element triangulation of the domain
First, a set of triangular open subdomains ofΩ denoted by {T1, T2, . . . , TNe} is chosen in such a way that
Ti ∩ Tj = ∅ if i ≠ j, (12)
i=1,...,Ne
T¯i = Ω¯, (13)
and no vertex of any triangle lies in the interior of an edge of another triangle [22].We shall refer to these triangles as element
triangles, with Ne denoting the number of element triangles. We let h be the maximum diameter of the element triangles
and use it to quantitatively describe the resolution of the triangular mesh. The parameter hwill be used in the convergence
study of Section 4.
Node placement in the finite elements
In order to construct nodal basis functions, we now choose the location of nodes for each element triangle. Consider the
element triangle Ti, and let {(x1, y1), (x2, y2), (x3, y3)} be the vertices of this element triangle. The (x, y) ∈ T¯i are defined by
x = (1− ζ − η) x1 + ζ x2 + η x3 for 0 ≤ ζ + η ≤ 1 and η, ζ ≥ 0, (14)
y = (1− ζ − η) y1 + ζ y2 + η y3 for 0 ≤ ζ + η ≤ 1 and η, ζ ≥ 0. (15)
We wish to construct a pth order polynomial in T¯i using a linear combination of nodal basis functions. Hence, we require
the same number of nodes in T¯i as the degrees of freedom of a pth order polynomial, i.e., (p + 1)(p + 2)/2. We define the
coordinate of each node by choosing η and ζ as in the following (also depicted in Fig. 3):
η = j
p
, ζ = l
p
, (16)
where
j, l = 0, 1, 2, . . . , p, (17)
j+ l ≤ p. (18)
We let Nnode be the total number of distinct nodes on the whole mesh and denote the location of these nodes by (xi, yi)
for i = 1, 2, . . . ,Nnode. Note that on the uniform grids we are considering in this paper, the total number of distinct nodes
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Fig. 4. Construction of the control volumes for eight element triangles (p = 3).
is O(1/h2). Let N be the set of node indices {1, 2, 3, . . . ,Nnode}, and Nint and Nbound be disjoint subsets of N denoting the
nodes in the interior and on the boundary of the domain, respectively, i.e.,
(xi, yi) ∈ Ωo ∀i ∈ Nint , (19)
(xi, yi) ∈ ∂Ω ∀i ∈ Nbound, (20)
Nint ∪Nbound = N . (21)
We denote the number of nodes in setsNint andNbound byNint andNbound. In addition, we let Ti be the index set of all element
triangles that contain node i in their closure.
Shape functions
We now construct a shape function φi(x, y) for each node with φi(x, y) pth order piecewise polynomial in Ω and pth
order polynomial in Tj for all j = 1, . . . ,Ne, and with φi(xj, yj) = δi,j. It can be shown that φi(x, y) ∈ C0(Ω) and the set
{φ1, φ2, . . . , φNnode} is linearly independent. In addition, we note that ∪j∈Ti T¯j is the support of the shape function φi.
3.2. Control volumes
We divide the domain Ω into a finite number of subdomains for finite volume integration. We follow the specific
approach for constructing the control volumes for second order polynomials on triangles of Liebau [2] ([4] proves the inf–sup
condition and convergence for, amongothers, this choice of control volumes, under certain conditions on the element angles;
see also [6]), and we extend it to arbitrary high order in the same way as proposed in [15]. The subdomains are chosen so
that the union of the closure of the subdomains is the closure of the domain, and the closure of each subdomain contains
exactly one finite element node.We construct the subdomains by the following five steps (with each step depicted in Fig. 4):
Step 1: Subdivide the element triangles in smaller triangles in a regular fashion, using the finite element nodes (see Fig. 4).
Step 2: Determine the midpoint of each edge of the small triangles.
Step 3: Determine the centroids of the small triangles.
Step 4: Connect midpoints with centroids by line segments.
Step 5: Divide the domainΩ into Nnode polygonal open subdomains enclosed by the line segments created in Step 4.
We shall refer to these polygonal open subdomains ofΩ as control volumes. The control volume associated with the node at
(xi, yi) is denoted asΩi.
3.3. FVEM with standard trial function space
We now formulate the discrete form of the boundary value problem. We first construct the standard trial function space
using the shape functions and then discretize the PDE using the control volumes.
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Standard trial function space
We construct a finite-dimensional function space Shp with the pth order piecewise polynomial shape functions described
in Section 3.1:
Shp := span{φ1, φ2, . . . , φNnode}. (22)
We approximate the solution of the boundary value problem by a linear combination of the shape functions φi in Shp , the
standard trial function space of our FVEM, i.e.,
u ≈ uh :=
Nnode−
i=1
ci φi, (23)
where ci ∈ R. We note that Shp ⊂ W 21 (Ω) ⊂ H1(Ω).
Discrete integral form
The discrete integral form of PDE (1) can be motivated as follows. Since f is continuous inΩ , PDE (1) is equivalent to the
following equation:∫
Ωα
∆u dA =
∫
Ωα
f dA for all open subdomainsΩα ⊂ Ω . (24)
Applying the divergence theorem, we obtain∫
∂Ωα
ν · ∇u ds =
∫
Ωα
f dA for all open subdomainsΩα ⊂ Ω , (25)
where ν is the unit outward normal vector on the boundary ∂Ωα . We now approximate u by uh and impose Eq. (25) on the
control volumesΩi associated with the interior nodes, and obtain
Nnode−
j=1
cj
∫
∂Ωi
ν · ∇φj ds =
∫
Ωi
f dA ∀i ∈ Nint , (26)
where ν is the unit outward normal vector on the boundary of the control volume ∂Ωi. Note that ∇φj in Eq. (26) is well
defined at all Gauss points for all i ∈ Nint .
Boundary conditions
Now consider boundary conditions (BCs) so that uh satisfies BC (2) exactly at each boundary node, i.e.,
uh(xi, yi) =
Nnode−
j=1
cjφj(xi, yi) = ci = g(xi, yi) ∀i ∈ Nbound. (27)
This provides Nbound additional conditions which, together with the Nint equations of (26), fully specify the Nnode = Nint +
Nbound unknown coefficients in linear combination (23).
FVEM with standard trial function space
The FVEM with the standard trial function space is thus given by:
Find {c1, c2, . . . , cNnode} such that
Nnode−
j=1
cj
∫
∂Ωi
ν · ∇φj ds =
∫
Ωi
f dA ∀i ∈ Nint , (28)
ci = g(xi, yi) ∀i ∈ Nbound. (29)
We solve the system of Eqs. (28) and (29) by solving a matrix equation of the form A ·x = bwhere A is a Nnode×Nnode matrix
and x and b are vectors of length Nnode. By rearranging the nodal indices so that
Nint = {1, 2, . . . ,Nint}, (30)
Nbound = {Nint + 1,Nint + 2, . . . ,Nnode}, (31)
we obtain the matrix equation A11 A12
0 I
 ·
 x1
x2
 =
 b1
b2
 (32)
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where
the ith row, jth column of the Nint × Nnode matrix [A11 A12] is given by

∂Ωi
ν · ∇φj ds,
the ith element of vector [xT1xT2]T is ci,
the ith element of vector b1 is

Ωi
f dA,
and the ith element of vector b2 is g(xNint+i, yNint+i).
Since the support of φj is∪k∈Tj T¯k, the ith row, jth column of the matrix [A11 A12] is 0 ifΩi ∩
∪k∈Tj T¯k = ∅. Also, the number
of non-zero elements of each row of the matrix [A11A12] only depends on p. Hence the number of non-zeros of matrix A is
O(Nnode) = O(1/h2).
We shall refer to this approximation technique for the solution of the BVP with pth order piecewise polynomials as the
pth order FVEM.
3.4. FVEM with augmented trial function space
The FVEM with an augmented trial function space can be formulated following similar steps to what was presented in
Section 3.3. In this section, we describe the steps with special emphasis on how they avoid the integration of singular basis
functions and preserve the sparsity of the matrix system. For simplicity, we assume there only exists one corner singularity
(i.e., Nvert = 1). Extension to multiple points of singularity can be implemented easily. Due to our construction of the mesh
and nodes, there is always a node at a point of singularity. We denote the location of the singularity by (xs, ys) (i.e., we let
the index of the singular node be s).
Augmented trial function space
In addition to the basis functions in the standard trial function space, we include the ψ1,j defined in Eq. (4) in the basis
of the trial function space. That is to say, the augmented trial function space Sˆhp is defined as
Sˆhp := span{φ1, φ2, . . . , φNnode , ψ1,1, ψ1,2, . . . , ψ1,Ns}, (33)
where Ns is the number of singular basis functions, which can be chosen according to Theorem 2.1 and the theory of
polynomial interpolation. In our implementation, we choose Ns = 2(p + 1) − 1 to guarantee that the solution is in Hp+1
after subtracting a suitable linear combination of the singular basis functions, for any polygonal domain. It is beneficial to
choose theψ1,j as the singular basis functions, since they are harmonic functions (i.e.,∆ψ1,j = 0) which leads to significant
simplifications in the linear equations, see below. Similarly to Eq. (23) we approximate u by uˆh such that
u ≈ uˆh :=
Nnode−
i=1
ci φi +
Ns−
i=1
ki ψ1,i, (34)
where ci, ki ∈ R. We note that Shp ( Sˆhp . The first few singular basis functions for Model Problem 2 are listed below:
ψ1,1 = r 23 sin

2
3
θ

, (35)
ψ1,2 = r 43 sin

4
3
θ

, (36)
ψ1,3 = r2{ln r sin(2θ)+ θ cos(2θ)}, (37)
....
Discrete integral form
Following Eq. (25), the discrete integral form can be written as
Nnode−
j=1
cj
∫
∂Ωi
ν · ∇φj ds+
Ns−
j=1
kj
∫
∂Ωi
ν · ∇ψ1,j ds =
∫
Ωi
f dA ∀i ∈ Nint . (38)
By applying the divergence theorem, it can easily be seen that, for the singular basis functions ψ1,j, it holds that∫
Ωi
∆ψ1,j dA =
∫
∂Ωi
ν · ∇ψ1,j ds = 0 ∀i ∈ Nint , (39)
5184 Y. Aoki, H. De Sterck / Journal of Computational and Applied Mathematics 235 (2011) 5177–5187
Fig. 5. Placement ofNsingular (p = 3, Ne = 54).
which means that Eq. (38) can be simplified to
Nnode−
j=1
cj
∫
∂Ωi
ν · ∇φj ds =
∫
Ωi
f dA ∀i ∈ Nint , (40)
which, surprisingly, is the same as Eq. (26), i.e., the singular basis functions do not lead to extra terms in the equations for
the interior nodes.
Boundary conditions
Now consider the BCs so that uˆh satisfies BC (2) exactly at each boundary node, i.e.,
uˆh(xi, yi) =
Nnode−
j=1
cjφj(xi, yi)+
Ns−
j=1
kjψ1,j(xi, yi) = g(xi, yi) ∀i ∈ Nbound. (41)
With φj(xi, yi) = δi,j, Eq. (41) can be simplified as
ci +
Ns−
j=1
kjψ1,j(xi, yi) = g(xi, yi) ∀i ∈ Nbound. (42)
Thus, we see that the singular basis functions only appear in the boundary conditions. Also, to impose the boundary
conditions there is no need for integrating the singular basis functions.
FVEM with augmented trial function space
We finally combine Eqs. (40) and (42) to formulate the FVEM. We have Nint + Nbound equations for Nint + Nbound + Ns
unknowns, which is an underdetermined problem. Since we need Ns additional conditions, we make the natural choice of
additionally imposing the integral form (40) for the control volumesΩi of theNs boundary nodes that are closest to the point
of singularity. Note that, in these integrals, the gradients on the control volume edges that are part of the domain boundary
are to be evaluated in the limiting sense from the inside of the control volume.
Combining these equations, we seek {cj}Nnodej=1 , {kj}sj=1 satisfying
Nnode−
j=1
cj
∫
∂Ωi
ν · ∇φj ds =
∫
Ωi
f dA ∀i ∈ Nint ∪Nsingular , (43)
ci +
Ns−
j=1
kjψ1,j(xi, yi) = g(xi, yi) ∀i ∈ Nbound, (44)
whereNsingular is the set of indices of the Ns boundary nodes closest to the point of singularity, chosen as depicted in Fig. 5.
The matrix equation Aˆxˆ = bˆ corresponding to Eqs. (43)–(44) can be depicted as A11 A12 0
0 I A23
A31 A32 0

·
 x1
x2
x3

=
 b1b2
b3
 (45)
where matrices A11, A12 and vectors x1, x2, b1 and b2 are exactly as in (32), and
the jth column of the Ns × Nnode matrix [A31 A32] is

∂Ωi
ν · ∇φj ds for i ∈ Nsingular ,
the ith row, jth column of the Nbound × Ns matrix A23 is ψ1,j(xNint+i, yNint+i),
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Fig. 6. H1 error convergence for the Poisson problem with 9th order polynomial exact solution (Model Problem 1).
the ith element of vector x3 is ki,
and the elements of vector b3 are

Ωi
f dA for i ∈ Nsingular .
Owing to the support of the basis functions {φj}Nnodej=1 , matrix [A31A32] has sparsity structure similar tomatrix [A11A12]. Matrix
A23 is usually a denseNbound×Ns matrix, but the size of thismatrix ismuch smaller than the size of Aˆ. SinceNs = 2(p+1)−1,
comparing with system (32), the size of system (45) has increased only by 2(p + 1) − 1, and the number of non-zeros
has increased only by O(Nbound) = O(1/h). The total number of non-zeros in Aˆ remains O(1/h2). We shall refer to this
approximation technique for the solution of the BVP by pth order augmented FVEM.
4. Numerical experiments
4.1. Model Problem 1: regular solution
We first consider Model Problem 1 described in Section 2.2. The solution to this BVP is a 9th order polynomial. The H1
and L2 errors for our numerical experiments on a regular grid as in Fig. 4 are plotted in Figs. 6 and 7, respectively. As can be
seen, the error converges immediately to near machine accuracy for the 9th and 10th order FVEM (i.e., p = 9, 10). For other
order FVEM, the error converges as follows:
‖u− uh‖H1 = O(hp), (46)
‖u− uh‖L2 =

O(hp+1) for p = 1, 3, 5, 7, 8,
O(hp) for p = 2, 4, 6, (47)
where u is the exact solution of BVP (1)–(2), uh is the approximation obtained by the FVEM and h is the diameter of the
element triangles. This convergence behaviour is similar to what is shown theoretically in [9] for the FVEM applied to one-
dimensional problems. It is noteworthy that similar convergence behaviour for the L2 norm with sub-optimal convergence
rates for even polynomial order can also be found for the Discontinuous Galerkinmethod [19]. To investigatewhether this L2
convergence behaviour may be the result of error cancellation on our regular mesh, we repeated the calculations on slightly
perturbed grids with the vertices of element triangles in the interior of the domain randomly relocated within distances of
h/10 from their original location. Fig. 8 indicates that the odd–even dichotomy for the L2 convergence is not due to error
cancellation effects on regular grids. It is interesting that for Discontinuous Galerkinmethods, the odd–even dichotomy only
seems to occur on regular grids [19–21], while we (and others) also observe it on non-regular grids for the FVEM [18].
4.2. Model Problem 2 : singular solution
Second, we consider Model Problem 2 described in Section 2.3. The solution to this BVP has a boundary derivative blow-
up singularity (i.e., the r-directional derivative blows up at the origin).We consider the FVEMwith the standard trial function
space (Section 3.3) first, and then the augmented trial function space (Section 3.4).
4.2.1. FVEM with standard trial function space
As can be seen in Fig. 9 using the high order FVEM with standard trial function space, the rate of convergence does not
increase as the order of the method increases. The 1st and 2nd order FVEM appear to converge initially with higher order
than the 3rd to 10th order methods. We suspect that this is due to the fact that their errors are initially dominated by the
regular part of the solution.
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Fig. 7. L2 error convergence for the Poisson problem with 9th order polynomial exact solution (Model Problem 1).
Fig. 8. L2 error convergence for the Poisson problem with 9th order polynomial exact solution on a randomly perturbed grid (Model Problem 1).
Fig. 9. H1 error convergence for derivative blow-up singular solution (Model Problem 2).
4.2.2. FVEM with augmented trial function space
As can be seen in Fig. 10 using the augmented trial function space, we recover a rate of convergence similar to the smooth
case (the BVP with 9th order polynomial solution, Fig. 6). That is to say, the error behaves like in Eq. (46) and high order
convergence rates are restored.
5. Conclusion
We have described how the idea of augmentation of the trial function space can be applied to the FVEM, and have
presented numerical experiments that indicate that high order convergence rates can be recovered by augmenting the trial
function space. Due to the nature of the discrete integral formulation of the FVEM, an augmented FVEM can be constructed
in a much simpler way than an augmented FEM. In particular, the singular basis functions only appear in the boundary
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Fig. 10. H1 error convergence for derivative blow-up singular solution with augmented trial function space (Model Problem 2).
conditions, which leads to the fact that there is no need for singular integration, and that the sparsity of the matrix is
automatically maintained.
Due to its simplicity, the high order augmented FVEM we propose may have clear advantages over FEM approaches
when approximating the solution of a Poisson problem with singularities. Our findings thus constitute a clear motivation
for pursuing theoretical convergence results on the FVEM on triangular grids beyond order 2.
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