Supervised, neural network, learning algorithms have proven very successful at solving a variety of learning problems. However, they su er from a common problem of requiring explicit output labels. This requirement makes such algorithms implausible as biological models. In this paper, it is shown that pattern classi cation can be achieved, in a multilayered, feed-forward, neural network, without requiring explicit output labels, by a process of supervised self-coding. The class projection is achieved by optimizing appropriate withinclass uniformity, and between-class discernibility criteria. The mapping function and the class labels are developed together, iteratively using the derived self-coding back-propagation algorithm. The ability of the self-coding network to generalize on unseen data is also experimentally evaluated on real data sets, and compares favorably with the traditional labeled supervision with neural networks. However, interesting features emerge out of the proposed self-coding supervision, which are absent in conventional approaches. The further implications of supervised self-coding with neural networks are also discussed.
It turns out that the encoding of the labels is of great signi cance. The error backpropagation algorithm, presented by Rumelhart, Hinton, and Williams 5] , for training multilayered, feed-forward, arti cial neural networks, for instance, has been formulated on the explicit assumption that an output labeling function L() is available. Dietterich and Bakri 20, 21] have evaluated the importance of output representations in learning algorithms, and have in particular discussed error-correcting output codes. A common assignment, is the one-per-class approach, wherein an individual binary function is assigned to each of the K classes. An alternate approach is to employ a distributed output code, where every class is assigned to an unique binary string, each of which can be referred to as a codeword for the corresponding class. These binary strings are usually chosen to be meaningful, as in NETtalk (Sejnowski & Rosenberg, 6] ), where the individual bits in the 26-bit distributed code corresponds to properties of phonemes, such as \voiced", \stop" etc. Thus the distinctive properties of phonemes and stress enable the codewords for di erent phonemes to be unique.
All of the above schemes share a common de ciency in that the labeling function, L() has to be pre-determined. Biologically, this assumption is not always clear. What does it mean to have a \desired response" available at the motor level? Why not formulate self-coding systems which develop their own output codes based on the supervisory signals?
In this paper, an alternate approach is presented, wherein, conventional multi-layered feed-forward networks, under supervision, develop their own output labels. In particular, we show that supervised learning with neural networks can be viewed as a process of dimensionality reduction, with additional constraints. The two constraints are the within-class and between-class constraints. The within class constraint speci es that the output labels (or projections to the output space) must be the same for inputs belonging to the same class. The between-class constraint speci es that the output labels should be di erent for di erent classes. Thus, the role of supervision is to only suggest, to the learning machine, which inputs belong together, and which don't.
The output labels that the supervised, self-coding process develops, exhibit several interesting properties: one such attribute is that the closeness(of classes) in the input space is retained to some degree, in the output projections. This property of closeness is totally absent in conventional \labeled" algorithms, but is a common feature of unsupervised projection methods. The future implications of supervised self-coding has also been discussed. The proposed supervised self-coding scheme has been successfully implemented on three real data sets: multi-speaker speech, iris, and multi-modal data.
Separability Enhancement by Nonlinear Mappings
The idea of viewing supervised learning as a process of class separability enhancing, dimensionality reduction was rst presented in Fisher's 1, 2] classic work in 1936, which was the origin of discriminant analysis. Supervised learning is viewed as a linear dimensionality reduction, and the criterion function, to be maximized, was de ned as the ratio of the between-class scatter matrix, and the within-class scatter matrix. The solution to this is formulated as a generalized eigenvalue problem. In practice, since the mapping is linear, actual \classi cation" cannot be achieved. It is hoped that the problem has been transformed from a higher dimensionality to a more manageable problem of lower dimensionality, retaining the class characteristics. Iterative procedures for the development of non-linear mappings have been extensively researched in classical feature extraction theory 3]. Typically, the classical techniques proceed by starting o with random values of projections, and search for \good" projections based on steepest-descent methods using various criteria such as monotonicity, stress, and continuity 3].The algorithms terminate when no further improvement can be obtained in these projections, and the mapping functions are usually then found by a least-squares technique.
Dimensionality reduction by un-supervised means have been useful in data compression. Baldi and Hornik 11] have shown that auto-association with linear units is exactly principal component analysis (PCA). It is unclear as to what kind of internal representations develop with sigmoidal units, although some experiments suggest that the hidden unit activations correspond to equal variance projections 12]. Some interesting speech experiments have been conducted with auto-associative networks, and cross-coding networks 13, 15, 16] . A popular un-supervised non-linear projection method is Sammon's method which tries to preserve the inter-pattern distances. A neural implementation of Sammon's algorithm has been proposed by Jain and Mao 9, 10] . The advantages of neural network implementations of projection algorithms include the ability to easily project unseen data after training. Other unsupervised techniques have been studied 24, 26] , where the temporal cooccurrence of multiple signals enables two unsupervised networks to bootstrap each other. The IMAX 26] procedure uses the maximum mutual information criteria, while the MD 24] method uses the minimum disagreement criteria: although unsupervised, these algorithm work well under certain assumptions (unimodal distributions, the input signals of the two networks should not be highly correlated temporally/spatially). Yuille et al have proposed the idea of Bayesian self-organization 27, 28] wherein the prior distribution of the outputs is assumed to be given, and show that the IMAX 26] is a special case of the Bayesian self-organization scheme: our work di ers primarily due to the fact that the prior probability distribution of the outputs are not assumed to be known.
In the neural network literature 22, 23] , supervised learning is usually implicitly tied with the output labeling function. Perhaps this was due to the ability of elegantly formulating gradient weight adaptation equations (i.e. error is related to (teaching output -actual output)). Independently of our work, discriminant analysis neural networks have been studied 18, 19] . The network proposed by Kuhnel and Tavan 18] implements the Fishers linear discriminant function, by solving the generalized eigenvalue problem for symmetric, positive de nite matrices, and is similar to a principal component analysis network. However, no simulation results are presented. In the same class of architectures, another linear discriminant network(LDA) has been independently proposed by Mao and Jain 19] , and the network consists of two layers, each of which is identical to a PCA network. Mao and Jain 19] have extended the LDA to a NDA, the di erence being that the linear rst layer in the LDA is replaced with multiple layers with nonlinear activation units. Although it is clear that the hidden layer projections in the LDA correspond to the principal components of the pooled data, it is unclear as to what kind of projection is exactly achieved at the last hidden layer of the NDA. The LVQ algorithms proposed by Kohonen 23] can also be grouped with the class of discriminant analysis networks in discussion. However, although supervision is used, the goal of LVQ is to nd appropriate cluster centers in the input space, rather than dimensionality reduction enhancing class separability.
In this paper, a di erent method of achieving supervised nonlinear projection is implemented with a conventional, multi-layered feed-forward network, rather than based on principal component analysis networks. Unlike existing iterative approaches to nonlinear class separability enhancement, the presented implementation of supervised projection using neural networks enables the simultaneous development of the whole nonlinear mapping function along with the class labels. The supervised projection is achieved in a neural network by an iterative back-propagation scheme optimizing appropriately de ned within-class and between-class criteria. No assumptions are made about the actual output labeling function. This departure allows us to view the concept of supervision in conventional multi-layered, feed-forward neural networks in a di erent light, namely as a process of self-organizing output codes.
Supervised Projection Using Neural Networks
In this section, the learning algorithm that has been implemented is discussed brie y. For the sake of simplicity, naive functions were chosen, although the basic idea can be extended to more complex, and general functions. The idea of using energy functions to minimize both inter-and intra-class separability has been in existence 29, 30] : unlike these approaches which cluster in the input dimension, the purpose of the proposed algorithm is to apply such metrics at the nonlinearly projected output space to achieve supervised self-coding.
Let O pj be the activation state of the jth output after the presentation of pattern p. Let k be the set of inputs belonging to class k. E p 1 ;j refers to the error with respect to pattern p 1 
The weight adaptation rule obtained in this paper (see appendix) is:
where 1 and 2 are learning rates. O k j is the average output activation of unit j for all patterns not belonging to class k . O k j is the average activation of unit j for the class k , and j k j refers to the cardinality of the set k .
The advantage of our formulation is that gradient weight adaptation rules can be easily implemented in a neural network back-prop context. The derived weight adaptation rule does have some intuitive explanations. In the rst criteria, it can be seen that the average activation of a unit for its class acts as the teaching signal. From the second criteria, it may be seen that if the average activation of a unit for \other classes" is greater than 0:5, then the term 1?2O k j ] is negative (equivalent to a teaching signal of 0 for the \current" class), and vice-versa. Thus, the equations clearly express the two criteria lucidly. The cardinality terms may be viewed as weighing constants related to the training set size.
The algorithm can be implemented in two phases, as shown in table 1. In the rst phase, means of outputs for inputs belonging to the same class, are computed. These class means are moved away from each other till the class means are orthogonal to each other. At this point, the within-class uniformity phase begins. Ideally, the system is allowed to switch back and forth between the two phases until orthogonal output class means with very low intra-class distances are achieved. Thus, both the functional mapping and the output class labels are iteratively developed at the same time. It may be noted from the form of the weight adaptation rule, that the back-propagation scheme is applicable. Since average activation values for the patterns is required, an additional batch forward pass may be required, although the averages computed from the previous pass can be used. In practice, it is better to do pairwise class discriminative training.
Experiment I: Iris Data

Experimental Setup
The rst data set used is the well-known iris data set, which was created by R. A. Fisher 1, 2] in 1936. The data set contains 3 classes of 50 instances each, where each class refers to a type of iris plant. One class is linearly separable from the other two, but the latter are not linearly separable from each other. The input attributes are sepal length, sepal width, petal length, and petal width. The idea was to test the classi cation of this data set using the supervised self-coding detailed earlier. The network consisted of 4 inputs, 4 hidden units, and 3 output units. Before orthogonality 2 was achieved, 2 was set to 0:01, 1 was 0:00, momentum factor ( ) set to 0:0. After orthogonal class mean projections were achieved in the output space, 2 was set to 0:00, 1 was set to 0:20, and the momentum factor set to 0:8. The sigmoid activation function was used, and the sigmoid prime was o setted by 0:1. The input features were normalized so as to lie between 0 and 1.
Results and Discussions
The learning mechanism starts o with the between-class discernibility phase. When orthogonal class means are achieved at the output layer, the within-class uniformity phase begins. It should be observed that the network can achieve the orthogonality constraint, lose it later 2 The term orthogonality will be used hereafter to refer to \linear independence" of class mean vectors %Correct Ave. Sammon's stress Self-Coding Back-prop 98.96% 0.510 Table 2 : Summary of results obtained for the Iris data set when class uniformity is applied, and then achieve it again (maybe with di erent labels) since it switches to class-discernibility when it is noted that the orthogonality is lost.
60 trials were performed with random initial conditions (weight range -3.7,3.7]). Training proceeded till the total within-class variance was less than 1.0. Orthogonality of class output means was easily achieved in all the trials. The self-coding process successfully learned to classify the iris data set in all but one of the trials: Only one of the 60 trials failed to converge within a total squared error of less than 1.00. In 33 trials, two classi cation errors were made. In the remaining trials, only one classi cation error was made. The average classi cation error on the successful trials was 0:010.
Sammon's stress was also measured for all the trails. Sammon's stress measures how well the projection preserves the inter-pattern distances (i.e. input space vs. output space). We chose to perform syllable classi cation experiments as in 16]. Four syllables were used ba, pa, da, ga]. Six subjects were asked to say each syllable 10 times in a single recording session. Three of the subjects were non-native speakers of English. The remaining three were North American. One of the speakers was a woman. The sounds were then manually segmented so as to keep approximately 50ms before and after stop release, to give a total of 240 speech tokens. Although human recognition rates on these tokens was below 90%, we chose to retain all tokens. Half of the tokens constituted the training set, and the other half the testing set (120 tokens train and 120 test). The training set consisted of an equal number of tokens from all the six speakers. Tokens from two new speakers(one male, one female) were also recorded, and thus the total number of speech tokens recorded was 320. None of the new speaker tokens were used in the training set.
Preprocessing: Speech was sampled at 8KHz, and ltered by a rst order lter (1 ? 0:97Z ?1 ). From the edited waveforms, 256 point FFT transforms were computed. The window duration was 0.02 seconds, and the frame step size was 0.01 sec. A total of 24 Melscale lter bank coe cients were computed by interpolating, and the linear frequency resolution was 10. Thus a total of 192 parameters were extracted for each speech token. These parameters were then linearly normalized to lie between 0 and 1, before being fed as input to the neural network.
The network architecture for all the experiments described consisted of 192 input units, one hidden layer of 50 units, and 6 output units. Although there were only 4 classes, 6 output units were used so that the linear independence criteria is satis ed easily. Training proceeded till the linear independence criteria was met within 200 epochs, otherwise the trial was restarted; later experiments indicated that this was unnecessary, and orthogonality typically could be achieved within a thousand epochs. Unlike experiments I and III, experiment II was conducted exactly in two disjoint sequences to observe the individual characteristics of the within class uniformity and between class discernibility phases. First the between-class discernibility phase was applied till the orthogonality constraint is achieved. Next the class-uniformity phase is applied till convergence: the system is not allowed to switch back and forth between the two phases. Therefore, although the linear independence criteria was initially achieved, it was lost later, in 2 of the 15 selfcoding trials, during the within-class normalization phase. In the remaining 13 trials, the self-coding scheme was able to converge to within a total intra-class variance of 1:2, and over 99% classi cation in 10,000 epochs. The results presented for the labeled supervision scheme are from 15 trials. For the supervised self-coding method, the means of all classes are rst computed. Then for each pair of classes, the algorithm is applied. The errors are accumulated, and a batch back-prop done. The benchmark supervised learning with output labels was also done by a batch back-prop scheme. Class means were de ned to be linearly independent if the mean was greater than 0.6 or less than 0.4, and di ered from other thresholded class means in at least one output dimension. Figure 1 shows the results for the multi-speaker syllable task for new speaker and trained speaker test sets. The average recognition rates achieved for the new speaker test set with the supervised self-coding, 2-bit encoded output supervision, and the 4-bit o/p supervision were 67:69%, 65:25%, and 69:17% respectively. For the trained speaker test set, the average recognition rates achieved with the supervised self-coding, 2-bit encoded output supervision, and the 4-bit o/p supervision were 77:50%, 77:11%, and 83:17% respectively. Inspection of the output labels(see table 3 ) that were developed with the proposed supervised auto-coding method revealed some interesting details. In many cases, the classes were encoded (e.g. see columns 1 & 2 in table 3; see bits in italics). The 4-bit (one output per class) output labeling function may be viewed as the minimally correlated representation of the 4 classes. At the other end of the spectrum is the maximal encoding of the 4 classes, namely with 2-bits. Researchers have explored the importance of choosing output codes 20, 21] . Ideally, it is good to maximize the inter-class Hamming distance. In the case of error-correcting codes, the robustness is measured as a function of the minimum interclass distance. The present formalism can be extended to include criteria for improving robustness of codes. In fact, the average (over all trials) interclass Hamming distance 3 of the output representations developed by the self-coding network was 2:39 bits, which can be compared to the one-per-class coding having a interclass Hamming distance of 2 bits. In addition, the best and worst interclass (i.e. best trial) Hamming distances developed by the self-coding scheme averaged 3:83 bits, and 1:33 bits respectively. There is also another factor which is not apparent with the present experiment: the self-coding process enables the network to develop suitable output codes depending on the initial weight con guration, and the \natural" projections of the input. These issues will become clearer after the multimodal experiments are presented. In a sense, the \problem" (networks initial con guration, distributions of training patterns in the input space) de nes appropriate classi cation labels 3 Here, the average Hamming distances between all classes are computed for each trial. Table 3 : Some O/P labels produced by the presented class separability algorithm Figure 2 : Example of /da/ utterance with which to perform the classi cation.
6 Experiment III: Multi-Modal Data
Experimental Setup
This data set is described in more detail in 24]. The database consists of auditory and visual features recorded from many speakers repeating one of the syllables /ba/ /va/ /da/ /ga/ /wa/. Data was collected using an 8mm camcorder from 5 male English speakers as they spoke around 26 iterations of the ve syllables. Each set of 10 utterances (twice through the set) was preceded by a clap using a clapboard arrangement similar to that used in a commercial movie production for matching the visual and auditory signals. The camera recorded 30 frames per second, and positioned to view the tip of the nose through the chin of the speaker. The acoustic data were low-pass ltered, and segmented automatically (using the time-domain wave magnitude program available in ESPS software from Entropic Research Laboratory, Inc.). In order to ensure that all the consonantal information was retained, 50ms from before and after the detected utterance was segmented. These utterances were then encoded using a 24 channel mel code over 20msec windows overlapped by 10msec. This gave a 216 dimension auditory code for each utterance. The visual frames were digitized as 64x64 8 bit gray-level images using the Datacube MaxVideo system. The visual data was processed using software designed and written by Polana 25] . The video and auditory tracks were aligned using the clapboard arrangement. The segmentation obtained from the acoustic signal was used to segment the video (6 frames before acoustically determined utterance onset, and 4 after). The normal ow was computed using di erential techniques between successive frames. Finally, using averaging techniques, 5 frames of motion over the 64x64 pixel grid were obtained. The frames were then divided into 25 equal areas (5x5) and the motion magnitudes within each frame averaged within each area. Thus, a nal visual feature vector of dimension (5 frames * 25 areas) 125 was obtained.
The data for one speaker was unusable due to a problem with the video tape. The rst 20 cycles of each speaker were used as the training set, and the test set was made up of the next 6 cycles, approximately. Thus, multi-modal data obtained from 4 speakers were used. The number of training samples was 350, and the number of test patterns was 150.
Results and Discussions
The network architecture used for this problem is shown in gure 7. The input speech layer consists of 216 Melscale coe cients. The input visual layer represents averaged normal ow vectors of dimensionality 125. All input values were normalized to lie between 0 and 1. The weights were initialized randomly to lie between (?3:7; 3:7). A sigmoid prime o set of 0.1 was used. The activation function was sigmoidal. As can be seen from the network architecture, 20 hidden units were used for each modality, and the 10 output units are shared by both modalities. For the benchmark, supervised learning with two-per-class 4 output labels was performed. The inter-class Hamming distance of two-per-class coding is 4 bits. The parameter settings for this experiment are as shown above. The total within class distance error (sampled every 4 epochs) plots from a few trials of the supervised self-coding scheme are shown in gure 8. As it can be observed from the graphs, there is an initial non-monotonic phase in the error which is due to the e ect of switching back and forth between class-discernibility and class-uniformity phases (i.e. orthogonality is achieved and lost). However, gradually, the learning stabilizes with one set of output codings, and the class-uniformity phase decreases the error towards zero.
Results shown (see gure 9) are from 39 trials for the BP with 2-per-class coding, and 42 trials for the supervised self-coding scheme. The results of the self-coding scheme compares favorably with the labeled supervision scheme. The results for the same data set using Kohonen's supervised (LVQ) and un-supervised (VQ) algorithms is cited from 24]. For the LVQ/VQ tests, 30 codebook vectors were used for the auditory, and 60 for the visual data. LVQ2.1 (which is supervised) has the best performance on the test sets, mainly because, 30/60 codebook vectors seem su cient to capture the 350 training samples well. The major disadvantage of the supervised LVQ method is that both modalities cannot be combined implicitly. Usually the two modalities are arbitrarily weighed and combined for classi cation. In fact, the supervised auto-coding process goes farther than \combining features" from both modalities. The closeness of patterns in the input space is re ected in the output encodings that the supervised self-coding scheme develops. Figure 10 shows the statistics of the interclass Hamming distances for the 5 classes as measured by the codes developed by the self-coding network over 42 trials. The averages are marked by the crosses, while the horizontal line refers to the standard deviations. The broken vertical lines partition the syllable pairs based on student t-tests to compare the means of the distribution on either side. Thus, it can be seen that the average interclass Hamming distance is lowest for the syllable pair (DA,GA). This is interesting since experiments 31] indicate that the syllables da, and ga are perceptually often confused. Da, and ga are also visually extremely alike(see gures 2 and 5). It must be noted that although, da, ba, and ga are all voiced stops, ba can be distinguished from the other two easily from the visual modality. In general, the place of articulation can be seen easily but the hardest feature to hear. The pair with the next lowest inter-class Hamming distance is the (VA,BA) pair. Va is a voiced front fricative, and is visually similar to ba (see gures 3 and 4). Although, the production of ba requires that the lips be closed before the voice release, this visual cue is absent in the motion ow parameters that are computed from the visual images and used as inputs for the visual modality. Based on the ordering shown in gure 10, the syllable pairs can be organized in the following partitions, from most di cult, to easily Note: With 95% confidence, the mean of the syllable pair to the right of the broken line is greater than the mean of the syllable pair on the left, as determined by the t-tests. The point is that the supervised self-coding networks are able to capture or retain, some of the inherent class relationships that are present in the input dimension. It is interesting to observe that \meaningful" output projections can be achieved by such selfcoding networks, without signi cant loss in training ability or performance. We believe that such characteristics will have a prominent e ect both on the learning mechanism, and the performance, for solving large scale problems, especially involving the integration of sensory information from various modalities. Furthermore, with larger output codes, it seems easier to capture interesting class hierarchies.
2. Sensitivity of the Algorithm to Learning Parameters-The algorithm is not very sensitive to learning parameters if both 1 , and 2 are set to low values, and the class discernibility, and the class uniformity phases are completely decoupled. The following rules of thumb may be used to tune the algorithm: Discernibility Phase parameter settings: 2 1 . No momentum factor. Uniformity Phase settings: set 2 = 0, and 1 to low values, which may later be increased, along with some momentum factor. Alternatively, it may be a good idea to continue enforcing the discernibility constraint, along with the class-uniformity criteria, for a few hundred epochs till the class means are well separated. Once stable output codes have developed, techniques used for accelarating traditional labeled algorithms may be applied. 3 . Class of problems solved-It can be analytically proven that the maximization of the inter-class distance de nes a MSE (mean squared error) linear discriminant function 3]. Thus, convergence can be guaranteed when the self-coding algorithm is applied to a linearly separable two-class problem using a single layered Perceptron. In the other cases, the between-class discernibility criteria will result in output class means that are orthogonal to each other. Once the system has stabilized on orthogonal output labels, then the within-class criteria is equivalent to supervised learning with output labels. However, since the output labels are additionally a function of the initial weight conditions, it would be interesting to study whether the self-labeling method is less prone to get stuck in local minimas than conventional labeled back-propagation algorithms. We hope to have represented a di erent variety of non-linear multi-class problems in our experiments: our conclusion is that the supervised self-coding scheme is well-suited for projecting data from high dimensional input spaces to lower dimensional class spaces. The computational complexity of the algorithm is the same as the traditional labeled approach, except for the additional cost incurred due to the computation of the class mean activations of the output units: however this cost is negligible if the mean values are computed using activations from a previous epoch. 4. Signi cance of the proposed algorithm-The algorithm was primarily motivated by the biologically implausible notion of prespecifying output labels. However, the implications of the self-coding scheme seem to be far-reaching. Firstly, an additional degree of freedom is gained with the elimination of the output labeling constraint. Another feature, that is apparent from the multi-modal experiments, is the notion of self-coding \meaningful" outputs: in e ect, the self-coding scheme enables the output projections to capture distance relations in the input space to a certain degree, which is totally absent in traditional prelabeled approaches. Additionally, the network con guration (initial weights, nature of the problem) dictates the output codes that the system converges to: whether such a feature enables the learning mechanism to be less prone to local minima is currently under study. Supervised self-coding has raised many new questions: Can such supervision be added at hidden layers in a multi-layered network, since the concept of prespeci ed labels has been deleted? If so, can back-propagation (also biologically implausible) of error signals be replaced with supervision at every layer? Another research area is to explore the possibility of self-coding multiple out-put labels for classes. In particular, we have done some preliminary experiments 17] in that direction, wherein, the generalized XOR problem can be learnt by a single layered network (i.e. no hidden units). This is achieved by allowing the network to develop two sets of output labels for each class. All the above mentioned features are absent in the conventional supervised neural network learning algorithms.
Conclusions and Future Directions
The goal of this paper is to bring attention to the fact that supervised learning in conventional multi-layered neural networks can be formulated without explicitly specifying output label functions. Learning rules were de ned on the basis of between-class and within-class error criteria. The actual criteria could be extended to incorporate more general constraints such as error-correcting output labels. The implementation of supervised projection algorithms with neural networks enables the mapping function and the class labels to develop simultaneously. The proposed scheme has also been experimentally tested on various data sets. Interesting features emerge in the output representations of such supervised self-coding networks: some of the \intrinsic" or \natural" distances are somewhat preserved in the output projections. As a proof of concept, it has been shown that networks can autocode in a supervised manner, and develop their own interesting class projections. Supervised self-coding has opened up further ideas that are currently being explored in the context of feed-forward neural networks. Since the concept of output labels has been deleted, perhaps back-propagation of error signals can be eschewed.
In particular, one can envision a multi-layered network where the class-uniformity and class-discernibility constraints are applied at each hidden layer (using the mean projections of each unit), and the level of class abstraction increases towards the output layer.
APPENDIX
First we de ne the constraints, and derive appropriate weight adaptation rules.
A Notation
Let there be n classes. Let the number of training inputs be m, and the number of outputs be r. Let j , j = 1; ::; m, be the set of inputs. Let k be the set of inputs belonging to class k. 
Let O pj be the activation state of the jth output after the presentation of pattern p. E p 1 ;j refers to the error with respect to pattern p 1 for output unit j.
B Criteria 1: Within-Class Uniformity Constraint
The rst criteria is to ascertain that the activations of the output units are uniform across a single class. Thus, the error criterion is as follows:
8 k ; k = 1; ::; n 8p 1 
where 2 is the learning factor.
Note: In practice, the class means, O k j , and, O kj , are thresholded to push them to extremes. This is especially useful in avoiding local minima, such as, 8j; O j = 0:5. Larger weight ranges seemed to enable achieving the linear independence constraint quickly. The cardinality terms were factored into the learning rates in the experiments described.
