Introduction
The life sciences in general, and neurosciences in particular, produce data sets of ever-increasing size and complexity. Simultaneous recordings from tens to hundreds of neurons using optical imaging techniques or bunches of tetrodes are now becoming routine. Likewise, in noninvasive neuroimaging approaches such as functional magnetic resonance imaging (fMRI), the activity of up to tens of thousands of units may be obtained as a function of time. In statistical terms, all these data sets comprise examples of multivariate time series (. Fig. 1 ) where a vector (or a matrix preserving spatial neighborhoods) of activity values is observed as a function of time. More and more often several of these techniques are combined, like fMRI and electroencephalography (EEG), yielding data sets which are multimodal in addition to being multivariate. Generally, these multivariate neural recordings are also not made in isolation, but are to be related to a wealth of simultaneously obtained behavioral, genetic, molecular, or other information.
These often huge and complex data sets pose tough challenges for data analysis and statistical inference, by which we mean here the methods of extracting interesting information from the multivariate measurements and assigning probabilities to our observations (thus inferring properties of the population from a sample). Of course, more "traditional" approaches, such as considering stimulus-related firing rate changes of single units, or computing (pairwise) cross-correlations between recorded units, will still work. From this perspective the advances in neural recording and imaging techniques are basically just means to generate more data in shorter periods of time, which are then analyzed like traditional recordings from just one or a few units. However, the simultaneous measurement of tens to thousands of neural elements offers completely novel and exciting opportunities which may require more advanced mathematical techniques for their full exploitation, many of which may have already been around in statistics for quite some time. Here we will summarize some of these approaches with a focus on multiple single-unit recordings from behaving animals (although the methods discussed are much more widely applicable). 
Visualizing multivariate data sets

Dimensionality reduction and neural state spaces
The challenge of analyzing multivariate neural time series may be seen as one of discovering spatio-temporal structure and patterns in the data, which are then to be interpreted in the cognitive or behavioral context imposed by the experimental setting. A first step in this endeavor may be visualizing the multivariate activity to get a feel for how the neural dynamic evolves in time (. Fig. 1 ), or how it depends on different task or behavioral conditions (. Fig. 3 ). One common procedure here is to reduce the high dimensionality of the original data set to just two or three dimensions ready for visualization by exploiting redundancies in the data (. Fig. 2 ). Other methods try to summarize the data in terms of prototypes or classes (e.g., different types of cluster analysis). The statistical literature abounds with different mathematical techniques to achieve these goals (e.g., [5, 8] ), some dating back more than a 100 years. . Fig. 2 illustrates some of the most prominent of these techniques which have been used to visualize multiple single-unit recordings, and their principles of operation: Probably the most commonly used method is principal component analysis (PCA, . Fig. 2a ) which is a linear technique for projecting the data into a lower-dimensional space that conserves most of the original data variance. More precisely, PCA works by rotating the axes of the original space in such a way that they: (a) align with the directions of highest data variance in the original space, and (b) are orthogonal to each other, i.e., uncorrelated if the mean of each variable were subtracted off beforehand, such that each rotated dimension reflects a 'novel aspect' of the data roughly 'independent' of the others. The hope is that only a few dimensions may explain most of the variation in the data, and hence dimensions which capture only little data scatter can be discarded without much loss of information, as illustrated in . Fig. 2a . A related technique that has been particularly popular in psychology for a long time is factor analysis (FA). At first glance FA is similar to, and therefore often confused with, PCA in the sense that it tries to account for the data by a linear combination of a few uncorrelated factors by exploiting redundancies. However, there is a crucial and important difference: While PCA tries to align its dimensions with directions of maximum variance taking the data as they are, FA includes an explicit noise model (i.e., the observed data are assumed to result from a set of uncorrelated latent factors plus noise), and tries to find dimensions such that they capture most of the correlations within the set of original variables. In consequence, the solutions found by PCA and FA can be very different (see [15] for a nice example). Both PCA and FA have been used to represent multiple single-unit recordings in just a few dimensions (e.g., [10, 15] ).
A quite different approach to dimensionality reduction is a set of related techniques called multi-dimensional scaling (MDS). These techniques aim to project the data into a much lower-dimension- analysis rotates axes of the original space such that they align with directions in the data cloud along which the variance is largest, and such that they are orthogonal to each other (that is, as illustrated, the first PC captures most of the data variance, the second PC captures the second largest proportion of data variance spread perpendicularly to the first PC, and so on). The hope is that just a few dimensions suffice to represent most of the variation in the data. For instance, in the example shown, PC2 may be dropped as data points spread out mainly along PC1. b Multidimensional scaling directly attempts to find a lower dimensional embedding of the data that preserves distances (indicated by the connecting lines) in the original space to the largest degree possible. c Fisher's discriminant analysis (FDA) finds a set of new axes (also called canonical variates) which bring out differences between predefined groups (red and blue colored dots) most clearly, i.e., along which groups can be most clearly differentiated. For a total of g groups, a maximum of g-1 such axes will result, which, however, are not necessarily orthogonal to each other. Points in this example were drawn from two-variate Gaussians. The distribution graphs indicate that the two classes of points largely overlap along the original x- and y-axis, but are quite well separated along the best discriminating direction according to the FDA criterion al space while preserving the distances or dissimilarities between the original data points (or just their ordinal relationships in the case of non-metric MDS) to the highest degree possible (. Fig. 2b ). [14] was developed to recover the putative lower-dimensional (nonlinear) manifold on which the data are lying by defining distances among points as those on the manifold (geodesic/shortest-path distances). Locally-linear embedding (LLE) [12] is another recently proposed dimensionality reduction technique following a similar objective. Like PCA and FA, MDS [9] , Isomap [3] , and LLE [2] have all been applied to visualize features of neural activity. . Fig. 3 gives an example from our own work where simultaneous recordings from 10-40 neurons (which define what we refer to as the multiple single-unit activity, MSUA, space) have been embedded in a three-dimensional space by metric MDS, such that each point in this space represents the simultaneous activity of a population (the population state) of a set of recorded neurons. These recordings were obtained while rats were situated in the working memory and decision-making task illustrated in . Fig. 3a : During a training phase rats had access to four out of eight baited arms in a radial maze, while the remaining four randomly chosen arms were blocked by physical barriers. After retrieving food from all four open arms, the rat was then confined to the last arm visited for 1 min or longer (the delay phase), after which all barriers were removed such that the rat could now access the four arms still baited in the test phase. Hence, to efficiently solve this task, the animal has to maintain during the delay trial-unique information about the arms already visited or still to visit, and has to utilize this information in the test phase at each arm entry to make a choice about whether to enter the arm or not. Optimal performance on this task is highly dependent on various subdivisions of the prefrontal cortex. In terms of cognitive demands, this task may be divided into various periods associated with 'choice points' (. Fig. 3a ) at which the animals decide whether to enter an arm or not, reward phases where the animals retrieve a food pellet, baseline training and test phases where the animals move from one arm to another, and the delay period. Since memory requirements are different during training and test choices and rewards, one may furthermore speculate that the neural dynamics evolve differently for choices and rewards during training and test. To illustrate the relationship of neural population activity as represented in MDS space to these different cognitively defined task phases, points in MDS space were color-coded according to the task period where they stem from (. Fig. 3b ). As shown in . Fig. 3b , the different task phases defined above seem to segregate in MDS space, i.e., different task phases are associated with dif-Statistical approaches for reconstructing neuro-cognitive dynamics from highdimensional neural recordings Abstract Recent advances in multiple single-unit recording and optical imaging techniques now routinely enable observation of the activity from tens to hundreds of neurons simultaneously. The result is high-dimensional multivariate time series which offer an unprecedented range of possibilities for gaining insight into the detailed spatio-temporal neural dynamics underlying cognition. For instance, they may pave the way for reliable single-trial analyses, for investigating the role of higher-order correlations in neural coding, the mechanisms of neural ensemble formation, or more generally of transitions among attractor states accompanying cognitive processes. At the same time, exploiting the information in these multivariate time series may require more sophisticated statistical methods beyond the commonly employed repertoire. Here we review, using specific experimental examples, some of these methods for visualizing structure in high-dimensional data sets, for statistical inference about the apparent structure, for single-trial analysis of neural time series, and for reconstructing some of the dynamical properties of neural systems that can only be inferred from simultaneous recordings.
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Neural dynamics · Statistics · Machine learning · Prefrontal cortex · Multiple single-unit recordings ferent patterns of population activity and hence formed different separated clusters in MDS space. This apparent organization of population activity in MDS space, however, breaks down as the animals start to commit a lot of errors defined by revisits to previously exploited arms (. Fig. 3c ). Thus, the segregation of population activity according to task phases in MDS space appears to be functionally relevant to the performance of the task.
. Fig. 2c exemplifies another technique for the low-dimensional representation of population activity from MSU recordings which can be used if the focus is on visualization of the differences between clouds of points associated with well-defined task events. Fisher's discriminant analysis (FDA) is similar in spirit to PCA, except that it rotates axes such that differences between (the means of) sets of points belonging to different classes are maximized, while at the same time intraclass variances are minimized (. Fig. 2c , see also . Fig. 5b) . In other words, FDA like PCA is a linear transformation of the original data space, but it tries to find directions in the original space along which two or more a-priori-defined classes are optimally separated instead of maximizing the variance along these directions. In . Fig. 5b this approach has been used to visualize the differentiation in terms of neural activity between two behavioral rules and two different spatial cues in a rule-switching paradigm explained in further detail below.
Statistical inference about structure in neural state spaces
The techniques summarized above were mainly introduced as tools for data visualization or reduction, although there are also some more genuine data analysis applications. But how do we know whether, for instance, the segregation of population activity in MDS space as shown in . Fig. 3b , or other features of the visualized population dynamics, are statistically meaningful, i.e., represent significant, beyond chance aspects of population dynamics? Traditional statistical theory offers exact and asymptotic tests, the latter usually founded on the central limit theorem, i.e., the fact that sums of random variables converge to the normal distribution as the number of observations (the sample size) goes to infinity. Many of the traditional statistical tests assume that observations under the null hypothesis are identically (according to the same distribution) and independently distributed. However, in all of the examples with which we started off we are dealing with time series generated by biological (or biophysical) systems which by their very nature will exhibit auto-correlations, i.e., observations which were taken close in time tend to be much more similar than observations taken at very different time points, thus violating the independence assumption. Asymptotic statistical tests may still be available provided the time series satisfies certain conditions, but when one has very little knowledge about the true distribution of the test statistic in question, there are also powerful alternatives called the parametric and nonparametric bootstrap. In general, these are relatively easy to use and universally applicable, but also computationally much more intense.
. Fig. 4 illustrates how it works for the case of task phase segregation discussed above (see . Fig. 3 ). To test whether the observed segregation in the MSUA space is statistically meaningful, we defined a linear separation error as follows: Given any two task epochs, a hyperplane optimally separating these two epochs was fitted into the original (full-dimensional) MSUA space (. Fig. 4a ), where 'optimal' in this case was defined according to Fisher's linear discriminant criterion introduced above. Hence, the separating hyperplane lies perpendicular to the direction along which the data points are maximally separated and intersects it at a point determined from normal distribution assumptions (. Fig. 4a ). There are other ways to define 'optimality' here, e.g., by fitting the hyperplane such that the margins to the data points closest to it are maximized (leading to maximum margin classifiers, a criterion employed in the socalled support vector machines, SVM). Or of course one may seek nonlinear (e.g., quadratic) separating hyper-surfaces that optimally distinguish different classes of data points. This line of thoughts leads into the broad area of (supervised) classification techniques of which many (like the above mentioned SVM) have recently been employed for predicting a subject's mental state or decision from BOLD signals obtained through fMRI (e.g., [6] ). In the present case we are just using the linear classifier to define a test statistic that is sensitive to differences in MSUA space separation (i.e., we are not really interested in 'optimal separation' or prediction), and for this purpose many definitions may do. A linear classifier based on Fisher's discriminant criterion has the particular advantages of being straightforward to compute, simple to understand, and requires no user-dependent parameter settings or tuning. The specific test statistic was now defined as the relative number of data points classified incorrectly by this approach, i.e., the proportion of data points falling on the wrong side of the separating hyperplane as defined above (. Fig. 4a ). The distribution of this test statistic under the null hypothesis of no significant separation between two task epochs can now be obtained by bootstrapping from the data (i.e., the observed data are taken to define an empirical distribution function from which we resample in certain ways): In the simplest case, if the data were identically and independently distributed, one could just randomly reassign the original data points to the two classes considered (. Fig. 4a , right; maintaining their relative numbers) and recalculate the test statistic. However, since we are dealing with time series, clustering in MSUA space may also be induced simply by the temporal relations among data points (rather than their cognitive-class membership), and hence the bootstrap data sets should preserve the original auto-correlations to some degree, e.g., up to the length of the stretches of task epoch to be compared. This can be achieved by not just randomly and independently reassigning class labels to individual data points, but by permuting whole blocks of temporally consecutive class labels with block lengths on the order of the duration of the task epochs compared (. Fig. 4b ). There are many variations on this scheme as well as more advanced bootstrapping methods which attempt to retain both the distribution of the original data points as well the power spectrum of the time series (and hence all auto-correlations up to the limits imposed by the finite length of the time series, or, equivalently, the slowest non-zero frequency represented in the power spectrum). In any case, one now generates N (say 1000) replicates (bootstrap data sets), and re-computes the test statistic for each one of them. Following conventional statistical logic, a simple nonparametric test will now denote the original result as being significant at the p=0.05 level if only 5% or less of the bootstrap separation errors rank lower than the one obtained empirically, i.e., for the original data set. In the present example, almost all pairs of cognitive epochs could indeed be significantly separated (after correcting significance levels for multiple testing using the so-called Holm-Bonferroni pro- Fig. 3b . a Left For any pair of task epochs, a separation error (SE) can be defined as the proportion of points incorrectly assigned by a linear classifier. For this purpose, an optimally separating hyperplane (where 'optimality' can be defined in various ways, e.g., based on normal distribution assumptions) is fitted to the data (see . Fig. 2c ). The relative number of data points falling on the wrong side of this hyperplane is an indication of how well two task epochs can be separated in terms of population activity. Right Naively, bootstrap data may now be defined by randomly reassigning data points to the two task epochs (keeping their relative proportions;
green circles indicate reassigned points). Repeating this procedure N times results in N bootstrap esti-
mates SE * of separation error under the null hypothesis (H0) that any clustering in MUSA space is purely due to chance, thus 'bootstrapping' the H0 distribution from the data. b However, complete random assignment does not account for the fact that almost any time series from a physical system will bear some autocorrelations. More strictly, one would like to test against the H0 that the observed clustering in MSUA space was not purely induced by the fact that consecutive values in a time series tend to be correlated and hence close in MSUA space. Thus, bootstrap data need to be devised that preserve autocorrelations up to the length of a task epoch, and this may be achieved by scrambling whole blocks of temporally consecutive class labels that correspond to different epochs from the same task phase cedure), and furthermore there were significant differences in task epoch segregation between trials on which either only few or many behavioral errors were committed [9] .
Single trial analysis of neural dynamics
One big advantage of having simultaneous recordings from many neurons is that these may allow inferences from the data that are simply not possible with just a few recorded units, examples being the contribution of higher order correlations among many units to neural coding [11] , or the temporal dynamics of neural ensembles such as transitions among different ensemble states [10] . Another real virtue is that single trial analyses become feasible since the statistical power and noise reduction usually gained by averaging across many trials can at least partly be offset by somehow combining the measurements from the many simultaneously recorded neurons (the discriminative power of the recorded network as a whole, for instance, will usually be much larger than that of the best single unit; e.g., [4] ). This makes it possible to address a whole set of new or long-standing questions which require single trial resolution, e.g., it may make it possible to dig deeper into the cognitive or behavioral basis of neural trial-to-trial variability (e.g., [15] ).
In a recent study, we exploited this advantage to track the neural dynamics in rat prefrontal cortex accompanying the acquisition of a new behavioral rule on a trial-by-trial basis [4] . More specifically, the animals were first trained on a simple discrimination rule where they had to press a lever associated with a cue light ('visual rule'). At some point suddenly and unknown to the animal (i.e., for the first time in the animal's experimental life) reward contingencies were then changed to a new rule which demanded responses always to a fixed side, i.e., always pressing the left or the right lever irrespective of the location of the cue light (. Fig. 5a ). This type of rule switch was shown previously to depend on the integrity of the rat prefrontal cortex. Furthermore, these rules were selected such that a reasonable number of trials on the first rule plus acquisition of the second rule could all be accomplished on one day, ensuring that the same population of neurons was monitored throughout the rule switch. As exemplified in . Fig. 5b , the two rules once acquired filled clearly distinct regions of MSUA space. The aspect of key interest in this study was, however, how the recorded network transitioned from one rule representation to the other after the rule switch. In particular, we wondered whether there would be a gradual transition stretching out along the whole acquisition phase, or whether the transition would instead be sudden. Sudden transitions of behavioral performance during learning in many different classical and operant conditioning paradigms had been suggested recently by detailed statistical analysis of behavioral learning curves in Randy Gallistel's lab at Rutgers University, New Brunswick. This stands in contrast to the popular view that most forms of animal learning are a relatively slow process in which links between stimuli, responses, and environmental feedback are incrementally strengthened as they become synaptically imprinted.
In accordance with the findings of the Gallistel group, we observed the presence of sudden change points in behavioral performance, i.e., the transition from chance to good performance was not smooth, but often appeared to happen within just a few trials. To quantify the type of transition at the neural level, we computed for each trial the distance of the neural trajectory to the two rule steady states shown in . Fig. 5b . The idea is that during a gradual learning process the neural state should slowly move from one neural rule representation to the other, i.e., the distance to the visual rule state should gradually increase trial by trial while the one to the spatial rule state would gradually become smaller. Distance in neural space was defined here in terms of the 'Mahalanobis distance' which one may think of as an Euclidean distance between group means normalized by the data scatter within the groups [in fact, the Mahalanobis distance is the Euclidean distance after all variables have been standardized (to have unit variance) and decorrelated]. Thus, in contrast to the Euclidean distance, the Mahalanobis distance takes the spatial spread of data points belonging to different classes into account, thereby, in a sense, incorporating the statistical uncertainty about the precise location of the neural state (on top, rule steady states may be geometrically extended objects for purely systems-dynamical reasons, in addition to the noise and empirical uncertainty about their location). The directions that contribute most to the Mahalanobis distance are those where there is a large difference in means while the within-group variation along that direction is small. This is reminiscent of Fisher's discriminant criterion introduced further above, and indeed assigning data points to classes according to Mahalanobis distances (with pooled covariance matrix) is formally equivalent to linear discriminant analysis.
. Fig. 5c plots the trial-time-series of the difference S between the Mahalanobis distances D to the two rule steady states (i.e., S i =D i visual -D i spatial ). As can be appreci- Fig. 5 9 Single-trial analysis of transitions among neural rule-representations during learning. a The task design: Initially rats were given 20 trials of a previously-learned visual cue discrimination task, in which a press of the lever indicated by the cue light was rewarded. Subsequently, without any cue, the rule for reward was changed to a spatial rule in which only the left or only the right lever was rewarded, regardless of the cue light location. b Population activity differentiation between the two different behavioral rules (reddish and bluish colors) and two cue lights (lighter and darker colors) in a rule-shift task. In this case a two-dimensional representation that highlights differences between the groups corresponding to different cues and rules was obtained by FDA (see . ated from . Fig. 5c , there is not a gradual rise of this measure extending across the whole acquisition phase, but a rather steep increase within just a few trials around trial 74. There are different ways to put this statement into more formal and statistical terms. One is based on the idea that there is indeed a (hidden) sequence of underlying neural states generating the observed time series, i.e., at each trial i the neural system is assumed to be in some state K, and each state K could produce the observed values S with some (conditional) probability distribution p(S|K). If the current state K i is assumed to depend only on the immediately preceding state K i-1 , this is called a (first-order) hidden Markov model (HMM). Hence, an HMM is specified by the matrix of transition probabilities among all states K and the conditional probabilities p(S|K). It is usually fitted to the observed data by the Viterbi algorithm, and it has been used by several authors to identify state transitions in multiple single-unit recordings (e.g., [7] ). The colorcoding in . Fig. 5c was done according to the states identified this way, and hence changes in color identify change points in the neural dynamics as one moves along the sequence of trials. It turns out that the conditional probability of the final (spatial rule) state p(K i ='spatial rule'|S i ) given the observed distances to the two rule steady states (. Fig. 5d ) increases rapidly within just a few trials for at least half of the 13 animals examined. Statistically this is confirmed by the fact that placing the putative change (transition) point randomly along the time series yields significantly shallower slopes for the final-state probability. Thus, the change points identified through the HMM analysis are indeed unique and inconsistent with random fluctuations elsewhere along the time series. This conclusion is further corroborated by a statistical procedure called change point (CP) analysis: In CP analysis a test statistic is often based on summed (cumulated) differences to the mean, i.e., the quantity is plotted as a function of trial number as in . Fig. 5e . In this representation, change points appear as minima (or maxima) of the curve: For instance, as long as S i stays below its mean, the curve will continue to decrease, but will steadily rise as long as S i >•S i •, as shown. After detrending the original time series (removing slow consistent drift), this measure should fluctuate around zero if there is no transition in the neural dynamic, while a clear minimum should be present in case S i hops from a lower to a higher level. Hence, one can take the strongest deflection of the curve from zero, as an indicator for the presence of change points. To evaluate the significance of the observed T CP and to provide confidence limits for the location of the change point (i.e., its temporal precision), phase-randomized bootstraps can be used: These are bootstrap time series which retain both the distribution of the original values as well as-and importantly-the autocorrelations within the original time series (and thus its power spectrum). Thus these bootstraps will contain all the same linear features and fluctuations as the original time series, but should lack the consistent change in mean that would define the sudden switch in the neural dynamic. In fact, for about half of the cases the original T CP was significantly larger than those for the bootstrap time series, and moreover the CP could be pinpointed to a narrow range of just about six trials with 95% confidence. Finally, we conclude by pointing out that the neural change points were in tight temporal agreement with change The schema shows at the bottom two neural trajectories projected into a plane spanned by the instantaneous firing rates of two simultaneously recorded neurons, ν 1 (t), ν 2 (t). Since these trajectories may come from a true space of much higher dimensionality, but are forced into the empirically accessed space of just two dimensions, they frequently intersect with themselves and with each other. At each of these intersection points, the flow of the system (the change of activity in time) is not uniquely defined (as indicated by the arrows and question mark). Therefore, it is not possible to assess for instance a convergent flow of activity as indicative of an attractor state. However, by adding a third axis representing the product of time-lagged versions of the two original variables, ν 1 (t-τ 1 ) ν 2 (t-τ 2 ), it is possible to fully disentangle the two trajectories. In this manner, dimensions missing from the original space may be substituted by new axes formed from the measured variables points identified in the behavioral performance (. Fig. 5f ). Hence, these trial-bytrial statistical analyses suggest that learning in this rule-switching task happens rather suddenly, almost as if the animals had a moment of sudden insight, both at the neural and behavioral level.
In summary, multiple single-unit recordings in conjunction with appropriate statistical tools can be exploited to tackle phenomena at the single-trial level that otherwise may have been buried in noise.
Outlook: reconstructing neural trajectories and the flow of activity . Fig. 3b illustrated how neural population activity vectors cluster in MSUA space during a cognitive task. However, in principle, of course there is much more information about the system dynamics one could theoretically extract from these observations of ensemble activity. First, from a dynamical systems point of view it would also be very important to know how activity moves between different states, that is, one may want to illustrate and examine the precise neural trajectories connecting different activity patterns. Mazor and Laurent [10] for instance, using such an approach, were able to demonstrate that much more information about a sensory (olfactory) stimulus is encoded in the transient neural dynamic than in the stimulus-dependent steady states the system eventually approaches. More specifically, trajectories in the neural state space associated with different stimuli were much more separated (further apart) from each other during the transient response phase than the stimulusdriven fixed points were towards which activity converged after 2-3 s of stimulus presentation.
Second, a frequent assumption in theoretical neuroscience is that computational operations in the nervous system are implemented by moving between attractor states. These are stable configurations or patterns of neural activity towards which the neural dynamic converges in time, at which it tends to persist for a while, and which are resistant to (small) perturbations. For instance, active stimulus or response representations as observed during working memory tasks or spatial representations in the hippocampus have often been claimed to correspond to attracting states of the system dynamics, while cognitive processes (such as the recall of a memory sequence) may unfold by traveling between different states. Simultaneous recordings from many neurons in conjunction with advanced statistical methods for reconstructing state spaces from these recordings may make it possible to visualize and extract such states. There is one conceptual problem that needs to be overcome here. Proving convergence in state space, as a defining condition of an attractor state, requires the neural dynamics to be sufficiently 'unfolded' (. Fig. 6 ): Even with multiple implanted tetrodes the number of probed neurons is usually vanishingly small (at least in cortical areas) compared to the total number of neurons. Thus, neural trajectories get squeezed and projected into a space of much smaller dimensionality, the one experimentally accessible, and as a result may intermingle and mix in such a way that a consistent flow of activity in one or the other direction is no longer discernible (. Fig. 6) . Hence, what may be a converging flow of activity in the true high-dimensional neural space may appear as a highly disordered and distorted set of frequent directional changes in low-dimensional projections, preventing us from detecting attractors. A potential solution to this problem is expanding the original MSUA space to much higher dimensionality by forming new variables from the recorded quantities (neural activity values) and adding them as further dimensions to the original MSUA space (. Fig. 6 ). In a recent approach ( [1] , in press), we extended the MSUA space by including time-lagged versions ν i (t-τ) of the original variables ν i (t), as well as higher-order interaction terms such as, e.g., ν i (t-τ i )×ν j (t-τ j ) 2 in its construction. In this manner one may be able to 'unfold' the flow (the directions of neural activity changes) until cognitively relevant attractor states of the full system are completely resolved (. Fig. 6 ). A caveat with these methods is that the reconstructed spaces may become so extremely high-dimensional (e.g., several 1000 dimensions) that special algorithms (socalled kernel methods, e.g., [5] ) are needed to perform mathematical operations in these spaces. However, such approaches are firmly established in the areas of nonlinear dynamics (so-called embedding theorems; [13] ) and statistical learning theory, and they may ultimately offer a much more detailed view of the neural dynamics and hence the neural implementation of computational processes related to cognition.
