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We developed a general deep learning framework, Flu-
idGAN, that is capable of learning and predicting time-
dependent convective flow coupled with energy transport.
FluidGAN is thoroughly data-driven with high speed and ac-
curacy and satisfies the physics of fluid without any prior
knowledge of underlying fluid and energy transport physics.
FluidGAN also learns the coupling between velocity, pres-
sure and temperature fields. Our framework could be used to
learn deterministic multiphysics phenomena where the un-
derlying physical model is complex or unknown.
Convective transport is one of the most fundamen-
tal physical phenomena in fluid and transport, which can
be applied to atmospheric circulation, nano-fluidic, micro-
electrical systems, climates and oceanography. With the
emergence of massive data originating from weather sta-
tions and satellites, learning the physics of transport becomes
amenable given a robust learning algorithm. Learning di-
rectly from transport data and the prediction based on the
inference model is more accurate since the underlying noise
in the data is learnt. The energy transport can be described
as the coupling between fluid momentum and energy which
is highly non-linear. Computational Fluid Dynamics (CFD)
has been used extensively to simulate and solve transport
problems [1], however; the time and memory consumption
for CFD applications are usually prohibitively large [2].
In recent years, deep learning is making great progress
in almost all fields [3]. Unlike traditional machine learn-
ing which uses handmade features by a series of feature
extraction algorithms, in case of deep learning the features
are learned automatically and are represented hierarchically
in multiple levels through analyzing massive dataset. In
physics and engineering community, deep learning has intro-
duced transformative solutions across diverse scientific dis-
ciplines [4, 5, 6, 2, 7, 8, 9, 10]. However, most works are usu-
ally task-specific and still rely on the understanding of un-
derlying physical rules. In this paper, we propose FluidGAN
model that is capable of inferring underlying physics, and
could directly predict stationary and time-dependent multi-
physical phenomena using certain boundary conditions and
initial conditions with both high accuracy and high speed,
given sufficient computational or experimental data. Nei-
ther Navier-Stokes nor energy transport equations were given
to the model. By using the conditional Generative Adver-
sarial Network (cGAN) [11, 12, 13], a generator G, which
trained adversarially with a discriminator D, could capture
the distribution from multi-physics training data and make
prediction G(x,z) directly using condition x and random
noise z. Our results show that, although not required to do,
our FluidGAN model could learn the pressure-momentum
and energy-momentum couplings in convective transport.
This generic FluidGAN model could be possibly applied to
many physical problems, both computationally and exper-
imentally, in both complex system prediction and physical
law discovery.
We demonstrate this by studying a ”benchmark” cav-
ity convective transport problem in a square domain. Ac-
cording to the fluid dynamics rules, for certain fluid variable
Φtx,y, where (x,y) ∈M and t ∈ T , given its boundary condi-
tions (BC) Φ(x,y)0 and initial conditions (IC) Φ
t0 , the value
of Φtx,y is deterministic. In other word, in laminar flow set-
tings, the fluid variable of each time stamp maps to unique
boundary and initial conditions. Traditionally, Φtx,y is simu-
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Fig. 1. FluidGAN data representation and architecture. This figure shows the time-dependent dataset setting. Stationary datset
uses similar setting by skipping the time channel. a. Fluid data representation. The input represent boundary conditions (boundary grids) and
initial conditions (interior grids). The target is the ground truth. Input and target have same time channel. b. The architecture of generator.
Each arrow represents one layer described in d. c. The architecture of discriminator. Each arrow represents one layer described in d.
The inputs will be concatenated by either outputs or targets. For outputs case (the first line), the discriminator score should be pretty low,
represented by blue spots. In the contrary, targets case (the second line) should have high discriminator score, represented by red spots.
d. The detailed architecture for each layer. Each layer consists of one convolution or deconvolution layer, one batchnorm and one ReLU
activation.
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Fig. 2. Time-dependent convective flow prediction This figure shows some good prediction results in the time-dependent dataset
of u, v, p, T respectively (in second). For each category, the first row is the prediction of FluidGAN model and the second row is the ground
truth.
lated using governing PDEs and compatible numerical meth-
ods. However, taking advantage of the power of deep learn-
ing networks, when trained on a large convective transport
dataset which includes adequate kinds of possible fluid pat-
terns, the FluidGAN model could directly and efficiently pre-
dict fluid variables from BCs and ICs without any previous
understanding of underlying physics. The whole workflow
can be divided into training and testing stages. In the training
stage, we use ground truth fluid data, which could be either
generated using computational or experimental methods, and
its corresponding BCs/ICs to train a FluidGAN model. In the
testing part, we use this pre-trained model to directly maps
BCs and ICs input to their output.
The cavity flow dataset was generated using CFD soft-
ware COMSOL [14]. Concretely, the fluid variables Φ in-
vestigated in this paper are velocity field u and v, pressure
field p and temperature field T . More details about dataset
generation could be found in SI. As illustrated in Fig. 1(a),
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each sample of ground truth data (target) is a 16 × 16 × 4
tensor for steady state dataset, and 16 × 16 × 5 tensor for
time-dependent dataset with additional time channel. Be-
sides, we apply a generic approach to ”encode” our BCs/ICs
information as input. Here, we use the boundary grids to
represent boundary values/gradients, interior grids to repre-
sent initial conditions. For example, in the case of velocity
u, the boundary grids represent the constant boundary con-
ditions. The interior grids are all zero since we set the zero
initial value for u. It’s worthwhile to discuss the time chan-
nel representation here. For target data, the value of each grid
in time channel is simply set to the value of its correspond-
ing time stamp. However, for input data, we could not use
value zero no else the model couldn’t tell the difference of
inputs. Rather, we use the same time value as its correspond-
ing target, acting as an ”index” for the input. Note that this
data representation approach is generic and we can transfer
this model to other multi-physics domains by modifying the
number of channels.
We now discuss the details of FluidGAN model. The
FluidGAN consists of two networks, namely generator G and
discriminator D. The generator G is trained to produce out-
put G(x,z) that cannot be distinguished from ground truth,
using input condition x and random noise vector z. In the
meantime, we introduce another discriminator network D,
which has the opposite objective as G. Specifically, the D is
trained to classify G(x,z) as ”fake” and classify ground truth
data, y, as ”real”. By training G and D simultaneously and
properly, the system will reach an equilibrium state where
G could make reasonable predictions and D is good at clas-
sifying unnatural predictions. Therefore, in the testing pro-
cess, we can simply use generator to make good predictions.
The loss function of FluidGAN also reflects the concept of
”adversarial”, where G tries to minimize this loss against an
adversarial D that tries to maximize it. The L1 loss is also
added to capture the low frequency feature.
LcGAN(G,D) =Ex,y[logD(x,y)]+
Ex,z[log1−D(x,G(x,z)]
(1)
LL1(G) = Ex,y,z[||y−G(x,z)||1] (2)
G∗ = argmin
G
max
D
LcGAN(G,D)+λLL1(G) (3)
The architecture of generator G and discriminator D can
be any kind of network. Here, We adapt the architecture
from cGAN, which uses an encoder-decoder generator and
a PatchGAN discriminator as shown in Fig. 1(b)(c). Each
layer in both generator and discriminator use module of the
form convolution-BatchNorm-ReLU [15] in Fig. 1(d). The
generator is a U-net network with shipped connection layer.
The encoder would extract hidden features to a bottleneck
layer using down-sampling process, while the decoder would
sample the bottleneck layer to an output that has the same
shape as the input. This architecture makes sure that the in-
put and output could share a lot of low-level information. In
order to minimize possible information loss, we apply the
skipped connection to this U-net and concatenate mirrored
layers in the up-sampling process. The PatchGAN discrimi-
nator is actually a CNN network, which will produce an out-
put layer. Each pixel of this output layer will represent a
small ”patch” in the original input. The idea behind Patch-
GAN is that it only restrict the attention to the structure in
local input patches, and classify if each patch is real or fake,
thus achieve higher accuracy. As shown in Fig. 1(c), during
one optimization step, both the output G(x,z) and target y are
fed into the discriminator. The discriminator is then trained
to predict low score for G(x,z) and high score for y.
During training process, we use similar hyper-
parameters as [13], as illustrated in supplementary. The pre-
dictions for both stationary and time-dependent dataset as
shown in Fig. 2, Fig. 3 and figures in the supplementary
information. These predicted videos perfectly capture the
static states and intermediate fluid propagation states. Also,
the average residual continuity of prediction is 1.151×10−3,
which is closed to the residual continuity of ground truth data
1.010× 10−3. These results suggest high accuracy of the
FluidGAN model. Besides, since our model utilizes mainly
convolution operation, it successfully learns the coupling be-
tween velocity, pressure and temperature. Recall the input
pressure channel is filled with zero values representing the
zero-gradient BC and IC, it’s impossible for our model to
infer the pressure field solely from pressure channel input.
Our accurate pressure prediction, though, demonstrates that
our model learns the velocity-pressure coupling in convec-
Fig. 3. MAE for different number of training data, eval-
uated on time-dependent dataset. The total number of time-
dependent data is about 30M. We randomly took out a portion(50k,
100k, 300k, 800k and 5M) of data and split it into training set and
testing set based on 80/20 ratio. We got over 99% accuracy for the
5M dataset.
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Fig. 4. Discriminator performance for ”fake time” in-
puts. The first two rows show the output of discriminator for outputs
and targets respectively, suggesting that the discriminator could tell
the difference between outputs and targets. The last two rows show
the output of discriminator for ”fake time” inputs, in which we add t0
to the time channel. When t0 is getting bigger (i.e. from 0s to 4s), the
discriminator could gradually classify this time channel dis-match.
tive transport through convolution-based networks. We also
get similar findings for velocity-temperature coupling, that
is, inputs with same temperature but different u, v veloci-
ties map to different outputs. Nevertheless, the additional
variance of temperature input and the fact that temperature
field and velocity/pressure fields are weakly coupled increase
the difficulty for temperature prediction. As demonstrated
by Fig. 3, the accuracy of temperature channel is a little
bit lower than other three channels. Luckily, increasing the
number of training data mitigates this difficulty and boosts
model generalizability.
Another interesting finding is the performance of dis-
criminator. Although discriminator only takes effect on the
training process, it also exhibits great accuracy in discrimi-
nating generated results, or ”fake” results, from ground truth
results. As Fig. 1(c) shows, although our generated out-
puts look quite similar to the ground truth, the discrimina-
tor scores for prediction are overall very low (blue). This
result suggests that the FluidGAN discriminator is very ro-
bust in identifying nonphysical prediction. We further ex-
plore this finding by constructing some ”fake” predictions.
In the time-dependent prediction, we know that if we feed
predictions into the discriminator, it will have low discrimi-
nator score. In the meantime, if we input targets to the dis-
criminator it should predict high discriminator score, which
should be close to 1. In order to fool our model, we add
some positive value t0 to the time channel of targets, namely
combining u, v, p, T values of time t with time value t + t0.
As Fig. 4 suggests, when we increase t0, the discriminator is
gradually able to tell the mismatch between fake time chan-
nel and actual time channel. Therefore, the discriminator we
get from the training could be used to identify non-physical
prediction, which may be further used to identify the quality
of a numerical simulation.
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Appendix A: Dataset detail
To simplify, we assume laminar, incompressible Newto-
nian fluid with no-slip boundary condition. Also, we assume
the flow has constant density ρ, viscosity ν and no source
term. We set Dirichlet boundary conditions for u, v and T ,
and Neumann boundary condition for pressure with gradient
zero. Zero initial value of u, v, p, T are also assumed. During
data generation, the velocity is ranging from -2 m/s to 2 m/s
with step of 0.5m/s, and temperature is ranging from 0°C to
20°C with step of 5°C. In setting we generated 65000 differ-
ent steady state fluid data combinations. For time dependent
dataset, we generated 50000 BC/IC videos, each consisting
of 600 frames. The time step between each frame is 0.1s and
the total simulation time is 60s. Then whole data are then
randomly split into train/test sets following an 80/20 ratio.
Appendix B: Training detail
During training process, we use similar hyper-
parameters as [13]. In specific, we use batch size of 1, learn-
ing rate αG = 2×10−4 for generator and αD = 2×10−5 for
discriminator. The ratio of GAN loss and L1 loss is 1:1000.
The optimizer we use is the commonly used Adam optimizer
with β1 = 0.5. For the training and testing we use Nvidia
GeForce GTX 1080 Ti GPU with 11GB RAM and Intel
Core i7-8700K CPUs. Also, we used the tensorflow v1.12
deep learning framework. Code and dataset is available in
https://github.com/BaratiLab/FluidGAN-TensorFlow
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Fig. 5. Prediction for stationary dataset a. Prediction results of temperature channel. The boundary nodes of inputs encode the
Dirichlet temperature boundary condition, and the interior nodes of inputs represent the inital values, which are zero in our case. b. Prediction
results of velocity and pressure channels. The inputs encode BC/IC of velocity and pressure. Arrows in targets and outputs represent velocity
vector, and the background contour represents pressure field.
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Fig. 6. Statistical accuracy of FluidGAN for u, v, p and T , evaluated on test time-dependent dataset a. MAE of u velocity
b. MAE of v velocity c. MAE of pressure d. MAE of temperature. The red line is the average value of each MAE. The results are all evaluated
without normalization.
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Fig. 7. Some less satisfactory results of time-dependent dataset For each category, the first row is the predictions of FluidGAN
and the second row is the ground truth. The model sometimes fail to keep track of the time channel, that is, to predict beforehand or delayed
results.
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