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We investigate the effects of long-range potential fluctuations and electron-electron interactions
on electronic and magnetic properties of graphene nanoribbons with zigzag edges using an extended
mean-field Hubbard model. We show that electron-electron interactions make the edge states robust
against potential fluctuations. When the disorder is strong enough, the presence of electron-hole
puddles induces a magnetic phase transition from antiferromagnetically coupled edge states to fer-
romagnetic coupling, in agreement with recent experimental results.
INTRODUCTION
Graphene[1, 2], a two-dimensional honeycomb lattice
of carbon atoms, has been the subject of intense inves-
tigation for nanoelectronic and spintronic applications
due to its high electric and thermal conductivity, and
intrinsic magnetism[3–8]. Although pure graphene is not
expected to be magnetic, if the sublattice symmetry of
the honeycomb lattice is broken, there is a possibility
to induce magnetism[9]. In particular, atomic-scale en-
gineered graphene nanoribbons with zigzag orientation
are expected to exhibit magnetized edges with antiferro-
magnetic coupling between the opposite edges as con-
firmed by a large number of theoretical literature[10–
21] in agreement with Lieb’s theorem[9]. However, most
likely due to limited control over edge structure in real
applications, direct experimental observation is still lack-
ing. Recently, a semiconductor to metal transition as a
function of ribbon width was observed in nanotailored
graphene ribbons with zigzag edges[22]. This transition
is attributed to a magnetic phase transition from the an-
tiferromagnetic configuration to the ferromagnetic con-
figuration, raising hopes for the fabrication of room tem-
perature graphene-based spintronic devices.
The observation of a magnetic phase transition in
graphene nanoribbon is a surprising result due to the
experimental difficulties for fabricating clean nanostruc-
tures with properly passivated and well-defined edges[23–
27], and free from imperfections in the lattice or in
the substrate. A possible source of irregularity in a
graphene structure is the formation of the so called
electron-hole puddles[5, 28–30]. Those highly inhomo-
geneous charge distributions were observed by Martin et
al.[31] by mapping the charge neutrality point. Later
Crommie et al.[32] reported that impurities between sub-
strate and graphene sheet induce distorted electron liq-
uid which is in agreement with earlier theoretical works
as well[28, 33]. A different study stated that corruga-
tions are the mechanism behind the formation of charge
inhomogeneities[34]. On the other hand, it was pre-
dicted from tight-binding calculations that the presence
of electron-puddles can mask Anderson localization ef-
fects favoring metallic behavior[30].
In this work, we investigate the effect of electron-hole
puddles resulting from a long-range potential fluctuation
on the edge magnetism of finite nanoribbons, using ex-
tended mean-field Hubbard calculations. We show that,
electron-electron interactions increase the robustness of
edge states against disorder as compared to tight-binding
approach in finite graphene nanoribbons. More impor-
tantly, a transition from antiferromagnetic to ferromag-
netic edge phase is observed as the strength of the dis-
order is increased. These results are consistent with re-
cent experimental observation of semiconductor to metal
transition as a function of nanoribbon width[22].
This paper has the following structure. In Section
II, we introduce the Hamiltonian model describing the
nanoribbon system under investigation, electron-electron
interactions, and the long-range potential fluctuation.
In Section III, the results including the effects of dis-
order potential on the electronic properties within the
tight-binding and mean-field models are discussed. The
antiferromagnetic-ferromagnetic phase transition is in-
vestigated in detail for different disorder configurations
and interaction strength. Section IV contains a brief
summary.
METHOD AND MODEL
Our starting point is a single-band tight-binding model
for pz orbitals, where s, px and py orbitals are ne-
glected as they mainly contribute to mechanical prop-
erties of graphene. Within the mean-field extended Hub-
bard model, the Hamiltonian is constructed as follows:
HMFH =
∑
i,j,σ
(tijc
†
i,σcj,σ + h.c)
+ U
∑
i
(〈ni,↑〉 − 1
2
)ni↓ + (〈ni,↓〉 − 1
2
)ni↑
+
∑
i,j
Vij(〈nj − 1〉ni↓ + 〈nj − 1〉ni↑)
+
∑
iσ
Vimp(i)c
†
iσciσ (1)
First term corresponds to tight-binding approxima-
tion where the hopping parameters tij are taken to be
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2FIG. 1: (Color online) (a) Graphene nanoribbon lattice struc-
ture. (b) Randomly generated impurity potential landscape.
(c) Total electron density showing the formation of electron-
hole puddles (regions denoted by n and p), obtained from
mean-field Hubbard calculations
tnn = −2.8 eV for nearest neighbours and tnnn = −0.1
eV for next nearest-neighbours[1]. The operators c†i,σ and
ci,σ create and annihilate an electron at the ith orbital
with spin σ, respectively. The terms 〈ni,σ〉 denote the
expectation value of electron densities. The second and
third terms are onsite and long range Coulomb interac-
tion terms respectively. Here, U is taken to be 16.522/κ
eV, where κ is an effective dielectric constant taken to
be as a control parameter. The long-range interaction
parameters Vij are taken to be 8.64/κ eV and 5.33/κ eV
(Coulomb matrix elements are calculated numerically by
using Slater piz orbitals [35]) for the first two neighbors,
and 1/dijκ for distant neighbors. Vimp(i) represents a
smooth long-ranged potential fluctuation which can be
attributed to charge impurities in the substrate.
Our finite structure contains 5740 atoms respectively
giving rise to about 60 edge states. Length of the lattice
vectors are |~a1,2| = 0.151 nm. The total length of the
ribbon is 25.08 nm and the width is 5.83 nm as shown
in Fig. 1a. The mean-field Hamiltonian is solved self-
consistently in the subspaces of z-component of the total
spin Sz = (n↑ − n↓)/2 (by fixing the number of up and
down electrons), and the calculations are performed for
several different Sz values (see for instance Fig.5) in or-
der to find the ground state magnetic configuration. Each
calculation was repeated several times starting from dif-
ferent initial density matrices to ensure the convergence
to a global energy minimum.
Modelling of the long-range electron-hole puddle disor-
der that can be attributed to charged impurities on struc-
ture are carried out with a superposition of Gaussian elec-
FIG. 2: (Color online) Electronic density profile correspond-
ing to the 30 highest occupied valence states (top panels), and
the 60 highest occupied valence states (bottom panels), ob-
tained using tight-binding (left panels) and mean-field Hub-
bard calculations (right panels). Electron-electron interac-
tions restore the edge states.
trostatic potentials Vimp which are randomly distributed
over the sample, creating a smooth potential landscape
(see Fig. 1b). Impurity potential is given by
Vimp(i) =
∑
n
Vn e
− (~ri−~rn)2
2σ2 (2)
Vn is the potential peak value (randomly chosen between
a minimum and a maximum value) of the nth impurity lo-
cated at ~rn, σ is the width of the potential which is taken
to be 10 times the lattice constant for this study[32]. For
such long-ranged scatterers, Anderson localization effects
are expected to be suppressed due to the formation of
electron-hole puddles[30]. For all calculations a total of
16 impurity sources are used, and the calculations are re-
peated for randomly generated configurations. Figure 1c
shows the formation of electron-hole puddles (i.e. nega-
tively and positively charged regions) in the system cal-
culated by subtracting the positive background charge
from the total mean-field electron density.
RESULTS
Before discussing magnetic properties of the nanorib-
bons, we first focus on the combined effect of long-range
potential fluctuations and electron-electron interactions
on the electronic properties of edge states. Fig. 2 shows
the electronic density profile corresponding to the 30
highest occupied valence states (top panels), and the
60 highest occupied valence states (bottom panels), ob-
tained using tight-binding (left panels) and mean-field
Hubbard calculations (right panels), for the disorder con-
figuration given in Fig. 1. We note that in the ab-
sence of disorder, valence states include about 30 edge
states. In the absence of electron-electron interactions,
the main effect of including disorder is to disrupt the edge
states, creating highly localized edge states. Note that
3FIG. 3: (Color online) Mean-field Hubbard spectra for antiferromagnetic (top panels) and ferromagnetic (bottom panels)
phases, for various degrees of disorder strengths, characterized by Vimp. EF spin up and spin down show the spin-dependent
Fermi levels.
the (hole) edge states observed in the tight-binding re-
sults are not localized in the p-regions indicated in Fig.1c.
Within the extended Hubbard model, however, electro-
statically more correct spin-dependent filling order of the
edge states is obtained, and the hole edge states close to
the Fermi level are now located mostly at the p-regions.
Another important effect of electron-electron interactions
is that the edges states are recovered within the 60 high-
est valence states. Thus, electron-electron interactions
makes the edge states more robust against disorder by
partially restoring the symmetry of the system. Appear-
ance of bulk impurity states is also visible in Fig. 2. An
interesting question that arises is how the magnetic prop-
erties are affected by the combined effect of disorder and
electronic interactions, which we will be the focus of the
rest of this work.
In Figure 3, we show the mean-field energy spectra
for antiferromagnetic (AFM, top panels) and ferromag-
netic (FM, bottom panels) phases, for various degrees
of disorder strengths. When no disorder is present, the
ground state is AFM and the energy spectrum reveals
a gap of the order of 0.17 eV, in agreement with previ-
ous theoretical work [10, 22, 36, 37] and recent experi-
mental results[22]. When disorder is included such that
|Vimp| < |tnn|/6, the AFM gap is reduced to 0.1 eV, and
the ground state is still AFM. However, when the disor-
der strength is doubled, the AFM gap is practically closed
and the system becomes FM. We note that these results
are consistent with the experimental results of Ref.22,
where a closing of the gap was observed for ribbon with
widths larger than 7 nm, which was attributed to tem-
perature and doping effects. Here we show that, although
our system is globally charge neutral, local formation of
electron-hole puddles due to long-ranged potential fluc-
tuations can also induce a AFM-FM transition.
The results of Fig. 2 were obtained for the particular
disorder configuration shown in Fig.1. In order to check
the consistency of the results, we have repeated the calcu-
lations for a total of 30 different impurity configurations
and strengths. Figure 4a shows the energy difference per
atom between the AFM and FM phases, a negative value
indicating that the ground state is AFM. For impurity
strengths |Vimp| < |tnn|/6 no significant effect of disor-
der is observed. However, for |Vimp| < |tnn|/3, FM phase
becomes more dominant. Finally for |Vimp| < |tnn|, all
but one out of ten random impurity configurations give
FM ground state. In Fig. 4b we plot AFM spectra en-
ergy gaps corresponding to the same configurations in
Fig. 4a, showing that the gap quickly decreases as the
disorder strength increases.
As discussed earlier, the AFM phase corresponds to
Sz = 0 and the FM phase corresponds to Sz = 32.
4FIG. 4: (Color online) (a) Energy difference per atom be-
tween the AFM and FM phases and (b) antiferromagnetic
phase energy gap for 30 different disorder configurations with
various degrees of disorder strengths. Strong disorder effect
causes system to become ferromagnetic. For lower potentials,
chance of phase transition reduces.
In order to make sure that no other magnetic phases
(which could be due to the presence of electron-hole pud-
dles) were not missed in our calculations we have also
performed mean-field calculations for other values of Sz
between 0 and 35. Figure 5 shows the total energy of
the clean and disordered nanoribbon as a function of Sz,
for the disorder configuration shown in Fig.1b. Clearly,
within the mean-field approximation, the most important
magnetic states that dominate the low energy physics are
the AFM and FM phases. We observed similar behavior
for other disorder configurations as well.
Up to this point we performed all calculations with
κ = 6 whose value determines the magnitude of electron-
electron interaction. As there are three main energy vari-
ables in our Hamiltonian, hopping parameter, impurity
strength and interaction strength, it is also worth inves-
tigating the effect of changing κ. To see the interplay be-
tween κ and magnetism, same calculations are performed
within 1/κ = [0.3, 0.002] interval. A convenient way of
investigating the AFM phase is to use staggered mag-
netism which is defined as (−1)x(ni↑ − ni↓)/2 where x is
even for A and odd for B sublattice sites. In Fig. 6, the
change of staggered magnetism as a function of dielectric
constant is shown. For clean system, no phase transition
is observed in this range. On the other hand disordered
FIG. 5: Total energy of nanoribbon as a function of magne-
tization Sz. For clean case, the ground state has Sz = 0,
and for disordered case Sz = 32, indicating a FM-AFM phase
transition without involving other possible magnetic phases
FIG. 6: Staggered magnetism as a function of dielectric con-
stant κ. Clean system (upper line) shows AFM (solid line)
coupled edges for all values within 1/κ = [0.33, 0.002] range.
However, FM (dashed line) phase transition occurs between
1/κ = [0.167, 0.04] after introducing the impurity landscape
(lower line). For lower κ values electronic interaction effects
become dominant over the impurities hence the system shows
AFM phase again.
system shows FM behavior between 1/κ = [0.167, 0.04].
Recovered AFM phase for 1/κ > 0.167 is due to strong
electron-electron interactions that suppress the effect of
impurities. These results are consistent with our previ-
ous results. For 1/κ < 0.04 region magnetic properties
can be neglected.
CONCLUSIONS
To conclude, we have investigated the combined ef-
fects of electron-electron interactions and random poten-
tial fluctuations on the stability of edge states and mag-
5netic phases. The electronic stability of edge states is
found to be surprisingly robust against disorder due to
electron-electron interactions. Moreover, as the disorder
potential strength is increased, the system goes through
an antiferromagnetic to ferromagnetic phase transition,
in agreement with the experimental results of Ref.22. Al-
though the possibility of such a transition is well known
from previous calculations[37] for charged system, here
the nanoribbon is charge neutral. Thus, the magnetic
transition is due to the formation of electron-hole pud-
dles, i.e. local breaking of charge neutrality.
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