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Abstract
Achievable error exponents for the one-way with noisy feedback and two-way AWGN channels are derived for
the transmission of a finite number of messages M using fixed block length n, under the almost sure (AS) and the
expected block (EXP) power constraints. In the one-way setting under noisy AWGN feedback, it is shown that under
the AS constraint and when the feedback link is much stronger than the direct link, active feedback leads to a larger
gain over the non-feedback error exponent than passive feedback. Under the EXP constraint, a previously known error
exponent for the transmission of two messages is generalized to any arbitrary but finite number of messages M . In
the two-way setting, where each user has its own message to send in addition to (possibly) aiding in the transmission
of feedback for the opposite direction, error exponent regions are defined and derived for the first time for the AWGN
two-way channel under both AS and EXP power constraints. It is shown that feedback or interaction may lead to
error exponent gains in one direction, possibly at the expense of a decrease in the error exponents attained in the
other direction. The relationship between M and n supported by our achievability strategies is explored.
I. INTRODUCTION
The reliability function [1]–[3], or error exponent, of a one-way channel characterizes the rate of decay of the
probability of error when communicating one of 2nR messages as
E(R) = lim
n→∞−
1
n
logP(n)e , (1)
where P(n)e is the smallest probability of error that can be achieved by a code of rate R with block length n.
Error exponents have been the subject of intense interest in both the absence [3], [4] and presence of feedback (to
be reviewed later). If feedback is available, the transmitter is given access to a (possibly noisy, possibly encoded)
function of the received output, that may dramatically increase the error exponents of one-way channels relative to
when feedback is absent. Error exponents in the presence of ideal, noiseless feedback were considered by Berlekamp
in [5] for general discrete memoryless channels, and by Pinsker [6] for the AWGN case. It was shown that while
feedback cannot increase the capacity of non-anticipatory channels, it may greatly improve the error exponents
achieved. Shannon pointed out this fact for the reliability of discrete memoryless channels with perfect feedback
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[7]. This was first demonstrated for the AWGN channel in [8], in which the probability of error decays double-
exponentially in the blocklength n, and later by [9] who demonstrated that a decay rate equal to any number of
exponential levels is possible. One natural question is whether this increase in error exponents may be attributed
to the feedback being noiseless. In recent years, it has been shown that even noisy feedback is useful in improving
error exponents (though less dramatically), with a limited number of available results in the one-way setting. In this
article we continue this line of work and study error exponents of one-way additive white Gaussian noise (AWGN)
channels with noisy AWGN feedback for the transmission of a finite number of messages (zero-rate).
We also extend the study of error exponents with noisy feedback to the two-way channel, in which two terminals
exchange independent messages. In this bidirectional model, each transmitter’s encoding function output at time k
is a function not only of the message, but also of the past available channel outputs. This transmitter’s encoding
function is said to be adaptative or interactive, a term used to emphasize how in two-way networks, each terminal’s
channel input may adapt to its received channel outputs. The capacity region of the two-way AWGN channel (with
independent noise across the terminals) is known, and is a rectangular region where both users may simultaneously
attain their interference-free AWGN capacity. That is, adaptation at the transmitters is useless from a capacity
perspective. The question we ask and answer here is whether adaptation may improve the error exponents of this
two-way AWGN channel, for the transmission of a finite number of messages. This is the first study of two-way
error exponents, to the best of our knowledge, and it is of initial interest as the exact error exponent for the one-way
channel with noisy feedback is still open in this finite message regime. Error exponents for positive rates are left
for future work, and may extend existing work such as [8], [10]–[14]. We also initially study error exponents for
fixed block length codes rather than variable block length codes, as studied in [15]–[17] and the references therein
for discrete memoryless channels. We focus on AWGN channels, and will review results that address the problem
for the transmission of a finite number of messages for such channels [18]–[22] in the coming sections.
The achievable error exponents of AWGN channels are sensitive to the type of power constraint imposed on the
channel inputs. In this work, we consider two constraints, defined as the
• Almost sure (AS) power constraint:
n∑
k=1
X2i,k ≤ nPi (2)
• Expected block (EXP) power constraint:
E
[
n∑
k=1
X2i,k
]
≤ nPi. (3)
In (2) and (3), Xi,k corresponds to the k-th channel input of user i, and Pi to the power available at the i-th terminal.
The EXP constraint is less stringent than the AS constraint, and allows very high amplitude transmissions to occur
with exponentially small probability. These rare events may correspond to decoding errors, and transmissions may be
used to correct such errors, thereby increasing achievable error exponents. Burnashev and Yamamoto [13] comment
that this “trick” can not be used for general discrete memoryless channels, but is useful for channels characterized
by additive noise.
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A. Contributions
We present results on the one-way and two-way AWGN channel error exponents under both the AS and EXP
power constraint in two separate sections. Each section includes the problem statement, past related work and our
new achievable error exponent (regions). Our contributions are as follows:
1) Theorem 1, proven in Section IV, demonstrates how under the AS power constraint, the transmission of a finite
number of messages M , and a feedback link stronger than the forward link, the use of new proposed active
feedback scheme in a one-way AWGN channel with noisy AWGN feedback leads to a higher error exponent
gain over the non-feedback transmission exponent than that reported for passive feedback by Xiang and Kim
in [20].
2) Theorem 2, proven in Section V, generalizes an achievable error exponent under the EXP power constraint
presented by Kim, Lapidoth and Weissman in [19] for the transmission of two messages to any finite number
of messages M , again for the one-way AWGN channel with AWGN noisy feedback. The generalization is
based on the use of a simplex code, and is an active feedback scheme.
3) Theorems 3 and 4 demonstrate new achievable error exponent regions (using passive and active feedback
respectively) for the two-way AWGN channel under the AS power constraint, provided that one channel’s
signal to noise ratio (SNR) is better than the other. This non-symmetric SNR scenario is of interest since
for the one-way AWGN channel under the AS constraint, only a feedback link significantly stronger that the
forward has been shown to lead to error exponent gains over feedback-free transmissions. These results follow
as a direct application of Theorem 1 for active feedback and the results reported in [20] for passive feedback.
4) Theorem 5, proven in Section VI, uses the approach employed in Theorem 2 to demonstrate an achievable
error exponent region for the two-way channel under EXP power constraints in both directions. Note that the
non-symmetric SNR condition required for the AS constraint is not necessary here.
The achievable error exponents for the transmission of a finite number of messages M presented here will all be
based on the use of a simplex code for the non-feedback transmissions present in our schemes. The use of simplex
codes enable the use of a geometric approach for upper bounding the probability of error, that can be visualized for
a small number of messages (M = 3) and can be extended to any finite M ≥ 3. Under the EXP constraint, some
feedback and retransmission signals that occur with exponentially small probability employ very high amplitude
signals. These rarely occurring transmissions may be used to ensure an exceedingly small probability of error.
B. Article outline
The remainder of this article is organized as follows. Section II presents a summary of previous results followed
by our findings for the one-way AWGN channel at zero-rate: Theorems 1 and 2, which are proven in Sections
IV and V respectively. The two-way AWGN channel is studied in Section III, with the main results presented in
Theorems 3 and 4, that follow from the use of one-way achievability schemes under the AS constraint, and Theorem
5, which addresses the case of EXP constraint and is proven in Section VI. Section VII address the relation between
the number of messages M and the block length n for our proposed schemes. Numerical simulations are presented
in Section VIII. Finally, Section IX presents our conclusions and a discussion of open problems.
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Notation. We use Pw(x) to indicate the probability of any event x conditioned on the transmission of message
W = w, i.e. the probability of error given that W = 1 has been sent as: P(error | w = 1) = P1(error). We indicate
the length of a sequence using a superscript, i.e. xλ1ni denotes that sequence x lasts for λ1n channel uses. Subscript i
indicates the terminal that generated the sequence. Error exponents are denoted by E, accompanied by a superscript
to denote the forward direction power constraint, and a subscript to denote the feedback link power constraint, if
applicable. We use E [·] to denote the expectation operator. Random variables are indicated by upper case letters,
taking on instance in lower cases from alphabets in calligraphic font (random variable X takes on x ∈ X ). We use
an
.
= bn to indicate that 1n ln(
an
bn
)→ 0 as n→∞. We use the terms terminal and user interchangeably to refer to
the devices involved in the communication process.
II. ERROR EXPONENTS FOR THE ONE-WAY AWGN CHANNEL AT ZERO-RATE
This section defines error exponents for one-way channels with feedback, and presents existing results on
achievable error exponents for the one-way AWGN channel at zero-rate under different power constraints and
types of feedback. We also introduce new achievable error exponents for the transmission of a finite number of
messages M (and this is what we will refer to as zero-rate from now on), under the AS power constraint with
active feedback (Theorem 1) and under the EXP power constraint (Theorem 2).
A. Definitions for the One-Way AWGN channel
In the one-way AWGN channel, terminal 1 (transmitter) wishes to transmit a message W , selected uniformly
from a set of M equally likely messages W = {1, 2, ...,M} to terminal 2 (receiver) using a code of fixed block
length n. Forward and backward directions are characterized by independent AWGN channels. The AWGN noises
are of zero mean and of variances σ2 and σ2FB respectively, both identically distributed and independent across users
and channel uses. Figure 1 shows the one-way AWGN channel with active noisy AWGN feedback, characterized
by Equations (4) and (5) for the k-th channel use:
Yk = Xk +Nk, Nk ∼ N (0, σ2) ∀k ∈ 1, ..., n (4)
Zk = Uk +NFBk , NFBk ∼ N (0, σ2FB) ∀k ∈ 1, ..., n. (5)
Fig. 1. One-way AWGN channel with active feedback.
The model above captures noiseless feedback by taking σ2FB → 0, and the absence of feedback by taking
σ2FB → ∞. Channel inputs for each direction are subject to either an X ∈ {AS,EXP} power constraint according
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to Equations (2) and (3). In the following we will make definitions for a system with feedback; definitions in the
absence of feedback should be clear from context and omission of the corresponding feedback-related terms.
Let X ,Y,U ,Z all be the set of reals and (P, σ2, PFB, σ2FB, n) be a block length-n code for the transmission of
M messages consisting of n forward and feedback encoding functions,
fk :W ×Zk−1 → X , k = 1, ..., n, (6)
gk : Yk → U , k = 1, ..., n, (7)
leading to channel inputs Xk = fk
(
W,Zk−1
)
and Uk = gk
(
Y k
)
, and a decoding rule φ : Yn → {1, ...,M} that
determines the best estimate of the transmitted message W , denoted by Wˆ .
Let PXe
(
M,P, σ2, PFB, σ
2
FB, n
)
:= 1M
∑M
w=1 Pr(φ(y
n) 6= w | W = w sent) denote the probability of error
attained by a particular
(
P, σ2, PFB, σ
2
FB, n
)
code under an X ∈ {AS,EXP} power constraint. We define the
achievable error exponent for the one-way AWGN channel with feedback under the X power constraint as:
EXFB(M,P, σ
2, PFB, σ
2
FB) := lim inf
n→∞ −
1
n
logPXe
(
M,P, σ2, PFB, σ
2
FB, n
)
, (8)
where the subscript FB indicates the presence of feedback and will be omitted for the non-feedback case. This
notation follows that in [19] for the transmission of two messages with active noisy feedback.
B. Error exponents for the one-way AWGN channel without feedback and with perfect output feedback
Results presented in this section correspond to the cases of feedback-free and perfect output feedback trans-
missions for a finite number of transmitted messages. These are introduced as references since they lower and
upper bound what can be achievable with noisy feedback, respectively. The feedback-free scenario (σFB →∞) was
studied by Shannon in [4], who showed that under the AS power constraint and the transmission of M messages,
the best achievable error exponent is that of Equation (9) and attainable using a simplex code:
EAS
(
M,P, σ2
)
=
P
σ2
M
4(M − 1) . (9)
For M = 2 and M = 3, Equation (9) becomes EAS
(
2, P, σ2
)
= P2σ2 , and E
AS
(
3, P, σ2
)
= 38
P
σ2 . Note that for
large M , EAS
(
M,P, σ2
) ≈ P4σ2 .
The perfect-feedback scenario (σ2FB → 0) was studied by Pinsker in [6], who showed that for the transmission of
M ≥ 3 messages under the AS power constraint, the error exponent of the non-feedback AWGN channel shown
in (9), can be improved up to:
EASFB
(
M,P, σ2, PFB, σ
2
FB = 0
)
=
P
2σ2
. (10)
Note that for M = 2, this coincides with the achievable exponent in (9) and hence no further improvements over
the non-feedback error exponent are possible subject to the AS power constraint, even using perfect feedback [23],
[24]. Pinsker’s result in (10) constitutes an upper bound on the error exponent under the AS constraint for the
one-way AWGN channel with noisy feedback.
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C. Error exponents for the One-Way AWGN channel with noisy feedback: past work
When feedback is over a noisy channel, it is relevant to distinguish between active and passive feedback, roughly
defined as follows:
• In passive feedback, the forward channel output observed at the receiver is directly sent to the source and no
encoding function is used. The transmitter sees a noisy version of the signal obtained by the receiver.
• In active feedback, the forward channel output is encoded using a function g that takes as argument the
sequence of all channel outputs available at the receiver, i.e. Uk = g(Y k), and this is returned to the transmitter
at the k-th channel use. Active feedback renders the returned transmission more robust against noise. Note that
active feedback may mimic passive feedback by taking the encoding function g in Figure 1 as a one-to-one
mapping of signal Y for each channel use k.
Yamamoto and Burnashev addressed the problem for the AWGN channel and noisy feedback under the AS power
constraint for the transmission of a non-exponentially growing number of messages M (zero-rate) using fixed block
length encoding [21], [22], [25], [26]. Their work extends previous techniques used to demonstrate achievable error
exponent results on the Binary Symmetric Channel (BSC) with noisy feedback [27], [28], to the AWGN channel.
Under the AS power constraint and for a large (non-exponentially growing with n) number of messages M , such
that lnM = o(n), n→∞ and σ2FB → 0, the following error exponent is achievable as in [25]:
EASFB1(M,P, σ, σ
2
FB) ≥
PM
4σ2(M − 1)
[
1 +
1
2 +
√
5
− 1
2M
+ o(1)
]
. (11)
The number in the subscript of EASFB1 stands for the use of one switching moment, or a change in the forward
encoding function. Also, when (σ2FB →∞), this becomes:
EASFB1(M,P, σ) ≥
PM
4σ2(M − 1)
[
1 +
1
56σ2FB
+O(σ−4FB )
]
> E(M,P, σ, σ2FB =∞) =
PM
4σ2(M − 1) . (12)
The result for very small feedback noise (11) was improved in [26]. Then, for M → ∞ with lnM = o(n) as
n→∞, an error exponent as that of Equation (13) is attainable after one switching moment. Note that for a very
small noise variance in the feedback link, this yields a larger improvement than that of Equation (11) for very large
M .
EAS1
(
P, σ2, σ2FB
)
=
P
3σ2
(
1− σ2FB
)
(13)
Kim, Lapidoth and Weissman [29], [30] addressed the error exponents for the AWGN channel with feedback for
the transmission of a small number of messages. They presented bounds on error exponents for active and passive
feedback for the transmission of M = 2 messages [18], [19] over the one-way AWGN channel with noisy AWGN
feedback. Results for M ≥ 3 messages using passive feedback were presented by Xiang and Kim in [20]. We
summarize these results next. Several of their techniques have been useful in the extensions to general M and to
the two-way channel presented here.
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1) Achievable error exponents for the transmission of two messages: In [18] Kim et al. presented the following
achievable error exponent for the transmission of two messages under the EXP constraint and passive feedback:
EEXPFB
(
2, P, σ2 = 1, σ2FB
) ≥ P
2σ2FB
. (14)
The use of active noisy feedback in the transmission of two messages is presented in [19], considering the channel
shown in Figure 1 under the EXP power constraint for the forward channel and both AS and EXP power constraints
for the feedback link. The achievable error exponent expressions using active feedback are respectively:
• AS power constraint:
∑n
k=1 g
2
k(Y
k) ≤ nPFB
EEXPFBAS
(
2, P, σ2, PFB, σ
2
FB
) ≥ P
2σ2
+
2PFB
σ2FB
(15)
• EXP power constraint: E
[∑n
k=1 g
2
k(Y
k)
] ≤ nPFB
EEXPFBEXP
(
2, P, σ2, PFB, σ
2
FB
) ≥ 2( P
σ2
+
PFB
σ2FB
)
. (16)
2) Achievable error exponents for M ≥ 3 messages under the AS power constraint and passive feedback:
Xiang and Kim [20] studied the reliability function for the transmission of M ≥ 3 messages under the Peak Energy
constraint (PE): P[
∑n
i=1 f
2
k (w, Y˜
k−1) ≤ nP ] = 1,∀ W = w ∈ {1, 2, ...,M} (which satisfies the AS constraint as
well) on the forward channel, and passive feedback. A block diagram of this scheme is shown in Figure 2 (left),
which reflects how in passive feedback, the signal at the receiver is immediately returned to the transmitter at each
channel use. Figure 2 (right) shows the scheme we propose for active feedback presented in Section II-D1.
Fig. 2. Block diagram for the achievability scheme under the AS power constraint: passive feedback (left), and active feedback (right).
The achievable error exponent derived in [20] is expressed as the minimum of three terms; the first two related
to the forward and feedback transmissions, and the last resulting from a decoding rule that considers both:
EASFBAS
(
M = 3, P, σ2, PFB, σ
2
FB, s
) ≥ min{ P
σ2
λ1(s
2 − 2s+ 4)
8
,
PFB
σ2FB
3s2λ1
32
,
P
σ2
(
1− λ14
)
2
}
. (17)
Above, λ1 ∈ [0, 1] is used to characterize the duration of the transmission (nλ1 channel uses) and retransmission
(n(1−λ1) channel uses) stages, and s ∈ (0, 1) the size of a protection region that determines whether a retransmission
is necessary, see [20, Figs. 5-6]. Since the first and third terms in (17) are equal for λ1 = 4s2−2s+5 , the above may
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be rewritten in a way that explicitly shows the contribution of the passive feedback stage as:
EASFBAS
(
M = 3, P, σ2, PFB, σFB, s
) ≥ min

P
2σ2
(
s2 − 2s+ 4
s2 − 2s+ 5
)
,
3
8
(
PFB
σ2FB
s2
s2 − 2s+ 5
)
︸ ︷︷ ︸
passive feedback
. (18)
Comparing the above result with (9) for M = 3 indicates that the first argument of the min function yields a
gain over the feedback-free error exponent for any s ∈ (0, 1) (with a maximum of 25 Pσ2 for s → 0). Once s is
chosen, therefore ensuring that the first argument does provide an error exponent larger than that in the absence of
feedback, the improvement is maintained if the second argument is equal to or greater than the first. This leads to:
PFB
σ2FB
≥ P
σ2
s2 − 2s+ 5
s2
, (19)
i.e., if s is very small, the feedback link’s SNR needs to be remarkably larger than the forward link’s. Note that
the largest error exponent achievable by (18) requires choosing s very close to zero, and requires a very high
SNR in the feedback link. In contrast, choosing s close to 1 leads to the smallest error exponent attainable by the
first argument of (18) (which coincides with the feedback-free exponent of Equation (9)). This error exponent is
achievable as long as the feedback SNR satisfies PFB
σ2FB
> 4 Pσ2 , otherwise, the scheme would not even achieve the
feedback-free error exponent. The error exponent of [20, Theorem 1 ] shown in Equation (17) can be generalized
for all finite M (see [20, Appendix]), which may be manipulated into the following form:
EPEFB
(
M,P, σ2, s
) ≥ min
M
P
2σ2
(
s2 − 2s+ 4
M(s2 − 2s+ 4) + 3(M − 2)
)
,
PFB
σ2FB
3Ms2
8
(
1
M(s2 − 2s+ 4) + 3(M − 2)
)
︸ ︷︷ ︸
passive feedback
 .
(20)
As in the case of M = 3, Equation (20) results from finding an optimal λ∗1(s) =
(
M
6(M−1) (s
2 − 2s+ 4) + M−22(M−1)
)−1
that equates the first and third terms of the min function. Note that setting M = 3 in (20) leads to (18).
D. Error exponents for the one-way AWGN channel with noisy feedback: contributions
In this section we present new achievable error exponents for the one-way AWGN channel for the transmission
of a finite number of messages under the AS and EXP power constraints, with active, noisy feedback.
1) Achievable error exponents for M ≥ 3 messages under the AS power constraint and active feedback: The
achievability scheme presented in Figure 2 (left) and proposed in [20] can be slightly modified to employ active
feedback as shown in Figure 2 (right) for a finite number of messages M . In contrast to the two stage block diagram
of passive feedback, active feedback involves three non-overlapping stages. First, a feedback-free transmission based
on a simplex code of M messages is used to send W during λ1n channel uses. Once the first stage is complete,
the receiver opts for immediate decoding only if the transmitted signal has been received within a protection region
(similar to that defined for passive feedback in [20]) and if so, it ignores all future transmissions until the next
message is sent. If the received signal is outside the protection region, the active feedback stage takes place for λ2n
channel uses. In this stage, the receiver uses a simplex code of
(
M
2
)
messages to inform the transmitter of the most
likely pair of codewords it has determined: q = {wˆ1, wˆ2}, where wˆ1, wˆ2 ∈ {1, 2, ...,M} represent the two closest
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(minimum distance) messages to the received signal yλ1n. The transmitter decodes message q as qˆ = {w˜1, w˜2},
and uses this to generate a binary retransmission signal aimed to help the receiver making the right decision based
on the true message W = w. The final retransmission stage lasts for λ3n channel uses (λ3 = 1− (λ1 + λ2) ), and
corresponds to the transmission of two antipodal signaling codewords that are generated depending on whether the
true message w is equal to the first or second element in qˆ. If the true message is not in qˆ, this is counted as an
error, and nothing is transmitted to the receiver. This approach leads to the first of our main results:
Theorem 1. An achievable error exponent for the transmission of a finite number of messages M ≥ 3 over a
one-way AWGN channel with active noisy feedback under the AS power constraint is given by:
EASFBAS
(
M,P, σ2, PFB, σ
2
FB, s
) ≥ min

M
P
2σ2
(
s2 − 2s+ 4
M(s2 − 2s+ 4) + 3(M − 2)
)
,
PFB
σ2FB
(
M
2
)
4
((
M
2
)− 1)︸ ︷︷ ︸
active feedback

, (21)
for parameter s ∈ [0, 1].
In Equation (21), the second argument of the min operator corresponds to the active feedback contribution to
the probability of error given by the use of a simplex code -Equation (9)- and the transmission of
(
M
2
)
messages
corresponding to all possible unordered codeword pairs, which as in the case of three messages, are labeled in
lexicographic order for the sake of identification. A comparison of Equations (21) and (20) shows that the second
argument of the min function under active feedback does not depend on s. Active feedback uses a feedback-free
transmission of messages based on a simplex code, and not on the transmission of the exact location of the received
signal yλ1n as it is in passive feedback. In the latter, the probability of error is based on the geometry defined for
the protection regions determined by parameter s. Section IV presents the complete proof of this result. First, we
present the illustrative case of M = 3 and later generalize this for any finite M .
2) Achievable error exponents for the transmission of M messages under the EXP power constraint and active
noisy feedback: This section presents our second contribution that results from a direct generalization of the work
of Kim, Lapidoth and Weissman [19] for M = 2 messages to an arbitrary but finite number M . This is presented
in Theorem 2, whose proof is presented in Section V.
Theorem 2. An achievable error exponent for the transmission of a finite number of messages M over a one-way
AWGN channel with active noisy feedback under the EXP power constraint in both the forward and feedback
directions is given by:
EEXPFBEXP
(
M,P, σ2, PFB, σ
2
FB
) ≥ M
M − 1
(
P
σ2
+
PFB
σ2FB
)
. (22)
Note that for M = 2, (22) yields the result of [19, Equation (15) ] and shown in Equation (16). Also, observe
that the error exponent lower bound is proportional to the summation of the SNRs of the forward and backward
directions.
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III. ERROR EXPONENTS FOR THE TWO-WAY AWGN CHANNEL
The two-way channel was first introduced by Shannon in [31] and further studied by Han in [32]. The capacity
region of the two-way AWGN channel (with independent noise across the terminals) is known, and is a rectangular
region where both users may simultaneously attain their interference-free AWGN capacity. The rates achievable for
this channel can not be increased by interaction or adaptation between the two terminals. The question pursued here
is whether the same is true of error exponents – may they be improved through the use of adaptation/interaction
between the terminals in a two-way setting, where feedback and messages must share the same resources. Two-way
error exponents have not been studied in the past, to the best of our knowledge. In the two-way AWGN channel
each terminal may intuitively perform two types of tasks: 1) transmission of their own message, and 2) transmission
of feedback information for the other terminal. Since each terminal may use part of its available power to cooperate
with the opposite direction, we have found that gains resulting from interaction may come at the price of a reduction
of the error exponent of the terminal providing feedback – there is a tradeoff between the achievable error exponents
in the two directions (at least under the presented schemes).1
A. Two-way AWGN channel model description and definitions
The two-way AWGN channel is depicted in Figure 3, comprising two users denoted as terminal i for i = {1, 2}.
Terminal i transmits message Wi, uniformly selected from Wi := {1, 2, · · · ,M} to terminal (3− i) using a fixed
block length code of size n. The general two-way AWGN channel model is presented in Equation (23), which
Fig. 3. Two-way AWGN channel.
characterizes the channel output received at the i-th terminal
Yi = Xi + aiX3−i +Ni, (23)
where, for i = {1, 2}, ai is a constant, Xi ∈ R corresponds to channel inputs satisfying the input block power
constraint Pi, Yi ∈ R to channel outputs and Ni ∼ N (0, σ2i ) to zero-mean Gaussian noise processes, each
independent and identically distributed across channel uses. The model described by (23) can be simplified by
noting that each terminal can subtract its own transmission Xi, thus, the two-way AWGN channel may equivalently
1Recall that we are operating at zero-rate, so the tradeoff with rate is not captured in this simplified, yet still challenging setting. However,
the error exponent region does generally depend on M , the number of messages being transmitted in each direction. Extensions to having a
different number of messages be sent in each direction is left for future work.
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be represented as in (24), where each link is modeled as an independent and interference free AWGN channel with
a noise variance σ2i perceived at the i-th terminal’s receiver, with ai = 1 for simplicity:
Yi = X3−i +Ni; Ni ∼ N (0, σ2i ) (24)
The capacity region of this channel is rectangular [32], [33], with each user being able to transmit at rates up to
its interference-free AWGN capacity (denoted by C12 and C21 for each direction respectively).
Here, we characterize error exponents for the zero rate operational rate pair, i.e. for (R12, R21) = (0, 0), and for
different ratios between the SNRs in the two directions. Let Pi
σ23−i
be the signal-to-noise ratio for link i. Then we
will consider both symmetric
(
P1
σ22
= P2
σ21
)
and non-symmetric
(
P1
σ22
6= P2
σ21
)
channels. The non-symmetric case is of
particular importance under the AS power constraint, since as indicated in [20], [22], [25] only a feedback channel
stronger that the forward direction is able to attain gains over feedback-free error exponents on the one-way AWGN
channel. This condition becomes even more critical for the two-way channel, since the feedback link is also used
for messages transmission. Moreover, symmetric SNR channels seem to be unable to achieve an error exponent
region greater than those achieved by independent transmissions under the AS constraint.
In Section II, we reviewed how error exponents of the one-way AWGN channel can be improved by the inclusion
of (even noisy) feedback. In all cases, the receiver’s resources are dedicated solely to feedback and helping the
message transmission. If the receiver transmits its own messages as well, the one-way channel with noisy feedback
transforms into the two-way channel and results from the former can be applied in the latter. Since messages flow
in two directions, an error exponent pair must be considered now.
Let
(
P1, σ
2
2 , P2, σ
2
1 , n
)
be a block length-n code, consisting of two encoding and two decoding rules as depicted
in Figure 3. Each terminal’s encoding rule consists of a set of n functions, defined for the k-th channel use as:
xi,k : {1, 2, ...,M} × Y k−1i → Xi, for k = 1, ...n, (25)
leading to the k-th channel inputs for terminal i: Xi,k = xi,k
(
Wi, Y
k−1
i
)
. Decoding rules are denoted by φi, and
estimate the received message based on the sequence Y ni as:
φi : Yni ×Wi →W3−i, for i = 1, 2. (26)
Let PXe12
(
M,P1, σ
2
2 , P2, σ
2
1 , n
)
=
∑
w1,w2
Pr(φ2(yn2 , w2) 6= w1|w1, w2 sent) and similarly PXe21
(
M,P1, σ
2
2 , P2, σ
2
1 , n
)
denote the probability of error in the forward and backward directions simultaneously achieved by a particular
(P1, σ
2
2 , P2, σ
2
1 , n) code under X ∈ {AS,EXP} power constraints.
Definition 1. A pair of error exponents (E12, E21)
X is called achievable for the transmission of a finite number
of messages M , under the X power constraint for the two-way AWGN channel, if there exists a
(
P1, σ
2
2 , P2, σ
2
1 , n
)
code such that for large n, simultaneously
− 1
n
logPXe12
(
M,P1, σ
2
2 , P2, σ
2
1 , n
)
> EX12
(
M,P1, σ
2
2 , P2, σ
2
1
)
, and (27)
− 1
n
logPXe21
(
M,P1, σ
2
2 , P2, σ
2
1 , n
)
> EX21
(
M,P1, σ
2
2 , P2, σ
2
1
)
. (28)
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Definition 2. The error exponent region for the two-way AWGN channel for the transmission of M messages
corresponds to the union over all achievable error exponent pairs (E12, E21)X , where we will often drop the
arguments of Eij for simplicity and sometimes we may refer to (E12, E21)AS as (EAS12 , E
AS
21).
Next we present and extend the results initially demonstrated in [34], with proofs in the upcoming sections.
B. Achievable error exponent for non-interactive terminals
While in the two-way setting, both terminals may adapt their current inputs to past received channel outputs, they
need not do so, and may ignore (for the purpose of generating their channel inputs) the received outputs altogether.
The following proposition establishes the achievable error exponent region when the terminals do not interact:
Proposition 1. The achievable error exponent region for non-interactive terminals is formed by the union over all
simultaneously achieved error exponents pairs under both, AS and EXP power constraints for the transmission of
M messages:
E12 ≥ P1
σ22
M
4(M − 1) , (29)
E21 ≥ P2
σ21
M
4(M − 1) . (30)
The above equations follow directly from applying Shannon’s result of [4], given in Equation (9), to each
communicating pair, and using a simplex code in each direction. In this scheme, both terminals are concerned
about their own message transmission only, and do not allocate any resources to help the other direction.
C. Achievable error exponent region under interactive terminals
In this section we analyze the error exponent achieved by interactive transmission protocols, and have identified
certain scenarios (one direction much better than the other) for which under the AS constraint, interaction leads
to an improvement over the feedback-free error exponent region characterized by Proposition 1. This improvement
comes at the cost of an error exponent decrease linked to the amount of power a terminal is unable to use for its
own message transmission, as it was allocated to serve the opposite direction through feedback.
As described for the one-way AWGN channel, the power constraint imposed on the input block codewords and
the number of messages to be transmitted, along with channels’ SNRs determine whether error exponent gains
are feasible for one or both communication directions through interaction. Consider for example the AS constraint
and the transmission of two messages, and observe that interaction can not improve the two-way error exponent
as even noiseless feedback is unable to improve the non-feedback error exponent of a binary transmission for a
one-way AWGN channel under AS constraint [6]. Therefore, even in the ideal case that a noiseless feedback link
is available for each direction (and not used to transmit the true messages), the highest attainable error exponent
for each direction coincides with the non-feedback one, which suggests that non-interactive transmissions suffice
for M = 2. In general, the same upper bound applies for the transmission of M messages (Pinsker’s upper bound
is independent of M ) and error exponent gains over non-feedback are possible for M > 2 in both directions.
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1) Achievable error exponents region under the AS power constraint: We study the transmission of M ≥ 3
messages over an AWGN two-way channel for which P1
σ22
< P2
σ21
, as no gains over Proposition 1 appear (with current
known achievability schemes) to be attainable for symmetric SNRs, as it was the case for the one-way AWGN
channel under the AS constraint as well [20], [25], [26]. Assuming that the 1 → 2 communication direction is
noisier than the 1← 2 direction, consider a two-way achievability scheme that takes advantage of this asymmetry:
the stronger link can be used during a fraction of the block length n to transmit message W2 without the help
of feedback using a simplex code, and for another fraction of time, to improve the error exponent of the weaker
direction by providing passive or active feedback in the transmission of message W1. Figure 4 shows these two
approaches, for passive and active feedback respectively. The two schemes differ in when the transmission of
message W2 occurs. In the case W1 is transmitted with passive feedback, message W2 is sent during the first
λn channel uses (for λ ∈ [0, 1]) over the stronger link while the weaker channel remains idle, since Terminal 1
may initiate its own transmission (helped by terminal 2) only once the 1 ← 2 message transmission concludes.
In the remaining (1 − λ)n channel uses, message W1 is transmitted employing passive feedback, as described in
Section II for the one-way AWGN. Since terminal 2 has already used part of its available power P2 for the forward
transmission, only the remainder can be used to serve the other direction through feedback. Note that in passive
feedback, a signal received at Terminal 2 at the i-th channel use is immediately fed back to the Terminal 1 without
delay, and that both directions are busy at the same time.
IDLE
IDLE
TWObWAYxAWGNxCHANNELxWITHxACTIVExFEEDBACK
STRONG
WEAKIDLE
IDLE
Usexofxaxsimplexxcode:x
xxxxxxxxEquationx(99
PassivexFeedback:xEquationx(r79xfromx[[7]
TWObWAYxAWGNxCHANNELxWITHxPASSIVExFEEDBACK
STRONG
WEAK
Usexofxaxsimplex
code:xEquationx(99
ActivexFeedback:xEquationx([9xbxTheoremxr
Fig. 4. Two-Way AWGN channel achievability block diagram under AS power constraint.
The case of active feedback, shown in Figure 4 (right), differs from passive feedback in that the transmission of
W2, and the first stage of the active feedback supported transmission of W1 may occur simultaneously. Note that
this is possible since both directions are independent, and also, because the active feedback stage can only start
once the first stage transmission is concluded, which leaves room for the transmission of W2.
Theorem 3. An achievable error exponent region for the transmission of M ≥ 3 messages over a two-way AWGN
channel with non-symmetric SNR P1
σ22
< P2
σ21
, under the AS power constraint and passive feedback is the union over
all error exponent pairs (E12, E21)AS over parameters λ ∈ [0, 1], and s ∈ (0, 1) satisfying:
EAS21 ≥
M
4(M − 1)λ
P2
σ21
, (31)
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EAS12 ≥ min
M
P1
2σ22
(
s2 − 2s+ 4
M(s2 − 2s+ 4) + 3(M − 2)
)
,
P2
σ21
3Ms2
8
(
1− λ
M(s2 − 2s+ 4) + 3(M − 2)
)
︸ ︷︷ ︸
passive feedback
 . (32)
Equation (31) follows from (9), the use of a non-feedback transmission for message W2 in the first λn channel
uses using a simplex code of M symbols. Equation (32) follows from direct application of the noisy feedback
aided scheme presented in [20, Section II-B] and reviewed in Section II-C2, which is used for the transmission
of message W1 in the remaining (1 − λ)n channel uses. Note that (32) is presented in the form of (18) since it
explicitly shows the error exponent contribution of the forward and feedback transmissions. The achievable error
(33),(34) (35),(36)
Fig. 5. Achievable error exponent region for the two-way AWGN channel with passive feedback under the AS power constraint, as parametrized
by λ ∈ [0, 1] for the transmission of M messages. The upper-right corner point is attained at λ = 1− 4P1
σ22
σ21
P2
.
exponent region for the two-way AWGN channel with passive feedback under the AS power constraint is presented
in Figure 5, parametrized by λ as:
1) For
(
1− 4P1
σ22
σ21
P2
)
≤ λ ≤ 1:
E12 ≥
(
1− λ
4
)
M
4(M − 1)
P2
σ21
, (33)
E21 ≥ λ M
4(M − 1)
P2
σ21
. (34)
2) For 0 ≤ λ <
(
1− 4P1
σ22
σ21
P2
)
:
E12 ≥ 1
2
P1
σ22
s2 − 2s+ 4
s2 − 2s+ 5 , (35)
E21 ≥ M
4(M − 1)
P2
σ21
λ, (36)
where s =
P1
σ22
P1
σ22
− 34
P2
σ21
(1−λ) −
√
3
P1
σ22
P2
σ21
(1−λ)−3
(
P1
σ22
)2
P1
σ22
− 34
P2
σ21
(1−λ) .
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An achievable error exponent region using active feedback, under asymmetric SNRs and the AS power constraint
in each direction is presented in Theorem 4:
Theorem 4. An achievable error exponent region for the transmission of M ≥ 3 messages over a two-way AWGN
channel with non-symmetric SNR P1
σ22
< P2
σ21
, under an AS power constraint and active feedback is the union over
all error exponent pairs (E12, E21)AS over parameters λ ∈ [0, 1] and s ∈ (0, 1) satisfying:
EAS21 ≥
M
4(M − 1)λ
P2
σ21
(37)
EAS12 ≥ min

M
P1
2σ22
(
s2 − 2s+ 4
M(s2 − 2s+ 4) + 3(M − 2)
)
,
P2
σ21
(
M
2
)
(1− λ)
4
[(
M
2
)− 1]︸ ︷︷ ︸
active feedback

. (38)
As in Theorem 3, Equation (37) follows from using (9) for λn channel uses and a simplex code of M symbols
for the transmission of W2. Equation (38) results from the use of encoded feedback. Specifically, message W1 is
transmitted in (1 − λ)n channel uses employing the active noisy feedback-aided scheme for the one-way AWGN
channel communication presented in Section II-D1, in Theorem 1, Equation (21).
The error exponent region for the case of active feedback is shown in Figure 6. A portion of this region can be
characterized for 0 ≤ E12 ≤ P1σ22
2M
7M−6) as the line
E21 ≥ M
4(M − 1)
P2
σ21
− M
M − 1
(
M
2
)− 1(
M
2
) E12. (39)
Fig. 6. Achievable error exponent region for the two-way AWGN channel with active feedback under the AS power constraint and the
transmission of M messages.
The scheme shown in the block diagram of Figure 4 yields the largest error exponent region derived so far for
interactive terminals under non-symmetric SNRs under the AS power constraint. It appears that error exponent
gains over feedback free transmission are possible only for the weaker direction, which is not surprising given the
results for the one-way channel with noisy feedback under an AS power constraint.
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Next, we consider the EXP power constraint, which holds for all relative SNR conditions. As described in Section
I, the EXP power constraint permits very high amplitude transmissions associated to very rarely occurring events,
which are used to correct detected decoding errors. In the following subsections, we show that this unique feature
can be leveraged for the two-way AWGN channel as well.
2) Achievable error exponents region under the EXP power constraint: This achievability scheme is based on
the use of the building block component introduced by Kim et al. in [19] for both directions. We modified this
component, originally designed for the one-way AWGN channel, to operate for a general number of messages
as presented in Theorem 2 and shown in Section V. Here, we utilize it for the simultaneous transmission of
M messages in opposite directions. Note that we can employ a similar approach as that used for the one-way
transmission, specifically: an initial transmission of the true message followed by a feedback transmission that
returns the message estimated by the receiver, followed (possibly) by a high amplitude retransmission to correct
decoding errors if necessary. In the two-way channel, these three stages can occur simultaneously, with the restriction
that each transmitter must satisfy the power constraints. This scheme results in the region of Theorem 5, whose
proof is presented in Section VI:
Theorem 5. An achievable error exponent region for the two-way AWGN channel and the transmission of a finite
number of messages M under the EXP power constraint for both directions is given by the union over all error
exponent pairs (E12, E21)EXP over λ ∈ (0, 1) for which:
EEXP12 ≥
M
M − 1
(
λK1
P1
σ22
+ (1− λ)J2P2
σ21
)
(40)
EEXP21 ≥
M
M − 1
(
λK2
P2
σ21
+ (1− λ)J1P1
σ22
)
, (41)
where K1,K2 ∈ [0, 1λ ] and J1, J2 ∈ [0, 11−λ ] such that λKi + (1− λ)Ji ≤ 1 for i = 1, 2.
An achievable error exponent sum-rate can be found by adding Equations (40) and (41).
EEXP12 + E
EXP
21 ≥
M
M − 1
(
λK1
P1
σ22
+ (1− λ)J2P2
σ21
)
+
M
M − 1
(
λK2
P2
σ21
+ (1− λ)J1P1
σ22
)
(42)
=
M
M − 1
(
λK1
P1
σ22
+ (1− λ)J2P2
σ21
+ λK2
P2
σ21
+ (1− λ)J1P1
σ22
)
(43)
=
M
M − 1
P1
σ22
(λK1 + (1− λ)J1)︸ ︷︷ ︸
≤1 by Eq.(136)
+
P2
σ21
(λK2 + (1− λ)J2)︸ ︷︷ ︸
≤1 by Eq.(136)
 (44)
=
M
M − 1
(
P1
σ22
+
P2
σ21
)
, (45)
where the equality in (45) follows from (136) and taking λKi + (1 − λ)Ji = 1 (to use all the power). Figure 7
shows this error exponent region. Observe that this region can be viewed as time-sharing two one-way schemes,
each characterized by the exponent in Theorem 2, in which each direction operates for a fraction of time aided by
the other terminal. The axis-crossing points are obtained when the whole block length n and all power is dedicated
to the transmission of one direction only.
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Fig. 7. Achievable error exponent region for the transmission of M messages under the EXP power constraint.
Theorem 5 concludes the statement of our main results. The remainder of the paper consists of the proofs and
numerical evaluations of these regions, so that their performance can be visually compared.
Under the EXP power constraint and M = 2, outer bounds on the error exponent region for the two-way AWGN
channel have been presented in [34], which follow directly from using the one-way channel outer bound presented
in [19] for each direction. Tighter outer bounds for M ≥ 2 have been left for future work.
IV. ACHIEVABILITY SCHEME FOR THE ONE-WAY AWGN CHANNEL FOR M ≥ 3 UNDER AS POWER
CONSTRAINT AND ACTIVE FEEDBACK: PROOF OF THEOREM 1
In this section, the proof of Theorem 1, Equation (21) follows by generalizing the geometric technique used for
M = 3 messages introduced by Xiang and Kim [20] for passive feedback and modified towards the use of encoded
feedback. We have reused most of their notation in order to highlight the differences when active feedback is used.
We first derive the achievable error exponent expression for the transmission of M = 3 messages, then generalize
it to arbitrary but finite M .
Some of the results presented here rely on the use of a simplex code denoted by C (ΩM , Eω) for the transmission
of M symbols ω ∈ Ω := {ω1, ω2, ω3, ..., ωM} from the i-th transmitter, using symbol energy Eω and leading to
codewords Xji (ω) of length j. Equation (46) shows the definition of the simplex code C (Ω3, Eω).
Xji (ω) =

√
Eω · (0, 1, 0, ..., 0), if ω = ω1
√
Eω · (−
√
3
2 ,− 12 , 0, ..., 0), if ω = ω2
√
Eω · (+
√
3
2 ,− 12 , 0, ..., 0), if ω = ω3
. (46)
A. Achievable error exponents for the transmission of three messages under the AS power constraint and active
feedback
Consider transmitting one of three equally likely messages fromW = {1, 2, 3} over the one-way AWGN channel
with active feedback of Figure 1 and assume the feedback link is strictly better than the forward channel, specifically:
PFB
σ2FB
> Pσ2 . The active feedback achievability scheme block diagram under the AS power constraint is shown in
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Figure 2 (right). Transmission of W is performed in n channel uses through three stages: transmission, active
feedback and retransmission, and corresponds to a modified version of the scheme proposed in [20] that uses active
feedback instead of passive. The three stages are analyzed next.
1. Transmission: The first stage occurs during λ1n channel uses, where message W = w is transmitted without
feedback as codeword Xλ1n(w) using the simplex code C (W, λ1nP ) defined in (46). At the receiver, the signal
yλ1n is decoded using protection regions Bw, one for each transmitted codeword as shown in Figure 8 and defined
in (47), as in [20]. All received signals inside region Bw are immediately declared as the codeword w (and no
feedback is necessary). These regions are parametrized by s ∈ [0, 1] following [20, Equation 6] for a parameter
t ∈ [0,
√
3−1
2 ] which is geometrically coupled to s. Further reading regarding this idea can be found in [20].
Bw =
{
yλ1n : ||xλ1n(w)− yλ1n|| ≤ ||xλ1n(w′)− yλ1n|| for w′ 6= w,
and
∣∣||xλ1n(w′)− yλ1n|| − ||xλ1n(w′′)− yλ1n||∣∣ ≤ td′, for w′, w′′ 6= w} . (47)
Fig. 8. Protection regions defined in [20] and used for decoding message W after the transmission stage. Here, d1 =
√
λ1nP , d4 = s2d1,
d′ =
√
3λ1nP , and d5 =
√
λ1nP
4σ2
(s2 − 2s+ 4).
Figure 8 also illustrates regions A′12, A
′
13, A
′
23, that represent regions in which the receiver is undecided between
two codewords. The definition of these regions can be found in [20, Section II-B]. Assuming W = 1 is sent,
the probability of error of this stage corresponds to the occurrence of event ET , defined in (48), and representing
a signal received in the wrong protection region, B2 ∪ B3 or within an ambiguous region not including symbol
W = 1, i.e. yλ1n ∈ A′23:
ET = {yλ1n ∈ B1 ∪B2 ∩A′23}. (48)
The achievable error exponent of this stage is derived from P(ET ) as in [20, Equation 7]:
lim
n→∞−
1
n
log (P(ET )) := EET ≥
λ1P
8σ2
(s2 − 2s+ 4). (49)
2. Active feedback: If the received signal is not within a protection region, we progress to the second stage,
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where the receiver determines which two message / codeword form the most likely codeword pair q = {wˆ1, wˆ2},
determined using minimum distance decoding based on yλ1n as:
q =

{1, 2}, if yλ1n ∈ A′12
{2, 3}, if yλ1n ∈ A′23
{1, 3}, if yλ1n ∈ A′13
. (50)
Let Q be the set of q values defined above. The most likely unordered pair (labeled lexicographically) is encoded
and sent to the transmitter as Uλ2n(q) using the simplex code C (Q, nPFB) over the feedback link in λ2n channel
uses (active feedback). The transmitter estimates q as qˆ = {w˜1, w˜2}, by means of the decoding regions of Figure
9, defined in (51):
Rw,w′ =
{
zλ2n : ||uλ2n(q = {w,w′})− zλ2n|| ≤ ||uλ2n(q = {w,w′′})− zλ2n|| and, (51)
||uλ2n(q = {w,w′})− zλ2n|| ≤ ||uλ2n(q = {w′, w′′})− zλ2n||} .
Fig. 9. Decoding regions for active feedback. Here, d′′ =
√
3nPFB and d′′1 =
√
nPFB.
At the end of the feedback stage an error occurs if the most likely pair determined at the receiver q is different
from that decoded at the transmitter qˆ. Recalling that W = 1 was sent, the active feedback leads to an error if the
transmission stage led to a signal received in either A′12 or A
′
13, and one of the following two events occur:
EAFB1 =
{(
Zλ2n ∈ R13 ∪R23
) ∩ (Y λ1n ∈ A′12)} (52)
EAFB2 =
{(
Zλ2n ∈ R12 ∪R23
) ∩ (Y λ1n ∈ A′13)} . (53)
In the events above, note that although qˆ may contain the true codeword (i.e. if W = 2, q = {1, 2} and qˆ = {2, 3}),
if qˆ does not match q exactly, it is counted as an error. We do this as in the upcoming retransmission stage, antipodal
signaling is used to correct potential decoding errors: a negative symbol indicates the true message is the largest
(number) in the pair, a positive symbol the smallest (number) in the pair. As such, while in some cases an erroneous
qˆ could still lead to the correct re-transmission, we choose to simply count them all as errors and require qˆ = q.
Let P(EAFB) denote the probability that either of the two events happen. Then P(EAFB) ≤ P(EAFB1) + P(EAFB2) =
2P(EAFB1), and the achievable error exponent results from (9) and the use of a simplex code:
lim
n→∞−
1
n
log (P(EAFB)) := EEAFB ≥
3
8
PFB
σ2FB
. (54)
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3. Retransmission: The last stage lasts for the remaining λ3n channel uses. At this point, transmitter and receiver
have estimates of the two most likely codewords, q = {wˆ1, wˆ2}, and qˆ = {w˜1, w˜2}, which we assume are the same
otherwise this is counted as an error in the feedback stage. Then, based on qˆ, the transmitter uses antipodal signaling
to send the true codeword among these two candidates using its remaining power:
Xλ3n =

√
(1− λ1)nP · (+1, 0, ..., 0), if w = min{w˜1, w˜2}√
(1− λ1)nP · (−1, 0, ..., 0), if w = max{w˜1, w˜2}
(0, 0, ..., 0), otherwise.
(55)
Note that the transmission of this signal employs one channel use only, and that parameters λ1, λ2 and λ3 are
used for proper power allocation. Message decoding follows a similar approach as that proposed in [20], where
the receiver decodes message W immediately at the end of the transmission stage if yλ1n is received within a
protection region and ignores all other signals received in other channel uses. If yλ1n is not in any Bw, the decoder
determines the most likely codeword pair based on minimum distance decoding and sends it to the transmitter using
active feedback. Once the second stage is finished, the receiver waits for the retransmission signal, and uses it along
with the first stage transmission to determine Wˆ using the decoding rule in (56), as with passive feedback [20]:
wˆ = arg min
w∈{wˆ1,wˆ2}
||xn(w)− yn|| (56)
= arg min
w∈{wˆ1,wˆ2}
(||xλ1n(w)− yλ1n||2 + ||xλ3n(w)− yλ3n||2) 12 .
The decoder errs if given that yλ1n is outside the protection regions and the feedback stage led to q = qˆ, the
following event occurs:
ERT = {(w ∈ q = {wˆ11 , wˆ12}) ∩ (w ∈ qˆ = {w˜11 , w˜12}) ∩ (wˆ 6= w)} . (57)
Then, the error exponent (58) can be derived in a similar way as in [20, P(E2) in Section II-A] yielding:
lim
n→∞−
1
n
log (P(ERT)) := EERT ≥
(
1− λ1
4
)
P
2σ2
. (58)
The overall error exponent expression is derived from (49), (54) and (58), as the minimum of the three stages’
E12
(
M = 3,
P
σ2
,
PFB
σ2FB
, s
)
≥ min
{
λ1P
8σ2
(s2 − 2s+ 4), 3
8
PFB
σ2FB
,
(
1− λ1
4
)
P
2σ2
}
. (59)
Equating the first and third terms, we obtain λ1 as: λ1 = 4s2−2s+5 . This reduces the number of arguments of (59)
to two, which leads to (21) evaluated at M = 3.
In the above, we have sketched the overall scheme and left out the details of the probability of error analysis. We
present this next in greater detail for M = 3, with the goal of making the extension to arbitrary M more transparent.
Probability of error analysis: The error exponent expression of Equation (59) corresponds to the minimum of the
contribution to the probability of error of three events. By symmetry and without loss of generality, we assume that
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message W = 1 is transmitted, and denote its transmission probability of error as P(error |W = 1) = P1(W 6= Wˆ ).
Note that P1(W 6= Wˆ ) = P2(W 6= Wˆ ) = P3(W 6= Wˆ ), and hence, since all three messages are equally likely, the
overall probability of error is P(error) = 13
∑3
i=1 Pi(W 6= Wˆ ) = P1(W 6= Wˆ ).
P1(W 6= Wˆ ) = P(Err.Tx) (60)
+ P
Err.FB |
Not in Prot.Reg.︷ ︸︸ ︷
Y λ1n ∈ {A′12 ∪A′13}
 · P(Y λ1n ∈ {A′12 ∪A′13})
+ P
Err.Rtx |
Not in Prot.Reg.︷ ︸︸ ︷
Y λ1n ∈ {A′12 ∪A′13}∩
No mis-coord. error︷ ︸︸ ︷
{W ∈ q} ∩ {W ∈ qˆ}

· P
({
Y λ1n2 ∈ {A′12 ∪A′13}
}
∩ {W ∈ q} ∩ {W ∈ qˆ}
)
,
where, Err.Tx, Err.FB and Err. Rtx correspond to error events for each corresponding stage described as:
• Error event in transmission stage: Err.Tx := Y λ1n ∈ {B2 ∪B3 ∪A′23}.
• Error events in FB stage given that Y λ1n was not received within a protection region:
Err.FB :=
{(
Zλ2n ∈ R12 ∪R23
) ∩ (Y λ1n ∈ A′13)} ∪ {(Zλ2n ∈ R13 ∪R23) ∩ (Y λ1n ∈ A′12)} .
• Error event in retransmission stage: Err.Rtx := {w 6= wˆ}.
Then, (60) can be expressed as:
P1(W 6= Wˆ ) = P(Y λ1n ∈ {B2 ∪B3 ∪A′23})
+ P
({(
Zλ2n ∈ R12 ∪R23
) ∩ (Y λ1n ∈ A′13)} ∪ {(Zλ2n ∈ R13 ∪R23) ∩ (Y λ1n ∈ A′12)})
· P (Y λ1n ∈ {A′12 ∪A′13})
+ P
({w 6= wˆ} ∩ {Y λ1n ∈ {A′12 ∪A′13 ∪A′23}} ∩ {W ∈ q} ∩ {W ∈ qˆ})
≤ P(Y λ1n ∈ {B2 ∪B3 ∪A′23}) (61)
+ P
({(
Zλ2n ∈ R12 ∩R23
) ∩ (Y λ1n ∈ A′13)}) · P (Y λ1n ∈ {A′12 ∪A′13})
+ P
({(
Zλ2n ∈ R13 ∩R23
) ∩ (Y λ1n ∈ A′12)}) · P (Y λ1n ∈ {A′12 ∪A′13})
+ P
({w 6= wˆ} ∩ {Y λ1n ∈ {A′12 ∪A′13}} ∩ {W ∈ q} ∩ {W ∈ qˆ})
≤ P(Y λ1n ∈ {B2 ∪B3 ∪A′23}) + P
({
Zλ2n ∈ R12 ∩R23
} ∩ {Y λ1n ∈ A′13})
+ P
({
Zλ2n ∈ R13 ∩R23
} ∩ {Y λ1n ∈ A′12})+ P ({w 6= wˆ} ∩ {W ∈ q} ∩ {W ∈ qˆ}) (62)
= P(ET ) + P(EAFB) + P(ERT ) (63)
Observe that the terms in the sum of Equation (62) correspond to the error events defined for each stage: the first
term is ET from Equation (48), the second and third terms correspond to EAFB (52) and (53), and the fourth is
related to ERT , Equation (57). Next, we show that the summation in (63) leads to the error exponent of Equation
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(59), and how the probabilities of these events can be upper bounded in a way that can be generalized to larger M .
Probability of error in the transmission stage: Probability of error event ET = {yλ1n ∈ {B2 ∪ B3 ∪ A′23}},
can be upper bounded similarly as in [20, see Figure 8], yielding error exponent (49) as2:
P(ET ) ≤ 2Q
(
d5
σ
)
(64)
≤ exp
(
−nλ1P
8σ2
(s2 − 2s+ 4)
)
,
Probability of error in the active feedback stage: If the transmission of W = 1 is received in regions A12∪A13,
the feedback transmission may cause a mis-coordination error (q 6= qˆ), whenever the events in Equations (52) and
(53) occur. Since P(EAFB) ≤ P(EAFB1) + P(EAFB2) = 2P(EAFB1), we can upper bound the P(EAFB1) probability to
obtain the error exponent expression of Equation (54) (active feedback stage) as:
P(EAFB1) = P
(
Zλ2n ∈ R13 ∪R23 | Y λ1n ∈ A′12
) · P(Y λ1n ∈ A′12) (65)
≤ P (Zλ2n ∈ R13 ∪R23 | Y λ1n ∈ A′12)
≤ 2Q
(
d′′
2σFB
)
= 2Q
(√
3nPFB
2σ1
)
≤ exp
(
−n3PFB
8σ2FB
)
.
Probability of error for the retransmission stage: The probability of error of this stage is linked to the
occurrence of the event ERT, and shown in (66). The errors produced in the previous stages are captured by the
corresponding error events defined above. Therefore, this transmission assumes that the two previous stages are
correct, which is equivalent to the noiseless passive feedback case analyzed in [20], in which transmitter and receiver
agree on the most likely pair of codewords (for the active feedback setting of this scheme, this is equivalent to
q = qˆ). Thus, the probability of error leading to the error exponent of (58) (via a Chernoff upper-bound) is derived
in a similar manner and given by:
P(ERT) = Q
(√(
1− λ1
4
)
P
σ2
n
)
. (66)
It follows that Equation (59) results from plugging in Equations (64), (65) and (66) into (63) and noting that the
error exponent is dominated by the minimum exponential decay of the three terms.
B. Generalization to the transmission of M messages
In [20], the authors present a geometric approach that allows generalizing the result they found for M = 3 to any
arbitrary M . Here, we utilize a similar generalization for the result we presented for active feedback. In this approach,
all distances utilized for three messages are generalized to any M using the relation d(3)j = d
(M)
j
√
3(M − 1)/(2M).
2Where Q(x) = 1√
2pi
∫∞
x exp
(
− y2
2
)
dy.
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Since the first and third stages follow in the same way as that for passive feedback, we use the results in [20,
Appendix]. For the transmission stage:
P(ET ) ≤M2Q
(
d
(M)
5
)
(67)
≤ M
2
2
exp
(
−n Mλ1
12(M − 1)
P
σ2
(s2 − 2s+ 4)
)
, (68)
and for the retransmission stage:
P(ERT ) = Q
(
−
√(
1− λ1 M − 2
2(M − 1)
)
PFB
σ2FB
)
(69)
≤ 1
2
exp
[
−n P
2σ2
(
1− λ1 M − 2
2(M − 1)
)]
. (70)
In the feedback stage, the most likely codeword pair q is returned to the transmitter. Since the antipodal signaling
of the retransmission stage sends a positive signal to indicate the true message is the smallest of the pair, and a
negative signal to indicate the true message is the largest. The order of the elements in each pair does not matter
as long as the pair is correctly identified. As such, since there are
(
M
2
)
such unordered pairs the size of the simplex
code used in the active feedback stage is
(
M
2
)
, and the probability of error of this stage can be upper bounded as
in (9):
P(EAFB) ≤ (M − 1) ·Q
√√√√nPFB
σ2FB
(
M
2
)
2
((
M
2
)− 1)
 (71)
≤ M − 1
2
exp
−nPFB
σ2FB
(
M
2
)
4
((
M
2
)− 1)
 . (72)
Finally, the overall error exponent is:
EAS12 = lim sup
n→∞
− 1
n
lnP(error) (73)
≥ lim sup
n→∞
− 1
n
max {lnP(ET ), lnP(EAFB), lnP(ERT )} (74)
≥ min
λ1 MP12σ2(M − 1)(s2 − 2s+ 4), PFBσ2FB
(
M
2
)
4
((
M
2
)− 1) , P2σ2
(
1− λ1 M − 2
2(M − 1)
) . (75)
By equating the first and third arguments, λ1 =
6(M−1)
M(s2−2s+4)+3(M−2) , thus yielding (21).
V. ACHIEVABLE ERROR EXPONENTS FOR THE ONE-WAY AWGN CHANNEL UNDER THE EXPECTED BLOCK
POWER CONSTRAINT AND THE TRANSMISSION OF M MESSAGES: PROOF OF THEOREM 2.
This section presents the proof of Theorem 2, as an extension of the achievability result derived by Kim, Lapidoth
and Weissman in [19] under the EXP power constraint for the transmission of two messages for the channel of
Figure 4. We show how this technique can be extended to any finite number of messages M . The case of M = 3
is first introduced using a geometric approach that can be easily extended to larger M . Our generalization is
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based on a modification of the building block (BB) originally designed for the transmission of two messages
and proposed in [19]. The building block for general M uses a different retransmission encoding function, that
generates retransmission codewords of length M , in contrast to that of length one employed for the transmission
of two messages.
Next, we summarize the operation of the original building block, which comprises three stages and achieves an
error exponent of 2Pσ2 for a block length n (if used in the forward direction, or
2PFB
σ2FB
for messages in the backwards
direction). The first n− 1 channel uses are used to transmit message w ∈ {0, 1} using the following signaling:
Xk(w) =

√
P , if w = 0
−√P , if w = 1
. (76)
At the end of this transmission the receiver computes S =
∑n−1
i=1 Yi and declares the transmission to be either
non-valid (NACK) if
∣∣∣ 1n−1 · S∣∣∣ ≤ (1− δ)√P , or otherwise, valid (ACK). The distribution of Sn−1 is N (√P , σ2n−1 ),
if w = 0, and N (−√P , σ2n−1 ), if w = 1, as illustrated in Figure 10.
NACK
ACK
ACK
Fig. 10. Distribution of random variable S
n−1 . The NACK region in shown in red, whereas the ACK regions are shown in light blue.
We term the region in which a NACK is declared as the “NACK band” (to be re-used again later, shown in
Figure 10). In the feedback stage, the ACK/NACK decision is sent to the transmitter using a single zero or a
single very high amplitude signal respectively. Since the NACK event occurs with exponentially small probability
(as demonstrated in [19, Equation (126)]), this transmission satisfies the EXP power constraint. The transmitter
correspondingly decodes these transmissions as “ACK”/“NACK”. To this end, it compares the single channel use
received signal with a very large threshold, which achieves an asymptotically infinite error exponent (see [19,
Equations (128a), (128b)]). The retransmission stage depends on feedback stage result. Thus, if a “NACK” is
declared at the transmitter, a very high amplitude antipodal signaling is used to retransmit the original message,
again achieving an infinite error exponent (see [19, Equations (130a), (130b)]). The only source of error in this BB
is caused by incorrect decoding when the ACK event is declared at the receiver. This scheme yields error exponent
2P
σ2 , as shown in [19, Equation (138)].
The BB is used as part of a three stage scheme, the first two lasting for n−12 channel uses and the last one for a
single channel use: in the first stage, the BB is used to transmit the original message W , which is decoded by the
receiver as W ′ = Wˆ . In the second stage, the BB is used to feed back W ′, thus the transmitter can estimate the
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symbol received at the destination as W ′′ = Wˆ ′, and compare it with the true message W . Finally, a single channel
use retransmission stage is used to encode the true message in the polarity of a very high amplitude antipodal
signaling when W 6= W ′′, or a silent transmission when the preliminary decision is correct (W = W ′′). The key
feature of this scheme is the use of very reliable high amplitude transmissions occurring with exponentially small
probability.
Next, we present a modification of the BB for M = 3 messages and explain how the modified version may be
used in an analogous three stage communication scheme.
A. A communication building block for M = 3 messages
Consider the AWGN channel with active feedback of Figure 1 and described by Equations (4) and (5), where
both channel inputs are subject to EXP power constraints: E
[∑n
k=1X
2
k
] ≤ nP and E [∑nk=1 U2k ] ≤ nPFB. The
building block for the transmission of M = 3 messages chosen equally likely from W ∈ {1, 2, 3} and block length
n, consists of three stages: transmission, feedback and retransmission, which we present in the following section.
1) Building block operation: The first stage uses the simplex code C
(
W,√nP
)
and lasts for j = n−4 channel
uses. During this transmission the receiver remains silent. Figure 11 shows the constellation resulting from encoded
messages xj(w) as well as their corresponding decoding regions. Similar to the BB for two messages, once the first
stage is complete, the receiver uses the sequence yj to determine whether the received signal is a valid transmission
(ACK), or non-valid (NACK). The latter occurs for signals received within the gray “NACK bands” regions shown
below. The width of these bands is proportional to the distance between any two symbols and parametrized by
t ∈ (0, 1). Each region Ai for i ∈ {1, 2, 3} corresponds to the decoding region for messages wi ∈ W . An ACK
NACK BANDS
Fig. 11. Nack-Bands Regions, here d′ =
√
3nP .
event is declared if: yj ∈ ⋃3i=1Ai, otherwise, the receiver declares a NACK. In general, each ACK region Ai
corresponds to a space determined by M − 1 hyperplanes defined in M − 1 dimensions. Specifically, ACK regions
are determined by the hyperplanes between symbol i and each of the other M − 1 symbols, each plane being
perpendicular to the line connecting them and located at a distance dA from symbol i. To illustrate this for M = 3,
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consider the case of A1: there exists two hyperplanes (two lines), one between symbols 1− 2 and another between
1− 3. Each line can be represented using point H1 : (H1u , H1v ) (which belongs to both lines) and the vectors in
the direction of the lines connecting connecting symbols 1− 2 and 1− 3 respectively. Note that the coordinates of
points Hi can be determined using distance dC , that depends on dA and the angle αC as dC = dAsinαC . Next, we
present the ACK region definition for A1 only, since those for A2 and A3 follow in a similar way:
A1 =
yj := (y1, y2) : y2 ≥ −
(
xj1(3)− xj1(1)
)
xj2(3)− xj2(1)
(y1 −H1u) +H1v
and y2 ≥
−
(
xj1(2)− xj1(1)
)
xj2(2)− xj2(1)
(y1 −H1u) +H1v
 . (77)
Assume without loss of generality that W = 1 was sent. The transmitter is informed of the receiver’s decoding
decision (ACK/NACK event declaration) using the single channel use feedback codeword in (78) that yields
codeword Uj+1. If a NACK occurs, a very high amplitude signal is transmitted since P1(NACK) is exponentially
small, otherwise a zero is transmitted.
Uj+1 =

0, if ACK√
∆
P1(NACK)
, if NACK
. (78)
By symmetry, note that P1(NACK) = P2(NACK) = P3(NACK). To verify that NACK events are very rare, observe
first that: P1(NACK) = 1− P1(ACK). An upper bound on P1(NACK) follows from lower bounding P1(ACK) as
P1(ACK) ≥ P1(yj ∈ A1) ≥ 1− 2Q
(
dA
σ
)
, (79)
such that
P1(NACK) ≤ 2Q
(
dA
σ
)
≤ exp
(
− d
2
A
2σ2
)
. (80)
The last inequality comes from applying the Chernoff upper bound on the Q-function, valid for x > 0, as Q(x) ≤
1
2 exp
(−x2/2). Plugging in dA = 12 (d′ − td′) and since d′ = √3nP , the probability of the NACK event is upper
bounded as (81), which shows that a NACK event occurs with exponentially small probability:
P1(NACK) ≤ exp
(
−n 3P
8σ2
(1− t)2
)
. (81)
Signal uj+1 is sent through the noisy feedback channel and decoded by the transmitter by comparing the received
zj+1 with a large threshold Υ. A “NACK” is declared if zj+1 > Υ, otherwise, an “ACK” is declared. As in [19], Υ
is chosen to be n, and one can verify that with this choice, Pw(“NACK” | ACK) and Pw(“ACK” | NACK) decay
to zero in n faster than any exponential, for all w ∈ {1, 2, 3}, i.e.
− lim
n→∞
1
n
lnPw(“NACK” | ACK) = +∞ (82)
− lim
n→∞
1
n
lnPw(“ACK” | NACK) = +∞. (83)
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The retransmission stage transmits a length M = 3 codeword that is generated depending on the true message and
whether a “NACK” or an “ACK” is declared by the transmitter at the end of the feedback stage. This codeword is
generated using the code G
(
W,
√
P
Pw(“NACK”)
)
for the transmission of |W|+1 = M+1 messages: w′ ∈ {W∪{0}}
yielding retransmission codewords XM (w′), defined in Equation (84) for M = 3. The code consists of an all zeros
codeword associated to the “ACK” event regardless of what true message W is, and an index location based
signaling in which the codeword is only non-zero in the location indexed by the true message W = w ∈ {1, ..,M},
i.e. transmits a very high amplitude
√
P
Pw(“NACK”)
in position w (since Pw(“NACK”) is exponentially small) and
zero in all the remaining M − 1 positions. Thus, if the true message is W = 1 and a “NACK” is declared at the
transmitter, only the first slot of the retransmission codeword sequence contains a high amplitude signal, while the
other two will be zero.
XM=3(w′) =

√
P
Pw(“NACK”)
· (0, 0, 0), if “ACK” & ∀w′√
P
Pw(“NACK”)
· (1, 0, 0) , if “NACK” & w′ = 1√
P
Pw(“NACK”)
· (0, 1, 0) , if “NACK” & w′ = 2√
P
Pw(“NACK”)
· (0, 0, 1) , if “NACK” & w′ = 3
. (84)
At the end of the retransmission stage, the receiver makes a decision by comparing the signals received in the
last M = 3 time slots, yi for i = {n− 2, n− 1, n} with a very large threshold Υ = n, such that:
− lim
n→∞
1
n
lnP1
(
Yi < Υ | Xi =
√
P
P1(“NACK”)
)
= +∞ (85)
− lim
n→∞
1
n
lnP1 (Yi > Υ | Xi = 0) = +∞. (86)
To provide some insight into the decoding rule operation, note from (84) and the assumption W = 1 is sent, that
the received signal at the i-th position during the last M channel uses, Yi, is a random variable which is distributed
in the case of “ACK” as:
Yi ∼ N
(
0, σ2
)
, for i = n− 2 and i = n− 1 and i = n, (87)
whereas for “NACK” as:
Yi ∼

N
(√
P
P1(“NACK”)
, σ2
)
, if i = n− 2
N (0, σ2) , if i = n− 1 and i = n. (88)
Observe that at the end of the three stages, (85) and (86) guarantee that once the retransmission sequence of
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length M is received, the decoder can use the following rule to determine Wˆ as:
Wˆ =

W˜ , if ACK
1, if NACK and Yn−2 > Υ , Yn−1 < Υ , Yn < Υ
2, if NACK and Yn−2 < Υ , Yn−1 > Υ , Yn < Υ
3, if NACK and Yn−2 < Υ , Yn−1 < Υ , Yn > Υ
, (89)
where W˜ corresponds to the codeword decoded at the receiver based on the sequence received in the first j =
n− (M + 1) channel uses using the minimum distance decoding rule
W˜ = arg min
w∈{1,2,3}
||xj(w)− yj ||. (90)
2) Probability of error analysis: Assuming W = 1 was sent, note from the geometry of the problem in Figure
11, that it suffices to upper bound P(error) = P1(W 6= Wˆ ) as
P1(error) =
≤1︷ ︸︸ ︷
P1(NACK)P1(“NACK” | NACK) ·
exceedingly small by (85) and (86)︷ ︸︸ ︷
P1(error | NACK , “NACK”)
+
≤1︷ ︸︸ ︷
P1(NACK)
exceedingly small by (83)︷ ︸︸ ︷
P1(“ACK” | NACK) ·
≤1︷ ︸︸ ︷
P1(error | NACK , “ACK”)
+
≤1︷ ︸︸ ︷
P1(ACK)
exceedingly small by (82)︷ ︸︸ ︷
P1(“NACK” | ACK) ·
≤1︷ ︸︸ ︷
P1(error | ACK , “NACK”)
+ P1(ACK)P1(“ACK” | ACK) · P1(error | ACK , “ACK”)
.
= P1(ACK)P1(“ACK” | ACK) · P1(error | ACK , “ACK”)
≤ P1(error | ACK , “ACK”)
= P1(error | ACK). (91)
Equation (91) is similar to [19, Equation (132)]. To upper bound P1(error | ACK) note first that an ACK implies
the received signal is within one of the three codeword regions Aw (shown in Figure 11). Since W = 1, an error
occurs only if the received signal is in one of the two codeword regions A2 or A3, and so
P1(error | ACK) = P1(error,ACK)
P1(ACK)
=
P1
(
yj ∈ A2 ∪A3
)
P1 (yj ∈ A1 ∪A2 ∪A3) . (92)
By symmetry, P1(yj ∈ A2) = P1(yj ∈ A3), and hence
P1
(
yj ∈ A2 ∪A3
) ≤ P1 (yj ∈ A2)+ P1 (yj ∈ A3)
= 2P1
(
yj ∈ A2
)
≤ 2Q
(
dB
σ
)
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≤ exp
(
−n 3P
8σ2
(1 + t)2
)
(93)
where, dB = 12 (d
′ + td′) is as shown in Figure (11). We can further upper bound (92) by lower bounding the
denominator as:
P1
(
yj ∈ A1 ∪A2 ∪A3
) ≥ P1 (yj ∈ A1)
≥ 1− 2Q
(
dA
σ
)
≥ 1− exp
(
−n 3P
8σ2
(1− t)2
)
. (94)
Therefore, (92) can be written as:
P1(error | ACK) ≤
exp
(−n 3P8σ2 (1 + t)2)
1− exp (−n 3P8σ2 (1− t)2) .= exp
(
−n 3P
8σ2
(1 + t)2
)
. (95)
Finally, the achievable error exponent for the building block, since parameter t can be chosen sufficiently close to
1, is:
EEXPBB ≥
3P
8σ2
(1 + t)2 =
3P
2σ2
. (96)
Equation (96) shows that the building block leads to a four-fold gain over non-feedback transmission under the AS
power constraint in (9): EAS = 3P8σ2 . This also illustrates how a more flexible power constraint may lead to higher
achievable error exponents. Next, following [19], we utilize the building block for the transmission of M = 3
messages in a three-stage communication scheme.
B. A transmission scheme based on the building block for the transmission of M = 3 messages under the EXP
power constraint
This scheme comprises three stages: transmission, feedback and retransmission, lasting λ(n−M), (1−λ)(n−M)
and M channel uses respectively for λ ∈ (0, 1). In the transmission stage, the message W is transmitted using the
building block, using power 1λP −η on the forward link and η in the feedback link. The transmitter reserves power
0 < η < min{P, PFB} to provide feedback to the receiver’s transmission in the next stage. Denoting the estimation
of the true message at the end of this stage by W ′, using (96), the probability of error of this stage is:
P1(W
′ 6= W ) = exp
(
−λ(n−M)3(
1
λP − η)
2σ2
)
.
= exp
(
−n3(P − λη)
2σ2
)
. (97)
In the feedback stage, W ′ is sent to the transmitter using the building block in (1− λ)(n−M) channel uses. The
receiver uses power 11−λPFB − η while the transmitter uses η. The estimate W ′′ = Wˆ ′ leads to the probability of
error, given by (96):
P1(W
′′ 6= W ′ |W ′) .= exp
(
−n3(PFB − (1− λ)η)
2σ2FB
)
. (98)
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The retransmission stage follows similarly as in the building block, but using code G
(
W,
√
P
Pw(W ′′ 6=W )
)
. Thus,
the transmitter compares W ′′ with W = w, and generates a length M retransmission codeword using (99) (shown
for M = 3).
XM (w) =

√
P
Pw(W ′′ 6=W ) · (0, 0, 0), if W ′′ = W√
P
Pw(W ′′ 6=W ) · (1, 0, 0), if W ′′ 6= W & w = 1√
P
Pw(W ′′ 6=W ) · (0, 1, 0), if W ′′ 6= W & w = 2√
P
Pw(W ′′ 6=W ) · (0, 0, 1), if W ′′ 6= W & w = 3
. (99)
Finally, the receiver uses the decoding rule of Equation (100) (setting W˜ = W ′) to estimate message W , based on
the length M = 3 codeword received during the retransmission stage:
Wˆ =

W ′, if Yn−2 < Υ , Yn−1 < Υ , Yn < Υ
1, if Yn−2 > Υ , Yn−1 < Υ , Yn < Υ
2, if Yn−2 < Υ , Yn−1 > Υ , Yn < Υ
3, if Yn−2 < Υ , Yn−1 < Υ , Yn > Υ
. (100)
As in the building block decoding rule, each of the M signals YMi is compared with a threshold Υ = n, which
has been chosen to be very large such that:
− lim
n→∞
1
n
lnPw
(
Yi < Υ | XMi =
√
P
Pw(W ′′ 6= W )
)
= +∞ (101)
− lim
n→∞
1
n
lnPw
(
Yi > Υ | XMi = 0
)
= +∞. (102)
Note that Pw(W ′′ 6= W ) can be shown to be exponentially small too.
The probability of error of this communication scheme, considering decoding rule of Equation (100), along with
(101) and (102) is:
P1(error) =
negligible by (102)︷ ︸︸ ︷
P1(error |W ′′ = 1,W ′ = 1) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 1,W ′ = 1)
+ P1(error |W ′′ = 1,W ′ = 2) · P1(W ′′ = 1,W ′ = 2)
+ P1(error |W ′′ = 1,W ′ = 3) · P1(W ′′ = 1,W ′ = 3)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 2,W ′ = 1) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 2,W ′ = 1)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 2,W ′ = 2) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 2,W ′ = 2)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 2,W ′ = 3) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 2,W ′ = 3)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 3,W ′ = 1) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 3,W ′ = 1)
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+negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 3,W ′ = 2) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 3,W ′ = 2)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 3,W ′ = 3) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 3,W ′ = 3)
.
= P1(error |W ′′ = 1,W ′ = 2) · P1(W ′′ = 1,W ′ = 2)
+ P1(error |W ′′ = 1,W ′ = 3) · P1(W ′′ = 1,W ′ = 3)
≤ P1(W ′′ = 1,W ′ = 2) + P1(W ′′ = 1,W ′ = 3). (103)
Since P1(W ′′ = 1,W ′ = 2) = P1(W ′′ = 1,W ′ = 3),
P1(error) ≤ 2P1(W ′′ = 1,W ′ 6= W ). (104)
Using (97) and (98), (104) can be written as:
P1(error) ≤ 2P(W ′′ = 1 |W ′ 6= W,W = 1) · P(W ′ 6= W |W = 1)
= 2
(
1
2
exp
(
−n3(PFB − (1− λ)η)
2σ2FB
))
· exp
(
−n3(P − λη)
2σ2
)
. (105)
Above, the 12 factor next to the first exponential function results from the fact that when W
′ 6= 1 is sent back to the
transmitter (meaning that W ′ = 2 or W ′ = 3), a retransmission error will occur only for the case a W ′′ = W = 1′
(P1(W ′′ 6= W ′ | W ′)), implying that for any W ′ 6= W only half of the possibilities may lead to W ′′ = 1. Then,
from (105), it follows that:
P1(error)
.
= exp
(
−n
(
3(P − λη)
2σ2
+
3(PFB − (1− λ)η)
2σ2FB
))
. (106)
This result implies that the following error exponent is achievable since η can be chosen sufficiently small:
EEXP ≥ 3
2
(
P
σ2
+
PFB
σ2FB
)
. (107)
Next, we generalize this result for any finite number of messages M . First, we show the generalization of the
building block operation, followed by its use in the three stage communication scheme.
C. Building block for general finite M
This generalization is based on the use of a simplex code of M messages for the transmission and feedback
stages, with symbols having energy nP and nPFB respectively. First, we transform the geometry for M = 3 into
the higher dimensional space required for a constellation of size M using the mapping introduced in [20]. For
notational convenience, let the distance between two codewords shown in Figure 11 and denoted as d′ for M = 3,
be denoted as d′(3). Then, the equivalent distance for general M is denoted as d′(M). The following relation holds
for all M , i.e. using (108) for a simplex code of size M = 4 yields d′(4) =
√
nP
√
8
3 ,
d′(M) = d′(3)
√
2M
3(M − 1) . (108)
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The building block operation for M > 3 remains unchanged. Thus, it suffices to prove the exponentially small
probability of the NACK event in this new space. A simplex code for M symbols requires (M − 1) dimensions,
in which the NACK bands region idea still hold. Next, we analyze the key elements and differences in the scheme
for the transmission of M messages.
1) NACK (M − 1)-volume and probability of NACK event: For M symbols, the NACK bands region becomes
an M − 1 dimensional space defined as the complement of the union of the ACK volumes: ⋃Mi=1Ai, where each
Ai is defined in a similar way as (77). Note that for M > 3, the M − 1 hyperplanes defining each Ai region can
be obtained using points Hi and the M − 1 vectors in the direction of the lines that connect the M − 1 symbols
to symbol i. Then, each Ai region corresponds to the space in the intersection of the regions above or below the
hyperplanes that contain symbol i.
W=1
W=2
W=3
W=4
dA
W=3
W=2
W=4
SIDE VIEW TOP VIEW
Fig. 12. Top view of a simplex code constellation for M = 4 and the hyperplanes defining A1. Distance dA corresponds to the distance along
the perpendicular line from symbol W = 1 to each of the three hyperplanes.
Assume without loss of generality that symbol W = 1 is transmitted. We first prove that the NACK event occurs
with exponentially small probability. As in the case of M = 3, since P1(NACK) = 1 − P1(ACK), we obtain a
lower bound on P1(ACK) to upper bound P1(NACK). For M symbols, an ACK event is declared whenever the
received signal, yj , lies within one of the Ai regions associated to each symbol:
P1(ACK) = P1(yj ∈
M⋃
i=1
Ai) (109)
≥ P1(yj ∈ A1)
≥ 1−
[
(M − 1)Q
(
d
(M)
A
σ
)]
,
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where d(M)A denotes the distance between symbol W = 1 and the NACK volume closest boundary, i.e. d
(M)
A =
(1− t)d′(M)2 , see Figure 12. Then,
P1(y
j ∈ A1) ≥ 1− (M − 1)
2
exp
{
−n P
4σ2
M
M − 1(1− t)
2
}
. (110)
Therefore, the upper bound on P1(NACK) ≤ 1− P1(ACK) can be written as:
P1(NACK) ≤ (M − 1)Q
(
d
(M)
A
σ
)
(111)
≤ M − 1
2
exp
(
− (d
(M)
A )
2
2σ2
)
.
Using the mapping in (108), and the equivalent distance d(M)A = (1 − t)
√
3nP
√
M
6(M−1) , we conclude that
P1(NACK) occurs with exponentially small probability
P1(NACK) ≤ M − 1
2
exp
(
−n 3P
2σ2
(
M
6(M − 1)
)
(1− t)2
)
. (112)
2) Probability of error analysis for the building block for M messages: As in the case of M = 3, once the
transmitter has sent codeword xj(w), the the receiver determines whether yj lies inside the NACK volume or in
one of the ACK regions Ai. Then, the signaling of (78) is used to report this result to the transmitter. The feedback
signaling decoding result may lead to a “NACK” or an “ACK” event decision that is used to generate the length
M retransmission, which exactly follows the M = 3 scheme. Therefore, a decoding error may occur only when
the receiver declares an ACK, and the decoding decision is solely based on yj . Since we assumed W = 1:
P1(error|ACK) = P1(error,ACK)
P1(ACK)
(113)
=
P1
(
yj ∈ ⋃Mi=2Ai)
P1
(
yj ∈ ⋃Mi=1Ai)
≤
∑M
i=2 P1
(
yj ∈ Ai
)
P1 (yj ∈ A1) ,
where the last inequality comes from the lower bound P1
(
yj ∈ ⋃Mi=1Ai) ≥ P1 (yj ∈ A1) for the denominator
and the union bound on the numerator. Next, noting that for all i ≥ 2, (see Figure 11):
P1(y
j ∈ Ai) ≤ Q
(
d
(M)
B
σ
)
, (114)
where d(M)B is the distance between symbol W = 1 and the furthest NACK region boundary: d
(M)
B = (1 + t)
d′(M)
2 .
By the mapping (108), the equivalent distance d(M)B = (1 + t)
√
3nP
√
M
6(M−1) . Then, by (110) and (114), and the
Chernoff bound:
P1(error|ACK) ≤
M−1
2 exp
{
−n P4σ2 MM−1 (1 + t)2
}
1− M−12 exp
{
−n P4σ2 MM−1 (1− t)2
} . (115)
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The denominator in (115) can be factored as:
1− M − 1
2
exp
{
−n P
4σ2
M
M − 1(1− t)
2
}
=
M − 1
2
exp
{
−n P
4σ2
M
M − 1(1− t)
2
}
· (116)[
M − 1
2
exp
{
+n
P
4σ2
M
M − 1(1− t)
2
}
− 1
]
,
such that for very large n, the expression in the brackets tends to M−12 exp
{
+n P4σ2
M
M−1 (1− t)2
}
and consequently,
the denominator of (115) tends to 1 for very large n. From this, we obtain:
P1(error|ACK) .= M − 1
2
exp
{
−n P
4σ2
M
M − 1(1 + t)
2
}
. (117)
Since parameter t can be chosen to be very close to 1, the achievable error exponent is:
EEXPBB ≥
P
σ2
M
M − 1 , (118)
where, the subscript BB stands for building block error exponent.
Note that for M = 2, (118) leads to the result of [19]: EEXP ≥ 2Pσ2 ; and for M = 3, it leads to (96): EEXP ≥ 3P2σ2 .
D. A three stage transmission scheme based on the building block for M messages
In general, the three stage operation remains unchanged. In the transmission stage, W is transmitted using the
building block. Note that P1(W ′ 6= W ) = P2(W ′ 6= W ) = ... = Pw(W ′ 6= W ). The receiver estimates W ′ with a
probability of error given by Equation (117):
P1(W
′ 6= W ) ≤ M − 1
2
exp
{
−λ(n−M) (
1
λP − η)
4σ2
M
M − 1(1 + t)
2
}
(119)
.
=
M − 1
2
exp
{
−n (P − λη)
4σ2
M
M − 1(1 + t)
2
}
.
For the feedback stage, W ′ is sent to the transmitter using the building block in (1 − λ)(n −M) channel uses.
By the simplex code geometry, P1(W ′′ 6= W ′ | W ′) = P2(W ′′ 6= W ′ | W ′) = ... = Pw(W ′′ 6= W ′ | W ′). The
feedback transmission yields a probability of error given by (117):
P1(W
′′ 6= W ′ |W ′) ≤ M − 1
2
exp
{
−(1− λ)(n−M) (
1
1−λP2 − η)
4σ2FB
M
M − 1(1 + t)
2
}
(120)
.
=
M − 1
2
exp
{
−n (P2 − (1− λ)η)
4σ2FB
M
M − 1(1 + t)
2
}
.
In the retransmission stage the transmitter compares W ′′ with W , and generates a retransmission codeword of
length M based on the index location code G
(
W,
√
P
Pw(W ′′ 6=W )
)
of size M . The final decoding rule follows
directly from extending (89) to M > 3, noting that (101) and (102) still hold.
The probability of error of this scheme is dominated by the events where an incorrect symbol is decoded after
the transmission stage, and the feedback stage leads to incorrectly decoding W ′′ as the true message.
P1(error)
.
=
negligible by (102)︷ ︸︸ ︷
P1(error |W ′′ = 1,W ′ = 1) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 1,W ′ = 1)
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+ P1(error |W ′′ = 1,W ′ = 2) · P1(W ′′ = 1,W ′ = 2)
+ P1(error |W ′′ = 1,W ′ = 3) · P1(W ′′ = 1,W ′ = 3)
+ ...
+ P1(error |W ′′ = 1,W ′ = M) · P1(W ′′ = 1,W ′ = M)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 2,W ′ = 1) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 2,W ′ = 1)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 2,W ′ = 2) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 2,W ′ = 2)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 2,W ′ = 3) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 2,W ′ = 3)
+ ...
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 2,W ′ = M) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 2,W ′ = M)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 3,W ′ = 1) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 3,W ′ = 1)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 3,W ′ = 2) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 3,W ′ = 2)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 3,W ′ = 3) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 3,W ′ = 3)
+ ...
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = 3,W ′ = M) ·
≤1︷ ︸︸ ︷
P1(W
′′ = 3,W ′ = M)
+ ..
+ .
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = M,W ′ = 1) ·
≤1︷ ︸︸ ︷
P1(W
′′ = M,W ′ = 1)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = M,W ′ = 2) ·
≤1︷ ︸︸ ︷
P1(W
′′ = M,W ′ = 2)
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = M,W ′ = 3) ·
≤1︷ ︸︸ ︷
P1(W
′′ = M,W ′ = 3)
+ ...
+
negligible by (101) and (102)︷ ︸︸ ︷
P1(error |W ′′ = M,W ′ = M) ·
≤1︷ ︸︸ ︷
P1(W
′′ = M,W ′ = M)
.
= P1(error |W ′′ = 1,W ′ = 2) · P1(W ′′ = 1,W ′ = 2)
+ P1(error |W ′′ = 1,W ′ = 3) · P1(W ′′ = 1,W ′ = 3)
+ ...
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+ P1(error |W ′′ = 1,W ′ = M) · P1(W ′′ = 1,W ′ = M)
≤ P1(W ′′ = 1,W ′ = 2) + P1(W ′′ = 1,W ′ = 3) + ...
...+ P1(W
′′ = 1,W ′ = M)
≤
M∑
k=2
P1(W
′′ = 1,W ′ = k) (121)
Since P1(W ′′ = 1,W ′ = 2) = P1(W ′′ = 1,W ′ = 3) = ... = P1(W ′′ = 1,W ′ = M),
P1(error) ≤ (M − 1)P1(W ′′ = 1,W ′ 6= W ). (122)
Using (120) and (121), (122) can be written as:
P1(error) ≤ (M − 1) · P(W ′ 6= W |W = 1) · P(W ′′ = 1 |W ′ 6= W,W = 1)
= (M − 1) · M − 1
2
exp
{
−n (P − λη)
4σ2
M
M − 1(1 + t)
2
}
· 1
2
exp
{
−n (PFB − (1− λ)η)
4σ2FB
M
M − 1(1 + t)
2
}
(123)
≤ (M − 1)
2
4
· exp
[
−nM(1 + t)
2
M − 1
(
(P − λη)
4σ2
+
(PFB − (1− λ)η)
4σ2FB
)]
. (124)
This result concludes the proof of Theorem 2, since the following error exponent is achievable, given η can be
sufficiently small and t very close to 1:
EEXPFBEXP
(
M,P, σ2, PFB, σ
2
FB
) ≥ M
M − 1
(
P
σ2
+
P2
σ2FB
)
. (125)
VI. ACHIEVABLE ERROR EXPONENTS REGION FOR THE TWO-WAY AWGN CHANNEL AND THE TRANSMISSION
OF M MESSAGES UNDER THE EXP POWER CONSTRAINT: PROOF OF THEOREM 5
In this section we present how the result of Theorem 5 can be obtained from the achievable error exponent for
the one-way AWGN channel presented in Section V. An initial result for the transmission of M = 2 messages can
be found in [34]; here we extend this to general M .
1) A Two-way Communications Building Block: A length n building block based on that in [19] is proposed for
two-way communications under the EXP power constraint for both directions. Messages W1 and W2 are transmitted
simultaneously following the channel model described by Equation (23). The probability of error given that Wi = wi
is sent in each direction follows directly from that obtained for the one-way channel building block, in particular,
as Equation (117). Then, by denoting the estimates of each transmitted message by W ′1 and W
′
2 respectively, the
probabilities of error on decoding messages Wi for each direction, conditioned on Wi = wi sent are:
Pi(3−i)(Wi 6= W ′i |Wi = wi) = Pwi(Wi 6= W ′i ) (126)
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Assume that messages W1 = W2 = 1 are transmitted, since by the geometry of the simplex code, the remaining
results follow in a similar way. Then, by (117), the above probabilities can be easily obtained as:
Pwi=1(error) ≤
M − 1
2
exp
{
−n Pi
4σ23−i
M
M − 1(1 + t)
2
}
(127)
Similarly, as t can be chosen very close to 1, the following pair is achievable for the two-way building block:
EEXPi(3−i) ≥
M
M − 1
Pi
σ23−i
. (128)
2) A three phase communication scheme for the two-way AWGN channel based on the use of the building
block: Similar to the one-way approach, we present a scheme based on the two-way building block comprised of
three stages: Transmission, Feedback and Retransmission, whose durations are respectively given by λ(n −M),
(1− λ)(n−M) and M channel uses, for λ ∈ (0, 1) .
1. Transmission: The two-way building block is used for the simultaneous transmission of messages W1 and W2
using λ(n−M) channel uses. These messages are estimated at their corresponding destinations as W ′1 and W ′2. We
allocate power K1P1 for the 1 → 2 direction transmission, and power K2P2 for the 2 → 1 direction. Parameters
K1,K2 ∈ [0, 1/λ] indicate the fraction of the available power that is allocated for the transmission phase in each
direction. Then, assuming the transmission of W1 = 1 and W2 = 1 and considering the building block probability
of error analysis of (117), we obtain the following for the i→ (3− i) directions respectively for i ∈ {1, 2}:
P
i(3−i)
wi=1
(W ′i 6= Wi) ≤
M − 1
2
exp
{
−λ(n−M) KiPi
4σ23−i
M
M − 1(1 + t)
2
}
, (129)
leading to the achievability of the following error exponent pair:
EEXPi(3−i) ≥ λ
M
M − 1Ki
Pi
σ23−i
(130)
2. Feedback: In this stage, the W ′i messages are sent back to the terminals they originated from, using (1−λ)(n−M)
channel uses. We parametrize the fraction of power allocated for this transmission by means of J1, J2 ∈ [0, 1/(1−λ)]
respectively for each terminal. At the end of this stage, each terminal has an estimate of the messages that were
fedback, denoted by W ′′i . Since these stage transmissions are performed using the basic two-way building block,
the probability of error for each direction is upper bounded by:
P
i(3−i)
wi=1
(W ′′i 6= W ′i ) ≤
M − 1
2
exp
{
−(1− λ)(n−M) JiPi
4σ23−i
M
M − 1(1 + t)
2
}
. (131)
3. Retransmission: At the end of the feedback stage, each terminal compares the true message Wi with that
estimated from the feedback received W ′′i . As a result of this comparison, a length M codeword based on the index
location code G
(
W,
√
Pi
P1(W ′′i 6=Wi)
)
is transmitted from each terminal, which is later decoded following the same
approach used for one-way AWGN channel for M messages. Note as well that the probability of error in each
direction follows seamlessly as the one-way case but using the appropriate power allocation factors:
P
i(3−i)
wi=1
(error) ≤ (M − 1)Pwi=1(W ′′i = 1,W ′i 6= Wi). (132)
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Using (120) and (121), (132) can be written as:
P
i(3−i)
wi=1
(error) ≤ (M − 1) · P(W ′i 6= Wi |Wi = 1) · P(W ′′i = 1 |W ′ 6= W,W = 1)
= (M − 1)M − 1
2
exp
{
−λ(n−M) KiPi
4σ23−i
M
M − 1(1 + t)
2
}
· 1
2
exp
{
−(1− λ)(n−M)J3−iP3−i
4σ2i
M
M − 1(1 + t)
2
}
, (133)
hence,
P
i(3−i)
wi=1
(error) ≤ (M − 1)
2
4
exp
{
−λ(n−M) KiPi
4σ23−i
M
M − 1(1 + t)
2 −(1− λ)(n−M)J3−iP3−i
4σ2i
M
M − 1(1 + t)
2
}
.
From this, the achievable error exponent, leading to (40) and (41), is for i ∈ {1, 2}:
Ei(3−i) ≥ M
M − 1
(
λ
KiPi
σ23−i
+ (1− λ)J3−iP3−i
σ2i
)
. (134)
Since during the retransmission stage there is only a high amplitude transmission occurring with exponentially small
probability, the power constraint holds
transmission phase︷ ︸︸ ︷
λ(n−M)KiPi +
feedback phase︷ ︸︸ ︷
(1− λ)(n−M)JiPi ≤ nPi. (135)
Since n is much larger than any finite M , the above equation can be written as:
[λ(n)Ki + (1− λ)(n)Ji]Pi ≤ nPi, (136)
and hence λKi + (1− λ)Ji ≤ 1 for λ ∈ [0, 1], K1,K2 ∈ [0, 1/λ) and J1, J2 ∈ [0, 1/(1− λ)).
VII. ON THE LARGEST NUMBER OF TRANSMITTED MESSAGES M
We now explore how large M may be while still achieving the presented error exponent regions. The main
restriction on M comes from our use of simplex codes for both the one-way and two-way AWGN channels.
These codes require all symbols to have the same energy and the same pairwise distance, as in an n-dimensional
tetrahedron. It is known [35], [36] [37, pp. 65–67, Proposition 4.1] that the unique solution to placing M ≤ n+ 1
equally likely points on the surface of a unitary sphere in Rn such that the distance between any two points is
maximized corresponds to a regular simplex. Thus, codewords of length n may be used to transmit a point from a
regular simplex code with M messages as long as M ≤ n+ 1.
A. Bounds on M for the AS constraint
In Theorem 1 the active feedback transmits the set of codeword pairs that is most likely to have occurred based
on the first stage of transmission, as described in Section IV, and this stage becomes the bottleneck, as this number
is L =
(
M
2
)
= M(M−1)2 . Figure 13 shows that the number of dimensions required by the simplex code in the
transmission stage is λ1(n− 1) whereas for the active feedback stage is λ2(n− 1). Only one channel use must be
used for the antipodal signaling of the retransmission stage, see Equation (55).
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Transmission of M messages
                             
Transmission of           messages
Transmission of 2 messages
Fig. 13. Achievability scheme block diagram for One-Way channel with AS constraint.
The number of dimensions a simplex code requires to support L symbols is thus
λ2(n− 1) = L− 1
=
M2 −M
2
− 1. (137)
In the first stage, the number of dimension of the simplex code is:
λ1(n− 1) = M − 1. (138)
Next, note from Figure 13, that the total block length n is:
λ1(n− 1) + λ2(n− 1) + 1 = n (139)
(M − 1) +
(
M2 −M
2
− 1
)
+ 1 = n (140)
The above result can be represented as the quadratic equation M2 +M − (2 + 2n) = 0 whose positive root is:
M =
√
8n+ 9− 1
2
=
√
2n+
9
4
− 1
2
(141)
Note that as n becomes large, M ≈ √2n may thus be supported. Then, parameters λ2 and λ1 can be derived from
(141), considering (137) and (138):
λ2 =
1
(n− 1)
(
M2 −M
2
− 1
)
=
n
(n− 1) +
1
2(n− 1) −
√
8n+ 9− 1
2(n− 1) (142)
λ1 =
1
(n− 1) (M − 1)
=
√
8n+ 9
2(n− 1) −
3
2(n− 1) (143)
39
In the above results, note that for large n, these two parameters tend to:
λ2 ≈ 1− 2√
2n
; λ1 ≈ 2√
2n
, (144)
In the case of passive feedback, [20], while it was not mentioned, observe that M can be as large as n by setting
the duration of the retransmission stage to one channel use, leaving n− 1 channel uses for the simplex code of the
transmission/passive-feedback stage, thus leaving room for exactly n symbols.
To analyze the relationship between M and n in the two-way channel, refer to Theorems 3 and 4, whose block
diagrams are depicted in Figure 4 in Section III. Recall that both terminals transmit the same number of messages
M . First, we consider the case of passive feedback, Theorem 3, that allocates the first λn channel uses to the
transmission of message W2 over the 1 ← 2 channel without feedback. The remaining channel uses are used for
the transmission of W1 in the opposite (weaker) direction with the help of passive feedback, which comprises two
stages: transmission/passive-feedback lasting for (1− λ)n− 1 channel uses, and retransmission lasting for a single
channel use (see [20, Section II-A]). Thus, the total block length n may be expressed as in Equation (145). Recalling
that the simplex code for M symbols transmitted in each direction requires M − 1 channel uses, it follows that the
number of messages to be transmitted can be as large as M ≈ n2 , since:
λn+ [(1− λ)n− 1] + 1 = n (145)
(M − 1) + (M − 1) + 1 = n
M =
n+ 1
2
To study the case of active feedback, consider the block diagram of Figure 2 (right), and the stage duration
labeling shown in Figure 14. We use parameters λ1 and λ2 (satisfying λ1 + λ2 = 1) to characterize the stage
durations supporting the largest number of messages M .
IDLE
IDLE
TWO-WAY AWGN CHANNEL WITH ACTIVE FEEDBACK
STRONG
WEAK
Fig. 14. Two-way AWGN channel achievability scheme for Theorem 3 and large M .
In the block diagram shown above, the feedback free transmission of the stronger direction (transmission of
message W2 in the 1 ← 2 direction), and the feedback-free transmission of the first stage of the active feedback-
aided scheme employed in the weaker direction (transmission of W1 in the 1→ 2 direction) occur simultaneously,
as both channels are independent. These transmissions are based on a simplex code of M symbols and therefore
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λ1(n − 1) = M − 1. The active feedback stage occurs in the next λ2(n − 1) channel uses, followed by a single
channel use for the retransmission, see Equation (55). Note that λ1 and λ2 are the same as those shown in Equation
(144). Also, note that the number of messages is mainly determined by the active feedback stage, since the largest
fraction of the block length n is used for this stage. Thus, again, M ≈ √2n.
B. Bounds on M for the EXP constraint
In this case, for the scheme presented in Theorem 2, M is constrained by the third stage. This stage corresponds
to the index location code we have proposed and lasts for M channel uses. This implies that only n−M channel
uses are available for the transmission and feedback stages. Each of these two stages transmits one out of M
possible messages from M = {1, 2, ...,M} using a simplex code, and requiring M − 1 channel uses. Thus, M
must satisfy (M − 1) + (M − 1) +M ≤ n, and hence M ≈ n3 for large n.
In the case of the two-way AWGN channel, the transmission of M = n3 in each direction determines the duration
of transmission and feedback stages as n3 , therefore, Theorem 5 is slightly modified by setting parameter λ =
1
3 ,
and may be restated as:
An achievable error exponent region for the two-way AWGN channel and the transmission of a finite number
of messages M under the EXP power constraint for both directions is given by the union over all error exponent
pairs (E12, E21)EXP over K1,K2 ∈ [0, 3] and J1, J2 ∈ [0, 3] such that 13Ki + 13Ji ≤ 1 for i = 1, 2. for which:
EEXP12 ≥
(
1
3
)(
K1
P1
σ22
+ J2
P2
σ21
)
EEXP21 ≥
(
1
3
)(
K2
P2
σ21
+ J1
P1
σ22
)
.
The achievable error exponent region achieved by the above equations is the same as that presented in Theorem 5,
Figure 7 and presented later in Figure 18 of the next section. Since no extra power is used for the retransmission
codeword (since it occurs with exponentially small probability), fixing λ = 1/3 does not affect the shape of the
time-sharing like triangular region as it can be achieved by proper power allocation characterized by parameters
Ki and Ji.
Results derived in this section are summarized in Table I, where we note that all corresponding theorems hold
with M as large as shown below (as n→∞).
TABLE I
SUMMARY OF RESULTS FOR THE LARGEST M IN EACH ACHIEVABILITY SCHEME
Power Contraint FB-type One-Way Two-Way
AS Passive n n2
Active
√
2n
√
2n
EXP Active n3
n
3
VIII. NUMERICAL SIMULATIONS
This section presents numerical simulations that evaluate the newly derived inner bounds for different SNR
conditions and number of messages. We begin with the one-way channel and illustrate how active feedback leads
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to larger achievable error exponents than passive feedback for the same SNR observed in the feedback link. Later,
we show error exponent regions for the two-way AWGN channel under the AS power constraint and observe the
effect of active and passive feedback for two SNR scenarios and the transmission of M = 3 messages. Next, we
present the achievable region under the EXP power constraint for different number of transmitted messages M .
Simulations also show the feedback-free and perfect feedback achievable error exponents (or regions in case of the
two-way channel) as references. From these, one can easily see when noisy feedback or interaction / adaptation
may be beneficial over a non-feedback scheme. The perfect feedback scenario provides an upper bound on what
can be achieved with noisy feedback (or the two-way channel).
A. Simulations for the One-Way AWGN Channel
Figure 15 presents a numerical evaluation that illustrates how under the AS power constraint, the active feedback
strategy proposed improves the error exponent over both existing passive and non-feedback schemes. This error
exponent (EASFB on the vertical axis) is characterized by Equation (21) –Theorem 1– for active feedback (shown
in blue solid line), and by Equation (18) for passive feedback –derived from Section II-B of [20]– (shown in red
dashed line). The non-feedback transmission error exponent provided by Equation (9), is also shown with a solid
black line as the benchmark to improve upon using noisy feedback. The three exponents are plotted for all possible
choices of parameter s ∈ (0, 1) on the horizontal axis.
s s
(18)
(21)
(21)
(18)
Passive Feedback
Active Feedback
Non-feedback
Theorem 1
Theorem 1
s´
Fig. 15. Error exponent for the One-Way AWGN channel under the AS constraint using noisy passive and active feedback –Equations (18) and
(21)–, and without feedback –Equation (9)–. The forward channel SNR is P
σ2
= 2 and feedback channel SNR is PFB
σ2FB
= 16 for M = 3.
Given the SNR pair we evaluated, observe that active and passive feedback provide a similar error exponent
improvement over the feedback-free exponent boundary (EAS = 3/4) over the interval s ∈ (s′, 1) for s′ =
√
21−1
5 ≈
0.71651. This occurs since Equations (18) and (21) are dominated by the first argument in the min operator (similar
for both equations). Outside this interval, passive feedback error exponent is dominated by the second argument,
and decays dramatically as s approaches zero, falling below the feedback-free error exponent. In contrast, active
feedback remains dominated by the first argument since the second one is larger than the first for all s ∈ (0, 1).
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Thus, it is easy to see that the a small s > 0 is the best choice for active feedback, since attains the largest exponent,
whereas for passive feedback, this is given for s′. The highest error exponent of the passive feedback scheme is
EASFB ≈ 0.7549238 < 0.755, that is less than 0.67% over the non-feedback transmission (0.75). Active feedback can
achieve an error exponent of up to 0.8, or 6.67% over the non-feedback error exponent.
In the case of ideal feedback, the second argument of the active and passive feedback error exponent expressions
will tend to infinity, and therefore to be dominated by the first argument. Thus, it can concluded that even with
perfect feedback, the largest gain that these two schemes may achieve is given by evaluating the first argument in
the min operator at s very close to zero, for example with M = 3, this leads to EASFB =
2
5
P
σ2 .
B. Simulations for the two-way AWGN Channel
This section shows two-way achievable error exponent regions under different power constraints.
1) Numerical simulation for M = 3 under AS power constraint: This simulation illustrates how under the AS
power constraint, and a two-way channel with one direction’s SNR much larger than the other, our schemes lead
to an achievable error exponent region that describes may improve over the feedback-free error exponent region of
the weak direction, at the price of a reduction of the one of the strong direction.
Consider Figure 16: the left plot depicts a two-way channel with SNRs P1
σ22
= 2 and P1
σ22
= 16, whereas on the
right, the SNRs are P1
σ22
= 2 and P1
σ22
= 160. Note that both plots include the non-feedback inner bound provided
by Proposition 1 depicted with a black solid line, the dotted green line corresponding to passive feedback based
interaction (Theorem 3), the dashed red line corresponding to active feedback based interaction (Theorem 4), and
the dashed orange line corresponding to the outer bound obtained from Pinsker’s noiseless feedback bound for the
one-way AWGN channel used for each direction [6]. Note that for the evaluated SNR conditions, active feedback
achieves a higher error exponent in the 1 → 2 direction at a smaller reduction in the 1 ← 2 direction, than the
scheme based on passive feedback. This reduction is caused by the amount of power conceded by terminal 2 to
provide feedback and improve the error exponent of terminal 1.
Fig. 16. Error exponent region for the two-way AWGN channel under the AS constraint and the transmission of three messages.
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Figure 17 shows the achievable error exponent region obtained by Theorems 3 and 4 for different values of M .
Note that as M increases, the achievable feedback-free error exponent in both directions decrease until 1/4 of the
corresponding channel SNR. This numerical evaluation allows us to observe that active feedback always attains
error exponents above those attained with passive feedback.
Fig. 17. Achievable error exponent regions provided by Theorems 3 and 4 for different values of M .
2) Numerical simulation for M under EXP power constraint: Figure 18 shows the achievable error exponent
region for the two-way AWGN channel with active noisy feedback under the EXP power constraint for an increasing
number of transmitted messages M . The largest region is attained for the transmission of two messages, as studied
in [34]. It is interesting that the triangular regions are bounded by a line of similar slope but decreasing in sum-value
as M increases. Note that the red line corresponds to a very large M and that even for this case, the EXP constraints
yield an achievable region that completely contains what is achievable under the AS and shown with a dotted line
at the bottom left.
Inner/Outer bound
AS
M=2
M=3
M=4
M=5
M=6
M=7
           M (large)
Fig. 18. Achievable error exponent region for the two-way AWGN channel with active noisy feedback under the EXP power constraint and
symmetric SNR.
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IX. CONCLUSIONS
Achievable error exponents for the one-way and two-way AWGN channel under the AS and EXP power constraints
were derived for the transmission of an arbitrary but finite number of messages. The main conclusions drawn are
that, under the AS power constraint, noisy feedback schemes may achieve error exponents between the feedback-
free and perfect feedback, and are only beneficial when the feedback channel SNR is (considerably) larger than the
forward channel SNR. We considered both passive noisy feedback and encoded / active feedback that make use of
simplex codes. In the two-way setting, we demonstrated achievable error exponent pairs that illustrate a tradeoff
between allocating resources towards one channel’s transmission versus aiding in feedback for the other.
In contrast to the AS, the EXP power constraint allows more flexibility in coding and power allocation strategies.
In particular, it allows transmitters to generate very high amplitude transmissions (that allow for very high error
exponents) with exponentially small probability while still meeting the power constraints. By extending the error
exponents for the one-way AWGN channel with active noisy feedback for two messages by Kim, Lapidoth and
Weissmann to any arbitrary but finite number of messages M , we obtained a general expression for achievable
one-way error exponents and showed how they may be incorporated into error exponent regions for the two-way
AWGN channel.
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