Abstract. Absolutely continuous functions of n variables were recently introduced by J. Malý [5] . We introduce a more general definition, suggested by L. Zajíček. This new absolute continuity also implies continuity, weak differentiability with gradient in L n , differentiability almost everywhere and the area formula. It is shown that our definition does not depend on the shape of balls in the definition.
Introduction.
Absolutely continuous functions of one variable are admissible transformations for the change of variables in the Lebesgue integral. Recently J. Malý [5] introduced a class of n-absolutely continuous functions giving an n-dimensional analog of the notion of absolute continuity from this point of view.
Here we consider a more general definition of absolutely continuous functions suggested by L. Zajíček. Suppose that Ω ⊂ R n is an open set and 0 < λ ≤ 1. We say that a function f : Ω → R m is n, λ-absolutely continuous if for each ε > 0 there is δ > 0 such that for each disjoint finite family {B(x i , r i )} of balls in Ω we have
Absolute continuity from [5] coincides with n, 1-absolute continuity. In Section 3 we show that n, λ-absolute continuity implies continuity, weak differentiability with gradient in L n , differentiability almost everywhere and the formula of change of variables. We also prove that the n, λ 1 -absolutely continuous functions coincide with the n, λ 2 -absolutely continuous functions for 0 < λ 1 < λ 2 < 1.
In Section 4 we recall the result of M. Csörnyei from [1] . She proved that 2, 1-absolutely continuous functions with respect to balls are not the same as 2, 1-absolutely continuous functions with respect to cubes. We prove that n, λ-absolute continuity is the same for balls and cubes for 0 < λ < 1.
Section 5 concerns a condition equivalent to n, λ-absolute continuity. We call it the Rado-Reichelderfer condition (RR λ ).
In Section 6 we give an example of a function which is not n, 1-absolutely continuous but which is n, λ-absolutely continuous for any 0 < λ < 1.
It is easy to see that n, 1-absolute continuity implies n, λ-absolute continuity for 0 < λ < 1. Therefore all the subspaces of n, 1-absolutely continuous functions are also subspaces of n, λ-absolutely continuous functions. It was shown in [5] that W 1,n mappings with finite dilatation and continuous W 1,n pseudomonotone mappings are n, 1-absolutely continuous. Another interesting result concerning embedding into absolutely continuous functions can be found in J. Kauhanen, P. Koskela and J. Malý [4] . It is shown there that ∇f ∈ L n,1 guarantees that f has an n, 1-absolutely continuous representative. The symbol L n,1 denotes the Lorentz space.
Preliminaries.
We denote by L n the n-dimensional Lebesgue measure and by H n the n-dimensional Hausdorff measure. Recall that the construction of the n-dimensional Hausdorff measure employs a scale of outer measures usually denoted by H n ε . We use the letter λ for a real number 0 < λ ≤ 1. Throughout the paper we consider an open set Ω ⊂ R n , n > 1.
We denote by B(x, r) the n-dimensional open ball with center x and diameter r and by B(x, r) the corresponding closed ball. We write Q(x, r) for the open cube with sides parallel to coordinate axes and with center x and side length 2r. Throughout the paper we reserve the letter B for balls and Q for cubes. Given B = B(x, r) we write λB = B(x, λr).
The characteristic function of a set A ⊂ R n is denoted by χ A . We use the notation [x 1 , x 2 ] for a point x ∈ R 2 .
We write osc A f for the oscillation of f : Ω → R m over the set A ⊂ Ω, which is the diameter of f (A).
Let C c (Ω) be the set of all continuous functions f : Ω → R with compact support. We denote by . . . the supremum norm on this space.
Let f : Ω → R m be a mapping. We denote by f (x) the Jacobi matrix of all partial derivatives of f at x. We use the notation ∇f for the weak (distributional) derivative. If m ≥ n, we denote by J f (x) the m n -dimensional vector of all n × n minors of the Jacobi matrix f (x).
We use the convention that C denotes a generic positive constant which may change from expression to expression. Now for the convenience of the reader we state the covering theorem we will use. 
Then there exists a disjoint
3. Properties of n, λ-absolutely continuous functions. Given a function f : Ω → R m and a measurable set A ⊂ Ω, we define the n, λ-
{B(x i , r i )} is a disjoint family of balls in A .
We denote by BV n λ (Ω) the class of all functions f such that V n λ (f, Ω) < ∞. We define AC n λ (Ω) as the family of all n, λ-absolutely continuous functions in BV n λ (Ω). Remark 3.1. It is easy to see that for n = 1 and 0 < λ ≤ 1 a function is n, λ-absolutely continuous if and only if it is absolutely continuous in the classical sense.
The following theorem states that in fact there are only two classes of n, λ-absolutely continuous functions for n ≥ 2, namely those corresponding to the cases λ = 1 and 0 < λ < 1. Clearly AC n 1 ⊂ AC n λ and in Section 6 we prove that AC n 1 = AC n λ for 0 < λ < 1 and n ≥ 2.
Proof. (i) It is clear that n, λ 2 -absolute continuity implies n, λ 1 -absolute continuity. Now, suppose that f is n, λ 1 -absolutely continuous.
. Choose ε > 0 and find δ > 0 such that for each disjoint finite family {B(
Hence there exists j i ∈ {0, . . . , d} such that for
Thus (3.2) and (3.1) give
(iii) This is a consequence of (i) and (ii). Theorems 3.3-3.5 summarize nice properties of n, λ-absolutely continuous functions. These theorems were proved for λ = 1 in [5] .
The proofs of Theorems 3.3 and 3.4 are analogous to those in [5] and so we omit them. 
Proof. The proof of this theorem in the case λ = 1 is in [5] . Now, let 0 < λ < 1. By Theorem 3.2 we can assume that λ = 1/2. By Theorem 3.4 each n, 1/2-absolutely continuous function is a.e. differentiable. Hence [2, Th. 3.1.8] shows that there is a sequence {f j } of Lipschitz functions from
Since (3.3) holds for Lipschitz mappings ([2, Th. 3.2.3]), we can assume that L n (E) = 0.
Set
Choose ε > 0 and take δ with 0 < δ < ε from the definition of n, λ-absolute
For every x ∈ E 2 there is ω(x) such that for all r ∈ (0, ω(x)) we have
Hence for each x ∈ E 2 we can choose r(x) > 0 such that
We use Theorem 2.1 in R m to find a disjoint system
Thanks to (3.4) and (3.
B(x i , r(x i )) are pairwise disjoint and using (3.4) and (3.5) we obtain
Letting ε → 0 we obtain H n (f (E)) = 0.
4. Different properties of AC n 1 and AC n λ , 0 < λ < 1. We denote by Q the set of all cubes in R n with sides parallel to coordinate axes. We say that a function f : Ω → R m is Q, n, λ-absolutely continuous if for each ε > 0 there is δ > 0 such that for each disjoint finite family {Q(
Analogously to Section 2 we define Q-BV n λ (Ω) and Q-AC n λ (Ω). The next theorem from [1] states that 2, 1-absolutely continuous functions are not the same as Q, 2, 1-absolutely continuous functions.
. In contrast to Theorem 4.1 there is no difference between AC n λ and Q-AC n λ for 0 < λ < 1.
3. An analogous proof works not only for cubes but also for the family K = {a + bK 0 : a ∈ R n , b ∈ R + } where K 0 is a fixed bounded open convex set of non-empty interior. Hence the definition of AC n λ does not depend on the shape of the "balls" for 0 < λ < 1.
The next theorem shows that AC n λ functions are stable under bilipschitz mappings for 0 < λ < 1. This is also not true for n, 1-absolutely continuous functions (see [3] for details). 
Choose ε and take δ f as in the definition of absolute continuity of f . Put
It follows that the B(
5. Relation between AC n λ and RR λ -conditions. We say that a func-
g(y) dy for every ball B(x, r) ⊂ Ω.
We say that a function f on Ω satisfies the RR λ -condition (f ∈ RR λ (Ω)) if there is a finite (not necessarily absolutely continuous) Borel measure µ such that osc n
B(x,λr) f ≤ µ(B(x, r)) for every ball B(x, r) ⊂ Ω.
A condition similar to RR 1 was used by Rado and Reichelderfer [7] as a sufficient condition for the area formula and for differentiability a.e. 
for every non-negative function f ∈ C c (Ω). It is easy to see that for every λ > 0 and non-negative f, 
1). Then there exists a constant c > 0 such that for every non-negative f ∈ C c (Ω) we have
for every k ∈ N and for every sequence of non-negative rational numbers α i . We can replace α i by N α i and f by N f for every N ∈ N. Hence we can assume that all the numbers α i are integers. By replacing k by k = k i=1 α i we can suppose that α i = 1 for every i. Thus it is enough to prove that
Applying Lemma 5.3 we can divide {B(x
into c f classes of pairwise disjoint elements and for pairwise disjoint balls the sum of the nth powers of the oscillations over their 
Proof of Theorem 5.2. The proof of RR
is not difficult and analogous to the proof of RR 1 (Ω) ⊂ AC n 1 (Ω) from [5] . Thus we omit it.
The proof of BV
was given in [1] in the case λ = 1 and Ω = R n . Our proof is analogous to [1] so we skip some details. We give the proof of (5.2) only in the case 0 < λ < 1. The case λ = 1 is analogous so we omit it. By Theorem 3.2 we can suppose that λ = 1/2.
Fix f 0 ∈ BV n 1/2 (Ω) and define V by (5.1). Thanks to Lemma 5.4 the sets
and F 2 has non-empty interior. By the Hahn-Banach theorem there is a bounded linear functional F such that F(f ) ≥ 1 for every f ∈ F 1 and F(f ) ≤ 1 for every f ∈ F 2 . There is a Radon measure µ such that F(f ) = Ω f dµ by the Riesz representation theorem. This measure is finite since F(f ) ≤ 1 for every f ∈ F 2 . Hence
for every non-negative f ∈ C c (Ω). Due to linearity of F, for every non-
Suppose that V (f ) = 0 for a non-negative f ∈ C c (Ω). If f 0 is locally constant then the statement of Theorem 5.2 is obvious. Otherwise there exists f 1 such that V (f 1 ) > 0. Hence V (f +εf 1 ) > 0 and Ω (f +εf 1 ) dµ > 0 for all ε > 0. This gives Ω f dµ ≥ 0. So µ is a non-negative measure and Proof of Theorem 5.1. The proof of RR λ (Ω) ⊂ AC n λ (Ω) was given in the case λ = 1 in [5] . The general case is analogous and not difficult and therefore we omit it.
The proof of
was given in [1] in the case λ = 1 and Ω = R n . Our proof is analogous so we skip some details. We give the proof of (5.3) only in the case 0 < λ < 1. The case λ = 1 is analogous. By Theorem 3.2 we can suppose that λ = 1/2.
Fix f 0 ∈ AC n 1/2 (Ω) and define V by (5.1). For every ε > 0 there exists δ > 0 such that for every measurable set
We can also assume that the function ε(δ) is increasing, concave and bounded by 2V n 1/2 (f 0 , Ω).
It is clear that for all λ > 0 and f, f 1 , f 2 ∈ C c (Ω) we have
Clearly for every measurable set
. By Lemma 5.6 below, there exists a constant c > 0 such that for every non-negative f ∈ C c (Ω) we have
Hence the sets
are disjoint convex subsets of C c (Ω). In addition, F 2 has non-empty interior,
Therefore there exists a bounded linear functional F such that F(f ) ≥ 1 for every f ∈ F 1 and F(f ) ≤ 1 for every f ∈ F 2 . Hence there exists a non-negative Radon measure µ such that for every non-negative f ∈ C c (Ω) we obtain 
Proof. It is enough to show that
for every measurable sets A 1 , . . . , A l and non-negative rational numbers α i , β j . As before, we can assume that all the α i , β j are integers, and even that α i = β j = 1. Hence it is enough to prove that
For every i < j we can replace
This does not change l j=1 χ A j and decreases l j=1 ε(λ(A j )), thanks to concavity of ε(δ). After finitely many steps we obtain
So due to monotonicity of ε(δ) it is enough to prove that for every set K 0 = {B 1 , . . . , B k } of balls and for
Then for every B ∈ K j there exists a point O B ∈ 1 2 B which is covered by at most 2 j − 1 balls from {B} B∈K 0 and hence at most 2 j − 1 balls from {B} B∈K j . Hence Lemma 5.5 gives us a constant c such that each K j can be divided into (2 j − 1)c classes
and by the definition of K i j it is evident that
Therefore, since the balls in K i j are pairwise disjoint,
Together with ε 1 ≥ ε 2 ≥ . . . > 0 this implies that
6. Examples of AC n λ and BV n λ functions. The following theorem from [6] states that functions with bounded n, 1-variation have a continuous representative. Proof. By Theorem 3.2 we can suppose that λ = 1/2. Set
We claim that the function 
On the other hand Proof. By Theorem 3.2 we can suppose that λ = 1/2. We use the functions f and g from the proof of Theorem 6. 
