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ABSTRACT
The aim of this research was to explore the effects of mature and developing technologies from
aeronautical industries such as impingement and film cooling, and electronic cooling techniques,
in the setting up of different laminar and turbulent flow regimes on PV cooling duct heat transfer
rates, with air flow as that brought about with natural buoyancy effects in a vertical building
facade. The problem of efficiency losses in PV panels, due to overheating, is one of the factors
restricting the development and use of this renewable power source. PV panels can experience
very high temperatures, due to the heat input by that part of the absorbed solar radiation that is
not converted directly into electricity. The technology behind injecting air coolant through
perforations onto a hot plate surface is currently employed in solar air heaters, and in gas turbine
blade cooling in industry. The turbulation research was adapted from technology currently being
employed and developed in the gas turbine blade cooling area for the internal cooling passages of
the turbine blades.
The research was undertaken through mathematical and Finite Element CFD modeling, with
extensive experimental testing and subsequent analysis. Significant heat transfer enhancement
was demonstrated, in most cases with an accompanying increase in pressure drop penalty, but
with some cooling techniques proving to have remarkably efficient cooling mechanisms, even for
the relatively low flowrates involved. The expanded exit hole orientated at 35° to the streamwise
flow direction was concluded to be far superior to all other injection mechanisms examined, with
heat transfer enhancement of 26.9%, 46.3%, and relative pressure penalties of 10.9%, 18.8% at
the buoyancy induced flow rates. Dimple turbulators, particularly the optimised one, of lower
pitch to diameter ratio (s/d=1.3), offered notably enhanced cooling of 6.2% and 11.2% at the
buoyancy induced flowrates, with very low relative flow friction penalties of 3.5%, 6.4% at the
corresponding flowrates. From the viewpoint of practicality, the dimple turbulator has the highest
manufacturability potential, with no extra installation or maintenance problems to consider.
This research showed that under suitable flow conditions, and for different PV configurations, an
increase in heat transfer and thus cell cooling is currently feasible and viable, and will result in
increased electrical efficiency.
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NOMENCLATURE
is the test surface area (m),
Asp is the surface area of the side of the plate
constant c is equal to 0.0047
Cp is the air specific heat capacity (J/kg.K)
D is the hole diameter (m)
Dc, Dh is the duct hydraulic diameter (m)
E = emissivity of contact surfaces at T| or T2
E*^ the kinetic energy of the flow
e, the constant = 0.144
f, the constant is equal to 0.0654
F|2 is the view factor
g = acceleration due to gravity (m.s‘“)
h = convection coefficient (W.m ".K ')
hh is the average heat transfer coefficient in the hole (W/m“.K)
hb is the convective heat-transfer coefficient at the back of the plate (W/m".K)
kf = thermal conductivity of fluid (W.m''.K“’)
k = thermal conductivity (W.m '.K*')
k = current global iteration number
kair is the air thermal conductivity (W/m^.K)
L is the length along the test plate (m),
Lc is the characteristic length of the plate (m)
M(p = convergence monitor for degree of freedom f
Nu = Nusselt number
N = total number of finite element nodes
NU(^ is the Nusselt number in the hole
P = P is the hole pitch (m), or perimeter (m)
Pr is the air Prandtl number
AL is the plate length over which AP is measured (m)
AP is the pressure drop across the plate length (Pa)
m is the mass flow rate of air through the plate, m=p P“ Vs (kg/s),
q = rate of heat transfer (W)
q” = heat flux (W/m“)
qc is the rate of conduction (W)
Q is the net convective heat transfer rate at the back of the plate (W)
Q'^ the volumetric heat source
Ra = Raleigh number
Re,, is the Reynolds number in the hole
St b = Stanton number at the back of the plate
T = temperature (K)
Td is the duct wall temperature (°C),
To is the outlet temperature To is the rear plate air temperature exiting the test duct (°C)
Ts is the front plate temperature (°C)
Tamb is the ambient temperature (°C)
Tp is the rear plate surface temperature (°C)
Asurt

'•)

Tpo is the average plate temperature (°C)
To I is the bulk mean temperature of the air as it enters the hole (°C)
To2 is the bulk mean temperature of the air as it exits the hole (°C)
Too is the ambient air temperature (°C)
Tins i^> the temperature at the outer edge of the insulation (°C)
Twaiis is the temperature of the surrounding walls in the laboratory (°C)
t = time (s) or t is the plate thickness (m) or t is the thickness of the insulation (m)
Uoo is the duct velocity (m/s)
Ub is the mean velocity of the air in the duct
Vh is the air velocity in the hole (m/s)
is the viscous work term
the symbol ‘min[x,y]’ means that one is to take the minimum value of the variables x and y.
Greek
a is the air thermal diffusivity (m7s)
P = volumetric thermal expansion coefficient (K“')
8i is the plate emmisivity
8^ is the back-of-plate effectiveness
8d is the duct wall emmisivity
8f is the front-of-plate heat transfer effectiveness
8p is the plate emmisivity
y= ratio of specific heats
(p = degree of freedom
S = effective distance between surfaces (m)
5 i = surface roughness mean depth (m)
o is the plate porosity, which is equal to

4P^

with D being hole diameter (m)

p is the dynamic air viscosity (kg/m.s),
= kinematic viscosity evaluated at tj (m“s)
p = density (kg.rn"^)
a = Stefan-Boltzmann constant (5.669x10'^ W.m .K^^)
V

Other
{T} = nodal temperature vector
{Q} = effective nodal heat flow rate vector
[K] = effective thermal conductivity matrix
[C] = specific heat matrix and
{7^} = the time derivative of {T}
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CHAPTER ONE
INTRODUCTION
1.1 Renewable Energy in Europe and the World
The European Unions long term strategy for energy supply security must be geared to
ensuring, for the well being of its citizens and the proper functioning of the economy, the
uninterrupted physical ability of energy products on the market, at a price which is affordable
for all consumers, while respecting environmental concerns and looking towards sustainable
development, as enshrined in Articles 2 and 6 of the treaty on European Union.
If no measures are taken, in the next 20 to 30 years 70% of the European Union’s energy
requirements, as opposed to the current 50%, will be covered by imported products. In
economic terms the consequences of this dependence are heavy. The annual energy import
bill is in the region of €250 billion, or 6% of imports. In geopolitical terms, 45% of oil
imports come from the Middle East and 40% of natural gas used comes from Russia, with the
EU being unfortunately under-resourced in all areas of traditional energy supply. Considering
today’s global political activities, neither of these regions could be classed as stable trading
partners. Security of supply does not seek to maximise self-sufficiency or to minimise
dependence, but aims to reduce the risks linked to such dependence. Among the objectives to
be pursued are those balancing between and diversifying of the various sources of supply,
both by product and geographical supply. (EU Commission, 2000).
Environmental concerns, which are now shared by the majority of the public and which
include damage caused by the energy supply system, whether such damage is of accidental
origin (oil slicks, nuclear accidents, etc.) or connected to emissions of pollutants, have
highlighted the weaknesses of fossil fuels and the problems of atomic energy.
Current energy demand in Europe is covered by 41% oil, 22% gas, 16% coal, 15% nuclear
and 6% renewables, with a total energy consumption of around 1500 million TOE (tons of oil
equivalent). The European Union target is to double the contribution of renewable energy
sources from 6 to 12 percent of total energy consumption by the year 2010. This target is
stated in the Commission’s 1997 White Paper for a Community Strategy and Action Plan,
‘Energy for the Euture: Renewable Sources of Energy’ and reaffirmed in the member states
determination to be the flag bearers of the Kyoto Protocol, despite the lack of support from
other industrialised western leaders. Efforts for the future will focus on orientating the
demand for energy in a way that respects the EU’s Kyoto commitments and is mindful of
security of supply. In relation to renewable energy, the EU target is to increase its share of
primary energy use from 6% to 12% (SEI, 2004).
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World Annual Solar Energy The Source of all Renewables
The World's Annual Energy Consumption
Gas Reserves
Oil Reserves
Uranium Reserves

Coal Reserves

Usable Hydroelectric Power

Photosynthesis
Wind Energy

Fig 1.1

Breakdown of the state of World Energy Use and Resources, (USDOE, 2004)

From an Irish point of view, as can be seen in Fig. 1.1.2, we still rely heavily on the use of oil
and other fossil fuels for its energy supplies. Oil accounts for 52%, gas for 20%, coal 16%,
peat 10%, and renewables for a miserable 2% of energy supply. In spite of this we have some
of the best renewable energy supplies in western Europe, with the best wind and wood
growing climates, and a solar resource equivalent to that of Paris (Kellett, SEI Conf, 2004).

Renewables
Peat
Coal
Oil
Natural Gas

Fig 1.1.2

Breakdown of Ireland’s current Energy Supply, (SEI Conf., 2004).

The pace of the Celtic Tiger was reflected in many different areas of Irish life and society,
from immigration to inflation, and the industrial growth also lead us to become one of the
biggest per capita polluters in Europe. We now emit 16.2 tonnes of CO2 a year per person on
this island, certainly not a fact consistent with our idyllic emerald image, (Cunnane, SEI
Conf., 2004). An annual average of 3kWh/m“ of solar energy falls on Irish soil, and during the
summer months this can be at up to 7kWh/m“ in the southeast.

Introduction

Ireland's
Impressive
Solar Energy
Resource
3 kWh/m2
per day -the
same as
Paris

Fig

.3

European average annual irradiance levels, (SEI Conf., 2004)
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The dlcWh/nT" of solar energy reaching Ireland everyday is equivalent to more than 100 litres
of oil per m“per year, and is 600 times the total national energy consumption (SEI,2004).

1.2

Photovoltaic Technology

Photovoltaic devices convert sunlight directly into electrical energy. The “solar cells” or ‘PV
cells’, made from semiconductor materials such as silicon, produce electric currents when
exposed to sunlight. There are no moving parts, and thus operation is silent and
environmentally safe. Because sunlight is universally available, photovoltaic devices have
many additional benefits that make them usable and acceptable to all inhabitants of our planet
(Boyle, 1996).
Although photovoltaic cells come in a variety of forms, the most common structure is a
semiconductor material into which a large-area diode, or p-n Junction, has been formed.
Electrical current is taken from the device through a grid contact structure on the front that
allows the sunlight to enter the solar cell, a contact on the back that completes the circuit, and
an antireflection coating that minimizes the amount of sunlight reflecting from the device.
Eigure 2.1.1 is a schematic depiction of a rudimentary solar cell that shows the important
features. The fabrication of the p-n Junction is key to successful operation of the photovoltaic
device. Although photovoltaic technologies today use many other varieties of semiconductors,
such as amorphous and thin film technology, the multi and poly-crystalline silicon cells are
most commonly in use, with single crystal silicon generating the highest current (Roberts,
1991).
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Fig 1.2.1 Depiction of energy conversion in a PV cell (USDOE, 2004)

To modify the conductivity of the semiconductors to more useful, one must introduce small
controlled amounts of impurities into the host materials, this is called doping. By substituting,
the silicon, with column-III materials (boron, aluminum, gallium or indium) or column-V
materials (phosphorous, arsenic or antimony), one can form a negative or n-type
semiconductor, due to a net negative charge from the loose electron, or form a p-type
semiconductor, with current carried by the positive holes, (Markvart, 2000).
When a uniform p-type sample is metallurgically joined to a uniform n-type sample, the
interface is known as the p-n Junction. At the instant of Junction formation, the concentration
of electrons is much larger on the n side than on the p side. A similar condition applies to the
hole concentrations, which are larger on the p side than the n. The large difference in carrier
concentrations sets up an initial diffusion current: Electrons flow from the n region into the p
region, and holes flow from the p region into the n region. This flow of charge results in a
region near the Junction that is depleted of majority carriers and acting as an insulating
interface, with a charged layers on either side, (Ankrum, 1971).
In PV cells, as the electrons are stimulated by incoming photons they become free to move,
but due to the reverse electric field around the Junction, the electrons move from the p-type to
the positively charged n-region, and vice versa for the holes. As the Junction is acting as an
insulator, the electrons and holes flow out of the semiconductor via one of the metallic
contacts on top of the cell, thus producing a current. Contact can be made with the two ends
of the p-n iunction to form a two or multi-terminal device such as a PV module, (Porter,
1987).
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1.3

The thermal effect and current solutions

The aim of this research was to explore the effects of setting up of different laminar and
turbulent flow regimes on PV cooling duct heat transfer rates, with air flow as that brought
about with natural buoyancy effects in a vertical building facade. The reason for carrying out
this research is that as the panels heat up they lose efficiency. The reason they lose efficiency
can be explained in terms of electron hole interaction at the semiconductor junctions. As
electron-hole pairs are produced by increased thermal agitation, the increased densities of
electrons and holes increase the likelihood of their recombination. When equilibrium
conditions are established at a particular temperature, the densities of electrons and holes are
such that they recombine at the rate at which they are produced by valence bond disruption,
(Ankrum, 1971). So as the panel heats up a loss in efficiency of 0.5% per C increase has been
recorded, and in many typical applications cell temperatures of 70°C and above can be
reached, with optimum electrical efficiency usually quoted in the range of 25°C (Brinkworth,
2000).

Standard methods of regulating the facade temperature involve fitting a cooling duct behind
the panels and allowing natural buoyancy effects and wind effect enhanced pressure
differences to induce flow, and produce increased heat transfer to the rear of the panel. The
disadvantage with this technique, even when it is optimized, is that as the coolant air passes
up the facade it is heated and so its subsequent effectiveness as a coolant is constantly being
reduced. This results in a temperature increase along the duct height, and a corresponding
electrical efficiency loss, which is also non-uniform across the banks of cells, leading to
further losses in performance.

1500

200

3000

Fig. 1.3.1

Brinkworth’s rear cooling duct solution test rig.
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The researched solutions in this project combine established and innovative cooling
technologies from recognized industrial applications, such as those seen in the gas turbine and
electronic cooling areas, merged with new solar collector device advances.

1.4

Proposed Cooling Improvements

The solutions proposed in this project incoiporate extensive film cooling combinations, rib
turbulation, dimple-roughened passages, and using transpired solar collector/ perforated panel
technologies.
The concept of film cooling is not a new one and has been around for some time. It usually
involves the use of one or two rows of holes followed by an impenetrable area in the material
surface, similar to the situation in the PV problem. Its development and technical progression
is however continually evolving and advancing. Hole shape, streamwise and compound
injection angles, blowing parameter, hole positioning and fixed density being examples of the
variable parameters adjustable for optimization of cooling requirements. The possible
optimising combinations for the parameters are vast and continue to be researched, ever
incrementally improving the cooling capabilities and temperature control available to gas
turbine engine designers and blade metallographers.
The research carried out in this area is focused on improving the film cooling effectiveness of
an injection method. The film cooling effectiveness is a measure of how the injected air
retards heat transfer between the hot combustion gases and the blades. The variation of the
parameters mainly aims to increase the area covered by the Jets and increase the boundary
layer thickness.
The transpired solar thermal collector has now been developed to a viable commercial stage
and is in use as an effective way of extracting solar energy from an otherwise unused building
wall. The main purpose of the injection in these collectors is to heat the air passing through
and by the solar collector. The perforations allow cool ambient air into the duct by increasing
the temperature difference between the air in the cooling duct and the heated wall, thus
promoting heat transfer. The injected air mixes immediately with the mainstream flow,
lowering its temperature and acting as a heat sink for the heated wall, this is known as
secondary injection. The fresh outside air is now preheated for the building's ventilation
system, cropdrying or for other applications.
The perforation cooling mechanisms proposed for the PV application are in essence, a
combination of the full coverage film cooling used in gas turbine blade design and the
secondary injection used in transpired solar collectors. The variable parameters are unique to
the PV problem with some similarities to both blade cooling and transpired collectors, and
with both some of the flexibility and restrictions seen in them.
Apart from the external surface cooling on turbine blades, considerable efforts have been put
into internal cooling. The former takes the form of Jet impingement onto the back of the blade
surface and the latter of coolant being circulated within the blades through cavities and
channels at high velocities. Recent developments with the air circulation within the blade
have taken involved rib turbulators, designed to induce turbulence in the airflow and thus
increase convection coefficients around the channels. The drawback of this technology is the
pressure loss associated with the obstruction to flow that is the turbulator. Ribs of different
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height, thickness, pitch, shape, and configuration have been researched, for various channel
hydraulic diameters. The ribs can also act as extended surfaces and give a fin cooling effect.

In general, internal cooling has been enhanced using rib-turbulators. However, the separated
bowfield over discreetly mounted ribs can induce cooling non-uniformity and thermal
stresses, the relatively high pressure drop induced, and the difficulty in manufacture all detract
from the rib’s attractiveness as a solution. In recent years, the concept of using indented
(dimpled) surface has attracted attention due to the high heat transfer enhancement and lower
pressure loss penalty associated with dimples, with up to 2.5 times greater heat transfer over
smooth plates and only 1.6 times the penalty loss or half that of rib turbulators (Acharya et al.,
2000). Serving as a vortex generator, a concavity promotes turbulent mixing in the flow bulk
and enhances the heat transfer. These regions of high local heat transfer are a result of vortex
pairs and vortical fluid that is shed periodically from each dimple. The outward ejection of
fluid produces heat transfer augmentation from the unsteadiness, and the strong secondary
fluid motions of the vortical fluid and vortex pairs near the panel surface.

1.5

Aims and Objectives

1.5.1

Aim

The aim of this research was to investigate the enhancement of heat transfer and fluid flow for
the application of building integrated photovoltaic facades (BIPV).
1.5.2

Objectives

The objectives of this project were as follows:
•

To investigate the background heat and fluid transfer theory pertaining to PV cooling
ducts, transpired solar collectors, and the innovative convective cooling enhancement
techniques currently in use or being researched for the gas turbine and electronic cooling
industries.

•

To develop mathematical models of the proposed cooling configurations using classical
heat and fluid transfer theory and a suitable CFD package.

•

To design and implement valid experimental analysis of the test plate cooling setups.

•

To assess the relative significance of the various parameters and of the addition of the
enhancement techniques, with a view to optimising a BIPV cooling mechanism.
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1.6

Layout of thesis

The layout of this thesis is as follows. Chapter 2 describes the literature and theoretical
backround to the experimental and modelling tests. The experimental setup is detailed
conceptually and then physically, as it was carried out in the laboratory. Chapter 3 describes
the experimental procedures, incorporating test apparatus and instrumentation. In Chapter 4
the heat transfer mathematical predictive models and the mathematical heat transfer analysis
are presented. Chapter 5 combines a presentation of the CFD heat and fluid flow analysis
carried out using Flotran to optimise the dimple concavity pitches, and a description of the
experimental fluid flow anlaysis incorporating drag and friction factor characterisation on the
various setups and flow visualisation. Chapter 6 then presents sample calculations and
experimental results, detailing the relevant conclusions and findings. Chapter 7 accounts the
friction flow and drag analysis undertaken, along with a presentation of flow visualisation
performed. The final chapter. Chapter 8, discusses the final conclusions and
recommendations. Also included are the Appendices A to E.
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Literature review

CHAPTER TWO
LITERATURE REVIEW

2.1

Introduction

The cooling mechanisms proposed for the PV application are in essence, a combination of the
full coverage film cooling used in gas turbine blade design and the secondary injection used in
transpired solar collectors. The variable parameters are unique to the PV problem with some
similarities to both blade cooling and transpired collectors, and with both some of the
flexibility and restrictions seen in those two cooling applications.
The plates used in transpired solar collector plates are very thin, approximately one
millimeter; so varying injection angle proves difficult. Hole shape, pitch and density have
been investigated. Blowing parameter is restricted by the fact that the airflow results from
buoyancy currents induced by the increased wall temperature, the mainstream flowrates are
very small, less than 0.5m/s‘', Brinkworth, (1997), with hole velocities in the 5m/s region. Van
Decker et al., (2001). The straight and usually circular nature of the perforations or cooling
holes in this application cause the injected air to quickly lift off the surface of the wall and
disrupt the sub-boundary layer flow, causing the heat transfer to be predominantly due to the
increased temperature difference in temperature. The effect of the hole shape is nullified
somewhat by the small wall thickness. The Unglazed Transpired Collectors (UTC)
researchers in both the National Renewable Energy Laboratory (NREL), in the US and
Waterloo, Canada concluded that 62% of the overall heat transfer takes place at the front of
the wall, 28% in the hole and only 10% at the back. The hole and back of panel convection
coefficient is what we explored in the present research .
Solar
raCi alien

^Bu Ung
^ ^wall

Plenun
OulS'iIe air

Perforated absorber

Figure 2.1.1

Transpired solar collector (USDOE, 2004).

As the PV facade heats up the electrical output is lowered as the thermal effect in the
semiconductor causes an efficiency loss, Brinkworth, (2002). The most convenient source of
coolant is the fresh ambient air. Air is drawn in at the bottom of the fagade, driven by the
pressure drop caused by the buoyancy-induced flow upward. It rises and cools the PV, but in
the process is heated itself.
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This reduced temperature difference leads to a lower heat transfer rate. Were the coolant to be
intermittently replenished as it travels up the facade, maintaining the larger temperature
difference, the overall heat transfer would be greatly enhanced, and this is what is proposed in
perforating the PV at an inter-cell frequency.
The differences between this application and that for both the transpired solar collector and
the turbine blade come into play at different stages along the height of the facade. In
extracting heat from the transpired collector, the air heats up along its height and a reduction
in heat transfer occurs. At maximum efficiency, the air can only reach the temperature of the
collector itself, so once this has been achieved or almost achieved, towards the top of the
collector, the air is ready to be used for building heating/ventilation purposes. Further
injection of cool air serves no purpose. In cooling the PV facade, keeping the temperature
difference as large as possible along the whole length of the fagade is very desirable, but,
particularly relevant for the top of the fagade, the physical restrictions of hole size mean a
more efficient method of air injection is required, this is where the advances made in film
cooling technologies come into play.
In film cooling, the sole puipose of the injection is to maintain the low temperature of the
blades by reducing heat transfer from the hot gases. In this case, the injected air is at the same
temperature to the blade, the opposite of the situation in the PV problem. Through research in
this area, some injection mechanisms have been found to have lower film cooling
effectivenesses and promote heat transfer, improving on the straight circular perforation, and
its these advances that will be manipulated to increase PV cooling and efficiencies.

Countef-ralfttlig
vurlu pair

Figure 2.1.2

Visualisation of injected air jet through a perforation into a mainstream
crossflow, as in film cooling applications (Yuen et al., 2003).

The perforated PV cooling application is one where the flowrate is low, the temperatures
involved are low, below 100°C, and the purpose of injection is to increase heat transfer, all
similar to the transpired collector case.
The similarities with film cooling are; that the PV facade has a thickness of around 6-12mm,
allowing injection passage effects to influence the resulting boundary layer; in essence to use
film cooling technological advances to increase cooling. Hole shape can be manipulated, as
there is more material thickness to work with, than in the UTC case. The arrangement of hole
position is restricted to that gap between cells, and manufacturing considerations.
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2.2

Test Plates Setup

The hole orientation was restricted to being around the PV cells, so forming a square shape of
0.1 X 0.1m. Past research has shown that the side injection holes contribute minimally to the
cooling of the adjacent cell (Murphy et al., 2002) and so this aspect was not the emphasis of
the present tests. The standard to be improved on is the smooth, unperforated, unroughened
plate, so this was the first test to be carried out. It was planned to concentrate more on the film
cooling technology adaptations for low flowrates and temperatures, than to spend a lot of time
trying to optimise cooling with the straight holes, hoping to show that the basic secondary
injection concept used in transpired collectors can be improved on for the PV application, for
the reasons previously discussed. Kutscher, (1994), established a precedence for setting one or
more of the variable parameters as constant in order to optimise the others (plate thicknesses).
Botas et al., (2001), also taped up certain holes on the test plate to clearer view the cooling
effect of a single hole and a single row. As a result, set pitch and hole diameter were adhered
to for each hole type, broadening to include the effects of two rows and of multiple cell
interaction. This is more relevant in the overall context of a full size collector, as most of the
Bow will involve the interaction of the discreet injections on one another in the asymptotic
region. According to Kutscher et al., (1991) a typical starting length is of not more than
0.25m, and according to Cavallero et al., (2002), fully developed flow can be assumed after
the third rib in a roughened duct. Test plates of Im x 0.3m were used, comparable with the
0.3m X 0.3m of Kutsher et al., and the 0.5m x 0.5m of Hollands et al. The extra length was to
simulate flow along the plate as opposed to just through it. Pictures of the perforated, and rib
and dimple roughened are available in Appendix A.

2.3

Straight perforations

Kutscher (1994), found that the important factors in determining the heat exchange
effectiveness in transpired solar collectors are suction flow rate, hole pitch and hole diameter.
Decreased effectivenesses results from increasing suction flow rate, pitch or diameter. For
transpired collectors, the holes are usually punched, so the diameter is around 1.6mm, or
twice plate thickness, in the PV case drilling holes is the only cost effective scenario
Generally for the UTC the dimensionless porosity values can range from 0.001 to 0.01 to
0.05. Van Decker et al, (2001), looked at the UTC with holes on pitches of 16.89, 13.33, 8, 24
and 6.67mm. Gritsch et al, (2000), suggested that the length of the cylindrical section in a film
cooling hole should be at least two diameters to allow the flow to reattach after the hole entry
and before its exit or the shaped hole section. This stabilizes the exiting jet and allows for
improved diffusion, both laterally and axially after exiting the hole. Convention from the
aspect of pitch is that three to six holes diameters is adequate as a spacing (Goldstein et al,
1974).
A set pitch of 10mm and hole diameter of 3mm was used as a starting constant for these
experiments. These are consistent with the findings of both Kutscher and Van Decker, that
deceasing pitch and diameter lead to increasing effectivenesses. Film cooling Technology
suggests that the straight perforation can be improved upon in terms of film coverage
effectiveness and thus heat transfer.
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The optimum film cooling effectiveness is achieved by holes in the 30°-45° streamwise angle
range, Aly, 2000. Botas et ah, 2002, found that at high film length to hole diameter, x/d, ratios
of more than 10, a 30° injection angle gave the highest heat transfer coefficients.

Figure 2.3.1

2.4

Hole setup for straight 90° perforation injection (Goldstein et al., 1972).

Streamwise Injection Angles

The most basic injection angle is taken as the 90° hole, perpendicular to the streamwise flow.
With the restriction of a cell length of 100mm, this puts the film coverage range for full cell
injected boundary coverage in the longer regions in terms of those typically seen in turbine
blade cooling. An x/d ratio of 33 exists for the 3mm holes. According Aly, 2000, and Botas et
al, 2003, the angles of the range 30° to 60° will give the greatest film coverage, both laterally
and axially. More acute angles like 15° were investigated, but it was found that the bulk of the
Jet is suppressed completely by the mainstream, where the Jet bends towards the surface and
looses a good fraction of its kinetic energy to the slower fluid in the boundary layer, and
consequently, the Jet diffuses faster in the wall region. Thus, the effect of injection at 30° is
extended over a longer length of the surface compared with 15°, and the corresponding film
action of the Jet will be more effective. Different temperature differences, and blowing
parameters are to be dealt with in the PV case, but the film cooling research gives a good
indication into expected trends in the boundary layer behaviour. Boundary layer thickness
increases with increasing injection angle, a larger boundary layer of cool air is certainly
desirable in our ca.se, but as the angle increases further, it was found by Aly, 2000, that
separation occurs for the higher angles of the 60° to 90° range. A spread of streamwise angles
of 35°, 60°, and 90° were investigated for the .set hole diameter and pitch. Keeping in mind
Gritsch’s requirements of hole length, as discussed in Section 2.3, the lower angles would also
give flexibility for increasing hole diameter, as the cylindrical section at the hole entry is
tilted, but this was not investigated in this work.

Figure 2.4.1

Test plate setup for streamwise injection of 35° (Schmidt et al., 1996).
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2.5

Compound injection angles

Nasir et al., (2001) noted that although there is extensive use of compound angle injection in
the cooling of turbine blades for some time, there is almost little or no information available
on the film cooling performance of these hole geometries. Since with compound angle
orientation, the injectant has both vertical and lateral components of momentum, the
magnitude of the vertical momentum is smaller than that with simple angle injection for the
same volume of injected air. Thus, the injectant is well attached and spreads over the wall to
yield higher effectiveness values, Lee et al., (2002). Ahn et al., (2002), and Sen et al., (1996),
also noted that while the compound angle injection provides substantially improved space
averaged effectiveness compared with simple angle injection, it also interacts with the
mainstream fluid more vigorously to increase heat transfer coefficient. With this in mind,
compound orientation of injection angles was examined. The use of compound angle injection
could prove very useful in the PV application and could be manipulated to reincoiporate the
use of orientated holes along the vertical sides of the cells, which for straight holes had
previously proven to be almost redundant. Ahn et al., (2003), performed experiments on
orientating compound angles in rows of holes oppositely, discerning a further cooling
advantage for some configurations.
As the most effective streamwise angle for simple injection was be found to be around 35°,
this streamwise angle was used for the compound angle injections. Lee et al., (2002),
concluded that even a slight change of orientation angle will increase effectiveness, with his
tests incorporating angles of 0°, 30°, 60°. The lateral angle of 60° gave the highest film
coverage effectiveness values at all blowing ratios, with coverage effectivenesses of 0.22
compared with 0.18 for simple angle injection reported by Nasir et al., (2001). Also they
found that adding a lateral angle of 60°, while not increasing the highest effectiveness, gives a
larger spread and higher average coverage effectiveness, with higher heat transfer also.
Lateral orientation angles of 45° and 30°, with a low and high simple injection angles of 60°
and 35° were investigated for this study.

Figure 2.5.1

Geometric setup for compound injection angle of 35, 45 (Ahn et al., 2003).
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2.6

Hole array geometry and density

Due to the space restriction between cells in a PV module, having numerous rows of holes is
not possible. Convention from film cooling research dictates that holes be placed at distances
of 2-6D, (Maiteh, Jubran, 2001, used P/D=2, Lee, 3D). Ahn et al, (2003) suggested leaving a
space of 4D between rows and 6D between holes to clearly see interaction between the
injectants, giving in our case, distances of 2mm to 18mm from hole to hole. Keeping in mind
that according to Kutscher, (1994), larger pitches serve to decrease effectiveness, and that
physically the distance from cell to cell in a module is as a maximum of the order of l-15mm,
an in row pitch of 6mm is possible. With this precedent, only single row scenarios are viable
for the PV case.

2.7

Hole shape

While the concept of shaped holes has proven in the high temperature, high flowrate,
environment of turbine blade cooling to be more effective than circular holes at simple angles,
Lee et al., (2002), and whilst more complicated hole geometry was investigated, the
manufacturing difficulties these would involve in the PV case makes the search for the
optimum cooling mechanism for simple a geometry is more relevant. Given the difficulties in
forming complex hole shapes in what is essentially a glass like material, mainly round
perforations were examined. The more effective simple shapes were examined in detail by
Gritsch et al., (1998, 1999), and Youn et al., (2003), amongst others. The findings were that a
shaped hole provides better film coverage effectiveness than a cylindrical hole, because the
reduced momentum of the jet attenuates coolant lift-off from the blade surface, and thus less
penetration into the mainstream. A fan shaped and laid back fan shaped hole were compared
to a cylindrical hole, all inclined at 35°, by Gritsch et al., (1999), simpler cylindrical laid back
holes were investigated by Youn et al, (2003), and as these are more feasible from a
manufacturing point of view for PVs, this is a more relevant approach to take. For these small
laidback angles, an increase in coverage effectiveness was witnessed. Shaped holes at inclined
and compound angles were also examined by Lee et al, (2001), but were not investigated in
the present study.

Figure 2.7.1

Schematic of a laidback fan shaped injection hole (Gritsch et al., 1998)
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Cylindrical holes with expanded exits would be the ideal solution in the PV case due to their
simplicity, and for this reason they were examined. The simple laidback expanded cylindrical
hole with a 60° angle was investigated with an expanded section angle of a further 20°.
This setup satisfied the Gritsch hole geometry stipulations shown graphically in Figure 2.7.1
and as discussed previously in Section 2.3.

2.8

Rib Turbulators

Apart from the external surface cooling on turbine blades, considerable efforts have been put
into internal cooling. This takes the form of jet impingement onto the back of the blade
surface and of coolant being circulated within the blades through cavities and channels at high
velocities. Recent developments have been around the air circulation within the blade. These
have taken the form of rib turbulators, designed to induce turbulence in the airflow and thus
increase convection coefficients around the channels. The drawback of this technology is the
pressure loss associated with the obstruction to flow that is the turbulator. Ribs of different
height, thickness, pitch, shape, and configuration have been researched, for various channel
hydraulic diameters. The ribs can also act as extended surfaces and give a fin cooling effect.
Further perforating the ribs themselves has been found to reduce the pressure losses involved
and increase heat transfer through them. As with the case for perforations in the PV, the
parameters in rib turbulation are almost endlessly variable, and so a logical and incremental
approach was taken in optimising them to our PV conditions, taking reference from and
analysing the findings of turbine blade cooling researchers.

Figure 2.8.1

Inclined ribs turbulators on a roughened duct wall (lacovides et al., 2002).

The flow near a rib-roughened wall is strongly influenced by local flow separation and
reattachment processes that occur between adjacent ribs. Cavallero et al., (2002), and Aliaga
et al., (1994), suggested that with a small p/e ratio of 4 or 5, there exists a trapped vortex
between ribs without a reattachment point to the mainstream flow, thus resulting in lower heat
transfer coefficients. A p/e ratio of 8-12 is recommended by Cavallero, who also states that
fully developed flow can be assumed after the third rib.
The most significant findings of the rib research is that while adjusting the parameters for
inline configurations, a staggered arrangement of ribs will increase the heat transfer by a
further 50%.

17

Literature review

Figure 2.8.2

Continuous and staggered 90° rib turbulators (Hwang, 1998).

The hydraulic diameter for the test rig is initially set to 0.11m, by the constraints of the
optimal duct depth to length ratio as described by Brinkworth, (2004). A rib height to
hydraulic diameter ratio (e/Dh) of 1.6 was used, matching those of Hwang, (1998), and Jubran
et al., (1996), which they found to be optimal, giving a rib height of 20mm. A rib thickness of
12.5mm was used, giving a height to thickness ratio (e/t) of 1.6, matching that of Cavallero et
al., (2002) and again Hwang, (1998). A pitch of 125mm was used, giving a pitch to rib height
(P/e) ratio of 10, which is mid-range for this parameter used frequently by many researchers,
including all those previously mentioned in this field. The use of small P/e ratios is found to
decrease overall heat transfer coefficients and promote hot spot development. These
parameters will be set to compare the effects of straight ribs, staggered ribs, angled and vshaped at 60° ribs, and perforated ribs against the Nusselt numbers seen for a smooth duct.

\
Figure 2.8.3

^

Staggered and continuous rib turbulators at 60° to the mainstream flow
(Hwang, 1998).

Perforated ribs were investigated by Hwang, (1998), and Hwang and Liou, (1995). Increasing
the rib void fraction promotes floor heat transfer, but insignificantly affects rib heat transfer.
The former is attributed solely to the effects of turbulence enhancement, while the latter is the
result of the competing effects of the increase in incoming turbulence and heat transfer area
and the reduction of rib effective thermal conductivity. Both found that porosity in the range
of 40-50% gives max heat transfer enhancement while reducing rib drag and consequent
pumping requirement. They also noted that for solid and perforated ribs, the average Nusselt
number ratio decreases with increasing Reynolds number. While the Reynolds numbers in
question are significantly higher than those for flow in a PV duct, it is hoped that this trend
will remain. Test plate pictures are presented in Appendix A.

n I -pT_

Figure 2.8.4

Geometric notation used in typical rib turbulators test setups (Cavallero
et al., 2002).
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2.9

Dimple roughening

In general, internal cooling has been enhanced using rib-turbulators. However, the separated
tlowfield over discreetly mounted ribs can induce cooling non-uniformity and thermal
stresses, along the relatively high pressure drop induced, and the difficulty in manufacture
further takes from the ribs attractiveness. In recent years, the concept of using indented
(dimpled) surfaces has attracted attention due to the high heat transfer enhancement and lower
pressure loss penalty, with up to 2.5 times greater heat transfer over smooth plates and only
1.6 times the penalty loss or half that of rib turbulators, Acharya et ah, (2000). Serving as a
vortex generator, a concavity promotes turbulent mixing in the flow bulk and enhances the
heat transfer. According to Mahmood et al., (2001), these regions of high local heat transfer
are a result of vortex pairs and vortical fluid that is shed periodically from each dimple. The
outward shedding or ejection of fluid produces heat transfer augmentation from the
periodicity and unsteadiness of the vortical fluid, and the strong secondary fluid motions of
the vortical fluid and vortex pairs near the surface.

RjCW
DIRECTION

Figure 2.9.1

Visualisation of the flow structure showing induced vortices exiting a
dimple (Mahmood et al., 2002).

Chyu et al., (1997), reported an experimental study with hemispherical and tear drop shaped
dimples. The dimples are imprinted on a heated plate with staggered arrays.
Both Mahmood and Chyu found that the in-dimple heat transfer was not as great as that seen
after the dimple. Zhou et al., (2004) found that heat transfer in the upstream half of the dimple
can be less than that witnessed for a smooth duct, but this is counteracted by the increases
seen after this point as can be seen in Figure 2.9.2. Uneven cooling can then result so the
longest pitch is not necessarily the best one. Mahmood and Chyu analysed the heat transfers
differently, with Chyu et al. using area averaged Nusselt numbers, and Mahmood et al., using
the total surface area for this calculation, resulting in lower values.
Having included the effect of increased area (17% for hemispheric dimple), the level of heat
transfer enhancement over a smooth wall of 2.2 to 2.7 was seen, which is comparable to most
of rib turbulators but lower than some of the more complex ones, which are ruled out for our
purpose due to manufacturing constraints. Chyu et al., noted that the trends observed appeared
to be insensitive to channel height, or the Reynolds numbers they checked for, Chyu et al.,
which were as low as Re=1250 in the case of Mahmood et al. The dimple profile was
manufactured using a 20mm ball nose cutter, cutting out an opening of diameter 8.66mm and
to a depth of 5mm.
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Figure 2.9.2

X/D
Sherwood number distributions in around circular dimples on a test plate in a
crossflow of Reynolds number 21000 with a longitudinal pitch to open face
dimple diameter of 1.9 (Zhou, 2004).

The Chyu profile set both longitudinal and traverse pitches to be 2.3 times the open cut
diameter, replicating that ratio seen in heat exchanger arrays, generally taken as optimising
their heat transfer enhancement. However, no proven evidence is available to imply that this
is also the case for dimple concavities. With different flowrates and temperatures involved in
the PV case, and after correspondence with Zhou et al., it was decided to undertake CFD
analysis of the flow regime and heat transfer involved with the dimpled PV. This is covered in
Chapter 5, and resulted in the fixing of the axial pitches and varying the longitudinal ones to
optimize. Longitudinal pitch to open face dimple diameters ratios of 1.1 to 2.5 were examined
using Finite Element CFD modeling and ratios of 1.3 and 1.9 were subsequently examined
experimentally.
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Figure 2.9.3

Geometric Test plate setup for a dimple roughened plate with longitudinal
pitch to open face dimple diameter of 1.9.

2.10 Discussion
In this chapter the research behind the tests undertaken has been described, with reasoning
provided as to the expected benefits of the cooling applications to the PV facade case.
Although for much lower flowrates in the PV case, the improved cooling created by the
enhancement mechanisms evident in the industrial applications is expected to manifest to
varying degrees, as discussed, for the PV application.
The prospect of roughening both walls of the PV cooling duct was also investigated through
the literature research. Chandra et al. (2001) reported that opposite roughening of ribbed
channels produced a further 6% increase in heat transfer, with a 72% increase in drag. This
range of drag increase would prove prohibitive in the case of buoyancy induced flow, and
would serve to nullify any benefits accrued from the opposite wall roughening. Chyu et al.
(1997) also investigated the possibility of two opposite dimpled walls, also noting that the
most significant effect of this alteration was also to increase disproportionably the friction
factor.
The next chapter deals with the setup and operation of the experimental test rig. Details of
instrumentation, calibration, the collection of the test data, and data acquisition will all be
presented.

O
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CHAPTER THREE
EXPERIMENTAL APPARATUS AND INSTRUMENTATION
REVIEW
3.1

Introduction

In this chapter the test facilities including ducting, instrumentation, data acquisition, and all
other relevant test facility setup and equipment used will be described. The tests and the test
plate conditions have been outlined in the preceding chapter. An overall schematic of the
experimental setup is shown in Figures 3.2.1 and 3.3.1. The rectangular aluminium plates
tested are discussed in Section 2.2 and their individual test variations are also discussed in
the subsequent sections.

3.2

Test duct

The test plates were mounted on top an insulated and sealed polycarbonate box, built and
sized to simulate duct How to the rear of a PV facade. A duct depth of 0.06m was selected to
give a duct hydraulic diameter, Dh, of 0.1 Im, where;
Dh =

(HxW)
2(H + W)

(Eqn. 3.2.1)

This was chosen in the range as advised by Brinkworth (2003), for optimising tlow and heat
transfer, where the optimum was found to be quite shallow, advising a duct length to
hydraulic diameter in the range of 10-20, so with a length of Im for the scaled down test rig
used in these experiments. Air exited the duct at the end of the plate, as it would do in a
fagade, so the flow is drawn along the rear of the plate as opposed to straight through it, as it
was for the transpired solar collector research.
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Figure 3.2.1

A design drawing view of the test rig setup.

Electric heater mats, cartridge heaters and radiative heating were considered for providing
the uniform heat flux required to heat the plates. Radiative heating was selected because its
flux uniformity is not affected by the presence or absence of perforations or any other test
plate alterations, and this method is frequently used by other solar energy researchers. After
examining numerous lighting candidates and configurations, GE 500W halogen flood lamps
were chosen because they provided reasonably uniform illumination in a Gaussian
distribution. For heating a surface, the amount of radiant energy is the most significant
factor. The front surface of the test plate was painted black to increase the absorption across
the incident radiative spectrum. Obtaining a uniform flux with an array of lamps can he
difficult. As is the convention for solar testing, the lamps were positioned Im away, and
normal to the test plate. The array consisted of 10 lamps, each individually controlled with a
dimmer switch, and configured using a traverses of a calibrated Skye pyranometer to ensure
hot spots were almost eliminated. A testing flux of 1000W/m“ was achieved to a uniformity
of ±1.2%, by lowering the output of the middle lamps where hot spots were more prone to
develop. The adjustability of the lamps meant that an overall flux from 0- 1500W/m“ was
possible with this rig.

3.3

Data acquisition and temperature measurement.

Temperatures were measured using Thermoworks PT-6 type T thermocouples, calibrated to
a tolerance of ±0.1 °C, with a time constant of 0.01s. Calibration was carried out using hot
and cold baths of boiling and freezing water. A sample calibration curve can be seen in
Figure 3.3.2, with error bars showing a precision of less than ±0.1 °C. The temperature offset
from 0°C or 100°C is not so significant in terms of experimental error as the precision in
measuring a AT is what is important in the experiments. The offset may be caused on any
given day by varying atmospheric pressure, or impurities in the water.
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The outside diameter of 0.75mm meant that the thermocouples could easily be embedded
with a good bead contact to the test point and glued with highly conductive epoxy in the
channels in the test plates, which were ground out to keep the thermocouples on an isotherm
for 20 diameters and also so as they would not obstruct or interfere with the airflow and
effect subsequent readings downstream. The epoxy chosen was the Radionics SMT heat sink
bonder, which is a fast curing acrylic adhesive, intended to produce a thermal path between a
heat sink and component. The material produces a good bond with excellent heat dissipation.
The thermocouples were positioned to give three readings for each cell area on the plate,
with a cell area designated to be 10cm x 10cm. 20 to 30 thermocouples were used for each
test with the data acquired using the National Instruments SCXI DAQ systems.

Figure 3.3.1

The main components of the experimental test rig.
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Figure 3.3.2

Sample calibration curve for thermocouples showing precision error bars.
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To make the radiation-shielded thermocouples two concentric insulating PVC tubes were
used, calculated to need a wall-to-wall gap of 2.84mm. The outermost surface was painted
white or silver (to reflect away visible light and radiate away any heat), innermost surface
painted black (to prevent radiation reflecting its way down the tube to the thermocouple), all
other surfaces were low-emissivity (polished metal or covered with aluminum tape; these are
the radiation-shielding surfaces). The thermocouple inside the inner tube was a distance of 8
tube diameters in to minimize view factor to the outside and minimize conduction heat
transfer down the thermocouple leads. The gap between the shields needed to be greater than
(10 X total tube length)/(RePr), Kutscher, 2004 (with Pr taken as 0.7035) so that the
boundary layers did not converge inside gap thus minimising convective heat transfer
between shields.

Figure 3.3.3

Radiation shielded thermocouples and apparatus for accurate air temperature
measurement.

As can be seen in Figure 3.3.3, a small fan was used to aspirate (suck on) all the tubes, to get
all the shields as close as possible to the air temperature you are trying to measure. The
temperature vs. suction flow rate was plotted and the suction flow rate increased until the
temperature levelled off at an inner tube speed of 8m/s, and this was taken as the true air
temperature. Satisfying the conditions advised, tubes of inner diameter of 3mm and 8mm
were used with slender and light sponge insertions intermittently supporting the inner tube
position to maintain the air gap, whilst allowing minimally restricted air flow through both
tubes.
The NI DAQ system employed was based around the SCXI 1200 12 bit data acquisition and
control analogue to digital converter, using an SCXI 1000 chassis and an SCXI 1120 8channel isolation amplifier module and the 1303 terminal block. The NI software package
Labview was used for recording and collating the data. Numerous programs were written,
using the labview graphic user interface based language, for the purpose of simultaneously
recording the instrument outputs of the thermocouples, the flow sensors, and the radiation
sensors. Separate program was used for the thermocouple calibration.
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Figure 3.3.4

Sample of the Labview screen as it collects test data.

The SCXI 1200 a/d converter can be used in conjunction with other SCXI modules or as a
standalone. It communicates with the PC through the parallel port and works with the fourslot SCXI-1000 chassis. The SCXI-1102 is designed for high-accuracy thermocouple
measurements. It includes an instrumentation amplifier and a 2 Hz lowpass filter, for
eliminating noise and reading distortion before amplification. The amplification gain is
software configurable, and is performed at this stage in the acquisition. A gain of 1000 was
selected in this case. The SCXI-1303 is a terminal block for use with the SCXI-1102
modules. It is designed especially for high-accuracy thermocouple measurements, it includes
an isothermal construction that minimizes errors caused by thermal gradients between
terminals and the cold-junction compensation sensor.

Figure 3.3.5

National Instruments SCXI Data Acquisition system used.
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3.4

Pressure and flow measurement

Airflow was drawn over the plate by a IkW Vent-Axia fan, with a controller for variable
flowrates. The flow measurement was taken from a Bosch 0280211007 hot wire air mass
flow meter. The voltage output from the sensor was calibrated as shown in Figure 2.10.6,
pulling the trolley and sensor through still air at known velocities and monitoring the output
again using the SCXI DAQ systems. The calibration curve can be seen in Figure 3.4.2. In the
rig, the sensor was positioned 1.5m from the last duct reduction to eliminate the effects of
any error through turbulence in the pipe. The pressure drop and associated drag coefficients
were obtained using a Honeywell Sursense DC001NR5 precision very low pressure sensor,
rated at ±1” H2O, or 250Pa, outputting a conditioned voltage in the 1 to 6V range.
Flow visualisation was done using a fog smoke generator running off an ethanol based
solution, and using the smoke wire method, employing a 0.2mm constantan wire coated in
mineral oil, with 2A put through it at 6V. The results of the flow visualization can be seen in
Chapter 7. The images were captured using a Canon EOS D60 digital single lens reflex
camera, which is a high resolution 6M pixel, 17-35mm lens, CCD camera, allowing the user
a in depth control over parameters such as zoom, aperture, and focus.

Figure 3.4.1

Setup for calibration of mass air flow sensor.
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Mass flow sensor calibration

Figure 3.4.2

Calibration curve for mass air flow sensor.

Safety was a paramount in the design of the rig, particularly given the electrical and heat
power involved in the 2.5kW lighting array. All equipment was earthed and fused
appropriately and the test benches included three emergency stop switches and incoiporated
a central electrical control box, housing all the miniature circuit breakers.

3.5

Thin film heat flux sensors

Extensive calibration work was carried out to investigate the possibility of using thin film
heat flux sensors to characterise convective heat transfer. The Omega HFS Series Sensors are
designed for precise measurement of heat transfer through any material. They can be
mounted on flat or curved surfaces, and have thermal profiles for efficient readings. The
sensors are accompanied by an integral thermocouple for discrete temperature measurement.
Since the same energy must flow through the HFS as the surface to which it is attached, the
heat transfer rate is directly proportional to the temperature difference across the thermal
barrier, and the exact rate of transfer can be calculated by measuring this temperature
gradient. The sensors are self-generating devices requiring no external voltage or current
stimulation, and can be directly interfaced to a microvolt meter with no cold-junction
compensation required.
The HFS-4 sensor was chosen for my application, as it has a high sensitivity of 6.15
microvolts per BTU/ft"hr, and it incorporates an integrated K-type thermocouple, allowing
for temperature correction of the output due to the effect of temperature changes on the
thermal conductivity of the thermal barrier of the thermopile.
The calibration of the sensors is necessary for use as a convective transfer sensor. The
sensors measure the total heat flux passing through them, including the radiated flux.
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The amount of radiated flux can be deducted from the overall flux and the resulting
convective heat transfer assessed theoretically and then verified experimentally. Using the
Infrared thermal imaging camera, the emmisivity of the HSF was found. This was done by
placing the sensor, and a piece of black insulating tape of known emmisivity, in intimate
contact with a surface of known temperature, and adjusting the emmisivity setting on the
camera to read the HFS temperature equal to that of the black tape. The calibration for
convective heat transfer readings involved setting up the HFS on a flat plate in a quantifiable
flow, using the known sensor emmisivity and the temperature distributions around the wind
tunnel for evaluation of radiative losses, and comparison of heat transfer coefficients with
correlation calculations.
The HFS heat flux sensors have been shown to be a versatile and accurate method of
determining convection coefficients and heat fluxes. With readings offset at 7.95% and 0.9%
for the different tests, the accuracy even for difficult to determine flow regimes outperformed
classical correlations. Given that local convection coefficients are at an exact point and the
relatively large physical size of the sensor, it couldn’t accurately detect local values.
However, as the local coefficients were half the average coefficients for the length from the
test plate leading edge, and supported from the results, the HFS determined convection
coefficient were assumed to be twice that local coefficient value at its midpoint to within
8.4%, and followed the trend in local coefficient values along the plate to that accuracy also.
The accuracy of the sensors was confirmed further by the fact that the average flux outputted
along the plate conformed to that supplied electrically, and that it outperformed correlations
for the irregular flow patterns as seen in the higher velocity case of Table 5.1, Appendix B.
Unfortunately, the HFS sensors didn’t carry this usefulness through in the main tests. The
presence of four 0.8mm wires for every sensor, and the sensors size, along with the fact that
it couldn’t be embedded, led to the conclusion that it was interfering with airflow and the
subsequent measurements.

3.6

Conclusions

Having now discussed the test plate setup and test rig instrumentation along with the
literature research behind the tests, the following chapter will discuss the mathematical heat
transfer theory and analyses used to interpret the test results as they were collated. The
analytical and experimental results will then be presented, and .scrutinised, with conclusions
being drawn to establish the optimised setup.
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CHAPTER FOUR
Mathematical effectiveness modelling and heat transfer analysis.
4.1

Introduction

In this chapter the experimental results for the tests discussed in Chapter 2, will be
mathematically analysed through the heat transfer effectiveness and the energy balance
methods, and compared to theoretical predictions derived from the published work of
Kutscher (1994), and Van Decker et al. (2001). This prediction and comparison method is
based on the heat transfer effectiveness analysis developed by the aforementioned
researchers in the area of Unglased Transpired Solar Collectors (UTC). This method of
analysis, however, tends to give larger uncertainties at low effectivenesses, Kutscher, (1994).
The standard presentation form of cooling enhancement results used in the gas turbine blade
cooling research area is to provide relative convection coefficients or Nussselt numbers, with
these being relative to the case of the smooth unaltered wall. This involves an energy balance
incorporating conduction, convection and radiation losses. As this presentation of the heat
transfer results is more commonly used and provides a more definitive result, it is the
analysis which is presented ultimately in this thesis.
The novel PV cooling mechanisms investigated in this project as discussed in depth in
Chapter 2 are derived from the UTC and gas turbine film and turbulation cooling
technologies. It followed logically that the analysis be carried out in accordance with best
practice methodologies published for both of these technologies.
A predictive model for the i.sothermal UTC was developed by Kutscher et al. (1992-1996),
and modified or improved upon by Van Decker et al. (2001). This model was found to
comply excellently with experimental evaluations. It was, however, developed primarily for
the case with a crosswind of up to SnVs present to the front of the collector. Just comparing
Van Decker’s typical suction velocities and the 5m/s crosswind present in his tests, with the
internal duct velocities of less than Im/s and with no frontal crosswind for the PV test case in
this work, will give an indication of how much lower an effectiveness the Van Decker model
predicts, given the cooling significance of the frontal crosswind. The UTC mathematical
analysis is then presented in terms of heat exchange effectiveness, e, broken down into front,
back and hole effectivenesses, using the plate temperature and air temperature
measurements.
Prediction of cooling for the turbine blade technologies has not been developed to such a
level, and was in essence not possible. The best practice published analysis of these
mechanisms is presented in the form of relative Nusselt numbers or relative convection
coefficients. These are presented as a ratio of the smooth unaltered duct coefficients.
Calculations were carried out in this fashion using the basic energy balance equation to
quantify the convection coefficients in each case, taking into account the heat flux losses
through radiation and conduction. For completeness, both the perforations and turbulation
tests were analysed using this method, allowing for ease of comparison.
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4.2

Unglazed transpired solar collector effectiveness prediction model

The most advanced version of the UTC effectiveness model is by Van Decker et al. (2001),
and this was the one adhered to by the author. It is based on the assumption of an isothermal
plate, which in reality, with greater heat transfer in and around the holes is not the case, but a
plate with any reasonably high conductivity, such as a PV or aluminium, for practical
purposes can be assumed isothermal. In any case, the conductivity was found to have a weak
effect on the overall effectiveness. For the purposes of analysis, the total plate heat transfer
was separated into three regions on the plate surface: the front-of-plate, the hole, and the
back-of-plate. Each region was assigned an effectiveness, denoted Cf, 8h, and 8b, respectively.
The following sections detail Van Decker’s development of this model from each individual
region effectiveness to the overall global regression fit equation he presented for prediction
under a wide range of conditions. This equation was then used for prediction of effectiveness
for the experiments conducted under the different flow conditions, and is compared to the
enhanced cooling results in the graphs of Figures 6.3.1.

4.2.1 Back-of-plate heat transfer
The back of the test plate is the side on which the airflow is induced in the duct, as denoted
in Figure 4.2.1 and the following is the derivation of the back-of-plate heat transfer
effectiveness model developed by Van Decker et al. (2001) for that region and modified later
for the overall regression fit model. As the flow emerges from the hole as a jet at the
backside of the plate, it will tend to break into relatively large recirculating turbulent eddies
that will wash the back surface of the plate, cooling the plate. This flow effect will be
demonstrated later in the thesis in the CFD and flow Chapter 5 of this report, which shows a
visualisation of type of flow in a perforated plate. Van Decker et al. (2001) derived an
equation that would model the dependence of 8b on the dimensionless groups that it was
thought to depend on, using existing models of for heat transfer in separated flow as a guide.

Figure 4.2.1

Defining the temperatures Toi and To2 which are the bulk air temperatures
which enter and leave the hole respectively (Holland et al. 2001).
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From the test plate cross-section in Figure 4.2.1, the front of the plate is defined as the upper
area on which the radiation lands and through which the air is first drawn. The hole can be
seen as the gap through which the air passes into the cooling duct and onto the back of the
plate.
Assuming the air in the region behind the plate was well mixed by the turbulent eddies, Van
Decker et al. (2001) showed that

8k =

(4.2.1.1)

(l-Stn"')

where 8(, is the back-of-plate effectiveness, and St b = Stanton number at the back of the
plate given by

St h —

h,
|pV,Cp]

(4.2.1.2)

and where hb is the convective heat-transfer coefficient at the back of the plate (W/m“.K),
pandCpare the air density (kg/m“), and specific heat capacity (J/Kg.K), respectively, and
p and

is the suction face velocity (m/s).

St b can be expected to correlate with the relevant Reynolds number with a power law
relation, with a power coefficient of about -1/3.
The Stanton number can easily be correlated against the particular back-of -plate Reynolds
number denoted Rcb. which is equal to
V, P
Re h = -----

(4.2.1.3)

in which P is the hole pitch (m),
V is the air kinematic viscosity (m“/s), and

Vh =

V.

(4.2.1.4)

o
o being the plate porosity, which is equal to

TtP-

^ with D being hole diameter (m).
4P^

The correlation equation was defined as
St b = 6.93 Re b

1/3

(4.2.1.5)
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So 8b took the form

1
1 + e Re,

1/3

(4.2.1.6)

where the constant e = 0.144 was chosen to give the best fit to experimental data (Van
Decker et al., 2001), and was later modified for the global fit model.

4.2.2 Front-of-plate heat transfer
The front of the plate is the side onto which the radiation is incident and the ambient air is
sucked from, as denoted in Figure 4.2.1. Two dimensionless groups, both Reynolds numbers,
were found to be important in establishing the heat transfer on the front face of the plate, one
based on the crosswind speed, Uw, and the other on the face suction velocity, Vg.
It follows that
Rcw —

UP

, Reynolds number based on the wind speed.

(4.2.2.1)

in which P is the hole pitch (m),
and V is the air kinematic viscosity (m7s).
Rcs =

VP

(4.2.2.2)

is the Reynolds number based on the suction velocity.
Based on the suction velocity for zero wind conditions, RCs developed a momentum integral
analysis as the only important Reynolds number, as due to the Rcw going to zero .
The zero wind condition was found to be adequately covered by the Van Decker et al. (2001)
effectiveness model with

et =

1 + / Re ,^

(4.2.2.3)

where 8f is the front-of-plate heat transfer effectiveness,
and the constant f is equal to 0.0654, later adjusted in the global fit.
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To tlexibly accommodate the zero wind condition to the windy situation, a single equation
for the front-of-plate effectiveness was developed, in which
/ =

8

1 + Rev min[r/ Re

f]

(4.2.2.4)

where the symbol ‘min[x,y]’ means that one is to take the minimum value of the variables x
and y. As a result of this condition, the equation automatically shifts to Equation 4.2.2.3 in
the theoretical case of the zero wind condition.

4.2.3 Heat transfer in the hole
The increased heat transfer brought about by the introduction of perforations to the plate is
greatly affected by the increase in heat transfer surface area of the hole itself. This part of the
overall effectiveness warrants a separate analysis and quantification. In the model for 8h, the
heat transfer effectiveness in the hole, we can assume laminar flow in the hole, since the
Reynolds number in the hole, Ren, is below 2000, where
Reh =

V,D
ov

pV,D

(4.2.3.1)

and p is the dynamic air viscosity (kg/m.s),
a being the plate porosity,
and Vh is the air velocity in the hole (m/s).
Treating the flow in the hole as hydrodynamically and thermally developing flow inside an
isothermal cylinder, the hole effectiveness is described by Incropera and DeWitt, 1990, as
c h =1 - exp
in which

-NTU

NTU=^
mC„

(4.2.3.2)

(4.2.3.3)

where hh is the average heat transfer coefficient in the hole (W/m“.K),
m is the mass flow rate of air through the plate, m=p P“ Vs (kg/s),
t is the plate thickness (m),
and Cp is the air specific heat capacity (J/kg.K).
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The heat transfer coefficient hh is to be calculated from the average Nusselt number, Nuh in
the hole

h.=

D

(4.2.3.4)

in which Nu^ is the Nusselt number in the hole,
kai, is the air thermal conductivity (W/m-.K),
and D is the hole diameter (m).
Ebadian and Dong (1998), treated the hole as a cylinder with length equal to the plate
thickness, t , and the hole diameter , D, they showed that the hole Nusselt number is a
function of the hole Graetz number, Grh, where
Re,, PrD

Grh =----- ^--------

(4.2.3.5)

and Re;, is the Reynolds number in the hole,
Pr is the air Prandtl number,
t is the plate thickness (m),
and D is the hole diameter (m).
That this function can be approximated as linear was based on the assumption that the fluid
enters the cylinder at a uniform temperature, whereas in reality the air entering the hole will
be non-uniform; the air nearer the plate will be hotter than that near the centre-line. The non
uniformity of the air-temperature distribution will be greater with increasing P and
decreasing D. To capture this effect, parameter c was made a function of P/D, and the hole
Nusselt number, Nu h is given by
Nuh = 3.66 + c Grh

(4.2.3.6)

with constant c approximately equal to 0.0047, and again was later revised for the global fit.
Van Decker et al. (2001), combining the above equations gives
( P
3.66 t \
8h = 1 - exp -4 c — + Pi Re;, D ]
o

(4.2.3.7)

as the model for the hole effectiveness.

4.2.4 Global regression fit and overall model
Van Decker et al. (2001), to minimise the effects of any tenuous assumptions, entered into a
global fitting process, to generate a more generic model, whereby the sum of the squares of
the deviations between model and measurement over the full set of his data points was
minimised. The results of this process gave modified constant values for the previously
derived constituent effectiveness equations.
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The results of this gave e = 0.2273, a = 1.733, f = 0.02136, and c = 0.004738. In summary,
taking the Prandtl number as 0.71, the total effectiveness, £, model for the UTC presented by
Van Decker (2001, Eqn. 16) is
(Component 1)

(Component 2)

- (l + Re v max[l .733 Re u^^0.02136])“' Jx -(l+0.2273Re/,
(4.2.4.1)

( A A,one/’ 20.62 r)
xexp -0.01895---------------1
D
Re/, D)
(Component 3)

This was the predictive model used for the current test conditions, the results as will be
discussed provide substantially lower effectivenesses than those reported in both the work by
the Waterloo researchers (Golneshan et al., 2000, Van Decker et al., 2001), and the NREL
researchers (Kutscher, 1994). This is due to the large effect of the crosswind of up to 5m/s
used in those cases and the absence of a crosswind used in our work.
A (m2)
D(m)
t(m)
Vh
Qduct(m3/s)

Vduct (m/s)
m (kg/s)
P(m)
Vs (m/s)
G (kg/m2s)
Pr
s

e
f
c

0.145
0.0042
0.01
1.57
0.00174
0.10
0.00202
0.010
0.012
0.0139
0.707

RCb
Res
Reh

991.06
7.58
412.13

Component 1 Component 2
0.8774
0.1393

e=

Component 3
0.8482

0.1036

0.00764
0.2273
0.02316
0.004738

Table 4.2.4.1 Showing the Van Decker effectiveness model calculations for the lowest
Howrate, as conducted using the globally predictive Equation 4.2.4. and
outlined in Section 4.2.
Duct velocity
Model e =

0.1 m/s
0.1036

0.2 m/s
0.2003

0.32 m/s 0.64 m/s
0.2903
0.451

Table 4.2.4.2 The predicted effectivenesses for a straight circularly perforated plate at the
four different duct velocities examined, with zero crosswind, as graphed
below in Figure 4.2.4.

36

Mathematical modelling and analysis

Perforations tests effectivenesses
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Figure 4.2.4.1 Graphing the Van Decker effectiveness model calculations for the increasing
Howrates, as conducted using the globally predictive Equation 4.2.4.1 and
outlined in Section 4.2.

The predicted effectivenesses presented for the straight circle perforated plate with no
crosswind show how the effectiveness increases with increasing suction flowrate.
Having presented the predicted effectivenesses both theoretically and mathematically for the
simple perforation case with no crosswind, in Section 4.3 the theory behind the alternative
and more commonly used energy balance method of analysis will be presented in the
mathematical form for the various components of the balance. This analysis will then be
presented numerically and graphically in Chapter 6, and is detailed further in Appendix D.

4.3

Analysis by overall energy balance and Newton’s law of cooling

The effectiveness analysis carried out in the preceding sections has been established in UTC
research area and allows the comparison of predictive model results for the basic straight
perforation and the enhanced injection mechanisms being proposed in this thesis for
adaptation into photovoltaic (PV) fagade cooling. Analysis by an overall energy balance and
subsequently Newton’s law of cooling is a more established presentation method in the gas
turbine cooling technologies research area.
This method of analysis was carried out in accordance with best practice published analysis
methods in the gas turbine, film cooling and inner blade turbulation research (Hwang, 1998,
Cavallero et al., 2001, Yuen et al., 2001). It gives a more definitive representation of the
cooling enhancements achieved in the novel application of this technology to the low
Oowrate PV facade cooling.
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The main purpose is to present the enhanced cooing mechanisms in terms of heat transfer
coefficients or Nusselt numbers relative to those of the unaltered smooth plate. In order to
conduct this analysis, experimental measurements such as the energy flux incident on the test
plate, and surface temperatures measurements of the insulation around the plates and ducting
were required to enable quantification of all the components of an energy balance.

4.3.1 Overall balance
As demonstrated schematically in Figure 4.3.1, the net convective heat transfer rate, Q,
brought about at the rear of the plate by the physical alterations being examined, can be
described in an energy balance as the lighting array incident flux on the plate surface, qi, less
the losses to natural convection, qconvnat, itnd room radiation, qradnat, on the front of the plate,
further radiation loss between the rear of the plate and the opposite wall ducting, qraciduct, tind
the edge losses by means of conduction through the insulation, qcond,
Q

~ qi

qconvnat

qcond

qradnal " qradduct-

(4.3.1.1)

Figure 4.3.1.1 Schematically showing the test plate energy balance inputs and outputs, as
discussed previously.

The convective heat transfer coefficient was then evaluated from a simple manipulation of
Newton’s law of cooling, giving
h=

Q
AsurflTp - To)

(4.3.1.2)

where h is the convection coefficient at the back of the test plate (W/m-.K),
Q is the net convective heat transfer rate at the back of the plate (W),
Asurt is the test surface area (m),
Tp is the rear plate surface temperature (°C),
and To is the rear plate air temperaure exiting the test duct ("C), Incropera, DeWitt, 1996.
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The Nusselt number, Nu, can then be determined from the relationship of
Nu =

kair

, Incropera, Dewitt (1996)

(4.3.1.3)

where kair is the air thermal conductivity (W/m.K),
h is the convection coefficient at the back of the test plate (W/m".K),
and Dh is the duct hydraulic diameter (m).
The following sections give a more detailed description of the energy balance heat transfer
theory used in determining the various components of convective heat transfer and ultimately
the experimental convection coefficients.

4.3.2 Natural convection losses
In natural or free convection buoyancy forces within the fluid bring about fluid motion. The
buoyancy effect in the fluid is due to the presence of a fluid density gradient being acted
upon by a body force, namely, in this case, the force of gravity. The presence of a density
gradient is brought about by the temperature gradient in the air arising from the heated plate
and the density decreases with increasing temperature. Free convective flows are classified
in according to whether and how the flow is bound by surfaces.
The dimensionless parameters that govern free convection had to be considered and utilised
in order to characterise the flow. The first is the Grashof number, Grt. The Grashof number
has the same influence in free convection as the Reynolds number does in forced convection.
It provides the ratio of the buoyancy force to the viscous force acting on the fluid, in the
form
Gri =

gp(T„-T»)L.'

(4.3.2.1)

in which g is the gravity term, (9.81m/s“),
P is the air volumetric thermal expansion coefficent, (K '),
V is the air kinematic viscosity (mVs),
Tp is the rear plate surface temperature, (°C),
Too is the ambient air temperature, ("C),
and Lc is the charcteristic length of the plate (m), defined as
Lc =

As,,

(4.3.2.2)

where P is the plate perimeter (m), Incropera, DeWitt, 1996.
Given that free convection boundary layer brought about by an instability and a gradient in a
fluids density, it is not guaranteed to of laminar flow, so a mechanism to assess the flow
condition exists, namely this is correlated as the Rayleigh number, Rul.
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The condition of the free convection boundary layer depends on the relative magnitude of the
buoyancy and viscous forces in the fluid and this phenomenon is expressed as the Rayleigh
number, Ra l, where
Ra L = GrLPr =

gp(T,-T-)Lc’

(4.3.2.3)

va

in which a is the air thermal diffusivity (m"/s), Incropera, DeWitt, 1996,
and Ts is the front plate surface temperature, (K).
In a horizontal plate Figure 4.3.2.1, the buoyancy force is normal to the surface. For a hot
surface facing upward, as in this case, the flow is driven by descending and ascending
parcels of fluid. The heat transfer is quite effective in this case with the warm fluid ascending
and being continually replaced by cooler fluid form the ambient, which is in turn heated up.

Fluid, r

4

v
■- - ■

Plate,

I

'

Figure 4.3.2.1 Buoyancy driven flow on the top surface of a hot plate (Incropera, DeWitt,
1996).
The correlations used in terms of Nusselt number, defined by Incropera and DeWitt (1996),
for the upper surface of a heated plate were.
Nui =0.54 RaL

1/4

for the conditions of (10“^ < Ra l ^ 10^)

(4.3.2.4)

and
NuL=0.15RaL

1/3

(4.3.2.5)

for the conditions of (10^ < Ra l ^ lO").
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The resulting heat transfer coefficients were calculated using modifications of Equations
4.3.1.2 and 4.3.1.3, where,
h =

Nui-.ka

(4.3.2.6)

L
where L is the length along the test plate (m),
and finally,
Qnatconv ~

hAsurt (Ts - To) ,

(4.3.2.7)

gives the subsequent heat energy losses due to natural convection from the front plate
surface, qconvnat, iind can be seen for the sample case of Test 9 in Table 6.4.2, and in
Appendix D.

4.3.3 Conduction losses
Fourier’s Law governs conduction heat transfer and it states that the rate of flow of heat
through a single homogeneous solid, qc, is directly proportional to the area of the section at
right angles to the direction of heat flow and to the change of temperature with respect to the
clT
length of the path of heat flow — .
dx
Fourier’s Law then states that
qc = - k A

clT^
dx

(4.3.3.1)

where qc is the rate of conduction (W),
k is the insulation thermal conductivity (W/m.K),
and A is the open conduction surface area (m"), Incropera, DeWitt, 1996.
This then gives the specific conduction equation
qc = - k Asp(Tpo-Tins)/t

(4.3.3.2)

where Asp is the surface area of the side of the plate (m),
Tpo is the average edge plate temperature (°C),
Tins is the temperature at the outer edge of the insulation (°C),
And t is the thickness of the insulation.
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lit
Cold fluid

Figure 4.3.3.1 One-dimensional heat transfer by conduction (Incropera, DeWitt, 1996).
Quite easily, once the conductivity and thickness of the insulation were known, and the
temperatures of the plate and the ambient environment were determined, the conduction
losses were calculated using Fourier’s law and subsequently deducted form the incident
radiant energy available for convective transfer at the rear of the test plate. A sample ca.se for
Test 9 can be seen in Table 6.4.1, and is further detailed in Appendix D.

4.3.4 Radiative heat losses
Radiation is energy emitted by matter at a finite temperature, transported by electromagnetic
waves, without the necessity of a material medium as in the case of convection and
conduction. Emissive power is limited by the Stefan-Boltzman law and the emissivity of the
surface, and can be related to that of a blackbody, the perfect emitter, which has an
emissivity of 1. According to Incropera and DeWitt (1996), the radiative energy, Er, emitted
by a body is governed by a relation of its emissivity, 8, its temperature, Ts, and the Stefan2t^4
Boltzman constant, a, where c = 5.67e-8 W/m"K
Er = 80Ts^

(4.3.4.1)

In reality, we generally do not deal with true blackbody emitters, and the amount of radiation
emitted by a surface is also affected by the surfaces it exchanges with through the properties
of surface absorption, reflection, and transmission. To compute the radiation losses for the
test plates in this research, two separate radiation mechanisms were to be accounted for.
The radiation from the top of the plate to the surroundings of the room, and the radiation
exchange between the rear of the plate and the opposite duct wall.
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To do this, the geometric feature of the plates and their relevant exchange surroundings,
called the view factor had to be determined. The view factor, Fjj, is defined as the fraction of
the radiation leaving surface i that is intercepted by surface].
The view factors for the plate to duct transfer were examined as being parallel plates with
midlines connected by perpendicular, and as aligned parallel rectangular plates. The view
factor of the former is shown in Figure 4.3.4.1, and is defined by Incropera and DeWitt
(1996) as
(W. + Wj)- + 4^“ - [(Wj - W.)' + 4]'
F..=

(4.3.4.2)

2W.

where from Figure 4.3.4.1, Wi=Wi/L, and Wj=Wi/L.

\j

I

Figure 4.3.4.1 Schematic of the view factor set up for parallel plates with midlines connected
by their perpendicular represented by Equation 4.3.4.2.

Figure 4.3.4.2 Schematic of the view factor of aligned semi-infinite parallel plates,
represented by Equation 4.3.4.3.
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The view factor for the aligned parallel plates as in Figure 4.3.4.2, was defined by Incropera
and DeWitt (1996) as

1+X

In

Y

nl/2

iir

l + X" + Y'
ttXY

+ X11 + Y'

tan

X

-2r+ Y1 + X
tan
-

,

1/2

1 +Y

Y
1+X

-Xtan^'X-Ytan“'Y

(4.3.4.3)
where X = X/L, and Y = Y/L as X, Y, and L are shown in Fig. 4.3.4.2.
The view factor presented by the analysis as aligned parallel rectangular plates was chosen,
as this seemed most representative of the test rig situation and it also provided the larger
view factor of 0.85, which in turn brings about more conservative convective heat transfer
results. The emissivity of the test plate, both front and rear, was determined using the IR
thermal imaging camera, using the same method discussed for assessment of the Thin Film
Heat Flux Sensors, as de.scribed in Section 3.5 and Appendix D.
Once the view factor was determined, with the known surface emissivities of 0.65 for the
aluminium plate and metallic chrome painted duct walls, and the surface temperatures which
were recorded at several points along the walls, the radiated heat energy could be determined
from
o
tjradduct —

1

(V-Td')

£p

£pA

1

+

AFi2

(4.3.4.4)

1 — £d

+

£dA
T

A

where a, is the Stefan-Boltzman constant, and G = 5.67e-8 W/m“K ,
Tp is the rear plate surface temperature (°C),
Td is the duct wall temperature (°C),
8p is the plate emmisivity,
8d is the duct wall emmisivity,
A is the test area (m*"),
and F|2 is the view factor, Incropera, DeWitt, 1996.
For the quantification of radiative losses form the top of the test plate to the surroundings,
the view factor was simply chosen to be that of a small object in a large cavity, where Fjj = 1,
Incropera, DeWitt, (1996).
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The radiated energy losses, qradnat, could then be quantified as
qradnat =

oAi8i(Ts-^-T walls'^)

(4.3.4.5)

where A] was the plate area,
Ts is the front plate surface temperature (°C),
Twaiis is the temperature of the surrounding walls in the laboratory
8i is the plate emmisivity,
and a, is the Stefan-Boltzman constant, and a = 5.67e-8 W/m“K .
'•)

A

The full energy balance as described in Section 4.3 now comes together to give the net
convective heat transfer of the rear-of-plate as Equation 4.3.1.1
Q

~ 4i " Qconvnat ~ Qcond ” Qradnat “ Qradducti

(4.3.4.6)

from which the back-of-plate convection coefficient is determined by
h=

Q
Asurt(Tp — To)

(4.3.4.7)

4.4 Discussion
The UTC method of model prediction of heat exchange effectiveness for a perforated panel
was detailed theoretically and mathematically in this Chapter. The model results can be seen
in Tables 4.2.4.1 and 4.2.4.2. Further explanation of the calculations is available in Appendix
D. The model predicted low effectiveness for the PV test setup, mainly due to the absence of
a frontal crosswind in the tests, but this prediction was validated in the test result of Test 2
for the straight hole perforations, as can be seen in Figure 6.3.1. The unaltered smooth plate
resulted in a far lower effectiveness, and the other injection mechanisms all provided
increased heat exchange effectivenesses. The mathematical theory behind the energy balance
method of analysis was also presented in this Chapter. This analysis will be numerically
detailed in Chapter 6, when all the experimental results will be presented and analysed, and
again, further in Appendix D. In the next Chapter, further modelling undertaken will be
described, this time with the purpose of optimising the dimple spacing for the turbulation
mechanisms, as discussed in Section 2.9. Flotran, the Ansys Finite Element Computational
Fluid Dynamics software was employed as the modelling tool in this case.
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CHAPTER FIVE
CFD dimple turbulator optimisation
5.1

Introduction

From the extensive literature survey conducted and presented in Chapter 2, the various
parameters of the film injection and rib turbulator technology were optimised for the
comparatively low flowrate and heat flux application of the Building Integrated PV facade
test rig. The idea of dimple roughening the internal walls of gas turbine blades is relatively
new, with first published research on the area in 1995 (Schukin et ah, 1995), and the first
research of substance in 1997 and 2001 (Chyu et al., 1997), (Mahmood et al., 2001). There is
however, not yet any published correlation or convention on optimising the pitch parameters
of the dimples (Zhou, 2004). Generally it is accepted that the heat transfer coefficients on the
upstream half wall inside a dimple are quite low (lower than the smooth wall), so if uniform
heat transfer is required, the dimples downstream may need to be covered in the effective
wakes of the upstream dimples (Zhou, 2004), and so positioned in close proximity. In contrast
to this effect is that higher heat transfer coefficients occur on the downstream half of the
dimple and the highest heat transfer coefficients occur on the flat surface immediately
downstream of the concavity (Chyu et al., 1997). So in order to maximise the overall heat
transfer on the plate, the flat area downstream of the dimple would be lengthened. An
optimum length of flat surface must exist for a given dimple geometry and flow conditions,
below which there is not enough flat area exposed to the emerging dimple induced vortices
and above which the density of dimples is too low to induce enough of the heat transfer
enhancing vortices. The dimple diameter and depths were set as described in published
research by Chyu et al., 1997 and Mahmood et al., 2001, to an open surface diameter of
17.36mm, brought about by milling to a 5mm depth, using a 20mm diameter ball nose cutter.
In this chapter the attempt to find this optimum dimple arrangement will be detailed. The
Ansys Finite Element Computational Fluid Dynamics (CFD) program, Flotran, was used to
model, in 2 dimensions, the effect of a dimple roughened plate in the typical PV cooling setup
and flow conditions. The modelling results suggested an optimum dimple diameter to pitch
ratio and allowed for the minimisation of trial and error in the experimental verification stage.

5.2

The Finite Element Method and CFD

"The Finite Element Method (FEM) is a numerical technique in which the governing
equations are represented in matrix form and as such are well suited to solution by digital
computer. The solution region is represented, (descritised), as an assemblage (mesh), of small subregions called //7;/Yc elements. These elements are connected at discrete points (at the extremities
(corners)), and in some cases also at intermediate points, known as nodes. Implicit with each
element is its displacement function which, in terms of parameters to be determined, defines
how the displacement of nodes are interpolated over each element", (Hearn, 1997).
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Computational Fluid Dynamics (CFD) uses the FEM and is the science of detemiining a numerical
solution to the governing equations of fluid flow whilst advancing the solution through space or time
to obtain a numerical description of the complete flow field of interest. The physical aspects of any
fluid flow are governed by three fundamental principles; Conservation of mass, conservation of
energy and Newton's Second Law. These fundamental principles can be expressed in terms of
mathematical equations, which in their most general form are usually partial differential equations.
The governing equations for Newtonian fluid dynamics, the unsteady Navier-Stokes equations,
have been known for over a century. Experimental fluid dynamics has an important role in
validating and delineating the limits of the various approximations to the governing equations.
This has led to an increasing interest in the development of numerical modelling. The steady
improvement in the speed of computers and the available memory size since the 1950s has led
to the emergence of computational fluid dynamics. This branch of fluid dynamics complements
experimental and theoretical fluid dynamics in providing an alternative cost effective means of
simulating real flows.
The ANSYS/Flotran program formulates the Navier-Stokes equations in a differential form.
This formulation includes terms which account for viscous loss terms, gravitational
acceleration and user specified source terms such as distributed resistances etc.
The ANSYS/Flotran program offers flexible Computational Fluid Dynamics software with the
capability of solving a variety of fluid flow problems including laminar, turbulent, compressible
and incompressible flow; subsonic, transonic, and supersonic flow; single or multiple fluid flows
and thermal/fluid flow coupling. Manufacturing companies in industries ranging from automotive,
aerospace, and heavy machinery, to computers and electronics, utilize ANSYS/Flotran to
produce high-quality designs and minimize elaborate prototyping. The software provides robust
capabilities for simulating and analysing the flow characteristics of fluids including pressure drop,
vekx:ity distribution, lift and drag forces, and heating and cooling effects (Ansys, 2004).

5.3

The Governing Equations

A mathematical model is necessary in order to quantitatively analyse a flow. This model must
be capable of predicting the changes, which any flow variable will experience at any time and
at every point in the flow. The predicted changes must be consistent with the physical laws that
govern the flow of a fluid. According to Fox and McDonald, (1994), these laws are;
1.
2.
3.

Conservation of Mass - The Continuity Equation,
Newton's second law of motion - The Momentum Equation,
Conservation of Energy, The Energy Equation.
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5.3.1 The Continuity Equation
A flow system is, by definition, an arbitrary collection of matter of fixed identity.
Conservation of mass requires that the mass, M, of the system be constant, (Fox and McDonald,
1994). On a purely rate basis, this concept may be stated as.
dM
=

0

(5.3.1.1)

y.vv.s

In differential form, this may be expressed as;
3p ^ 3(pC.) ^ 9(pC,)

dt

dx

dy

g

(5.3.1.2)

where p is the flow density, and Cx and Cy are the axial and whirl components of the flow
velocity, respectively. The rate of change of density is replaced by the rate of change of pressure
and, more importantly, the rate at which density changes with pressure;

dt

dP

dt

(5.3.1.3)

The evaluation of the derivative of the density with respect to pressure arises from the equation of
state. If the compressible algorithm is used, an ideal gas is assumed such that dp/dP = 1/RT .
According to Anderson, (1995), the integral fomi of the governing equations allows for the presence
of discontinuities within a fixed control volume, whereas the differential fomi, used by Ansys, of these
equations assumes the flow properties are differentiable and hence continuous.
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53.2 The Momentum Equation
The momentum equation is a dynamic equation that describes the motion of a fluid by applying
Newton's second law to each particle in the flow. In it's most general form, the momentum
equation is represented by a set of equations of motion in differential form, the Navier-Stokes
equations. For the case of compressible flow in two co-ordinate directions, these equations may be
written as;

3(pcj^9(p+pc;)^a(pc,cJ

at

d\

dy

dx

(5.3.3.1)

dy

The Ansys/Flotran program formulates the complete energy equation in the form;

3(pcj ^ 3(p + pc;) ^ a(pc,cj_ 9(t^J ^
dx

3t

dy

dx

(5.33.2)

dy

where the t temis are known functions of the velocity gradients and viscosity, and p, Cx and Cy are,
respectively, the axial and whirl components of absolute velocity. (Fox and McDonald, 1994).

533 The Energy Equation
The continuity and momentum equations are used to calculate the static pressure and components of
the fluid. If it is required to model the heat flow in the fluid then a relationship between the flow
variables and the temperature of the flow must be formulated in order to calculate the temperature
throughout the fluid. This is achieved through the energy equation, which, when expressed in
terms of the total (or stagnation) temperature takes the foim;
a(pCpT)

a(pVxpCpT)

a(pVyCpT)

at

dx

dy

dx

V

dx)

+

k^
dy\ dy

-I-

dz

{ k^
dz V

d(pVzCpT) _

dz

dP

+ Q + Ek + Qv + ^ + —
dt

(5.3.2.1)
where Cp = specific heat
To = total (or stagnation) temperature,
K = thermal conductivity
Wv = viscous work term
Qv = volumetric heat source
fl) = viscous heat generation term,
and, Ek = kinetic energy. (Ansys, 2004).
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53.4

Numerical Discretisation of the Governing Equations of Fluid Flow using
the Finite Element Method

CFD is a computer based modelling technique capable of solving the governing equations of a flow.
These equations are first transformed into a form, which is understandable to a digital computer.
Three major discretisation techniques exist, the finite difference method, the finite element
method, and the finite volume method. The ANSYS/Flotran software package utilises the finite
element method.
The basis of the finite element method as described in Knight, (1994), is summarised in the following
steps. It is equally relevant to the analysis of fluid flows as to solid stmctures.
The domain, over which the governing partial differential equations apply, is split into a finite number
of sub-domains known as elements. These elements assemble through interconnection at a finite
number of points on each element called nodes. This assembly provides a model of the solid
stmcture or fluid flow field. A simple, general solution to the governing equations is assumed
within the domain of each element. Application of the general solution form to all the elements
results in a finite set of algebraic equations, which must be solved for the unknown nodal values.
By subdividing a structure in this manner, one can formulate equations for each separate finite
element, which are then combined to obtain the solution of the whole system. Modern finite
element packages are designed with user interfaces to facilitate easy preprocessing, control of
the solution procedure and post processing. However, errors can occur, particularly at the
preprocessing stage where element types, boundary conditions and material properties etc. are
assigned. The solution output associated with this element takes the form of various nodal
quantities such as velocity, static temperature, and relative pressure, together with a variety of
derived quantities such as total pressure, and total temperature, etc.
The laws of conservation of mass, momentum and energy define the fluid flow problem.
These laws are expressed in terms of partial differential equations, which are discretised
utilising a finite element based technique. It is assumed that the problem domain does not
change during solution. The user decides if the problem flow is laminar or turbulent, and if
the incompressible or the compressible flow algorithm are to be invoked.
The flow of gases in an ANSYS/Flotran analysis is restricted to ideal gases. The user decides
whether the effect of temperature on fluid density, viscosity and thermal conductivity is
important.
The distinction between laminar and turbulent flow lies in the ratio of the inertial to the
viscous transport. As this ratio increases, instabilities develop in the flow and velocity
fluctuations begin to occur. A turbulent model accounts for the effect of these fluctuations on
the mean flow by using an increased viscosity, the effective viscosity, in the governing
equations. The effective viscosity is the sum of the laminar viscosity and the turbulent
viscosity. To assess whether the ANSYS/Flotran turbulence model is used, an estimate of the
Reynolds number is made.
For an ideal gas, the density is calculated from the equation of state. This equation involves
the absolute pressure and the absolute flow temperature. In regions of high velocity gradients,
negative values of the absolute pressure and absolute static temperature, leading to negative
density values, can occur early in the iterative solution process.
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One way to prevent this from occurring is to use a converged incompressible (and thermal
turbulent) solution as a starting point for the fully compressible analysis.
Artificial viscosity and inertial relaxation are also useful in preventing negative flow
properties. Inertial relaxation helps to stabilise a solution by increasing the magnitude of the
main diagonal of the matrix equation. Smaller values provide more diagonal dominance and
thus equation stability. The cost of this is slower convergence as it de-emphasises the
influence of the cross-coupling terms present in the governing equation.

5.4

Performing an FE analysis

Performing a finite element analysis of a model involves three principle tasks;

2.
3.

Preprocessing (building the model)
Solution (applying boundaiy conditions and obtain solution)
Postprocessing (Review of results)

The preprocessing stage defines the geometry of the component and, transforms the model
using a suitable element into a model with a finite number of unknowns.
The solution stage defines the applied boundary conditions and hence calculates the result of this
application. The principal job of computer is also done at this stage in solving the matrix of
equations as defined by the input model geometry and loads.
In the postprocessing stage the computer presents the calculated data through a user-friendly
graphical interface. The results generated in solving the matrix of equations are to be
interpreted by the user and suitable conclusions drawn.

5.5

Building the model

Flotran has two element types, a 2d and 3d version. They essentially have the same degrees of
freedom, consisting of fluid velocity, pressure, temperature, kinetic energy, turbulent kinetic
energy, and multiple species mass fractions, with the 2d version having a quadrilateral shape
with four nodes or a triangular shape, with three nodes. A 2d model was developed in this
case, using the FLIUD141 element. Heat transfer across the fluid boundary can be modelled
and combined with fluid flow readily.
The geometric model of the dimpled plate was developed using the standard drafting facilities
initially and then sculpting the desired shape using the Boolean functions in the operate menu.
Boolean algebra provides a means for combining sets of data, using such logical operators as
intersect, union, subtract, etc. Ansys allows the application of these same Boolean operators to
the solid model, so that it can be modified and constructed more easily. In this case the plate
was divided into numerous area sections that were later combined using the ‘add’ command.
Each individual area section included one dimple and half the length of flat surface from one
dimple to the next, thus when these areas were added, the desired dimple pitch under
investigation was achieved.

CFD analysis

The dimple profile was created by forming a rectangle, imposing a correctly positioned circle
on it and then using the Boolean function to subtract the circle leaving the concavity in the
rectangle, Figure 3.3.1.
AN

Figure 5.5.1

Showing the development of the dimple model geometry using the Boolean
operators for the larger pitch to diameter ratio of 1.9.

The single dimple geometry was then copied to form the test plate of desired length and the
areas added using the Boolean operators. Figure 5.5.2. To create the duct area above the plate,
keypoints were correctly positioned, lines were then drawn using these and the duct area was
subsequently created. For applying the boundary conditions on the upper test plate surface,
which is also the boundary line of the fluid element area being investigated, the lines of each
dimple had to be added. Adding all the dimple lines, together, however, led to shape
irregularities and warnings when creating the fluid area, so the top section of the plate was
added to finally consist of maybe three or four lines, depending on the severity of plate shape
brought about by the dimple density and pitch. This then lead to an accurate and smooth
element depiction of the dimple plate geometry. The applied thermal boundary conditions
were placed on the upper dimple line, which was the shared boundary line with air duct. The
creation of the plate area therefore became immaterial to the solution process and was really
only done to aid the geometric creation of the duct flow area of interest. Applying heat fluxes
is done on a per m" basis, so the number of individual applications to the lines forming the
dimple plate surface was not of relevance.

AN

Figure 5.5.2

Showing the extrapolation of a single dimple geometry to form the entire test
plate, using the Boolean operators, for the larger pitch to diameter ratio of 1.9.
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5.6

Meshing

A generated mesh of elements approximates the defined graphic model, and in this case the
tluid area of the duct. Flotran automatically meshes the spatial model given a defined element.
The mesh attributes, such as mesh density and bias can be user specified or automatically
determined using the Meshtool ‘Smart Mesh’ option. Attributes such as mesh density and
element shape directly influence the accuracy of the solution. The adequacy of the mesh can
be analysed by conducting a mesh sensitivity analysis, by solving the problem using
incrementally more dense meshes, ensuring that the solution outputs do not change in value,
i.e. that the chosen mesh is adequate. The general convention in fluids modelling is to use
finer meshes in areas of expected high turbulence and solution gradients (Ansys help, 2004).
In this case, the top line of the test plate was added to finally consist of maybe three or four
lines, compared to one for the opposite wall. This was due to the shape irregularities and
warnings when creating the fluid area by any other means. So applying the mesh, regardless
of specified density, led to a finer mesh at the dimple surfaces as the ratio of line lengths for
the dimple side to the opposite wall side was of the order of three or four to one. This
resulting fine mesh meant that coarser meshes could be specified and still result in a fine mesh
near the area of interest. Figure 5.6.1.

Figure 5.6.1

Meshes in the fluid region using the Smartmesh facility varying from a Smartmesh
on the left, to a 2 for the centre diagram, to a 5 for the right diagram.

As can be seen from the different diagrams, even with a less fine mesh, the density in the
dimple region remains quite high, and it was found that the difference between the Smartmesh
1 ind 2 options was negligible, with slightly varying results for the lower mesh densities.

5.7

Solution

Hiving meshed the geometry, it is now possible to apply boundary conditions. Boundary
ccnditions are used to define Fluid / Solid interfaces, initial velocities, temperature, heat fluxes,
heat generation etc. A heat flux of 1000W/m“ was applied to the surface lines at the bottom of the duct
Arid section. To fulfil the no slip condition, for a Newtonian fluid such as air, zero velocity was
applied for both directional components at the top and bottom walls. A reference pressure of zero was
also set on the line of the duct exit, so as the exit does not affect the flow in the duct. The remaining
bcundary condition was the air inlet velocity, which varied from 0.1 m/s to 0. 64m/s.
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With the boundary conditions defined for the problem, the next task was to modify the Flotran
flow setups. This requires not only an understanding of the flow and heat transfer regime in
question, but also the Flotran program and how it interprets the boundary inputs and the flow
system.
In the solution options, the analysis was setup as a steady state, thermal analysis for an
incompressible flow, where the radiosity equation was not solved as the purpose was to optimise
the convective setup with no need for including other heat transfer mechanisms, which are
essentially losses in reality. Whether the flow regime was laminar or turbulent was decided for the
different flow rates by examining the Reynolds number. Re, where a Reynolds number of 2500 or
greater is taken as being turbulent for internal duct flows (Incropera, DeWitt, 1996).
Re =

U Dh

(45.7.1)

where, Uoo is the duct velocity (m/s),
V is the air kinematic viscosity (m7s),
and Dh is the duct hydraulic diameter, determined in 2d as twice the inlet height (Ansys help).
The algorithm selected to solve the problem was the Simplen option. This significantly
improves the rate of convergence if pressure-velocity coupling dominates the convergence, as
in our case, determined from examining convergence monitors where the temperature
component was much quicker to converge. Simplen computational time is about 1/4 of the
Simplef computational time and is generally more robust. The Thermal Field Scheme was
selected over the Conductivity Matrix Scheme as the algorithm to calculate the film
coefficients, as it is recommended for complexly shaped elements, which were certainly
present particularly in the shorter dimple pitch to diameter ratios.
In the execution control the convergence criteria were left at the default for the Simplen
algorithm, and convergence was achieved by specifying a large number of global iterations,
such as 5000, and letting the solution run until it converged. Convergence in the fluid problem
is nonlinear in nature and convergence is not guaranteed. Overall convergence of the
segregated solver is measured through the convergence monitoring parameters. A
convergence monitor is calculated for each degree of freedom at each global iteration. It is the
loosely normalized rate of change of the solution from one global iteration to the next and is
calculated for each DOF as follows:

(5.7.2)
j=l

waere, M(p = convergence monitor for degree of freedom f,
N = total number of finite element nodes,
(p = degree of freedom,
k = current global iteration number (Ansys help).
Convergence is thus the sum of the absolute value of the changes over the sum of the absolute
values of the degree of freedom.
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Fluid properties were all set to be read from the Ansys SI database as their values varied under the
eonditions. Density variations were disallowed as natural conveetion in the cooling duct was
deemed to be insignificant by the fact that the ratio of Grashof number, Gr, to the Reynolds
number squared, Re“, was found to be less than one, Gr/Re“ < 1 (Incropera, DeWitt, 1996).
Reference conditions were all set to SI Standard Temperature and Pressure (STP) levels, with the
inlet air temperature set to 293 K.

5.8

Optimisation solution

In this section the nodal contour and vector plots showing the turbulating effects of the dimples
and the optimising effect of changing the dimple diameter to longitudinal pitch ratio will be
presented in graphical form as outputted by the Ansys postprocessor. The optimisation is
presented for the case of a duct velocity of 0.2m/s, a typical velocity value for buoyancy induced
flow in a PV cooling duct (Brinkworth, 2000).

Figure 5.8.

Vector plot of the flow induced by a dimple with a diameter to pitch ratio of
1.3, and an initial inlet velocity of 0.6m/s.

In Figure 5.8.1 it can be seen how the dimple induces swirling flow around the plate surface.
In this case the inlet velocity was set for the higher inlet initial flow velocity of 0.6m/s, as it
gi/es a more pronounced effect for visual purposes. For the more realistically attainable lower
flows in the duct velocity range of 0.2m/s, the vector plot results are less pronounced, but as
w 11 be shown the improvements in heat transfer are still significant.
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The duct air temperature for a dimple diameter to pitch ratio of 1.3, where a
constant boundary temperature of 400K was applied.

In Figure 5.8.2 the air temperature gradient can be seen for an initial simulation run in which a
constant boundary condition on the duct wall was set to 400K, with an inlet velocity of
0.6m/s. The application of a constant temperature was considered for modelling but was
disregarded as it is not an entirely accurate depiction of real conditions. It is, in effect,
applying a varying heat flux, or heat generation, to keep the wall at a constant temperature.
The diagram does however, show clearly than the discussed effect of slightly lower heat
transfer in the upstream half of the dimple, and the higher heat transfers being in the
downstream half and the flat surface immediately subsequent to it (Chyu et al., 2000, Zhou,
2004). The higher air temperatures built up shown above are caused by lower convection, and
thus lower heat removal in the upstream half of the dimple. The subsequent models were run
with a temperature boundary condition of constant heat flux, as this more accurately reflects
the real situation, with the results presented in terms of heat transfer coefficient as opposed to
duct air temperature.
The following diagrams will present the main purpose of the CFD analysis, the attempt to
optimise the dimple longitudinal pitch to diameter ratio. The simulations were run for ratios of
1.1, 1.3, 1.6, 1.9, and 2.5. The increments were as recommended by Zhou, (2004). The
boundary conditions for the cases presented are for the lower inlet velocity of 0.2m/s, with a
heat flux of 1000W/m“ applied on the duct wall, and the results are presented in the form of
convection film coefficient, W/m“K, with the near wall values being those of interest.
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Figure 5.8.3

Film convection coefficients for the case of dimple longitudinal pitch to
diameter ratio of 1.1.
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Figure 5.8.4
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Film convection coefficients for the case of dimple longitudinal pitch to
diameter ratio of 1.3.
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Figure 5.8.5

Film convection coefficients for the case of dimple longitudinal pitch to
diameter ratio of 1.6.

Figure 5.8.6

Film convection coefficients for the case of dimple longitudinal pitch to
diameter ratio of 1.9.
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Figure 5.8.7

Table 5.8.1

Film convection coefficients for the case of dimple longitudinal pitch to
diameter ratio of 2.5.

1.1 1.3 1.6 1.9 2.3
Dimple spacing (s/d)
Average h^en (W/m^K) 5.1 5.8 4.3 2.0 3.7
Comparison of integrated average heat transfer coefficients from CFD data for
the different dimple pitches.

59

CFD analysis

Heat transfer along a dimple (s/d=1.3)

hcoeff

distance from dimple upstream edge (m)
Fig. 5.8.8

5.9

The heat transfer coefficient as it varies along the dimple and its downstream
fiat surface area, for a dimple in the hydrodynamically fully developed region
with an s/d ratio of 1.3.

Discussion

As can be seen from Figures 5.8.3 to 5.8.7 the dimple longitudinal pitch to diameter ratio (s/d)
has a significant effect on the convection film coefficients produced. This was expected, but it
was not certain for the given flowrates involved what form the optimisation would take. As
has been discussed, there is not yet any published correlation or convention on optimising the
pitch parameters of the dimples (Zhou, 2004). There are two opposing factors affecting the
heat transfer optimisation. The first is that the heat transfer coefficients on the upstream half
wall inside a dimple were known to be quite low so if uniform heat transfer is required, the
dimples downstream may need to be covered in the effective wakes of the upstream dimples.
The second being that the higher heat transfer coefficients occur on the downstream half of
the dimple and the highest heat transfer coefficients on the flat surface immediately
downstream of the concavity (Chyu et al., 1997) and so to maximise the flat area downstream
of the dimple would be to maximise the overall heat transfer on the plate.
Both of these hypotheses have been verified from the presented diagrams in Section 5.8. From
the optimisation diagrams. Figures 5.8.3 to 5.8.7, it can be seen that the dimple longitudinal
pitch to diameter ratios of 1.1 and 1.3 outperformed the others.
By lengthening too far the dimple pitch, there weren’t enough dimples present to turbulate the
airflow, although the flat surface area had been extended the net effect was still a decrease in
heat transfer. From Figures 5.8.3 and 5.8.4 it can be seen that reducing too far the distance
from dimple to dimple also had the effect of reducing the convection coefficients witnessed.
For the s/d ratio of 1.1 case in Figure 5.8.3, it can be seen that a higher local maximum was
achieved on the flat surface after the dimple, with coefficients in the range of up to 8.5W/m“K
present.
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However, this higher coefficient has a much reduced flat surface area over which to be active,
and the overall effect, including the in-dimple surface area was of lower convection
coefficients. The s/d ratio case of 1.3 in Figure 5.8.4 was found to have slightly lower
maximum coefficients, but with a larger flat surface area over which to be effective and with
higher up and downstream half in-dimple convection coefficients, the s/d ratio case of 1.3 was
found to be the optimum arrangement. This fact held to be true for the other duct velocities,
which are all relatively low, and can be seen in Appendix C. Quantitatively, the modelling
and experimental convection coefficients concur reasonably well with the experimental ones
being higher. This is due to the modelling being two-dimensional. The modelling purpose was
to optimise the dimple pitch to diameter ratio and not the entire cooling duct, which is also
being a two-dimensional parameter, was accurately portrayed in the modelling.
Table 5.8.1 shows the space-averaged heat transfer coefficients, analysed from the CFD data
and by integrating the length of plate covered by each segmented heat transfer coefficient, it
gives a true comparison of the cooling ability of the different dimple setups. Figure 5.8.8
outlines the variation of heat transfer coefficient as it varies along the dimple and its
downstream flat surface area, for a dimple in the hydrodynamically fully developed region
with an s/d ratio of 1.3. As is also visible in the Ansys modelling graphics the h value is high
as it enters the dimple and falls rapidly in the upstream half of the dimple, rising in the
downstream half to peak as the airflow exits the dimple onto the flat surface, where it again
declines gradually before a final but less pronounced peak as the airflow leaves the flat
surface area and is drawn into the succeeding dimple.

The dimple-to-dimple variation tended to be quite uneven in the developing flow region of the
duct. The presence of the dimples also had the effect of lengthening the developing region
compared with a smooth rectangular duct, by a factor of around two. Once the flow had
become hydrodynamically fully developed, the dimple-to-dimple heat transfer coefficient
variation became minimal. The longer developing region would not be so significant in a
large BIPV fac^ade installation as the vast majority of flow would still be hydrodynamically
fully developed.
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CHAPTER SIX
Heat transfer experimental and analysis results
6.1

Introduction

In Chapters 4 and 5 the research presented in the earlier sections of the thesis was outlined
from the perspective of mathematical theory and modeling prediction. The Van Decker global
model for straight circular perforations was employed to predict the heat transfer effectiveness
for the PV test setup, and also to act as a comparison for the improved heat transfer injection
techniques investigated. FEA CFD modeling analysis was performed to optimize the spacing
of the dimple turbulators. In this chapter, the experimental heat transfer results are presented
and anlaysed in terms of heat exchange effectiveness for the perforations tests, and for both
the perforations and turbulation tests, in terms of overall energy balance, with improved
cooling expressed through the test convection coefficients relative to those of the unaltered
smooth plate, as is standard in gas turbine blade cooling research. This also allows for direct
comparison of ail the perforations/injection and turbulation cooling enhancement
investigations undertaken. The following Table 6.1.1 displays the cooling setup arrangement
for each test, as they were outlined in Chapter 2.
Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9
Test 10
Test 11
Test 12
Test 13
Test 14
Test 15

Table 6.1.

6.2

smooth unaltered duct
90° streamwise perforation
60° streamwise perforation
35° streamwise perforation
compound angle iniection, 60°,45°
compound angle iniection, 35°,30°
staggered streamwise 35° iniection
35° streamwise expanded exits
90° perpendicular to flow continuous ribs
90° perpendicular to flow staggered ribs
60° to flow continuous V shaped ribs
60° to flow staggered V shaped ribs
90° perpendicular to flow perforated continuous rib
dimpled plate with pitch to diameter ratio of 1.9
dimpled plate with pitch to diameter ratio of 1.3

Description of the fifteen experimental examinations undertaken.
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The following tables represent the unprocessed experimentally obtained data for the plates
tested. Descending in each table, is the temperature measurement data for the increasing
flowrates of 0.00174mVs, 0.00348mVs, 0.00554mVs, and 0.011 ImVs, representing the back
of duct linear velocities of 0.1 m/s, 0.2m/s, 0.32m/s, and 0.64m/s respectively, with the
experimentally recorded plate temperatures, Tp, the ambient temperatures. Too, and bulk duct
exit temperatures. To, all presented in degrees Celcius.

Too
Vduct m/s
Tp
0.1
114.5
33.0
113.4
0.2
33.0
0.32
109.4
35.6
0.64
100.1
32.3
Table 5.2.1: Test 1, smoot 1

To
39.4
45.3
47.9
51.0
duct

Vduct m/s
Tp
0.1
106.2
0.2
101.1
0.32
96.8
0.64
84.5
Table 6.2.2: Test 2,

Too
To
26.3
35.1
41.4
26.2
26.2
47.3
28.6
52.5
90° perforations

Vduct m/s
Tp
0.1
105.3
0.2
101.5
0.32
96.2
0.64
85.7
Table 6.2.3: Test 3,

Too
To
36.0
28.0
28.0
42.8
27.0
48.2
27.0
54.8
60° perforations

Tp
Vduct m/s
0.1
103.3
0.2
98.8
0.32
93.2
0.64
82.7
Table 6.2.4: Test 4,

Too
To
31.5
40.9
46.2
31.2
50.6
31.0
31.7
56.2
35° perforations

Too
To
100.9
25.0
33.6
96.9
25.0
40.9
91.3
26.0
45.2
82.3
26.9
52.6
Test 5, 60°,45° compound injection

Vduct m/s

0.1
0.2
0.32
0.64
Table 6.2.5:

Vduct m/s
0.1

Tp

Tp

106.0

Too
28.5

To

38.5
63
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100.7
0.2
29.0
44.9
49.5
0.32
94.8
29.0
0.64
83.9
55.9
29.5
Table 6.2.6: Test 6, 35°,30° compound injection
m/s

Vduct

Too

Tp

104.1
0.1
0.2
98.7
92.7
0.32
0.64
82.2
Table 6.2.7: Test 7, 35°
Vduct m/s

Tp

To

27.0
28.8
29.0
29.0
staggered

37.8
44.1
49.5
55.5
injection

Too

To

0.1
103.8
28.5
99.2
0.2
29.8
0.32
93.6
29.5
0.64
83.1
29.9
Table 6.2.8: Test 8, expanded exit
m/s

Vduct

0.1
0.2
0.32
0.64
Table 6.2.9:
Vduct

m/s

Tp

106.6
28.5
103.9
28.0
97.1
28.0
84.9
24.0
Test 9, continuous
Tp

104.1
0.1
0.2
101.1
0.32
95.6
0.64
84.1
Table 6.2.10: Test 10,
Vduct

m/s

0.1
0.2
0.32
0.64
^able 6.2.1 1:
Vduct

m/s

Too

Tp

100.8
99.1
94.8
83.1
Test 11 ,
Tp

0.1
102.4
0.2
99.5
0.32
94.6
0.64
82.6
Table 6.2.12: Test 12,

Too

28.7
26.2
27.5
26.1
staggered
Too

38.9
46.3
52.2
57.4
injection
To

37.9
44.3
43.3
49.5
90° ribs
To

35.0
41.7
43.4
50.0
90° ribs
To

33.0
25.0
24.1
42.6
46.2
22.1
51.2
23.7
60° continuous rib
Too

27.2
26.1
25.1
25.2
staggered

To

34.5
42.0
44.9
50.6
60° ribs

Vduct m/s

Tp

Too

To

0.1

103.9

28.3

34.8
64
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0.2
0.32
0.64

102.4
94.8
85.1

26.2
24.2
24.4

44.4
42.0
52.2

Table 6.2.13: Test 13, perforated continuous 90° ribs
Vduct m/s
0.1
0.2
0.32
0.64

Tp

108.4
105.4
101.2
89.9

Too
29.2
28.0
28.0
25.0

To

39.1
43.3
44.2
48.9

Table 6.2.14: Test 14, dimpled plate of s/d = 1.9, where s is the dimple pitch and d is the
dimple diameter.
Vduct m/s
0.1
0.2
0.32
0.64

Tp

105.0
103.6
97.2
85.2

Too
26.5
24.6
23.0
23.3

To

36.9
45.3
44.3
49.9

Table 6.2.15: Test 15, dimpled plate of s/d = 1.3, where s is the dimple pitch, and d is the
dimple diameter.

6.3

Experimentally determined effectiveness

This section deals with the analysis of the experimental data presented in Section 6.2 in the
UTC effectiveness form presented by Kutscher et ah, 1993 and 1994. This allows the
comparison to be made with the predicted effectivenesses for the basic circular perforation,
and thereby demonstrating the cooling improvements achieved. Kutscher proposed that UTCs
be analysed in terms of their heat exchange effectiveness, which is in essence the ratio of the
heat transferred to the air stream to the maximum possible heat transfer. Two different
methods of determining the heat exchange effectiveness were considered, the first being the
transient cooldown method, and the second the direct temperature measurement method. In
the transient cooldown method, the plate is heated above the ambient to steady state by the
lighting array, and then the array is switched off and the plate shielded from any remaining
the remaining radiation. The heat transfer coefficient was then determined by the slope of the
temperature versus time curve for that suction rate as the plate is cooled. This method was
discontinued quite early, due to the time a test run would take, with a heating and cooling
cycle each time for the four different flowrates. In the direct temperature measurement
method, the embedded thermocouples and the radiation shielded thermocouples were used to
determine the plate heat exchange effectiveness.

Kutscher et al. (1993), related the temperature measurements to the overall experimentally
determined effectiveness, 8, by
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e=

To-T inib

(6.3.1)

Ts — T amb

where To is the hole outlet temperature,
Ts is the plate temperature,
and Tamb is the ambient temperature in degrees Celcius.
The effectiveness could further be broken down into the regions, as was done in the modeling
Section 4.2, of 8b, 8f, and Eh representing the back-of-plate, front-of-plate, and hole
effectivenesses respectively. This was again dealt with mainly in the publications of Van
Decker et al., 2001, where the three constituent effectivenesses were defined as
Tol — Tamb

(6.3.2)

£(• =
Ts — T amb

To — To2

eb =

(6.3.3)
Ts — To2

To2 — Tol

eh =

(6.3.4)

Ts-To

where To is the hole outlet temperature,
Ts is the plate temperature,
and Tamb is the ambient temperature,
Toi is the bulk mean temperature of the air as it enters the hole,
and To2 is the bulk mean temperature of the air as it exits the hole, see Figure 4.2.1.
The three constituent effectivenesses were then be combined to describe the overall
experimentally determined effectiveness as
(6.3.5)

8= l-(l-8r)(l-8h)(l-8b).

In the case of the current research, achieving this level of detail in experimental measurement
proved difficult, mainly in the accurate measurement of air temperatures entering and exiting
the hole. Given the flowrates and physical size of the hole, there insufficient air bulk from a
hole for the radiation shielded thermocouples to get a steady and accurate measurement
without distorting the flow, and by doing so distorting the measurement itself.
Thus, unfortunately, the presented effectivenesses are those determined using the more
generic but in this case, more accurate, Kutscher’s (1994) Equation 6.3.1, where the overall
plate effectiveness, 8, is described by
8

To-T.amb

(6.3.6)

=
Ts — T amb

Vduct m /s Test 1
0.1
0.073

Test 2
0.105

Test 3
0.109

Test 4
0.133

Test 5
0.104

Test 6
0.123

Test 7
0.123

Test 8
0.128
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0.2
0.32
0.64

e 6.3.1

0.148
0.191
0.263

0.196
0.292
0.445

0.207
0.302
0.470

0.221
0.311
0.485

0.213
0.297
0.476

0.222
0.312
0.491

0.223
0.327
0.503

0.241
0.355
0.521

Experimentally determined effectivenesses br the Derforated / coo
injection plates tested, descending in each column with increasing flowrate,
calculated from the data presented in Section 6.2 using Equation 6.3.1.

Table 6.3.1 was put into graphical form and the results are presented overleaf along with the
UTC straight perforations with no crosswind predictive model results presented in Table
4.2.4.2.
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Experimental results

As can be seen from Table 6.3.1 and Figure 6.3.1 the effectivenesses of all the tests carried
out were above those of the smooth plate for all injection velocities and flowrates and above
the predicted effectiveness levels of the straight circular perforation case. The 35° expanded
exits, and the staggered 35° streamwise injection clearly outperformed the others. The
expanded exits test outperforms the others due to the increased heat transfer area, rather than
being a more effective mechanism, at these low flows. The staggered 35° injection improved
performance over the aligned 35° injection. This suggests that the staggering effect leads the
injected boundary layer to be extended to cell areas beyond the holes immediate cell area, as
does the expanded exit hole. The compound angle injection had slightly lower effectivesses
than expected, but still showed significant improvement, the less than expected enhancement
was due to the low flowrates not giving the lateral component of its injection the full
momentum it required to induce the lateral spread of the boundary layer, as detailed in
Section 2.5. The results for the 90° injection compared very favourably with those of the
predictive model. They were generally expected to be slightly higher, as in reality a small, but
unquantifiable, natural convection current will always exist in a heat transfer laboratory area,
which give a very slight crosswind, where as the model was considered under a zero
crosswind condition. The 60° injection tests were, as expected, lower than those for 35° due
to the larger angle causing a lifting of the injectant off the back of the plate. Again the
compound angle case of 69°, 45° showed an improvement over the basic 60° injection, but fell
short of matching the enhancements seen for any of the 35° cases.

In the next section the results of the perforations and injection tests were also anlaysed by the
energy balance and Newton’s law method as described theoretically in Section 3.5. This
method is established as the conventional results presentation method in the area of gas
turbine cooling research, and allows a comparison to be made between the convection
coefficients relative to the case of the unaltered smooth plate, h/ho. Figure 6.4.1. The
turbulation tests, as will be described, were also analysed employing this method. Figure
6.4.2, and so direct comparison of the injection enhancement methods and the turbulation
enhancement methods can be made.

6.4

Results from overall energy balance and Newton’s law of cooling
analysis.

The theory behind undertaking an energy balance analysis, taking conduction, convection,
and radiation losses into account was covered in Chapter 4. The basic experimental data
results for the various tests were presented in Section 6.2, in Tables 6.2.1 to 6.2.15. Following
this the effectiveness analyses detailed in Section 4.2 was demonstrated and presented
numerically and graphically. In this section, the energy balance analyses detailed in Section
4.3 is presented numerically and graphically, with the losses expressed in terms of actual
Watts lost. Air properties were taken at the relevant film temperature, Tf, for losses in side the
duct, or at the ambient temperature. Too, for losses to the ambient. This section presents a
sample case of Test 9, the continuous 90° rib turbulator test, taking the reader through the
derivation of the conduction losses in Table 6.4.1, the natural convection losses in Table
6.4.2, the duct radiative losses in Table 6.4.3, how the three losses were combined to give a
heat loss rate in Watts in Table 6.4.4, and how the back-of-plate convection coefficients were
then derived, using the overall energy balance in Table 6.4.5.
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The convection coefficients relative to those of the smooth, unaltered plate, h/ho, for all the
tests carried out are presented in Tables 6.4.6 and 6.4.7, with graphical demonstration in
Figures 6.4.1 and 6.4.2. Sample calculations can be seen in Appendix D.

Test 9

Vduct

m/s

Vduct

m/s

0.64

k,n. (W/m.K),
t(m)

0.035

0.035

0.035

0.035

0.09

0.09

0.09

0.09

Tp (°C)
T. (°C)(avg)

106.62

103.94

97.09

84.91

27.13

27.13

27.13

27.13

T, (K)
Asn (m)
A(m)

339.9

338.5

335.1

329.0

0.005

0.005

0.005

0.005

0.0029

0.0029

0.0029

0.0029

(W)

0.309

0.299

0.272

0.225

Qcond2 (VV)

0.179

0.173

0.158

0.130

0.488

0.472

0.430

0.355

(W)

Samp e case of Test 9 showing the conduction osses calculation, as described
in Section 4.3.3.

m/s

Vduct

Vduct

m/s

Vduct

m/s

Vduct

m/s

0.1

0.2

0.32

0.64

k,. (W/m.K)
V (m^/s)

0.0298

0.0297

0.0294

0.0289

2E-05

1.99E-05

1.95E-05

1.89E-05

a (m%)

2.98E-05

2.96E-05

2.90E-05

2.80E-05

3(K-^)

0.00294

0.00295

0.00298

0.00304

Ra

2.90E+06

2.85E+06

2.73E+06

2.45E+06

Nu
h (W/m^K)

22.29

22.20

21.95

21.37

7.29

7.24

7.09

6.80

dconvnat (W)

84.07

80.62

71.96

56.96

Sample case of Test 9 showing the natural convection losses calculation, as
described in Section 4.3.2.

Test 9

Vduct

m/s

0.1

Vduct

m/s

0.2

0.85
0.85
F„
e
0.65
0.65
a (W/m^K'‘) 5.67E-08 5.67E-08

Vduct

m/s

0.32

Vduct

m/s

0.64

0.85

0.85

0.65

0.65

5.67E-08

5.67E-08

Qradduct (W)

0.46

0.82

0.62

0.34

Qradnat (V/)

0.69

1.25

0.95

0.55

Sample case of Test 9 showing the radiative losses calcu ation, as described in
Section 4.3.4.
Test 9
diosstot (W)

Table 6.4.4

m/s

0.32

Test 9

Table 6.4.3

Vduct

0.2

dcond

Table 6.4.2

m/s

0.1

9cond1

Table 6.4.

Vduct

Vduct

m/s

Vduct

m/s

Vduct

m/s

Vduct

m/s

0.1

0.2

0.32

0.64

85.71

83.16

73.96

58.20

Samp e case of 'est 9 showing the total energy losses calculation, as described
in Section 4.3.
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Test 9

9lOSStOt (W)
kair (W/m.K)

Q(W)
Tn (°C)
To (°C)
T^ avrw (°C)

Table 6.4.5

Vduct

m/s

0.1
0.2
0.32
0.64

Table 6.4.6

Vduct

m/s

Vduct

m/s

Vduct

m/s

0.1

0.2

0.32

85.71
0.0015
69.29
106.62
37.94
27.13
6.96

83.16
0.0015
71.84
103.94
44.30
27.13
8.31

73.96
0.0015
81.04
97.09
43.32
27.13
10.39

Vduct

m/s

0.64

58.20
0.0015
96.80
84.91
49.51
27.13
18.86

h (W/m^K)
Sample case of est 9 showing the final convection coefficient and Nusselt
number calculations, as described in Section 4.3.
Test 2

Test 3

Test 4

Test 5

Test 6

Test 7

Test 8

1.071
1.220
1.351
1.681

1.212
1.325
1.509
1.814

1.252
1.400
1.617
2.037

1.223
1.368
1.547
1.839

1.247
1.430
1.645
2.072

1.254
1.453
1.713
2.148

1.269
1.463
1.744
2.182

Experimentally determined convection coefficients relative to those of the
smooth duct, h/ho, for the perforated / coolant injection plates tested,
descending in each column with increasing flowrate.

Table 6.4.6 presents the heat transfer coefficients of the perforation tests relative to those the
smooth unaltered plate, with Table 6.4.7, overleaf, giving the breakdown of the test
descriptions. As can be seen the performance of all of the injection mechanisms increased
with increasing flowrate. However, as discussed in Chapter 2, buoyancy induced flow in a PV
cooing duct will only induce flow in the lower flowrates tested here (Brinkworth, 1997), and
so any improvement in these flow ranges is of more significance as the introduction of a
suction fan would take from any energy gains the enhanced PV cooling would provide.
In the lowest 0.1 m/s duct velocity flow, the 35° expanded exits injection mechanism provided
the most significant increase of 26.9%, rising to 46.3% for the 0.2m/s flow. Even the most
poorly performing injection mechanism, the 90° injection provided a 22% increase at the
0.2m/s flow. The gains of the other tests can be seen in Table 6.4.6 and Figure 6.4.1.
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Again, Table 6.4.7 gives the breakdown of the tests carried out.

Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9
Test 10
Test 11
Test 12
Test 13
Test 14
Test 15

smooth unaltered duct
90 streamwise perforation
60 streamwise perforation
35 streamwise perforation
compound angle iniection, 60,45
compound angle injection, 35,30
staggered streamwise 35 injection
35 streamwise expanded exits
90 perpendicular to flow continuous ribs
90 perpendicular to flow staggered ribs
60 to flow continuous V shaped ribs
60 to flow staggered V shaped ribs
90 perpendicular to flow perforated continuous rib
dimpled plate with pitch to diameter ratio of 1.9
dimpled plate with pitch to diameter ratio of 1.3

Table 6.4.7 Description of the fifteen experimental examinations undertaken
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Experimental results

The results presented here are those of the experimentally determined convection coefficients
relative to those of the smooth duct, h/ho, for the perforated/coolant-injection plates tested,
and give a more definitive representation of the cooling enhancement achieved. They
predominantly consistent with the alternative solar wall UTC method of effectiveness analysis
conducted and presented in Section 6.3. Relative convection coefficients of all the tests
carried out were above those of the smooth plate for all injection velocities and flowrates. The
expanded exits, and the staggered 35° streamwise injection again outperformed all others and
outperformed the 35° streamwise and 35°, 30° compound injection using this analysis. Both
compound angle injections increased to higher h/ho values, but not as much as expected, due
to the low flowrates not giving the lateral component of its injection the momentum it
required to induce the lateral spread of the boundary layer, as detailed in Section 2.5. The
results for the 90° and 60° injection were, as expected, lower due to the lifting of the injectant
off the back of the plate.
As discussed in Chapter 2, the improvements in heat transfer were expected, although the
levels of enhanced effectiveness are slightly higher than those expected from the literature, for
the relatively low Reynolds numbers involved. This can be explained by the effect of
transpiring a full plate as opposed to just examining the cooling around a row of holes.
Obviously in the gas turbine application, the hole size and density has to be far lower than for
the UTC case, for strength reasons. The cooling improvements are actually lower than those
cited in the literature, due mainly to the very low velocities and flowrates involved in
comparison with those rating in the mach regions for the gas turbine blade cooling
applications. The higher flowrates examined were outside what one would expect from
natural buoyancy induced duct flow, so unless the use of a fan is incorporated in the system,
the high heat removal rates seen at this level of flow are not, in reality, attainable. The
increase in rate of enhanced heat transfer is seen as linear through this analysis method. At
lower flowrates the low momentum of the injectant probably minimises the effect of its
injection mechanism, with heat transfer being dominated by the basic heat sink effect of a
cooler mass of air present in the duct, along with the increased heat transfer area of the holes.

Vduct

m/s

0.1
0.2
0.32
0.64

Table 6.4.7

Test 9
1.086
1.129
1.207
1.482

TestIO
1.114
1.193
1.276
1.556

Test 11
1.132
1.224
1.307
1.613

Test 12
1.143
1.239
1.328
1.664

Test 13
1.092
1.163
1.247
1.560

Test 14
1.026
1.057
1.093
1.202

Test 15
1.062
1.112
1.169
1.423

Experimentally determined convection coefficients relative to those of the
smooth duct, h/ho, for the turbulation enhancement plates tested, descending in
each column with increasing flowrate.

Table 6.4.7 presents the heat transfer coefficients of the turbulation tests relative to those the
smooth unaltered plate. As can be seen the performance of all of the injection mechanisms
increased with increasing flowrate. However, as discussed, buoyancy induced flow in a PV
cooling duct will only induce flow in the lower flowrates tested here (Brinkworth, 1997). In
the lowest 0.1 m/s duct velocity flow, the greatest improvement was seen in the 60° staggered
V-rib, giving a cooling enhancement of 14.3% and 23.9% at the 0.2m/s duct velocity flow
rate. The most poorly performing rib turbulator was, as expected, found to be the 90°
continuous rib, giving an enhancement of 8.6% and 12.9% at the two lower flowrates.
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Even the most poorly performing turbulation mechanisms, the higher pitch dimple (s/d=1.9)
turbulator, provided an enhancement of 2.6% at the lower flowrate and 5.7% at the higher
rate. The lower pitch dimple (s/d=1.3) gave enhancements of 6.2% and 11.2% at the two
lower flowrates. The cooling performance gains of the other tests can be seen in Table 6.4.7
and Figure 6.4.2.
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Experimental results

From Table 6.4.7 and Figure 6.4.2, again, the relative convection coefficients of all the
turbulation enhancement tests carried out were seen to be above those of the smooth plate for
all injection velocities and flowrates. The 60° V-shaped staggered rib and the continuous 60°
V-shaped rib outperformed the others, the orientation of the rib induces secondary vortices
along the plate, providing increased convection coefficients. The staggered 90° rib and the
perforated rib were found to be the next most effective, with almost the same cooling effect
brought about by both.. Staggering for all ribs tested proved to increase heat transfer, due to
the additional turbulence induced. The dimpled plates performed reasonably, with the higher
ratio of s/d = 1.9 plate performing poorly at lower flowrates, which is consistent with that
expected from modeling results. Chapter 5, whilst the s/d=1.6 plate performed better.
As discussed in Chapter 2, the improvements in heat transfer were expected, although the
levels of enhanced effectiveness are below those cited in the literature, this again is thought to
be due mainly to the very low velocities and flowrates involved in comparison with those
rating in the mach regions for the gas turbine blade cooling applications. As can be seen from
Figure 6.4.2, the effectiveness improves at a rate that increases with flowrate, and it is
expected that these would reach the literature-cited levels at even higher flows. There is a
marked increase in heat transfer at the Vduct =0.2m/s flowrate. This can be explained by a
critical momentum level below which any turbulence is difficult to achieve regardless of
physical turbulation mechanisms. At lower flowrates the difference between the various
setups is still small and the low momentum of the flow minimises the effect of the turbulation
mechanism, with heat transfer being dominated by the basic heat sink effect of a cooler mass
of air present in the duct, along with the increased heat transfer area of the plate. All of the
test setups outperformed the smooth plate at the lower flowrates.

6.5

Uncertainty analysis

The uncertainty in any single measurement was taken to be that supplied in the manufacturers
product specifications. The propagation of the uncertainties was undertaken by the Root Mean
Square Error analysis method (RMSE). This is a most conservative quantification of
experimental error, always giving an upper bound on the error, so that it is never worse than is
given by this analysis method, Taylor, 1982. The error in a single measurement is understood
to random and normally distributed.
The uncertainty, as described by Taylor (1982), 5x, in any variable, x, which is used to
calculate the function q(x), leads to an uncertainty in q of 5q, where the function is
differentiated with respect to the variable and then multiplied by the error in that variable, or
5q =

dq
6x.
dx

(6.5.

Taylor (1982) applied this rule to functions of multi variables, in the following way. Given
that x,....z are measured with uncertainties 5x, 6z, and these measured values are used to
compute the function q(x....z).
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With the uncertainties in x,....z being independent and ransom, then the uncertainty in q is
given by the square root of the sum of the squares of the individual variable errors in the
function, or

2

6q =

+ ....+
Vdx J
Idz 7
For the manipulated form of Newton’s law of cooling, where

Q

h=

(6.5.2)

(6.5.3)

AsurfiTp - Tc

the experimental variables are the two temperature measurements, Tp and To, the radiant flux
measurement, and the surface area measurement. Thus, following the RMSE propagation of
errors method as described above, the error in the resulting convection coefficients was

8h =

^dh.

r dh ,
— 6q + ---- 5 A
dq ;
Ua

;

+

dh
8AT
dAT

(6.5.4)

and the error in the effectivenesses reported was

2

8c =
V

d1o

8To

j

+

IdTp

j

f dc , ^
8T=o
VdT~
j

(6.5.5)

Temperature recordings made with the Thermoworks PT6 thermocouples were rated as
accurate to 0.1°C. The pyranometer uncertainty was rated as a proportion of the voltage
output, and so varied as the flux was varied. For analysis puiposes, a representative value of
1.2% was used. The length measurements to determine the area of the plate were measurable
to an accuracy of 0.2mm. These errors were propagated using the RMSE analysis method, as
is demonstrated in Table 6.5.1, and are all collated in Tables 6.5.2 and 6.5.3.

Vduct

m/s 8q component 8A component

0.1000
0.2000
0.3200
0.6400

Table 6.5.1

0.9177
1.0958
1.3710
2.4697

0.0118
0.0140
0.0176
0.0319

SAT
component
0.0133
0.0182
0.0253
0.0698

6h

8 q/q

0.9179
1.0960
1.3714
2.4709

0.1319
0.1319
0.1319
0.1310

Uncertainty analysis in the convection coefficients of Test 9, showing the three
derivative components and the RMSE propagated total uncertainty.
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V duct m/s

Test 1

Test 2

Test 3

Test 4

Test 5

Test 6

Test 7

Test 8

0.1
0.2
0.32
0.64

13.19
13.19
13.19
13.19

13.19
13.19
13.19
13.20

13.19
13.19
13.19
13.20

13.19
13.19
13.21
13.20

13.19
13.19
13.19
13.20

13.10
13.19
13.19
13.11

13.19
13.19
13.19
13.20

13.19
13.19
13.20
13.11

Table 6.5.2

Vduct

The total propagated uncertainty in the convection coefficients determined
through the RMSE analysis method, expressed as a percentage of the
determined coefficients.

m/s

0.1
0.2
0.32
0.64

Test 9

Test 10

Test 14

Test 11

Test 15

Test 12

Test 13

13.19
13.19
13.19
13.10

13.19
13.19
13.19
13.19

13.19
13.19
13.19
13.19

13.19
13.19
13.19
13.20

13.10
13.10
13.10
13.10

13.19
13.19
13.19
13.20

13.19
13.19
13.19
13.20

Table 6.5.3 The total propagated uncertainty in the convection coefficients determined through
the RMSE analysis method, expressed as a percentage of the determined
coefficients.
As can be seen from Table 6.5.1 the largest contributor to uncertainty in the experiment was
form the radiant flux measurements on the plate. Sources of uncertainty in all cases were
deri\'ed form the measuring equipment accuracy specifications. These were carried out using
a calibrated pyranometer, and traversing across the plate. Whilst the temperature and area
measurements were discernable to a tiny tolerance, the heat flux measurement was less so.
Although these errors are high compared to those of other researchers, the RMSE analysis
method is one of the more conservative analyses, and so one may be sure of the result beyond
the error bar, and reasonably assume a concurrent result within range of the error bar.
Kutscher, (1994), reported average uncertainty of 6.8%, but with some errors rising to 25%,
and still concluded with his hypothesis. Given also the consistent curve shape of all the
graphs, the cooling improvement seen at the higher flowrates can be reasonably concluded to
propagate down to those of the lower flowrates which are within the error bracket.

6.6

Discussion

The results for effectiveness using the solar wall UTC method of effectiveness analysis were
conducted and presented in Section 6.3. Eor the various perforated plates, with injection
mechanisms taken from blade cooling technology, these can be seen from Table 6.3.1 and
Eigure 6.3.1. The model results are presented in Table 4.2.4.2. The results presented in
Section 6.4 are those of the experimentally determined convection coefficients relative to
those of the smooth duct, h/ho, for the perforated/coolant-injection plates tested, and correlate
consistently with the alternative effectiveness analysis. RMSE uncertainty analysis led to an
average uncertainty of 13.2% in the convection coefficients and effectivenesses presented
with the lowest uncertainty recorded being 13.1%.
The effectiveness modeling in Section 4.2 gave very low levels of effectiveness, compared
with anything published by other researchers. This is due to the lack of a crosswind in this
research, even the addition of a 0.5m/s crosswind on the model, vastly increases its
predictions of overall effectiveness, while Kutscher (1994) and Van Decker et al. (2001) used
crosswinds of up to 5m/s.
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Given the close correlation between the model for the straight perforations case, found by Van
Decker at ah, 2001, and found in this case, it is expected the addition of a crosswind in the
experiment would also have greatly increased the recorded effectivenesses. The energy
balance / convection coefficient method of analysis allows for the quantification of all
ambient conditions. It takes into account natural convection, and radiation, along with
conduction losses. Analysis by an overall energy balance and subsequently Newton’s law of
cooling is a more established presentation method in the gas turbine cooling technologies
research area. This method of analysis was carried out in accord with best practice published
analysis methods in the gas turbine, film cooling and inner blade turbulation research (Hwang,
1998, Cavallero et ah, 2001, Yuen et ah, 2001). It gives a more definitive representation of the
cooling enhancements achieved in the novel application of this technology to the low flowrate
PV fagade application.
The highest performing injection mechanisms were those orientated at a streamwise 35° angle
to the flow. The expanded exits outperformed the others in this category, followed by the rowby-row staggered 35° injection. The compound injection did offer an improvement over the
basic 35° streamwise injection. The 60° injection mechanisms gave an improvement over the
90°. The 90° injection compared favourably with the model predicted results, and gave an
improvement in cooling over the smooth unaltered plate.
The highest performing rib turbulators were the 60° Vshaped-ribs. The staggered rib provided
a higher result than the continuous rib due to the swirling nature of the air flow it induces. The
staggered 90° rib and the perforated continuous rib were found to be the next highest
performing ribs, with very little difference between them. The performance of the perforated
rib to this level was not expected, from the literature research it was thought that it would only
perform similarly to the continuous 90° rib which it outperformed. The dimple turbulators
performed poorest of these tests but still showed significant improvement over the smooth
unaltered plate. The shorter pitch dimple setup outperformed the longer pitch setup as was
expected from the modeling results, which was be presented in Chapter 5.
At this point it should be reiterated that the higher flowrates examined were outside what one
would expect from natural buoyancy induced duct flow (Brinkworth, 1997), so unless the use
of a fan is incorporated in the system, the high heat removal rates seen at this level of flow are
not, in reality, attainable. For the mid-flowrate giving an attainable duct velocity of 0.2m/s,
the improvements were in the range of 20-45% for the better perforation/coolant- injection
mechanisms used, which is still an excellent result, and in the range of 13% to 24% for the
better turbulation mechanisms discussed.
As can be seen from Figures 6.4.1 and 6.4.2, the injection mechanisms outperformed the
turbulation enhancement mechanisms, particularly as the flowrate increased, and this was
experted from the literature survey. For the lower flowrates, the difference is less pronounced,
this can be explained by a critical air momentum level below which any remarkable cooling
enhaicement is difficult to achieve regardless of physical turbulation or injection
mechanisms. At lower flowrates the difference between the two main mechanisms can be
explained by the effect of increased heat transfer areas, and the dispersed positioning of the
holej through which the air can interact more intimately with the heated plate . The heat
transfer is being dominated by the basic heat sink effect of a cooler mass of air present, so
with the increased heat transfer area of the holes through the plate, in the injection case, and
the turbulators in their case, the cooling enhancements differed notably.
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Another critical factor in this research, which will be dealt with in Chapter 7, is that of
pressure drop and flow friction incurred in implementing these heat transfer enhancing
alterations. This determines whether a fan would be required to induce the flow in the cooling
duct and thereby reducing the actual net benefit in increased power output of a PV due to that
alteration. Were the cooling enhancement mechanisms to incur too large a pressure drop
across the faqade for the injection mechanisms, and along the facade for the turbulation
mechanisms, the thermal gradient on the facade would not overcome this pressure and induce
the required duct flow. This factor is as significant in determining the suitability and
effectiveness of a cooling mechanism as any heat transfer parameters are.

81

Flow analysis

CHAPTER SEVEN
Flow friction analysis and flow visualisation
7.1

Introduction

The critical factor of pressure drop and flow friction incurred in implementing the heat
transfer enhancing alterations will be dealt with in this chapter. The frictional drag of a setup
determines whether a fan would be required to induce the flow in the cooling duct. Having to
use a fan would detract from the actual benefit in increased power output of the PV due to
the enhanced cooling mechanism introduced. The focus in this project was to investigate for
a heat transfer augmenting mechanism that could be employed in buoyancy induced flow in
the cooling duct behind a PV fagade. Were the cooling enhancement mechanisms to incur
too large a pressure drop across the fagade for the injection mechanisms, and along the
fagade for the turbulation mechanisms, the thermal gradient on the facade would not
overcome this pressure and induce the required duct flow. This factor is as significant in
determining the suitability and effectiveness of a cooling mechanism as any heat transfer
parameters are.
Flow visualisation is an experimental means of examining the flow pattern around a body or
over its surface. The flow is visualised by introducing white or pigmented smoke to the flow
in the area under investigation. The primary advantage of such a method is the ability to
provide an illustrative description of the flow over a physical model without complicated
data reduction and analysis. Smoke flow visualization involves the injection of streams of
vapour into the flow. The vapour follows filament lines and in steady flow the filament lines
are identical to streamlines, thus revealing the streamline flow patterns visible. Smoke flow
visualization was conducted on the different plate setups as discussed in Chapter 3, and the
results will also be demonstrated later in this chapter.

7.2

Fanning friction factor

Fanning friction factor is widely used and recognised in quantifying the flow friction in a
duct. In this case it was useful in giving a coefficient of friction for the different flow
mechanisms, from the experimental readings of pressure drop along the plate and mean duct
flow velocity. The Fanning friction factor is defined as;
Cr= [(AP/AL).De]/(2p.Uh“)

(7.2.1

where,
AP is the pressure drop across the plate length (Pa),
AL is the plate length over which AP is measured (m),
De is the duct hydraulic diameter (m),
p is the air density (kg/m^) and,
Uh is the mean velocity of the air in the duct, (Hwang, 1998).
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These can be quantified in terms of friction factors relative to those of the smooth unaltered
plate, C|/Cfo. The friction factors were based on adiabatic conditions, i.e. with an unheated
test rig. According to Hwang et al., (1995), this leads to frictional values 2.5% less than
those that would exist for heated conditions, so a straight offset exists and in relative terms
cancels out. From equation 7.1.1, it can be seen that the friction factor, Cf is directly
proportional to the AP for any given test as the other parameters are constant. Thus
comparing the AP relative to that of the unaltered smooth plate, AP/APo gives the same
result, with less measurements involved thus narrowing the uncertainty in the result.

7.3

Pressure drop results

The voltage readings from the Honeywell Sursense DC00RN5 were converted to Pascals
using the specification supplied conversion rate, as can be seen in Appendix A. The tables
presented below are of the pressure drop, which is the main factor in and proportional to the
Fanning friction factor. For each test plate the results are presented for increasing flow rates,
again depicted as duct linear velocities, relative to that of the smooth unaltered plate. The
uncertainty in the pressure readings was 2.0%.
Test 2
1.132
1.227
1.342
1.574

Table 7.3.1

Test 4
1.109
1.191
1.294
1.467

Test 5
1.112
1.211
1.33
1.529

Test 6
1.113
1.199
1.303
1.484

Test 8
1.101
1.179
1.277
1.445

Test 7
1.109
1.188
1.289
1.46

Experi mentally c eterminec pressure drop across test plates relative
the smooth AP/APo, for the perforated/coolant injection plates tested,
descending in each column with increasing flowrate.
Test 9
1.08
1.12
1.17
1.239

Table 7.3.2

Test 3
1.121
1.207
1.317
1.519

Test 10
1.092
1.132
1.181
1.266

Test 11
1.088
1.128
1.174
1.249

Test 12
1.098
1.152
1.213
1.293

Test 13
1.06
1.094
1.146
1.211

Test 14
1.025
1.056
1.09
1.142

Test 15
1.035
1.064
1.101
1.166

Experimentally c eterminec pressure drop across test plates relative
the smooth AP/APq, for the turbulation enhancement plates tested, descending
in each column with increasing flowrate.
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From Table 7.3.1 and Figure 7.3.1 it can be seen that for the relative pressure drops increased
quite rapidly with increasing flowrate. They fall within the ranges of 10% to 57% relative to the
smooth plate, which is very low compared to reported values in the film cooling literature for the
far higher flowrates (of up to 100 times higher), but with absolute pressure drops in the range of
5Pa to 400 Pa, is consistent with those found for the UTC experiments performed by Kutscher,
(1994). The 90° streamwise perforations offered the highest pressure drop, in the order of 13% to
57%, relative to the smooth plate. The trend in results showed that augmenting the angle of
injection to be more parallel with the streamwise airflow direction decreased the pressure drop
experienced. This effect overcame any conflicting increase in pressure drop that might have
arisen out of increasing the hole length. The 60° showed the next highest increase in pressure
drop, with the 35° perforations showing the lowest pressure drop. The use of a compound angle
injection raised the pressure drop for both the 60°, 45° and the 35°, 45° cases. The expanded exits
tests gave the lowest drop in pressure. This was expected as the hole through which the air is
drawn into the duct expands.
From Table 7.3.2 and Figure 7.3.1 it can be seen that for the turbulation enhancement plates
tested, the relative pressure drops increased at a lower rate with increasing flowrate, than for the
perforations tests. They fall within the ranges of 2.5% to 29% relative to the smooth plate, which
is again very low compared to published values in the ranges of 4 to 8 times the smooth plate for
the rib tests (Han et al., 1991) for the much higher flowrates. For the dimple tests, pressure drops
were, as expected found to be lower than all the ribs, with relative increase ranges of 2.5% to
16%. Again this is lower than the reported ranges of 1.5 times to 5 times relative increases for
the far higher flowrates (again of up to 100 times higher). The rib of highest pressure loss was
the 60° degree broken V-rib, followed by the 90° broken rib. As was reported in the literature
survey, the staggering or breaking of the ribs was found to immediately increase pressure losses.
The next highest were the 60° and the 90° continuous ribs, followed, as expected by the
perforated rib. The dimple turbulators then showed a significantly lower pressure drop, as
expected.
All of the tested configurations showed far lower pressure losses than have been reported in gas
turbine cooling literature, the flowrates, however, were also considerably lower. The general rate
of increase in pressure drop for both cases was consistent with those reported at the higher
flowrates. It can be concluded that any obstruction to the flow incurs an initial incidence in
pressure loss which after a critical flowrate then goes on to increase with increasing flowrate.

7.4

Flow visualisation

Flow visualisation is an experimental means of examining the flow pattern around a body or
over its surface. The flow is visualised by introducing white smoke to the flow in the duct area
behind :he test plate under investigation. This provided an illustrative description of the flow
through the perforations and over the turbulators. The smoke flow follows filament lines and in
steady flow the filament lines are identical to streamlines, thus revealing the streamline flow
patterns visible. Flow visualistaion was done using a fog smoke generator running off an ethanol
based solution. The images were captured using a Canon EOS D60 digital single lens reflex
camera, which is a high resolution 6M pixel, 17-35mm lens, CCD camera, allowing the user
extensi\e control over parameters such as zoom, aperture, and focus.
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Figure 7.4.2

Flow visualisation of injection from a row of 60° strearnwise holes
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■mk

Figure 7.4.5

Flow visualisation of flow around a straight 90° rib.

As can be seen from Figure 7.4.1, the flow from the 90° perforation does not interact
intimately with the rear of the plate, it tends instead to inject into the mainstream duct flow.
This still contributes to improved heat transfer, enabling the mainstream duct flow to act as a
bulk heat sink of lower temperature. In contrast, from Figures 7.4.2 and 7.4.3, the 60° and 35°
perforations point the injected air more directly into the rear of the plate surface, a fact
verified by the improved cooling performance reported. Figures 7.4.4 and 7.4.5 show how the
rib turbulators act to induce vortices and turbulence in the main duct flow and as
demonstrated by the heat transfer results, enhance cooling performance.
In the next chapter the overall project conclusions will be drawn, incorporating the findings
from all the heat transfer analysis in the preceding chapters and the drag inducing pressure
loss findings from this chapter.

92

Conclusions and recommendations

CHAPTER EIGHT
Conclusions and recommendations
8.1

Conclusions

The aim of this research was to investigate the enhancement of heat transfer and fluid flow for
the relatively low flowrate and low temperature application of building integrated photovoltaic
facades (BIPV). The extensive research review undertaken and presented in Chapter 2 justified
the project initiation, and suggested that cooling improvements greater that those seen for the
smooth walled PV cooling duct and UTC circular perforation cases were feasible. It was
obvious at this stage that perforating the PV fagade was going to provide the most impressive
cooling performance, but other considerations such as cost, durability, and manufacturability
led to the investigation of more subtle, but still quite effective cooling enhancement techniques.
The main conclusions of the mathematical modelling and Finite Element CFD analysis were
that:
The mathematical model employed showed, as expected, that cooling a perforated PV
panel greatly enhances heat transfer, even at low flowrates, and the effect increases with
flowrate. The effectiveness modeling however, gave very low levels of effectiveness
compared with anything published by other researchers. This is simply due to the
omission of a frontal crosswind in this research.
^

The dimple longitudinal pitch to diameter ratio (s/d) has a significant effect on the
convection film coefficients produced.
There are two opposing factors affecting the heat transfer optimisation. The first is that
the heat transfer coefficients on the upstream half wall inside a dimple were found to be
quite low, so if uniform heat transfer is required the dimples downstream may need to
be covered in the effective wakes of the upstream dimples. The second being that the
higher heat transfer coefficients occur on the downstream half of the dimple and the
highest heat transfer coefficients on the flat surface immediately downstream of the
concavity, and so to maximise the flat area downstream of the dimple might be to
maximise the overall heat transfer on the plate. The optimum was found to be a
compromise between these two factors.

r'

It was found that the dimple longitudinal pitch to diameter ratios of l.I and 1.3
outperformed the others. By lengthening too far the dimple pitch, there weren’t enough
dimples present to turbulate the airflow, although the flat surface area had been
extended the net effect was still a decrease in heat transfer. It was found that reducing
too far the distance from dimple to dimple also had the effect of reducing the convection
coefficients witnessed.
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The experimental examination of the various film cooling perforations and turbulation
inducement cooling enhancement techniques found that:
'r'

Relative convection coefficients of all the tests carried out were above those of the
smooth plate for all injection velocities and flowrates. The expanded exits outperformed
the others in this category, with heat transfer enhancement of 26.9%, 46.3%, and
118.2% at the lowest, second lowest and highest flowrates respectively. This was
followed by the row-by-row staggered 35° injection, with improvements of 25.4%,
45.3% and 114.8% at the same respective flowrates. The compound injection did offer a
slight improvement over the basic 35° and 60° streamwise injection but not as much as
expected, due to the low flowrates not giving the lateral component of its injection the
momentum it required to induce the lateral spread of the boundary layer. The 60°
injection mechanisms gave an improvement over the 90°. The 90° injection compared
favourably with the model predicted results, and gave an improvement in cooling over
the smooth unaltered plate, with enhancement ratings of 7.1%, 22% and 68.1% over the
duct linear velocities of 0. Im/s, 0.2m/s, and 0.64m/s respectively. The results for the 90°
and 60° injection were, as expected, lower than the others due to the lifting of the
injectant off the back of the plate.

r-

The levels of enhanced cooling for the perforations tests are slightly higher than those
expected from the literature, for the relatively low Reynolds numbers involved. This can
be explained by the effect of transpiring a full plate as opposed to just examining the
cooling around a row of holes, as was mainly the case in turbine blade cooling. For the
gas turbine application, the hole size and density also have to be far lower than for the
UTC case, for strength reasons. The cooling improvements witnessed are quantitatively
lower than those cited in the literature, due mainly to the very low velocities and
flowrates involved in comparison with those rating in the mach regions for the gas
turbine blade cooling applications. At lower flowrates the low momentum of the
injectant minimises the effect of its injection mechanism, with heat transfer being
dominated by the basic heat sink effect of a cooler mass of air present in the duct, along
with the increased heat transfer area of the holes.
As can be seen the performance of all of the turbulation mechanisms increased with
increasing flowrate. The highest performing rib turbulators were the staggered 60°
Vshaped-ribs giving a cooling enhancement of 14.3% at the lowest 0.1 m/s duct velocity
flow and 23.9% and 66.4% at the 0.2m/s and 0.64m/s duct velocity flow rates
respectively. The staggered rib always provided a higher result than the continuous rib
due to the swirling nature of the air flow it induces. The staggered 90° rib and the
perforated continuous rib were found to be the next highest performing ribs, with very
little difference between them, giving improvements in the range of 10%, 18% and 56%
respectively, for the three 0.1 m/s, 0.2m/s and 0.64m/s duct linear velocities. The
performance of the perforated rib to this level was not expected. From the literature
research it was thought that it would only perform similarly to the continuous 90° rib,
which it outperformed. The most poorly performing rib turbulator was, as expected,
found to be the 90° continuous rib, giving an enhancement of 8.6% and 12.9% at the
two lower, and 48.2% at the higher flowrates.
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'r-

The dimple turbulators performed poorest of the turbulation tests but still showed
significant improvement over the smooth unaltered plate. The shorter pitch dimple setup
outperformed the longer pitch setup as was expected from the modeling results, which
were presented in Chapter 5. The most poorly performing turbulation mechanism, the
higher pitch dimple turbulator (s/d=1.9), provided an enhancement of 2.6% at the
lowest, 5.7% at the 0.2m/s, and 20.2% at the highest linear duct velocity. The lower
pitch dimple arrangement (s/d=1.3) gave enhancements of 6.2% and 11.2% at the two
lower flowrates, and 42.3 at the highest flowrate.

At this point it should be reiterated that the higher flowrates examined were outside what one
would expect from natural buoyancy induced duct flow (Brinkworth, 1997), so unless the use
of a fan is incorporated in the system, the high heat removal rates seen at this level of flow are
not, in reality, attainable. For the mid-flowrate giving an attainable duct velocity of 0.2m/s, the
improvements were in the range of 20-45% for the better perforation/coolant- injection
mechanisms used, which is still an excellent result, and in the range of 13% to 24% for the
better turbulation mechanisms discussed.
Along with the heat transfer investigation, the equally critical factor of the pressure drop and
flow friction incurred in implementing these heat transfer enhancing alterations was examined.
This determines how flow would be induced in the cooling duct, which affects the actual net
benefit to the PV output, and also the ease of installation and maintenance. Were the cooling
enhancement mechanisms to incur too large a pressure drop across the fagade for the injection
mechanisms, and along the fagade for the turbulation mechanisms, the thermal gradient on the
facade would not overcome this pressure and induce the required duct flow. This factor is as
significant in determining the suitability and effectiveness of a cooling mechanism as any of
heat transfer parameters are. It was believed before testing from the literature research that the
higher flowrates examined would not be attainable for buoyancy induced flow.
The investigation into the pressure penalty incurred by the various heat transfer augmenting
techniques relative to those of the smooth unaltered duct yielded the following conclusions:
r-

The relative pressure drops increased quite rapidly with increasing flowrate. They
increased within the ranges of 10% to 57% relative to the smooth plate, which is very
low compared to reported values in the film cooling literature for the far higher
flowrates, but with absolute pressure drops in the range of 5Pa to 400 Pa, is consistent
with those found for the UTC experiments performed by Kutscher, (1994).
The 90° streamwise perforations offered the highest relative pressure drop, in the order
of 13% to 58%, relative to the smooth plate. The trend in results showed that
augmenting the angle of injection to be more parallel with the streamwise airflow
direction decreased the pressure drop experienced. This effect overcame any conflicting
increase in pressure drop that might have arisen out of increasing the hole length. The
holes at 60° to the streamwise flow direction showed the next highest increase in
pressure drop, with the 35° perforations showing the lowest pressure drop, for the 35°
holes arranged in staggered row by row sequence the lowest pressure penalty was
recorded, with 10.1%, 17.9% and 44.5% for the respective flowrates. The 35° expanded
exits perforations gave slightly higher respective pressure penalties of 10.9%, 18.8%
and 46% respectively. It was expected that the expanded exits would incur a lower
pressure drop, though the difference is quite small. The use of a compound angle
injection raised the pressure drop for both the 60°, 45° and the 35°, 45° cases.
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The turbulation enhancement tests resulted in the relative pressure drops increasing at a
lower rate with increasing flowrate than for the perforations tests. They fell within the
ranges of 2.5% to 29% relative to the smooth plate, which is again very low compared
to published values for the much higher flowrates. The rib of highest pressure loss was
the 60° degree broken V-rib, with relative friction losses of 9.8%, 15.2% and 29.3% for
the 0. Im/s, 0.2m/s and 0.64m/s linear duct velocities respectively. This was followed by
the 90° broken rib. As was reported in the literature survey, the staggering or breaking
of the ribs was found to immediately increase pressure losses. The next highest were the
60° and the 90° continuous ribs, followed by the 45° orientated ribs. The lowest pressure
penalty incurring rib setup was that of the perforated rib, orientated 90° to the flow, with
relative pressure drops of 6%, 9.4% and 21.1%, for the lowest, second lowest and
highest flowrates respectively.
For the dimple tests pressure drops were, as expected, found to be lower than for all the
ribbed turbulator configurations, with relative increase ranges of 2.5% to 16%. Again
this is lower than the reported ranges relative increases for the far higher Reynolds
number flows. The poorer performing dimple arrangement, that of dimple pitch to
diameter ratio of 1.9, gave relative pressure penalties of 2.5%, 5.6% and 14.2% for the
lowest, second lowest and highest linear duct velocities, respectively. The better
performing dimple arrangement, that of dimple pitch to diameter ratio of 1.3, gave
relative pressure penalties of 3.5%, 6.4% and 16.6% for the lowest, second lowest and
highest linear duct velocities, respectively.

All of the tested configurations showed far lower pressure losses than have been reported in gas
turbine cooling literature. The flowrates, however, were also considerably lower. The general
rate of increase in pressure drop for both cases was consistent with those reported at the higher
flowrates. It can be concluded that any obstruction to the flow incurs an initial penalty of
pressure loss. A critical flowrate then exists above which pressure penalty goes on to increase
with increasing flowrate.
The perforations tests provided a greater increase in heat transfer enhancement than the
turbulation mechanisms. Altering the hole shape and angle increased further the enhancement.
The expanded exit hole orientated at 35° to the streamwise flow direction provided the greatest
cooling improvement, with a low pressure penalty. From the aspect of manufacture, this setup
is also one of the more simple of the perforations possibilities, with only one drilling operation
required for each hole, a tapered cutting tool to cut from back to front of the panel. From
personal correspondence with Kutscher and Dymond, 2004, the tapered aspect might also help
to reduce the problem of hole clogging, which compared to the UTC case is exacerbated by the
PV panel thickness leading to longer hole lenghts. For all of the reasons discussed, the
expanded exit hole orientated at 35° to the streamwise flow direction was concluded to be far
superior to all other injection mechanisms examined. However, perforating a PV panel, which
is a crystalline, essentially glass-like material, is not like perforating a metal UTC. The brittle
nature of the currently commonly used poly and multi-crystalline silicon makes machining
difficult. The issue of the holes acting as stress concentrations makes unfeasible the stacking of
panels in a facade arrangement of any significant height, even neglecting weather loading.
Current advances in the silicon form that PV cells take, giving it significantly different material
properties such as increased strength and ductility, does make the prospect of using perforations
to inject the cool air into the duct mainstream attractive and validates conducting the current
research. Even now strength and flexibility can be manipulated considerably, with cost being
the main prohibitive factor to mass production.
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Due to the sun’s combination of heat and light energy, the thermal effect will always be an
omnipresent issue in the future development of PV, regardless of manufacturing methods or
materials.
The turbulation mechanisms offer a far more viable solution to the thermal problem for current
PV systems. The cooling improvements are significant, with low pressure penalties incurred.
Manufacturing considerations are minimal, with installation and maintenance barely of any
more significance than they are currently for smooth walled cooling ducts. All of the rib
turbulators offset increased cooling performance by also increasing flow friction, so choosing
an optimum turbulator would depend on the particular setup, required cooling level and
tolerable pressure penalty. The only rib turbulator that offered cooling performance offset by a
relatively lower pressure penalty was the perforated rib. The disadvantage of this is again the
manufacturability issue of having to significantly perforate the ribs, although they could
probably be cast.
The dimple turbulators, particularly the optimised one, offered notably enhanced cooling with
very low flow friction penalty. Given the equal significance of increasing heat transfer and
keeping drag low, the lower pitch dimple turbulator was without doubt the most efficient
cooling mechanism investigated. From the viewpoint of practicality, the dimple turbulator has
the highest manufacturability potential, with no extra installation or maintenance problems to
consider.

8.2

Recommendations

Perforated cooling clearly offers the most dramatic benefits of all the cooling mechanisms
examined. The problems around it are those of manufacturability and maintenance. Improved
manufacturability will come with developments in the physics of silicon cells. To facilitate the
perforated cooling method of dealing with the thermal problem, development needs to focus on
improving the strength and ductility of PV panels. Were these properties attainable, the
perforations cooling discussed would become quite attractive. In this project coolant injection
at inter-cell pitches was focussed on. Increasing the pitches, possibly as far as being after every
panel in the facade would help reduce the prohibitive issue of panel strength, particularly with
the stress increases caused by the presence of the perforations, although this type of injection
would be quite different to what was examined in this project.
Rib turbulators are cheap, effective and easy to install. In the PV industry today, field trials are
what convince people of the viability of proposed advancements, and an industrial
collaboration on field trials would give this idea the impetus it requires. Essentially, any of the
rib setups examined are practical and could be incorporated into any system to reduce power
loss caused by panel overheating. The most efficient rib in terms of improved cooling versus
friction loss was the perforated rib. The manufacturability of this could be examined, with a
casting process probably most likely to be cost efficient. At the moment, the machining of the
ribs makes them unattractive.
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In the immediate and near future, the dimple turbulation offers the most exciting and viable
prospects. They do however require more research to further optimise their setup. In terms of
manufacturability and installation, the addition of the dimples, could be incorporated into the
PV panel curing process. The teflar back coating could be roughened, with thermally
conductive gel or a ceramic providing the protrusions that would roughen the rear panel
surface. A feasibility study needs to conducted on this issue, preceded by further 3d CFD
modelling and succeeded by field trials.
The research conducted during this masters has led to the publication of several papers on PV
cooling. These publications are included in Appendix E. The project was presented at
numerous international solar energy conferences, including the UKISES 2003 PV Systems
Applications and Technology Conference, Loughborough University, Leicestershire, England,
the 19"^ European PV Solar Energy Conference and Exhibition, Paris, France, 2004, and The 5^^
ISES Eurosun European Solar Conference, Ereiburg, Germany, 2004. The key to progressing
the work in this research project is in utilizing the industrial interest generated at these
conferences for acquiring further funding and conducting field trials on the developments
made.
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APPENDIX A

SPECIFICATIONS AND
TEST PLATES

Orientated at 60° to the flow staggered V-shaped ribs.
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Orientated at 90° to the flow perforated ribs.

Compound angle injection perforations.
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APPENDIX B

INVESTIGATION AND
CALIBRATION OF
THIN FILM HEAT FLUX
SENSORS

Calibration of Heat Flux Sensors
1.0

Introduction

The Omega HFS Series Sensors are designed for precise measurement of heat transfer
through any material. They can be mounted on flat or curved surfaces, and have
thermal profiles for efficient readings. The sensors are accompanied by an integral
thermocouple for discrete temperature measurement. The heart of the HFS Series
Sensor is a differential thermocouple sensor. A thin foil, 40-junction thermopile is
bonded to either side of a Kapton barrier, which has known thermal characteristics.
Since the same energy must flow through the HFS as the surface to which it is
attached, the heat transfer rate is directly proportional to the temperature difference
across the thermal barrier, and the exact rate of transfer can be calculated by
measuring this temperature gradient. Thermocouple Junctions are formed and wired in
series, as thermopiles, on the upper surface of the Kapton by bonding Chromega and
Alomega foil. In series with these are corresponding Junctions mirror-imaged on the
bottom surface. Copper output leads are then attached, one to the first Junction on the
upper surface, and one from the last Junction of the lower surface. As a result, the
sensors are self-generating devices requiring no external voltage or current
stimulation, and can be directly interfaced to a microvolt meter with no cold-junction
compensation required.
The HFS-4 sensor was chosen for my application, as it has a high sensitivity of 6.15
microvolts per BTU/ft“hr, and it incorporates an integrated K-type thermocouple,
allowing for temperature correction of the output due to the effect of temperature
changes on the thermal conductivity of the thermal barrier of the thermopile.
'y

The calibration of the sensors is necessary for use as a convective transfer sensor. The
sensors measure the total heat flux passing through them, including the radiated flux.
The amount of radiated flux can be deducted from the overall flux and the resulting
convective heat transfer assessed theoretically and then verified experimentally.
Using the Infrared thermal imaging camera, the emmisivity of the HSF was found.
This was done by placing the sensor, and a piece of black insulating tape of known
emmisivity, in intimate contact with a surface of known temperature, and adjusting
the emmisivity setting on the camera to read the HFS temperature equal to that of the
black tape. The calibration for convective heat transfer readings involved setting up
the HFS on a flat plate in a quantifiable flow, using the known sensor emmisivity and
the temperature distributions around the wind tunnel for evaluation of radiative losses,
and comparison of heat transfer coefficients with correlation calculations.
The wind tunnel setup involved a flow straightener at the inlet along with hot wire
anemometry measurements allowing complete flow characterisation, and evenly
distributed thermocouples discretely impregnated in the tunnel walls. Just above the
wall surface, allowing the radiative interaction between the HFSs and surroundings to
also be quantified. The flat plate itself was heated from underneath by a heater mat
supplying constant flux, and obstructed flow from its leading edge with convection
boundary layer development taking its usual form for this configuration. The heat flux
being supplied to the surface of the plate could be accurately assessed from
monitoring the electrical input into the heater mat and then accounting for subsequent

heat losses. The plate was insulated under the heater mat and at the edges, by a 3.5cm
thick Pilkington Crown Lamella glass wool and aluminium foil section of insulation,
having a thermal conductivity of 0.04W/mK. Using a thin plate itself as opposed to a
solid block should reduce heat loss through the sides, as they will physically be have a
smaller surface area, and the natural direction of the heat flux through the plate will be
straight to the convectively cooled top surface.
With convection coefficients calculated from the correlations for the accurately
determined flow regime, the reading from the HFS can now be accurately assessed,
and quantified into a proportion for convective readings and radiative losses. The
known emmisivity of the HFS and its surroundings allowed the quantification of this
radiative interaction. The HFS readings can now be accurately be assessed, and
quantified into a reading for convective readings and radiative losses and thus
calibrated and verified. The local heat fluxes along the plate should decrease with
distance from the leading edge, and this is reflected in the correlation calculations, but
the average should be equal to the flux supplied by the heater mat.
2.0

Heat flux through the plate

The heat flux through the plate was supplied by a 27W mat heater. The supply was
monitored using a wattmeter, and supplied a constant flux. The 27W supplied into a
plate of area 0.03m“ gave a nominal flux of 900W/m". Temperatures at the mat and at
the outside surface of the insulation were recorded using thermocouples, and so using
Fourier’s law, (Eqn.2.1) for heat transfer, with a known thickness and thermal
conductivity of the insulation, these losses were easily quantifiable, at 50.66W/m“
(cell G26).
q=k
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The losses from the side were not as easily determined. The flux as it left the plate
would not be perpendicular to its supply direction, the front edge will cool more than
the rear edge, the bottom more than the top, etc. To simplify these losses, it was
decided to account for them as a percentage, in terms of total plate surface, exposed to
convective and radiative cooling. It was calculated that the edge losses accounted for
18.92% (cell G18) of the flux supplied after insulation losses. So the total heat flux
supplied to the surface of the plate, for the HFS to detect was
Qsurf = (qtotal - qins)(l - Aside^

Atotal

Which is represented numerically as
Qsurf = (900 - 28.95)( 1 -. 1892) = 706.26W / m‘

(2.2)

3.0

Convection correlations

As a boundary layer is formed over a flat plate in parallel flow, due to the build up of
the diffusion and velocity profiles from the leading edge, the convection coefficients
along it will become less until transition to turbulence begins. In order for the use of
the HFS to be of any real use, they would have to be capable of detecting these
changes in convection coefficient, epitomised by the differing local heat fluxes the
sensor would detect.
The first step in analysing any flow situation is to become cognizant of the flow
geometry, initially characterised in the form of the Reynolds number, where.
Re =

UooL

(3.1)

The critical Reynolds number for flow over a flat plate in parallel flow to be turbulent
is accepted to begin at 3.2 x 10'^ [IJ. Given that the plate in question was only 0.2m in
length, an air velocity of around 25m/s would be required for turbulent transition to
occur.
As the air flows over the plate, the boundary layer heats up, so calculations using the
free stream velocity will be made inaccurate by virtue of this. A reference temperature
for defining fluid properties is required, and for moderate boundary layer temperature
differences, the film temperature. Equation 3.1 [2], may be used for this purpose.
Tt =

Ts + Tf

(3.2)

In this case, from cells M40-M44, the film temperatures are of the order of 295K.
The next step is to choose a relevant correlation form the flow geometry and the
required calculation outcome. For simple geometry convective heat transfer, as in our
case, the Nusselt number proves to be the most useful correlation group to focus on.
The Nusselt number is defined as dimensionless temperature gradient at the surface of
the plate [3J, and mathematically as.
Nu =

(3.3)
kf

Having determined the flow to be laminar, the film temperature with which to
interpolate the fluid properties, the last decision to be made is whether to analyse the
coefficients as average or local. For analysis as local, the resulting convection
coefficient will be for one exact point only on the surface of the plate. Given the
physical size of the HFS, which is so to have numerous thermopiles in series for
increased sensitivity and accuracy, and the fact that the local convection coefficient at
any discreet point on a plate is half the average over the length from the leading edge
to that point [4], this is not a true representation of what the HFS is recording. It was
decided, therefore, to analyse the flow theoretically for local convection coefficients,
and to derive a correlation between them and the HFS output. The Nusselt number

correlation used was for a flat plate in parallel flow with a uniform surface flux
applied [5], of
Nu, = —= 0.453Re.“ Pr'””

(3.4)

The resulting Nusselt numbers, cells M55-M58, for the four HFSs, el, e2, e3, e4,
were calculated to be 18.88, 31.84, 42.43, and 50.43, respectively in the case of the
lower free stream velocity test. Since the total heat rate is determined from the
product of the uniform flux and the surface area, it is appropriate to use the average
and not the local convection coefficients for this purpose. Doubling the local
coefficient and using it in the basic Newton’s Law of Cooling Equation [4], gave
respective heat fluxes of 901.65, 571.36, 438.72, and 384.38W/m2 for the local
convection coefficients of 20.35, 12.0, 8.99, and 7.54Wm"K. A full analysis and
discussion of the results for the low and high velocity cases will be carried out in
section 5.0. These are the theoretical values describing only the convective heat
transfer, and for a comparison to be drawn to the heat flux sensor outputs, radiative
heat transfer must first be accounted for.
4.0

Radiation analysis

Given that the HFS reads total heat flux passing through it, and as we are mainly
interested in convective transfer, the effect of how heat is radiated from the sensor
must be quantified. The fist step in this was the determination of the sensor’s
emmisivity. Given its dark colour, this was expected to be high, and would explain
why it has appeared, in past uses, to be over reading the heat flux.
The emmisivity was obtained using the Inframetrics infrared thermal imagining
camera. By placing the sensor in intimate contact with a surface of known
temperature and a piece of tape of known emmisivity, the camera can be adjusted to
read the emmisivity of the sensor. An emmisivity of 0.885 was established.
As with the theoretical analysis of convection, some thought must be put into
selecting an accurate representation of how the heat transfer is taking place. The
exchange could be viewed as either a two surface enclosure, or a small convex object
in a large cavity. It was decided due to the very large difference in area between the
sensor and its surroundings, that the later would be a more concise depiction, leaving
the mathematical description for radiation exchange between the two surfaces [6] as;
qi2

= aEi(T|-' -T2'')

(4.1)

The view factor, in the case of an enclosure, is governed by the summation rule [7],
which states that;

Zf,=
.i=i
Therefore, it does not require separate attention in this case.

(4.2)

The HFSs have an integrated thermocouple for surface temperature measurement, and
the temperature distribution around the large cavity or wind tunnel in this case, was
measured by inserting ten thermocouples just above the surface evenly disbursed
around the walls. The radiation interaction between the sensor and its surroundings
was now quantifiable, as shown in cells D80-D85, giving an average radiation flux of
MOW/m-, in the lower velocity case. The full results are discussed in section 5.0.
5.0

Discussion of spreadsheet results

The calculations in the spreadsheet were performed as outlined in the preceding
sections. The experiments were run for the same electrical input of 27W for two
different free stream velocities, of 1.6m/s and 3m/s. The first and fourth sheets in the
Excel file, ‘hfs,lowver and ‘hfs,highver, are direct transcripts from the Labview
recording using the virtual instrument taken in via the National Instruments SCXI data
acquisition system. The second sheet is an aside for calculation of the HFS correction
factors, interpolation of the film temperature fluid properties, etc. The third and fifth
sheets, ‘hfs,lowvel calc’ and ‘hfs,highvel calc’ are the main calculation sheets
described. The sheets are broken down into five sections; the plate characteristics; the
hfs readouts; the theoretical convection; the radiation; and a summary. The major
results are collated in the summary tables 5.1 and 5.2, as transcribed for the two
velocity cases.
In analysing the results presented in table 5.1, a distinction must be drawn between
those fluxes including and excluding radiation. The average flux passing through the
plate is that obtained from the electrical input minus the losses, giving a known flux
value of 706.26W/m“. As the boundary layer builds up, a decrease in flux along the
plate should be observed, but the average value should be the 706.26W/m‘'inputted by
the heater mat. For the higher velocity case of table 5.2, the heat flux dissipated
should be the same, but take place in a different form of a higher convective and
lower radiative transfer. This is seen to be so, but only just, as the relationship
between the Nusselt number and the convection coefficient, and the heat flux and the
temperature difference, mean that as the convection coefficient increases the surface
temperature lowers, reducing the temperature difference between the air and plate
surface, and thus the flux over the rest of the plate. This is seen as the plate is supplied
by a constant electrical flux and not maintained at a constant temperature by a
controller. Therefore, for higher velocities, the initial transient h value should be
much higher to those subsequent steady state values.
The first test for the HFS is to see how the average recorded heat flux over the plate
(cell B102) compares to the electrical input less losses of 706.26W/m“. In the first
case of lower velocity, the average output was 762.43W/m“ and for the higher
velocity case was 712.65W/m“, giving percentage outputs, over reading, of 7.95% and
0.9% respectively. To put these margins in perspective, the theoretically determined
flux (cell 1104) incorporating convection and radiation leads to values of 7 Id.OdW/m"
and 655.64W/m‘', or in percentage, 1.23% and 7.2% of a deviation.
The HFS convection coefficients were obtained using the recorded heat flux and the
Nusselt number, as in Equation 3.4. These are very high compared to the theoretically
derived coefficients, as can be seen in tables 5.1 and 5.2. The theoretical coefficients,
however, are for local values, already established to be half of the average value[4]

which is being recorded by the HFS. The average difference between the HFS
convection coefficient and the theoretically determined average coefficient, from eells
F102 and H102, is 7.1% for the lower veloeity and 8.4% for the higher velocity case,
confirming the usefulness of the HFS sensors once this offset is established.
Making a direct comparison between the results for the high and low velocity cases is
not pertinent. The two tests were carried out under different free stream conditions,
and were intended to examine the relevanee of using the HFS for that set of
conditions. Essentially, as only 706W/m^ is being supplied to the plate in each case,
this is what the average HFSs output will be.
HFS readout

Theoretical convection

Flux with
Conversion
factor (W/m2)

h (W/m2K)

863.186

Plate characteristics

Q"rad
(W/m2)

Flux with conversion
factor and radiation
correction (W/m2)

h (W/m2K)

Nu

h(W/m2K)

q"(W/m2)

qheat
(W/m2)

qsurf- all the
losses (W/m2)

38.970

130.057

733.129

33.098

18.877

20.353

901.650

900.000

706.258

820.927

34.493

139.684

681.243

28.624

31.839

12.003

571.355

711.755

29.170

142.715

569.040

23.321

42.429

8.990

438.718

653.849

25.641

151.218

502.631

19.711

50.434

7.537

384.379

AVERAGE

AVERAGE

AVERAGE

AVERAGE

AVERAGE

762.429

621.511

26.189

12.221

574.026
AVERAGE WITH
RADIATION

714.944

Table 5.1

Summary of HFS heat transfer for the lower velocity case

HFS readout
Flux with
Conversion
factor (W/m2)

Theoretical convection correlations

h (W/m2K)

Q"rad
(W/m2)

Flux with conversion
factor and radiation
correction (W/m2)

668.434

50.639

69.690

598.744

45.359

26.609

27.878

735.966

844.788

58.870

75.556

769.232

53.605

28.633

25.808

740.703

802.452

53.142

79.049

723.403

47.907

48.879

15.081

455.439

534.920

33.225

86.304

448.616

27.864

62.280

11.797

379.856

AVERAGE

AVERAGE

AVERAGE

AVERAGE

AVERAGE

712.648

634.999

43.684

20.141

Plate characteristics

h (W/m2K)

Nu

h (W/m2K)

q (W/m2)

qheat
qsurf- all the
(W/m2) losses (W/m2)
900.000

577.991
AVERAGE WITH
RADIATION

655.641

Table 5.2

Summary of HFS heat transfer for the higher velocity case

For the higher velocity case, it can be seen that a large increase in flux takes place at
the second sensor. From flow visualisation using the smoke generator, it eould be
seen that in this case, due to the increased free stream velocity, boundary layer
development did not take its usual form from the leading edge. The presence of a
wake and subsequent reattachment of the flow on the plate was visible, and is
concurred with by the second sensor reading. The wake is thought to have been
formed due to the bulk nature of the obstruction that the plate with underlying
insulation formed. It was attempted to take this phenomenon into consideration for the
theoretical calculation (cells J12-J15). Modelling this theoretically, only as a flat
plate, gave rise to higher inaccuracies, and served further to vindicate the use of the

706.258

thin film sensors for determining locally variable heat fluxes and convection
coefficients.
6.0

Conclusions

The HFS heat flux sensors have been shown to be a versatile and accurate method of
determining convection coefficients and heat fluxes. With readings offset at 7.95%
and 0.9% for the different tests, the accuracy even for difficult to determine flow
regimes outperforms classical correlations. Given that local convection coefficients
are at an exact point and the relatively large physical size of the sensor, it can’t
accurately detect local values. However, as the local coefficients are half the average
coefficients for the length from the leading edge, and supported from the results in
tables 5.1 and 5.2, the HFS determined convection coefficient can be assumed to be
twice that local coefficient value at its midpoint to within 8.4%, and follows the trend
in local coefficient values along the plate to that accuracy also. The accuracy of the
sensors is confirmed further by the fact that the average flux outputted along the plate
conforms to that supplied electrically, and that it outperformed correlations for the
irregular flow patterns as seen in the higher velocity case of table 5.1.
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APPENDIX C

ANSYS MODELLING

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 1.1 at the low duct velocity of 0.1 m/s.

Film convection coefficients for the ca.se of dimple longitudinal pitch to diameter ratio
of 1.3 at the low duct velocity of 0.1 m/s.

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 1.6 at the low duct velocity of 0.1 m/s.

.233201
.005365

.343363
.56'’032

1.404
1.125

1.561
1.632

2.24

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 1.9 at the low duct velocity of 0.1 m/s.

.€5s4’e
.312331

1.353

2.C46

l.OCe

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 2.5 at the low duct velocity of 0.1 m/s.

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 1.1 at the high duct velocity of 0.64m/s.

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 1.3 at the high duct velocity of 0.64m/s.

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 1.6 at the high duct velocity of 0.64m/s.

3.■’36
.633

5.S3;
4.334

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 1.9 at the high duct velocity of 0.64m/s.

6.‘’''

5.551

'.SS

Film convection coefficients for the case of dimple longitudinal pitch to diameter ratio
of 2.5 at the high duct velocity of 0.64m/s.

APPENDIX D

SAMPLE
CALCULATIONS

The following section provides sample numerical calculations as were described in
the relevant sections.

Energy balance
For the presented sample case of Test 9 and with the lowest flowrate associated with
the linear duct velocity of 0.1 m/s, and from equation (3.5.1.3) where

Ra,=

G,-,P.=lfcl9kl

va
in which a is the air thermal diffusivity (m7s),

g is the gravity term, (9.81m/s“),
(3 is the air volumetric thermal expansion coefficent, (K''),
V is the air kinematic viscosity (m7s),
Ts is the rear plate surface temperature, (°C),
Too is the ambient air temperature, (”C),
and Lc is the charcteristic length of the plate (m),

Ra L =((9.81 *0.002951 )*( 106.02-27.125)*((0.3/2.6)73)))/( 1.99E-05*2.75E-05))
giving a Rayleigh number, Ra l = 6.38E-I-06.
The correlations used in terms of Nusselt number, defined by Incropera and DeWitt
(1996), for the upper surface of a heated plate were.
Nul=0.54 RaL

1/4

for the conditions of (10"^ < Ra l ^ 10^).

(3.5.1.4)

So in this case.
Nui, =0.54 (6.30E-h06)'^‘^ = 27.14.
The resulting heat transfer coefficients were calculated using modifications of
Equations 3.5.3 and 3.5.2, where.
h =

Nui..ka

(3.5.1.6)

L

Soh= (27.05*0.029)71
= 0.81W/m“K,

and finally,
Qnatconv =

hAsurt (Tp - To) ,

(3.5.1.7)

giving qnatconv = 0.81*0.3*( 106.02-27.125)
= 19.1 IW.
the subsequent heat energy losses due to natural convection from the front plate
surface test area, qconvnai, ^ind can be seen for all velocities for the sample case in Table
3.6.2.

Conduction losses
Fourier’s Law adapted to the test rig situation then states that

(3.5.2.2)

qc = k Asp(Tp-Tins)/t

where Asp is the surface area of the side of the plate (m),
Tp is the average edge plate temperature (°C),
Tins is the temperature at the outer edge of the insulation (°C),
And t is the thickness of the insulation.
This gives qc = 2*0.035*0.005*( 106.02-27.125)
= 0.307W
The value is doubled to account for the conduction losses on both sides of the plate.
For the plate end
qc = 0.035*0.0029*( 106.02-27.125)70.09
= 0.087397*2 = 0.178W
These were then summed to get the overall conduction losses.

Radiative losses
Once the view factor was determined, with the known surface emissivities of 0.65 for
the aluminium plate and metallic chrome painted duct walls, and the surface
temperatures which were recorded at several points along the walls, the radiated heat
energy could be determined from

qradduct —

1 — £p

1
-h

CpA

1 — 8d

(3.5.3.4)

-|"

AFi2

CdA

where a, is the Stefan-Boltzman constant, and a = 5.67e-8 W/nrK'^,
Tp is the rear plate surface temperature (°C),
Tti is the duct wall temperature (°C),
8p is the plate emmisivity,
8d is the duct wall emmisivity,
A is the test area (m*"),
and F|2 is the view factor, Incropera, DeWitt, 1996.
This gave;
qradduc. = 5.67e-8(106.02M - 27.125M) / ((( 1-0.65)/(0.65*0.29)-h( 1/0.29*0.85)-^
(1-0.65/0.65*0.29))).
= 0.91W.
The radiated energy losses, qradnat, could then be quantified as

CJradnai — oAlCl(Xp'^—X walls'^)

where A| was the plate area,
Xp is the front plate surface temperature (°C),
Xwaiis is the temperature of the surrounding walls in the laboratory
8i is the plate emmisivity,
1
4
and a, is the Stefan-Boltzman constant, and a = 5.67e-8 W/m"K .
Xhis gave q,adnat = 5.67e-8*0.3*0.65*( 106.02M - 27.125M)
= 1.40W.
Xhese were then summed to get the overall radiation losses.

Full energy balance
Xhe full energy balance as described in Section 3.5 now comes together to give the
net convective heat transfer of the rear-of-plate as Equation 3.5.1
Q

~ qi “ qconvnat " qconci ” qracinal ” qradduct?

(3.5.3.5)

GivingQ = 310- 19.11 -0.485 -2.31 = 288.10W
from which the back-of-plate convection coefficient is determined by
h=

Q
Asurt(Xp — Xo)

(3.5.3.6)

So h = 288.10/(0.3*( 106.02-37.92)) = 14.1 W/nrK.
Xhe convection coefficient was then divided by that corresponding value for the
smooth unaltered plate giving the relative convection coefficient of 1.59, as presented
inCHAPXER □.
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