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Abstrakt
Diplomova´ pra´ce se zaby´va´ rozdeˇlen´ımi extre´mn´ıch hodnot. Teoreticka´ cˇa´st pra´ce je
veˇnova´na za´klad˚um teorie extre´mn´ıch hodnot a popisu za´kladn´ıch typ˚u extrema´ln´ıch
rozdeˇlen´ı. Je zde zformulova´na limitn´ı veˇta pro rozdeˇlen´ı maxim a odvozeny vybrane´
charakteristiky extrema´ln´ıch rozdeˇlen´ı. Pra´ce da´le obsahuje odvozen´ı odhad˚u parametr˚u
Weibullova, lognorma´ln´ıho a exponencia´ln´ıho rozdeˇlen´ı metodou maxima´ln´ı veˇrohodnosti
a metodou moment˚u. Soucˇasneˇ je zde popsa´na problematika cenzorovany´ch vy´beˇr˚u vcˇetneˇ
odvozen´ı odhad˚u parametr˚u metodou maxima´ln´ı veˇrohodnosti. Prakticka´ cˇa´st pra´ce je
veˇnova´na statisticke´ analy´ze desˇtˇovy´ch sra´zˇek.
Summary
The thesis deals with extreme value distributions. The theoretical part is devoted to the
basics of extreme value theory and to the characterization of extreme value distributions.
There is the limit theorem for distributions of the maximum formulated and characteristics
of the extreme value distributions deduced. There are parameter estimates for Weibull,
lognormal and exponential distributions inferred using method of maximum likelihood
and method of moments. There is also the theory of censored samples described. The
practical part is devoted to statistical analysis of rainfall.
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V soucˇasne´ dobeˇ se pozornost statistik˚u sta´le v´ıce soustrˇed’uje na vysˇetrˇova´n´ı rozdeˇlen´ı
extre´mn´ıch hodnot pozorovany´ch na´hodny´ch velicˇin. Deˇje se tak nejen v souvislosti se
sta´le cˇasteˇjˇs´ım vy´skytem extre´mn´ıch jev˚u (povodneˇ, pozˇa´ry apod.) a analy´zou spoleh-
livosti nejr˚uzneˇjˇs´ıch technicky´ch zarˇ´ızen´ı, ale i z d˚uvodu zkouma´n´ı zˇivotnost´ı vy´robk˚u
r˚uzny´ch typ˚u cˇi prˇi zkouma´n´ı doby prˇezˇit´ı jedinc˚u dane´ populace. Studuj´ı se r˚uzne´ typy
extrema´ln´ıch rozdeˇlen´ı, rozv´ıjej´ı se statisticke´ metody odhadu parametr˚u teˇchto rozdeˇlen´ı
pro r˚uzna´ experimenta´ln´ı usporˇa´da´n´ı a konstruuj´ı se nove´ statisticke´ testy pro oveˇrˇen´ı
hypote´z vysloveny´ch o parametrech extrema´ln´ıch rozdeˇlen´ı.
Hlavn´ım c´ılem te´to pra´ce je sezna´mit cˇtena´rˇe s teori´ı extre´mn´ıch hodnot a popsat
za´kladn´ı typy extrema´ln´ıch rozdeˇlen´ı. Pra´ce je rozcˇleneˇna na neˇkolik kapitol, s jejichzˇ
obsahem se nyn´ı sezna´mı´me podrobneˇji.
Po prvn´ı kapitole U´vod na´sleduje druha´ kapitola, ktera´ obsahuje neˇktere´ za´kladn´ı
pojmy z pravdeˇpodobnosti a matematicke´ analy´zy, jezˇ budeme potrˇebovat da´le.
Trˇet´ı kapitola je veˇnova´na zaveden´ı rozdeˇlen´ı extre´mn´ıch hodnot, objasnˇuje pojmy
jako limitn´ı rozdeˇlen´ı a obor atraktivity rozdeˇlen´ı. Je zde take´ uvedena obdoba centra´ln´ı
limitn´ı veˇty pro rozdeˇlen´ı extre´mn´ıch hodnot.
Cˇtvrta´ kapitola obsahuje odvozen´ı vybrany´ch charakteristik (strˇedn´ı hodnota, rozptyl,
sˇikmost, sˇpicˇatost, doln´ı kvartil, media´n, horn´ı kvartil) pro za´kladn´ı typy extrema´ln´ıch
rozdeˇlen´ı (Gumbelovo, Fre´chetovo a Weibullovo).
V pa´te´ kapitole jsou odvozeny odhady parametr˚u metodou maxima´ln´ı veˇrohodnosti
a metodou moment˚u pro trˇi vybrana´ rozdeˇlen´ı, ktera´ budou vyuzˇita da´le.
Sˇesta´ kapitola je veˇnova´na teorii cenzorovany´ch vy´beˇr˚u vcˇetneˇ odvozen´ı odhad˚u pa-
rametr˚u metodou maxima´ln´ı veˇrohodnosti.
Sedma´ kapitola je veˇnova´na analy´ze desˇt’ovy´ch sra´zˇek za pouzˇit´ı vybrany´ch statis-
ticky´ch metod a vy´sledk˚u z prˇedchoz´ıch kapitol.
Osma´ kapitola obsahuje za´kladn´ı popis programu EVD, ktery´ byl vytvorˇen jako de-
monstracˇn´ı program pro rozdeˇlen´ı extre´mn´ıch hodnot.
Deva´ta´ kapitola Za´veˇr obsahuje shrnut´ı dosazˇeny´ch c´ıl˚u.
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2 Za´kladn´ı pojmy
Nejprve prˇipomeneme neˇktere´ pojmy z pravdeˇpodobnosti a matematicke´ analy´zy, jezˇ bu-
deme potrˇebovat da´le.
2.1 Vy´sledky z pravdeˇpodobnosti
Definice 1. Necht’ X je na´hodna´ velicˇina definovana´ na pravdeˇpodobnostn´ım prostoru
(Ω,A, P ). Funkci F (x) = P (X ≤ x) definovanou pro kazˇde´ x ∈ R budeme nazy´vat dis-
tribucˇn´ı funkc´ı na´hodne´ velicˇiny X.
Jelikozˇ distribucˇn´ı funkce naby´va´ hodnot mezi nulou a jednicˇkou, zavedeme jej´ı levy´
hranicˇn´ı bod ∗x = sup {x : F (x) = 0} a pravy´ hranicˇn´ı bod x∗ = inf {x : F (x) = 1}.
Definice 2. Necht’ X je na´hodna´ velicˇina definovana´ na pravdeˇpodobnostn´ım prostoru
(Ω,A, P ). Funkci f(x) ≥ 0 splnˇuj´ıc´ı ∀x ∈ R vztah ∫ x−∞ f(t) dt = F (x) budeme nazy´vat
hustotou rozdeˇlen´ı pravdeˇpodobnost´ı na´hodne´ velicˇiny X.
Da´le budeme prˇedpokla´dat, zˇe X,X1, X2, . . . jsou na´hodne´ velicˇiny definovane´ na pravdeˇ-
podobnostn´ım prostoru (Ω,A, P ).
Definice 3. Rˇekneme, zˇe posloupnost na´hodny´ch velicˇin X1, X2, . . . konverguje podle
pravdeˇpodobnosti k cˇ´ıslu Θ ∈ R, jestliˇze pro kazˇde´  > 0 plat´ı
lim
n→∞
P (|Xn −Θ| > ) = 0.
Definice 4. Rˇekneme, zˇe posloupnost na´hodny´ch velicˇin X1, X2, . . . konverguje k na´hodne´








Definice 5. Necht’ X,X1, X2, . . . jsou na´hodne´ velicˇiny a F, F1, F2, . . . k nim prˇ´ıslusˇne´
distribucˇn´ı funkce. Pak rˇekneme, zˇe posloupnost X1, X2, . . . na´hodny´ch velicˇin konverguje
v distribuci k na´hodne´ velicˇineˇ X, pra´veˇ kdyzˇ
lim
n→∞
Fn(x) = F (x)
alesponˇ ve vsˇech bodech x, ve ktery´ch je distribucˇn´ı funkce F spojita´. P´ıˇseme Xn
D→ X.
Rozdeˇlen´ı na´hodne´ velicˇiny X budeme nazy´vat limitn´ı nebo asymptoticke´.
Pozna´mka. Neˇkdy se mı´sto oznacˇen´ı Xn
D→ X pouzˇ´ıva´ oznacˇen´ı L(Xn)→ L(X).
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Definice 6. Uvazˇujme posloupnost distribucˇn´ıch funkc´ı F1, . . . , Fn a funkci F . Jestliˇze
Fn(x) → F (x) v kazˇde´m bodeˇ x, ktery´ je bodem spojitosti funkce F , pak rˇ´ıka´me, zˇe po-
sloupnost F1, . . . , Fn konverguje k F v podstateˇ.
Veˇta 7 (Centra´ln´ı limitn´ı veˇta). Necht’ X1, X2, . . . je posloupnost neza´visly´ch stejneˇ roz-
deˇleny´ch na´hodny´ch velicˇin se strˇedn´ı hodnotou µ a nenulovy´m rozptylem σ2. Pak
L
(∑n











k=1 (Xk − µ) konverguje pro n→∞ v distri-
buci k na´hodne´ velicˇineˇ X ∼ N(0; 1).
Definice 8. Rˇekneme, zˇe rozdeˇlen´ı na´hodne´ velicˇiny X je degenerovane´, jestliˇze existuje
x0 ∈ R takove´, zˇe pro jej´ı distribucˇn´ı funkci F plat´ı
F (x) =

1, pro x ≥ x0,
0, pro x < x0.
Tedy P (X = x0) = 1, a tud´ıˇz X je s pravdeˇpodobnost´ı 1 konstanta.
Veˇta 9 (Hellyova-Brayova). Necht’ Xn ma´ distribucˇn´ı funkci Fn, n = 1, 2, . . ., a necht’ X
ma´ distribucˇn´ı funkci F . Pak Yn
D→ Y , pra´veˇ kdyzˇ pro vsˇechny rea´lne´, ohranicˇene´ a spojite´
funkce z plat´ı, zˇe E (z(Xn))→ E (z(X)).
D˚ukaz. Viz [19] (str. 220), prˇ´ıpadneˇ [4] (str. 122).
Definice 10. Necht’ F je distribucˇn´ı funkce. Pak funkci QF urcˇenou prˇedpisem
QF (y) = inf {x : F (x) ≥ y} , 0 < y < 1,
nazy´va´me kvantilovou funkc´ı odpov´ıdaj´ıc´ı distribucˇn´ı funkci F . Existuje-li k F inverzn´ı
funkce F−1, pak F−1 = QF . Hodnoty funkce QF (y) nazy´va´me kvantily.
Definice 11. Funkci Q∗F urcˇenou prˇedpisem





, t > 0,
nazy´va´me kvantilovou funkc´ı chvostu odpov´ıdaj´ıc´ı distribucˇn´ı funkci F .
Pozna´mka. Pro exponencia´ln´ı rozdeˇlen´ı Ex(λ) je distribucˇn´ı funkce F (x), kvantilove´ funkce
QF (p) a kvantilove´ funkce chvostu Q
∗
F (x) na obra´zku 1.
15
(a) Distribucˇn´ı funkce F (x) (b) Kvantilova´ funkce QF (p)
(c) Kvantilova´ funkce chvostu Q∗F (x)
Obra´zek 1: Exponencia´ln´ı rozdeˇlen´ı s distribucˇn´ı funkc´ı F (x) = 1 − e−λx, kvantilovou
funkc´ı QF (p) = − 1λ ln(1 − p) a kvantilovou funkc´ı chvostu Q∗F (x) = 1λ ln(x) pro r˚uzne´
hodnoty parametru λ.
2.2 Vy´sledky z matematicke´ analy´zy
Tvrzen´ı 12. Necht’ g(u), u > 0, je spojita´ funkce. Pak rˇesˇen´ı funkciona´ln´ı rovnice
g(uv) = g(u)g(v), u, v > 0, (2.1)
je tvaru g(u) = uγ pro libovolne´ γ rea´lne´.
D˚ukaz. Viz naprˇ´ıklad [2], prˇ´ıpadneˇ [14].
Definice 13. Necht’ f je kladna´, meˇrˇitelna´ funkce na R+. Rˇekneme, zˇe f je regula´rneˇ se







pro vsˇechna t > 0. Trˇ´ıdu vsˇech regula´rneˇ se meˇn´ıc´ıch funkc´ı s indexem ρ budeme znacˇit
Rρ. V prˇ´ıpadeˇ, zˇe ρ = 0, funkci f budeme nazy´vat pomalu se meˇn´ıc´ı funkc´ı. Pro pomalu
se meˇn´ıc´ı funkce budeme uzˇ´ıvat symbol `.
Pozna´mka. Prˇ´ıklady pomalu se meˇn´ıc´ıch funkc´ı:
• `(x) = (ln x)α pro libovolne´ α ∈ R.

























• `(x) = exp{(lnx)β}, kde β < 1.
• Jestlizˇe limx→∞ `(x) = c ∈ (0,∞), pak zrˇejmeˇ `(x) je pomalu se meˇn´ıc´ı funkce.
Da´le uvedeme veˇtu o pomalu se meˇn´ıc´ıch funkc´ıch (viz [5]).




`(x)`∗(x`(x)) = 1. (2.3)
Funkce `∗ je asymptoticky jedina´ ve smyslu, zˇe jestliˇze existuje pomalu se meˇn´ıc´ı funkce
˜` a limx→∞ `(x)˜`(x`(x)) = 1, pak `∗ = ˜` a da´le (`∗)∗ = `.
Definice 15. Funkci `∗ z veˇty 14 nazy´va´me de Bruynovo sdruzˇen´ı funkce `.
Definice 16. Necht’ f(x) je hustota rozdeˇlen´ı pravdeˇpodobnosti na´hodne´ velicˇiny X o dis-









kde t ∈ R a i je imagina´ln´ı jednotka, nazy´va´me charakteristickou funkc´ı na´hodne´ velicˇiny
X.
Veˇta 17. Neˇktere´ vlastnosti charakteristicke´ funkce:
1. ϕ(0) = 1,
2. |ϕ(t)| ≤ 1,
3. ϕ(−t) = ϕ(t), kde ϕ(t) oznacˇuje komplexneˇ sdruzˇenou funkci k ϕ(t),




X (0) = i
kEXk = ikµ′k, kde µ
′
k je obecny´ moment, kdyzˇ EX
k, k = 1, . . . , n, existuje.
D˚ukaz. Viz naprˇ´ıklad [11].








Pak κn nazveme n-ty´m kumulantem rozdeˇlen´ı o charaktericticke´ funkci ϕ.
Pozna´mka (Du˚lezˇite´ funkce a konstanty). V dalˇs´ım budeme pouzˇ´ıvat tyto funkce a kon-
stanty (viz [1]):
• Gama funkce: Γ(z) = ∫∞
0
tz−1e−t dt pro Re(z) > 0, kde Re(z) znacˇ´ı rea´lnou cˇa´st
komplexn´ıho cˇ´ısla z.
• Digama funkce: ψ(z) = d
dz






• Trigama funkce: ψ′(z) = d
dz
ψ(z).
• Tetragama funkce: ψ′′(z) = d2
dz2
ψ(z).
• Pentagama funkce: ψ′′′(z) = d3
dz3
ψ(z).
• Eulerova konstanta: γe = −ψ(1) .= 0, 57722.
• Ape´ryho konstanta: ζ(3) = −1
2
ψ′′(1) .= 1, 2021, kde ζ je Riemannova zeta funkce.
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3 Rozdeˇlen´ı extre´mn´ıch hodnot
Necht’ X1, X2, . . . je posloupnost neza´visly´ch a identicky rozdeˇleny´ch na´hodny´ch velicˇin
na pravdeˇpodobnostn´ım prostoru (Ω,A, P ) s distribucˇn´ı funkc´ı F . Zaved’me nyn´ı trans-
formovanou na´hodnou velicˇinu Hn = Hn(X1, . . . , Xn) a an > 0, bn, n = 1, 2, . . . , necht’
jsou dane´ posloupnosti rea´lny´ch cˇ´ısel. Budeme zkoumat, pro jake´ Hn, an, bn existuje ne-
degenerovane´ limitn´ı rozdeˇlen´ı posloupnosti na´hodny´ch velicˇin
Yn =
Hn(X1, . . . , Xn)− bn
an
.









1. Jestlizˇe Hn = X1 + . . . + Xn, an = σ
√
n, bn = nµ, pak podle centra´ln´ı limitn´ı veˇty
posloupnost na´hodny´ch velicˇin
Yn =




konverguje pro n→∞ v distribuci k na´hodne´ velicˇineˇ Y ∼ N(0; 1).
2. Jestlizˇe Hn = max {X1, . . . , Xn}, an = 1, bn = 0 a x∗ = b, kde b ∈ R, pak posloup-
nost na´hodny´ch velicˇin Yn konverguje k degenerovane´mu rozdeˇlen´ı.
D˚ukaz. Plat´ı, zˇe
FHn(x) = P (Hn ≤ x) = P (∩ni=1 [Xi ≤ x]) =
n∏
i=1








1, pro x ≥ b,
0, pro x < b.
3. Jestlizˇe Hn = max {X1, . . . , Xn}, an = 1, bn = 0 a ∗x = −∞ a x∗ = ∞, tj.
0 < F < 1 ∀x ∈ R, pak posloupnost na´hodny´ch velicˇin Yn konverguje k nule
v podstateˇ.
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F n(x) = 0 ∀x.
Tedy pro n→∞ konverguje F n(x)→ 0 v podstateˇ.
4. Jestlizˇe Hn = max {X1, . . . , Xn} a existuj´ı an, bn takova´, zˇe posloupnost na´hodny´ch
velicˇin Yn konverguje pro n → ∞ v distribuci k na´hodne´ velicˇineˇ Y , jej´ızˇ rozdeˇlen´ı
nen´ı degenerovane´.
V teorii extre´mn´ıch hodnot se budeme zaby´vat rozdeˇlen´ım maxim a studovat situaci po-
psanou v bodeˇ 4. Proto da´le prˇedpokla´da´me, zˇe Hn = max {X1, . . . , Xn}, tedy
Yn =
max {X1, . . . , Xn} − bn
an
a limitn´ı distribucˇn´ı funkci posloupnosti na´hodny´ch velicˇin Yn pokud existuje oznacˇ´ıme
G.
Podobneˇ jako rozdeˇlen´ı maxim mu˚zˇeme vysˇetrˇovat rozdeˇlen´ı minim. Nen´ı to vsˇak
nutne´, protozˇe minimum obdrzˇ´ıme z maxima transformac´ı Hn = −max {−X1, . . . ,−Xn}.
Definice 19. Necht’ X1, . . . , Xn je na´hodny´ vy´beˇr z rozdeˇlen´ı o distribucˇn´ı funkci F .
Mnozˇinu D(G) = {F : L(Yn)→ G} budeme nazy´vat oborem atraktivity rozdeˇlen´ı o dis-
tribucˇn´ı funkci G.
Definice 20 (Podmı´nka oboru atraktivity). Necht’ Q∗F je kvantilova´ funkce chvostu odpov´ı-




{Q∗F (xu)−Q∗F (x)} /a(x) = h(u), (3.2)
prˇicˇemzˇ funkce h nen´ı identicky rovna nule, rˇ´ıka´me, zˇe F splnˇuje podmı´nku oboru atrak-
tivity.
Veˇta 21. Necht’ je splneˇn vztah (3.2), pak existuje limita
lim
x→∞
a(ux)/a(x) = g(u) (3.3)
a funkce g splnˇuje rovnici
g(uv) = g(u)g(v). (3.4)
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x→∞. Proto mus´ı existovat take´ limita a(ux)
a(x)





















Tvrzen´ı 22. Necht’ c > 0 a γ ∈ R jsou konstanty. Kdyzˇ existuje limita h(u) ve vztahu







, pro γ 6= 0,
lnu, pro γ = 0.
D˚ukaz. Podle tvrzen´ı (12) je rˇesˇen´ı funkciona´ln´ı rovnice (3.4) tvaru g(u) = uγ pro γ rea´lne´.




Da´le za prˇedpokladu, zˇe
lim
x→∞
{Q∗F (xu)−Q∗F (x)} /a(x) = h(u) pro u > 0
existuje, dostaneme ze vztahu (3.5) po dosazen´ı g(u) = uγ a limitn´ım prˇechodem
h(uv) = h(v)uγ + h(u) (3.6)
Pro γ = 0 okamzˇiteˇ vid´ıme, zˇe rˇesˇen´ım (3.6) je funkce h(u) = lnu.
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Pro γ 6= 0 plyne ze symetrie, zˇe pro u, v > 1
h(uv) = h(v)uγ + h(u) = h(u)vγ + h(v),
h(u) (vγ − 1) = h(v) (uγ − 1) ,
h(u) =
h(v)
(vγ − 1) (u
γ − 1)
Z toho plyne, zˇe pro d = h(v)
vγ−1 je
h(u) = d(uγ − 1).





Pozna´mka. (1) Patrneˇ limγ→0 u
γ−1
γ





(2) V prˇ´ıpadeˇ, zˇe Q∗F je kvantilova´ funkce chvostu, tak Q
∗
F je neklesaj´ıc´ı. Tedy kdyzˇ
γ > 0, pak konstanta d je take´ neza´porna´, protozˇe h(u) je neklesaj´ıc´ı, zat´ımco jestlizˇe
γ < 0, pak take´ d < 0. V obou prˇ´ıpadech je tedy c = γd > 0, a tud´ızˇ c mu˚zˇeme
zacˇlenit do neza´porne´ pomocne´ funkce a. Funkci h(u) budeme da´le uvazˇovat ve tvaru




{Q∗F (xu)−Q∗F (x)} /a(x) = hγ(u) pro u > 0. (3.7)
Veˇta 23 (Limitn´ı veˇta pro rozdeˇlen´ı maxim). Necht’ rozdeˇlen´ı s rostouc´ı a spojitou dis-







Prˇitom an = a(n), bn = Q
∗
F (n) a distribucˇn´ı funkce Gγ je tvaru
Gγ(x) = exp
{−(1 + γx)−1/γ} (3.8)
pro 1 + γx > 0, γ ∈ R.
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D˚ukaz. Necht’ F splnˇuj´ıc´ı vztah (3.2) je spojita´ a rostouc´ı a necht’ gγ(x) je hustota
rozdeˇlen´ı o distribucˇn´ı funkci Gγ(x), pokud existuje (jej´ı existence bude uka´za´na da´le).
Pak podle Hellyovy-Brayovy veˇty, ktera´ prˇeva´d´ı konvergenci v distribuci na konvergenci
strˇedn´ıch hodnot, stacˇ´ı doka´zat, zˇe pro rea´lnou funkci z ohranicˇenou a spojitou na de-
finicˇn´ım oboru funkce F plat´ı
E
{




pro n → ∞. Ve vy´razu (3.9) pouzˇ´ıva´me za´pis pro hustotu, abychom se vyhnuli pra´ci
s Lebesgueovy´m-Stieltjesovy´m integra´lem.





















F n−1(x) f(x) dx. (3.10)
Prˇipomenˇme, zˇe F je spojita´, proto mu˚zˇeme polozˇit F (x) = 1− p = 1− v
n
, kde p ∈ (0; 1)
a v = np. Z definice kvantilove´ funkce QF a kvantilove´ funkce chvostu Q
∗
F dostaneme





= x a F (x) = 1− 1
y
.























, F (x) = 1 − v
n
, f(x) dx = −dv
n
, prˇicˇemzˇ F (∞) = 1 (odtud
































K urcˇen´ı limitn´ıho rozdeˇlen´ı ve vztahu (3.9) potrˇebujeme naj´ıt limitu prave´ strany ve




)n−1 → e−v pro n→∞. Limitu funkce z(Q∗F (nv )−bn
an
)
dostaneme z podmı´nky oboru atraktivity (3.2) volbou bn = Q
∗
F (n) a an = a(n).
































v = (1 + γu)−1/γ, dv = −(1 + γu)−1/γ−1du.
Rozliˇs´ıme trˇi prˇ´ıpady:










{−(1 + γu)−1/γ} du,







{−e−u − u} du,










{−(1 + γu)−1/γ} du.
Tedy vsˇechna limitn´ı rozdeˇlen´ı maj´ı hustotu









gγ(t) dt = exp
{−(1 + γx)−1/γ}
pro 1+γx > 0, γ ∈ R. Zrˇejmeˇ Gγ(x) je distribucˇn´ı funkce, tedy gγ(x) je skutecˇneˇ hustota.
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Pozna´mka. Rozdeˇlen´ı s distribucˇn´ı funkc´ı (3.8) nazy´va´me
• pro γ > 0 rozdeˇlen´ım Fre´chetova typu,
• pro γ = 0 rozdeˇlen´ım Gumbelova typu,
• pro γ < 0 rozdeˇlen´ım Weibullova typu.
Rozdeˇlen´ı s distribucˇn´ı funkc´ı (3.8) patrˇ´ı do jednoparametricke´ trˇ´ıdy limitn´ıch rozdeˇlen´ı
GX(x; γ) a budeme je nazy´vat rozdeˇlen´ımi extre´mn´ıch hodnot. Parametr γ se nazy´va´ index
extre´mn´ı hodnoty a je kl´ıcˇovy´m parametrem v teorii extre´mn´ıch hodnot.
Jednoparametrickou trˇ´ıdu limitn´ıch rozdeˇlen´ı je mozˇne´ jednoduchou transformac´ı prˇe-
ve´st na trˇ´ıparametrickou, cozˇ uka´zˇeme pro rozdeˇlen´ı Gumbelova typu.
Definice 24. Necht’ na´hodna´ velicˇina X patrˇ´ı do jednoparametricke´ trˇ´ıdy rozdeˇlen´ı typu
GX(x; γ). Rˇekneme, zˇe rozdeˇlen´ı na´hodne´ velicˇiny Z patrˇ´ı do trˇ´ıparametricke´ trˇ´ıdy rozdeˇ-
len´ı typu GZ(z;µ, σ, γ), kdyzˇ Z = Xσ + µ.
















D˚ukaz. Postupny´mi u´pravami odvod´ıme distribucˇn´ı funkci velicˇiny Z
GZ(z) = P (Z ≤ z) = P (Xσ + µ ≤ z) = P
(




















































Analogicky lze prˇeve´st jednoparametricka´ rozdeˇlen´ı Fre´chetova a Weibullova typu na
trˇ´ıparametricka´. Celkoveˇ tedy dostaneme trˇi trˇ´ıdy trˇ´ıparametricky´ch rozdeˇlen´ı:
















− e−( z−µσ )
}
.








, z ≥ µ,














, z ≥ µ,
0, z < µ.







, z ≤ µ,













, z ≤ µ,
0, z > µ,
kde µ, σ > 0 a γ > 0 jsou parametry.
Rozdeˇlen´ı Fre´chetova typu a rozdeˇlen´ı Weibullova typu lze snadno transformovat na
rozdeˇlen´ı Gumbelova typu.
Tvrzen´ı 26. Prˇedpokla´dejme, zˇe na´hodna´ velicˇina X ma´ rozdeˇlen´ı Fre´chetova typu
GX(x;µ, σ, γ). Pak na´hodna´ velicˇina Z = ln (X − µ) ma´ rozdeˇlen´ı Gumbelova typu
GZ(z; lnσ, 1/γ).
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D˚ukaz. Postupny´mi u´pravami odvod´ıme distribucˇn´ı funkci velicˇiny Z
GZ(z) = P (Z ≤ z) = P (ln (X − µ) ≤ z) = P (X ≤ ez + µ) = GX (ez + µ) .






z + µ) = gX (e























































= γ e−γ(z−lnσ) exp
{−e−γ(z−lnσ)} =
= γ exp
{−γ(z − lnσ)− e−γ(z−lnσ)} .
Tedy na´hodna´ velicˇina Z = ln (X − µ) ma´ rozdeˇlen´ı Gumbelova typu GZ(z; lnσ, 1/γ).
Tvrzen´ı 27. Prˇedpokla´dejme, zˇe na´hodna´ velicˇina X ma´ rozdeˇlen´ı Weibullova typu
GX(x;µ, σ, γ). Pak na´hodna´ velicˇina Z = −ln (µ−X) ma´ rozdeˇlen´ı Gumbelova typu
GZ(z;−lnσ, 1/γ).
D˚ukaz. Postupny´mi u´pravami odvod´ıme distribucˇn´ı funkci velicˇiny Z
GZ(z) = P (Z ≤ z) = P (−ln (µ−X) ≤ z) = P
(
X ≤ µ− e−z) = GX (µ− e−z) .






























































= γ e−γ(z+lnσ) exp
{−e−γ(z+lnσ)} =
= γ exp
{−γ(z + lnσ)− e−γ(z+lnσ)} .
Tedy na´hodna´ velicˇina Z = −ln (µ−X) ma´ rozdeˇlen´ı Gumbelova typu GZ(z;−lnσ, 1/γ).
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V dalˇs´ım odstavci budeme zkoumat jednotlive´ typy rozdeˇlen´ı extre´mn´ıch hodnot.
3.1 Rozdeˇlen´ı Fre´chetova typu
3.1.1 Obor atraktivity pro rozdeˇlen´ı Fre´chetova typu
Da´le uvedeme prˇ´ıklady rozdeˇlen´ı, ktera´ patrˇ´ı do Fre´chetova oboru atraktivity. Uka´zˇeme,
zˇe modifikovana´ podmı´nka oboru atraktivity (3.7) je splneˇna.
Uvazˇujme Paretovo rozdeˇlen´ı Pa(α) s distribucˇn´ı funkc´ı
F (x) = 1− x−α, x > 1, α > 0.
Parametr α se nazy´va´ Paret˚uv index. Kvatilova´ funkce je tvaru
QF (p) = (1− p)− 1α
a kvantilova´ funkce chvostu je tvaru
















kde γ = 1
α

















kde pomocna´ funkce a(x) = γxγ. Podmı´nka (3.7) je tedy splneˇna. Nyn´ı take´ zna´me tvar
konstant an = a(n) = γn
γ a bn = Q
∗
F (n) = n
γ.








, x > 0, γ, σ > 0.





(1− p)−γ − 1]
a kvantilova´ funkce chvostu je tvaru



















(xγ − 1) ,





















kde pomocna´ funkce a(x) = σxγ. Podmı´nka (3.7) je tedy splneˇna. Nyn´ı take´ zna´me tvar
konstant an = a(n) = σn






Splneˇn´ı podmı´nky (3.7) u dalˇs´ıch funkc´ı patrˇ´ıc´ıch do Fre´chetova oboru atraktivity (viz
tabulka 1) se oveˇrˇ´ı podobny´m zp˚usobem.
3.1.2 Vztah mezi funkcemi F a Q∗F pro rozdeˇlen´ı Fre´chetova typu
Rozdeˇlen´ı Fre´chetova typu mu˚zˇeme zave´st jak pomoc´ı kvantilove´ funkce chvostu Q∗F , tak
pomoc´ı rozdeˇlen´ı F . Tedy existuje pomalu se meˇn´ıc´ı funkce `F (x) takova´, zˇe
1− F (x) = x−α`F (x)
kde α = 1
γ
. Vztah mezi dveˇma pomalu se meˇn´ıc´ımi funkcemi `Q∗F a `F je zalozˇen na kon-
ceptu de Bruynova sdruzˇen´ı.
Tvrzen´ı 28. Vy´razy
1− F (x) = x− 1γ `F (x) a Q∗F (x) = xγ`Q∗F (x)
jsou ekvivalentn´ı.
D˚ukaz. Polozˇme y = 1
1−F (x) . Pak vy´raz 1− F (x) = x−
1
γ `F (x) prˇep´ıˇseme jako







Nyn´ı pomoc´ı (2.3) vyrˇesˇ´ıme rovnici y
1
α = x`(x) v promeˇnne´ x
y
1





























kde `∗ je de Bruynovo sdruzˇen´ı funkce `. Spojen´ı mezi funkcemi F a Q∗F je da´no vztahem









x = Q∗F (y) = y









Tedy γ = α−1 a `Q∗F (x) = `
∗ (xγ). T´ım jsme dostali spojen´ı mezi funkcemi `F a `Q∗F pomoc´ı
funkce ` a jej´ıho de Bruynova sdruzˇen´ı `∗.
Poznamenejme, zˇe v d˚ukazu by se dalo postupovat i obra´ceneˇ, tedy oba vy´razy jsou
ekvivalentn´ı.
Prˇ´ıklad:








, x > 0, γ, σ > 0




(xγ − 1) .
Pomoc´ı vztahu 1− F (x) = x− 1γ `F (x) urcˇ´ıme `F (x)














































Da´le podle vztahu (3.14)












































Ze vztahu (3.15) vid´ıme, zˇe
`Q∗F (x) = `
∗(xγ),









Pomoc´ı vztahu Q∗F (x) = x












3.1.3 Prˇ´ıklady rozdeˇlen´ı Fre´chetova typu
V tabulce 1 najdeme prˇ´ıklady rozdeˇlen´ı Fre´chetova typu. Program vykresluj´ıc´ı hustotu,
distribucˇn´ı funkci, rizikovou funkci a funkci prˇezˇit´ı pro tato rozdeˇlen´ı se nacha´z´ı na
prˇilozˇene´m CD.
3.2 Rozdeˇlen´ı Weibullova typu
3.2.1 Obor atraktivity pro rozdeˇlen´ı Weibullova typu
Da´le uvedeme prˇ´ıklad rozdeˇlen´ı, ktere´ patrˇ´ı do Weibullova oboru atraktivity. Uka´zˇeme,
zˇe modifikovana´ podmı´nka oboru atraktivity (3.7) je splneˇna.
Uvazˇujme rozdeˇlen´ı s distribucˇn´ı funkc´ı












































































































































































































































































































































































































Kvatilova´ funkce je tvaru
QF (p) = x∗
[
1− (1− p) 1β
]
a kvantilova´ funkce chvostu je tvaru





kde γ = − 1
β


















kde pomocna´ funkce a(x) = (−γ)x∗xγ = (−γ)(x∗ − Q∗F (x)). Podmı´nka (3.7) je tedy
splneˇna. Nyn´ı take´ zna´me tvar konstant an = a(n) = (−γ)x∗nγ a bn = Q∗F (n) =
x∗ (1− nγ).
Necht’ x∗ < ∞. Vezmeme-li regula´rneˇ se meˇn´ıc´ı funkci Q∗F (x) = x∗ − xγ`Q∗F (x), kde `Q∗F
je pomalu se meˇn´ıc´ı funkce, pak dostaneme sˇirsˇ´ı trˇ´ıdu rozdeˇlen´ı splnˇuj´ıc´ı podmı´nku (3.7)








x∗ − (xu)γ`Q∗F (xu)













kde pomocna´ funkce a(x) = −(γ)xγ`Q∗F (x) = γQ∗F (x). Podmı´nka (3.7) je tedy splneˇna.
Tvar konstant je an = a(n) = (−γ)nγ`Q∗F (n) a bn = Q∗F (n) = x∗ − nγ`Q∗F (n).
Splneˇn´ı podmı´nky (3.7) u dalˇs´ıch funkc´ı patrˇ´ıc´ıch do Weibullova oboru atraktivity (viz
tabulka 2) se oveˇrˇ´ı podobny´m zp˚usobem.
3.2.2 Vztah mezi funkcemi F a Q∗F pro rozdeˇlen´ı Weibullova typu
Rozdeˇlen´ı Weibullova typu opeˇt mu˚zˇeme zave´st jak pomoc´ı kvantilove´ funkce chvostu Q∗F ,









γ `F (x) a Q
∗
F (x) = x∗ − xγ`Q∗F (x)
jsou pro x→∞ ekvivalentn´ı.
D˚ukaz. Podobneˇ jako u tvrzen´ı 28.
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3.2.3 Prˇ´ıklady rozdeˇlen´ı Weibullova typu
V tabulce 2 najdeme prˇ´ıklady rozdeˇlen´ı Weibullova typu. Program vykresluj´ıc´ı hustotu,
distribucˇn´ı funkci, rizikovou funkci a funkci prˇezˇit´ı pro tato rozdeˇlen´ı se nacha´z´ı na
prˇilozˇene´m CD.
3.3 Rozdeˇlen´ı Gumbelova typu
3.3.1 Obor atraktivity pro rozdeˇlen´ı Gumbelova typu
Da´le uvedeme prˇ´ıklad rozdeˇlen´ı, ktere´ patrˇ´ı do Gumbelova oboru atraktivity. Uka´zˇeme,
zˇe podmı´nka oboru atraktivity (3.2) je splneˇna.
Uvazˇujme exponencia´ln´ı rozdeˇlen´ı s distribucˇn´ı funkc´ı
F (x) = 1− e−λx.
Kvatilova´ funkce je tvaru
QF (p) = −1
λ
ln(1− p)



















kde pomocna´ funkce a(x) = 1
λ
. Je tedy splneˇna podmı´nka (3.2). Nyn´ı take´ zna´me tvar
konstant an = a(n) =
1
λ






Splneˇn´ı podmı´nky (3.2), prˇ´ıpadneˇ podmı´nky (3.7), u dalˇs´ıch funkc´ı patrˇ´ıc´ıch do Gum-
belova oboru atraktivity (viz tabulka 3) se oveˇrˇ´ı podobny´m zp˚usobem.
3.3.2 Prˇ´ıklady rozdeˇlen´ı Gumbelova typu
V tabulce 3 najdeme prˇ´ıklady rozdeˇlen´ı Gumbelova typu. Program vykresluj´ıc´ı hus-























































































































































































































































































































x ≥ 1, α > 0, 0 < β ≤ 1
Weibullovo 1− exp (−λxτ )
x > 0;λ, τ > 0
Exponencia´ln´ı 1− exp (−λx),





x > 0;λ,m > 0








− 12σ2 (lnu− µ)2
)
du,
x > 0;µ ∈ R, σ > 0
Tabulka 3: Tabulka rozdeˇlen´ı s Gumbelovy´m oborem atraktivity
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4 Charakteristiky rozdeˇlen´ı extre´mn´ıch hodnot
V te´to kapitole odvod´ıme neˇktere´ za´kladn´ı charakteristiky extrema´ln´ıch rozdeˇlen´ı.
4.1 Rozdeˇlen´ı Gumbelova typu































eitµ−itσ ln ze−z dz = eitµ
∞∫
0




= eitµ Γ(1− itσ).
Strˇedn´ı hodnotu, ktera´ je rovna prvn´ımu kumulantu κ1, urcˇ´ıme jako prvn´ı obecny´ moment
podle vztahu z veˇty 17, tedy
E(X) = κ1(X) = µ
′
1 = −i ϕ′X(0) = −i
[
iµ eitµ Γ(1− itσ) + eitµ Γ′(1− itσ)(−iσ)]∣∣
t=0
=
= −i [iµ eitµ Γ(1− itσ)− iσ eitµ Γ(1− itσ)ψ(1− itσ)]∣∣
t=0
=
= −i [iµΓ(1)− iσ Γ(1)ψ(1)] = −i(iµ+ iσγe) = µ+ γeσ.
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Rozptyl, ktery´ je roven druhe´mu kumulantu κ2, urcˇ´ıme pomoc´ı prvn´ıho a druhe´ho obecne´ho
momentu. Druhy´ obecny´ moment je
E(X2) = µ′2 = −ϕ′′X(0) = −
[















µ2eitµ Γ(1− itσ)− 2µσ eitµ Γ(1− itσ)ψ(1− itσ)+





µ2eitµ Γ(1− itσ)− 2µσ eitµ Γ(1− itσ)ψ(1− itσ)+





µ2eitµ Γ(1− itσ)− 2µσ eitµ Γ(1− itσ)ψ(1− itσ)+
+ σ2 eitµ
[
Γ(1− itσ)ψ2(1− itσ) + Γ(1− itσ)ψ′(1− itσ)]}∣∣
t=0
=
= µ2 Γ(1)− 2µσ Γ(1)ψ(1) + σ2 [Γ(1)ψ2(1) + Γ(1)ψ′(1)] =








Z vlastnost´ı rozptylu plyne, zˇe
D(X) = κ2 = µ
′
2 − κ21 = µ′2 − µ′12 = E(X2)− E2(X) =






− (µ+ γeσ)2 =











Sˇikmost urcˇ´ıme pomoc´ı druhe´ho a trˇet´ıho kumulantu. Nejprve vsˇak odvod´ıme trˇet´ı obecny´
moment, tedy












[−iµ3 eitµ Γ(1− itσ) + iµ2σ eitµ Γ′(1− itσ) + 2iµ2σ eitµ Γ′(1− itσ)−





µ3 eitµ Γ(1− itσ)− 3µ2σ eitµ Γ′(1− itσ) + 3µσ2 eitµ Γ′′(1− itσ)−




µ3 eitµ Γ(1− itσ)− 3µ2σ eitµ Γ′(1− itσ)+





µ3 eitµ Γ(1− itσ)− 3µ2σ eitµ Γ′(1− itσ) + 3µσ2 eitµ Γ′′(1− itσ)−





µ3 eitµ Γ(1− itσ)− 3µ2σ eitµ Γ′(1− itσ) + 3µσ2 eitµ Γ′′(1− itσ)−
− σ3 eitµ [Γ(1− itσ)ψ3(1− itσ) + 3Γ(1− itσ)ψ(1− itσ)ψ′(1− itσ)+
+ Γ(1− itσ)ψ′′(1− itσ)]}|t=0 = µ3 Γ(1)− 3µ2σ Γ′(1) + 3µσ2 Γ′′(1)−
− σ3 [Γ(1)ψ3(1) + 3Γ(1)ψ(1)ψ′(1) + Γ(1)ψ′′(1)] =












Trˇet´ı kumulant κ3 je definova´n jako
κ3 = µ
′



























− µ3 − 3µ2γeσ − 3µγ2eσ2 − γ3eσ3 = 2σ3ζ(3).

















Sˇpicˇatost urcˇ´ıme pomoc´ı druhe´ho a cˇtvrte´ho kumulantu. Nejprve vsˇak odvod´ıme cˇtvrty´
obecny´ moment, tedy












[−iµ3 eitµ Γ(1− itσ) + 3iµ2σ eitµ Γ′(1− itσ)− 3iµσ2 eitµ Γ′′(1− itσ)+




µ4 eitµ Γ(1− itσ)− 4µ3σ eitµ Γ′(1− itσ)+





µ4 eitµ Γ(1− itσ)− 4µ3σ eitµ Γ(1− itσ)ψ(1− itσ)+
+ 6µ2σ2 eitµ
[
Γ(1− itσ)ψ2(1− itσ) + Γ(1− itσ)ψ′(1− itσ)]−
− 4µσ3 eitµ [Γ(1− itσ)ψ3(1− itσ) + 3Γ(1− itσ)ψ(1− itσ)ψ′(1− itσ)+
+ Γ(1− itσ)ψ′′(1− itσ)] + σ4 eitµ [Γ(1− itσ)ψ4(1− itσ)+
+ 6Γ(1− itσ)ψ2(1− itσ)ψ′(1− itσ) + 3Γ(1− itσ)ψ′ 2(1− itσ) +
+ 4Γ(1− itσ)ψ(1− itσ)ψ′′(1− itσ) + Γ(1− itσ)ψ′′′(1− itσ)]}|t=0 =
= µ4 Γ(1)− 4µ3σ Γ(1)ψ(1) + 6µ2σ2 [Γ(1)ψ2(1) + Γ(1)ψ′(1)]−
− 4µσ3 [Γ(1)ψ3(1) + 3Γ(1)ψ(1)ψ′(1) + Γ(1)ψ′′(1)]+ σ4 [Γ(1)ψ4(1)+
+ 6Γ(1)ψ2(1)ψ′(1) + 3Γ(1)ψ′
2
(1) + 4Γ(1)ψ(1)ψ′′(1) + Γ(1)ψ′′′(1)
]
=
= µ4 + 4µ3γeσ + 6µ
2γ2eσ
2 + µ2pi2σ2 + 4µγ3eσ
3 + 2µγepi








kde ψ′′′(1) .= 6, 4939.
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Cˇtvrty´ kumulant κ4 je definova´n jako
κ4 = µ
′
4 − 4κ3κ1 − 3κ22 − 6κ2κ21 − κ41 = µ4 + 4µ3γeσ + 6µ2γ2eσ2 + µ2pi2σ2 +
+ 4µγ3eσ
3 + 2µγepi
















2 − (pi + γeσ)4 =
= µ4 + 4µ3γeσ + 6µ
2γ2eσ
2 + µ2pi2σ2 + 4µγ3eσ
3 + 2µγepi











− µ2pi2σ2 − 2µγepi2σ3 − γ2epi2σ4 − µ4 − 4µ3γeσ − 6µ2γ2eσ2 −
− 4µγ3eσ3 − γ4eσ4 = σ4ψ′′′(1).








)2 = 36ψ′′′(1)pi4 .= 2, 4.






xp = µ− σ ln(− ln p). (4.1)
Ze vztahu (4.1) okamzˇiteˇ plyne, zˇe hodnoty doln´ıho kvartilu, media´nu a horn´ıho kvartilu
jsou
x0,25 = µ− 0, 32663σ,
x0,5 = µ− 0, 36651σ,
x0,75 = µ+ 1, 24590σ.
Prˇehled charakteristik pro rozdeˇlen´ı Gumbelova typu je v tabulce 4.
4.2 Rozdeˇlen´ı Fre´chetova typu
U vsˇech charakteristik Fre´chetova rozdeˇlen´ı prˇedpokla´dejme takovou hodnotu parametru








− (x−µσ )− e−( x−µσ )}
QG(p) µ− σ ln(− ln p)













Doln´ı kvartil µ− σ ln [ln(4)]
Media´n µ− σ ln [ln(2)]
Horn´ı kvartil µ− σ ln [ln(4/3)]
Tabulka 4: Charakteristiky rozdeˇlen´ı Gumbelova typu
Strˇedn´ı hodnotu, nebo take´ prvn´ı kumulant κ1, urcˇ´ıme jako prvn´ı obecny´ moment, tedy










































e−z dz = µ
∫ ∞
0













Rozptyl, nebo take´ druhy´ kumulant κ2, urcˇ´ıme pomoc´ı prvn´ıho a druhe´ho obecne´ho mo-
mentu. Druhy´ obecny´ moment je


























































γ e−z dz =











Z vlastnost´ı rozptylu plyne, zˇe
D(X) = κ2 = µ
′
2 − κ21 = µ′2 − µ′12 = E(X2)− E2(X) =


































Sˇikmost urcˇ´ıme pomoc´ı druhe´ho a trˇet´ıho kumulantu. Nejprve vsˇak odvod´ıme trˇet´ı obecny´
moment, tedy



















































































Trˇet´ı kumulant κ3 je definova´n jako
κ3 = µ
′






















































































































































Sˇpicˇatost urcˇ´ıme pomoc´ı druhe´ho a cˇtvrte´ho kumulantu. Nejprve vsˇak odvod´ıme cˇtvrty´
obecny´ moment, tedy









































































γ e−z dz =






















Cˇtvrty´ kumulant κ4 je definova´n jako
κ4 = µ
′
4 − 4κ3κ1 − 3κ22 − 6κ2κ21 − κ41 =






































































































































































































xp = µ+ σ(− ln p)−
1
γ . (4.2)
Hodnoty doln´ıho kvartilu, media´nu a horn´ıho kvartilu snadno urcˇ´ıme ze vztahu (4.2).






− (x−µσ )−γ} , x ≥ µ,











− (x−µσ )−γ} , x ≥ µ,
0, x < µ.
QG(p) µ+ σ(− ln p)− 1γ















Γ(1− 3γ )−3Γ(1− 1γ )Γ(1− 2γ )+2Γ3(1− 1γ )
[Γ(1− 2γ )−Γ2(1− 1γ )]
3/2
Sˇpicˇatost
Γ(1− 4γ )−6Γ4(1− 1γ )−4Γ(1− 1γ )Γ(1− 3γ )+12Γ2(1− 1γ )Γ(1− 2γ )−3Γ2(1− 2γ )
[Γ(1− 2γ )−Γ2(1− 1γ )]
2
Doln´ı kvartil µ+ σ [ln(4)]−
1
γ
Media´n µ+ σ [ln(2)]−
1
γ
Horn´ı kvartil µ+ σ [ln(4/3)]−
1
γ
Tabulka 5: Charakteristiky rozdeˇlen´ı Fre´chetova typu
4.3 Rozdeˇlen´ı Weibullova typu
Strˇedn´ı hodnotu, nebo take´ prvn´ı kumulant κ1, urcˇ´ıme jako prvn´ı obecny´ moment, tedy














































Rozptyl, nebo take´ druhy´ kumulant κ2, urcˇ´ıme pomoc´ı prvn´ıho a druhe´ho obecne´ho mo-
mentu. Druhy´ obecny´ moment je




















































γ e−z dz =













Z vlastnost´ı rozptylu plyne, zˇe
D(X) = κ2 = µ
′
2 − κ21 = µ′2 − µ′12 = E(X2)− E2(X) =








































Sˇikmost urcˇ´ıme pomoc´ı druhe´ho a trˇet´ıho kumulantu. Nejprve vsˇak odvod´ıme trˇet´ı obecny´
moment, tedy














































































Trˇet´ı kumulant κ3 je definova´n jako
κ3 = µ
′





































































































































































Sˇpicˇatost urcˇ´ıme pomoc´ı druhe´ho a cˇtvrte´ho kumulantu. Nejprve vsˇak odvod´ıme cˇtvrty´
obecny´ moment, tedy































































γ e−z dz =


























Cˇtvrty´ kumulant κ4 je definova´n jako
κ4 = µ
′
4 − 4κ3κ1 − 3κ22 − 6κ2κ21 − κ41 =




























































































































































































































xp = µ− σ(− ln p)
1
γ . (4.3)
Hodnoty doln´ıho kvartilu, media´nu a horn´ıho kvartilu snadno urcˇ´ıme ze vztahu (4.3).






− (µ−xσ )γ} , x ≤ µ,











− (µ−xσ )γ} , x ≤ µ,
0, x > µ.
QG(p) µ− σ(− ln p) 1γ















3Γ(1+ 1γ )Γ(1+ 2γ )−Γ(1+ 3γ )−2Γ3(1+ 1γ )
[Γ(1+ 2γ )−Γ2(1+ 1γ )]
3/2
Sˇpicˇatost
Γ(1+ 4γ )−6Γ4(1+ 1γ )−4Γ(1+ 1γ )Γ(1+ 3γ )+12Γ2(1+ 1γ )Γ(1+ 2γ )−3Γ2(1+ 2γ )
[Γ(1+ 2γ )−Γ2(1+ 1γ )]
2
Doln´ı kvartil µ− σ [ln(4)] 1γ
Media´n µ− σ([ln(2)] 1γ
Horn´ı kvartil µ− σ([ln(4/3)] 1γ
Tabulka 6: Charakteristiky rozdeˇlen´ı Weibullova typu
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5 Odhady parametr˚u
V te´to kapitole odvod´ıme odhady parametr˚u metodou maxima´ln´ı veˇrohodnosti a metodou
moment˚u pro trˇi zvolena´ rozdeˇlen´ı, ktera´ byla vybra´na s ohledem na aplikaci v 7. kapitole.
5.1 Weibullovo rozdeˇlen´ı
Distribucˇn´ı funkce Weibullova rozdeˇlen´ı je
F (x) = 1− e−λxτ ,
hustota je tedy tvaru
f(x) = λτx(τ−1) e−λx
τ
.
5.1.1 Metoda maxima´ln´ı veˇrohodnosti














Nyn´ı urcˇ´ıme logaritmickou veˇrohodnostn´ı funkci
l(λ, τ) = ln f(x;λ, τ) = n lnλ+ n ln τ +
n∑
i=1




Derivace logaritmicke´ veˇrohodnostn´ı funkce podle jednotlivy´ch slozˇek polozˇ´ıme rovny nule





















λxτi lnxi = 0. (5.2)





















































Odhad parametr˚u Weibullova rozdeˇlen´ı metodou maxima´ln´ı veˇrohodnosti byl naprogra-
mova´n v Matlabu a nacha´z´ı se na prˇilozˇene´m CD. Konkre´tneˇ se jedna´ o funkci wblmle.
5.1.2 Metoda moment˚u
Metoda moment˚u spocˇ´ıva´ v porovna´n´ı teoreticky´ch a vy´beˇrovy´ch moment˚u
µ′r(λ, τ) = M
′
r = EX
r, kde r = 1, ..., n.
























































































































Numericky´m rˇesˇen´ım rovnice (5.5) z´ıska´me odhad parametru τˆ .
Odhad parametr˚u Weibullova rozdeˇlen´ı metodou moment˚u byl naprogramova´n v Mat-
labu a nacha´z´ı se na prˇilozˇene´m CD. Konkre´tneˇ se jedna´ o funkci wblmm.
5.2 Lognorma´ln´ı rozdeˇlen´ı
Distribucˇn´ı funkce lognorma´ln´ıho rozdeˇlen´ı je





















5.2.1 Metoda maxima´ln´ı veˇrohodnosti































Nyn´ı urcˇ´ıme logaritmickou veˇrohodnostn´ı funkci
l(µ, σ) = ln f(x;µ, σ) = −n
2












Derivace logaritmicke´ veˇrohodnostn´ı funkce podle jednotlivy´ch slozˇek polozˇ´ıme rovny nule

























Dosazen´ım (5.8) do rovnice (5.7) vyja´drˇ´ıme odhad parametru σˆ
σˆ =
[∑n





Odhad parametr˚u lognorma´ln´ıho rozdeˇlen´ı metodou maxima´ln´ı veˇrohodnosti byl napro-
gramova´n v Matlabu a nacha´z´ı se na prˇilozˇene´m CD. Konkre´tneˇ se jedna´ o funkci lognmle.
5.2.2 Metoda moment˚u
Metoda moment˚u spocˇ´ıva´ v porovna´n´ı teoreticky´ch a vy´beˇrovy´ch moment˚u
µ′r(λ, τ) = M
′
r = EX
r, kde r = 1, ..., n.
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2tσ2 − t2 + 2tµ− µ2
2σ2
= −t
2 + 2t [−(µ+ σ2)] + µ2
2σ2
.
Nyn´ı s vyuzˇit´ım u´prav










(µ+ σ2)2 − µ2
2σ2








Podobny´m zp˚usobem a s vyuzˇit´ım vztahu[






4tσ2 − t2 + 2tµ− µ2
2σ2
= −t
2 + 2t [−(µ+ 2σ2)] + µ2
2σ2
=





(µ+ 2σ2)2 − µ2
2σ2
=










































































































































Z rovnice (5.9) vyja´drˇ´ıme odhad parametruµˆ




Dosazen´ım (5.11) do rovnice (5.10) z´ıska´me momentovou rovnici pro odhad parametru σˆ
σˆ =
(




Odhad parametr˚u lognorma´ln´ıho rozdeˇlen´ı metodou moment˚u byl naprogramova´n v Mat-
labu a nacha´z´ı se na prˇilozˇene´m CD. Konkre´tneˇ se jedna´ o funkci lognmm.
5.3 Exponencia´ln´ı rozdeˇlen´ı
Distribucˇn´ı funkce exponencia´ln´ıho rozdeˇlen´ı je
F (x) = 1− e−λx,
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hustota je tedy tvaru
f(x) = λe−λx.
Odhad parametru exponencia´ln´ıho rozdeˇlen´ı metodou maxima´ln´ı veˇrohodnosti byl na-
programova´n v Matlabu a nacha´z´ı se na prˇilozˇene´m CD. Konkre´tneˇ se jedna´ o funkci
expMMaMLE.
5.3.1 Metoda maxima´ln´ı veˇrohodnosti







Nyn´ı urcˇ´ıme logaritmickou veˇrohodnostn´ı funkci





















Metoda moment˚u spocˇ´ıva´ v porovna´n´ı teoreticky´ch a vy´beˇrovy´ch moment˚u
µ′r(λ, τ) = M
′
r = EX

































Odhad parametru exponencia´ln´ıho rozdeˇlen´ı metodou moment˚u je stejny´ jako odhad
metodou maxima´ln´ı veˇrohodnosti, tud´ızˇ lze pro vy´pocˇet v Matlabu pouzˇ´ıt opeˇt funkci
expMMaMLE.
Pozna´mka. Existuj´ı dalˇs´ı zprˇesneˇn´ı uvedeny´ch odhad˚u podle zadany´ch krite´ri´ı (viz naprˇ.
[17], [18]). V te´to pra´ci vzhledem k jej´ımu rozsahu se jimi nebudeme zaby´vat.
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6 Odhady parametr˚u pro cenzorovane´ vy´beˇry
V praxi cˇasto naraz´ıme na prˇ´ıpady, kdy na´hodny´ vy´beˇr nen´ı u´plny´. Prˇi sledova´n´ı n sta-
tisticky´ch jednotek mu˚zˇe nastat situace, zˇe rizikovy´ jev (naprˇ. poroucha´n´ı soucˇa´stky)
nen´ı pozorova´n u vsˇech jednotek. V takove´m prˇ´ıpadeˇ mluv´ıme o neu´plny´ch nebo take´
cenzorovany´ch na´hodny´ch vy´beˇrech.
Prˇedpokla´dejme, zˇe sledujeme n statisticky´ch jednotek, ktere´ rozdeˇl´ıme do dvou sku-
pin. Prvn´ı skupinu oznacˇ´ıme J1 a bude obsahovat statisticke´ jednotky, u nichzˇ byl prˇi
sledova´n´ı pozorova´n rizikovy´ jev. Druhou skupinu oznacˇ´ıme J0 a bude obsahovat sta-
tisticke´ jednotky, u nichzˇ prˇi sledova´n´ı nebyl pozorova´n rizikovy´ jev. Zrˇejmeˇ J0 ∪ J1 je
mnozˇina vsˇech sledovany´ch statisticky´ch jednotek {1, . . . , n}.
Statisticke´ jednotky ze skupiny J1 budeme nazy´vat necenzorovane´ a Xi, i ∈ J1,
oznacˇ´ıme jako dobu, kdy dosˇlo k pozorova´n´ı rizikove´ho jevu u jednotky i. Statisticke´
jednotky ze skupiny J0 budeme nazy´vat cenzorovane´ a ti, i ∈ J0, oznacˇ´ıme jako dobu
pozorova´n´ı jednotky i, prˇicˇemzˇ nedosˇlo k pozorova´n´ı rizikove´ho jevu.
Odvod´ıme metodu maxima´ln´ı veˇrohodnosti pro cenzorovane´ vy´beˇry. Prˇedpokla´dejme,
zˇe na´hodne´ velicˇiny Xi, i ∈ J1, jsou neza´visle´ s hustotou f(x,θ), kde θ je mnozˇina
parametr˚u. U cenzorovany´ch statisticky´ch jednotek v´ıme pouze to, zˇe rizikovy´ jev nastal
azˇ po cˇase ti, i ∈ J0. Tedy pravdeˇpodobnost tohoto jevu pro jednotku i, i ∈ J0, je









Logaritmicka´ veˇrohodnostn´ı funkce je







Maxima´lneˇ veˇrohodny´ odhad parametru θ z´ıska´me maximalizac´ı logaritmicke´ veˇrohod-
nostn´ı funkce (6.2), tedy
∂l(θ)
∂θj
= 0, j = 1, . . . , r.
V dalˇs´ıch odstavc´ıch bude X(1), . . . , X(n) znacˇit usporˇa´dany´ na´hodny´ vy´beˇr X1, . . . , Xn,
tedy X(1) ≤ X(2) ≤ . . . ≤ X(n). Budeme se zaby´vat trˇemi typy cenzorova´n´ı.
6.1 Cenzorova´n´ı cˇasem
V cˇase t = 0 zacˇneme sledovat n statisticky´ch jednotek po dobu T > 0. Cˇas T , ktery´
je prˇedem pevneˇ dany´, nazy´va´me cˇasovy´ cenzor. Vy´sledkem experimentu je na´hodna´
velicˇina m, m ∈ {0, 1, . . . , n}, uda´vaj´ıc´ı pocˇet jednotek, u nichzˇ byl do cˇasu T pozo-
rova´n rizikovy´ jev, a doby do pozorova´n´ı rizikove´ho jevu X(1), . . . , X(m) u m statisticky´ch
jednotek do cˇasu T . Je tedy zrˇejme´, zˇe doba do pozorova´n´ı rizikove´ho jevu u (m+1)-n´ı
statisticke´ jednotky je X(m+1) > T . Budeme-li pravdeˇpodobnostn´ı funkci na´hodne´ velicˇiny
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m cha´pat jako specia´ln´ı prˇ´ıpad hustoty, zap´ıˇseme sdruzˇenou hustotu na´hodny´ch velicˇin
X(1), . . . , X(m),m prˇi cenzorova´n´ı cˇasem ve tvaru
f
(













pro 0 < x(1) < · · · < x(m) < T, m = 0, 1, . . . , n.
Funkce f
(
x(1), . . . , x(m),m
)
ze vztahu (6.3) je zrˇejmeˇ veˇrohodnostn´ı funkce (6.1).
6.2 Cenzorova´n´ı poruchou
V cˇase t = 0 zacˇneme sledovat n statisticky´ch jednotek a pozorova´n´ı ukoncˇ´ıme v okamzˇiku,
kdy sledovany´ rizikovy´ jev byl pozorova´n u m jednotek, prˇicˇemzˇ m je prˇedem pevneˇ dane´
prˇirozene´ cˇ´ıslo, m = {1, . . . , n}. Vy´sledkem experimentu je m hodnot x(1) ≤ x(2) ≤ . . . ≤
≤ x(m) prˇedstavuj´ıc´ı prvn´ıch m dob cˇeka´n´ı na rizikovy´ jev u n statisticky´ch jednotek.
Doba trva´n´ı experimentu je X(m). U n−m statisticky´ch jednotek byla tedy doba cˇeka´n´ı
na rizikovy´ jev veˇtsˇ´ı nezˇ X(m). Sdruzˇenou hustotu na´hodny´ch velicˇin X(1), . . . , X(m) prˇi
cenzorova´n´ı pocˇtem zap´ıˇseme ve tvaru
f
(













pro 0 < x(1) < · · · < x(m) <∞.
Funkce f
(
x(1), . . . , x(m)
)
ze vztahu (6.4) je zrˇejmeˇ veˇrohodnostn´ı funkce (6.1).
6.3 Na´hodne´ cenzorova´n´ı
Sledujeme n statisticky´ch jednotek a u kazˇde´ jednotky pozorujeme bud’ na´hodnou velicˇinu
X uda´vaj´ıc´ı dobu cˇeka´n´ı na rizikovy´ jev, nebo na´hodnou velicˇinu T (cˇasovy´ cenzor)
uda´vaj´ıc´ı dobu sledova´n´ı jednotky. Kazˇde´ statisticke´ jednotce prˇiˇrad´ıme hodnotu X nebo
T podle toho, ktera´ z teˇchto hodnot je mensˇ´ı. Vy´sledkem experimentu je tedy n dvojic
(W1, I1) , . . . , (Wn, In), kde Wj = min (Xj, Tj).
• Ij = 1, jestlizˇe Wj = Xj, tedy j-te´ pozorova´n´ı X je necenzorovane´ a rizikovy´ jev byl
u j-te´ jednotky pozorova´n v cˇase Xj,
• Ij = 0, jestlizˇe Wj = Tj, tedy j-te´ pozorova´n´ı X je cenzorovane´ v cˇase T = Tj, cozˇ
znamena´, zˇe j-ta´ statisticka´ jednotka byla vyjmuta ze sledova´n´ı v cˇase Tj, Tj < Xj,
tedy drˇ´ıve, nezˇ dosˇlo k nastoupen´ı rizikove´ho jevu.
Prˇedpokla´dejme, zˇe doba cˇeka´n´ı na rizikovy´ jev X s distribucˇn´ı funkc´ı F (x) a hustotou
f(x) a cˇasovy´ cenzor T s distribucˇn´ı funkc´ı G(t) a hustotou g(t) jsou neza´visle´ na´hodne´
velicˇiny. Rozdeˇlen´ı velicˇin X a T za´vis´ı na parametrech θ1 a θ2, tedy F (x) = F (x,θ1)
a G(t) = G(t,θ2), prˇicˇemzˇ prˇedpokla´da´me, zˇe θ1 a θ2 nemaj´ı spolecˇne´ parametry.
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Za uvedeny´ch prˇedpoklad˚u je vy´sledkem experimentu n neza´visly´ch dvojic (Wj, Ij),
j = 1, . . . , n. Zavedeme funkci H(w, i) pro w > 0 a i ∈ {0, 1} tak, zˇe





























































= g(w)− g(w)F (w) = g(w)(1− F (w)), w > 0
Funkce h(w, i), i ∈ {0, 1}, zrˇejmeˇ odpov´ıda´ sdruzˇene´ hustoteˇ velicˇin W a I. Veˇrohodnostn´ı





Logaritmicka´ veˇrohodnostn´ı funkce je











kde J1 = {j : Ij = 1} je mnozˇina necenzorovany´ch statisticky´ch jednotek a J0 = {j : Ij = 0}
je mnozˇina cenzorovany´ch statisticky´ch jednotek. Dosad´ıme-li (6.5) do (6.6), dostaneme
































Jelikozˇ funkce F (respektive f) a G (respektive g) nemaj´ı spolecˇne´ parametry, tedy
θ1 = (θ11, . . . , θ1k1) a θ2 = (θ21, . . . , θ2k2), mu˚zˇeme logaritmickou veˇrohodnostn´ı funkci
l(θ) napsat jako soucˇet

















Maxima´ln´ı veˇrohodne´ odhady parametr˚u θ1 a θ2 z´ıska´me maximalizac´ı logaritmicky´ch
veˇrohodnostn´ıch funkc´ı (6.7), tedy
∂l1
∂θ1i
= 0, i = 1, . . . , k1,
∂l2
∂θ2i
= 0, i = 1, . . . , k2.
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7 Analy´za desˇt’ovy´ch sra´zˇek
Vy´zkum intenzit prˇ´ıvalovy´ch desˇt’˚u se prova´d´ı prˇedevsˇ´ım proto, aby bylo mozˇne´ stanovit
odtokova´ mnozˇstv´ı z maly´ch povod´ı, prˇ´ıpadneˇ podle mnozˇstv´ı spadly´ch sra´zˇek prediko-
vat rozvodneˇn´ı tok˚u. Odtoky z maly´ch povod´ı jsou zp˚usobeny kra´tkodoby´mi prˇ´ıvalovy´mi
desˇti male´ho plosˇne´ho rozsahu. Prˇi vy´zkumu prˇ´ıvalovy´ch desˇt’˚u na´s zaj´ıma´ prˇedevsˇ´ım je-
jich doba trva´n´ı, intenzita a mnozˇstv´ı sra´zˇek. Uvedene´ velicˇiny se vysˇetrˇuj´ı ze za´znamu˚
sra´zˇkomeˇr˚u. Pro u´plnost uved’me, zˇe meˇrˇic´ı prˇ´ıstroj se nazy´va´ ombrograf a za´pis meˇrˇen´ı
se nazy´va´ ombrogram.
Z ombrogramu˚ jednotlivy´ch desˇt’˚u byly vybra´ny u´seky trvaj´ıc´ı 5, 10, 15, 20, 30, 40, 60,
90 a 120 minut, pokud prˇ´ıslusˇne´ u´hrny byly veˇtsˇ´ı nebo rovny nezˇ 2, 3, 3, 4, 4, 5, 6, 6 a 7
mm. Desˇteˇ trvaj´ıc´ı de´le nezˇ p˚ul hodiny, ktere´ byly prˇerusˇene´ kra´tky´mi prˇesta´vkami, byly
povazˇova´ny za jeden de´sˇt’. Bezdesˇt’ove´ prˇesta´vky nesmı´ by´t delˇs´ı nezˇ 5 minut u skupiny
trvaj´ıc´ı 40-60 minut a delˇs´ı nezˇ 10 minut u skupiny trvaj´ıc´ı 90-120 minut.
Nasˇ´ım c´ılem je pomoc´ı vybrany´ch rozdeˇlen´ı popsat sra´zˇkovy´ u´hrn na u´zemı´ Moravy.
K dispozici ma´me sra´zˇkove´ u´hrny desˇt’˚u ve vybrany´ch lokalita´ch na u´zemı´ Moravy tr-
vaj´ıc´ıch 5-120 minut. Nyn´ı z teˇchto desˇt’˚u vybereme neˇkolik za´stupc˚u a budeme testovat,
zda lze dany´ de´sˇt’ popsat vybrany´m rozdeˇlen´ım pravdeˇpodobnosti. K oveˇrˇova´n´ı pouzˇijeme
Q-Q ploty (viz naprˇ. [5]), χ2 test dobre´ shody a jednovy´beˇrovy´ Kolmogorov˚uv-Smirnov˚uv
test (viz naprˇ. [10]). Jelikozˇ sra´zˇkomeˇr cˇasto nezaznamena´va´ velmi male´ intenzity desˇt’˚u,
budeme prˇi nasˇem testova´n´ı pocˇ´ıtat s jisty´m prahovy´m parametrem.
7.1 Exponencia´ln´ı rozdeˇlen´ı
Budeme testovat, zda lze dane´ sra´zˇkove´ u´hrny popsat exponencia´ln´ım rozdeˇlen´ım.
Na obra´zku 2 vid´ıme Q-Q plot a histogram desetiminutovy´ch desˇt’˚u pro stanici Brno
- Jundrov. Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily ex-
ponencia´ln´ıho rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe desetiminutove´
desˇteˇ pro stanici Brno - Jundrov lze popsat exponencia´ln´ım rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z exponencia´ln´ıho rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znam-
nosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 6045. Kolmogorov˚uv-Smirnov˚uv test hypote´zu
takte´zˇ nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 4521.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametr λ = 0, 3314. Odhad kvantilu
rozdeˇlen´ı pak dostaneme dosazen´ım λ do kvantilove´ funkce Q(p) = − 1
λ
ln(1− p).
Na obra´zku 3 vid´ıme Q-Q plot a histogram dvacetiminutovy´ch desˇt’˚u pro stanici Brno
- Jundrov. Q-Q plot opeˇt vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily expo-
nencia´ln´ıho rozdeˇlen´ı a vy´beˇrovy´mi kvantily. Da´ se tedy prˇedpokla´dat, zˇe dvacetiminutove´
desˇteˇ pro stanici Brno - Jundrov lze popsat exponencia´ln´ım rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z exponencia´ln´ıho rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znam-
nosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 9560. Kolmogorov˚uv-Smirnov˚uv test hypote´zu
takte´zˇ nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 7665.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametr λ = 0, 2441. Odhad kvantilu




(a) Q-Q plot (b) Histogram
Obra´zek 2: Desetiminutove´ desˇteˇ pro stanici Brno - Jundrov
(a) Q-Q plot (b) Histogram
Obra´zek 3: Dvacetiminutove´ desˇteˇ pro stanici Brno - Jundrov
Na obra´zku 4 vid´ıme Q-Q plot a histogram desetiminutovy´ch desˇt’˚u pro stanici Znojmo
- Kucharˇovice. Q-Q plot opeˇt vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily expo-
nencia´ln´ıho rozdeˇlen´ı a vy´beˇrovy´mi kvantily. Da´ se tedy prˇedpokla´dat, zˇe desetiminutove´
desˇteˇ pro stanici Znojmo - Kucharˇovice lze popsat exponencia´ln´ım rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, opeˇt provedeme χ2 test dobre´ shody a jednovy´beˇ-
rovy´ Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr
je z exponencia´ln´ıho rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znam-
nosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 5939. Kolmogorov˚uv-Smirnov˚uv test hypote´zu
takte´zˇ nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 4774.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametr λ = 0, 3626. Odhad kvantilu
rozdeˇlen´ı pak dostaneme dosazen´ım λ do kvantilove´ funkce Q(p) = − 1
λ
ln(1− p).
Na obra´zku 5 vid´ıme Q-Q plot a histogram dvacetiminutovy´ch desˇt’˚u pro stanici
Jeviˇsovice. Q-Q plot opeˇt vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily expo-
nencia´ln´ıho rozdeˇlen´ı a vy´beˇrovy´mi kvantily. Da´ se tedy prˇedpokla´dat, zˇe dvacetiminutove´
desˇteˇ pro stanici Jeviˇsovice lze popsat exponencia´ln´ım rozdeˇlen´ım.
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(a) Q-Q plot (b) Histogram
Obra´zek 4: Desetiminutove´ desˇteˇ pro stanici Znojmo - Kucharˇovice
Abychom tuto skutecˇnost potvrdili, opeˇt provedeme χ2 test dobre´ shody a jednovy´beˇ-
rovy´ Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr
je z exponencia´ln´ıho rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znam-
nosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 4113. Kolmogorov˚uv-Smirnov˚uv test hypote´zu
takte´zˇ nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 0983.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametr λ = 0, 2444. Odhad kvantilu
rozdeˇlen´ı pak dostaneme dosazen´ım λ do kvantilove´ funkce Q(p) = − 1
λ
ln(1− p).
(a) Q-Q plot (b) Histogram
Obra´zek 5: Dvacetiminutove´ desˇteˇ pro stanici Jeviˇsovice
7.2 Lognorma´ln´ı rozdeˇlen´ı
Budeme testovat, zda lze dane´ sra´zˇkove´ u´hrny popsat lognorma´ln´ım rozdeˇlen´ım.
Na obra´zku 6 vid´ıme Q-Q plot a histogram dvacetiminutovy´ch desˇt’˚u pro stanici Brno
- Zˇabovrˇesky. Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily
lognorma´ln´ıho rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe dvacetiminutove´
desˇteˇ pro stanici Brno - Zˇabovrˇesky lze popsat lognorma´ln´ım rozdeˇlen´ım.
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Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z lognorma´ln´ıho rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znam-
nosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 6834. Kolmogorov˚uv-Smirnov˚uv test hypote´zu
takte´zˇ nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 7981.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametry µ = 0, 8987 a σ = 1, 1098.
Odhad kvantilu rozdeˇlen´ı pak dostaneme dosazen´ım µ a σ do kvantilove´ funkce Q(p) =
exp {µ+ σΦ−1(p)}.
(a) Q-Q plot (b) Histogram
Obra´zek 6: Dvacetiminutove´ desˇteˇ pro stanici Brno - Zˇabovrˇesky
Na obra´zku 7 vid´ıme Q-Q plot a histogram trˇicetiminutovy´ch desˇt’˚u pro stanici Brno
- Zˇabovrˇesky. Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily
lognorma´ln´ıho rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe trˇicetiminutove´
desˇteˇ pro stanici Brno - Zˇabovrˇesky lze popsat lognorma´ln´ım rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z lognorma´ln´ıho rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znam-
nosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 4569. Kolmogorov˚uv-Smirnov˚uv test hypote´zu
takte´zˇ nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 7996.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametry µ = 0, 9033 a σ = 1, 1824.
Odhad kvantilu rozdeˇlen´ı pak dostaneme dosazen´ım µ a σ do kvantilove´ funkce Q(p) =
exp {µ+ σΦ−1(p)}.
Na obra´zku 8 vid´ıme Q-Q plot a histogram trˇicetiminutovy´ch desˇt’˚u pro stanici Vysˇkov.
Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily lognorma´ln´ıho
rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe trˇicetiminutove´ desˇteˇ pro stanici
Vysˇkov lze popsat lognorma´ln´ım rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z lognorma´ln´ıho rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znam-
nosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 0718. Kolmogorov˚uv-Smirnov˚uv test hypote´zu
takte´zˇ nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 8079.
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(a) Q-Q plot (b) Histogram
Obra´zek 7: Trˇicetiminutove´ desˇteˇ pro stanici Brno - Zˇabovrˇesky
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametry µ = 0, 7975 a σ = 1, 0835.
Odhad kvantilu rozdeˇlen´ı pak dostaneme dosazen´ım µ a σ do kvantilove´ funkce Q(p) =
exp {µ+ σΦ−1(p)}.
(a) Q-Q plot (b) Histogram
Obra´zek 8: Trˇicetiminutove´ desˇteˇ pro stanici Vysˇkov
Na obra´zku 9 vid´ıme Q-Q plot a histogram cˇtyrˇicetiminutovy´ch desˇt’˚u pro stanici
Vysˇkov. Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily lognor-
ma´ln´ıho rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe cˇtyrˇicetiminutove´ desˇteˇ
pro stanici Vysˇkov lze popsat lognorma´ln´ım rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z lognorma´ln´ıho rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znam-
nosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 4839. Kolmogorov˚uv-Smirnov˚uv test hypote´zu
takte´zˇ nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 8797.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametry µ = 0, 8608 a σ = 1, 1070.
Odhad kvantilu rozdeˇlen´ı pak dostaneme dosazen´ım µ a σ do kvantilove´ funkce Q(p) =
exp {µ+ σΦ−1(p)}.
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(a) Q-Q plot (b) Histogram
Obra´zek 9: Cˇtyrˇicetiminutove´ desˇteˇ pro stanici Vysˇkov
7.3 Weibullovo rozdeˇlen´ı
Budeme testovat, zda lze dane´ sra´zˇkove´ u´hrny popsat Weibullovy´m rozdeˇlen´ım.
Na obra´zku 10 vid´ıme Q-Q plot a histogram sˇedesa´timinutovy´ch desˇt’˚u pro stanici
Brno - Turˇany. Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily
Weibullova rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe sˇedesa´timinutove´
desˇteˇ pro stanici Brno - Turˇany lze popsat Weibullovy´m rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z Weibullova rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znamnosti
α = 0, 05, prˇicˇemzˇ hodnota p = 0, 5515. Kolmogorov˚uv-Smirnov˚uv test hypote´zu takte´zˇ
nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 9248.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametry λ = 0, 2418 a τ = 0, 9129.





(a) Q-Q plot (b) Histogram
Obra´zek 10: Sˇedesa´timinutove´ desˇteˇ pro stanici Brno - Turˇany
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Na obra´zku 11 vid´ıme Q-Q plot a histogram sˇedesa´timinutovy´ch desˇt’˚u pro stanici
Vysˇkov. Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily Wei-
bullova rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe sˇedesa´timinutove´ desˇteˇ
pro stanici Vysˇkov lze popsat Weibullovy´m rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z Weibullova rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znamnosti
α = 0, 05, prˇicˇemzˇ hodnota p = 0, 8647. Kolmogorov˚uv-Smirnov˚uv test hypote´zu takte´zˇ
nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 8676.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametry λ = 0, 2923 a τ = 0, 8289.





(a) Q-Q plot (b) Histogram
Obra´zek 11: Sˇedesa´timinutove´ desˇteˇ pro stanici Vysˇkov
Na obra´zku 12 vid´ıme Q-Q plot a histogram devadesa´timinutovy´ch desˇt’˚u pro stanici
Znojmo - Kucharˇovice. Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi
kvantily Weibullova rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe devadesa´ti-
minutove´ desˇteˇ pro stanici Znojmo - Kucharˇovice lze popsat Weibullovy´m rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
z Weibullova rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znamnosti
α = 0, 05, prˇicˇemzˇ hodnota p = 0, 5125. Kolmogorov˚uv-Smirnov˚uv test hypote´zu takte´zˇ
nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 7773.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametry λ = 0, 2452 a τ = 0, 9067.





Na obra´zku 13 vid´ıme Q-Q plot a histogram stodvacetiminutovy´ch desˇt’˚u pro stanici
Jeviˇsovice. Jelikozˇ Q-Q plot vykazuje linea´rn´ı za´vislost mezi teoreticky´mi kvantily Weibul-
lova rozdeˇlen´ı a vy´beˇrovy´mi kvantily, mu˚zˇeme konstatovat, zˇe stodvacetiminutove´ desˇteˇ
pro stanici Jeviˇsovice lze popsat Weibullovy´m rozdeˇlen´ım.
Abychom tuto skutecˇnost potvrdili, provedeme χ2 test dobre´ shody a jednovy´beˇrovy´
Kolmogorov˚uv-Smirnov˚uv test. V obou prˇ´ıpadech testujeme hypote´zu, zˇe dany´ vy´beˇr je
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(a) Q-Q plot (b) Histogram
Obra´zek 12: Devadesa´timinutove´ desˇteˇ pro stanici Znojmo - Kucharˇovice
z Weibullova rozdeˇlen´ı. χ2 test dobre´ shody hypote´zu nezamı´ta´ na hladineˇ vy´znamnosti
α = 0, 05, prˇicˇemzˇ hodnota p = 0, 4150. Kolmogorov˚uv-Smirnov˚uv test hypote´zu takte´zˇ
nezamı´ta´ na hladineˇ vy´znamnosti α = 0, 05, prˇicˇemzˇ hodnota p = 0, 7015.
Metodou maxima´ln´ı veˇrohodnosti jsme odhadli parametry λ = 0, 2334 a τ = 0, 8752.





(a) Q-Q plot (b) Histogram
Obra´zek 13: Stodvacetiminutove´ desˇteˇ pro stanici Jeviˇsovice
7.4 Za´veˇry
Statistickou analy´zou u´hrn˚u desˇt’ovy´ch sra´zˇek bylo zjiˇsteˇno a proka´za´no, zˇe sra´zˇkove´ u´hrny
pro desˇteˇ trvaj´ıc´ı 5-20 minut lze popsat exponencia´ln´ım rozdeˇlen´ım, pro desˇteˇ trvaj´ıc´ı




Program EVD byl vytvorˇen jako demonstracˇn´ı program pro rozdeˇlen´ı extre´mn´ıch hod-
not. K jeho spra´vne´ funkcˇnosti je nutny´ Matlab se statisticky´m toolboxem, nejle´pe verze
R2008a.
8.1 Spusˇteˇn´ı
Spust´ıme program Matlab a do prˇ´ıkazove´ho rˇa´dku nap´ıˇseme guide main (mus´ıme se
nacha´zet v adresa´rˇi s programem EVD). Objev´ı se okno programu, ktery´ spust´ıme tlacˇ´ıt-
kem Run Figure. Nyn´ı prˇistoup´ıme k popisu jednotlivy´ch cˇa´st´ı programu.
(a) (b)
Obra´zek 14: Vy´beˇr rozdeˇlen´ı
8.2 Popis programu
Program je rozcˇleneˇn na neˇkolik cˇa´st´ı:
• Vyber rozdeˇlen´ı - v te´to sekci lze zvolit neˇktery´ ze trˇ´ı typ˚u extrema´ln´ıch rozdeˇlen´ı
(Gumbelovo, Fre´chetovo, Weibullovo - Obr. 14(a)). Podle volby se otevrˇe pod-
nab´ıdka rozdeˇlen´ı prˇ´ıslusˇny´ch k dane´mu typu extrema´ln´ıho rozdeˇlen´ı (Obr. 14(b))
sestavena´ podle tabulky 3 pro rozdeˇlen´ı Gumbelova typu, tabulky 1 pro rozdeˇlen´ı
Fre´chetova typu a tabulky 2 pro rozdeˇlen´ı Weibullova typu.
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Obra´zek 15: Vy´beˇr u´lohy
• Parametry - v te´to sekci se zobraz´ı parametry prˇ´ıslusˇne´ dane´mu rozdeˇlen´ı, ktere´ lze
podle potrˇeby meˇnit.
• Rozsah na ose x - v te´to sekci lze zvolit rozsah na ose x prˇi vykreslova´n´ı graf˚u.
• Vyber u´lohu - v te´to sekci lze zvolit r˚uzne´ u´lohy pro dana´ rozdeˇlen´ı (Obr. 8.2), ktere´
rozebereme v na´sleduj´ıc´ım odstavci.
V sekci Vyber u´lohu lze zvolit na´sleduj´ıc´ı u´lohy:
Vykreslit grafy:
Vykresl´ı zvolene´ funkce (hustotu, distribucˇn´ı funkci, rizikovou funkci a funkci prˇezˇit´ı)
vybrane´ho rozdeˇlen´ı se zvoleny´mi parametry.
Histogram:
Vykresl´ı histogram zvolene´ho vstupn´ıho vektoru a prolozˇ´ı jej hustotou dane´ho rozdeˇlen´ı
na za´kladeˇ zvoleny´ch parametr˚u. Jako vstupn´ı vektor mu˚zˇeme zvolit bud’ na´hodny´ vy´beˇr
ze zvolene´ho rozdeˇlen´ı o rozsahu n, nebo nacˇ´ıst vektor z extern´ıho txt souboru.
Pokud zvol´ıme vstupn´ı vektor na´hodny´, mu˚zˇeme jej po vykreslen´ı histogramu ulozˇit
do extern´ıho txt souboru a kdykoliv pouzˇ´ıt podle potrˇeby.
Q-Q plot:
Vykresl´ı Q-Q plot, ktery´ porovna´va´ za´vislost teoreticky´ch kvantil˚u zvolene´ho rozdeˇlen´ı
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a empiricky´ch kvantil˚u vstupn´ıho vektoru. Nejdrˇ´ıve je vsˇak nutne´ ze vstupn´ıho vektoru
odhadnout parametry zvolene´ho rozdeˇlen´ı. Odhady parametr˚u nejsou soucˇa´st´ı programu.
Samozrˇejmost´ı je mozˇnost ulozˇen´ı vesˇkery´ch graficky´ch vy´stup˚u.
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9 Za´veˇr
V teoreticke´ cˇa´sti pra´ce jsou shrnuty za´klady teorie extre´mn´ıch hodnot a popsa´ny za´kladn´ı
typy extrema´ln´ıch rozdeˇlen´ı. Vy´znamny´m vy´sledkem je formulace limitn´ı veˇty pro rozdeˇle-
n´ı maxim. Dalˇs´ım d˚ulezˇity´m vy´sledkem je odvozen´ı vybrany´ch charakteristik extrema´ln´ıch
rozdeˇlen´ı. V literaturˇe jsou beˇzˇneˇ dostupne´ pouze charakteristiky rozdeˇlen´ı Gumbelova
typu a to pouze vy´cˇtem, proto jsem je kompletneˇ odvodil a nav´ıc take´ doplnil charak-
teristiky rozdeˇlen´ı Fre´chetova a Weibullova typu. Da´le byly odvozeny a zprogramova´ny
v Matlabu odhady parametr˚u trˇ´ı zvoleny´ch rozdeˇlen´ı metodou maxima´ln´ı veˇrohodnosti
a metodou moment˚u a popsa´ny za´klady teorie cenzorovany´ch vy´beˇr˚u vcˇetneˇ odvozen´ı
odhad˚u parametr˚u metodou maxima´ln´ı veˇrohodnosti.
V prakticke´ cˇa´sti pra´ce je popsa´na statisticka´ analy´za desˇt’ovy´ch sra´zˇek. Na za´kladeˇ
vy´sledk˚u te´to analy´zy vznikly ve spolupra´ci s U´stavem vodn´ıho hospoda´rˇstv´ı obc´ı Fa-
kulty stavebn´ı VUT v Brneˇ a Cˇesky´m hydrometeorologicky´m u´stavem cˇla´nky zaby´vaj´ıc´ı
se analy´zou historicky´ch desˇt’ovy´ch rˇad pro potrˇeby meˇstske´ho odvodneˇn´ı ([15]) a pro-
blematikou hydrologicky´ch podklad˚u pro na´vrh, rekonstrukci a provozova´n´ı meˇstske´ho
odvodneˇn´ı ([16]), jejichzˇ jsem spoluautorem.
Ned´ılnou soucˇa´st´ı pra´ce je program v Matlabu, ktery´ slouzˇ´ı jako demonstracˇn´ı program
pro rozdeˇlen´ı extre´mn´ıch hodnot.
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f, gγ hustota rozdeˇlen´ı pravdeˇpodobnost´ı
L veˇrohodnostn´ı funkce
l logaritmicka´ veˇrohodnostn´ı funkce
` pomalu se meˇn´ıc´ı funkce
`∗ de Bruynovo sdruzˇen´ı funkce `
M ′ vy´beˇrovy´ obecny´ moment
P pravdeˇpodobnost
QF kvantilova´ funkce
Q∗F kvantilova´ funkce chvostu















ζ Riemannova zeta funkce
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