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ABSTRACT 
A variation-of-parameters method for solving the operator differential equation 
t2Xc2) + tA,X”) + A,X = F(t) is presented in terms of an appropriate pair of 
solutions of the algebraic operator equation Z2 + (A, - I)Z + A, = 0. Under this 
hypothesis, existence and uniqueness conditions for two-point boundary-value prob- 
lems, as well as an explicit expression for the solutions in terms of data, are given. 
1. INTRODUCTION 
Throughout this paper H denotes a finite- or infinite-dimensional Hilbert 
space and L(H) d enotes the algebra of all bounded linear operators on H. It 
is well known [l] that for the scalar case the solution of boundary-value 
problems for linear partial differential equations may sometimes be reduced 
to the solution of ordinary differential equations containing a parameter and 
subject to certain boundary conditions. In particular, the resolution of the 
boundary-value problem 
a2(t)xC2)(t) + a,(t)x(‘)(t) + a,(t)x(t) = 0, 
M,x(a) + M2xC1)(a) = 0, N,x(b) + N,x”‘(b) = 0, O<a<t<b, 
(1.1) 
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where Mu, N,, for i = I, 2, are constant and a,(t) are complex-valued func- 
tions on the closed interval a < t 6 b, and a,(t) + 0 on this interval, is 
completely studied in [5]. For the operator case, and when a,(t) are constant 
L( H )-v&red functions, the corresponding operator differential equation 
A2Xc2’(t) + A,X’l’(t) + A,X(t) = 0 (I.21 
appears in the study of vibrational systems and small oscillations of continua 
[8, 101. Cauchy p ro bl ems and boundary-value problems related to the opera- 
tor differential equation (1.2) with A, = I, the identity operator in L(H), 
are treated in 161, under the hypothesis of the existence of a solution for the 
algebraic operator equation 
2’ + A,2 + A, = 0 
In a recent paper [7], Cauchy problems and boundary-value problems for 
the Euler operator differential equation 
t’X@)(t) + tA,X”‘(t) + A,X(t) = 0 (1.3) 
are studied in terms of one soIution of the algebraic operator equation 
Z2 + (A, - I)2 + A, = 0, (I.41 
but the expression for the solutions involves integrals of operator-valued 
functions, and in order to obtain explicit solutions and existence conditions, 
the boundary conditions had to be quite simple. 
The aim of this paper is to present a method for obtaining explicit 
expressions for solutions of Cauchy problems and boundary-value problems 
for the more general equation 
t’X@)( t) + tA,X"'( t) + A, X( t) = F(t) (1.5) 
and with more complicated boundary conditions than those treated in [7]. 
This paper is organized as follows. In Section 2 a variation-of-parameters 
method for solving the operator differential equation (1.5) is presented. This 
method is based on the existence of a pair {X,, Xi) of appropriate solutions 
of the algebraic operator equation (1.4). The existence of solutions of 
Equation (1.4) is related to the existence of a linear factorization of the 
polynomial operator L(x) = ~~1 + (A, - 1)s f- A,. It is clear that if I;(z) 
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= (zI - U,JzZ - U,), then U, 1s a solution of (1.4). If H is a finite-dimen- 
sional space, then a sufficient condition for the existence of a solution of 
Equation (1.4) is that the companion operator 
is diagonable [3]. F or the infinite-dimensional case, the existence of a linear 
factorization of L(Z) has been studied by L. Rodman in [ll]. A methodology 
for solving Equation (1.4) is presented in [6]. 
Section 3 concerns the study of existence conditions and explicit expres- 
sions for solutions of two-point boundary-value problems of the type 
t”X@)(t) + tA,X”‘(t) + A,X(t) = F(t), 
MIX(U) + MzX(‘)(a) = P,, N,X(b) + N,X”‘(b) = P,, 0 <a <t < 6, 
(1.7) 
where Aj for i = 0, 1 and Mj, Nj, Pj for j = 1,2 are bounded operators in 
L( H ), and F(t) is a continuous L( H )-valued operator function. 
2. ON THE GENERAL SOLUTION OF THE EQUATION t’X(*) + 
tA, X(l) + A, X = F(t) 
We begin this section with a lemma that provides us the general solution 
of the equation (1.3) in terms of a pair of appropriate solutions of the 
algebraic equation (1.4). 
LEMMA 1. Let {X,, X,} be a pair of solutions of Equation (1.4) such that 
X, - X, is invertible in L(H). Then any solution of Equation (1.3) takes the 
_f O?Tl 
X(t) = exp( X, log t) C + exp( X, log t) D, (2.1) 
where C and D are operatom in L( H 1. The relationship between the Cauchy 
conditions X(a) = C,, X(‘)(a) = C, and operators C, D is given by 
C = exp( -X0 log a) [C, - (Xi - X0)-‘( aC, - X,C,)] , 
(2.2) 
D = exp( -XI log u) (X, - X0)-‘(aC, - X,C,). 
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Proof. Making the change of variable t = e”, where u lies in the interval 
[log.a, +w[, and denoting X = dX/du, X = d2X/du2, it follows that X(‘)(t) 
= X(u) du/dt = X(u)/t, and Xc2)(t) = _f(u)(du/dt)2 = X(u)/t2, for t > 
0. Thus the problem 
t2Xc2) + tA,X”’ + A,X = 0, X(a) = C,, X(‘)(a) = C,, (2.3) 
is equivalent to the problem 
z(u) +(A,-Z)i(u) +A,X(u) =O, X(log u) =C,, X(log a) =aC,. 
(2.4) 
Now, if we consider the change of variables X = Y,, X = Y,, the problem 
(2.4) is equivalent to the extended linear system on H @ H 
From [4], the Cauchy p ro bl em (2.4) has only one solution, and it is given by 
X(u) = [ Z,O] exp[(u - log a)C,] [ 1 u2 1 
As X,, Xl are solutions of Equation (1.4), it is clear that for any operators 
C, D in L(H), the operator function X(t) given by (2.1) is a solution of 
Equation (1.3). I n order to prove that any solution X(t) of (1.3) may be 
expressed by (2.1) f or appropriate operators C and D, it is sufficient to 
choose these operators so that X(t) satisfies the Cauchy conditions X(u) = 
C,, X(‘)(u) = Cl. Thus C and D must verify the system 
Co = exp( X, log u) C + exp( Xl log u) D, 
Cl=~exp(X,loga)C+$exp(X,logu)D, 
(2.6a) 
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or 
cl [I [ T( -%I 1% a> ev( XI 1s 4 c c, = ( X0/a) ev( -%1% ~1 ( X,/a) 94 XI 1% a)I[ 1 D 
Z ev( XII 1% a) 0 
X,/u 0 ev( Xl log 4 I[ 1 ; . (2.6b) 
From the hypothesis of invertibility of the operator X, - X,, and from 
Lemma 1 of [8], it follows that 
From (2.6) and (2.71, an easy computation yields 
c 1 [ ev( --% 1% a) O D = 0 ev( -X1 log a) ][x:,. x:/“]-‘[:] 
exp(-X,logu)[Z+(X,-X,)~‘X,]C,-a(X,-X,)~lC, 
= 
’ exp( -X, log u) u( X, - X0)-‘C, - (X, - X0)-‘X,C, I 
Hence the result is established. n 
Let us consider the operator differential equation (1.51, where F(t) is a 
continuous L(H)-valued operator function defined on the interval [a, +m[. 
We are interested in finding an expression of the type 
X(t) = exp( X, log t) C(t) + exp( Xl log t) D(t) (2.8) 
for the solution of Equation (1.5) satisfying X(u) = C,, X(‘)(u) = C,. For 
analogous reasons to the homogeneous case, the Cauchy problem 
t2Xc2)(t) + tA,X”‘(t) + A,X(t) = F(t), X(a) = C,, X(‘)(u) = C,, 
t2a>O, (2.9) 
has only one solution [4]. Let us assume that we choose differentiable 
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operator-valued functions C(t) and D(t) such that 
I exp( X0 log t) exp(Xr log t) exP( X0 log t) X,/t exp( X, log t) X,/t ][ c(1)(t)] = [F&J W(t) 
(2.10) 
We are going to show that with the above conditions (2.101, the operator 
function X(t) gi ven by (2.8) satisfies (1.5), under the hypothesis that X, and 
X, are two solutions of Equation (1.4). 
By differentiation of X(t) given by (2.8) we have 
X”)(t) = exp( X, log t) C(l)(t) + exp( X, log t) D(‘)(t) 
+ -P(Xo 1% t) X&(t) + exp(X, fog t) X,Nt) 
t t 
. (2.11) 
From the first condition of the system (2.10) and from (2.111, it follows that 
X(‘)(t) = 
exp(X0 log t) X&(t) + exp(X, log t) X,o(t) 
t t 
. (2.12) 
By differentiation of X(“(t) given by (2.12), one gets 
Xc2’(t) = {tp2Xi exp( X, log t) -t exp( X, log t)( -t-“XO)}C(t) 
+ (tp2Xf eq( X, log t) + exp( X, log t) ( -K”X,))D( t) 
+ exp( X, log t) tplX,Ccl)( t) + exp( X, log t) t-1X1D(‘)( t). 
(2.13) 
From the second condition of the system (2.10) imposed on C(t), D(t), the 
sum of the last two terms of the right-hand side of (2.13) equals the operator 
F(t>/t’. Thus it follows that 
X(“‘(t) = (t-2X; exp( X0 log t) + exp( X, log t) (-t~“X,)}C(t) 
+ {t-“XF exp( X, log t) + exp( X, log t) ( -t-“Xl)}D( t) 
+ t-V(t). (2.14) 
EULER OPERATOR DIFFERENTIAL EQUATION 151 
From (2.8), (2.12), and (2.14), we have 
t2X@)( t) + A,tX"'( t) + A,, X( t) 
= F(t) + [ X,f + ( A, - I) X, + A,] exp( X, log t) C(t) 
+ [ Xf + ( A, - I) Xi + A,] exp( Xi log t) D(t) 
= F(t). 
Thus X(t) given by (2.8), where C(t) and D(t) are defined by (2.10), is a 
solution of Equation (1.5). 
Now, we are going to find an explicit expression for the operator functions 
C(t), D(t). Notice that (2.10) may be written in the following form: 
[i/t X:/Il[Cxp(~logf) e~(X~logt)][~:::i:i]=[F(t~,t’]’ 
(2.15) 
If we assume that X, - X, is invertible in L(H), then from (2.7) and (2.15) 
one gets 
-exp( -X0 log t) t-‘( X, - X0)-lF(t) 
exp( -Xi log t) t-‘( X, - X0)-lF( t) 1 . (2.16) 
From (2.16), the operator functions C(t) and D(t) must be defined by 
C(t) = C(a) - l’exp( -X0 log s) s-‘( X, - X0)-‘F(s) 05, 
a 
(2.17) 
D(t) = D(a) + &p( -Xl log s) scl( X, - X&F(s) ds. 
n 
In order to determine the operators C(a) and D(a) so that X(t) given by 
(2.8) satisfies (2.91, we impose X(a) = C,, X(‘)(u) = Cl. So, from (2.8) and 
(2.12), C(u) and D(a) must verify 
C, = exp( X, log u) C(a) + exp( X, log u) D(u), 
c 
1 
= exp(X0 log a) X&(a) + exp(X1 log a> xlqa) 
U U 
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or 
[ :r] = [x:,u xl;u][ exp(x;log u, 
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0 C(a) I[ 1 expw1% a> D(a) . 
(2.18) 
Solving (2.18), we have 
C(u) = exp( -X0 log u) [C, - (Xi - X0)-‘( uC, - X,C,)] , 
(2.19) 
D(u) = exp( -X, log u) (X, - X0)-‘(UC, - X,C,). 
Summarizing, the following result has been proved: 
THEOREM 1. Let F(t) be u continuous L(H )-valued operator function 
defined on the interval [u, + w[, and let {X,, Xi) be a pair of solutions of 
Equation (1.4) such that X, - X, is invertible. Then the general solution of 
the operator diferentiul equation (1.5) is given by the expression (2.8), where 
C(t) and D(t) are defined by (2.17) and C(u), D(u) are arbitrary operators 
in L(H). The only solution of the Cuuchy problem (2.9) is given by (2.8), 
(2.17), where the operators C(u) and D(u) are uniquely determined by 
(2.19). 
REMARK 1. Conditions on the norm of the coefficient operators of 
Equation (1.4) so that there will exist a pair of solutions {X,, X,J of this 
equation such that X, - X, is invertible, may be found in [2]. If X,, X, are 
two different solutions of Equation (1.4) but X, - X, is singular, then 
Lemma 1 may not be true even for the finite-dimensional case, in the sense 
that the solution of some concrete initial-value problem is not representable 
in the form (2.1). In fact, let us consider the finite-dimensional problem 
t2X(2)( t) + tA,X”‘( t) + A,X( t) = 0, 
X(u) = 0, X(“(U) = I, t 2 a > 0, 
(2.20) 
and let us suppose that X,, X, are two different solutions of the correspond- 
ing equation (1.4) such that X, - X, is singular. Then the unique solution of 
(2.20) cannot be expressed in the form (2.1). In fact, if C, D are matrices 
such that X(t) defined by (2.1) sa is ies (2.20) then these matrices must t f 
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satisfy the algebraic system 
0 = exp( X, log u) C + exp( Xl log u) D, 
Z=$exp(X,loga)C+ 2 exp( Xi log u) D. 
(2.21) 
From the first equation of (2.21) we have that exp(X, log a) 
C = - exp( X, log a) D, and taking into account this equality in the second 
equation of (2.21), it follows that the matrix D must verify 
(Xl-X,)iexp(X,lagu)D=I. 
However, this is not possible, because X, - X, is singular. Thus no matrix D 
permits X(t) defined by (2.1) to satisfy X(u) = 0, X(‘)(u) = I, when X0, X, 
are solutions of (1.4) such that X, - X, is singular. 
3. BOUNDARY-VALUE PROBLEMS 
In this section we are going to apply the result of Section 2 in order to 
obtain existence conditions and explicit expressions for solutions of 
boundary-value problems of the type (1.7). We start from Theorem 1, which 
provides us the general solution of the equation (1.5), taking into account that 
it is given by (2.8), where C(t), D(t) are defined by (2.17). Notice that C(u) 
and D(u) are arbitrary operators in L(H), and the existence (or not) of 
solutions for a concrete boundary-value problem means the existence (or not) 
of solutions for an algebraic operator system related to the boundary-value 
conditions. 
For the sake of clarity in the statement of the next results, let us introduce 
the operator matrix S = (S,,), 1 Q i, j Q 2, defined by 
( Ml + MS -%/a) ev( X0 1% a) ( Ml + M2 -T/a) ev( Xl log u) 
(N, + NzXo/b)exp(Xo logb) 1 (N, + NaXi/b)exp(X, logb) ’ 
(3.1) 
where X,, X, is a pair of solutions of Equation (1.4) such that X, - X0 is 
invertible, and M,, Ni, for i = 1,2 are the operators which appear in the 
boundary conditions of (1.7). 
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Let us consider the function X(t) given by (2.8), (2.171, and let us impose 
that X(t) satisfies the boundary conditions of (1.7). Taking into account that 
the derivative X(‘)(t) is given by (2.121, the boundary conditions of (1.7) take 
the form 
MJexp(X0 log a) C(a) + exp( XI log a) Dal 
+ M 
2 
i 
exp(& log a) &C(a) + exp(Xl og a> Xlo(a> 
U U I 
N&d% 1% b) [C(a) + Ql + exp(X, log b) [D(a) + 
+ %{exp(% 1% b) XO~-~[C(~ + 01 
+ exp( Xl log b) X,b-'[ D(u) + R]] = P,, 
where 
Q = - fexp( -X0 log s) s-r( X, - X0)-‘F( s) ds, 
R = /‘exp( -X, log s) s-l( X, - X,))‘F( S) ds. 
a 
Let Qr and R, be the operators defined by 
=P I> 
RI1 
(3.2) 
(3.3) 
Qr =exp(X,logu)Q= -1” 
a 
exp X, log I) s-r(X, - X0)-‘F(s) 05, ( 
R~=exp(X,logb)R=/bexp(X,log~)s~‘(X,-XO)~1F(s)~34) 
n 
From (3.11, (3.21, and (3.41, th e existence of solutions of the boundary-value 
problem (1.7) is equivalent to the existence of a pair of operators C(u), D(u) 
satisfying the algebraic operator system 
Pl 
P, - NdQ, + R,) - %b-‘(XoQ, + X,R,) (3.5) 
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where S is given by (3.1). Hence the following result has been proved: 
THEOREM 2. Let us consider the problem (1.7), where F(t) is a continu- 
ous L( H )-valued operator function, and let us suppose that there exists a pair 
X,, X, of solutions of Equation (1.4) such that X, - X, is invertible in L( H ). 
lf S is the operator matrix defined by (3.11, and Q1, R, are defined by (3.4), 
then the following results hold: 
(i) The problem (1.7) is solvable if and only if the algebraic operator 
system (with unknowns C(a), D(a)) is solvable. In this case the solution set of 
(1.7) is given by (2.81, (2.17) where C(a), D(a) satisfy (3.5). 
(ii) The problem (1.7) has only one solution if the operator matrix S 
given by (3.1) is invertible in L( H @ H). In this case the unique solution of 
(1.7) is given by (2.81, (2.171, where C(a), D(a) are defined by 
[;;I;] ="[v,-n,(y,+ Pl R,) - N,b-‘(X,Q, + X,R,) (3’6) 1 
(iii) rf H is finite-dimensional, 
_ , . 
then the invertibility of the operator 
matrix S given by (3.1) is a necessary and sufficient condition for the 
uniqueness of the solution of the problem (1.7). 
For the finite-dimensional case, the problem of solving (3.5) is an easy 
matter. For the infinite-dimensional case, in order to find a more concrete 
condition for uniqueness than the one given in Theorem B(ii), we can give 
some conditions in terms of data that ensure the uniqueness and that provide 
us an explicit expression of the operator S-i. The following corollary is a 
consequence of Lemma 1 of [8] and the above Theorem 2. 
COROLLARY 3. Let us use the notation of Theorem 2, where X,, X, is a 
pair of solutions of Equation (1.4) and S is given by (3.1). 
(i) lfthe operators M, + M, X,/a and V = S,, - S,,S,lSl, are invert- 
ible in L(H), then the only solution of the problem (1.7) is given by (2.8), 
(2.171, where C(a), D(a) are defined by (3.6) and S’ takes the form 
s-1 = 
[ 
sl~‘sl,v-ls,ls,l + s-l 11 - s,lsl,v-’ 
-v-ls,lsl~l 
1 
v-1 . 
(ii) Zfthe operators N, + N, X,/b and W = S,, - S,, S&1S21 are invert- 
ible in L(H), then the unique solution of the problem (1.7) is given by (2.81, 
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(2.17), where C(a), D(a) are defined by (3.6) and S-’ is given by 
s-1 = 
[ 
W-l - w- ls,, s,’ 
- s,‘s,,w-’ s,‘s,,w-ls,,s,l + s-l 22 I 
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