In order to make a dependable distributed computer system resilient to arbitrary failures of its processors, deterministic Byzantine agreement protocols (BAPs) 
Introduction
A dependable distributed computer system can withstand the failure of one or more of its processors, if every system service is provided by a set of replicated tasks running on different processors. However, malfunctioning client machines communicating with such a fault-tolerant system service may produce broadcast errors (i.e. send conflicting information to the different replicas of the system service) as a result of which inconsistency between the replicas of the system service may occur. This may lead to a system breakdown, even if the system does not contain more faulty processors than it is designed to tolerate [28] .
In order to avoid inconsistency between the correct reprect replicas agree on any information sent to them by clients. This can be achieved by having the replicas execute a so-called interactive consistency algorithm (ZCA). An ICA runs on a set, N, of N processors pi ( I 5 i 5 w, each of licas of the system service, it must be ensured that the corwhich holds an initial value vi, and describes how the correct processors decide on a common value based on the initial values of all processors in N. In an ICA, every correct processorpi distributes its initial value vi to all other processors by means of a so-called Byzantine Agreement Protocol (BAP). In each BAP, the processor that distributes its initial value to the other processors is called the source, the other processors are called the destination processors. An extensive overview of BAPs is given in [ 11.
A BAP consists of a multicast process and a decisionmaking process. In the multicast process, in a number of communication phases, a message value is transmitted from the source to all destination processors. In every communication phase, processors relay the messages they have received in the previous communication phase via communication links to other processors. In the decision-making process, every destination processor calculates a decision about what the source has sent on basis of the message values of the messages it has received during the multicast process. Up to T processors in the system may behave maliciously (Notice that, since the source is one of the processors, it is also possible that the source behaves maliciously). Regardless which processors are faulty and which data was sent by the source, the protocol guarantees Byzantine agreement, i.e. satisfaction of the interactive consistency conditions [2,3]: IC1. All correct processors agree on the data they think they have received from the source. IC2. Ifthe source is correct, the above-mentioned agreement equals the data sent by the source. What makes the problem of guaranteeing Byzantine Agreement in the presence of arbitrarily faulty processors so difficult, is the faulty processors' ability to behave maliciously. A faulty processor need not behave in the manner specified: it may refuse to send or relay messages, it may send or relay messages at arbitrary times (different from those specified in the BAP) and furthermore, it may corrupt the contents of messages.
Classification of BAPs
The design of a BAP depends on the assumptions made 0-8186-8212-4/97 $10.00 0 1997 IEEE for the system. An important system model parameter is the synchrony of the system. In literature, synchronous and asynchronous systems are distinguished. In [4] , several synchrony parameters are identified, resulting in different definitions of a synchronous system.
In this paper, we define a synchronous system as a system with the following two properties: 1. The rate at which the processor clock of any correct processor drifts from real-time, is bounded by a factor (I+p). Such clocks are called p-bounded clocks [5] .
Processor clocks of faulty processors may run at arbitrary rates.
2. Furthermore, there exists a real-time upper bound, z , , , on the time needed to communicate a message from a correct processor to another processor in the system. Conversely, any system that is not synchronous is an asynchronous system.
We assume that there also exists a real-time lower bound, zmin, (with 0 I z , , ,
on the time needed to communicate a message from a correct processor to another processor in the system. We further assume that the bounds zmin, z , , , and (l+p) are a priori known by each correct processor in the system.
The definitions of synchronous and asynchronous systems given above are commonly used in research on Byzantine Agreement [4] .
Different types of BAPs exist for both types of systems. For asynchronous systems, so-called randomized BAPs are designed. These randomized BAPs were first studied in [6, 7, 8] , for an overview, see [I]. Deterministic BAPs (first defined in [2, 3] , see [ l ] for an overview) are designed for synchronous systems. Whereas deterministic BAPs guarantee Byzantine Agreement within a finite number of communication phases, randomized BAPs may need an infinite number of communication phases to complete. Since, in a dependable distributed system, it is important to be able to guarantee Byzantine Agreement within finite time, our focus will be on deterministic BAPs in a synchronous system. Besides the synchrony of the system, BAPs are characterized by other important parameters, such as the number of processors, N, the maximum number of faulty processors, T, for up to which the BAP guarantees Byzantine agreement, and the number of communication phases, K.
Furthermore, a distinction is made between authenticated and non-authenticated BAPs. In a so-called authenticated BAP, the faulty processors' ability to behave maliciously is restricted by having every correct processor sign each message it relays with an unforgeable signature. In a non-authenticated BAP, no signatures are applied. Deterministic non-authenticated BAPs only exist for N 2 3T+1 and K 2 T+l. These bounds are proved in [2, 3] In authenticated BAPs, it is assumed that a correct processor's signature can not be forged and that any alteration of the contents of its signled messages can be detected. No assumptions are made about a faulty processor's signature. In particular, collusion among faulty processors is permitted, i.e., a faulty processor's signature may be forged by other faulty processors.
In practice, it is impossible to implement unforgeable signatures. However, the:y can be approximated by means of applying cryptographic techniques, e.g., public-key cryptosystems [12, 13] . In this paper, we will assume that the signatures of correct processors are unforgeable. This is not a very restrictive assumption, since, by increasing the length of the cryptographiic key, and taking into account the precautions suggested in [ 141, the probability of a correct processor's signature being forged can be made arbitrarily small [3, p.4001 . Our focus will be on authenticated BAPs, because of their lower communication overhead and lower number of processors required, if compared to non-authenticated BAPs.
Guaranteeing Byzantine Agreement under less strict synchronicity assumptions
Many deterministic authenticated BAPs require a lockstep synchronous system, i.e., they are based on the assumption of guaranteed communication in a network of perfectly synchronized processors (e.g., in [2, 3, 14, 15, 16] ). They assume that communication takes place in synchronized rounds of information exchange and that all correct processors know the start of the BAP and start the protocol simultaneously.
In general, processors are not automatically synchronized, nor do the correct lprocessors a priori know the start of a BAP. It seems easy to solve these problems by having all correct processors reach exact agreement about some point in time.
In a distributed system, however, reaching exact agreement about a common point in time is a difficult problem. Since every processor has its own local clock, processors do not have a common notion of time. Due to uncertain message delivery times, and processor clocks running at differing rates, any fault-tolerant clock synchronization algorithm (see [18] for an overview) can only establish appromixate synchronization between processor clocks. This makes it hard to have all correct processors reach exact agreement about a common point in time.
Exact agreement about some point in time can be obtained by means of a 13istributed Firing Squad (DFS) algorithm [ 191. However, a DFS-algorithm can not be used to solve the problem, since, in order to function correctly in the presence of arbitrarily faulty processors, a DFS-algorithm requires that the clocks of all correct processors run at the same rate, and that messages communicated between certain processors take a fixed time to be delivered. In a distributed system, it is hard to establish the amount of synchronism required by the DFS-algorithm, because, in practice, no two processor clocks run at the same rate [3] , and message delivery times are uncertain.
In [20] , it is proposed to run a BAP in order to have all correct processors obtain (as a result) exact agreement about a common point in time. Clearly, this method is not applicable here, because correct processors must already have obtained exact agreement about a common point in time before a BAP can be executed. Since, in a distributed system, it is so difficult to have all correct processors reach exact agreement about a common point in time, some authenticated BAPs (see, e.g., [21] ) have been designed which guarantee Byzantine Agreement provided that, before the BAP is started, the clocks of all correct processors are approximately synchronized. In other words, before the start of the BAP, the clock skew (i.e. the difference in clock values 1201) between the clocks of all correct processors must be within certain bounds.
As stated before, correct processors may become approximately synchronized by running a fault-tolerant clock synchronization algorithm. A great number of faulttolerant clock synchronization algorithms have appeared in the literature (see [18] for an overview). Roughly, these algorithms can be divided into two groups: probabilistic and deterministic algorithms, respectively. Although probabilistic fault-tolerant clock synchronization algorithms (e.g., [22] ) reach better average synchronization between processor clocks, there is always a probability that the clocks cannot be synchronized within finite time [23] , so these algorithms are not applicable here. Deterministic fault-tolerant clock synchronization algorithms can guarantee approximate synchronization within finite time. These algorithms require that N 2 3T+1, unless authentication is used or there is a bound on the rate at which messages can be generated (proved in [24] ). In general, it is impossible to indicate a priori an upper bound on the rate at which messages can be generated, so either we must require that N 2 3T+1, or authentication must be used.
Clock synchronization algorithms that use authentication (e.g., the algorithm in [25] ) can tolerate an arbitrary number of failures, provided that the clocks of all correct processors are initially approximately synchronized. To integrate (join) new or repaired processors such that their clocks become synchronized with those of all the other correct processors, a so-called bounded joining algorithm [25] is required. A necessary condition for a bounded joining algorithm to be guaranteed to succeed is that a majority of the processors in the system be correct (i.e. N 2 2T+l) (proved in [25] ).
So, for the clocks of all correct processors to be approximately synchronized in the presence of up to T faulty processors, which may differ for each run of the BAP in [21] , a deterministic fault-tolerant clock synchronization algorithm must be periodically executed, and the system must contain at least a majority of correct processors.
To evade the difficulties described above, in [26] , we have defined a new class of authenticated self-synchronizing BAPs, that guarantee Byzantine agreement in a synchronous system without the requirement that all correct processors must be approximately synchronized before the start of the BAP (i.e. the clock skew between the processor clocks of the processors may be arbitrary), and without requiring the correct processors to know the start of the BAP. These BAPs can guarantee Byzantine Agreement for any number of faulty processors. The required amount of protocol synchronization between the correct processors in the system is established during execution of the BAP itself by means of diffusion induction [21] . Informally, upon receipt of the first valid message, any correct processor implicitly informs all processors that did not receive this message of the start of the BAP, by relaying the message to them. This guarantees that all processors that had not been informed about the start of the BAP, are implicitly informed of it upon receipt of the message. For more details, see [26] .
Unfortunately, authenticated self-synchronizing BAPs are inefficient with regard to the required communication overhead. In this paper, we will therefore define a new class of optimized authenticated self-synchronizing BAPs (based on the BAPs in [26] ), that require fewer messages to be communicated during the BAP.
Another assumption that is commonly made for deterministic authenticated BAPs (e.g., in [2, 3, 14, 15, 16, 26] ), is that every correct processor immediately notices when its processor clock reaches a certain predefined value (in particular, a clock value at which a communication phase ends). However, every processor clock is a discrete clock with finite precision, and moreover, a processor may not continuously check the value of its processor clock. Therefore, it is more realistic to assume that a processor can only determine within certain bounds that its processor clock is at or beyond a certain value. The BAPs presented in this paper will be based on this so-called imprecise clock value measurement assumption (Assumption A3 in Section 5).
Classification of authenticated BAPs with regard to synchronicity assumptions
A vast amount of literature has appeared on deterministic authenticated BAPs, based on varying synchronicity assumptions. In Table 1 , we have classified several authenticated BAPs according to assumptions made with regard to the required tightness of synchronization between the processor clocks of correct processors in the system (i.e. the maximally allowed clock skew), and the tightness of synchronization required at the start of the protocol (protocols that require a synchronous start in all correct processors vs. self-synchronizing protocols). Notice that, of all the BAPs referred to in Table 1 , the authenticated BAPs in [26] and the ones in this paper, which are self-synchronizing and which allow arbitrary clock skew between the clocks of the processors in the system are the least restrictive deterministic BAPs with regard to the synchronicity that is required. 
Overview
The rest of this paper is structured as follows. In Section 2, we discuss the notion of path information. In Section 3, some definitions are given. In Section 4, we describe our optimized authenticated self-synchronizing BAPs. The assumptions we make for these BAPs are given in Section 
Path information
Lamport et al. were the first to formulate the problem of Byzantine Agreement [2] and to define some BAPs for lock-step synchronous systems to solve this problem [3] . Since then, a lot of more efficient solutions to this problem have appeared, many of them, however, being based on the BAPs formulated in [ 3 ] .
The BAPs in [3] are lbased on the assumption that for every valid message m (a definition of a valid message will be given in Section 3) received by a correct processor c, c knows the path (i.e. the sequence of processors) along which m travelled from the source to c. This so-calledpath knowledge assumption is generally used in other BAPs, too (e.g., in [1, 14, 15, 16, 17] ). It is needed in the multicast process, to enable a correct processor to determine for any received valid message m the set of processors that did not yet receive m, and to relaif m to these processors.
In arbitrary synchronous systems (with arbitrary p,zmin and T , , ) , the path knowledge assumption does not automatically hold. In order to enable correct processors to obtain the required information, in the BAPs described in this paper, so-called path information is included in each valid message. If the path information is correct, it describes the path along which the message travelled from the source to the current processor. However, there is no easy way to check wheth'er the path information of a message is correct or not, since malicious processors may undetectably corrupt the path information of messages they relay. We can only check: if the path information satisfies several properties (listed in Section 3). Path information satisfying these properties; is called validpath information.
By having every correct processor sign the path information of each message with an unforgeable signature, the effects of corruption 'of this authenticated path information by malicious processors can be restricted.
We assume that a correct processor's signature can not be forged, and any alteration of the contents of its signed messages can be detected. No assumptions are made about a faulty processor's signature. In particular, any faulty processor's signature may be forged by other faulty processors (i.e., collusion among faulty processors is allowed).
Provided that signatures of correct processors can not be undetectably forged by malicious processors, the authenticated path information of a valid message m only contains the signature of a correct processor c, if processor c did actually receive message m. Then, the set of processors, the signature of which is absent in the authenticated path information of m, includes all correct processors that did not yet receive message m. Thus., provided that signatures of correct processors can not be undetectably forged by malicious processors, it is possible to deduce from the authenticated path inform.ation of a valid message m a set of processors that includes all correct processors that did not yet receive m.
In this paper, we assume that in our BAPs every valid message m consists of two parts: the message value, i.e. the information that the send'er of m wanted to communicate, and authenticated path information of m. By integration of a message digest [27] of the message value of a message m in the authenticated path information of m, malicious processors are prevented from undetectably combining the message value of one message with the path information of a different message.
Definitions
A BAP runs on a system consisting of a set, N, of N processors interconnected by a network. One of the processors is the source. The source wants to communicate a value to the other processors (the destination processors). In general, the source starts the protocol by multicasting a message to some or all of the destination processors in the network. At receipt of the first valid message from the BAP, a correct destination processor will start its own subprotocol. In order to prevent confusion, we will refer to the protocol as a whole as the BAP, and to any 'sub-protocol' of the BAP running on a certain destination processor p as the sub-BAP ofprocessorp.
In the paper, we use the following definitions: D1.
D2.
D3. D4.
D5.
D6.
_ _ -
Apath-valid message is a message with valid path information, i.e. path information describing a path of length 5 T+2 in which every processor appears at most once, and the sender and receiver of the message are the last two processors in the path. A valid message is a correctly authenticated and path-valid message. An invalid message is a message that is not valid. regard to the number of messages communicated, since in these BAPs, every valid message m, that is received by a correct processor is relayed to all destination processors, the signature of which is absent in the path information of m (i.e. to all correct destination processors that did not yet receive m as well as to all faulty processors, the signature of which is absent in the path information of m).
In the literature, several optimized BAPs have been designed, that are more efficient with regard to the number of messages exchanged (e.g., in [ 15, 161) if compared to the BAPs in [3] . In the optimized protocols, received messages are only relayed to a large enough subset of processors, instead of to all processors that did not yet receive the message (e.g., in [3] ). However, the proposed optimized protocols in [15, 16] assume a lock-step synchronous system and are based on the assumption that all correct processors start the protocol simultaneously.
In this section, we present an optimized authenticated self-synchronizing BAP (based on the BAPs in [26]), which works in any synchronous system, which does not require all processors to start the protocol simultaneously and which requires less communication overhead than the BAPs in [26] . However, the reduction in the number of messages communicated in these optimized authenticated self-synchronizing BAPs is obtained at the cost of increased lengths of the T+1 communication phases of the sub-BAPS (for T 2 2), if compared to the BAPs described in [26] . See Section 6 for details.
In an optimized authenticated self-synchronizing BAP, a correct processor relays every valid message it receives to a large enough subset of processors. We assume that these subsets are selected according to some predefined rules, known by all correct processors. On basis of these socalled subset selection rules of a BAP, any correct processor expects that the path described in the path information of the first valid message it receives from the BAP, has a length greater than or equal to a certain k (2 I k 5 T+l).
Faulty processors may relay received messages to arbitrary subsets of processors, different from those defined by the subset selection rules.
By relaying valid messages only to a subset of processors, protocol synchronization between all correct processors, as described in Section 1.2, may not be guaranteed, since the subset selection rules may be chosen such that some correct processors never receive a valid message. Therefore, we assume that the subset selection rules are chosen such that every valid message from the source is relayed to all correct processors within Trelay steps.
In order to be able to guarantee this assumption, the subset selection should be selected such that the subsets fulfil the following two requirements: SSRI. For any timely received valid message m, with path information describing a path containing i processors (2 I i I r), the subset of processors, which m is relayed to, should contain at least T+I processors that are not in the path information of m. If the number of processors that are not in the path information is less than T+I, then the subset should contain all these processors.
For any timely received valid message m, with path information describing a path containing T+1 processors, the subset of processors, which m is relayed to. should contain all processors that are not in the path information of m. An optimized authenticated self-synchronizing BAP can
The source s signs and sends a message m to every processor i selected by the subset selection rules of s. The source accepts a copy of its own message in order to use it in the decision-making process.
SSR2.
be described as follows: 1.
For each processor i E N : L~= (Z,,--Z,in 
4.

5.
After the multicast process of its sub-BAP, i decides on basis of the message values of the messages it has accepted. All correct processoirs are assumed to execute the above-described protocol. The behaviour of faulty processors, however, may devi,ate arbitrarily from the described protocol.
Assumptions for optimized authenticated self-synchronizing BAPS
The assumptions we make for our optimized authenticated self-synchronizing BAPs are: A 1.
There exist fixed known upper and lower bounds ( T ,~ and zmiil respectively) on the time required to communicate a message from one correct processor to another processor in the system. No assumptions are made about the behaviour of faulty processors. They may send arbitrary messages at arbitrary times, or refuse to relay received messages. Their processor clocks may run at arbitrary rates. Furthermore, faulty processors may collude, i.e. they may use each other's signature to sign messages. However, we assume that faulty processors can not prevent correct processors from meeting the assumptions stated in this section. In particular, we assume guaranteed communication from a correct processor to other processors in the system (i.e. satisfaction of AI). In practice, there is always a possibility that faulty processors continuously generate new messages, as a result of which network congestion may occur. Solving this problem is nontrivial, but beyond the scope of this paper.
Analogously as it is done in [26] , it can be proved that the BAPs presented in Section 4 guarantee Byzantine Agreement in a synchronous system of N processors, up to T of' which may behave maliciously, provided that the above-stated assumptions hold. The proofs can be found in [29] . In this paper, the proofs have been omitted due to space limitations. and T , , we compare the optimized self-synchronizing BAPs with the self-synchronizing BAPs in [26] , which we will refer to as non-optimized self-synchronizing BAPS'. For the latter BAPs, the lengths of the various communication phases of the protocols are given by: Table 2 and 3, for some values of T and N , the required number of messages for both non-optimized and optimized BAPs are given. We assume that, in optimized BAPs, in every communication phase except the last one, a valid message is relayed to a subset of T+1 processors. In the last communication phase, the message is relayed to all processors that did not receive it.
The results show that for N > T+2, optimized BAPs require fewer messages than non-optimized ones. In Table  4 , for some values of T, we have compared the protocol execution time of both types of BAPs. We see that, for 7'2 2, in an optimized BAP, the execution time of a sub-BAP is greater than or equal to the execution time of a sub-BAP in a non-optimized BAP. I 4 2 0 . 7 7 0 I
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Conclusion
Authenticated self-synchronizing Byzantine Agreement Protocols (BAPs) evade certain restrictions regarding the synchronicity of the system that are required by existing authenticated BAPs in the literature. The optimized authenticated self-synchronizing BAPS described in this paper require lower communication overhead than previously described authenticated self-synchronizing BAPs. Provided that the assumptions A1 through A10 (in Section 6) hold, execution of such an optimized authenticated selfsynchronizing BAP in a fully-connected system of N processors, up to T of which may behave maliciously, guarantees Byzantine Agreement.
