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Abstract
Sea surface temperature (SST) data are often provided as gridded prod-
ucts, typically at resolutions of order 0.05◦ from satellite observations to
reduce data volume at the request of data users and facilitate comparison
against other products or models. Sampling uncertainty is introduced in
gridded products where the full surface area of the ocean within a grid cell
cannot be fully observed because of cloud cover. In this paper we parame-
terise uncertainties in SST as a function of the percentage of clear-sky pixels
available and the SST variability in that subsample. This parameterisation
is developed from Advanced Along Track Scanning Radiometer (AATSR)
data, but is applicable to all gridded L3U SST products at resolutions of
0.05-0.1◦, irrespective of instrument and retrieval algorithm, provided that
instrument noise propagated into the SST is accounted for. We also calculate
the sampling uncertainty of ∼0.04 K in Global Area Coverage (GAC) Ad-
vanced Very High Resolution Radiometer (AVHRR) products, using related
methods.
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1. Introduction1
This paper addresses sampling uncertainty when deriving gridded sea sur-2
face temperature products from satellite infrared imagery data. Remotely3
sensed sea surface temperature data have uncertainties that should be quan-4
tified for scientific applications. Typically, uncertainties in satellite retrieval5
of sea surface temperature (SST) are quantified in a general sense via valida-6
tion activities with reference to in-situ data (Donlon et al., 2007; GHRSST7
Science Team, 2010). In a companion paper, we present a method to estimate8
context-specific uncertainties using physics-based models of uncertainty aris-9
ing from different sources of error, evaluated for each SST retrieval. The un-10
certainty estimates can be validated independently using in-situ data (Bulgin11
et al., 2016). This is one component of the uncertainty budget in a grid cell12
mean SST, which also includes random components from radiometric noise13
(hereafter referred to as noise), locally systematic components that arise in14
the SST retrieval step and uncertainty arising from unknown large scale sys-15
tematic errors. A full discussion of these other components is provided in16
Bulgin et al. (2016). This paper focuses on the derivation of an empirical17
model of the uncertainty from spatially subsampling a grid cell for which an18
area-average SST is to be estimated.19
In this paper we will carefully distinguish the terms ‘error’ and ‘uncer-20
tainty’, which are often used ambiguously. Error can be defined as the differ-21
ence between an SST estimate (in this case from satellite data) and the true22
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SST (Kennedy, 2013; JCGM, 2008). In practice, the true SST is unknown23
and therefore we cannot know the measurement error. We can instead cal-24
culate the uncertainty, which is a measure of the dispersion of values that25
could reasonably be attributed to that measurement error, we use a ‘stan-26
dard uncertainty’ -ie, quoted uncertainties represent an estimate of the error27
distribution standard deviation (JCGM, 2008). Although within this paper28
the terms ‘error’ and ‘uncertainty’ are used according to these definitions,29
usage differs in some cited references.30
For many applications, SST data are not used or provided at the full31
resolution of the sensor but are averaged over defined areas to produce a32
gridded product. For large datasets with observations spanning many years,33
this approach can be necessary to reduce the volume of data for some users.34
Gridding in this way destroys more detailed information on the location of35
measurements, and so a gridded SST value is taken as an estimate of the36
average SST across the grid cell over some time period. Spatial sampling37
uncertainty is present in gridded products, since the full grid cell may not38
be observed (eg. because of partial cloud cover). If the gridded SST covers39
a window of time (rather than being a measurement at a stated time) there40
is also temporal sampling uncertainty, since the full time period may not be41
observed (eg. one or two passes available during a day from which to make42
a daily estimate). Temporal sampling issues are not discussed in this paper.43
Sampling uncertainty has been widely considered in the construction of44
global or regional SST records from in situ records for evaluating temperature45
trends (Brohan et al., 2006; She et al., 2007; Rayner et al., 2006; Morrissey46
and Greene, 2009; Jones et al., 1997; Folland et al., 2001; Karl et al., 1999).47
3
In this context, sampling uncertainties arise from the number of observations48
available in each grid cell and how well they represent the mean temperature49
within the grid cell in both space and time (Jones et al., 1997). Sampling un-50
certainty estimates consider the spatio-temporal correlation of measurements51
at different locations within the grid cell (Morrissey and Greene, 2009), the52
temporal variability in SST for each grid cell (Jones et al., 1997) and consis-53
tency in observation depth (She et al., 2007).54
Here we use data from the Advanced Along Track Scanning Radiometer55
(AATSR) instrument to study sampling uncertainty in a gridded satellite56
SST product. We calculate sampling uncertainties in data gridded at two57
different spatial resolutions (0.05◦ and 0.1◦) previously used in SST products58
(eg. Embury and Merchant (2012); Merchant et al. (2014)). We separate59
sampling uncertainty from other sources of uncertainty in SST so that it60
can be estimated as a distinct contribution to the total uncertainty estimate.61
We address only spatial sampling uncertainty because we aim to estimate62
total uncertainty in SST in a grid cell at the stated time of the satellite63
observations from a single overpass. We use the approach established in64
this paper to consider sampling uncertainty in data provided at lower spatial65
resolution than the native observations, for example in the case of Advanced66
Very High Resolution Radiometer (AVHRR) Global Area Coverage (GAC)67
products.68
The remainder of the paper proceeds as follows. In Section 2 we discuss69
the AATSR data and how they are used to synthesise sampling error distri-70
butions. In Section 3 we derive steps for calculating sampling uncertainty.71
In Section 4 we present our results using AATSR data and define a parame-72
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terisation for sampling uncertainty applicable over a range of spatial scales.73
In Section 5 we consider uncertainties arising from GAC sampling from the74
AVHRR instruments. We provide a discussion of the results in Section 6 and75
conclude the paper in Section 7.76
2. Data and Methods77
Level 3 uncollated (L3U) satellite data products (the subject of this pa-78
per) are defined as an average of the L2P data points of the highest quality79
level that fall within the L3 grid cell (GHRSST Science Team, 2010). The80
gridded SST product as defined by the Group for High Resolution Sea Sur-81
face Temperature (GHRSST) specification is therefore a simple average of82
the available observations as an estimate of the areal mean. Although other83
methods could be considered for generating areal means, such as Kriging,84
this is not the commonly accepted practice in this field.85
When generating gridded SST products from infrared imagery, typically86
only a subsample of the potential SST observations are available, predomi-87
nantly due to cloud obscuring the surface, but occasionally due to a failed88
retrieval or other problems with the observed data. If SST data points are89
available covering the whole grid cell, an average SST can be calculated over90
the grid cell. If a subset of points are available, the mean of these data may91
differ from the true mean across the grid cell and therefore an element of92
uncertainty is introduced into the mean of the available SSTs interpreted as93
a grid cell mean. In this study, we mainly use data extracts from the Ad-94
vanced Along Track Scanning Radiometer (AATSR) over clear-sky regions95
in order to calculate the uncertainty introduced by estimating grid cell mean96
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SST from a subsample.97
We extract 10 x 10 and 5 x 5 pixel samples globally which approximately98
correspond to the size of 0.1 x 0.1◦ and 0.05 x 0.05◦ grid cells across the99
tropics and mid-latitudes. AATSR has a pixel size of 1 km. At the equator,100
5 km corresponds to 0.045 x 0.045◦ and at 60 degrees, this is 0.09 x 0.045◦.101
For the 10 km samples, these are 0.09 x 0.09◦ at the equator and 0.18 x102
0.09◦ at a latitude of 60 degrees. Samples are selected from all latitudes103
on the condition that all constituent pixels are classified as clear-sky using104
the Bayesian cloud detection scheme applied to ATSR data in the Sea Sur-105
face Temperature (SST) Climate Change Initiative (CCI) project (Merchant106
et al., 2014). The 5 x 5 pixel cells are embedded in the 10 x 10 pixel cells107
enabling a direct analysis of the impact of cell size on sampling uncertain-108
ties. Subsamples of different numbers of clear-sky pixels (‘m’) are selected109
from the full sample size (‘n’) using two methodologies to exclude pixels 1)110
randomly and 2) using cloud-mask structures transposed from other cloudy111
images. Random masks are compared with observed cloud-mask structures112
to determine whether sampling uncertainties can be calculated accurately113
using a more simple approximation. We calculate the sampling uncertainties114
for all values of m => 1 and m <= n − 1 for each cell size (5x5 or 10x10115
pixel extracts).116
The details of this approach are as follows. For each grid cell size and117
value of ‘m’, we generated 500 random masks and extracted 500 realistic118
cloud masks from other AATSR data screened using the SST CCI Bayesian119
cloud detection scheme (Merchant et al., 2014). As noted above, all of the ex-120
tracted samples are fully clear-sky, so neither mask corresponds to the cloud121
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conditions of any extract. However, the cloud masks obtained from other im-122
ages have the spatial structures representative of cloud fields observed at the123
scales of the imagery. Clear-sky samples were extracted from global AATSR124
observations between 1st - 3rd January 2003 and sea surface temperatures125
were calculated using an optimal estimation retrieval Merchant et al. (2014).126
For each cell size we extracted 250,000 samples. We then applied each mask127
(500 for each value of ‘m’) to each of the 250,000 extracts.128
Figure 1 shows the global distribution of the 250,000 extracted samples.129
These are classified according to the standard deviation of the SST over the 5130
x 5 pixel cell to give an indication of the spatial distribution of sub-grid SST131
variability. Clear-sky samples are extracted from orbit data globally with132
the majority of extracts between 60◦ South and 60◦ North. These differences133
between the masked and unmasked SSTs will be used to characterise sam-134
pling uncertainty having accounted for the effect of SST noise on both the135
full sample and subsample mean SST.136
3. Sampling Uncertainty Derivation137
This section presents the method of estimating sampling uncertainty from138
these differences, accounting for the fact that the pixel SSTs are noisy. We139
have to account for SST noise to develop a model for sampling uncertainty140
that applies to sensors with different noise characteristics. Each mean SST141
(of both a full extract and a subsample) will have an element of uncertainty142
that ultimately derives from instrument noise in the observed brightness143
temperatures from which the SSTs are estimated. To obtain a more accurate144
sampling uncertainty we account for SST noise by the following method.145
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Considering first a single case, the mean SST across the full extract146
(ŜST n) of ‘n’ pixels can be expressed as:147
ŜST n =
1
n
n∑
i=1
xi (1)
where ‘i’ indexes the pixels for which ‘xi’ is the (unknown) true SST. For148
a subsample of ‘m’ pixels, ŜSTm is:149
ŜSTm =
1
m
m∑
j=1
xj (2)
where the subscript ‘j’ represents the observations found in the subsample150
‘m’. The subsampling error, ‘E’ is calculated by subtracting ŜST n from151
ŜSTm.152
E =
1
m
m∑
j=1
xj − 1
n
n∑
i=1
xi (3)
Using the subscript ‘h’ to index only those observations that are not153
present in subsample ‘m’ (indexed using j) this equation can be rearranged154
to give:155
E =
(
1
m
− 1
n
) m∑
j=1
xj − 1
n
n−m∑
h=1
xh (4)
This equation does not account for noise in the retrieved SST. In practice,156
we have only have an estimate (Eˆ) of the true sampling error that is noisy157
because of SST noise in both ŜST n and ŜSTm . Each retrieved SST, xˆi, is158
xˆi = xi + ei, where ei is the error in the SST due to noise. We don’t know ei159
explicitly, but we have an estimate of i, which is the standard uncertainty160
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in a single pixel SST retrieval due to noise. The uncertainty due to noise in161
the extract mean is:162
n =
1
n
√√√√ n∑
i=1
2i (5)
with a similar expression for noise in a subsample mean, m. The SST163
noise can be propagated through the form of equation (4) (Ku, 1966) to give164
the uncertainty in Eˆ. Noise is negligibly correlated between pixels and the165
covariance term is therefore ommitted.166
E =
[(
m∑
j=1
(
δE
δxj
)2
2j
)
+
(
n−m∑
h=1
(
δE
δxh
)2
2h
)]1/2
(6)
=
[(
1
m
− 1
n
)2 m∑
j=1
2j +
(
1
n
)2 n−m∑
h=1
2h
]1/2
(7)
This uncertainty due to noise in Eˆ is then subtracted from Eˆ in variance167
space. Now, the sampling uncertainty (SU) we require is:168
SU = [var(E)]
1
2 (8)
which we have to derive from realisations of Eˆ for different extracts. E169
and Eˆ are related by:170
Eˆ = E + eE (9)
where eE is the error in the estimate of Eˆ. Over multiple samples for a171
single given mask eE is independent and uncorrelated with Eˆ. Therefore, the172
variance in Eˆ is equal to the sum of the variance in E and eE.173
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var(Eˆ) = var(E + eE) (10)
= var(E) + var(eE) (11)
= var(E) +
1
K
K∑
k=1
2Ek (12)
Where the k index represents different extracts. The variance of Eˆ is174
estimated from the sample variance to give an unbiased estimate, as follows:175
var(Eˆ) =
1
K − 1
∑
(Eˆ− < Eˆ >)2 (13)
Here, K is the total number of extracts and< Eˆ > the mean Eˆ. Therefore,176
the sampling uncertainty can be estimated, accounting for noise,177
SU = [var(Eˆ)− var(eE)] 12 (14)
Therefore substituting in equations (12) and (13):178
SU =
 1
K − 1
∑(
Eˆ − 1
K
K∑
k=1
Eˆ
)2−( 1
K
K∑
k=1
2E
)1/2 (15)
We apply this equation for calculating sampling uncertainty to the data179
as described in the following section.180
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4. Results181
4.1. Sampling Uncertainty over Different Grid Sizes182
We consider first sampling uncertainties over 5 x 5 pixel extracts corre-183
sponding to gridded SST products at a resolution of 0.05◦. For each value of184
‘m’ between 2 ≤ m ≤ 24 (number of pixels available in the subsample) we185
apply each of our 500 masks to the 250,000 extracts, treating random and re-186
alistic cloud masks separately. For each of the masked samples we calculate187
the difference between the full sample and the subsample mean SST. The188
case where m = 1 is considered in a following section (4.3).189
As demonstrated in Section 3, sampling uncertainty is dependent on the190
number of pixels ‘m’ available in the subsample. It is also likely that the191
magnitude of the sampling uncertainty will be dependent on the underlying192
SST variability within the grid cell. There may be a significant gradient in193
SST within a grid cell, for example in coastal regions, areas of upwelling or194
near SST fronts. We would expect subsampling to introduce higher uncer-195
tainties in the SST estimate in such locations than in grid cells where the196
SST is more homogeneous. Our analysis is based on clear-sky data extracts197
to which we have applied our various cloud masks, so we can calculate the198
SST variability over the full grid cell. However, when considering subsampled199
data in satellite imagery, the SSTs of the obscured pixels are unavailable. We200
therefore examine the sampling uncertainty dependence on SST variability201
by calculating the SST standard deviation across the ‘m’ pixels available in202
the subsample.203
The SST standard deviation across the subsample, minus the uncertainty204
due to noise (subtracted in variance space) is calculated using Equation (15)205
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for each of the masked extracts and binned in 0.1 K bands between 0-0.6206
K giving six groups of data. SST noise is propagated into the sample and207
subsample SSTs from the pixel level uncorrelated uncertainties in the SST208
product. In each bin we have 500 sampling uncertainty curves from the ap-209
plication of 500 different masks, which are then combined to give a weighted210
mean (Figure 2). With such a large dataset, for extracts where ‘m’ is small,211
we find some cases for which the variance in the estimated SST noise is212
greater than the variance in the subsample SST just because of statistical213
fluctuations. To avoid negative variance, in these cases, we set the subsample214
SST variance to zero, as the SST variability across the grid cell is extremely215
low.216
In Figure 2, panel (a) shows the results for the application of random217
masks and panel (b) the application of realistic cloud masks. We see that218
in both cases (random and realistic cloud masks) sampling uncertainty in-219
creases as the percentage of clear-sky pixels (those available in subsample220
‘m’) decreases. The larger the SST standard deviation in subsample ‘m’,221
the larger the associated sampling uncertainty for any given percentage of222
clear-sky pixels. For the random masks, the sampling uncertainty increases223
approximately linearly with a decreasing percentage of clear-sky pixels until224
a value of 30-35 % where a more exponential increase is evident. Where225
realistic cloud masks are applied, the relationship between the percentage of226
clear-sky pixels and sampling uncertainty is more linear, with the gradient227
of the line increasing with increasing subsample SST standard deviation.228
We can also plot the same sampling uncertainty data as a function of the229
SST standard deviation with the SST due to noise removed in the subsample230
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for selected values of ‘m’, as shown in the bottom two panels of Figure 2, again231
for random (c) and realistic (d) cloud masks. These plots demonstrate that232
there is little difference between the application of random and cloud masks233
for ‘m = 24’ where only a single pixel is masked, as would be expected. In234
the application of realistic cloud masks the gradient in sampling uncertainty235
as a function of increasing subsample SST standard deviation is steeper than236
where random masks are applied, with larger overall sampling uncertainties237
even in regions of low subsample SST variability (0.0-0.1 K).238
The higher sampling uncertainties associated with the application of re-239
alistic cloud masks in comparison with random masks are not unexpected.240
Cloud fields tend to have coherent (non-random) spatial distributions, which241
vary with the type of cloud. Realistic cloud masks are more likely to mask242
adjacent pixels than random masks, which would increase the sampling error243
where sample SST variability is high across the grid cell. SST is spatially244
correlated between pixels at a resolution of 1 km. Therefore for a grid cell245
with a high SST standard deviation there is likely to be a strong gradient246
across the cell rather than a randomly distributed SST field. This coupled247
with realistic coherent cloud spatial distributions increases sampling uncer-248
tainty in comparison with using random masks. These results suggest that249
spatial sampling uncertainties cannot be well represented by masking pixels250
at random.251
To assess the effect of the cell size on the sampling uncertainty we also252
consider 10 x 10 pixel extracts that approximately correspond to SST gridded253
products at 0.1◦ resolution. Figure 3 shows the equivalent plots to Figure 2254
for the larger cell size. For the 10 x 10 pixel cell we see a wider sample of255
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clear-sky percentages due to the increased number of pixels in the sample.256
The shape of the sampling uncertainty curve in relation to the percentage257
of clear-sky pixels is similar for both random and realistic cloud masks to258
the 5 x 5 pixel equivalent. There is a larger discrepancy in the absolute259
sampling uncertainties here, with much higher values in the application of260
realistic cloud masks. For random masks the the shift from a linear to more261
exponential curve in SU as a function of the percentage of clear-sky pixels262
occurs at ∼20% for this cell size due to the greater number of pixels in each263
extract.264
For the larger sample size, we see higher maximum sampling uncertainties265
when applying realistic cloud masks due to smaller clear-sky percentages266
being represented by whole numbers of pixels. When pixels are masked267
randomly, the sampling uncertainty for a given percentage of clear-sky pixels268
and subsample SST deviation is lower when calculated over the 10 x 10 pixel269
cell than then 5 x 5 pixel cell. For any given percentage of clear-sky pixels,270
more pixels are available in the subsample ‘m’ over the 10 x 10 pixel cell271
than the 5 x 5 pixel cell. This increases the likelihood that the observations272
in the subsample will be distributed across the entire sampled cell for broken273
cloud or where the length scale of the cloud structure is of the order of the274
cell size.275
4.2. Modelling Sampling Uncertainties276
In practice, when generating gridded SST products we cannot calculate277
sampling error by comparing the sample and subsample means as we do278
not have SST available for pixels obscured by cloud. We need therefore279
to model sampling uncertainty as a function of the variables we do have280
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available: the percentage of clear-sky pixels and the SST standard deviation281
across subsample ‘m’, accounting for noise. We consider each SST standard282
deviation band separately and plot sampling uncertainty with respect to the283
percentage of clear-sky pixels, as a function of the number of pixels in the284
full grid cell extract.285
We can model the sampling uncertainty for the 5 x 5 and 10 x 10 pixel286
cells by fitting a cubic in the form SU = ax3 + bx2 + cx + d to the data287
where x is the percentage of clear-sky pixels. Figure 4 shows the 5 x 5 and288
10 x 10 pixel data and sampling uncertainty model. The coefficients for each289
subsample standard deviation for the 5 x 5 pixel grid cells are given in Table290
1 and for the 10 x 10 pixel grid cells in Table 2. Figure 4 indicates that the291
cubic fit (shown in solid lines) is a close match to the data (dashed lines).292
The data are slightly noisier than the model (as would be expected) and this293
is more obvious in the 10x10 cell where more percentages of clear-sky pixels294
are represented. In Figure 4, we see that the SST variability is the dominant295
factor determining the shape of the modelled sampling uncertainty curve. As296
this increases, the gradient of the sampling uncertainty curve increases giving297
larger uncertainties particularly for lower percentages of clear-sky pixels. The298
effect of varying ‘n’ is important in the context of generating products, regu-299
larly gridded in latitude/longitude where the number of pixels falling within300
each grid cell may vary with latitude or instrument coverage or viewing ge-301
ometry. The sampling uncertainty curves for the two cell sizes show little302
deviation from one another suggesting that the impact of small variations in303
pixel number between grid cells at these scales is likely to be negligible.304
The modelled sampling uncertainties are calculated from data where the305
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Table 1: Cubic coefficients as a function of subsample SST standard deviation for a 5x5
pixel cell using realistic cloud masks.
SST Std. Dev. a b c d
0.0-0.1 K -1.67e−7 3.51e−5 -2.82e−3 9.65e−2
0.1-0.2 K -1.86e−7 3.95e−5 -3.63e−3 0.15
0.2-0.3 K -1.31e−7 2.74e−5 -3.37e−3 0.2
0.3-0.4 K -9.94e−8 1.86e−5 -3.12e−3 0.23
0.4-0.5 K -5.51e−8 6.57e−6 -2.53e−3 0.25
0.5-0.6 K -3.26e−8 -1.59e−6 -1.94e−3 0.25
Table 2: Cubic coefficients as a function of subsample SST standard deviation for a 10x10
pixel cell using realistic cloud masks.
SST Std. Dev. a b c d
0.0-0.1 K -2.80e−7 5.44e−5 -3.7e−3 0.1
0.1-0.2 K -3.36e−7 6.56e−5 -4.81e−3 0.16
0.2-0.3 K -2.80e−7 5.48e−5 -4.72e−3 0.2
0.3-0.4 K -2.49e−7 4.72e−5 -4.63e−3 0.24
0.4-0.5 K -2.47e−7 4.36e−5 -4.61e−3 0.27
0.5-0.6 K -2.22e−7 3.63e−5 -4.33e−3 0.29
effect of noise has been removed from the subsample SST. The model is there-306
fore applicable to SSTs generated from any instrument or retrieval on the307
same scale provided that the propagation of uncertainty due to noise within308
the SST calculation has been correctly accounted for. This has been verified309
using the nadir only ATSR Reprocessing for Climate (ARC) coefficient based310
SST estimate as a comparison (Embury and Merchant, 2012). The propaga-311
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tion of noise differs in an optimal estimation and coefficient-based retrieval.312
So although the data are from the same instrument (on different days) this313
is a good test of the robustness of the methodology. We find a maximum314
RMSE of 0.017 K and maximum mean percentage difference of 0.16% over315
both extract sizes between the sampling uncertainty model presented here316
and the equivalent model generated using ARC data. In cases where the317
variance in the noise exceeds the SST variance (for low numbers of clear sky318
pixels), the SST variance should be set to zero in order to use the model319
(using the same approach as that adopted in the generation of the model).320
4.3. Calculating Sampling Uncertainties for a Subsample of 1321
So far, the discussion on sampling uncertainty as a function of subsample322
size has excluded the case where the subsample size ‘m’ is equal to one. Under323
these conditions sampling uncertainty cannot be calculated as a function of324
the subsample SST standard deviation. We therefore calculate the sampling325
uncertainty for the case ‘m = 1’ across all extracts (using a weighted mean326
from 500 masks applied to each of the 250,000 extracts and report the mean327
value in Table 3, treating random and realistic cloud masks separately. The328
sampling uncertainties calculated will be weighted towards lower full sample329
SST standard deviations as there are more extracts with lower SST variabil-330
ity. In regions of high SST gradients these values are therefore likely to be331
an underestimate, and in very homogeneous regions an over-estimate. The332
overall tendency towards full samples with lower SST variability is however333
typical of the global distribution of gridded SST values as samples are ex-334
tracted across the globe (Figure 1). The sampling uncertainty where ‘m = 1’335
is larger over the 10 x 10 pixel grid cell (0.141 K) than the 5 x 5 pixel grid336
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cell (0.103 K). Where the full sample SST variability is high, a single pixel is337
unlikely to represent well the mean SST across the grid cell, and the larger338
the grid cell, the less likely this is to be representative.339
Table 3: Sampling uncertainties for the case where m = 1 for cell sizes of 5 x 5 and 10 x
10 pixels, using realistic cloud masks (125 x 106 samples).
Cell Size Sampling Uncertainty
5 x 5 pixels 0.103
10 x 10 pixels 0.141
5. AVHRR GAC Type Subsampling340
So far we have considered the case where the number of pixels in the341
subsample ‘m’ is governed purely by data availability, ie. only observations342
obscured by cloud are eliminated from the available subsample. In the case343
of Global Area Coverage (GAC) data from the Advanced Very High Res-344
olution Radiometers (AVHRR) (Robel et al., 2014), there is a predefined345
sub-sampling in the transmitted data. Observations are made at 1.1 km res-346
olution at nadir, but due to limitations to data transmission from the early347
AVHRR instruments and latterly for consistency in data records, the GAC348
product is provided at a nominal resolution of 4 km. This is achieved by sub-349
sampling four pixels along the first scan line and then skipping a pixel before350
subsampling the next four pixels. The next two scan lines are skipped before351
resuming the sampling pattern described for the first line. Each four-pixel352
subsample is then considered to be representative of a 15 pixel cell (5 pixels353
across track by 3 pixels along track) (Robel et al., 2014). The signal received354
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for each GAC pixel is the average brightness temperature or reflectance over355
the four pixels from the 15 pixel cell. Cloud screening is carried out on this356
average, rather than the constituent pixels, before calculating SST. This in-357
troduces a further source of sampling-related uncertainty, the calculation of358
which is beyond the scope of this paper. Here we consider the uncertainty359
introduced by regularly subsampling four in every fifteen pixels, and inter-360
preting the four pixel average as an estimate for the full 3 x 5 pixel area.361
We use Full Resolution Area Coverage (FRAC) Metop-A data to calcu-362
late the sampling uncertainty in GAC products. We take data from 33 orbits363
spanning the Metop-A data record and different times of year. From these364
orbits we identify all of the 5 x 3 pixel clear-sky extracts using the opera-365
tional EUMETSAT cloudmask, which gives good global coverage of scenes366
(Ackermann et al., 2007). We apply the OSI-SAF coefficient based SST re-367
trieval algorithms to these clear-sky extracts considering day and night sep-368
arately, determined using solar zenith angle thresholds of < 80◦ and > 100◦369
respectively (Le Borgne et al., 2007). We follow the methodology outlined370
in Section 3 to calculate the sampling uncertainty by taking a subsample of371
the first four pixels in every extract, having accounted for uncertainties due372
to noise, subtracted in variance space. We discard extracts where the oper-373
ational cloud detection has seemingly failed to identify cloudy pixels, giving374
extreme SST variations across the fifteen pixel cell. We set an upper limit375
on the SST variation across a given grid cell of 2 K with the threshold deter-376
mined using model SST data (unaffected by clouds) at 1
48
th◦ resolution from377
Estimating the Circulation and Climate of the Ocean (ECCO2) (Menemenlis378
et al., 2008). For the closest match to GAC sampling we extract samples of379
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3 x 2 pixels (∼6 x 4 km). Over a global sample of > 11 × 106 extracts we380
find a maximum SST gradient of 2.06 K across the full samples.381
We specify AVHRR GAC sampling uncertainties under daytime and night-382
time conditions, for three satellite viewing angle bands (1-1.1,1.1-1.5 and383
1.5-3 in secant theta space), corresponding to approximately 0-25◦, 25-50◦384
and 50-70◦. The results are shown in Table 4, in addition to the number385
of extracts included in each calculation. For the OSISAF NL retrieval algo-386
rithm we find that the sampling uncertainty is ∼0.04 K and for the OSISAF387
T37 1 algorithm ∼0.03 K at night. One possible reason for the difference,388
given that retrieval noise is accounted for, is the effect of cloud contamination389
which is not explicit in the uncertainty budget. The OSISAF NL algorithm390
shows slightly lower sampling uncertainties during the day than at night391
which may be due to diurnal warming reducing SST variability (Katsaros392
et al., 2005).393
The OSISAF T37 1 nighttime algorithm uses the 3.7 µm channel in addi-394
tion to the 11 and 12 µm channels, which is less sensitive to any cloud which395
may be present eg. at cloud edges etc. This may explain the reduced vari-396
ance in subsample minus full sample SSTs, and the slightly lower sampling397
uncertainties when using this algorithm. For the GAC data, there is little de-398
pendence on atmospheric path length with sampling uncertainties decreasing399
by ∼0.002-0.006 K at the swath edge. This is due to greater overlap of pixels400
at this viewing geometry effectively reducing the unsampled area across the401
15 pixel cell.402
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Table 4: AVHRR GAC sampling uncertainties as a function of viewing zenith angle. SSTs
are calculated using OSISAF coefficient based retrievals, with the NL algorithm applied at
solar zenith angles < 80◦ and the T37 1 and NL algorithms applied at solar zenith angles
> 100◦.
Time Algorithm Viewing Angle Sampling Uncertainty Number of Obs
Day OSISAF NL 0-25◦ 0.045 4278613
Day OSISAF NL 25-50◦ 0.042 3396053
Day OSISAF NL 50-70◦ 0.038 1841405
Night OSISAF NL 0-25◦ 0.049 3639976
Night OSISAF NL 25-50◦ 0.047 3015435
Night OSISAF NL 50-70◦ 0.045 1668920
Night OSISAF T37 1 0-25◦ 0.028 3639976
Night OSISAF T37 1 25-50◦ 0.029 3015435
Night OSISAF T37 1 50-70◦ 0.023 1668920
6. Discussion403
Sampling uncertainties are yet to be routinely characterised in gridded404
SST products and the model presented here provides a method for calculating405
these uncertainties, applicable to all SST retrievals at the same scales as406
those studied here, where uncertainties due to noise have been removed.407
The impact of cell size is shown to be less important than the subsample408
SST variability in determining the sampling uncertainty and therefore these409
modelled uncertainties can be applied to grid cells at different latitudes and410
varying viewing geometries where the number of pixels falling within each411
grid cell can show local variation.412
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The results presented in Section 4.1 highlight significant differences in413
the sampling uncertainties calculated when applying randomly generated414
and observed cloud masks to the extracted samples. Sampling uncertain-415
ties calculated on the basis of random masking are an underestimate of the416
true uncertainty, a consequence of the spatial structure of both clouds and417
the underlying SST field. Observed masks more often eliminate clumps of418
pixels delineating a cloud feature rather than random pixels across a given419
cell. As the percentage of clear-sky pixels is reduced this increases the like-420
lihood of masking a large coherent section of the image. In all but the most421
homogeneous cases of SST, the mean temperature of the remaining section422
is less likely to be representative of the whole cell than a random distribution423
of pixels scattered across the grid cell, due to the coherent structure of the424
underlying SST.425
Sampling uncertainties are inherent in all gridded products generated426
from a subset of available data, eg. AVHRR GAC SSTs, Level 3 data.427
These data can be used for a variety of applications and both data users428
and providers should be aware of the uncertainties introduced by subsam-429
pling the higher resolution data.430
7. Conclusions431
In this paper we present a methodology for calculating sampling uncer-432
tainty in gridded SST products once the uncertainty due to noise in the ob-433
servations has been removed. We model sampling uncertainty as a function434
of the percentage of clear-sky pixels within a given grid cell and the SST vari-435
ability within those available pixels, considering cell sizes of 0.05◦ and 0.1◦.436
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We establish that the dominant factor in determining sampling uncertainty437
is the subsample SST standard deviation and that latitudinal variations in438
the number of pixels falling within a given grid cell have a negligible effect.439
Our model is applicable to SST retrievals from any instrument on the same440
spatial scales, using any retrieval scheme providing that the propagation of441
instrument noise through the retrieval is correctly accounted for. We also442
consider the impact of routine subsampling of higher resolution data in the443
provision of GAC AVHRR products. We characterise sampling uncertainty444
as a function of atmospheric path length corresponding to viewing zenith445
angle, as information regarding the SST variability within the subsample is446
not provided within the GAC product. We find that sampling uncertainty447
is typically of the order of 0.04 K. We recommend the inclusion of sampling448
uncertainties in the uncertainty estimates provided with SST products, and449
demonstrate the validation of the ATSR uncertainty budget including this450
component in the companion paper (Bulgin et al., 2016).451
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Figure 1: Global distribution of 10 x 10 pixel clear sky sea surface temperature samples
extracted from AATSR data between 1st-3rd January 2003. Samples are colour coded
according to the SST standard deviation across the sample cell.
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Figure 2: Top: Sampling uncertainties as a function of clear-sky pixel percentage over a 5
x 5 pixel cell with the application of randomly generated (left) and observed (right) cloud
masks. Data are separated into six subsample SST standard deviation bands between 0-0.6
K. Bottom: Sampling uncertainty as a function of the subsample SST standard deviation
with application of randomly generated (left) and observed (right) cloud masks. Results
are presented for a number of clear-sky pixels.
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Figure 3: Top: Sampling uncertainties as a function of clear-sky pixel percentage over a 10
x 10 pixel cell with the application of randomly generated (left) and observed (right) cloud
masks. Data are separated into six subsample SST standard deviation bands between 0-0.6
K. Bottom: Sampling uncertainty as a function of the subsample SST standard deviation
with application of randomly generated (left) and observed (right) cloud masks. Results
are presented for a number of clear-sky pixels.
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Figure 4: Modelled sampling uncertainties for 5 x 5 and 10 x 10 pixel cells over six
subsample SST bands ranging between 0-0.6 K. Data for 25 and 100 pixel cells are over-
plotted in each panel.
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