Abstract. We give a factorization of averages of Borcherds forms over CM points associated to a quadratic form of signature ðn; 2Þ. As a consequence of this result, we are able to state a theorem like that of Gross and Zagier about which primes can occur in this factorization. One remarkable phenomenon we observe is that the regularized theta lift of a weakly holomorphic modular form is always finite.
Introduction
Borcherds forms are meromorphic modular forms for arithmetic subgroups G of the orthogonal group Oðn; 2Þ which arise from a regularized theta lift of (vector valued) modular forms of weight 1 À n 2 for SL 2 ðZÞ with poles at the cusp. They have interesting product expansions and explicitly known divisors (cf. [2] ). In some cases they can be realized as classical modular forms, such as the di¤erence of two modular j-functions or as the discriminant function D (see [3] ). In this paper, we give a factorization of values of Borcherds forms at CM points. The main result can be viewed as a generalization of the singular moduli result ( [10] , Theorem 1.3) of Gross and Zagier. In fact, our method gives a new proof of their result, which will be discussed in a sequel to this paper.
Let V be a vector space over Q with quadratic form Q of signature ðn; 2Þ and let D be the space of oriented negative-definite two-planes in V ðRÞ. D is the symmetric space for Oðn; 2Þ and has a Hermitian structure. For example, when n ¼ 1, D F H þ t H À is the union of the upper and lower half-planes H ¼ H þ and H À , respectively. Let H ¼ GSpinðV Þ and let K H HðA f Þ be a compact open subgroup, where A f is the finite adeles. We consider the quasi-projective variety
for a finite number of arithmetic subgroups G j H HðQÞ, and where D þ H D is the subset of positively oriented two-planes. A G. The function F has a Fourier expansion
where q ¼ e 2pit . We say that F is weakly holomorphic if only a finite number of the c h ðmÞ's with m < 0 are non-zero. Furthermore, we call such a modular form integral if the nonpositive Fourier coe‰cients lie in Z.
To a weakly holomorphic integral modular form F of weight 1 À n 2 , Borcherds attaches a function CðF Þ (called a Borcherds form), which is a meromorphic modular form on the space D Â HðA f Þ with respect to HðQÞ. A given Borcherds form has an infinite product expansion at each cusp, and these so-called Borcherds products are convergent up to the first zero or pole of CðF Þ.
The weight of CðF Þ is 1 2 c 0 ð0Þ and the divisor of CðF Þ 2 is given explicitly in terms of the negative Fourier coe‰cients of F ,
c h ðÀmÞZðm; h; KÞ;
for divisors Zðm; h; KÞ on X K . The concrete connection between F and CðF Þ is given by a regularized theta lift
Fðz; h; F Þ :¼ Ð for the exact definition of the regularized integral. When z is not in the divisor of CðF Þ we have Fðz; h; F Þ ¼ À2 logkCðz; h; F Þk 2 ; ð2Þ where k Á k is the Petersson norm, suitably normalized. Our goal is to evaluate the averages of FðF Þ over certain sets of CM points.
To define CM points, we consider a rational splitting
where V þ has signature ðn; 0Þ and U has signature ð0; 2Þ. This determines a two-point subset D 0 H D consisting of UðRÞ with its two possible orientations. Let T ¼ GSpinðUÞ and
We obtain a zero cycle
which we regard as a set of CM points inside of X K . The main theorem is Theorem 1.1. (i) FðF Þ is finite at all CM points.
(ii) There exist explicit constants k h ðmÞ such that where the c h ðÀmÞ's are the negative Fourier coe‰cients of F .
The measure used in computing volðK T Þ is defined in section 2.6. Now using relation (2) we obtain Corollary 1.2. When ZðUÞ K does not meet the divisor of CðF Þ, we have
When ZðUÞ K meets the divisor of CðF Þ, it remains to give an interpretation of Theorem 1.1 in terms of the function CðF Þ.
The constants k h ðmÞ come from Eisenstein series on SL 2 . The quantity in the lefthand side of (3) can be written (along with the volume term) as the integral Then by the Siegel-Weil formula, the integral of y À ðt; z 0 ; hÞ on SðUÞ gives rise to a coherent Eisenstein series, Eðt; s; À1Þ, of weight À1. For the definition of the term coherent, see [9] . With this Eisenstein series, we can write (5) One phenomenon that is very specific to the case of signature ð0; 2Þ is that the resulting Eisenstein series Eðt; s; þ1Þ is incoherent. Hence, Eðt; s; þ1Þ satisfies an odd functional equation with respect to s 7 ! Às, and, therefore, vanishes at s ¼ 0. The integral (6) can be evaluated using a Stokes' Theorem argument and some convergence estimates about the Fourier coe‰cients of Eðt; s; þ1Þ. This leads to the constants k h ðmÞ as follows. In order to define k h ðmÞ, we first define where k 0 ð0Þ is a constant which depends on the space U (see Definition 2.16). Let
The space U is a rational quadratic space of signature ð0; 2Þ, so U F k for an imaginary quadratic field k and the quadratic form is just a negative multiple of the norm-form. When k has odd discriminant and m 3 0, then
is the logarithm of an integer. Thus, if F has c 0 ð0Þ ¼ 0, so that CðF Þ is a meromorphic function, then Corollary 1.2 shows that
is a rational number. Moreover, if all of the negative Fourier coe‰cients of F are nonnegative, then (7) is actually an integer. In the case of signature ð2; 2Þ, similar results were obtained in [6] for certain rational functions and CM points on a Hilbert modular surface. If c 0 ð0Þ 3 0, then there is a transcendental factor ð4pdÞ À1 e 2 L 0 ð0; wÞ Lð0; wÞ appearing in (7), which is related to Shimura's period invariant, [17] , [9] , [20] , for the CM points in the 0-cycle ZðUÞ K . This factor arises from the trivialization over the CM cycle of the line bundle of which CðF Þ defines a section.
We can say a little bit more about the rational number appearing in (7) . The formulas we obtain for k h ðmÞ tell us the explicit factorization of the rational part of (7) . Then, as a consequence of Corollary 1.2, we are able to state a Gross-Zagier type of theorem about which primes can occur in the factorization. For F as in (1), define m max ¼ maxfm > 0 j c h ðÀmÞ 3 0 for some hg: Theorem 1.3. Let Àd be an odd fundamental discriminant and assume
Also assume that L À F a for an O k -ideal a. Then the only primes which occur in the factorization of the rational part of
(ii) p inert in k with p e dm max .
As mentioned in Theorem 1.1, one striking phenomenon that occurs in this paper is that the regularized theta lift FðF Þ is always finite! This is interesting since the Borcherds form CðF Þ can have zeroes or poles, and (2) only holds when the right-hand side is finite. Considering this, one might say that the theta lift is over-regularized, and it would be interesting to find the analog of Corollary 1.2 when ZðUÞ K meets the divisor of CðF Þ.
There exists lots of recent work on singular moduli, particularly traces of singular moduli (e.g. [1] , [5] and [21] ). By considering the case of signature ð1; 2Þ, Theorem 1.3 of [10] can be recovered from Theorem 1.1. The appropriate quadratic space is
with QðxÞ ¼ detðxÞ. For a particular choice of F ,
where t 1 and t 2 are CM points with relatively prime fundamental discriminants and ½t i denotes an equivalence class modulo SL 2 ðZÞ. The right-hand side of (4) then gives the same factorization as in [10] . For the details of this new proof of Gross-Zagier, see [16] .
2. Main theorem in the case of signature (0, 2) 2.1. Basic setup. We begin by introducing some notation and relevant background material, and we refer the reader to [13] , section 1 for more details. Let V be a vector space over Q of dimension n þ 2 with quadratic form Q, of signature ðn; 2Þ, on V . Let D be the space of oriented negative-definite 2-planes in V ðRÞ. For z A D, let pr z : V ðRÞ ! z be the projection map and, for x A V ðRÞ, let Rðx; zÞ ¼ À À pr z ðxÞ; pr z ðxÞ Á . Then we define ðx; xÞ z ¼ ðx; xÞ þ 2Rðx; zÞ, and our Gaussian for V is the function j y ðx; zÞ ¼ e Àpðx; xÞ z . For 
be the space of functions with support inL L 4 and constant on cosets ofL L, wherê L L ¼ L n ZẐ Z. We remark that S L is finite dimensional and has a natural basis given by
Definition 2.1. We say F : H ! S L is a weakly holomorphic modular form of weight 1 À n 2 and type o for G 0 if
(ii) F is meromorphic at the cusp, i.e., only a finite number of the c h ðmÞ's with m < 0 are non-zero.
Note that when n is even, o is a representation of G A and we can just work with G. The Fourier expansion in (9) is essentially the Fourier expansion given in [2] , where in that paper he works with group ring elements e h A C½L 4 =L instead of the Schwartz functions j h . Since the theta function yðt; z; hÞ is a linear functional and F ðtÞ A S À V ðA f Þ Á , we can define the C-bilinear pairing ÀÀ F ðtÞ; yðt; z; hÞ ÁÁ ¼ y À t; z; h; F ðtÞ Á :
In terms of the Fourier expansion of F , this is ÀÀ F ðtÞ; yðt; z; hÞ
Note that as a function of t, the above pairing is G-invariant (with a pole at the cusp) since the weights of y and F cancel and their types are dual. Using this pairing we define The ''extra'' constant in the metric here is related to that occuring in [15] . Borcherds proved that the regularized integral Fðz; h; F Þ satisfies the equation (10)) from the regularized theta lift of a modular form F .
CM points. Assume that we have a rational splitting
where V þ has signature ðn; 0Þ and U has signature ð0; 2Þ. This determines a two-point subset fz Let T ¼ GSpinðUÞ and note there is a natural homomorphism T ! H. Let K be as in section 2.2 and define K T ¼ K X TðA f Þ. Consider the set of CM points
We want to compute
Note that after normalizing by the volume of K T , this expression is independent of the choice of K.
Convergence questions and regularization.
First we consider the case when n ¼ 0 and our space V ¼ U is negative-definite. In this case, D ¼ D 0 , the Gaussian is j y ðxÞ ¼ e pðx; xÞ and the theta function is yðt; z 0 ; h; jÞ ¼ v =L and j m ¼ charðm þ LÞ. Let F ðtÞ be a weakly holomorphic modular form of weight 1 valued in S L , and let
where m runs over L 4 =L. We assume c m ðmÞ A Z for m e 0. The functions F m are meromorphic modular forms with some real multiplier for a congruence subgroup of SL 2 ðZÞ, and it will be very useful to know how large their Fourier coe‰cients can be. Proof. This case corresponds to signature ð2; 0Þ in [2] . In [2] , Theorem 6.2, Borcherds points out that F is nonsingular except along a locally finite set of codimension 2 subGrassmannians l ? , for some negative norm vectors l A L. No such vectors exist in signature ð2; 0Þ. For ease of the reader, we give the proof in our notation. We have
and we can write the integral on the right-hand side of (14) as
yðt; z 0 ; h; F Þv Às dmðtÞ:
The integral over the compact set F 1 is finite and independent of t, so we just look at the first part. and so the integral over
A fact that follows easily from the transformation law for F is For m þ QðxÞ A Z,
&
Integrating with respect to u in (15) and letting t ! y gives
We have m f 0 since QðxÞ e 0. When m ¼ 0, we get
which equals zero when we take the limit as t ! y followed by the constant term at s ¼ 0.
For m > 0, [13] , (3.35) says
ÀsÀ1 dv e Cðe; sÞe
À4pm
for any e with 0 < e < 4pm, where the constant Cðe; sÞ is uniform in any s-halfplane and independent of m. Using this in (16), we have
which is finite by Lemma 2.5. r
Eisenstein series.
Here we give the basic definition of an Eisenstein series and some related theory when V has signature ðn; 2Þ for n even. What follows is a summary of the explanations given in [13] for n even, and we refer the reader to that paper for the more general theory. Inside of G A , we have the subgroups
where detðV Þ A Q Â =ðQ Â Þ 2 is the determinant of the matrix for the quadratic form Q on V . For s A C, let I ðs; wÞ be the principal series representation of G A . This space consists of smooth functions FðsÞ on G A such that
We have a G A -intertwining map
where lðjÞðgÞ ¼ À oðgÞj Á ð0Þ. If K y ¼ SOð2Þ and K f ¼ SL 2 ðẐ ZÞ, then a section FðsÞ A I ðs; wÞ is called standard if its restriction to K y K f is independent of s. The function lðjÞ has a unique extension to a standard section FðsÞ A I ðs; wÞ such that F n 2 ¼ lðjÞ. We let P ¼ MN and define the Eisenstein series associated to FðsÞ by Eðg; s; FÞ ¼ P
where G Q is identified with its image in G A . This series converges for ReðsÞ > 1 and has a meromorphic analytic continuation to the whole s-plane.
One step in proving the ð0; 2Þ-Theorem is to apply Maass operators to obtain a relation between two Eisenstein series. Let
A sl 2 ðCÞ:
For r A Z, let w r be the character of K y defined by
Let f : G R ! C be a smooth function of weight l, meaning fðgk y Þ ¼ w l ðk y ÞfðgÞ, and let xðtÞ ¼ v À l 2 fðg t Þ be the corresponding function on H. Then X G f has weight l G 2, and the corresponding function on H is 
F r y n lðjÞ Á be the Eisenstein series of weight r on G A associated to j. For the Gaussian, j y ðx; zÞ, we have
On H, this translates to
Eðt; s; j; lÞ; ð18Þ where we write Eðt; s; j; lÞ ¼ v
One main result we need is the SiegelWeil formula.
Theorem 2.9 (Siegel-Weil formula). Let V be a vector space of signature ðn; 2Þ. Assume V is anisotropic or that dimðV Þ À r 0 > 2, where r 0 is the Witt index of V . Then Eðg; s; jÞ is holomorphic at s ¼ n=2 and
where dh is Tamagawa measure on SO À V ðAÞ Á , and a is 2 if n ¼ 0 and is 1 otherwise.
Here yðg; h; jÞ is defined as in (8) The integration for SOðUÞðRÞ is with respect to the action h À1 y x in the argument of j y . The cases which are omitted in the Siegel-Weil formula are when n ¼ 1 ¼ r 0 (V is isotropic) and n ¼ 2 ¼ r 0 (V is split).
Let us now consider the situation V ¼ U, sigðUÞ ¼ ð0; 2Þ. The representation we are interested in is I ð0; wÞ. This global principal series is a restricted tensor product of local ones,
For the local space
Let R v ðUÞ be the maximal quotient of SðU v Þ on which OðU v Þ acts trivially. The following proposition is a special case of [12] , Proposition 1.1.
where
and the spaces Uð0; 2Þ and Uð2; 0Þ have opposite Hasse invariants.
Recall the notion of an incoherent collection.
Definition 2.11. An incoherent collection C ¼ fC v g of quadratic spaces is a set of quadratic spaces C v such that:
(3) (Incoherence condition) The product formula fails for the Hasse invariants:
Then we have, cf. [12] , (2.10),
PðCÞ as a sum of two irreducible pieces defined as follows. U 0 runs over all global quadratic spaces of dimension 2 with w U 0 ¼ w, while C runs over all incoherent collections of dimension 2 and character w, and
For l ¼ l U as in (17) 
=L, and
where ZðA f Þ is identified with
Before we justify the interchange of integrals, we need to make some remarks about our specific case. For a reference on Cli¤ord algebras, see [7] or [11] . The Cli¤ord algebra CðUÞ can be written as CðUÞ ¼ C 0 ðUÞ l C 1 ðUÞ, where C 0 ðUÞ and C 1 ðUÞ are the even and odd parts, respectively. C 0 ðUÞ Â acts on C 1 ðUÞ by conjugation. Assume U has basis fu; vg with QðuÞ ¼ a, QðvÞ ¼ b and ðu; vÞ ¼ 0. Then CðUÞ is spanned by f1; u; v; uvg with C 0 ðUÞ ¼ spanf1; uvg and C 1 ðUÞ ¼ spanfu; vg. By definition,
This means SOðUÞ F k 1 , where k 1 is the norm 1 elements of k, and k Â ! k 1 is the map
by Hilbert's Theorem 90. We have the exact sequence
and ZðQÞ F Q Â .
Lemma 2.12. For any negative-definite space U with quadratic form Q of signature ð0; 2Þ, we realize U F k for an imaginary quadratic field k and Q is given by a negative multiple of the norm-form.
Before proceeding, we explain the normalization of the occuring measures. The measure dh on SOðUÞðAÞ is chosen so that the volume of SOðUÞðQÞnSOðUÞðAÞ is 2 (this makes the volume of OðUÞðQÞnOðUÞðAÞ equal to 1) and the sum is finite.
Proof. The integral on the LHS is equal to Proof. Our proof is similar to that in [13] . The integral we want to compute is given by (26). Letting l ¼ À1 in (18) Then we write (30) as
As in [13] ,
ÀsÀ1 dv is a holomorphic function of s. Note, this fact follows, in part, from Lemma 2.5. For the other piece of (31) we have
This term makes no contribution when we take the limit as t ! y followed by the constant term at s ¼ 0. We are left with
Cðv; hÞv À1 dv À c 0 ð0Þ logðtÞ !
:
We have the volume term in front and we sum over h A HðQÞnHðA f Þ=K, so this adds on a factor of 2. r
We point out that the value c 0 ð0Þ appearing in (13) Now we show that parts (i) and (ii) of Proposition 2.11 of [13] hold for n ¼ 0. 
which by the duplication formula is 
where 
We have
The functional equation for Lðs; w d Þ (cf. [8] ) is
We normalize E 0 ðt; s; j 0 ; þ1Þ by d sþ1
Hence,
by the residue formula. Then since E Ã; 0 ðt; 0; j 0 ; þ1Þ ¼ h k E 0 ðt; 0; j 0 ; þ1Þ, we have 3.1. The rational splitting V F V B l U. Now we consider the general case. Assume that we have a decomposition V ¼ V þ l U where V þ has signature ðn; 0Þ and U has signature ð0; 2Þ. For x A V , write
which is equal to j y; þ ðx 1 Þj y; À ðx 2 Þ for the Gaussians on V þ and U, respectively. We also have oðg
where their respective weights are n 2 and À1. Since z 0 is fixed, we write
3.2. The contraction map. Now we describe the main way in which we use the above factorization of the theta function.
and the sum is finite. We define the contraction map
It is clear that
The expression on the right-hand side is nice because it is the pairing of a function in S À UðA f Þ Á and the theta function for U. This is just as in the n ¼ 0 case. The value of the contraction map that we are interested in is hF ðtÞ; y þ ðt; 1Þi. (i) hF ðtÞ; y þ ðt; 1Þi is a weakly holomorphic modular form of weight 1 and type o À for G 0 (cf. Definition 2.1).
(ii) hF ðtÞ;
(iii) The non-positive Fourier coe‰cients of hF ðtÞ; y þ ðt; 1Þi lie in Z.
Proof. By definition,
Assume that F ðtÞ ¼ P
This proves (i).
In order to compute the Fourier expansion of hF ðtÞ; y þ ðt; h þ Þi, we need the expan-
The explicit q-expansion of y þ ðt; 1; j þ Þ is obtained via the action of the Weil representation on S À V þ ðRÞ Á . In our particular case,
which by [18] is
is an integer which counts the number of vectors
Now we compute the Fourier expansion of hF ðtÞ; y þ ðt; 1Þi. We know
where h and l range over
and we have
By definition of the contraction map, this gives
From (37), we see that
but we point out that the cosets 
where we define
The coe‰cients d h þ þl þ ðmÞ A Z f0 for m f 0 and d h þ þl þ ðmÞ ¼ 0 if m < 0. So assuming c h ðmÞ A Z for m e 0 implies C h; l þ ðmÞ A Z for m e 0, and this finishes the proof of Proposition 3.1. r
We have seen that the zeroth Fourier coe‰cient of the modular form F is very important. For example, it gives the weight of CðF Þ 2 . When doing the general case, we use the contraction map to go from a modular form
Hence, we will want to know the zeroth coe‰cient of hF ; y þ i. For any modular form
to be the zeroth Fourier coe‰cient ofF F .
Corollary 3.2. The Fourier expansion of hF ðtÞ; y þ ðt; 1Þi is
and c 0 ð0ÞðhF ; y þ iÞ :¼ c 0 ð0Þ À hF ðtÞ; y þ ðt; 1Þi
Note that Definition 2.16 implies the sum over (ii) Ð 
and Proposition 2.6 implies (40) is always finite. We remark that the regularization process does not depend on the integrand fðtÞ.
For (ii), using (40) the desired integral can be written
Proposition 3.1 tells us we may apply the ð0; 2Þ-Theorem to (41). Doing this we see
since QðxÞ f 0 and k h À þl À ðmÞ ¼ 0 for m < 0. So
c h ðÀmÞk h ðmÞ: r
We now state an important corollary of Theorem 3.4, which gives the average value of the logarithm of a Borcherds form over CM points. As in section 2.3, let T ¼ GSpinðUÞ and let K H HðA f Þ be a compact open subgroup such that
Þ and recall that we consider the set of CM points
Corollary 3.5. (i) When z 0 is not in the divisor of the Borcherds form CðF Þ (i.e., when (10) holds), the result of Theorem 3.4 can be stated as
Þ where Àd is an odd fundamental discriminant, then we have the factorization
where rat A Q and c 0 ð0ÞðhF ; y þ iÞ is the zeroth Fourier coe‰cient of hF ; y þ i, as defined in (38). Note that the degree of ZðUÞ K is 2h k , where h k is the class number of k. This factorization can also be written as
where w k is the number of roots of unity in k. The transcendental factor appearing in this factorization is related to Shimura's period invariants [17] , [9] , [20] .
Proof. (i) follows from (10) . For (ii) and (iii) we have volðK T Þ ¼ 2 h k , and we will see from Theorem 4.1 of the next section that
is the logarithm of a rational number rat. From Lðs;
Lðs; w d Þ, we see
So for the corresponding part of (43) that involves k 0 ð0Þ, we have
which equals
The second identity in (ii) follows from the Chowla-Selberg formula (cf. [15] , Proposition 10.10), which says
As an immediate consequence of Corollary 3.5 and Theorem 4.1 of the next section, we obtain a Gross-Zagier phenomenon about which primes can occur in the factorization of the rational part of Q z A ZðUÞ K kCðz; F Þk 2 :
For F as in (39), define m max ¼ maxfm > 0 j c h ðÀmÞ 3 0 for some hg:
Theorem 3.6. Let Àd be an odd fundamental discriminant and assume
Then the only primes which occur in the factorization of the rational part of (i) q such that q j d.
Note that this fact holds for all Borcherds forms and all CM points. In addition, we point out that the modular form F is not needed in order to obtain m max . It can be recovered from the divisor of CðF Þ 2 (cf. [13] , Theorem 1.3).
Explicit computation of k m (t) for t A Q I0
In order to compute examples of our main theorem, we need to derive explicit formulas for k m ðtÞ for t A Q >0 . Our previous discussion of the Cli¤ord algebra of U and Lemma 2.12 imply that, without loss of generality, we may assume U ¼ k is an imaginary quadratic field with quadratic form Q given by a negative multiple of the norm-form. In this section we assume that L ¼ a H O k is an integral ideal and that QðxÞ ¼ À Nx Na , so that
where D is the di¤erent of k. This is certainly not the most general possible lattice. Write k m ðtÞ as kðt; m; aÞ for m A D À1 a=a. For simplicity, we assume that k ¼ Qð ffiffiffiffiffiffi ffi Àd p Þ, where d > 3, d 1 3 ðmod 4Þ and is square-free, so that the prime 2 is not ramified. Let w be the character of Q Â A associated to k, which is defined via the global quadratic Hilbert symbol so that wðtÞ ¼ ðt; ÀdÞ A . Then for a prime p e y, the local character is w p ðtÞ ¼ ðt; ÀdÞ p where ð ; Þ p is the local quadratic Hilbert symbol.
Throughout this section we let p denote an unramified prime and q denote a ramified prime. Let m be a coset in D À1 a=a. Write m q for the image of m under the map
where a q ¼ a n Z Z q . For t A Q >0 , we introduce the function
This function factors as
where r p ðtÞ ¼ rðp ord p ðtÞ Þ. The explicit formula for kðt; m; aÞ is given by the following theorem. 
We take h 0 ðt; mÞ ¼ 1 if m q 3 0 for all q j d. For t ¼ 0,
Note that when m q 3 0 for all q j d we have h q ðt; mÞ ¼ 0 for all q and h 0 ðt; mÞ ¼ 1, and so we get a much simpler formula in this ''generic'' case.
Proof. The value for t ¼ 0 is defined in Definition 2.16. For t > 0, kðt; m; aÞ is given by the second term in the Laurent expansion of a certain Eisenstein series. These Eisenstein series have factorizations in terms of local Whittaker functions, and we use these factorizations to derive the above formula for kðt; m; aÞ. Let j m q be the characteristic function of the coset m q , X ¼ p Às , and t ¼ u þ iv A H. Using [19] and [14] , we have the following formulas for the normalized local Whittaker functions. For m ¼ 0, [14] , Lemma 2.3 tells us we only need to consider t A Z, and for t > 0 we have & Now we compute kðt; m; aÞ for m 3 0. One main thing to keep in mind is that there is at least one ramified prime q such that m q 3 0, but the coset can be zero locally at other ramified primes. Write m ¼ ðm p Þ, where if p is unramified then m p ¼ 0 and let aðmÞ ¼ Kfq ramified j m q ¼ 0g. Again, we consider two cases. This finishes the proof of Theorem 4.1. r
