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Abstract
The inventory control problem aims to optimize the production and ma-
nagement of stocked products in order to meet their demand. A common
added difficulty arises when the demand is uncertain since knowing the de-
mand distribution (or an approximation to it) is essential so as to resolve the
optimization problem. As a result, we would like to be able to predict the
future demand and its distribution accurately. This uncertainty prediction
problem which is an extended regression problem is the case of study of this
document.
Wanting to know which techniques provide better results in solving this
problem we study three regression models: Gaussian processes (GPR), Ada-
Boost(ABR) and Support Vector Machines(SVR). Each one of these models
tackles the problem from a different perspective.
GPR models try to predict the demand distribution directly from data (Ba-
yesian approach); ABR predicts the median of the distribution by combining
the results of a set of regression trees and can be adjusted to predict any
wanted quantile; meanwhile, SVR predicts the demand and a method va-
lid for any regression model is applied to estimate the uncertainty on the
demand.
Some experiments are conducted in a controlled environment, i. e., with an
artificially generated dataset. In this data, the input is a real number and
the output is a linear function of the input plus some random Gaussian noi-
se. All three models are trained and tested with the generated data, finding
in the results that GPR outperforms the other two models.
The next step is to experiment in a dataset extracted from a real inven-
tory control problem, more concretely, the cash demand problem that bank
branches suffer from. After analyzing the performance metrics achieved by
each model on a total of 46 different datasets we conclude that again GPR
is the model with the greater prediction capability.
Hence it is concluded that the Bayesian approach followed by GPR in order
to solve the inventory control problem gives substantial advantages versus
classical machine learning approaches.
Keywords: inventory control, regression, Gaussian processes, AdaBoost,
SVR, uncertainty prediction, quantile estimation.

Resumen
El problema del control del inventario, que consiste en tratar de optimizar la
produccio´n y gestio´n de art´ıculos para cubrir una demanda de los mismos,
presenta en ocasiones la dificultad adicional de contener incertidumbres en
la demanda, ya que conocer la distribucio´n de las demandas (o una aproxi-
macio´n) es esencial para poder resolver el problema de optimizacio´n. Debido
a esto, nos interesa ser capaces de predecir las demandas futuras y su dis-
tribucio´n. Este problema de prediccio´n de incertidumbres en demandas, que
no es ma´s que un caso extendido del problema de regresio´n, es el estudiado
en este trabajo.
Con la intencio´n de ver que´ te´cnicas funcionan mejor en la resolucio´n de este
problema, se estudian tres modelos de regresio´n: procesos gaussianos(GPR),
AdaBoost(ABR) y Support Vector Machines(SVR). Cada uno de estos mo-
delos enfrenta el problema desde un punto de vista distinto.
Los modelos GPR intentan predecir directamente la distribucio´n de las de-
mandas (enfoque bayesiano); ABR predice la mediana de la distribucio´n
combinando a´rboles de regresio´n, pero puede ajustarse para predecir el
cuantil deseado; por su parte, SVR realiza una prediccio´n de la demanda
y mediante un me´todo general (aplicable a cualquier modelo de regresio´n)
obtenemos predicciones de las incertidumbres en la demanda.
A continuacio´n se realizan pruebas de los modelos en un entorno controlado,
es decir, con un conjunto de datos generados artificialmente. En este con-
junto la entrada es un nu´mero real y la salida una funcio´n lineal del mismo
a la que se le suma ruido gaussiano. Los tres modelos se entrenan y evalu´an
con estos datos, hallando que GPR supera en rendimiento a los otros dos.
El siguiente paso es realizar experimentos en un conjunto de datos extra´ıdo
de un problema del control del inventario real. E´ste es el problema de la
demanda de efectivo en sucursales bancarias. Tras analizar las me´tricas de
rendimiento obtenidas por cada modelo en un total de 46 conjuntos de datos
distintos concluimos que nuevamente es GPR el modelo con mayor capaci-
dad de prediccio´n.
As´ı, se concluye que el enfoque bayesiano proporcionado por GPR para re-
solver el problema descrito del control del inventario proporciona ventajas
considerables frente a los enfoques cla´sicos de aprendizaje automa´tico.
Palabras clave: control del inventario, regresio´n, procesos gaussianos, Ada-
Boost, SVR, prediccio´n de incertidumbres, estimacio´n de cuantiles.
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1 Introduccio´n
En este cap´ıtulo se explican las causas que motivan la realizacio´n de este tra-
bajo. Se describen despue´s los objetivos generales y espec´ıficos perseguidos.
Finalmente, se expone la estructura completa del documento.
1.1. Motivacio´n
Un desaf´ıo recurrente en el mundo de la log´ıstica es el problema del control
del inventario (inventory control problem). Este problema consiste en tratar
de optimizar la produccio´n y gestio´n de una serie de art´ıculos con los que se
debe cubrir una cierta demanda, de forma que se logren dos objetivos:
Garantizar que en cada d´ıa de operacio´n se tienen disponibles art´ıculos
suficientes como para cubrir las demandas del d´ıa.
Minimizar los costes que supone mantener art´ıculos en stock de un d´ıa
para otro, as´ı como los costes de produccio´n de estos art´ıculos.
En su forma ma´s simple, el problema se suele formular matema´ticamente de
la sigueinte manera:
Una tienda tiene xk art´ıculos en stock en el instante de tiempo k. Seguida-
mente, realiza una orden y recibe uk art´ıculos, vendiendo wk, donde w sigue
una distribucio´n de probabilidad conocida. Esto es:
xk+1 = xk + uk − wk, (1.1)
uk ≥ 0. (1.2)
La tienda tiene costes ck, que se calculan en funcio´n del nu´mero de art´ıculos
almacenados y el nu´mero de art´ıculos ordenados:
ck = c(xk, uk) (1.3)
y que normalmente se considerara´n de forma aditiva:
ck = g(xk) + h(uk). (1.4)
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As´ı, la solucio´n al problema que busca la tienda es encontrar uk de forma
o´ptima, es decir:
mı´n
uk
∞∑
k=0
ck. (1.5)
En el caso descrito, la distribucio´n de las demandas wk es conocida y el
problema puede resolverse utilizando te´cnicas cla´sicas de optimizacio´n lineal,
programacio´n dina´mica u otras estrategias de teor´ıa de inventariado [1]. Si
adema´s de esto los costes son independientes del tiempo k el problema resulta
trivial, siendo la estrategia o´ptima el ordenar cada d´ıa las unidades exactas
que van a demandarse. No obstante los problemas de inventariado reales
incluyen restricciones mucho ma´s complejas, como pueden ser:
L´ımites a la cantidad de art´ıculos que pueden mantenerse en el inven-
tario, que pueden ser variantes en el tiempo.
L´ımites a la capacidad de produccio´n y por tanto de o´rdenes diarias,
tambie´n posiblemente variantes en el tiempo.
Retrasos entre el momento en el que se ordena la produccio´n y el
momento en el que se reciben los art´ıculos en el punto de venta.
Mu´ltiples puntos de venta con costes de almacenamiento diferentes.
Mu´ltiples puntos de produccio´n con costes diferentes por unidad pro-
ducida.
Limitaciones en los transportes entre puntos de produccio´n y puntos
de venta.
Incertidumbre en las demandas (se desconoce la distribucio´n de w).
E´sta u´ltima complicacio´n es, de entre todas las listadas, la que mayor difi-
cultad an˜ade al problema, dado que el desconocer las demandas imposibilita
tomar decisiones respecto a la cantidad de art´ıculos que deber´ıan mantenerse
en inventario. Esta limitacio´n se suele atajar asumiendo que las demandas
siguen una determinada distribucio´n de probabilidad, aplicando entonces
te´cnicas ma´s avanzadas como optimizacio´n robusta1, o estoca´stica2. El pro-
blema, sin embargo, se relega en identificar una distribucio´n de probabilidad
adecuada a la realidad del problema.
1http://en.wikipedia.org/wiki/Robust optimization
2http://en.wikipedia.org/wiki/Stochastic programming
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En el d´ıa a d´ıa de la sociedad actual, innumerables sectores deben hacer
frente a las dificultades descritas. Un caso particular es la demanda de efec-
tivo en sucursales bancarias, que presenta el inconveniente mencionado de
que la demanda se desconoce. Otra modificacio´n caracter´ıstica de este caso
particular es que la demanda puede ser negativa (ingreso de efectivo en la
sucursal). As´ı, surge la motivacio´n por parte del sector bancario de abor-
dar este problema, proporcionando datos de sucursales reales que han sido
utilizados en los experimentos aqu´ı presentados.
1.2. Objetivos
En este trabajo se explora la posibilidad de estimar las demandas futuras
mediante el uso de un modelo de prediccio´n, de forma que se puedan obtener
estimaciones fiables de las mismas y as´ı facilitar la consiguiente labor de
optimizacio´n. La prediccio´n de demandas futuras no es sino un problema
de prediccio´n de series temporales, el cual ha sido ya muy estudiado en
la literatura y para el que se han propuesto diversidad de modelos. No
obstante, cabe destacar que en el caso del problema del control del inventario
no solo es necesario conocer las demandas ma´s probables que acontecera´n
durante los pro´ximos d´ıas, sino tambie´n que´ incertidumbre existe en las
mismas. Dicho de otra forma, se hace necesario disponer de estimaciones
de la distribucio´n de probabilidad de las demandas futuras para que pueda
realizarse una optimizacio´n adecuada.
Con el fin de estimar la distribucio´n de las demandas se consideran tres
alternativas para abordar el problema:
Utilizar un modelo de prediccio´n para estimar la media esperada de la
distribucio´n y a partir de la salida del modelo obtener estimaciones de
los cuantiles. Para este enfoque pueden considerarse modelos cla´sicos
del aprendizaje automa´tico como Support Vector Regression (SVR) o
redes neuronales.
Utilizar un modelo de prediccio´n capaz de estimar directamente los
cuantiles de la distribucio´n. Esta perspectiva se obtiene con modelos
ma´s espec´ıficos como por ejemplo la versio´n para regresio´n del algo-
ritmo basado en a´rboles AdaBoost o modelos que realicen regresio´n
cuant´ılica (Quantile Regression).
Utilizar un modelo cuya prediccio´n es en s´ı una distribucio´n de proba-
bilidad. Este planteamiento nos lo proporcionan los me´todos de infe-
rencia bayesianos, cuyo objetivo es encontrar una distribucio´n a pos-
terioi a partir de los datos.
Este trabajo explora los tres enfoques y los modelos elegidos para cada uno
han sido, respectivamente, SVR, AdaBoost para regresio´n (ABR) y procesos
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gaussianos para regresio´n (GPR). No obstante, nos centraremos principal-
mente en el estudio de e´ste u´ltimo ya que proporciona una perspectiva ma´s
general y que consideramos ma´s adecuada para el problema.
El objetivo de e´ste trabajo ha sido, por tanto, el estudio del marco teo´rico de
GPR as´ı como su aplicacio´n, para, posteriormente, realizar una comparativa
entre los tres modelos considerados, midiendo el rendimiento en un conjunto
de datos generados artificialmente en el que se conoce la distribucio´n de los
mismos y en un conjunto de datos reales de sucursales bancarias interpre-
tando los resultados para intentar determinar que´ modelo es mejor en este
contexto.
Cabe destacar tambie´n que una solucio´n completa al problema del control
del inventario requiere de muchos componentes, entre los cuales se incluyen
la eleccio´n de una representacio´n apropiada del problema en forma de pro-
grama de optimizacio´n, la eleccio´n de una estrategia de optimizacio´n acorde
a esa representacio´n, o la implementacio´n de un algoritmo de optimizacio´n.
De entre todos estos componentes este trabajo se centra u´nicamente en la
previsio´n de las demandas futuras y su distribucio´n, lo cual ya supone un
problema de suficiente entidad para justificar un estudio en profundidad.
1.3. Estructura del documento
En las distintas secciones expuestas a lo largo de este documento, se pre-
sentan las distintas fases que se han adoptado para afrontar el problema de
aprendizaje automa´tico descrito en esta Introduccio´n.
As´ı, el cap´ıtulo 2 comienza definiendo formalmente el problema de prediccio´n
al que nos enfrentamos. Seguidamente encontramos los conceptos teo´ricos
que definen los procesos gaussianos, que son el campo de estudio principal
de este trabajo. Tambie´n aqu´ı se definen brevemente los modelos ABR y
SVR.
El cap´ıtulo 3 se inicia enumerando las tecnolog´ıas que han sido utilizadas
para llevar a cabo los experimentos. A continuacio´n se describe el proceso
mediante el que se han construido los conjuntos de datos artificiales. Tam-
bie´n se introducen una serie de me´tricas que son utilizadas, tras presentar
los resultados de cada modelo, para realizar comparaciones y extraer con-
clusiones.
Los experimentos con conjuntos de datos reales se recogen en el cap´ıtulo 4.
En primer lugar se describen las caracter´ısticas de los conjuntos de datos con
los que se realizan los experimentos. Posteriormente, se definen una serie de
me´tricas que nos permitira´n medir el rendimiento de los modelos. Entonces,
se describe la metodolog´ıa seguida en los experimentos para cada modelo.
El cap´ıtulo acaba con una comparativa de los resultados obtenidos.
Para terminar, presentamos en el cap´ıtulo 5 las conclusiones extra´ıdas del
trabajo realizado y mercamos las l´ıneas de trabajo a seguir en el futuro.
2 Prediccio´n de incertidumbres
Este cap´ıtulo presenta los conceptos teo´ricos en los que se basan los experi-
mentos descritos en los cap´ıtulos posteriores. As´ı, en la seccio´n 2.1 se explica
co´mo interpretar matema´ticamente un problema de prediccio´n. El siguiente
apartado 2.2 expone todos los conceptos, me´todos e interpretaciones necesa-
rios para comprender co´mo se aplican los procesos gaussianos para resolver
un problema de prediccio´n. En los puntos 2.3 y 2.4 se describen de forma
breve los conceptos relacionados con los modelos ABR y SVR.
2.1. Presentacio´n del problema
Como se ha comentado en la Introduccio´n, el problema del control del in-
ventario nos presenta la necesidad de ser capaces de predecir la distribucio´n
de la demanda cuando e´sta se desconoce.
En esta seccio´n se divide el problema de prediccio´n de la distribucio´n en
dos partes: el problema de regresio´n cla´sico y el problema de estimacio´n de
cuantiles.
2.1.1. El problema de regresio´n
En el campo del aprendizaje automa´tico, el aprendizaje supervisado consiste
en inferir una funcio´n, mediante un proceso denominado entrenamiento, a
partir de un conjunto de datos constituido por ejemplos de entrenamiento
(tambie´n llamados patrones u observaciones) [2]. Cada patro´n de entrena-
miento esta´ formado por una entrada (normalmente un vector) y un valor
de salida o respuesta (un nu´mero o una etiqueta).
Dependiendo del tipo de los valores de salida, el problema del aprendizaje
supervisado se divide en dos categor´ıas: regresio´n y clasificacio´n. Cuando la
salida es discreta, se trata de un problema de clasificacio´n. Por el contrario,
si la salida es continua (el caso estudiado en este trabajo) nos enfrentamos
a un problema de regresio´n.
Los modelos de regresio´n utilizan la funcio´n inferida como estimador de los
5
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valores de salida dada una entrada.
Definido formalmente, partimos de un conjunto de datos de entrenamiento:
D = {(xi, yi) : xi ∈ X , yi ∈ R}Ni=1
= (X,y) (2.1)
do´nde X es el espacio de caracter´ısticas, los xi se denominan vectores de
caracter´ısticas y las yi respuestas.
Asumimos que existen f y ε tal que
yi = f (xi) + ε = fi + ε (2.2)
siendo f : X −→ R la funcio´n subyacente a los datos y ε el posible ruido
aleatorio presente en los datos. El objetivo es construir un estimador para
la funcio´n subyacente
f¯ ≈ f
de manera que dado cualquier vector de caracter´ısticas x∗ ∈ X podemos
predecir el valor de la respuesta y∗ como f¯ (x∗).
No obstante, adema´s de obtener predicciones para los valores de respuesta,
tambie´n nos gustar´ıa proporcionar una estimacio´n del error que el modelo
ha cometido en sus estimaciones, es decir, predecir la incertidumbre. De esta
manera se puede construir un intervalo de confianza para las predicciones. Al
problema de prediccio´n de estas incertidumbres lo denominaremos problema
de estimacio´n de cuantiles.
2.1.2. El problema de estimacio´n de cuantiles
Con el objetivo de construir los intervalos de confianza mencionados en el
apartado 2.1.1, queremos ser capaces de estimar cuantiles de la distribucio´n
de la variable de respuesta. Para ello buscamos una funcio´n q¯α que aproxime
el α-cuantil a partir de las predicciones y∗.
Este objetivo es el mismo que aquel perseguido por la regresio´n de cuanti-
les[3] cuyo objetivo es estimar la mediana condicional (u otro cuantil) de la
variable de respuesta y a partir de los valores observados x, en contraposi-
cio´n a los algoritmos de regresio´n cla´sicos que se basan en buscar estimadores
para la media condicional.
No obstante, nuestro objetivo es realizar ambas tareas: en lugar de entre-
nar un modelo para estimar directamente un α-cuantil o la media, estamos
interesados en entrenar un modelo que realice predicciones de la media con-
dicional de la respuesta y que a la vez permita extraer predicciones para los
cuantiles.
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2.2. Regresio´n mediante Procesos Gaussianos (GPR)
2.2.1. Conceptos previos
En primer lugar, puede hallarse a continuacio´n un conjunto de definiciones de
conceptos probabil´ısticos que deben conocerse para entender la base teo´rica
de los procesos gaussianos as´ı como su aplicacio´n al problema de regresio´n.
Definicio´n 1 (Variable aleatoria) Sea Ω el espacio muestral asociado a un
experimento, una variable aleatoria real X es una funcio´n real definida en
Ω:
X : Ω −→ A ⊆ R (2.3)
donde A representa el conjunto de posibles valores que puede tomar X. Un
vector X = (X1, ..., Xn) formado por las variables aleatorias X1, ..., Xn se
denomina vector aleatorio.
En general, se diferencian dos tipos de variables aleatorias. Si los valores que
puede tomar X esta´n restringidos a un conjunto discreto (numerable), se de-
nomina variable discreta. Por el contrario, si el conjunto de valores posibles
de X es no numerable (por ejemplo, un intervalo de los nu´meros reales), se
dice que es continua.
Definicio´n 2 (Funcio´n de distribucio´n) Para cualquier x ∈ R, la funcio´n
de distribucio´n de una variable aleatoria X viene dada por:
FX (x) = P (X ≤ x) . (2.4)
Es decir, la probabilidad de que la variable aleatoria X sea menor o igual
que el valor x considerado.
Ana´logamente, para un vector aleatorio X, la funcio´n de distribucio´n con-
junta viene dada por:
FX (x) = FX (x1, ..., xn) = P (X1 ≤ x1, ..., Xn ≤ xn) . (2.5)
Definicio´n 3 (Funcio´n de densidad de probabilidad) La funcio´n de densi-
dad de probabilidad (o simplemente funcio´n de densidad) de una variable
aleatoria X continua es la derivada de su funcio´n de distribucio´n FX :
fX (x) =
dFX (x)
dx
(2.6)
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La funcio´n de densidad conjunta de un vector aleatorio X es:
fX (x) =
∂nFX (x1, ..., xn)
∂x1...∂xn
(2.7)
En general, las variables aleatorias se expresan a trave´s de su funcio´n de
densidad.
Otra funcio´n relacionada con la funcio´n de distribucio´n de una variable
aleatoria X en la que estamos interesados es la funcio´n cuantil, que se define
como sigue:
Definicio´n 4 (Funcio´n cuantil) Sean X una variable aleatoria con distri-
bucio´n FX y α ∈ (0, 1) ⊂ R. Definimos la siguiente funcio´n:
QX (α) = ı´nf
x∈R
{α ≤ FX (x)} (2.8)
Al valor qα = QX (α) lo llamamos el α-cuantil de FX .
Se trata de una definicio´n alternativa para la inversa de la funcio´n de dis-
tribucio´n F−1X , tambie´n denominada percent point function en la literatura
en ingle´s. La funcio´n cuantil dada una distribucio´n arbitraria no es fa´cil
de hallar, ya que en muchas ocasiones se desconoce una forma cerrada de
la misma. No obstante, las principales distribuciones cla´sicas permiten el
ca´lculo directo o aproximaciones muy precisas [4].
Seguidamente, se expone uno de los conceptos clave en el que se basan los
procesos gaussianos, la funcio´n de distribucio´n normal (o gaussiana) para
un vector aleatorio.
Definicio´n 5 (Distribucio´n normal multivariante) Se dice que un vector
aleatorio X sigue una distribucio´n normal multivariante si tiene la siguiente
funcio´n de densidad de probabilidad conjunta
fX (x) =
1
(2pi)n/2 |Σ|1/2
exp
(
−1
2
(x− µ)>Σ−1 (x− µ)
)
(2.9)
El vector µ representa la esperanza matema´tica (o media) de X y la matriz
Σ = AAT es la matriz de covarianza de las componentes Xi.
A continuacio´n, se presenta una propiedad muy importante que cumplen los
vectores aleatorios con distribucio´n normal multivariante.
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Definicio´n 6 (Propiedad de marginalizacio´n) Se trata de la siguiente pro-
piedad:
X1 = (x1, . . . , xn) ∼ N (µ1,Σ11) ,
X2 =
(
x′1, . . . , x
′
m
) ∼ N (µ2,Σ22)
si y so´lo si[
X1
X2
]
∼ N (µ,Σ) = N
([
µ1
µ2
]
,
[
Σ11 Σ12
Σ21 Σ22
])
.
Es decir, que dados dos vectores aleatorios X1 y X2 con distribucio´n nor-
mal, examinar el conjunto de variables formado por ambos sigue tambie´n
una distribucio´n normal que depende de los para´metros de las distribuciones
de los vectores y de la correlacio´n entre ambos (Σ12 y Σ21). Esto significa
que al examinar un conjunto de variables mayor no cambia la distribucio´n
del conjunto examinado hasta ese momento.
Finalmente, se presenta un teorema que es la base de la aplicacio´n de los
procesos gaussianos:
Teorema 1
Dados dos vectores aleatorios independientes a y b tal que[
a
b
]
∼ N
([
µa
µb
]
,
[
A C>
C B
])
se cumple
b|a ∼ N
(
µb + CA
−1(a− µa), B − CA−1C>
)
es decir,
E [b|a] = µb + CA−1 (a− µa) ,
V [b|a] = B − CA−1C>.
Este teorema se puede interpretar del siguiente modo: conociendo la distri-
bucio´n de un conjunto de variables aleatorias normales, uno puede dividirlo
en dos subconjuntos (a y b) y si uno sabe que´ valores toma uno de ellos (a),
se puede calcular la distribucio´n del otro (b) condicionada a esos valores ob-
servados. Como veremos ma´s adelante, al hablar de procesos gaussianos esto
se reduce a que el conjunto de patrones de entrenamiento son valores obser-
vados de a, y a partir de e´stos calculamos la distribucio´n de los patrones de
test, que ser´ıan b.
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2.2.2. Los procesos gaussianos
Con la introduccio´n de los conceptos ba´sicos de la seccio´n anterior, esta sec-
cio´n se centra en los aspectos teo´ricos de los procesos gaussianos, que son el
a´rea principal de estudio del presente trabajo. Los procesos gaussianos tie-
nen su base en estad´ıstica y aprendizaje automa´tico, y son considerados una
herramienta potente que se basa en un enfoque bayesiano frente al enfoque
cla´sico en el que se minimiza una funcio´n de pe´rdida. Adema´s, esta´n relacio-
nados con una variedad de modelos como Support Vector Machines(SVM),
modelos Spline y Relevance Vector Machines entre otros [5].
Se trata de un tipo particular de proceso estoca´stico ampliamente estudiado
en el campo de la estad´ıstica que no es ma´s que una generalizacio´n de la dis-
tribucio´n de probabilidad gaussiana. Mientras que la distribucio´n gaussiana
se refiere a una u´nica variable aleatoria, un proceso gaussiano esta´ asociado
a una coleccio´n de variables aleatorias y la distribucio´n de subconjuntos de
esta coleccio´n. La definicio´n es la siguiente:
Definicio´n 7 (Proceso Gaussiano) Un proceso gaussiano consiste en una
coleccio´n (potencialmente infinita) de variables aleatorias, cada una de las
cuales sigue una distribucio´n normal, para las que dado cualquier subconjun-
to finito de las mismas, e´ste sigue una distribucio´n normal multivariante.
Observar que por co´mo se definen, e´stos procesos cumplen la propiedad de
marginalizacio´n, previamente presentada en el apartado (2.2.1).
Un proceso gaussiano lo denotamos como
f (x) ∼ GP
(
m(x), k(x,x′)
)
. (2.10)
Esta notacio´n significa que para cada valor x ∈ Rn, consideramos la funcio´n
f (x) como una variable aleatoria, es decir, se define una distribucio´n sobre
el conjunto de funciones reales, siendo
m (x)
def
= E [f (x)] , (2.11)
la funcio´n de media y
k
(
x,x′
) def
= E
[
(f (x)−m (x)) (f (x′)−m (x′)) ] (2.12)
la funcio´n de covarianza.
Intuitivamente esto significa que el valor de f (x) se trata como una variable
aleatoria con media m (x)y con covarianza entre pares de variables aleatorias
cov
(
f (x) , f
(
x′
))
= k
(
x,x′
)
= k
(
x′,x
)
. (2.13)
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2.2.3. Notacio´n
En esta seccio´n presentamos una notacio´n que nos servira´ para explicar el
funcionamiento de GPR de una manera ma´s sencilla.
Dada una funcio´n de covarianza k (x,x′) y dos conjuntosX = (x1, . . . ,xN ) ∈
XN ,X ′ = (x′1, . . . ,x′N ) ∈ XM definimos la siguiente operacio´n
k
(
X,X ′
)
=

k (x1,x
′
1) k (x1,x
′
2) . . . k (x1,x
′
M )
k (x2,x
′
1) k (x2,x
′
2) . . . k (x2,x
′
M )
...
...
...
...
k (xN ,x
′
1) k (xN ,x
′
2) . . . k (xN ,x
′
M )
 (2.14)
Para un conjunto de entrenamiento D = (X,y) y un vector de caracter´ısti-
cas x∗ ∈ X del que queremos predecir la respuesta, introducimos la siguiente
notacio´n
K = k (X,X) (2.15)
k∗ = k (X,x∗) (2.16)
k∗∗ = k (x∗,x∗) (2.17)
y ana´logamente para un conjunto de test X∗ =
(
x1∗,x2∗, . . . ,xM∗
) ∈ XM ,
formado por varios vectores de caracter´ısticas, escribimos
K∗ = k (X,X∗) (2.18)
K∗∗ = k (X∗,X∗) (2.19)
2.2.4. Prediccio´n con Procesos Gaussianos
En esta seccio´n se explica co´mo los procesos gaussianos pueden utilizarse pa-
ra resolver un problema de regresio´n. Se trata de un modelo no parame´trico,
es decir, la fase de entrenamiento del modelo no consiste en la optimizacio´n
de una serie de para´metros, si no que se trata simplemente de la inversio´n
de una matriz (como veremos ma´s adelante). Antes de analizar ningu´n dato,
asumimos que la funcio´n subyacente f sigue un proceso gaussiano y que el
ruido es gaussiano e independiente ide´nticamente distribuido:
f ∼ GP
(
m (x) , k
(
x,x′
) )
; (2.20)
ε ∼ N (0, σ2) . (2.21)
De cara a simplificar la notacio´n suele asumirse que el proceso tiene media
cero [5], aunque no es necesario, obteniendo:
f (x) ∼ GP
(
0, k
(
x,x′
) )
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o expresado de otra forma:
f |X ∼ N (0,K) (2.22)
Visto desde el punto de vista bayesiano, estamos definiendo una distribucio´n
a priori sobre el espacio de funciones, la cual queda determinada u´nicamente
por la eleccio´n de la funcio´n de covarianza. Es decir, dependiendo de nuestra
eleccio´n de la funcio´n de covarianza, consideraremos que ciertas funciones
tienen una probabilidad ma´s alta de parecerse a la funcio´n subyacente que
otras.
Sin embargo, esta eleccio´n debe llevarse a cabo de acuerdo a las caracter´ısti-
cas de los datos considerados en la medida de lo posible. En la seccio´n 2.2.6
se estudian en ma´s detalle este tipo de funciones.
Como ya se ha comentado, representamos las variables de respuesta en fun-
cio´n de las caracter´ısticas y el posible ruido presente en los datos del siguiente
modo:
yi = f (xi) + εi, εi ∼ N
(
0, σ2
)
(2.23)
y debido a que asumimos que las variables aleatorias f y ε siguen una distri-
bucio´n normal, la variable de respuesta y seguira´ tambie´n una distribucio´n
normal. Puesto que las medias las distribuciones tanto de f como de ε son
0, la distribucio´n de y tendra´ tambie´n media 0.
As´ı pues, para conocer la distribucio´n exacta de las respuestas y basta dar-
se cuenta de que la covarianza entre dos muestras aleatorias de y puede
expresarse de la siguiente forma:
cov (yp, yq) = cov (f (xp) + εp, f (xq) + εq)
= cov (f (xp) + εp, f (xq)) + cov (f (xp) + εp, εq)
= cov (f (xp) , f (xq)) + cov (εp, f (xq)) + cov (f (xp) , εq) + cov (εp, εq)
= k (xp,xq) + σ
2δpq,
siendo δpq la funcio´n delta de Kronecker
δpq =
{
1 : p = q
0 : p 6= q (2.24)
Esto nos permite por tanto calcular la distribucio´n de las respuestas y de
los patrones de entrenamiento a partir de las caracter´ısticas x:
y ∼ N (0,Ky) donde Ky = K + σ2I. (2.25)
Este resultado es importante pues nos indica co´mo se distribuyen los valores
objetivo en el conjunto de entrenamiento.
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Ahora, dado un conjunto de vectores de caracter´ısticas X∗ nos gustar´ıa
ser capaces de calcular la distribucio´n de probabilidad de las variables de
respuesta de ese conjunto (en principio desconocidas). En otras palabras,
queremos hallar la distribucio´n de las y∗ que se corresponden con X∗.
Para ello, basta notar que puesto que y e y∗ son variables aleatorias que
siguen una distribucio´n gaussiana (por la hipo´tesis asumida de que el proceso
es gaussiano), deben cumplir la propiedad de marginalizacio´n. Es decir, esta
propiedad nos permite representar la distribucio´n conjunta de las variables
de respuesta: [
y
y∗
]
∼ N
(
0,
[
Ky K∗
K>∗ Ky∗
])
(2.26)
donde
Ky∗ = K∗∗ + σ
2I. (2.27)
Una vez hallada la forma de esta distribucio´n conjunta lo u´nico que nos
falta para obtener la distribucio´n de las respuestas y∗ es marginalizar con
respecto a las variables y.
Para ello, nos servimos del Teorema 1 que nos permite hallar la distribu-
cio´n de las y∗ a partir de los datos de entrenamiento D y los vectores de
caracter´ısticas X∗:
y∗|D,X∗ ∼ N
(
y¯∗, V (y¯∗)
)
. (2.28)
siendo
y¯∗
def
= K∗K−1y y. (2.29)
y
V (y¯∗) = Ky∗ −K>∗ K−1y K∗
= K∗∗ + σ2I −K>∗ K−1y K∗
(2.30)
Esto significa que hemos encontrado de forma cerrada (tenemos una fo´rmula)
la distribucio´n de las respuestas y∗ de los vectores de caracter´ısticas X∗
que queremos predecir. Esta distribucio´n se conoce como la distribucio´n
gaussiana a posteriori, y de acuerdo a [5], el valor y¯∗ es el mejor estimador
para la variable y∗. Por tanto, podemos llevar a cabo el proceso de prediccio´n
a trave´s de la media de esta distribucio´n (2.29) y obteniendo adema´s un valor
de incertidumbre en las predicciones dado por la ecuacio´n (2.30).
2.2.5. Estimacio´n de cuantiles con GPR
En el apartado anterior se presentaron las ecuaciones (2.29) y (2.30) que
determinan la distribucio´n gaussiana a posteriori. Puesto que se trata de
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una distribucio´n ampliamente conocida, es fa´cil obtener el valor de un cuan-
til de la misma mediante la funcio´n cuantil definida en (2.2.1). El propio
modelo nos proporciona una estimacio´n de la incertidumbre presente en las
predicciones. Esta facilidad a la hora de medir las incertidumbres de forma
casi inmediata fue un motivo importante para que el trabajo se centrara en
el estudio de este tipo de procesos.
2.2.6. Funciones de covarianza
En la seccio´n (2.2.2) se mostro´ la forma de aplicar los procesos gaussianos
al problema de regresio´n. Asumiendo una funcio´n de media cero para el
proceso, el foco del problema se centra en la eleccio´n de una funcio´n de
covarianza k (x, x′), tambie´n denominada a veces kernel.
La covarianza entre un par de variables aleatorias f (x) y f (x′) se calcula de
acuerdo a la ecuacio´n (2.12). Cuando se asume que el proceso tiene media
cero, la funcio´n de covarianza se traduce en:
k
(
x, x′
)
= E
[
f(x)f(x′)
]
(2.31)
Se trata una funcio´n de medida entre dos variables aleatorias conjuntamente
distribuidas que determina co´mo de relacionadas esta´n. Es decir, calcula la
correlacio´n entre las dos variables.
Una funcio´n de covarianza se dice estacionaria si depende de la diferencia
x−x′, es decir, si es invariante a traslaciones en el espacio de caracter´ısticas.
Si adema´s, la funcio´n de covarianza depende u´nicamente de |x− x′| (consi-
derando la distancia eucl´ıdea) se dice que es isotro´pica, esto es, invariante a
traslaciones y rotaciones.
En el aprendizaje con procesos gaussianos, la funcio´n de covarianza tiene un
papel protagonista, pues la precisio´n de las predicciones dependera´ en gran
medida del kernel seleccionado. Como apunta [5], la funcio´n seleccionada
debe cumplir ciertas propiedades: debe ser semi-definida positiva y sime´tri-
ca.
Algunas de las funciones de covarianza ma´s comunes se exponen a continua-
cio´n:
Funcio´n cuadra´tica exponencial:
Se trata, probablemente, de la funcio´n ma´s ampliamente utilizada a la
hora de elegir una funcio´n de covarianza:
kse
(
x, x′
)
= σ2fexp
(
−1
2
d∑
k=1
(xi,k − xj,k)2
l2k
)
(2.32)
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El para´metro σ2f expresa la variabilidad del proceso gaussiano mientras
que lk marca la correlacio´n en la k-e´sima dimensio´n del espacio de
caracter´ısticas. Se trata de una funcio´n estacionaria y anisotro´pica
(excepto si lk = l ∀ k, caso en el que es isotro´pica).
Funcio´n exponencial
kexp
(
x, x′
)
= σ2fexp
−
√√√√ d∑
k=1
(xi,k − xj,k)2
l2k
 (2.33)
La interpretacio´n de los para´metros es la misma que en la funcio´n
cuadra´tica exponencial.
Funcio´n lineal:
klin
(
x, x′
)
= x>i Σxj (2.34)
La matriz diagonal Σ = (σ1, ..., σD) contiene las varianzas a priori de
los coeficientes del modelo lineal.
Ya se ha hecho notar que la eleccio´n de la funcio´n de covarianza marca
notablemente el resultado que se obtiene al utilizar los procesos gaussianos
para regresio´n. Incluso una vez elegida una familia de funciones como las
previamente presentadas, debemos elegir un valor para los para´metros del
kernel. Este es un problema dif´ıcil, ya que el rango de valores posibles es
muy amplio y el modelo es bastante sensible a cambios en los para´metros.
Por este motivo, los para´metros de la funcio´n de covarianza se toman como
los hiperpara´mteros libres del modelo que deben ajustarse.
2.2.7. Ajuste de los hiperpara´metros
El conjunto de hiperpara´metros del modelo, representado mediante un vec-
tor θ, esta´ formado por los para´metros del kernel y el valor σ2 en 2.23
(la varianza a priori del error en los datos). Por ejemplo, para la funcio´n
cuadra´tica exponencial,
θ =
{
l, σ2f , σ
2
}
(2.35)
El modelo GPR analiza el conjunto de datos de entrenamiento y aplicando
te´cnicas de modelado bayesiano, infiere un valor para los mismos que pro-
porcione una buena capacidad de generalizacio´n. Para ello aplica el me´todo
de maximizacio´n de la verosimilitud marginal (marginal likelihood maximiza-
tion) tambie´n conocido en el contexto de los procesos gaussianos como MAP
estimate(estimador del ma´ximo a posteriori, o Maximum A Posteriori en
ingle´s).
De acuerdo al teorema de Bayes, podemos representar la probabilidad a
posteriori de los hiperpara´metros como:
P (θ|X,y) = P(y|X, θ)P(θ)
P(y|X) (2.36)
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P(y|X, θ) es la verosimilitud marginal que debe maximizarse y P(θ) es la
probabilidad a priori de los hiperpara´metros (la eleccio´n ma´s general es
considerar que todos los posibles valores tienen la misma probabilidad, es
decir, una distribucio´n uniforme a lo largo de todo el rango de posibles
valors).
La verosimilitud marginal puede calcularse a trave´s de la siguiente integral
[5]:
P (y|X, θ) =
∫
P (y|f,X, θ)P (f |X, θ) df (2.37)
Puesto que estamos en el marco de los procesos gaussianos, aplicando las
hipo´tesis asumidas en 2.2.4 (”todo”sigue una distribucio´n normal) llegamos a
la conclusio´n de que y ∼ N (0,Ky), y con esto podemos calcular el logaritmo
de la integral 2.37 anal´ıticamente, obteniendo:
logP (y|X, θ) = −1
2
y>Kyy − 1
2
log |Ky| − n
2
log2pi (2.38)
El primer te´rmino representa co´mo de bien se ajusta el modelo a los datos,
el segundo expresa la complejidad del modelo y el tercero es una constante
de normalizacio´n. As´ı pues, encontrar los para´metros θ que ma´ximizan esta
funcio´n es encontrar los para´metros que esta´n en mayor concordancia con
los datos observados.
En resumen, el problema de ajuste de los hiperpara´metros queda reducido
a la maximizacio´n de la funcio´n L(θ) = logP (y|X, θ) (o la minimizacio´n de
-L(θ)), que generalmente se resuelve aplicando un algoritmo de descenso por
gradiente.
2.2.8. Apuntes finales
En este cap´ıtulo, se ha explicado el funcionamiento de GPR en su forma
ma´s simple. No obstante, tal y como indican Williams y Rasmussen [5], una
serie de modificaciones se pueden an˜adir al modelo. Por ejemplo, no tie-
ne por que´ considerarse que el posible ruido en los datos es gaussiano, en
realidad, podemos asumir cualquier distribucio´n de probabilidad. No obs-
tante, de elegir ruido no gaussiano, ya no es aplicable el me´todo de ajuste
de los hiperpara´metros descrito en (2.2.7) y se deben adoptar te´cnicas ma´s
complejas para aproximacio´n de integrales (Grid Integration, Monte Carlo
Integration, o Central composite design son algunas de ellas).
Tambie´n podr´ıamos considerar que el proceso gaussiano no sigue una media
cero, sino que sigue una funcio´n de media determinada. O podr´ıamos defi-
nir distribuciones de probabilidad a priori sobre los posibles valores de los
hiperpara´metros. Esto nuevamente introduce complicaciones en la teor´ıa y
aplicacio´n de GPR.
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As´ı vemos que GPR se basa en una teor´ıa que tiene mucha flexibilidad de
modelado a trave´s de la funcio´n de covarianza, las distribuciones a priori,
etc. Esto es un arma de doble filo, ya que en la pra´ctica estos modelos pueden
resultar muy dif´ıciles de entrenar y configurar adecuadamente.
2.3. Regresio´n mediante AdaBoost (ABR)
El nombre del modelo de aprendizaje automa´tico AdaBoost, presentado ini-
cialmente por Freund y Schapire [6] en 1997, proviene del ingle´s Adaptive
Boosting, y es aplicable tanto a problemas de clasificacio´n como de regresio´n.
Ma´s tarde ese mismo an˜o, Drucker [7] modifico´ el algoritmo AdaBoost ori-
ginal para regresio´n AdaBoost.R, dando lugar al algoritmo AdaBoost.R2,
explicado ma´s en detalle en la seccio´n (2.3.2).
Como su nombre indica, se trata de un meta-algoritmo de aprendizaje ba-
sado en el Boosting. Esto quiere decir que, a partir de una serie de modelos
denominados weak learners (algoritmos de aprendizaje con mucho sesgo),
el algoritmo AdaBoost combina sus predicciones mediante una media pon-
derada, obteniendo as´ı la prediccio´n final. De esta manera, se consigue una
mejora en el rendimiento del modelo gracias a la reduccio´n del sesgo.
El te´rmino Adaptive se refiere a que el entrenamiento de los weak learners
es adaptativo, es decir, la forma de entrenar uno de e´stos modelos de´biles
depende del resultado de los entrenados previamente.
2.3.1. A´rboles de regresio´n CART
A la hora de elegir los denominados weak learners la comunidad del apren-
dizaje automa´tico se decanta por los a´rboles de decisio´n, debido a su buen
rendimiento [8]. Existen diferentes me´todos de aprendizaje automa´tico ba-
sados en a´rboles, como el algoritmo CART(Classification And Regression
Tree) [9] o el algoritmo C4.5 [10]. En esta seccio´n se da una breve expli-
cacio´n del funcionamiento del me´todo CART : una te´cnica no parame´trica
de aprendizaje basado en a´rboles, que proporciona a´rboles de clasificacio´n
o de regresio´n, dependiendo del tipo (catego´rico o nume´rico) de la variable
de respuesta.
Los a´rboles de regresio´n dividen el espacio de caracter´ısticas (X ) recursiva-
mente en regiones disjuntas a partir de un conjunto de reglas de particio´n.
Estas reglas son simplemente comparaciones entre una caracter´ıstica (una
dimensio´n de X) y un valor. El funcionamiento del algoritmo CART es el
siguiente:
En cada nodo del a´rbol, se selecciona la regla que proporciona la ”me-
jor”divisio´n binaria para diferenciar los patrones de entrenamiento con res-
pecto a esa caracter´ıstica. El criterio para decidir que´ regla proporciona una
mejor divisio´n se mide mediante la reduccio´n de alguna funcio´n de pe´rdida
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(generalmente la suma de los errores cuadra´ticos).
Una vez que una regla ha sido seleccionada y se ha dividido un nodo en
otros dos, se lleva a cabo el mismo proceso en cada nodo hijo.
Para decidir cua´ndo detener el proceso de divisio´n existen dos estrategias:
parar cuando unos criterios preestablecidos se satisfacen (pre-poda); o cons-
truir los a´rboles completos (cada nodo hoja contiene una observacio´n) y
aplicar despue´s un algoritmo de poda.
Observar que cada rama del a´rbol termina en un nodo hoja, que se corres-
ponde con una regio´n disjunta del espacio X. Por ello, cada observacio´n
cae dentro de una u´nica regio´n, y cada regio´n queda definida por un u´nico
conjunto de reglas.
De este modo, a la hora de realizar predicciones sobre un patro´n, se le apli-
can las reglas de divisio´n del a´rbol entrenado, identificando as´ı la regio´n a
la que e´ste pertenece, y se devuelve como prediccio´n la media de los valores
de respuesta de los patrones de entrenamiento que pertenecen a esa regio´n.
2.3.2. El algoritmo AdaBoost.R2
En la aplicacio´n del algoritmo AdaBoost.R2 [7] se utilizan como weak lear-
ners los a´rboles de regresio´n descritos en (2.3.1).
Durante el entrenamiento, e´stos se entrenan de manera secuencial. El primer
a´rbol se entrena seleccionando N muestras aleatorias con reemplazamiento
del conjunto de observaciones D = {(xi, yi)}Ni=1 y considerando todas equi-
probables. Despue´s, se evalu´an todos los patrones en D, y segu´n el error de
prediccio´n cometido en cada patro´n se ajusta la probabilidad de seleccionar-
lo para el entrenamiento del siguiente a´rbol, de modo que sea ma´s probable
escoger los patrones con mayor error, es decir, ma´s dif´ıciles de predecir. As´ı,
conforme ma´s a´rboles construimos, ma´s dif´ıciles son los conjuntos de entre-
namiento. Adema´s, los distintos a´rboles se especializan en distintas partes
del espacio de caracter´ısticas, ya que los conjuntos con los que se entrenan
son diferentes.
Una vez se han entrenado todos los a´rboles, se combinan mediante la me-
diana ponderada, teniendo en cuenta que aquellos que este´n ma´s seguros de
sus predicciones tendra´n ma´s importancia.
2.3.3. Estimacio´n de cuantiles con ABR
Como ya se ha descrito previamente, el algoritmo AdaBoost.R2 predice di-
rectamente la mediana de la distribucio´n de la variable de respuesta. Para
ello, calcula la mediana ponderada de las predicciones de los weak learners.
As´ı, una forma muy simple de estimar un α-cuantil con este modelo es obte-
ner el correspondiente α-cuantil ponderado de las predicciones de los a´rboles.
E´sta es, precisamente, la aproximacio´n que se sigue en este trabajo a la hora
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de estimar los cuantiles de la distribucio´n de la variable de respuesta con el
modelo ABR.
2.4. Regresio´n mediante SVM (SVR)
Las ma´quinas de vectores de soporte o Support Vector Machines (SVM) son
modelos parame´tricos de aprendizaje supervisado utilizados para ana´lisis de
regresio´n y clasificacio´n. La teor´ıa fue inicialmente desarrollada para proble-
mas de clasificacio´n por Vapnik y su equipo de trabajo en los laboratorios de
AT&T [11] [12], y ha sido ampliamente difundida en el campo del aprendi-
zaje automa´tico gracias a Scho¨lkopf y Smola [13]. Una versio´n de SVM para
regresio´n, conocida como Support Vector Regression (SVR), fue propuesta
poco despue´s [14].
2.4.1. Support Vector Machines
La motivacio´n detra´s de la aparicio´n de este modelo es resolver el problema
de clasificacio´n. Supongamos que tenemos un conjunto de patrones, cada
uno perteneciente a una de dos clases, siendo el objetivo decidir a que´ clase
pertenece un nuevo patro´n. El modelo interpreta los patrones como un vector
n-dimensional en el espacio de caracter´ısticas, y queremos saber si podemos
separar todos los puntos (patrones) con un hiperplano (n-1)-dimensional, y
en tal caso encontrar el mejor. Esto se conoce como un clasificador lineal.
Pueden existir muchos de estos hiperplanos, pero una eleccio´n razonable es
aquel que proporciona un margen mayor entre las dos clases. As´ı se elige el
hiperplano cuya distancia al punto ma´s cercano de cada clase se maximiza,
que en general proporciona el error de generalizacio´n menor.
Aunque el problema original se centra en un espacio de dimensio´n finita,
ocurre a menudo que las clases no son separables linealmente en el espacio
original por lo que se propuso transformarlo a trave´s de una funcio´n Φ en
uno de dimensio´n mucho ma´s alta, con el objetivo de hacer la separacio´n
ma´s fa´cil. Las transformaciones usadas en SVM se disen˜an de modo que
el producto escalar sea fa´cilmente computable a partir de las variables del
espacio original. Para ello, se definen con respecto a una funcio´n kernel :
k
(
x, x′
)
= Φ (x) · Φ (x′) (2.39)
La bu´squeda de este hiperplano puede reescribirse como un problema de op-
timizacio´n, el cual puede modificarse para resolver el problema de regresio´n,
obteniendo as´ı el modelo SVR.
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2.4.2. Estimacio´n de cuantiles con SVR
Puesto que SVR no es un algoritmo que proporcione un nivel de incerti-
dumbre de sus predicciones y no esta´ pensado para conseguir estimaciones
de los cuantiles, se disen˜o´ el me´todo explicado a continuacio´n para abordar
este problema.
Inicialmente, se divide el conjunto de entrenamiento D = (xi, yi)
N
i=1 en dos
conjuntos disjuntos
D1 = (xi, yi) ∀ i ∈
(
1, . . . ,
N
2
)
y (2.40)
D2 = (xi, yi) ∀ i ∈
(
N
2
+ 1, . . . , N
)
, (2.41)
de manera que la mitad de los patrones quedan en D1 y la otra mitad en
D2. A continuacio´n, se entrena el modelo tomando como conjunto de en-
trenamiento D1, y se aplica al conjunto D2, obteniendo as´ı las predicciones
y¯N
2
+1, ..., y¯N .
Ahora, para cada una de e´stas predicciones se calcula su error ei = y¯i − yi,
obteniendo el conjunto de errores E = {eN
2
+1, ..., eN} que es guardado junto
con el modelo.
Dado un conjunto de test D∗ = {(xi∗, yi∗)}Mi=1 se obtienen las predicciones
del modelo y1∗, ..., yM∗ y se extrae el α-cuantil muestral Eα del conjunto de
errores E, para finalmente devolver como estimacio´n del cuantil en el punto
xi∗ el valor q¯iα = yi∗+Eα. Es decir, a cada prediccio´n del modelo se le suma el
α-cuantil muestral de los errores obtenidos en las predicciones del conjunto
de validacio´n D2.
Observar que un inconveniente de e´ste me´todo es que la banda de confianza
generada al estimar un cuantil es constante, es decir, se esta´ considerando
que la incertidumbre en las predicciones es siempre la misma, lo cual no es
necesariamente cierto.
3 Experimentos con datos artificiales
Este cap´ıtulo contiene la informacio´n referente a los resultados experimen-
tales con datos artificiales obtenidos por los modelos presentados en 2.
En primer lugar, se describen en la seccio´n 3.1 una serie de tecnolog´ıas utili-
zadas para la realizacio´n de los experimentos y el ana´lisis de los resultados.
Seguidamente en el apartado 3.2 se describe el proceso seguido para generar
los conjuntos de datos artificiales.
En el punto 3.3 se definen una serie de me´tricas que nos servira´n para com-
parar los modelos, y las secciones 3.4, 3.5 y 3.6 presentan los resultados de
los experimentos, para finalmente presentar una serie de conclusiones en el
apartado 3.7.
3.1. Tecnolog´ıas utilizadas
Las tareas de programacio´n necesarias para llevar a cabo los experimentos se
han dividido en una serie de scripts, la mayor´ıa de ellos escritos en Python,
aunque tambie´n ha sido necesario implementar co´digo en otros lenguajes
como Octave, AWK o BASH.
Ma´s en concreto, las tareas de generacio´n de datos artificiales, ca´lculo de
me´tricas, recoleccio´n de los resultados de los experimentos, entrenamiento
de los modelos ABR y SVR, y visualizacio´n de los datos se han implementado
en Python. Por contra, el entrenamiento de modelos GPR se ha realizado en
Octave. El tratamiento de ficheros de texto se ha hecho mediante AWK, y
mediante bash scripting se ha automatizado la ejecucio´n de los experimentos.
3.2. Construccio´n del conjunto de datos artifical
Con el objetivo de obtener comparativas entre las predicciones de los dife-
rentes modelos en un contexto donde la distribucio´n del ruido es conocida,
se obtienen muestras de un proceso aleatorio con varianza homoceda´stica
(independiente de la entrada). El proceso se define de la siguiente manera:
y = f(x) + ε, x ∈ R (3.1)
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donde
f(x) = wx, w ∈ R (3.2)
y
ε ∼ N (0, σ2) . (3.3)
A continuacio´n describimos el proceso mediante el cua´l se han generado
artificialmente las observaciones y = {yi}N1 :
1. Se generan muestras aleatorias xi ∼ U (xmin, xmax).
En concreto se elige xmin = 0, xmax = 100, pero obse´rvese que la
eleccio´n de la longitud y posicio´n de este intervalo no es relevante en
los experimentos, ya que al definir f como una funcio´n lineal, “moverse”
y “acercarse” no modifican el problema.
2. Se elige aleatoriamente el coeficiente w ∼ U (wmin, wmax).
Los valores seleccionados fueron wmin = 0, wmax = 1.
3. De cara a mantener un nivel de ruido controlado se selecciona σ me-
diante la fo´rmula:
σ =
(
%ruido · (xmax − xmin) ·
√
2piw
)−1
=
1
5 · √2piw '
0,08
w
(3.4)
La funcio´n de densidad de probabilidad de la variable aleatoria ε es
f(x) =
1
σ
√
2pi
exp
(
− x
2
2σ2
)
(3.5)
que para σ 6= 0, alcanza en x = 0 su ma´ximo: 1
σ
√
2pi
.
Por ello, eligiendo σ segu´n la ecuacio´n 3.4 con %ruido = 5 %, el valor
ma´ximo para ε queda acotado por %ruido · (xmax− xmin) ·w = 0,05 ·
100 · w = 5w.
4. Lo siguiente es generar el ruido, tomando las muestras aleatorias εi ∼
N (0, σ2).
5. Finalmente se obtienen las observaciones artificiales con ruido yi =
wx+ εi.
Para los experimentos descritos en los siguientes apartados los valores obte-
nidos para w y σ fueron respectivamente 0,825 y 0,097, y se generaron un
total de 5 · 104 muestras para entrenamiento y 5 · 104 muestras para test. El
algoritmo de generacio´n de estas observaciones artificiales se implemento´ en
Python.
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3.3. Calidad de las predicciones
Con el propo´sito de poder comparar los resultados obtenidos por los dife-
rentes modelos es necesario definir una serie de funciones de error que nos
indiquen con que´ precisio´n se ajusta el modelo entrenado a los datos de test.
En el problema propuesto, debemos diferenciar entre dos tipos de funciones
de error o me´tricas: aquellas que miden el error en las predicciones y aquellas
que miden el error en las estimaciones de los cuantiles.
3.3.1. Error en las predicciones de la variable de respuesta
Utilizaremos como me´trica de la calidad en las predicciones el Error Cuadra´ti-
co Medio (ECM) que es una de las ma´s difundidas en el campo del apren-
dizaje automa´tico.
Definicio´n 8 Sean y = (y1, ..., yn) un vector de valores reales, yˆ = (yˆ1, ..., yˆn)
un vector de predicciones , se define el ECM entre ambos como
ECM(y, yˆ) =
1
n
n∑
i=1
(yi − yˆi)2 (3.6)
En el caso de una prediccio´n perfecta, este error es cero (el valor mı´nimo
posible), mientras que por contra no hay una cota superior del valor que
puede alcanzar este error.
3.3.2. Error en la estimacio´n de los cuantiles
Puesto que no estamos u´nicamente interesados en las predicciones, sino tam-
bie´n en dar bandas de confianza para las mismas, hemos de ser capaces de
medir tambie´n la calidad de e´stas. Con este fin, y dados y = (y1, ..., yn) un
vector de valores reales, α ∈ [0, 1] y qˆ = (qˆ1, ..., qˆn) un vector de estimaciones
del α-cuantil, se definen las siguientes me´tricas:
Ratio de Observaciones Fuera del Intervalo de Confianza(ROFIC):
Se trata de una de las me´tricas ma´s ba´sicas que podemos utilizar. Con-
siste en un ratio calculado a partir del porcentaje de observaciones, o
valores de respuesta reales, que quedan fuera del cuantil estimado.
Definicio´n 9 (Ratio de Observaciones Fuera del Intervalo de Con-
fianza)
Se define el error ROFIC como:
ROFIC(y, qˆ, α) =
∣∣∣∣#{i : yi > qˆi}n − (1− α)
∣∣∣∣ (3.7)
CAPI´TULO 3. EXPERIMENTOS CON DATOS ARTIFICIALES 24
Un modo simple de interpretar este error es el siguiente: la expresio´n
de la izquierda en la resta, multiplicada por 100, representa el porcen-
taje de observaciones que no se encuentran dentro de las bandas de
confianza estimadas. Y la expresio´n de la derecha, multiplicada por
100, es el porcentaje de observaciones que se espera estimar mal con
una confianza del 100α%. El valor o´ptimo de esta me´trica es 0 y se
alcanza cuando el porcentaje de puntos dentro de la banda de confian-
za es el esperado. Adema´s, esta me´trica esta´ normalizada, de manera
que esta´ acotada superiormente por 1.
Error directo en la estimacio´n del cuantil(EDEC):
Si conocemos la distribucio´n FX de los errores de antemano podemos
definir la siguiente funcio´n de error:
Definicio´n 10 (Error directo en la estimacio´n del cuantil)
Se define el error EDEC como:
EDEC(y, qˆ, α) =
∣∣( 1
n
∑n
i=1(qˆi − yi)
)−QX(α)∣∣
QX(α)
(3.8)
donde QX es la funcio´n cuantil definida en 4.
Observar que, como en la me´trica ROFIC, un modelo que estimase
el cuantil de manera o´ptima obtendr´ıa un error de 0 con la me´trica
EDEC.
Como ya se ha descrito en la seccio´n 3.2, en el conjunto de datos ge-
nerado artificialmente los errores ε se distribuyen normalmente, por lo
que el valor de los cuantiles reales puede ser aproximado, por ejemplo,
en el lenguaje Python mediante el me´todo ppf de la clase norm acce-
sible desde el paquete scipy.stats.
Error de Pinball Medio(EPM):
Definicio´n 11 (Funcio´n de Pinball)
Definimos la funcio´n de pe´rdida de Pinball como:
LP (y, q, α) =
{
α(y − q) : y ≥ q
(α− 1)(y − q) : y < q
(3.9)
Se trata de una funcio´n que ya se ha utilizado extensamente en la
literatura del aprendizaje automa´tico para la estimacio´n de cuantiles
[3] [15] y la comparacio´n de modelos [16].
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Definicio´n 12 (Error de Pinball Medio)
A partir de la funcio´n de Pinball definimos el EPM como
EPM(y, qˆ, α) =
1
n
n∑
i=1
LP (yi, qˆi, α) (3.10)
Al igual que en las me´tricas EDEC y ROFIC, el valor mı´nimo que se
puede obtener para el valor del EPM es 0.
3.4. Resultados del modelo GPR
El funcionamiento del modelo GPR ha sido descrito en la seccio´n 2.2. Pues-
to que se trata de una herramienta bastante extendida en los campos de
estad´ıstica y aprendizaje automa´tico, no ha sido necesaria su implementa-
cio´n, ya que existen una multitud de librer´ıas de co´digo libre que contienen
los algoritmos necesarios para su aplicacio´n. En [17] puede encontrarse una
comparativa de las caracter´ısticas que presentan tres de e´stas librer´ıas (GPs-
tuff, GPML y FBM ).
Para realizar los experimentos se considero´ en primera instancia la utili-
zacio´n del mo´dulo de procesos gaussianos que implementa la librer´ıa scikit-
learn para el lenguaje de programacio´n Python. No obstante, la eleccio´n final
fue la implementacio´n de co´digo libre GPstuff [17], una versa´til coleccio´n
de herramientas computacionales para procesos gaussianos compatible con
Matlab y Octave. El motivo de esta decisio´n se debe a la enorme flexibilidad
y variedad que presenta la librer´ıa Gpstuff frente a sus competidores, ya
que contiene una gran variedad de funciones de covarianza, la posibilidad
de modelar el ruido con distribuciones no gaussianas y otra serie de carac-
ter´ısticas muy avanzadas.
As´ı pues, como primera toma de contacto con el co´digo de GPstuff, se desa-
rrollo´ un programa en Octave que realizara la inferencia sobre el conjunto
de datos artificiales. Con este fin se eligio´ el modelo GPR ma´s simple, es
decir, con funcio´n de covarianza lineal (2.2.6) y se entreno´ llevando a cabo
una optimizacio´n de los hiperpara´metros mediante la estimacio´n del MAP
maximizando la funcio´n de verosimilitud marginal tal y como se describe
en (2.2.7), que en Gpstuff se realiza aplicando el me´todo de descenso por
gradiente scaled conjugate gradient.
En concreto se entrenaron un total de 43 modelos GPR cada uno con un
nu´mero mayor de patrones de entrenamiento que el anterior (taman˜os es-
cogidos de acuerdo a una escala logar´ıtmica en base e), hasta alcanzar el
l´ımite (debido a la capacidad de indexacio´n) permitido por Octave de 6641
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patrones de entrenamiento.
Para cada uno de estos modelos optimizados se realizaron predicciones con
un conjunto de test formado por 50000 patrones.
A modo de comprobacio´n de la calidad de las predicciones, se utilizo´ el
modelo entrenado con el conjunto de entrenamiento ma´s grande para cal-
cular los errores (o residuos) de las predicciones. Puesto que los datos se
generaron artificialmente, si el modelo ha sido capaz de inferir la funcio´n
subyacente sabemos que estos residuos deben seguir una distribucio´n nor-
mal. Una herramienta que nos permite comparar la distribucio´n de estos
residuos frente a una distribucio´n teo´rica son las gra´ficas QQ, que en Pyt-
hon se consigue con el me´todo qqplot de la API del mo´dulo statsmodel. En la
Figura 3.1 encontramos la gra´fica QQ obtenida por GPR, que nos muestra
que la distribucio´n de los errores de las predicciones y la distribucio´n son
pra´cticamente ide´nticas.
Figura 3.1: Gra´fica Q-Q de los residuos de un modelo GPR entrenado con
6641 patrones de entrenamiento.
Adema´s, a partir de los resultados obtenidos, se utilizaron una serie de scripts
en Python para medir las me´tricas de error (definidas previamente en este
cap´ıtulo) en cada uno de los modelos. Con estos valores se generaron una
serie de gra´ficas que se presentan a continuacio´n.
En la figura 3.2 encontramos la curva de aprendizaje del modelo GPR, es
decir, la evolucio´n del error ECM respecto al taman˜o del conjunto de entre-
namiento. Como puede observarse, el modelo alcanza ra´pidamente el mı´nimo
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y se estabiliza para un nu´mero relativamente pequen˜o de patrones.
102 103
Patrones de entrenamiento
2.7×100
2.72×100
2.74×100
2.76×100
2.78×100
E
C
M
Max = 2.7794
Min = 2.7012
Figura 3.2: GPR - Curva de aprendizaje.
Tambie´n se han obtenido los valores (para distintos taman˜os del conjunto
de entrenamiento) de las me´tricas de error para el cuantil 95 % (ejemplos de
otros cuantiles pueden encontrarse en el Anexo A) tal y como se muestra en
la Figura 3.3.
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(a) ROFIC
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Max = 0.0748
Min = 0.0008
(b) EDEC
102 103
1.71×10−1
1.71×10−1
1.72×10−1
1.72×10−1
1.72×10−1
Max = 0.1723
Min = 0.1710
(c) EPM
Figura 3.3: GPR - Medidas de error frente al taman˜o del conjunto de entre-
namiento en la estimacio´n del 95-cuantil.
Notar que el comportamiento de la me´trica EPM es parecido al previamente
visto en la curva de aprendizaje, el modelo ra´pidamente se estabiliza. Sin
embargo, las otras dos me´tricas no parecen presentar ninguna tendencia.
3.5. Resultados del modelo ABR
Para realizar los experimentos la implementacio´n de ABR elegida ha sido
la que proporciona la librer´ıa scikit-learn escrita en Python. Este modelo
presenta una serie de para´metros (nu´mero de a´rboles, tasa de aprendizaje,
etc.) que deben fijarse, adema´s de los para´metros de los a´rboles de regresio´n
(profundidad ma´xima, nu´mero mı´nimo de patrones por hoja, etc.). Para
ajustar los mismos, se hizo un muestreo aleatorio de 100 combinaciones
dentro de un rango de valores considerados y se eligio´ aquel modelo que
presentaba mejor rendimiento en un conjunto de validacio´n.
Se realizaron las mismas pruebas que las llevadas a cabo con GPR descritas
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en (3.4), con los mismos conjuntos de entrenamiento y test y los resultados
obtenidos se presentan a continuacio´n.
En la Figura3.4 encontramos la gra´fica QQ de los residuos de las predicciones
de este modelo, que no se ajustan tan bien a los valores teo´ricos como en el
caso del modelo GPR.
Figura 3.4: Gra´fica Q-Q de los residuos de un modelo ABR entrenado con
6641 patrones de entrenamiento.
Cabe destacar que este modelo, al estar implementado en Python, no su-
fre de las limitaciones de memoria presentes en Octave, por lo que se pudo
entrenar modelos con conjuntos de entrenamiento ma´s grandes (hasta un
ma´ximo de 15000 patrones de entrenamiento). Esto se refleja en las gra´ficas
que se muestran a continuacio´n donde podemos observar una linea morada
vertical que marca el l´ımite del taman˜o del conjunto de entrenamiento (6641
patrones) alcanzado por GPR.
En la Figura 3.5 observamos que el modelo ABR, para obtener resulta-
dos de prediccio´n similares a los obtenidos por GPR (ECM ' 2,8), necesita
conjuntos de entrenamiento mucho ma´s grandes, lo cual puede ser un incon-
veniente muy importante al tratar con datos extra´ıdos de problemas reales.
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Figura 3.5: ABR - Curva de aprendizaje.
En la Figura 3.6 se muestran los valores de las me´tricas utilizadas para medir
la calidad de la estimacio´n del cuantil 95 % frente al taman˜o del conjunto
de entrenamiento. Se observa un dato curioso: antes de llegar a la l´ınea
vertical que representa un conjunto de entrenamiento de 6641 patrones, el
modelo empieza a sobreajustar las estimaciones de los cuantiles, ya que para
los cuantiles seleccionados, las tres me´tricas alcanzan su mı´nimo y despue´s
aumentan en el mismo punto.
Para intentar paliar este comportamiento ser´ıa necesario un esfuerzo adicio-
nal para imponer una mayor regularizacio´n sobre los a´rboles, o aplicar otra
medida para controlar el sobreajuste. Sin embargo no nos encargaremos en
este trabajo de realizar esta labor, ya que queda fuera de los l´ımites del
mismo. En cualquier caso es destacable que a pesar de que para el modelo
GPR no se ha realizado ningu´n esfuerzo en esta l´ınea, no se han observado
problemas de sobreajuste.
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Figura 3.6: ABR - Medidas de error frente al taman˜o del conjunto de entre-
namiento en la estimacio´n del 95-cuantil.
3.6. Resultados del modelo SVR
Para este modelo se ha elegido al igual que con el modelo ABR, la implemen-
tacio´n de la librer´ıa scikit-learn. En concreto, se trata del modelo -Support
Vector Regression que esta´ basado en el modelo LIBSVM. Los para´metros
libres que deben ajustarse son C y , que controlan el sobreajuste del mo-
delo. Al igual que para el modelo ABR, para ajustar los para´metros se hizo
un muestreo aleatorio de 100 combinaciones y se eligio´ el mejor modelo
mediante un conjunto de validacio´n.
La gra´fica QQ obtenida con este modelo se muestra en la Figura 3.7 y como
podemos observar tampoco llega a ajustarse tan bien como la del modelo
GPR.
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Figura 3.7: Gra´fica Q-Q de los residuos de un modelo SVR entrenado con
6641 patrones de entrenamiento.
Del mismo modo que para los modelos anteriores, se presenta en la Figura 3.8
la curva de aprendizaje del modelo SVR. En esta ocasio´n observamos que
para conjuntos de entrenamiento pequen˜os el modelo mejora lentamente.
Llegado un punto, el modelo mejora de manera muy ra´pida hasta que a
partir de los 1000 patrones de entrenamiento aproximadamente, el modelo
converge a su capacidad ma´xima de generalizacio´n.
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Figura 3.8: SVR - Curva de aprendizaje.
Tambie´n se presenta, como se hizo para GPR(3.4) y ABR(3.5), en la Figura
3.9 la evolucio´n de las me´tricas para la calidad de la estimacio´n del cuantil
95 % con respecto al taman˜o del conjunto de entrenamiento.
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Figura 3.9: SVR - Medidas de error frente al taman˜o del conjunto de entre-
namiento en la estimacio´n del 95-cuantil.
Observamos que las tres me´tricas muestran una tendencia descendente, es
decir, el modelo gana capacidad de prediccio´n conforme ma´s datos de entre-
namiento se le proporcionan. No obstante, esta mejora es lenta.
3.7. Conclusiones extra´ıdas de los experimentos
A la vista de los resultados, se puede determinar que los tres modelos pre-
sentan un rendimiento muy parecido en lo que respecta a la prediccio´n de la
respuesta, aunque el de GPR es algo mejor (ECM ' 2,7 para GPR y ' 2,8
para los otros dos). No obstante, cabe destacar que mientras que ABR y
SVR tienen una curva de aprendizaje que mejora lentamente, GPR es ca-
paz de obtener mejores resultados empleando un nu´mero mucho menor de
patrones de entrenamiento.
En cuanto a la estimacio´n de cuantiles, el mejor rendimiento de los tres mo-
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delos lo proporciona GPR, seguido de cerca por SVR, mientras que ABR
encuentra mayores dificultades al estimar la incertidumbre en sus prediccio-
nes, probablemente debido a que infravalora las estimaciones de los cuantiles,
situacio´n que las me´tricas ROFIC y EPM penalizan mucho ma´s que si se
sobrevaloran.
Con estas consideraciones, parece que el modelo GPR es extremadamente
eficaz prediciendo la distribucio´n de la variable de respuesta. Esto puede
deberse a que los datos artificiales cumplen las hipo´tesis (descritas en 2.2.4)
en las que se basa este modelo y a la eleccio´n adecuada de la funcio´n de
covarianza (lineal) para modelar la variable de respuesta (que es una funcio´n
lineal de las entradas). Debido a sus caracter´ısticas particulares, GPR es
capaz de aprovechar esta informacio´n a priori sobre los datos, cosa que no
pueden hacer ABR ni SVR. Con esto GPR parece demostrar las propiedades
teo´ricas que posee: proporcionando informacio´n a priori, el modelo tiene
mucho potencial.
No obstante, lo ma´s normal es no tener ninguna (o muy poca) informacio´n a
priori sobre los datos, por lo que no se puede determinar que´ modelo es ma´s
adecuado para la resolucio´n del problema de prediccio´n de la distribucio´n
de la demanda hasta realizar experimentos con datos reales.

4 Experimentos con datos de sucursales
bancarias
En este cap´ıtulo se presentan los resultados obtenidos por los modelos de
regresio´n en los experimentos con datos de un problema real.
En primer lugar, se describe en la seccio´n 4.1 la estructura de los conjuntos
de datos utilizados en los experimentos. Seguidamente, en el punto 4.2 se
enumeran las distintas me´tricas que nos servira´n para comparar los modelos,
y en las secciones 4.3, 4.4 y 4.5 se explica el proceso seguido para entrenar
los modelos y se muestran algunas gra´ficas de ejemplo. Finalmente, los re-
sultados obtenidos se comparan en el apartado 4.6.
4.1. Descripcio´n de los conjuntos de datos
Los datos utilizados para realizar los experimentos descritos en este cap´ıtu-
lo son datos recogidos de sucursales bancarias reales para las que se quiere
predecir la distribucio´n de la demanda diaria de dinero en efectivo por parte
de sus clientes.
En concreto, se consideran un total de 46 sucursales para cada una de las
cua´les se tiene un conjunto de datos diferente.
En cada uno se recogen, aproximadamente, un total de 1073 patrones (excep-
to dos sucursales que presentan 1048) formados por 186 variables predictoras
(caracter´ısticas) y la demanda (variable de respuesta).
Los conjuntos con 1073 patrones se han dividido en un conjunto de entrena-
miento con 750 patrones (∼ 70 %) y otro de test con 322 patrones (∼ 30 %).
En la divisio´n de los conjuntos con 1048 patrones se ha mantenido esta pro-
porcio´n, obteniendo un conjunto de entrenamiento con 733 patrones y otro
de test con 315 patrones.
Esta divisio´n se ha hecho preservando el orden temporal de los patrones, ya
que al tratarse de un problema de series temporales, es importante entrenar
con los patrones ma´s antiguos y realizar las pruebas con los ma´s recientes.
A cada par entrenamiento-test se le ha aplicado un proceso de normaliza-
cio´n de las caracter´ısticas de modo que tengan media 0 y desviacio´n t´ıpica
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1. Adema´s, la variable de respuesta ha sido estandarizada de modo que se
encuentre acotada entre 0 y 1.
En la Figura 4.1 pueden verse ejemplos de series temporales de las demandas
a lo largo del tiempo en dos de estas sucursales, una muy dif´ıcil de predecir
(sucursal 34) y otra relativamente fa´cil de predecir (sucursal 44). En las
diferentes secciones de este cap´ıtulo se muestran gra´ficas de los resultados
obtenidos por los modelos en estas mismas sucursales.
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Figura 4.1: Demanda respecto al tiempo en sucursales reales.
4.2. Calidad de las predicciones
En la seccio´n 3.3.1 se presento´ la me´trica ECM para el error de las prediccio-
nes. Sin embargo, en los experimentos con datos de sucursales, utilizaremos
una funcio´n de error distinta para medir la calidad de las predicciones de
la variable de respuesta. Se trata de la funcio´n de Error Absoluto Medio
(EAM).
Definicio´n 13 (Error Absoluto Medio)
Sean y = (y1, ..., yn) un vector de valores reales, yˆ = (yˆ1, ..., yˆn) un vector
de predicciones , se define el EAM entre ambos como
EAM(y, yˆ) =
1
n
n∑
i=1
|yi − yˆi| (4.1)
En el caso de una prediccio´n perfecta, este error es cero (el valor mı´nimo
posible), mientras que por contra no hay una cota superior del valor que
puede alcanzar este error.
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Este cambio en la me´trica utilizada se debe a que hemos considerado que
una funcio´n de error lineal representa mejor que una funcio´n cuadra´tica la
situacio´n que se da en las sucursales bancarias, dado que la magnitud en los
errores de planificacio´n se relaciona linealmente con los costes de operacio´n
que suponen.
Adema´s de esta funcio´n de error, en los experimentos descritos en este
cap´ıtulo se ha tenido en cuenta otro baremo para comparar los modelos.
Se trata del coeficiente R2, tambie´n conocido como coeficiente de determi-
nacio´n.
Definicio´n 14 (Coeficiente de determinacio´n)
Dado el conjunto de valores objetivo y1, ..., yn y un conjunto asociado de
predicciones yˆ1, ..., yˆn, y denotando como y¯ a la media emp´ırica de los valores
yi, el coeficiente R
2 se define del siguiente modo:
R2 = 1− SSres
SStot
(4.2)
donde
SStot =
∑
i
(yi − y¯)2, (4.3)
SSres =
∑
i
(yi − yˆi)2. (4.4)
El objetivo de este coeficiente es medir la capacidad de generalizacio´n del
modelo, de manera que el ma´ximo (y mejor) valor posible es 1. Una ca-
racter´ıstica importante es que este coeficiente puede ser negativo, lo que
indicar´ıa que el modelo tiene menor capacidad predictora que un modelo
que estime siempre mediante la media emp´ırica.
Respecto a la estimacio´n de los cuantiles, se han medido las me´tricas ROFIC
y EPM definidas en 3.3.2. La me´trica EDEC, sin embargo, no es aplicable
a estos experimentos ya que la distribucio´n real de las demandas es desco-
nocida.
Todas las me´tricas mencionadas en esta seccio´n han sido calculadas para las
predicciones obtenidas mediante una serie de scripts en Python.
4.3. Experimentos con GPR
Al igual que con los experimentos sobre datos artificiales, se utilizo´ la li-
brer´ıa GPstuff para realizar las pruebas con datos de sucursales. Esta vez,
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se eligio´ como funcio´n de covarianza la funcio´n cuadra´tica exponencial, que
es la eleccio´n ma´s comu´n cuando no se tiene informacio´n a priori sobre las
propiedades de la funcio´n subyacente. Adema´s, el modelo SVR utiliza este
mismo kernel (bajo el nombre de kernel RBF ) por lo que se considera que
as´ı los modelos esta´n en mayor igualdad de condiciones frente al problema.
Se ha elegido la forma anisotro´pica de e´sta funcio´n, ya que proporciona ma-
yor potencia al modelo.
Durante las pruebas se vio´ que al realizar el ajuste de los hiperpara´metros
mediante la maximizacio´n de la log-verosimilitud, la calidad de las predic-
ciones depend´ıa en gran medida del valor inicial elegido para comenzar el
descenso por gradiente. Una posible explicacio´n a este feno´meno es que el
problema de ajuste de los hiperpara´metros esta´ plagado de mı´nimos locales,
por lo que empezar el descenso en distintos puntos lleva a mı´nimos locales
distintos que no tienen porque dar soluciones buenas.
Por esta razo´n, a la hora de realizar la bu´squeda de para´metros, se entrena-
ron para cada sucursal 20 modelos GPR distintos, de manera que los valores
iniciales de los hiperpara´metros se escogieron aleatoriamente de un conjunto
de valores considerados. Una vez realizada la optimizacio´n mediante el me´to-
do de descenso por gradiente, se sacaron las predicciones de los 20 modelos
para los conjuntos de test y se selecciono´ para la comparativa con SVR y
ABR aquel que presento´ un EAM ma´s bajo.
En las Figuras 4.2 y 4.3 se muestran las predicciones y estimaciones de
algunos cuantiles del modelo GPR para las sucursales tomadas como ejemplo
en la Figura 4.1.
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Figura 4.2: GPR - Prediccio´n frente a demanda en la sucursal 34.
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Figura 4.3: GPR - Prediccio´n de la demanda en la sucursal 44.
A simple vista, en las gra´ficas de las predicciones de la sucursal 34 puede
parecer que el modelo esta´ considerando la incertidumbre en las predicciones
constante en el tiempo, pues parece que las estimaciones de los cuantiles son
las predicciones desplazadas verticalmente. Sin embargo, en las gra´ficas de
la sucursal 44 vemos claramente un pico muy pronunciado en la estimacio´n
de los cuantiles. Para ver que´ esta´ ocurriendo realmente, en la Figura 4.4 se
muestra la incertidumbre (el valor que queda al restarle la prediccio´n de la
demanda a la estimacio´n del cuantil) predicha por el modelo para las pre-
dicciones de las Figuras 4.2 y 4.3.
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Figura 4.4: GPR - Incertidumbre en las predicciones de la demanda en su-
cursales reales.
Queda claro que la incertidumbre no es constante, ya que presenta picos y
oscilaciones. Sin embargo, el rango en el que se mueven estas incertidumbres
para las predicciones de la sucursal 34 es muy pequen˜o en comparacio´n al
valor de las predicciones, lo que provoca que parezcan constantes a simple
vista.
Adema´s, se observa que en la sucursal dif´ıcil (34) la incertidumbre es mayor
y presenta ma´s oscilaciones conforme evaluamos patrones ma´s recientes en
el tiempo. Una interpretacio´n para esto es que la distribucio´n de la deman-
da cambia conforme avanzamos en el tiempo, y puesto que el modelo ha
sido entrenado con los patrones ma´s antiguos, va perdiendo capacidad de
prediccio´n.
4.4. Experimentos con ABR
Todos los me´todos que se describen en esta seccio´n se han implementado
en el lenguaje Python, las gra´ficas se han generado mediante scripts en este
lenguaje y nuevamente se ha utilizado la implementacio´n de este modelo
presente en la librer´ıa para scikit-learn, que ya se utilizo´ para realizar los
experimentos con datos artificiales.
Tal y como suced´ıa en los experimentos previos, debemos elegir un conjunto
de valores para los para´metros libres del modelo. Sin embargo, la forma de
elegirlos es un tanto diferente. Para los experimentos con datos de sucur-
sales, se muestrean aleatoriamente 1000 combinaciones de los para´metros
considerados y para cada combinacio´n se aplica una te´cnica de validacio´n
cruzada. Las te´cnicas cla´sicas de validacio´n cruzada (LPO, LOO, k-fold)
no parecen adecuadas para aplicarlas a este problema, ya que no tienen en
cuenta la importancia del orden de los patrones debido al cara´cter temporal
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del problema. Por ello se disen˜a una te´cnica de validacio´n cruzada de ven-
tana.
Para ello se definen los valores m = 0,5 ·n y d = 0,2 ·n, donde n es el nu´me-
ro de patrones en el conjunto de entrenamiento. As´ı, el me´todo consiste en
entrenar el modelo con los primeros m patrones de entrenamiento y medir
su rendimiento en la prediccio´n de los d siguientes.
A continuacio´n, se re-entrena el modelo desplazando la ventana, es decir,
descartando los d patrones iniciales, del conjunto de n− d patrones que nos
quedan tomamos los m primeros para entrenar y los d siguientes para eva-
luar. Se sigue este proceso repetidamente hasta llegar a evaluar los patrones
del final del conjunto.
En total, se entrena y evalu´a el modelo 3 veces, y se le asigna como rendi-
miento final la media del rendimiento obtenido en cada paso de la validacio´n.
Finalmente, de las 1000 combinaciones muestreadas, se elige aquella que pro-
porciona un mayor rendimiento en la validacio´n cruzada para llevar a cabo
las pruebas sobre el conjunto de test.
En las Figuras 4.5 y 4.6 se muestran las predicciones y estimaciones del
modelo ABR para las sucursales 34 y 44.
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Figura 4.5: ABR - Prediccio´n frente a demanda en la sucursal 34.
En comparacio´n a los resultados obtenidos con GPR para la sucursal 34,
vemos que el modelo ABR no es capaz de predecir la demanda con tanta
exactitud y que adema´s tiende a infravalorar las estimaciones de los cuan-
tiles, resultado que ya se preve´ıa en las conclusiones de los experimentos
con datos artificiales (3.7) y que, presumiblemente, hara´ que las me´tricas
ROFIC y EPM le atribuyan un rendimiento pobre.
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Figura 4.6: ABR - Prediccio´n de la demanda en la sucursal 44.
Respecto a la sucursal 44, el modelo parece predecir bastante bien la tenden-
cia del mismo, pero no se puede determinar a simple vista si las predicciones
obtenidas para la demanda y los cuantiles de la distribucio´n son mejores o
peores que los obtenidos por GPR.
4.5. Experimentos con SVR
Para realizar los experimentos sobre datos de sucursales con el modelo SVR
se ha utilizado la misma implementacio´n que para las pruebas con datos
artificiales descritas en la seccio´n 3.6. De nuevo, las gra´ficas se han generado
mediante scripts en Python.
El me´todo de eleccio´n de los valores para los para´metros libres del modelo
ha sido el mismo que el utilizado para ABR descrito en el apartado 4.4.
Los gra´ficas de prediccio´n obtenidas por SVR para las sucursales tomadas
en este cap´ıtulo como ejemplo se muestran en las Figuras 4.7 y 4.8.
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Figura 4.7: SVR - Prediccio´n frente a demanda en la sucursal 34.
En la Figura 4.7 vemos que el modelo tiene poca capacidad para predecir la
demanda en la sucursal 34, pero que las estimaciones de los cuantiles parecen
ma´s adecuadas que las obtenidas con ABR, aunque no podemos determinar
si son mejores o peores que las estimaciones de GPR hasta que comparemos
las me´tricas consideradas.
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Figura 4.8: SVR - Prediccio´n de la demanda en la sucursal 44.
Por contra, en la sucursal 44 el modelo parece predecir la demanda con
bastante precisio´n pero se observa claramente que va perdiendo capacidad
de generalizacio´n conforme avanzamos en el tiempo. Esto se debe, probable-
mente, a la caracter´ıstica ya comentada de que la distribucio´n de la demanda
cambia con el tiempo.
4.6. Comparativa de los resultados obtenidos
El objetivo de esta seccio´n es presentar una comparativa de los resultados
obtenidos por los tres modelos (GPR, ABR y SVR) en la prediccio´n y es-
timacio´n de incertidumbres de la demanda. En primer lugar, comparamos
los modelos fija´ndonos en las sucursales de ejemplo 34 y 44 y seguidamente
llevamos a cabo la comparacio´n teniendo en cuenta el total de las 46 sucur-
sales bancarias estudiadas.
De nuevo, tomando como ejemplo las sucursales 34 y 44, se presentan los
Cuadros 4.1, 4.2 y 4.3, que nos muestran los valores de las me´tricas de
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rendimiento obtenidas por cada modelo.
ID R2 EAM
- ABR SVR GPR ABR SVR GPR
34 -1.00393 -1.12980 -0.58735 0.13165 0.13596 0.10043
44 0.74729 0.38670 0.65203 0.03235 0.05332 0.03722
Cuadro 4.1: R2 y EAM obtenidos por cada modelo en las sucursales 34 y
44.
Tal y como se conjeturaba en las secciones 4.3, 4.4 y 4.5 las me´tricas con-
sideradas confirman que en la sucursal 34 el modelo con mayor capacidad
de prediccio´n de la demanda es GPR, destacando notablemente frente a sus
competidores.
Respecto a la sucursal 44, no se pod´ıa determinar a partir de las gra´ficas de
las predicciones que´ modelo daba mejores resultados en la prediccio´n de la
demanda. Los datos mostrados en 4.1 determinan que el modelo con mayor
capacidad para predecir la demanda es ABR, seguido por GPR y obteniendo
SVR el rendimiento ma´s bajo.
ID cuantil 95 % cuantil 98 % cuantil 99 %
- ABR SVR GPR ABR SVR GPR ABR SVR GPR
34 0.05885 0.03286 0.02165 0.05982 0.01291 0.01209 0.06014 0.00658 0.00802
44 0.00577 0.00677 0.00558 0.00263 0.00389 0.00269 0.00158 0.00262 0.00155
Cuadro 4.2: EPM obtenido por cada modelo para los cuantiles 95 %, 98 % y
99 % en las sucursales 34 y 44.
ID cuantil 95 % cuantil 98 % cuantil 99 %
- ABR SVR GPR ABR SVR GPR ABR SVR GPR
34 0.59596 0.38789 0.14565 0.62596 0.12596 0.09491 0.63596 0.05211 0.06453
44 0.02205 0.03696 0.02826 0.00795 0.02000 0.01379 0.01795 0.01000 0.00689
Cuadro 4.3: ROFIC obtenido por cada modelo para los cuantiles 95 %, 98 %
y 99 % en las sucursales 34 y 44.
Los resultados mostrados en los Cuadros 4.2 y 4.3 nos permiten afirmar que
el rendimiento de ABR en la estimacio´n de cuantiles para la distribucio´n
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de la demanda en la sucursal 34 es muy bajo en comparacio´n al obtenido
por GPR y SVR. De estos dos, GPR obtiene el mayor rendimiento para la
estimacio´n de los cuantiles 95 % y 98 % mientras que SVR le supera en el
cuantil 99 %.
Respecto a la sucursal 44, ABR obtiene el mejor rendimiento en la esti-
macio´n del cuantil 98 %, GPR en la estimacio´n del cuantil 99 %, y para el
cuantil 95 %, EPM y ROFIC apuntan a modelos distintos como el candidato
al mayor rendimiento.
Estas consideraciones parecen determinar que GPR presenta algunas venta-
jas frente a sus competidores, pero no podemos basarnos u´nicamente en los
resultados para dos casos de prueba para obtener una conclusio´n. Debemos
hacer una comparativa entre las predicciones de todas las sucursales.
Con este fin, en el Cuadro 4.4 se presenta, para cada me´trica medida, el pro-
medio obtenido por las predicciones de cada modelo (en el Anexo B pueden
encontrarse los valores obtenidos por los modelos en cada sucursal).
Me´trica ABR SVR GPR
R2 0.06653 -0.01722 0.07097
EAM 0.05924 0.06273 0.05877
EPM (cuantil 95 %) 0.01407 0.01058 0.00958
EPM (cuantil 98 %) 0.01161 0.00532 0.00514
EPM (cuantil 99 %) 0.01079 0.00334 0.00325
ROFIC (cuantil 95 %) 0.13829 0.05727 0.02611
ROFIC (cuantil 95 %) 0.16383 0.02189 0.01649
ROFIC (cuantil 95 %) 0.17373 0.01588 0.01333
Cuadro 4.4: Promedio de los valores de las me´tricas obtenidos por los mo-
delos de prediccio´n.
Observamos que GPR supera (en media) a ABR y SVR en todas las me´tri-
cas consideradas, por lo que ahora s´ı podemos determinar que se trata del
modelo que proporciona un mayor rendimiento a la hora de extraer informa-
cio´n sobre la distribucio´n de la demanda en las sucursales estudiadas. Cabe
decir que, aunque GPR obtiene un rendimiento superior que el alcanzado
por los otros dos modelos, tambie´n GPR es el modelo que necesita tiem-
pos de entrenamiento ma´s altos, ya que su complejidad ba´sica es de O(n3)
siendo n el nu´mero de patrones de entrenamiento. Para el caso experimental
estudiado este problema no es tan grave, ya que los conjuntos de datos son
relativamente pequen˜os.
5 Conclusiones y trabajo futuro
Este trabajo ha intentado arrojar algo de luz a la hora de decidir que´ modelo
de regresio´n nos puede proporcionar una mejor previsio´n de las demandas
futuras y su distribucio´n dentro del problema del control del inventario. Para
ello, se realizaron pruebas con los modelos GPR, ABR y SVR (que aportan
enfoques distintos de co´mo obtener estas predicciones) utilizando datos ar-
tificiales y datos de sucursales reales. Finalmente, los resultados obtenidos
se compararon de acuerdo a una serie de me´tricas definidas sobre las pre-
dicciones.
De los resultados obtenidos con los experimentos sobre datos reales se extra-
jo la conclusio´n de que el modelo GPR es muy potente cuando se cumplen
las hipo´tesis que este asume. Decimos que es un modelo potente porque
adema´s de obtener los mejores resultados, se necesito´ un nu´mero de patro-
nes de entrenamiento muy pequen˜o (en comparacio´n a los necesitados por
ABR y SVR) para obtener buenos resultados en las predicciones.
Tras los experimentos con datos reales de sucursales bancarias, se observo´
que nuevamente el modelo GPR presentaba (en media) los mejores resulta-
dos de los tres modelos estudiados.
En el ana´lisis de estos resultados notamos tambie´n que el modelo ABR ob-
ten´ıa rendimientos mucho peores a la hora de estimar los cuantiles de la
distribucio´n de la demanda, a pesar de que el rendimiento en la prediccio´n
de e´sta es mejor que el de SVR.
Podemos explicar este feno´meno fija´ndonos en que las medidas de error que
se consideraron (EPM y ROFIC) perjudican, en el sentido de que asignan
un rendimiento peor, a aquellos modelos cuyas estimaciones de los cuantiles
quede por debajo del cuantil real (caso del modelo ABR, que tiende a infra-
valorar estas estimaciones).
En el caso particular estudiado de prediccio´n de la demanda en sucursales
bancarias, tiene sentido asumir este planteamiento, ya que es peor no dispo-
ner de efectivo suficiente para satisfacer la demanda que tener excedentes.
Sin embargo, esto no tiene por que´ suceder en todos los casos particulares
del problema del control del inventario, por lo que se debe determinar al
plantear el problema si estas funciones son adecuadas para comparar el ren-
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dimiento de los modelos.
Puesto que se ha determinado que GPR es un modelo adecuado para afron-
tar el problema de la prediccio´n de la distribucio´n, ser´ıa interesante, de cara
al futuro, investigar y probar ma´s configuraciones de las que ofrece el marco
teo´rico de GPR en miras de mejorar los resultados obtenidos .
Algunos cambios de configuracio´n que pueden llevarse a cabo son, por ejem-
plo, la extraccio´n de informacio´n a priori de los datos para poder incluirla
en el modelo, probar otras funciones de covarianza, funciones de media que
no sean cero, incluir distribuciones de probabilidad para los posibles valores
de los hiperpara´metros, optimizar el modelo marginalizando los para´metros
en lugar de aplicar el me´todo de maximizacio´n de la verosimilitud marginal,
etc.
Cabe destacar que las posibles configuraciones del modelo son ilimitadas
y por tanto queda pendiente la realizacio´n de muchos ma´s experimentos.
Asimismo, existe una diversidad de modelos bayesianos como las redes baye-
sianas o los modelos ocultos de Markov que podr´ıan ser tambie´n evaluados
y comparados con los procesos gaussianos.
Adema´s, se podr´ıa investigar con ma´s detalle la existencia de otras me´tricas
para medir el rendimiento de un modelo en la estimacio´n de cuantiles. En
concreto, podr´ıa utilizarse alguna me´trica que no presentase el planteamiento
de EPM y ROFIC de perjudicar las estimaciones infravaloradas, y ver si los
resultados permiten otra interpretacio´n sobre que´ modelo es ma´s adecuado.
Finalmente los resultados del trabajo parecen indicar que el enfoque ba-
yesiano para resolver el problema de prediccio´n de la distribucio´n para el
problema del control del inventario proporciona ventajas considerables fren-
te a los enfoques cla´sicos de aprendizaje automa´tico.
A Ejemplos de rendimiento en estimacio´n
de cuantiles con datos artificiales
En este anexo pueden encontrarse una serie de gra´ficas que muestran el ren-
dimiento de los modelos (me´tricas EPM, EDEC y ROFIC) en la estimacio´n
de cuantiles.
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Figura A.1: GPR - Medidas de error frente al taman˜o del conjunto de en-
trenamiento en la estimacio´n del 98-cuantil.
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Figura A.2: GPR - Medidas de error frente al taman˜o del conjunto de en-
trenamiento en la estimacio´n del 99-cuantil.
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Figura A.3: ABR - Medidas de error frente al taman˜o del conjunto de en-
trenamiento en la estimacio´n del 98-cuantil.
APE´NDICE A. 56
102 103 104
3×10−2
7×10−2
1×10−1
3×10−1
6×10−1
Max = 0.5544
Min = 0.0329
(a) ROFIC
102 103 104
5×10−2
1×10−1
4×10−1
9×10−1
2×100
Max = 2.3495
Min = 0.0544
(b) EDEC
102 103 104
8×10−2
3×10−1
1×100
4×100
1×101 Max = 13.0476
Min = 0.0839
(c) EPM
Figura A.4: ABR - Medidas de error frente al taman˜o del conjunto de en-
trenamiento en la estimacio´n del 99-cuantil.
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Figura A.5: SVR - Medidas de error frente al taman˜o del conjunto de entre-
namiento en la estimacio´n del 98-cuantil.
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Figura A.6: SVR - Medidas de error frente al taman˜o del conjunto de entre-
namiento en la estimacio´n del 99-cuantil.
B Rendimiento de los modelos en los ex-
perimentos con datos de sucursales
En este anexo se muestran una serie de tablas con datos obtenidos tras la
realizacio´n de los experimentos en sucursales (Cap´ıtulo 4).
En el Cuadro B.1 encontramos los valores de R2 y EAM que miden la cali-
dad de las predicciones de la demanda para cada sucursal.
En los Cuadros B.2 y B.3 se muestran, respectivamente, los valores de las
funciones de error EPM y ROFIC, que miden la calidad en la estimacio´n
de los cuantiles de la demanda.
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ID R2 EAM
ABR SVR GPR ABR SVR GPR
1 0.00621 0.05512 -0.01822 0.02272 0.02278 0.02322
2 -0.01003 -0.16861 -0.01406 0.02114 0.02318 0.02114
3 0.19587 0.13239 0.16600 0.03859 0.04056 0.03851
4 -0.00251 0.03106 0.02865 0.07023 0.06649 0.06807
5 -0.02634 -0.15771 -0.06618 0.04503 0.04825 0.04584
6 0.02010 0.01250 0.01770 0.10845 0.10777 0.10833
7 0.04759 0.01017 0.03636 0.04314 0.04514 0.04280
8 0.14092 0.03691 0.06258 0.05481 0.05800 0.05753
9 0.00204 -0.05081 -0.01946 0.01677 0.01798 0.01724
10 0.16976 -0.29565 0.17207 0.04847 0.06322 0.04757
11 0.13009 0.02835 0.18200 0.05631 0.06188 0.05489
12 0.03464 0.03823 -0.03325 0.07329 0.07269 0.07698
13 0.08944 0.01700 0.08312 0.08643 0.08927 0.08574
14 0.01772 -0.00268 0.01681 0.04105 0.04104 0.04085
15 0.00411 0.00971 -0.00002 0.04267 0.04273 0.04274
16 -0.02372 0.17323 -0.04438 0.07220 0.07169 0.07080
17 -0.00755 -0.02025 -0.01614 0.06534 0.06598 0.06529
18 0.05650 -0.00130 0.06865 0.07909 0.08199 0.07938
19 0.06077 0.04243 -0.00836 0.06516 0.06561 0.06771
20 0.09324 0.07352 0.04506 0.14118 0.14264 0.14493
21 0.03284 0.00285 0.03234 0.08639 0.08769 0.08719
22 0.14983 0.00984 0.17869 0.05037 0.05534 0.04961
23 0.11311 0.07888 0.11016 0.10621 0.11017 0.10553
24 -0.02572 -0.00491 0.00400 0.06417 0.06421 0.06296
25 0.30633 -0.11194 0.35029 0.07047 0.09727 0.06793
26 0.00843 0.01929 -0.00351 0.04968 0.04955 0.04959
27 0.05234 0.03231 0.08322 0.06244 0.06254 0.06216
28 0.07215 0.00691 -0.06284 0.00505 0.00539 0.00578
29 0.01670 -0.00438 -0.00773 0.06058 0.06057 0.06109
30 0.29489 -0.07383 0.32524 0.01469 0.01860 0.01442
Continu´a en la siguiente pa´gina
APE´NDICE B. 61
Continuacio´n de la pa´gina anterior
31 0.01454 0.00729 0.01900 0.05256 0.05445 0.05189
32 0.11276 0.06514 0.11538 0.04146 0.04276 0.04121
33 0.09728 0.01068 0.03449 0.09051 0.09397 0.09169
34 -1.00393 -1.12980 -0.58735 0.13165 0.13596 0.10043
35 0.31739 0.23372 0.30728 0.05777 0.06293 0.05852
36 0.20820 0.14309 0.09660 0.06981 0.07563 0.07444
37 -0.62493 -0.82464 -0.07283 0.07302 0.08040 0.05649
38 0.23365 0.15931 0.19626 0.03764 0.03882 0.03934
39 0.18419 0.09442 0.22233 0.06831 0.07242 0.06747
40 0.02438 0.07521 0.05831 0.01727 0.01691 0.01707
41 0.48432 0.40777 0.45309 0.04456 0.05104 0.04805
42 -0.13710 -0.18583 -0.12923 0.03048 0.03125 0.02972
43 -0.11092 -0.48431 -0.20240 0.07731 0.09126 0.08071
44 0.74729 0.38670 0.65203 0.03235 0.05332 0.03722
45 0.47777 0.39688 0.41332 0.03086 0.03328 0.03399
46 0.01580 -0.06617 0.01954 0.10749 0.11104 0.10942
Media 0.06653 -0.01722 0.07097 0.05924 0.06273 0.05877
Cuadro B.1: R2 y EAM obtenidos por cada modelo en las sucursales consi-
deradas.
APE´NDICE B. 62
ID cuantil 95 % cuantil 98 % cuantil 99 %
ABR SVR GPR ABR SVR GPR ABR SVR GPR
1 0.00731 0.00428 0.00403 0.00690 0.00231 0.00200 0.00677 0.00150 0.00109
2 0.00388 0.00435 0.00399 0.00179 0.00219 0.00196 0.00110 0.00118 0.00110
3 0.00520 0.00520 0.00570 0.00349 0.00252 0.00290 0.00292 0.00160 0.00174
4 0.01501 0.01311 0.01402 0.01290 0.00771 0.00900 0.01219 0.00579 0.00679
5 0.00867 0.00835 0.00865 0.00674 0.00501 0.00499 0.00609 0.00352 0.00336
6 0.02219 0.02005 0.01477 0.01934 0.01191 0.00783 0.01838 0.00778 0.00466
7 0.00843 0.00749 0.00794 0.00454 0.00410 0.00418 0.00325 0.00281 0.00256
8 0.00820 0.00838 0.00816 0.00474 0.00430 0.00418 0.00359 0.00269 0.00251
9 0.00520 0.00328 0.00409 0.00490 0.00181 0.00202 0.00480 0.00105 0.00115
10 0.00868 0.00705 0.00745 0.00376 0.00353 0.00369 0.00212 0.00212 0.00203
11 0.01035 0.01138 0.01004 0.00631 0.00595 0.00528 0.00497 0.00344 0.00316
12 0.01895 0.01312 0.01286 0.01725 0.00703 0.00713 0.01668 0.00413 0.00452
13 0.01317 0.02379 0.01284 0.00795 0.01217 0.00664 0.00620 0.00915 0.00415
14 0.00851 0.00686 0.00689 0.00677 0.00382 0.00377 0.00620 0.00250 0.00246
15 0.01000 0.00661 0.00646 0.00859 0.00310 0.00304 0.00811 0.00181 0.00163
16 0.01391 0.01179 0.01192 0.01173 0.00689 0.00654 0.01101 0.00468 0.00423
17 0.01728 0.01076 0.01106 0.01581 0.00550 0.00620 0.01531 0.00333 0.00411
18 0.01356 0.01509 0.01193 0.00710 0.00772 0.00647 0.00495 0.00482 0.00418
19 0.01618 0.00895 0.00847 0.01494 0.00420 0.00412 0.01452 0.00267 0.00229
20 0.03131 0.02187 0.02509 0.02665 0.01115 0.01400 0.02510 0.00722 0.00918
21 0.02224 0.01938 0.01463 0.02052 0.01109 0.00923 0.01995 0.00660 0.00678
22 0.01038 0.01027 0.00954 0.00813 0.00566 0.00577 0.00737 0.00361 0.00413
23 0.02415 0.01600 0.01573 0.02143 0.00721 0.00844 0.02052 0.00370 0.00523
24 0.01738 0.00787 0.00845 0.01203 0.00438 0.00404 0.01025 0.00306 0.00225
25 0.01311 0.01846 0.01275 0.01023 0.00661 0.00755 0.00926 0.00363 0.00509
26 0.01198 0.00929 0.00937 0.01038 0.00512 0.00523 0.00984 0.00347 0.00329
27 0.01433 0.00933 0.00897 0.01273 0.00440 0.00469 0.01220 0.00247 0.00288
28 0.00146 0.00106 0.00224 0.00135 0.00066 0.00111 0.00131 0.00045 0.00063
29 0.01671 0.00933 0.00960 0.01563 0.00515 0.00516 0.01527 0.00315 0.00318
30 0.00185 0.00208 0.00215 0.00096 0.00097 0.00104 0.00066 0.00054 0.00058
Continu´a en la siguiente pa´gina
APE´NDICE B. 63
Continuacio´n de la pa´gina anterior
31 0.01000 0.00702 0.00828 0.00481 0.00412 0.00413 0.00308 0.00343 0.00234
32 0.01039 0.00754 0.00718 0.00551 0.00418 0.00398 0.00389 0.00281 0.00267
33 0.01360 0.01501 0.01524 0.00798 0.00742 0.00887 0.00611 0.00485 0.00605
34 0.05885 0.03286 0.02165 0.05982 0.01291 0.01209 0.06014 0.00658 0.00802
35 0.01041 0.00873 0.00946 0.00750 0.00407 0.00489 0.00654 0.00234 0.00298
36 0.01707 0.01357 0.01372 0.01473 0.00707 0.00764 0.01395 0.00450 0.00492
37 0.04598 0.01586 0.00803 0.04703 0.00483 0.00401 0.04738 0.00329 0.00221
38 0.00668 0.00682 0.00788 0.00427 0.00352 0.00373 0.00346 0.00220 0.00209
39 0.01504 0.00957 0.00826 0.01338 0.00448 0.00398 0.01283 0.00269 0.00215
40 0.00345 0.00208 0.00396 0.00301 0.00144 0.00195 0.00286 0.00083 0.00110
41 0.00896 0.00872 0.00758 0.00710 0.00453 0.00434 0.00648 0.00281 0.00293
42 0.01799 0.00643 0.00507 0.01824 0.00424 0.00282 0.01832 0.00316 0.00186
43 0.01025 0.01214 0.01097 0.00640 0.00565 0.00528 0.00512 0.00299 0.00294
44 0.00577 0.00677 0.00558 0.00263 0.00389 0.00269 0.00158 0.00262 0.00155
45 0.01027 0.00470 0.00480 0.00537 0.00249 0.00238 0.00373 0.00147 0.00139
46 0.02307 0.01401 0.01301 0.02060 0.00576 0.00566 0.01978 0.00276 0.00316
Media 0.01407 0.01058 0.00958 0.01161 0.00532 0.00514 0.01079 0.00334 0.00325
Cuadro B.2: EPM obtenido por cada modelo para los cuantiles 95 %, 98 %
y 99 % en las 46 sucursales estudiadas.
APE´NDICE B. 64
ID cuantil 95 % cuantil 98 % cuantil 99 %
ABR SVR GPR ABR SVR GPR ABR SVR GPR
1 0.21087 0.03075 0.01273 0.24087 0.02348 0.00174 0.25087 0.02727 0.00863
2 0.03137 0.04379 0.04379 0.00137 0.02000 0.01689 0.00863 0.01000 0.01000
3 0.04006 0.05559 0.03447 0.07006 0.00137 0.01379 0.08006 0.00689 0.00689
4 0.10528 0.04006 0.06801 0.13528 0.02037 0.06075 0.14528 0.02106 0.04280
5 0.05248 0.00652 0.02516 0.08248 0.00795 0.00447 0.09248 0.01174 0.00553
6 0.21087 0.16118 0.00901 0.24087 0.12596 0.02037 0.25087 0.09870 0.02106
7 0.01273 0.00590 0.01584 0.01727 0.01379 0.00174 0.02727 0.00689 0.00553
8 0.00590 0.01211 0.00342 0.03590 0.00484 0.00484 0.04590 0.00379 0.00553
9 0.22640 0.03137 0.04068 0.25640 0.01068 0.01379 0.26640 0.00068 0.00689
10 0.03095 0.01508 0.00397 0.00095 0.01048 0.01810 0.00905 0.01000 0.01540
11 0.00031 0.03075 0.00031 0.02969 0.00137 0.00484 0.03969 0.00553 0.00553
12 0.19534 0.02205 0.00963 0.22534 0.00137 0.00174 0.23534 0.00242 0.00863
13 0.00590 0.17360 0.00652 0.03590 0.10422 0.00795 0.04590 0.11112 0.00242
14 0.09286 0.00590 0.01584 0.12286 0.00447 0.00447 0.13286 0.00068 0.00068
15 0.13634 0.02453 0.01273 0.16634 0.00758 0.00174 0.17634 0.00689 0.00379
16 0.13323 0.03696 0.02826 0.16323 0.01727 0.00758 0.17323 0.01484 0.00242
17 0.17981 0.01273 0.02764 0.20981 0.00447 0.02658 0.21981 0.00379 0.02416
18 0.00031 0.08354 0.00280 0.02969 0.02037 0.01416 0.03969 0.02727 0.01174
19 0.25745 0.05559 0.02205 0.28745 0.01379 0.01068 0.29745 0.00689 0.00689
20 0.13095 0.01667 0.06429 0.16095 0.01492 0.05937 0.17095 0.00905 0.04714
21 0.26366 0.21087 0.04627 0.29366 0.06385 0.03901 0.30366 0.02106 0.03658
22 0.05248 0.03075 0.00652 0.08248 0.00795 0.00484 0.09248 0.00553 0.01174
23 0.18292 0.04938 0.02143 0.21292 0.01416 0.02658 0.22292 0.00242 0.03037
24 0.12391 0.03447 0.03137 0.15391 0.02000 0.01689 0.16391 0.01000 0.00689
25 0.04627 0.15186 0.01832 0.07627 0.01106 0.02969 0.08627 0.01484 0.03037
26 0.10839 0.04317 0.01273 0.13839 0.00484 0.00795 0.14839 0.01484 0.01174
27 0.17981 0.01211 0.02453 0.20981 0.00447 0.02969 0.21981 0.00553 0.02106
28 0.18602 0.05559 0.04689 0.21602 0.02969 0.02000 0.22602 0.01174 0.01000
29 0.28230 0.01584 0.02516 0.31230 0.00447 0.00174 0.32230 0.00379 0.00553
30 0.00031 0.01211 0.03447 0.02969 0.01416 0.01689 0.03969 0.01484 0.00689
Continu´a en la siguiente pa´gina
APE´NDICE B. 65
Continuacio´n de la pa´gina anterior
31 0.00652 0.00963 0.03447 0.02348 0.01379 0.01379 0.03348 0.01000 0.00379
32 0.00031 0.02143 0.01894 0.02969 0.00447 0.01068 0.03969 0.00242 0.00379
33 0.00590 0.03696 0.04938 0.03590 0.01106 0.02969 0.04590 0.01795 0.03969
34 0.59596 0.38789 0.14565 0.62596 0.12596 0.09491 0.63596 0.05211 0.06453
35 0.04317 0.01522 0.00652 0.07317 0.00484 0.00484 0.08317 0.00242 0.00068
36 0.16118 0.01584 0.00963 0.19118 0.00758 0.01727 0.20118 0.00689 0.01484
37 0.70155 0.31335 0.02205 0.73155 0.03590 0.00174 0.74155 0.02106 0.00068
38 0.01522 0.00963 0.03447 0.04522 0.01068 0.01379 0.05522 0.00689 0.01000
39 0.21087 0.04006 0.02826 0.24087 0.00137 0.01068 0.25087 0.00689 0.00379
40 0.21398 0.02826 0.05000 0.24398 0.02000 0.02000 0.25398 0.01000 0.01000
41 0.09286 0.06801 0.00280 0.12286 0.02037 0.01106 0.13286 0.00242 0.01484
42 0.52143 0.10217 0.01832 0.55143 0.08248 0.00795 0.56143 0.08006 0.01174
43 0.01832 0.03447 0.02516 0.04832 0.01068 0.00758 0.05832 0.00068 0.00242
44 0.02205 0.03696 0.02826 0.00795 0.02000 0.01379 0.01795 0.01000 0.00689
45 0.04627 0.01211 0.00963 0.07627 0.00758 0.00137 0.08627 0.00068 0.00242
46 0.22019 0.02143 0.00280 0.25019 0.02658 0.01068 0.26019 0.01000 0.01000
Media 0.13829 0.05727 0.02611 0.16383 0.02189 0.01649 0.17373 0.01588 0.01333
Cuadro B.3: ROFIC obtenido por cada modelo para los cuantiles 95 %, 98 %
y 99 % en las 46 sucursales estudiadas.
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