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Abstract
In this note, by counting some colored plane trees we obtain several binomial
identities. These identities can be viewed as specific evaluations of certain general-
izations of the Narayana polynomials. As consequences, it provides combinatorial
proofs for a bijective problem in Stanley’s collection “Bijective Proof Problems”,
a new formula for the Narayana polynomials as well as a new expression for the
Harer-Zagier formula enumerating unicellular maps, in a unified way. Furthermore,
we identify a class of plane trees, whose enumeration is closely connected to the
Schro¨der numbers. Many other binomial identities are presented as well.
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1 Introduction
This note is firstly motivated by the following bijective problem in Stanley’s collection
“Bijective Proof Problems” [16, (15)]:
n∑
k=0
(
n
k
)2
xk =
n∑
j=0
(
n
j
)(
2n− j
n
)
(x− 1)j. (1)
We note that in Wilf [20, p.117], there is “an odd kind of a combinatorial proof” of (1)
based on the Sieve Method in view of generatingfunctionology and by counting n-subsets
of [2n] subject to some n properties. Secondly, the authors found that the new expression
of the Narayana polynomials obtained in [11] (and independently in [2]) is actually related
to (1) and the new expression of the Narayana polynomials reads
n∑
k=1
Nn,ky
k =
n∑
k=0
1
n+ 1
(
n + 1
k
)(
2n− k
n
)
(y − 1)k, (2)
1
where the Narayana numbers Nn,k =
1
n
(
n
k
)(
n
k−1
)
.
An outline of this note is as follows. By counting some kind of colored plane trees, we
obtain an elementary identity in Section 2. This identity implies the identities (1) and (2)
as special cases. Furthermore, we present a new expression for the Harer-Zagier formula,
i.e., the generating polynomial for unicellular maps [4, 8]. Extracting the correspond-
ing coefficients, we show combinatorially that the latter are equal to the Lehman-Walsh
formula [4, 19], which counts unicellular maps for fixed number of edges and topological
genus. We also present a (possibly new) class of plane trees the enumeration of which
involves the Schro¨der numbers. In Section 3, we enumerate some variations of the colored
plane trees so that more binomial identities are obtained.
2 Narayana polynomials and certain generalization
In this section, by studying certain kind of plane trees, we will combinatorially prove an
identity which implies (1) and (2) as special cases. A colored-labeled plane tree with n+1
vertices is a plane tree with vertices uniquely labeled by [n + 1] = {1, 2, . . . , n + 1} and
where its leaves are either not colored, or colored N or Y . In the following, we denote the
sets of the internal vertices, Y -leaves and N -leaves in a colored-labeled plane tree T by
int(T ), levY (T ) and levN (T ), respectively. As usual, the cardinality of a set S is denoted
by |S|.
With foresight, we next recall a bijection between labeled plane trees and sets of
matches, called Chen’s bijective algorithm [1].
Theorem 1 (Chen [1]). There is a bijection between labeled plane trees with labels in
[n + 1] and sets of n matches with labels in {1, . . . , n + 1, (n + 2)∗, . . . , (2n)∗}, where a
match is a labeled plane tree with two vertices. In addition, vertices with labels in [n+ 1]
which appear as roots in a set of n matches appear as internal vertices in its corresponding
labeled plane tree, while vertices with labels in [n+1] which are leaves in a set of n matches
appear as leaves in the corresponding labeled plane tree.
For details with respect to Chen’s bijective algorithm, we refer the reader to [1].
We also remark that all proofs in the present note can be formulated directly in the
language of matches.
Now, we are ready to present our results. Let Γn,x,q denote the set of colored-labeled
plane trees T on [n + x+ q], where all vertices with labels in [q] are all uncolored leaves,
all vertices with labels in {q + 1, · · · , q + x} are internal.
Proposition 2. The number of trees T ∈ Γn,x,q such that |int(T )|+ |levY (T )| = k + x is
given by (
n
k
)(
k + n + x+ q − 2
n+ q − 1
)
(n+ x+ q − 1)!,
where n, x, q, k ≥ 0.
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Proof. Based on Theorem 1, it is not difficult to see that the set of colored-labeled plane
trees T ∈ Γn,x,q with |int(T )| + |levY (T )| = k + x are in bijection with the set of pairs
(A, χ) where A ⊆ [n+x+ q] \ [x+ q] with |A| = k and χ is a set of matches with labels in
{1, . . . , n+ x+ q, (n+ x+ q + 1)∗, . . . , 2(n+ x+ q − 1)∗} where all vertices with labels in
{q + 1, · · · , q + x} are roots and other unstarred roots of χ are in A. (Figure 1 shows an
example of this bijection. Note, leaves with labels in A will be colored Y and others N .)
However, there are
(
n
k
)
ways to choose A,
(
k+n+x+q−2
n+q−1
)
ways to determine the remaining
n+ q − 1 roots of χ besides those x prescribed roots and at last (n+ x+ q − 1)! ways to
match up, whence Proposition 2.
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Figure 1: A tree in Γ11,2,2 and its corresponding pair (A, χ).
As an application of Proposition 2 we immediately obtain a combinatorial proof of the
following, well-known identity:
Theorem 3. For all n ≥ 0, r ∈ C, q ∈ Z, there holds
n∑
k=0
(−1)n−k
(
n
k
)(
k + r
n + q
)
=
(
r
q
)
. (3)
Proof. If we weigh each tree T in Γn,x,q by (−1)
|levN (T )|, we observe that the number∑n
k=0(−1)
n−k
(
n
k
)(
k+n+x+q−2
n+q−1
)
(n+x+ q−1)! counts the total weight over all trees in Γn,x,q
from Proposition 2. However, there is a very simple involution on Γn,x,q: we change Y
into N if the colored leaf with the smallest label is colored Y and vice versa. From this
simple involution, all weights over Γn,x,q cancel out except for those trees, whose leaves
are all vertices with labels in [q], i.e., no colored leaves. Therefore, the total weight here
also counts the number of trees in Γn,x,q in which the leaves are all vertices in [q]. We
can obtain this number by enumerating the corresponding sets of matches according to
Theorem 1 as follows: since all leaves of those trees are in [q], we only need to select out
n+x−1 vertices from {(n+x+ q+1)∗, . . . , 2(n+x+ q−1)∗} to be leaves of the matches
and match up with the roots of the matches. Therefore, the number of trees in Γn,x,q,
whose leaves are all vertices in [q] is
(
n+ x+ q − 2
n+ x− 1
)
(n + x+ q − 1)!.
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Hence, for n, x, q ≥ 0,
n∑
k=0
(−1)n−k
(
n
k
)(
k + n+ x+ q − 2
n+ q − 1
)
=
(
n + x+ q − 2
q − 1
)
. (4)
Next we look into (4) in detail: firstly for any fixed q ≥ 1, both sides of (4) are polynomials
in x. Since it holds for all x ≥ 0, it holds for any x ∈ C. Secondly, for any 1− n ≤ q < 1,
the right side of (4) equals 0 because q − 1 < 0. However, the term
(
k+n+x+q−2
n+q−1
)
on the
left side is a polynomial in k with degree < n, so the left side is also 0 by finite difference
argument. At last, for q < 1− n, both q− 1 < 0 and n+ q− 1 < 0 hold, which obviously
leads to 0 for both sides of (4). Hence, we can state that (4) holds for all x ∈ C, q ∈ Z.
Setting n+ x+ q − 2 = r in (4) will complete the proof.
The identity in the above theorem is implied by Vandermonde’s convolution:
n∑
k=0
(
r
k
)(
m
n− k
)
=
(
r +m
n
)
. (5)
For certain generalizations of Vandermonde’s convolution, we refer to [3, 6, 7] and refer-
ences therein.
Similarly, if we weigh each tree T in Γn,x,q by z
|lev
N
(T )| instead, then we will obtain the
following
Theorem 4. For n, q ≥ 0, x ∈ C, we have
n∑
k=0
(
n
k
)(
2n+ x+ q − k − 2
n + q − 1
)
zk =
n∑
k=0
(
n
k
)(
n+ x+ q − 2
k + q − 1
)
(z + 1)k. (6)
Proof. Obviously, from Proposition 2, that the total weight over all trees in Γn,x,q is
n∑
k=0
zn−k
(
n
k
)(
k + n+ x+ q − 2
n + q − 1
)
(n+ x+ q − 1)!.
Counting in another approach, we firstly have the total weight over all trees T ∈ Γn,x,q
with |int(T )| = x+ k
(
n
k
)(
n+ x+ q − 2
n + q − 1− k
)
(n + x+ q − 1)!(z + 1)n−k.
It follows from Theorem 1 that there are
(
n
k
)
ways to choose the roots of the matches
(internal vertices in the corresponding tree) besides the x prescribed ones. Furthermore,
there are
(
n+x+q−2
n+q−1−k
)
ways to choose the remaining roots from starred vertices and arrange
all the roots in (n + x+ q − 1)! different ways. Finally, all n− k leaves among all leaves
except for those in [q] can be either colored Y or N , whence each of them contributes a
4
weight of (z + 1). Summing over all 0 ≤ k ≤ n, we also obtain the total weight over all
trees in Γn,x,q
n∑
k=0
(
n
k
)(
n+ x+ q − 2
n+ q − 1− k
)
(n+ x+ q − 1)!(z + 1)n−k.
Hence,
n∑
k=0
zn−k
(
n
k
)(
k + n+ x+ q − 2
n + q − 1
)
=
n∑
k=0
(
n
k
)(
n+ x+ q − 2
n + q − 1− k
)
(z + 1)n−k,
completing the proof.
Although eq. (4) appears quite fundamental, it leads to many results people interested.
Corollary 5 (Stanley [16]). For n ≥ 0, we have
n∑
k=0
(
n
k
)2
zk =
n∑
j=0
(
n
j
)(
2n− j
n
)
(z − 1)j. (7)
Proof. Taking x = q = 1, z = z−1 in (6), we obtain the bijective proof problem of Stanley
[16, (15)] as stated in the corollary.
The following corollary gives the new expression of the Narayana polynomials obtained
in [11] and in [2].
Corollary 6. For n ≥ 0, the Narayana numbers Nn,k satisfy
n∑
k=1
Nn,kz
k =
n∑
k=0
1
n+ 1
(
n + 1
k
)(
2n− k
n
)
(z − 1)k. (8)
Proof. Setting q = 0, x = 2, z = z − 1 in (6) completes the proof.
It is well-known that the large Schro¨der number Sn [5, 17], which counts the number
of plane trees having n edges with leaves colored by one of two colors (say color Y and
color N), equals the evaluation at z = 2 in the n-th Narayana polynomial, i.e.,
Sn =
n∑
k=1
Nn,k2
k.
For the case q = 0, x = 2, i.e., Γn,2,0, Theorem 4 implies:
Theorem 7. Denote Tn+1 the number of plane trees of n+1 edges with 2 different internal,
marked vertices and bi-colored leaves. Then, Tn+1 is equal to the number of plane trees
having n edges with 2 different, marked vertices and bi-colored leaves, i.e., Tn+1 =
(
n+1
2
)
Sn.
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Proof. From the proof of Theorem 4, we know that the number of trees in Γn,2,0 is
n∑
k=0
(
n
k
)(
n
k + 1
)
(n + 1)!2k.
Then, “deleting” the labels we obtain the number of (unlabelled) plane trees of n + 1
edges with 2 different internal, marked vertices and bi-colored leaves to be
1
2!n!
n∑
k=0
(
n
k
)(
n
k + 1
)
(n+ 1)!2k =
(n+ 1)n
2
n∑
k=1
Nn,k2
k =
(
n + 1
2
)
Sn,
which completes the proof.
Since the large (and small) Schro¨der numbers satisfy the recurrence [5]
3(2n− 1)Sn = (n + 1)Sn+1 + (n− 2)Sn−1, n ≥ 2 (9)
and S1 = S2 = 1, we have the following corollary.
Corollary 8. The numbers Tn satisfy
3(2n− 1)(n− 1)(n+ 2)Tn+1 = n(n− 1)(n+ 1)Tn+2 + (n− 2)(n+ 1)(n+ 2)Tn. (10)
It would be interesting to give direct bijections between the two kinds of trees defined
in Theorem 7 and the recurrence in Corollary 8.
Based on Theorem 6, we can also give a new expression for the generating polynomials
of unicellular maps. A unicellular map is a triangulation, that is a cell-complex of a closed
orientable surface. The number of handles of this surface is called the genus of the map.
Denote A(n, g) the number of unicellular maps of genus g with n edges. The Harer-Zagier
formula [8] gives a generating polynomial for these numbers, which reads
∑
g≥0
A(n, g)xn+1−2g =
(2n)!
2nn!
∑
k≥1
2k−1
(
n
k − 1
)(
x
k
)
. (11)
Now we can give a new expression:
Corollary 9.
∑
g≥0
A(n, g)xn+1−2g =
(2n)!
2nn!
∑
k≥0
(
n
k
)(
x+ n− k
n+ 1
)
. (12)
Proof. Setting q = 2, x = x− n, z = 1 in (6), we obtain
∑
k≥0
(
n
k
)(
x+ n− k
n + 1
)
=
∑
k≥1
(
n
k − 1
)(
x
k
)
2k−1,
whence the corollary.
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In fact, there is also an explicit formula for A(n, g) given firstly by Walsh and Lehman
[19]. In the Lehman-Walsh formula, A(n, g) is connected to the number of certain per-
mutations with only odd cycles [4, 10]. Specifically, let O(n+ 1, g) denote the number of
permutations on [n+ 1] which consists of n+ 1− 2g odd cycles, then the Lehman-Walsh
formula can be expressed as
A(n, g) =
(2n)!
(n+ 1)!n!22g
O(n+ 1, g). (13)
On the other hand, A(n, g) should be equal to the coefficient of the term xn+1−2g on the
right side of the eq. (11). To the best of our knowledge, there is no simple combinatorial
argument to show that the coefficient is equal to the Lehman-Walsh formula. However,
in the following, we will show how to obtain the Lehman-Walsh formula from the new
expression in above corollary.
Firstly, A(n, g) is equal to the coefficient of the term xn+1−2g on the right side of the
eq. (12). We further set A(n, g) = (2n)!
2nn!(n+1)!
A¯(n, g) and denote the coefficient of the term
xm in the function f(x) as [xm]f(x). Then, we have
A¯(n, g)
=
n∑
k=0
(
n
k
)
[xn+1−2g](x+ n− k)(x+ n− k − 1) · · ·x(x− 1) · · · (x− k)
=
n∑
k=0
(
n
k
)
[xn+2−2g][(x+ n− k)(x+ n− k − 1) · · ·x][x(x− 1) · · · (x− k)] (14)
Note there holds
x(x+ 1)(x+ 2) · · · (x+ n− 1) =
∑
k
C(n, k)xk, (15)
x(x− 1)(x− 2) · · · (x− n + 1) =
∑
k
(−1)n−kC(n, k)xk, (16)
where C(n, k) is the unsigned Stirling number of the first kind, i.e., C(n, k) counts the
number of permutations on [n] with k cycles. Therefore, from eq. (14) we have
A¯(n, g) =
n∑
k=0
(
n
k
) ∑
i+j=n+2−2g
C(n− k + 1, i)(−1)k+1−jC(k + 1, j). (17)
Inspecting this expression, it is not clear why the right hand side should be always a
positive number. However, we shall prove
Theorem 10. For n, g ≥ 0, we have
n∑
k=0
(
n
k
) ∑
i+j=n+2−2g
C(n− k + 1, i)(−1)k+1−jC(k + 1, j) = 2n−2gO(n+ 1, g). (18)
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Proof. We firstly construct a set of objects which is counted by the left hand side of (18).
Let [n + 1]∗ = {0, 1, 2, . . . , n + 1} and consider the set T of all pairs (α, β) where α is a
permutation on A ⊂ [n + 1]∗ with 0 ∈ A while β is a permutation on [n + 1]∗ \ A with
n+1 ∈ [n+1]∗ \A, and where the total number of cycles in α and β is n+2−2g. Denote
the difference between the number of elements in β and the number of cycles in β as d(β),
and weigh each pair by W [(α, β)] = (−1)d(β). Then, the total weight over all pairs in T
is counted by the left side of the eq. (18), i.e.,
∑
(α,β)∈T
W [(α, β)] =
n∑
k=0
(
n
k
) ∑
i+j=n+2−2g
C(n− k + 1, i)(−1)k+1−jC(k + 1, j). (19)
Next, we will prove
∑
(α,β)∈T
W [(α, β)] = 2n−2gO(n+ 1, g). (20)
Denote the length of the cycle containing n+1 in β as |βn+1| while the length of the cycle
containing 0 in α as |α0|.
There is a bijection, φ, between the set X of pairs (α, β) with |βn+1| = 2i+1, |α0| ≥ 2
and the set Y of pairs (α′, β ′) with |β ′n+1| = 2i+ 2, |α
′
0| ≥ 1, where 0 ≤ i < g. φ is given
by
φ : X −→ Y, (α, β) 7→ (α′, β ′), (21)
where α′ is obtained from α by removing the element α(0) while β ′ is obtained from β
by inserting α(0) between n+ 1 and β(n+ 1), i.e., β ′(n+ 1) = α(0), β ′(α(0)) = β(n+ 1).
Reversing this switch we derive the reverse map φ−1. It is obvious that (α, β) and (α′, β ′) =
φ((α, β)) carry opposite signs, whence their weights will cancel. In particular, the total
weight over all pairs (α, β) where |βn+1| is even, will cancel.
Since there are n+2− 2g cycles in α and β, |βn+1| ≤ 2g+1, equality will be achieved
when all other cycles are singletons (which implies |α0| = 1). Thus, after applying φ, the
total weight over all pairs (α, β) is reduced to the total weight over all pairs (α, β) where
|α0| = 1, |βn+1| = 2i+ 1 for 0 ≤ i ≤ 2g + 1. We denotes the latter set by U .
There is an involution, ϕ, over all pairs (α, β) in U which have at least one even
cycle. ϕ is obtained as follows: consider the set of even cycles contained in α, β. There
is a unique, even cycle containing the smallest element, c. If c is contained in α then
α′ = α \ c, β ′ = β ∪ c and α′ = α ∪ c and β ′ = β \ c, otherwise.
Note from β to β ′, the total number of elements changes by an even number while
the total number of cycles changes by 1 (odd), thus β and β ′ must carry opposite signs.
Therefore, their weight cancels.
Applying ϕ, the total weight over all pairs (α, β) is further reduced to the total weight
over all pairs (α, β) which have total number of n+ 2− 2g odd cycles. It is clear that all
pairs in the latter set (V ) carry a positive sign, whence the total weight is equal to the
total number of elements in V .
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Finally, each pair (α, β) ∈ V can be viewed as a partition of all cycles except the
cycle containing n + 1, of a permutation on [n + 1] with n + 1 − 2g odd cycles, into two
parts. Conversely, given a permutation on [n + 1] with n + 1 − 2g odd cycles, there are
2n−2g different ways to partition all cycles except the one containing n+1 into two parts.
Therefore, we have
∑
(α,β)∈V
W [(α, β)] = |V | = 2n−2gO(n+ 1, g).
Hence,
∑
(α,β)∈T
W [(α, β)] = 2n−2gO(n+ 1, g),
completing the proof.
Accordingly, we obtain the Lehman-Walsh formula
A(n, g) =
(2n)!
(n+ 1)!n!2n
A¯(n, g) =
(2n)!
(n + 1)!n!22g
O(n+ 1, g).
3 Partial sums and special cases
In this section, we consider further generalizations based on the discussion in Section 2.
Theorem 11. For 0 ≤ q, 0 ≤ n1 ≤ n, x ∈ C, we have
n1∑
k=0
(
n
k
)(
n + x+ q + k − 2
n + q − 1
)
zn−k =
n1∑
k=0
(
n
k
)(
n+ x+ q − 2
q + n− 1− k
) n1−k∑
i=0
(
n− k
i
)
zn−k−i. (22)
Proof. Firstly it is obvious from Proposition 2 that the total weight over all trees T in
Γn,x,q with |int(T )|+ |levY (T )| ≤ x+ n1 is
n1∑
k=0
zn−k
(
n
k
)(
k + n+ x+ q − 2
n + q − 1
)
(n+ x+ q − 1)!.
However, the total weight over all trees T in Γn,x,q with |int(T )| = x+ k (k ≤ n1) is
(
n
k
)(
n + x+ q − 2
n+ q − 1− k
)
(n+ x+ q − 1)!
n1−k∑
i=0
(
n− k
i
)
zn−k−i,
9
since we can color at most n1 − k leaves as Y if there are k roots (of the matches) from
{x+ q + 1, . . . , x+ q + n}. Summing over all 0 ≤ k ≤ n1, we also obtain the total weight
over all trees T in Γn,x,q with |int(T )|+ |levY (T )| ≤ x+ n1
n1∑
k=0
(
n
k
)(
n + x+ q − 2
n + q − 1− k
)
(n + x+ q − 1)!
n1−k∑
i=0
(
n− k
i
)
zn−k−i.
Hence,
n1∑
k=0
zn−k
(
n
k
)(
k + n + x+ q − 2
n+ q − 1
)
=
n1∑
k=0
(
n
k
)(
n+ x+ q − 2
n+ q − 1− k
) n1−k∑
i=0
(
n− k
i
)
zn−k−i.
Corollary 12. For 0 ≤ q, 0 ≤ n1 ≤ n, x ∈ C, we have
n1∑
k=0
(−1)n−k
(
n
k
)(
k + x+ q + n− 2
q + n− 1
)
=
n1∑
k=0
(−1)n−n1
(
n
k
)(
x+ q + n− 2
q + n− 1− k
)(
n− k − 1
n1 − k
)
. (23)
Proof. Note the left hand side is the total weight over all trees T where |int(T )| +
|levN (T )| ≤ n1 and each tree T is weighed by (−1)
|levN (T )|. (Note both sides have a factor
(n+x+q−1)!, they will be canceled out.) Similar as in the proof of Theorem 2.3, we apply
the involution. In this case, all weight over trees T where |int(T )| + |levN(T )| < x + n1
or |int(T )| + |levN (T )| = x + n1 and the colored leave with the smallest label is col-
ored Y will cancel. Thus, the total weight is equal to the weight over trees T , where
|int(T )|+ |levN (T )| = x+ n1 and the colored leave with the smallest label is colored N .
This number is calculated as follows:
1. select k labels from {x + q + 1, . . . , x + q + n} as the roots of the matches in
(
n
k
)
different ways;
2. choose from the starred labels n+ q − 1− k labels as other roots of the matches in(
n+x+q−2
n+q−1−k
)
ways;
3. color the leave with the smallest label N , and choose another n1 − k leaves with
labels in {x + q + 1, . . . , x + q + n} in
(
n−k−1
n1−k
)
different ways and color all of them
Y (the rest will be colored N).
Note that each such tree has weight (−1)n−n1. Summing over 0 ≤ k ≤ n1, we obtain for
the total weight
n1∑
k=0
(−1)n−n1
(
n
k
)(
n + x+ q − 2
n+ q − 1− k
)(
n− k − 1
n1 − k
)
,
which equals the right hand side of (23), whence the corollary.
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We remark that it is interesting to observe from the right hand side of (23) that the
partial sum on the left hand side alternates in sign as n1 goes from 0 to n. Setting
x = q = 1 and q = 0, x = 2 respectively, we obtain
Corollary 13. For 0 ≤ n1 ≤ n, we have
n1∑
k=0
(−1)n1+k
(
n
k
)(
k + n
n
)
=
n1∑
k=0
(
n
k
)2(
n− k − 1
n1 − k
)
, (24)
n1∑
k=0
Nn,k+1
(
n− k − 1
n1 − k
)
=
n1∑
k=0
(−1)k+n1
k + n+ 1
(
n
k
)(
k + n + 1
n
)
. (25)
Corollary 14. The following partial sum holds:
n∑
k=0
(−1)k
(
x
k
)
= (−1)n
(
x− 1
n
)
. (26)
Proof. Comparing the right hand side of (22) when z = −1 and the right hand side of
(23), and noting that
(
n
k
)
form a basis, we have
n1−k∑
i=0
(−1)i
(
n− k
i
)
= (−1)n1−k
(
n− k − 1
n1 − k
)
.
Since this holds for every n− k as a polynomial of n− k, it holds for any x.
Theorem 15. For 0 ≤ n, 1 ≤ k, 0 ≤ t < k, q ∈ Z, x ∈ C, ωk = e
j2pi
k , j2 = −1, we have
n∑
l=0
(
kn + t
kl + t
)(
kl + x+ q + kn+ 2t− 2
q + kn+ t− 1
)
zkl =
1
k
kn+t∑
i=0
(
kn+ t
i
)(
x+ q + kn+ t− 2
q + kn+ t− 1− i
)
zi−t
k∑
l=1
(1 + zωlk)
kn+t−i
(ωlk)
t−i
. (27)
Proof. Considering the trees T ∈ Γkn,x,q with |int(T )|+ |levY (T )| = x + kl + t, l ≥ 0, we
obtain, along the lines of Theorem 4
n∑
l=0
(
kn + t
kl + t
)(
kl + kn + x+ q + 2t− 2
kn+ t + q − 1
)
zkn−kl =
kn+t∑
i=0
(
kn+ t
i
)(
kn+ t + x+ q − 2
kn + t+ q − i− 1
) ∑
kl+t≥i
(
kn + t− i
kl + t− i
)
zkn−kl.
Canceling out the term zkn and setting z = z−1 in the above identity, the second summa-
tion on the right hand side becomes
zi−t
∑
l≥0
(
kn+ t− i
kl + t− i
)
zkl+t−i.
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From the identity [18, eq. (1.53)], we have
∑
i≥0
(
n
a + ki
)
xa+ki =
1
k
k∑
i=1
(ωik)
−a(1 + xωik)
n, k − 1 ≥ a, a ∈ Z.
Therefore, setting a = t− i, n = kn+ t− i, k = k we obtain
∑
l≥0
(
kn+ t− i
kl + t− i
)
zkl+t−i =
1
k
k∑
l=1
(ωlk)
i−t(1 + zωlk)
kn+t−i
and the proof follows.
Finally, we summarize some particular evaluations of (27) in the following three corol-
laries.
Corollary 16. For 0 ≤ n, 1 ≤ k, 0 ≤ t < 2, 0 ≤ s < 4, we have
n∑
l=0
(
n
l
)(
n + x+ q + l − 2
n+ q − 1
)
zl =
n∑
l=0
(
n
l
)(
x+ q + n− 2
q + n− 1− l
)
zl(1 + z)n−l (28)
n∑
l=0
2
(
2n+ t
2l + t
)(
2l + x+ q + 2n+ 2t− 2
q + 2n+ t− 1
)
z2l =
2n+t∑
l=0
(
2n+ t
l
)(
x+ q + 2n+ t− 2
q + 2n + t− 1− l
)
(z − 1)2n+t−l + (z + 1)2n+t−l
zt−l
(29)
n∑
l=0
4
(
4n+ s
4l + s
)(
4l + x+ q + 4n+ 2s− 2
q + 4n+ s− 1
)
z4l =
4n+s∑
l=0
(
4n+ s
l
)(
x+ q + 4n+ s− 2
q + 4n + s− 1− l
)
·
(z − 1)4n+s−l + (z + 1)4n+s−l + (z + j)4n+s−l + (z − j)4n+s−l
zs−l
(30)
Proof. Setting k = 1, 2, 4 in (27), we obtain (28)− (30), respectively.
Corollary 17. For 0 ≤ n, 1 ≤ k, 0 ≤ t < k, 0 ≤ s1 < 2, 0 ≤ s2 < 4, ωk = e
j2pi
k , j2 = −1,
there holds
kn+t∑
i=0
(
kn+ t
i
)2 k∑
l=1
(1 + ωlk)
kn+t−i
(ωlk)
t−i
=
n∑
l=0
k
(
kn + t
kl + t
)(
kn+ kl + 2t
kn+ t
)
(31)
kn+t∑
i=0
Nkn+t,i+1
k∑
l=1
(1 + ωlk)
kn+t−i
(ωlk)
t−i
=
n∑
l=0
1
n
(
kn + t
kl + t
)(
kn+ kl + 2t
kl + t + 1
)
(32)
n∑
l=0
2
(
2n+ s1
2l + s1
)(
2l + 2n+ 2s1
2n+ s1
)
− 1 =
2n+s1∑
l=0
(
2n+ s1
l
)2
22n+s1−l (33)
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2n+s1∑
l=0
N2n+s1,l+12
2n+s1−l =
n∑
l=0
1
n
(
2n+ s1
2l + s1
)(
2n+ 2l + 2s1
2l + s1 + 1
)
(34)
4n+s2∑
l=0
N4n+s2,l+1
[
24n+s2−l +
(1 + jl−s2)
(1 + j)l−s2−4n
]
=
n∑
l=0
1
n
(
4n+ s2
4l + s2
)(
4n+ 4l + 2s2
4l + s2 + 1
)
(35)
4n+s2∑
l=0
(
4n+ s2
l
)2 [
24n
2l−s2
+
(1 + jl−s2)
(1 + j)l−s2−4n
]
=
n∑
l=0
4
(
4n+ s2
4l + s2
)(
4l + 4n+ 2s2
4n+ s2
)
− 1 (36)
Proof. Setting x = q = 1, z = 1 in (27) leads to eq. (31); Setting q = 0, x = 2, z = 1
in (27) leads to eq. (32). Setting k = 2, 4 in eq. (31) leads to eq. (33) and respectively
eq. (36); Setting k = 2, 4 in eq. (32) leads to eq. (34) and respectively eq. (35), completing
the proof.
Corollary 18. For n ≥ 0, we have
n∑
l=0
(
2n
2l
)(
2l + 2n
2n
)
=
n−1∑
l=0
(
2n
2l + 1
)(
2n+ 2l + 1
2n
)
+ 1 (37)
n∑
l=0
(
2n+ 1
2l
)(
2l + 2n+ 1
2n+ 1
)
=
n∑
l=0
(
2n+ 1
2l + 1
)(
2n+ 2l + 2
2n+ 1
)
− 1 (38)
Proof. Using both eq. (7) and eq. (33) completes the proof.
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