This article describes benchmark validation, an approach to validating a statistical model. According to benchmark validation, a valid model generates estimates and research conclusions consistent with a known substantive effect. Three types of benchmark validation-(a) benchmark value, (b) benchmark estimate, and (c) benchmark effect-are described and illustrated with examples. Benchmark validation methods are especially useful for statistical models with assumptions that are untestable or very difficult to test. Benchmark effect validation methods were applied to evaluate statistical mediation analysis in eight studies using the established effect that increasing mental imagery improves recall of words. Statistical mediation analysis led to conclusions about mediation that were consistent with established theory that increased imagery leads to increased word recall. Benchmark validation based on established substantive theory is discussed as a general way to investigate characteristics of statistical models and a complement to mathematical proof and statistical simulation.
isn't doing very well as a scientific discipline and something seems to be wrong somewhere" (Lykken, 1991, p. 3) because of methodological concerns. Recent examples are criticisms of null hypothesis significance testing (Cumming, 2014; Harlow, Mulaik, & Steiger, 1997; Krantz, 1999; Rodgers, 2010) and concerns about the reproducibility of psychological results (Anderson & Maxwell, 2016; Lindsay, 2015; Nosek et al., 2015) . Simultaneously, data are increasingly available from many sources that may be useful for validating statistical methods (Maxwell, Lau, & Howard, 2015; Miguel et al., 2014; National Institutes of Health, 2009; Nosek et al., 2015; Open Science Collaboration, 2015; Perrino et al., 2013) . The validity of methodology is central to any field that considers itself a science, and approaches to help investigate the veracity of methods are needed. Controversies about widely used methods can be unsettling and confusing, particularly to early researchers, but they also represent opportunities to consider additional methods and approaches that may improve psychological science. In this light, we describe benchmark validation as a potential complement to other methods for validating statistical models.
The purpose of this article is: (a) to describe benchmark validation of a statistical model as an additional approach to validate the accuracy of statistical models, and (b) to illustrate benchmark validation of mediation analysis with an established mediation relation. Mediation analysis was selected because the application and development of methods to assess mediating variables has grown rapidly. Growth in the application of these methods has led to serious concerns about the causal conclusions from these analyses, especially the extent to which untestable assumptions of mediation analysis are satisfied (Bullock, Green, & Ha, 2010; Holland, 1988; James, 1980; MacKinnon & Fairchild, 2009; McDonald, 1997) . Alternative methods to improve assessment of mediation effects have also been developed (Coffman & Zhong, 2012; Frangakis & Rubin, 2002; Imai, Keele, & Tingley, 2010; Jo, 2008; MacKinnon & Pirlott, 2015; Pearl, 2001 Pearl, , 2014 Valeri & VanderWeele, 2013) .
How are the validity and usefulness of statistical models in psychology assessed? Three different validation methods have been used in the methodological literature. First, models are most commonly developed and assessed mathematically with proof that estimators are unbiased and consistent. The bulk of this work emanates from statistics and mathematics and forms the basis of valid models in many fields. A second validation approach is based on simulation studies where the true population model is known because it is programmed in the simulation. The performance of statistical models is assessed by repeatedly sampling from the population and identifying which statistical models correctly identify when a phenomenon exists and when it does not exist. The simulation approach is widely used to evaluate statistical models, especially the performance of statistical model estimators as a function of sample size, known as finite sample bias. A third approach is the application of statistical models to real data to judge whether the method provides useful and reasonable information. Some journals, such as Multivariate Behavioral Research, require the application of new methods to a real data set. We describe a rarely used method related to this third approach, which we call benchmark validation (BV) that identifies a substantive finding that is widely accepted in a research area and assesses the extent to which a statistical model correctly identifies the known research finding. Within this approach are studies that evaluate how well models obtain an effect of a certain benchmark value, how well models obtain an effect close to a benchmark estimate, and studies that evaluate whether a model yields a correct conclusion about the presence of an effect, which we call a benchmark effect study. This last approach of assessing whether a statistical model yields correct answers to a known benchmark effect is applied in this article. Benchmark effect validation is the use of a known effect to validate that a statistical method yields correct answers both when an effect is known to exist and when an effect is known not to exist. Ideally, several known effects are investigated. To date, benchmark validation has been rarely used but could complement mathematical and simulation work and is especially valuable when assumptions of a method are untestable, or it is difficult to obtain information to justify the assumptions. In this study, the role of mental processing on word recall is the benchmark effect studied, and mediation analysis is the statistical model evaluated, for reasons developed below.
Benchmark Validation
Compared with other model validation strategies, benchmark validation is especially valuable whenever there are untestable or unknown assumptions of a statistical model. Statistical simulations use a similar logic to benchmark validation, in that results from a statistical model are compared with known results. However, in the case of statistical simulation, the known results are artificially specified by the researcher as a population data-generating model. The population data-generating model often includes several statistical assumptions that may or may not be easy to justify or even test in real data. Some assumptions may be almost impossible to evaluate in real data, such as the unmeasured confounding assumption in mediation analysis, described later. In this case, a datagenerating model is an inadequate standard against which models that violate the assumptions can be compared, because the datagenerating model is unlikely to represent violations of assumptions for real empirical data. The researcher does not know the true underlying model for real data. A useful benchmark effect would not be constrained by artificial assumptions, so that statistical models with untestable or unknowable assumptions could still be validated against a known effect. For example, the illustrative data in this article may contain violations of untestable statistical assumptions, so a statistical model that still detects the benchmark effect is valid and robust to the properties of real-world data that may violate statistical assumptions.
We propose three general types of benchmark validation studies: (a) benchmark value, (b) benchmark estimate, and (c) benchmark effect. For a benchmark value study, there is an exact value that should be obtained from a statistical analysis. For example, MacKinnon (1986) evaluated two models developed to estimate the number of words in human memory storage. Students were asked to recall each of the states in the United States four different times, and the different patterns of recall or failure to recall each state across the four trials were recorded. For example, Massachusetts may have been remembered on the first and third trial but not the second and fourth trial. Arizona may have been remembered only on the third trial and not on any other trial. The pattern of recall across the four trials provided information that could be used to estimate the total number of states which should be 50. Here the This document is copyrighted by the American Psychological Association or one of its allied publishers.
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benchmark value of 50 would be expected from a statistical model even though fewer states may have been remembered in repeated testing of the names of the 50 states (MacKinnon, 1986; Millsap & Meredith, 1987) . MacKinnon (1986) evaluated a capture-recapture log-linear model to estimate the number of states (by estimating the number of states never remembered) and a Markov learning model to estimate the total number of states (by estimating a memory storage parameter). Neither of these models had estimates close to 50 (based on testing the null hypothesis that states in memory storage was equal to 50), so there was no evidence of benchmark value validation for these models. Benchmark values may be very difficult to find in many social science research areas because most social science research focuses on differences in groups and does not predict a specific value for that difference.
A more realistic type of study is a benchmark estimate study. Consider the case of two variables, X and Y, where X represents randomization to two groups and Y is a measured variable after randomization to the two groups. A variety of evidence exists for the accuracy of the causal estimator of X on Y under assumptions including successful random assignment and accurate measurement of X and Y (Holland, 1986; Rubin, 1974) . A more complicated case involves situations where X is nonrandomized, and Y is measured. In this design, there is considerable controversy regarding when and if this design captures causal relations (Cook, Shadish, & Wong, 2008; Shadish, Cook, & Campbell, 2002) . A primary limitation of correct inference from this design is the possibility of confounding variables related to both assignment to groups and the dependent variable. Benchmark validation strategies are useful to compare the estimates from nonrandomized designs (that may violate statistical assumptions) against estimates from randomized designs for a known effect. For example, Shadish, Clark, and Steiner (2008) invited college students to participate in a study where the known effect was the effect of academic training on academic performance. Participants were randomized to participate either in a randomized arm of the study or a nonrandomized arm of the study. Students in the randomized arm of the study were randomized to either receive verbal or quantitative training. Students in the nonrandomized arm of the study chose verbal or quantitative training. Because participants were randomized to a randomized or nonrandomized arm, the estimated effect from the randomized arm is the benchmark estimate to be compared with the effect from the nonrandomized arm. The effects in the nonrandomized arm were estimated using models that adjust for nonrandomization (such as propensity score matching). Here the untestable assumption investigated was that the propensity score method led to an unbiased estimate of the causal effect because it adjusts for confounders of assignment to groups. The estimate of the causal effect in the randomized arm was used as the benchmark estimate to compare effects from the nonrandomized arm, which is why these studies are called within-study comparison studies (Cook et al., 2008) . Shadish et al. (2008) found that estimates from methods based on the propensity of group membership and analysis of covariance with all relevant covariates were close to the estimate from the randomization study, validating the use of these methods in nonrandomized studies. Similar benchmark estimate validation was used to evaluate the regression discontinuity design (Shadish, Galindo, Wong, Steiner, & Cook, 2011) , interrupted time series design (St. Clair, Hallberg, & Cook, 2016) , the use of pretest measures to reduce selection bias (Hallberg, Cook, Steiner, & Clark, 2016) , and the effects of preference as well as randomization (Long, Little, & Lin, 2008; Marcus, Stuart, Wang, Shadish, & Steiner, 2012 ).
An analogous method was used by Lalonde (1986) where he compared an estimate from a randomized study of employment training with econometric-based estimates of employment training from a field study. None of the econometric models based on nonrandomized methods gave estimates close to the estimate from the randomized study, calling into question nonrandomized methods for the evaluation of employment training effects. In this case, the benchmark estimate was different from the estimate from econometric methods that relied on assumptions to verify the validity of the method. Dehejia and Wahba (1999) used the same data and demonstrated that the propensity score method gave results closer to the benchmark estimate value, but Smith and Todd (2005) criticized this result because a special sample was used that had more stable weights in the Dehejia and Wahba (1999) study. In general, criticisms of the Lalonde (1986) study include that the sample used for comparison was not necessarily in the same labor market, the dependent variable was not measured in the same way across samples, and there were limited numbers of covariates for propensity methods (Glazerman, Levy, & Myers, 2003) . Overall, however, there was no evidence for benchmark estimate validity of the econometric models used with this example.
The Shadish et al. (2008) and the Lalonde (1986) studies are examples of a benchmark study where the estimate in the randomized study is used as the benchmark estimate to evaluate statistical models. In both of these studies it would be ideal to repeat the study a large number of times to verify that the benchmark estimate is close to the population value and not just the one study that had an estimate of that value. Whereas a benchmark estimate study can be performed to assess the validity of models that account for nonrandomization in a bivariate relation, it is nearly impossible to perform a similar study for mediation relations because there will not be a way to obtain a mediated effect estimate from randomization. It is possible to use a benchmark effect approach to validate mediation models, as described next.
Another type of benchmark study is a benchmark effect study. In this study, an effect is known, and the validity of a statistical model is evaluated by the extent to which it obtains results that demonstrate this effect. Dwyer (1992) , for example, used the positive relation between relative weight and blood pressure to validate a differential equation model for longitudinal data relating change in relative weight to change in blood pressure. An early example of benchmark effect validation was the validation of a scale measuring attitudes toward the church by showing scale differences between groups of church members and nonmembers (Cronbach & Meehl, 1955; Thurstone & Chave, 1929) . Research on the Minnesota Multiphasic Personality Inventory (MMPI; Butcher et al., 1992 ) also compared profiles of persons with and without a certain syndrome (Cronbach & Meehl, 1955) to validate the scale and to develop profiles useful for clinicians. A recent example of a benchmark effect study was conducted by Mooij, Peters, Janzing, Zscheischler, and Scholkopf (2016) where they evaluated methods to assess the direction of causation between two variables from observational data using modern causal and machine-learning methods to identify true cause-effect relations. The researchers used the Max Planck data on 100 different causeeffect pairs selected from 37 data sets in fields such as meteorolThis document is copyrighted by the American Psychological Association or one of its allied publishers.
ogy, biology, medicine, and engineering. The Max Planck data include example data sets where the direction of relation between an X and Y variable is considered known based on prior research or logic. One example is that altitude causes temperature and another example is that age causes weight in mollusks. Mooij et al. (2016) evaluated the accuracy rates of two machine learning methods, additive noise modeling and information geometric causal inference, by comparing the model results to the known directionality of the effects. One of the best methods, an additive noise modeling approach, had accuracy of 64% (plus or minus 10%). Recently, Thoemmes (2015) conducted a benchmark effect study with the Max Planck data in the evaluation of a method to assess temporal relations using only cross-sectional data based on technical work by Rousson (2000, 2001) and von Eye and DeShon (2012) . The rationale of this approach was that a dependent variable is more likely to have a normal distribution than an independent variable, so the skewness of a dependent variable will be smaller than the skewness of an independent variable, that is, the moments of the dependent variable are closer to a normal distribution than the moments of the independent variable. Thoemmes (2015) used data from the Max Planck Institute on two variable systems where the independent and dependent variables were considered known. If the method of determining temporal precedence based on cross-sectional data was valid, then the method ought to have correctly identified the temporal direction of these known effects. Of the 65 tests evaluated in the article, the known causal order was not often identified, but the rate improved when the assumptions of the test were fulfilled. Generally, the conclusion from this study was that the temporalrelation detection methodology was not validated.
In summary, benchmark validation consists of conducting a research study where the value of an effect is known, such as the total number of states in the United States, or where part of the design of the study includes a benchmark estimate value that is considered the true effect, or where an effect is well-established in the research literature and should be observed with a valid statistical model. Previous studies did not consider the case where a method should not find an effect. In addition to the validation of a statistical model by showing that it yields correct answers when an effect is known to exist, it is also useful to demonstrate that the model gives correct answers when an effect is known not to exist. The benchmark validation method does require that there is an established benchmark (and ideally an established lack of an effect) and that suitable data are available to validate the benchmark. Benchmark validation may focus on a benchmark value, benchmark estimate, or benchmark effect and is a useful method when assumptions are untestable or difficult to test, as in mediation analysis.
Mediating Variables and Problems With Mediation Analysis
In psychology and many other disciplines, mediating variables are central to scientific progress because they explain how nature operates (Kashy, Donnellan, Ackerman, & Russell, 2009; MacKinnon, 2008; Spencer, Zanna, & Fong, 2005) . The goal of mediation analysis is to evaluate whether a variable transmits the effects of one variable to another variable so that there is a causal sequence by which a manipulation, X, causes a mediating variable, M, which then causes an outcome variable, Y. Mediation analysis assesses whether there is evidence that M serves as a mediator in this causal sequence. Mediation analysis is challenging because typically the researcher can randomize only the initial variable in the sequence, and randomization of X does not ensure randomization of M. Theoretical mediation processes are widespread in psychology and include dissonance theory and memory theory. Valid mediation models are needed to investigate psychological phenomena that form the basis of theory. Applied research focuses on the design of interventions to change mediators that in turn change outcomes which are needed for the development of successful and efficient interventions.
Mathematical derivations have specified estimands and estimators of mediated effects including the correct standard errors based on assumptions regarding model coefficients and the appropriate distributions for mediation quantities (MacKinnon & Dwyer, 1993; Sobel, 1982) . Statistical simulation studies have evaluated which models yield correct answers when the population mediation model is known (MacKinnon & Dwyer, 1993; MacKinnon, Lockwood, Hoffman, West, & Sheets, 2002) . The growth in application of mediation analysis has increased substantially and researchers generally find mediation analysis useful (MacKinnon, 2008) . However, traditional mediation analysis based on linear regression or covariance structure modeling has been criticized based on a potential outcomes formulation of mediation (Holland, 1988) . Some of these criticisms have been severe (Bullock et al., 2010) . Most of these criticisms focused on the problems in the evidence for the causal sequence from a manipulation to a mediator to an outcome variable. In particular, the potential outcomes model for mediation demonstrates that mediation analysis requires untestable assumptions about comparisons of theoretical quantities that are impossible to ever measure because of unobserved potential outcomes (also called nested counterfactuals), such as mediator values in the reference group 1 for persons in the treatment group and mediator values in the treatment group for persons in the reference group. Even when participants are randomized to conditions, there is no way to rule out confounding of the mediator to outcome relation. These criticisms based on the potential outcomes model have called into question the usefulness of mediation analysis models. Some results indicate that a true mediated effect can never be determined from data unless certain assumptions hold.
To make this more concrete, consider modeling the effect of X on Y. One possibility is to conduct an experiment within an experiment as done by Shadish et al. (2008) so that a randomized experimental mediation effect can be obtained. The randomized experiment effect provides a benchmark estimate against which other models can be compared. For mediation, it is difficult to conceive of a study that would provide the true mediated effect because of the problem of unobserved potential outcomes, as the mediator cannot easily be directly randomized. If a randomized experiment cannot be conducted in order to provide a benchmark estimate or value, we propose that a benchmark effect can instead be used to validate a statistical model. Evaluating whether a 1 We use the term "reference group" to indicate the experimental manipulation group that did not receive the treatment. The term "control group" can also be used to indicate the experimental manipulation group that did not receive the treatment (Holland, 1986 (Holland, , 1988 . This document is copyrighted by the American Psychological Association or one of its allied publishers.
statistical model yields the correct answer in a substantive dataset with a known effect can help evaluate the accuracy of mediation models.
Statistical Mediation Analysis
Statistical mediation analysis is traditionally conducted by using information from two of the following three equations.
(1)
Y is the dependent variable, M is the mediator, and X is the binary randomized independent variable. Note that Y and M are continuous variables. Linear relations are assumed between variables. The coefficient c represents the relation between X and Y (see Figure  1) , c= is the coefficient relating X to Y adjusted for the effects of M, b is the coefficient relating M to Y adjusted for the effects of X, a is the coefficient relating
, and e M represent unexplained residuals, and the intercepts are b 0Y,1 , b 0Y,2 , and b 0M (see Figure 2 ). Note that both c and c= are coefficients relating X to Y, but c= is a partial effect, adjusted for the effects of M. In a sample, â, b, ĉ, and ĉ= are estimators of a, b, c, and c=, respectively. The interaction of X and M is sometimes needed when an intervention is known to modify the strength of the relation between M and Y across levels of X. As shown in Equation 4, the interaction of X and M is represented by coefficient h estimated with ĥ in a sample and the unexplained residual is e Y,3 .
If ĥ is nonzero, then the b and ĉ= coefficients differ across levels of X. Often the interaction of X and M is assumed to be zero and is not included in mediation analysis because the mediator to dependent variable relation is considered a known consistent relation based on past research and theory (MacKinnon, 2008) . With random assignment of X, ĉ and â represent causal effects (with minor assumptions) but ĥ, b, and ĉ= do not have a causal interpretation without further assumptions (Holland, 1988; MacKinnon, 2008; Robins & Greenland, 1992; VanderWeele & Vansteelandt, 2009 ). The product of â and b, âb, is the estimator of the mediated effect if ĥ is zero. If ĥ is nonzero, then then the b coefficient and âb mediated effect differ across levels of X. The causal interpretation of the âb mediated effect requires a self-contained model with no omitted influences, correct functional form for the relations in the mediating process, psychometrically sound measures, uncorrelated errors across equations, correct temporal precedence, and correct timing of measurement to capture the mediation process (MacKinnon, 2008) . Four assumptions are needed to identify direct and indirect effects (Pearl, 2001; Valeri & VanderWeele, 2013; VanderWeele & Vansteelandt, 2009 ).
1. The effect of the independent variable X on Y is unconfounded conditional on covariates.
2. The effect of the mediator M on the dependent variable Y is unconfounded conditional on X and covariates.
3. The effect of the independent variable X on the mediator M is unconfounded conditional on covariates.
4. There is no effect of the independent variable that itself confounds the M to Y relationship.
All four assumptions are necessary to estimate direct and indirect effects from observed data. Randomization to X will satisfy Assumptions 1 and 3 but not Assumptions 2 and 4. Randomization of individuals to levels of M is unlikely in most studies because individuals self-select their value of M-it is not randomly assigned to them. Assumption 2 is important because it cannot be tested or validated except in hypothetical situations. That is, X is randomized but the value of M for each participant is not randomized and is a function of individual characteristics. It is possible to evaluate the sensitivity of the mediation results of the study to possible confounders of the M to Y relation as we will demonstrate later in this article. However, the sensitivity analysis suggests hypothetical confounder effects. The assumption of no confounding of M to Y is untestable and has been considered problematic by several researchers (Bullock et al., 2010; Holland, 1988; Imai et al., 2010; MacKinnon, 2008) . The purpose of the memory mediation example used in this article is to evaluate whether mediated effects would be present even though it is impossible to ensure that all assumptions are satisfied, especially the assumption that there is no confounding of the M to Y relation.
Imagery and Memory Theory Data Illustration
The substantive area for benchmark effect validation in this article is human memory. A known phenomenon in human memory research is that individuals instructed to make mental images of words recall more words than individuals given no instructions or instructions to repeat the words. Levels of processing theory predicts that word recall is improved because the level of processing of the words is deeper when using imagery than repetition (Craik, 2002; Craik & Lockhart, 1972; Craik & Tulving, 1975; Paivo, 1971) . The mediation hypothesis is that the instructions increase mental imagery of the words which then increases word recall. In this memory example, a valid mediation analysis model should provide evidence consistent with mediation of instruction effects through use of imagery to increased word recall but not
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mediation through repetition of the words. Benchmark effect validation of the mediation model could be assessed by conducting experiments that demonstrate how imagery leads to improved memory and assessing the extent to which the model yields an answer consistent with the known effect. For the imagery and memory example, X is randomized but M and Y are observed. It is similar to the randomized study for a single randomized X variable and dependent Y variable in that X on Y and X on M are causal effects due to randomization. However, the M to Y relation is not randomized and there may be variables that confound this relation. Furthermore, as described earlier, the traditional mediation analysis ignores a potential outcome that is impossible to measure, for example, the mediator score under the reference condition for a person in the treatment group and the mediator score under the treatment condition for a person in the reference group. In this context, the known effect is the mediating effect of imagery instructions to imagery to word recall. A valid model should conclude that mediation is present even though there may be additional variables that may confound the M to Y relation and there are nested potential outcomes that are impossible to measure. Similarly, a mediation effect through repetition, though this may increase memory somewhat, should not be substantial based on memory processing theory. Mediation analysis models should lead to the correct conclusion about mediation through imagery, but not through repetition.
Single Mediator Analysis: Benchmark Effect Validation of Statistical Mediation Analysis of Imagery as a Mediator of Instructions on Memory
We have described the notion of benchmark validation as a method to evaluate statistical models and described several examples. We described statistical mediation analysis and its limitations due to untestable assumptions such as the possible confounding of the M to Y relation. We described the research literature on the effect of imagery on word recall. Next, benchmark effect validation is applied to mediation analysis for the substantive mediation hypothesis of an experimental manipulation increasing imagery to increase word recall. The purpose of the single mediator analysis is to illustrate the application of benchmark validation methods for statistical mediation analysis in the common situation where some necessary assumptions for the statistical analysis are impossible to ever measure, namely that the relation between M and Y can be known as a true causal effect.
Method
Data were obtained from eight experiments. The data were collected on the first day of class as part of the first author's classroom teaching. The pedagogical value of the experiment was that students would have first-hand knowledge of the experiment thereby increasing their understanding of course concepts. The memory manipulation was chosen because the sample size in each class was likely to provide reasonable statistical power to detect an effect but not so much power that Type II errors would not occur. Permission to use the data was obtained from the university Institutional Review Board.
Participants were told that they would hear a list of words and would be asked to recall the words. Prior to the experiment, participants were given a sheet of paper with one of two instructions for either primary (repetition) or secondary (imagery) rehearsal: The primary rehearsal condition gave the instructions "As you hear each word, repeat it over and over until you hear the next word." The secondary rehearsal condition gave the instructions "As you hear each word, make an image out of the word and the other words that you hear. For example, if you heard the words camel and woman, you would imagine a woman riding a camel." The sheets were shuffled and then handed out randomly to students in the class. Participants were instructed to listen to the words and try to do the instructions described on the sheet and not some other strategy. At this point, the 20 words were read with 10 s between each word. Ten seconds after the last word, students were asked to write as many words as they could. After a few minutes they rated the extent to which they made images of the words from 1 ϭ not at all to 9 ϭ absolutely and then they rated the extent to which they repeated the words over and over on a scale of 1 ϭ not at all to 9 ϭ absolutely. Additional materials for the experiment, word list, data from the experiments and additional analyses are available in the supplementary materials or by contacting the first author.
The variables used in the statistical analysis were: X (repetition or primary rehearsal ϭ 0, imagery or secondary rehearsal ϭ 1), R is repetition on a 1 to 9 scale, I is imagery on a 1 to 9 scale, and Y is total word recall out of 20 words. Repetition and imagery were mean-centered prior to all analyses. Five participants did not have complete data for a total N of 369 (N in the eight studies of 77, 43, 24, 79, 22, 45, 35, and 44) .
Recall that we are interested in testing the validity of the single mediator model in replicating a benchmark mediated effect of our experimental manipulation on total words recalled through its effect on use of mental imagery. We used four criteria to determine the validity of the single mediator model for each of the eight studies. First, the mediated effect should be statistically significant in the majority of studies. Because of sampling variability and small sample size in some studies, we did not expect the mediated effect to be statistically significant in all studies. Second, the imagery mediated effect should generally be positive, though with sampling variability, it is possible that the effect could be negative. Third, the mediated effect should be of meaningful effect size, such as at least a third of a word or an effect size of at least 0.2 standard deviations (small effect size). Fourth, the confidence interval obtained using data accumulation procedures in Howard, Maxwell, and Fleming (2000) should not include zero. The final data set that combines all data from all studies represents the most complete evaluation of the benchmark effect validation of the mediation model for the imagery example. If the mediated effect was significant and positive for many of the studies, had a meaningful effect size, and an accumulated data confidence interval that did not include zero, we concluded that the single mediator model was a valid model for estimating the effect of the experimental manipulation on total words recalled through its effect on use of mental imagery. The statistical mediation model may not be validated if the constellation of assumptions This document is copyrighted by the American Psychological Association or one of its allied publishers.
violated in real data makes mediation analysis an inaccurate method.
Results

Mediation Analysis
As shown in Table 1 , there was a significant effect of X on M (M is the measure of imagery), consistent with a manipulation on the reported imagery rating. The results in Table 1 are based on estimating Equations 2 and 3. Five out of the eight studies had a significant total effect of the manipulation on words recalled with an average of 2.497 words. The relation of M to Y was statistically significant in five of eight studies and was always positive with a minimum value of 0.317. The mediated effect was statistically significant five times averaging 2.023 words and in the same direction for all eight studies based on the distribution of the product confidence intervals (MacKinnon, Fritz, Williams, & Lockwood, 2007; Tofighi & MacKinnon, 2011) . The direct effect was never statistically significant and was positive five times and negative three times, consistent with a direct effect close to zero. Note that not all tests of mediation were statistically significant because of sampling error and the sample size differed across the replications.
An effect size measure for the mediated effect, the standardized mediated effect, was calculated by dividing the mediated effect by the standard deviation of Y. The standardized mediated effect represents the difference in the mediated effect between imagery and repetition groups in standard deviations of Y (MacKinnon, 2008; Miočević, O'Rourke, MacKinnon, & Brown, 2017) . The standardized mediated effect ranged from 0.395 to 0.803, much larger than the criterion standardized effect size of 0.2. Using the percentile bootstrap, five of the eight studies had confidence intervals for the standardized mediated effect that did not contain zero.
The results in Table 2 were obtained by estimating Equations 3 and 4. By including the interaction of X and M, because X was coded 0 for repetition and 1 for imagery, the coefficients for b and c= are for the repetition group. One of the eight studies had a statistically significant interaction of X and M on Y, and five of the studies had a negative value of the interaction and three studies had a positive value of the interaction, suggesting that the X and M interaction is close to zero. The mediated effect was negative in the one study with a statistically significant XM interaction, but further analysis showed that the M to Y relation was positive in the imagery condition, so the mediated effect was positive in the imagery condition.
Cumulative Data Analysis
A cumulative data analysis approach was used to aggregate the data across the eight memory studies to sequentially update the estimate of the mediated effect (Howard et al., 2000) . This analysis was conducted so that the benchmark effect could be evaluated as a whole rather than merely counting the number of statistically significant tests. The cumulative data analysis approach was conducted by estimating the mediated effect from Study 1 data then adding the data from the next study in the sequence (i.e., Study 2 data) and estimating the mediated effect on this combined dataset. This process was continued until the data from all eight memory studies were included in a single dataset. Imagery was meancentered in each dataset (e.g., mean-centered in Study 1 data and then mean-centered in Study 1 ϩ Study 2 data). Confidence intervals for the mediated effect estimate were created using asymmetric distribution of the product confidence intervals (MacKinnon et al., 2007; Tofighi & MacKinnon, 2011) . Figure 3 displays the mediated effect estimate through imagery when the XM interaction was not included and its corresponding confidence interval for Study 1 data through Study 1 data ϩ . . . ϩ Study 8 data. When all the data were included, the mediated effect was equal to 2.121 with all data and the confidence interval became narrower and ranged from 1.597 to 2.684. The confidence interval for the mediated effect did not contain zero.
Adjustment for Unmeasured Confounders and Measurement Error
Sensitivity analyses can be used to help determine how much the observed mediated effect would change assuming there is some unmeasured confounder(s) that affects the M to Y relation, or the imagery to total words recalled relation (Imai et al., 2010; MacKinnon, 2008) . There are three types of sensitivity analyses that can be used to probe the untestable assumption of no unmeasured confounders for the single mediator model (Cox, Kisbu-Sakarya, Miočević, & MacKinnon, 2013) . We apply one of these methods, the left out variables error (L.O.V.E.) method (Mauro, 1990) This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
adapted to the case of mediation. The method calculates the magnitude of an unmeasured confounder, U, that would reduce the mediated effect to zero, based on the correlation between U and the mediator, M, and the correlation between U and the outcome, Y. The larger the correlation between U and M (R um ) and U and Y (R uy ) required to make the observed mediated effect equal to zero the more robust the observed mediated effect is to unmeasured confounding. The L.O.V.E. method was applied to the word data aggregated across all eight memory studies (see Figure 4) . The sensitivity plot has the correlation between the unmeasured confounder, U, and the outcome, Y on the x-axis and has the correlation between U and M on the y-axis. The line represents the correlation between U and M and U and Y that it would take to make the observed mediated effect equal to zero. The further the line is away from the axes, the more robust the observed mediated effect is to unmeasured confounding. Looking at a single point on the line in Figure   4 (e.g., R UM ϭ .602 and R UY ϭ .524 calculated analytically), this means it would take a correlation of .602 between mental imagery and some unmeasured confounder and a correlation between total words recalled and some unmeasured confounder of .524 for the observed mediated effect to equal zero. These sensitivity results provide evidence that the observed mediated effect of our experimental manipulation on total words recalled through its effect on mental imagery is robust to unmeasured confounding. It is difficult to conceive of a confounder with such large relations with M and Y that could reduce the mediated effect to zero. An example of a possible confounder would be if some students had knowledge of mnemonics such as the peg word technique to improve memory for the words. The imagery and rehearsal groups would have to differ on this confounder, which is unlikely given random assignment to conditions. As a result, it is unlikely that a confounder of the M to Y relation could explain the mediated effects through imagery. Figure 3 . Mediated effect through imagery with asymmetric distribution of a product confidence intervals. The mediated effect was first estimated on Study 1 data then the data from the next study in the sequence (i.e., Study 2 data) was added to Study 1 data and the mediated effect was estimated on this combined dataset. This process was continued sequentially until the data from all eight studies were included in a single dataset. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Another sensitivity analysis was conducted to test the robustness of the mediated effect through imagery to both unmeasured confounding and measurement error (Fritz, Kenny, & MacKinnon, 2016) . The reliability of the mediator and the outcome was varied from .80 to 1.0 while simultaneously estimating the correlation between the mediator and an unmeasured confounder, R UM , and the correlation between the outcome and an unmeasured confounder, R UY , that would make the mediated effect equal zero. Reliability of the mediator and outcome was varied by constraining the residual variance of M to M 2 (1-Reliability) and the residual variance of Y to Y 2 (1-Reliability). The correlation between the mediator and the unmeasured confounder, R UM, and the correlation between the outcome and the unmeasured confounder, R UY was estimated by creating a latent variable, U, constraining its variance to 1, estimating a path from U to M and from U to Y constrained to be equal, and constraining the b path to zero (MacKinnon, 2008) . This resulted in the same unstandardized path coefficient from U to M and U to Y but different correlations between M and U and Y and U because the variance of M and Y were not, in general, equal. When reliability of M and Y was .80, the mediated effect estimate was larger, and the direct effect was smaller which is expected when correcting for measurement error in the mediator (Fritz et al., 2016; Hoyle & Kenny, 1999) . Allowing for measurement error increases the value of the b coefficient so the mediated effect adjusted for reliability of .8, increased from 2.121 to 3.129 and the correlation between imagery and a confounder would have to be .673, and the correlation between recall and the confounder would have to be .586 to make the mediated effect equal to zero. Again, correlations with a potential confounder would have to be very large to make the mediated effect zero. Overall, the results provide benchmark validation of the mediated effect for imagery and word recall, even when sensitivity to potential confounders and measurement error are considered.
Two-Mediator Model Analysis: Benchmark Validation of Statistical Mediation Analysis of Imagery and Repetition as Possible Mediators of Instructions on Memory
The single mediator analysis provided evidence for benchmark effect validation for statistical mediation analysis because there was evidence that imagery was a mediator of instructions on word recall. It is also useful to demonstrate that a mediation effect is not found for a mediator that theoretically should not improve recall substantially. Merely repeating a word over and over should not have a substantial effect on word recall because it does not entail the type of elaborative processing that improves memory. In the next analysis, the mediated effect of the repetition mediator is tested as part of a two-mediator model, containing both the repetition mediator and the imagery mediator. There should be evidence for mediation through imagery but not through repetition in this model for benchmark effect validation. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Two-Mediator Models
To simultaneously address the predicted mediation pathway through imagery and the predicted lack of a mediation effect through repetition, a two-mediator model (MacKinnon, 2008) was estimated. In this model, all four variables of manipulation, imagery, repetition, and recall were included in order to simultaneously estimate mediated effects through imagery and repetition. A covariance between imagery and repetition was included in the model because these two measures were likely to be correlated. In fact, the negative correlation between the two mediators suggested that as more of one strategy was used, less of the other strategy was used, that is, with more imagery there was less repetition and with more repetition there was less imagery. The results of this analysis are shown in Table 3 . There were significant effects of the manipulation on imagery and repetition self-reports in every study, as expected because this was the manipulation. Only one of the eight studies demonstrated a significant gain in R-squared when both the interaction of X and M on Y and the interaction of X and R on Y were included; therefore, these interactions were not included in the final analyses. The average relation of imagery to word recall was 0.515, which was statistically significant in six out of eight studies. The average mediated effect for imagery was 1.954 words and the mediated effect was statistically significant in six of eight studies and always positive, consistent with the single mediator results described earlier. In contrast, the average relation of repetition to recall was Ϫ0.027 and none of the coefficients were statistically significant. None of the mediated effects through repetition were statistically significant with an average of 0.152 words. Overall, the pattern of results for the two-mediator model demonstrated benchmark validation of these models for the known imagery effect and known lack of a mediated effect through repetition, as expected.
The standardized mediated effect size was calculated for the mediated effect through imagery and the mediated effect through repetition. The effect size measure was the mediated effect estimate divided by the standard deviation of Y. The effect size for the mediated effect through imagery ranged from 0.465 to 0.721. Using percentile bootstrap, confidence intervals for five out of the eight studies did not contain zero. The effect size for the mediated effect through repetition ranged from Ϫ0.234 to 0.406. Confidence intervals for all studies contained zero for the repetition mediated effect. Figure 5 displays the cumulative data analysis results for the mediated effect estimate through imagery from the multiple mediator model that also included repetition as a mediator. No interactions were included in this model. The mediated effect through imagery had a similar final value as in Figure 3 for the single mediator model, 2.139, with a confidence interval that ranged from 1.606 to 2.715. The confidence intervals became narrower as data were accumulated across the eight studies, and the confidence intervals always excluded zero. Figure 6 displays the mediated effect through repetition from the multiple mediator model. The mediated effect through repetition was initially negative in Study 1 (Ϫ0.502) with a confidence interval that ranged from Ϫ2.003 to 0.971. As data were accumulated across the eight studies, the mediated effect through repetition increased to Ϫ0.082 with a narrower confidence interval that ranged from Ϫ0.645 to 0.477. The confidence intervals for the mediated effect through repetition never excluded zero. Overall, the mediated effect via imagery was nonzero and was close to the value of 2 while the mediated effect through repetition was near zero providing evidence the mediation model is valid for providing specific evidence of a known benchmark effect through imagery but not through repetition. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
The sensitivity analysis for the mediated effect via imagery for the two-mediator model was generally the same as the single mediator model results with correlations of .589 for a confounder and imagery and .511 for a confounder and recall to make the mediated effect zero. When reliability was .80, the mediated effect increased from 2.139 to 3.360 and the direct effect increased in magnitude but became more negative. The mediated effect through repetition was so small that any possible correlation with a con- Figure 5 . Mediated effect through imagery including repetition in a multiple mediator model with no interactions and with asymmetric distribution of a product confidence intervals. The mediated effect was first estimated on Study 1 data then the data from the next study in the sequence (i.e., Study 2 data) was added to Study 1 data and the mediated effect was estimated on this combined dataset. This process was continued sequentially until the data from all eight studies were included in a single dataset. Figure 6 . Mediated effect through repetition including imagery in a multiple mediator model with no interactions and with asymmetric distribution of a product confidence intervals. The mediated effect was first estimated on Study 1 data then the data from the next study in the sequence (i.e., Study 2 data) was added to Study 1 data and the mediated effect was estimated on this combined dataset. This process was continued sequentially until the data from all eight studies were included in a single dataset. This document is copyrighted by the American Psychological Association or one of its allied publishers.
founder could render it zero and increasing measurement error increased the magnitude of the mediated effect only from Ϫ0.082 to Ϫ0.704. More on sensitivity to confounding and measurement error such as analyses for each experiment is included in the online supplemental material. As described earlier, the sample size for each study was considered reasonable for the overall effect of the manipulation on recall for words. We conducted a post hoc power analysis for the mediated effect in each of the eight studies using a Monte Carlo procedure for the single mediator model and the multiple mediator model in Mplus 7.4 (Thoemmes, MacKinnon, & Reiser, 2010) . For each study, a population model was chosen for which 10,000 simulated data sets were created. The population model was chosen to be equal to the parameter estimates (i.e., path coefficients, covariances, variances/residual variances) from the mediator models fit to the data accumulated across all eight studies. We acknowledge that there are limitations to post hoc power calculations including that the effects from all the studies are not likely to represent the population effects (Hoenig & Heisey, 2012 ) so these power calculations should be considered approximate.
For each of these 10,000 simulated data sets, the observed mediated effect was tested for statistical significance using percentile bootstrapping. The empirical power for each study is the percentage of times the mediated effect was significant across the 10,000 simulated data sets. Power was calculated with and without the XM interaction. On average, the empirical post hoc power was .690 to detect the mediated effect though imagery with the XM interaction, .765 to detect the mediated effect without the XM interaction, .733 to detect the mediated effect through imagery in the multiple mediator model, and .062 to detect the mediated effect through repetition in the multiple mediator model. Overall, there was empirical power slightly lower than .8 to detect the mediated effect through imagery and the empirical power to detect the effect through repetition was close to the nominal .05 Type I error rate. Based on these power calculations, a sample size of about 45 is needed to have .80 power to detect the imagery mediated effect. When sample size was 24 or 22 as in Studies 3 and 5, there was about a 45% chance of detecting a nonzero effect (for the twomediator model it was .456 and .418, respectively).
Discussion
This article described benchmark validation and then conducted a benchmark effect validation study of mediation analysis. We described the overall approach for benchmark validation, including benchmark value, benchmark estimate, and benchmark effect studies. Benchmark validation is not new and has been applied in several previous studies. Most prior related work has focused on benchmark estimate studies where an estimate from a randomized study is compared with the estimate from a nonrandomized study. It is useful to conduct benchmark validation of statistical mediation analysis because of the possible influence of confounding variables and imprecise specification of mediation quantities in mediation analysis-including that some quantities are impossible to ever measure from a potential outcomes perspective. Statistical mediation analyses led to accurate conclusions about the mediated effect of imagery on word recall and the lack of a mediated effect of repetition on word recall thereby providing benchmark validation of statistical mediation analysis. The benchmark effect validation in this study is only for one substantive example, imagery and word recall, and does not suggest that all statistical mediation models will always be valid. The results do provide an example where mediation analysis gave correct answers and provides a validation approach that could be applied to more examples. Ideally, many other applications of mediation analysis would be validated in a similar manner providing cumulative evidence for the methodology.
There are other more elaborate versions of the imagery and memory benchmark effect study than the one that we used. For example, latent variable models for type of rehearsal and memory could provide more accurate measurement of depth of processing and memory (Geiselman, Woodard, & Beatty, 1982) and all possible known confounders could be measured. It may also be possible in the future to randomize participants to a level of the mediator, perhaps with direct brain stimulation (e.g., by transcranial magnetic stimulation) allowing for a benchmark estimate validation study. Different research designs may allow for the use of other statistical methods like instrumental variable methods for mediation where the direct effect is known to be zero so that the estimate of the b path can be considered causal. The point of our example data is that it reflects a well-known, accepted finding in cognitive psychology-that instructions to form images improves memory for words. Such an effect should be uncovered in any mediation analysis of imagery and memory that is valid.
Validating statistical models with benchmark validation complements other methods to evaluate statistical models, though mathematics and simulation research will continue to be the dominant methods used to develop and evaluate statistical models. Each approach has strengths and weaknesses. Mathematical derivations are based on assumptions that may be incorrect or unrealistic for real world data. Simulation studies generally consist of two parts: specifying a data-generating model that is meant to emulate how a theoretical process operates in the population and a data-analysis model that is meant to estimate the parameters of the theoretical model. Statistical models are tested in the data-analysis stage and are validated if they produce results that match the parameters in the data-generating model. Simulation studies generally favor the statistical models that generated the data or favor models that are closely related to the data-generating model. It is unclear whether population models in simulation studies accurately reflect the complications of real substantive data. One option would be to base simulations on real-world data sets, but the simulation conditions can only reflect artificial aspects of the observed data in the specification of the population model. In this case, observed parameters from the real data set are used to create an artificial population from which simulated data sets are drawn. The benchmark validation method complements mathematical and simulation methods with a benchmark that is considered known based on extensive substantive research literature. In particular, the benchmark validation method is necessary because the substantive effect may have complications that are difficult or impossible to ever model in a simulation study or mathematical derivation and can only be validated with benchmarks. Ideally, benchmark validation studies of statistical models are applied in many different substantive research areas for different benchmark values, estimates, and effects. Benchmark validation studies may be most helpful after mathematical and simulation studies have demonstrated that a statistical method is accurate for population models. This document is copyrighted by the American Psychological Association or one of its allied publishers.
There are limitations to benchmark validation including whether such consistent effects can be found in substantive research literature and how to determine when a known effect is present. Benchmark validation requires that there are substantive effects with enough evidence and replication to be considered known. Do we have such known effects in psychology? Levels of processing theory for word recall was demonstrated in this research. One characteristic of benchmark validation is a strong theoretical explanation as well as extensive empirical basis for an effect. Other possible known effects in psychology include some genetic relations (Plomin, DeFries, Knopik, & Neiderhiser, 2016) , perception, cognitive dissonance, learning, anchoring, and Stroop interference, though the mediating processes for these phenomena may not be as well developed as imagery and word recall. Other sources for known effects include central findings in a research area (Fiske, Gilbert, & Lindzey, 2010; Reisberg, 2013; Valsiner & Connolly, 2003) . Replicated meta-analyses may provide additional evidence for a known effect (Howard et al., 2009 ), but reaching the goal of a known effect may require many meta-analysis and research synthesis studies using the best methodology (Borenstein, Hedges, Higgins, & Rothstein, 2009; Cheung, 2015; Cooper, Hedges, & Valentine, 2009; Simonsohn, Simmons, & Nelson, 2015) . It is also ideal if the known effect studied is easy to replicate or is already present in many available data sets. Easily available data are becoming the norm with requirements for data sharing and the capability of electronic devices to collect massive amounts of data.
Benchmark Validation Criteria
The benchmark estimate studies that include within-study comparison of randomized conditions are ideal benchmark validation studies because of the availability of an estimate from a randomized arm. They are ideal because they compare a benchmark estimate from a randomized study with an estimate from an observational study. The randomized design is considered the most accurate way to estimate causal effects, though this design has limitations that are addressed by other methods (Shadish et al., 2002) . Cook, Shadish, and Wong (2008) described seven criteria for within-study comparison research that are relevant for benchmark estimate validation which are paraphrased here: (a) two counterfactual groups must exist that vary in terms of whether the intervention was random or not, (b) experimental and observational studies must estimate the same causal effect, (c) the difference between the observational and experimental study should not be correlated with other variables related to the study outcome, (d) persons conducting the analysis of the randomized and observational study should be blind to each other's results, (e) treatment and control groups must meet the usual criteria of technical accuracy such as proper randomization, (f) the observational study should meet technical requirements for accurate analysis for the statistical method used, and (e) a method should be used to decide whether the results from the experimental and observational study are comparable, such as statistical significance patterns, metric of the causal effect, and percentage difference in the two effects.
We propose seven criteria for selecting a substantive effect to use in a benchmark effect validation study: (a) there must be a body of research validating the existence of the effect conducted by many different researchers and in many different research contexts; (b) experienced researchers in a field must agree that the effect is real and replicable; (c) no specific evidence exists against the presence of the effect; (d) data from repeated studies are available or could be obtained by conducting multiple studies with available resources; (e) the data available are likely to exhibit the benchmark effect given effect size and sample size; ideally power calculations demonstrate power to find the effect; (f) specification of a method to conclude that there is benchmark validation such as an effect, effect size, confidence interval, or probability that the effect is nonzero; and (g) it is possible to identify an effect that should not be present using the statistical model. In this way, specificity is demonstrated when an effect is found for one but not another effect. Overall, the benchmark effect would be unambiguously supported by researchers in a research area. The consensus among researchers about the benchmark effect may be the most challenging aspect of identifying benchmark effects.
The first six criteria apply for a benchmark value study if a specific value, rather than an estimate, is considered known. Such benchmark value studies may be rare in psychology, although they exist in other fields. For example, geographical imaging studies may validate maps by physically traveling to locations on the map, thereby obtaining ground truth. Similarly, medical imaging studies may validate a medical imaging instrument by seeing how well the image corresponds to a person's physical anatomy.
Possible Results of a Benchmark Validation Study
The success of the benchmark effect validation method depends on whether the benchmark effect is a true effect that exists independent of a chosen statistical model. If the chosen benchmark effect is real, there are two possible conclusions from the study. Ideally, the statistical model corroborates the existence of the benchmark effect, providing evidence that the model is valid. If the statistical model does not detect the benchmark effect, then the statistical model is not validated, suggesting that the statistical model does not lead to the correct answer. Regardless of whether the statistical model detected the benchmark effect, a benchmark validation study can inspire improvements or highlight limitations of the statistical model to inform further work. The benchmark validation study results, along with analytical and simulation work on the statistical model, may provide next steps. Additional BV studies may further clarify the reasons why the statistical model was not accurate and can compare additional statistical models which may more accurately identify the benchmark effect. Although finding other benchmark effects and conducting additional studies may be time-consuming, this process may help expose weaknesses of existing methods and inspire new methods. For example, if our statistical mediation model had failed to find an imagery mediated effect in the memory studies, we would next explore why the model failed. We would use analytical and simulation work to determine whether the model was underpowered for the observed sample size and effect size. Other approaches to mediation analysis based on machine learning or causal mediation would be evaluated. Such a result would seriously question the accuracy of statistical mediation analysis and generate extensive further research.
Problematic results may occur if the benchmark effect is not a real effect, in which case there are two possibilities that demonstrate limitations of the benchmark validation method: (a) an untrue benchmark effect suggests that an accurate statistical model This document is copyrighted by the American Psychological Association or one of its allied publishers.
is not valid and (b) an untrue benchmark effect suggests that an inaccurate statistical model is valid. These possibilities must be considered in any BV study and highlight the importance of combining BV, mathematical, and simulation work in the development and evaluation of statistical models. If the statistical model does not validate the benchmark effect that is untrue, then the statistical model may be valid, but it would be rejected because the benchmark effect is not real. This result is problematic because it will suggest that a valid statistical method should be rejected. In this situation, simulation and analytical work that form the basis of the statistical method should be investigated more thoroughly and it would be important to conduct other benchmark validation studies. The other problematic outcome when the benchmark effect is not real is when the statistical model leads to the conclusion that the effect is present, though this may be very rare if the criteria for benchmark effects are followed. In this case, the statistical method would be considered valid and there would be further evidence for the benchmark effect studied. In this case, other benchmark validation studies and further analytical and simulation work could further expose the benchmark effect that is not real. Nevertheless, the possibility that the benchmark effect selected for validation is not real is an important consideration for any benchmark validation study. In summary, benchmark validation has limitations that must be considered, and benchmark validation studies combined with simulation and mathematical work will help develop and evaluate the veracity of a statistical model.
Given the criteria for selecting a benchmark effect, it would be surprising but possible that a benchmark effect would not be real. Such a result is possible if the above criteria are not followed, especially if there is not a real scientific consensus on the presence of the benchmark effect. There is at least one study that may be an example of this type of result for the confirmatory factor analysis model. McCrae, Zonderman, Costa, Bond, and Paunonen (1996) cast doubt on confirmatory factor analysis (CFA) because CFA did not validate dimensions of personality. It is possible in this case that CFA is valid, but the dimensions of personality are not as described in previous studies of the five factor personality model. The use of the five personality factors as a benchmark effect violates Criterion 3 which requires that there is no reason to doubt the benchmark effect. There are dissenting opinions about the five personality factors (Block, 1995) including that the number of personality dimensions are more than five (e.g., Cattell's research demonstrating 16 personality factors; Cattell & Schuerger, 2003) , and the importance of context on personality (Ross & Nisbett, 1991) . The results of the McCrae et al. (1996) study demonstrate the possible ambiguity of personality dimensions and demonstrate that other studies of CFA are needed including other BV studies. It is interesting to speculate about benchmark studies to validate the CFA model. For example, one possible BV study of CFA could expect three dimensions for measures of three human characteristics such as measures of physical size, cognitive abilities, and personality ratings. A valid method should suggest that the measures were obtained from three dimensions.
Benchmark Validation, Research Design, and Measurement
Benchmark validity is related to existing validity discussions of tests and research designs. A point emphasized in this literature is that validity is shown in the use of a test or research design. The validity of research designs is discussed extensively in the work of Shadish and colleagues (Shadish et al., 2002) , primarily in the context of the validity of inferences drawn about the relation between two variables where one of the variables represents group membership. In this literature, statistical conclusion validity is the concept most closely related to benchmark validation, in that both refer to the extent to which a statistical analysis leads to the correct decision about whether variables are related and how strongly they are related. Many of the threats to statistical conclusion validity are also threats to benchmark validation such as low statistical power, violated assumptions, and unreliability of measures. There are many connections with concepts in test validity. In this literature, the notion of predictive validity, that a valid test score predicts a criterion variable, is most closely related to benchmark validation of whether a statistical model leads to accurate decisions about a known effect (Nunnally & Bernstein, 1994) . Divergent and convergent validity evidence corresponds to whether the statistical model leads to the correct conclusion about benchmark effects that should and should not be present, respectively. Current views of test validity advocate for the importance of using comprehensive information to assess whether interpretations are valid (Kane, 2006; Markus & Borsboom, 2013) that is similar to the use of mathematics, simulations, and benchmark validation studies to assess the accuracy of statistical models.
Benchmark Validation and Philosophy of Science
The notion of benchmark validation is consistent with several views from the philosophy of science literature of which we mention two. Kuhn (1970) described normal science as conducted within a research paradigm that included studies employing facts of a scientific paradigm to solve problems, evaluating predictions from theory defined by the scientific paradigm, and conducting research to resolve ambiguities of the paradigm. Kuhn (1970) identified that once started, it was very difficult for scientists to emerge from the bias introduced by their extant scientific paradigm. Kuhn (1970) questioned whether it was possible or even likely that truth could be obtained, and he concluded that scientific progress was not cumulative but requires scientific revolutions for newer, correct ideas to emerge. He argued that paradigms are neither right nor wrong but are merely the views held by scientists, and these views are heavily influenced by existing scientific paradigms. In response to Kuhn's (1970) humanistic view that science is socially determined, Shapere (1983) noted that the goal of the scientist is to be aware of possible biases introduced by existing background information. He argued that there is an objective truth and that the goal of science is to obtain this truth. In one respect, benchmark validation is part of normal science described by Kuhn (1970) , reflecting the evaluation of predictions from statistical models from the existing scientific paradigm. In another view, benchmark validation provides a way to investigate when prevailing methods are inaccurate in the context of the meaning of actual research results. In either case, because the selection of a benchThis document is copyrighted by the American Psychological Association or one of its allied publishers.
mark is based on prior knowledge in a research area, the potential biases of the effect due to the existing scientific paradigm must be considered.
Summary and Future Directions
Perhaps the most important aspect of benchmark validation is that it will help focus research on consistent and replicable research results in psychology, which is an important aspect of substantive research that has been reemphasized recently (Gilbert, King, Pettigrew, & Wilson, 2016; Open Science Collaboration, 2015) . A byproduct of the search for benchmarks to validate methods is an attention on known effects in psychology thereby providing a way to gauge growth of knowledge in psychology. Rather than focusing on new knowledge in psychology, benchmark validation increases focus on what is considered known. Why not concentrate on finding known psychological effects and demonstrating these effects in many studies? Such research may not be especially splashy or newsworthy, but focuses on the information that makes psychology a science.
Several important questions about benchmark validation remain. One is the number of replications required to validate a method. A way to view this problem is in terms of the width of the confidence interval of the effect across the studies (Cumming, 2014) . The multilevel modeling literature provides confidence interval width recommendations for the number of studies that range from 20 -50 that depend on the size of the variance among replications (Hox, 2002; Snijders & Bosker, 1999) . Recommendations from the meta-analysis literature also vary with a minimum requirement of at least two studies (Valentine, Pigott, & Rothstein, 2010) . Mosteller and Tukey (1977) noted that after about three degrees of freedom, the critical t value is 89% of the value of the t from one compared with an infinite degrees of freedom, and at 10 degrees of freedom, the t is very close to the t for an infinite degrees of freedom. Their recommendation would suggest at least four replication studies, but 10 or more studies is ideal. Another question is how to decide whether a study replicates the results of a previous study. Anderson and Maxwell (2016) provided several useful approaches to decide whether a study replicates an effect obtained in an earlier study. In fact, benchmark validation could be used to evaluate these approaches to decide whether an effect is replicated. To use the imagery manipulation on recall example, each study should replicate earlier studies in consideration of different sample sizes and sampling error. For example, normal theory versus Bayesian credibility confidence interval measures of replication should lead to the conclusion that the studies replicate each other. Relatedly, benchmark validation provides an empirical way to evaluate the extent to which null hypothesis significance testing, sequential Bayesian estimation, versus other possible methods leads to correct decisions about benchmark effects across many studies.
Besides mediation analysis that was used for illustration in this article, benchmark validation can help validate other statistical models. For the case of methods for nonrandomized X on Y, the use of a randomized arm of the study is helpful for understanding methodological validity of methods for causal inference from nonexperimental studies. For structural equation modeling, it may be difficult to find known effects for these more complicated models. However, Sewall Wright's (Wright, 1920) original work on the genetics of piebald guinea pigs was a complicated path analytic model that Wright considered known. Benchmark validation could be used with latent class models in situations where there are known classes such as species of iris flowers (Fisher, 1936) , or undergraduate major in a sample of students. For example, undergraduate seniors could be given a general knowledge test assuming that they would be more likely to correctly answer questions related to their major. If latent class analysis of their answers could correctly group students based on their actual chosen majors, this would provide some validity evidence for latent class models. Longitudinal models can be validated with effects that are known to change over time, such as vocabulary acquisition in children and growth in height. There may be examples of known effects from the physical sciences and biology which can be used to validate methods more widely used in the social sciences as has been done with the Max Planck Institute data.
Given the likelihood that statistical models have untestable assumptions and that future models will be developed that illustrate the shortcomings of existing statistical models, substantive and methodological researchers are left with a dilemma. If we know that our current models are not optimal or if we know that at some time in the future, current methodology may be viewed as obsolete or even misleading, how can we ever know that our models are valid or that our research conclusions are accurate? In order to be more confident that research conclusions are accurate, it is prudent for researchers to rely on accumulated evidence from mathematics, simulation studies, and also thorough validation of known benchmark values, estimates, and effects in a substantive area. We hope that this research will encourage researchers to search for benchmark values, estimates, and effects to validate statistical models, so we gain information about whether our methods should work (Feynman, 1974) .
