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As more Internet-of-Things (IoT) devices come online, they are equipped with the ability to ingest 
and analyze information from their ambient environments via sensor inputs. Over the past few 
years, deep neural networks (DNNs) have led to rapid advances in the predictive performance in 
a large variety of tasks [1]. It is appealing to deploy DNNs onto IoT devices to interpret huge data 
and intelligently react to both user and environmental events. 
 
However, existing deep neural networks face two key challenges when deploying them into IoT 
devices. First, existing neural networks are not compact, i.e, they have millions of parameters that 
lead to high computational and memory storage costs [2]. Such overheads hinder the deployment 
of these networks in resource-constrained and power-limited IoT devices. In order to compute 
DNNs efficiently on embedded systems, such as IoT devices, researchers have proposed various 
compression methods [3]. The research has two main branches: 1) efforts to reduce their 
computation requirements; and 2) efforts to implement custom accelerators. Pruning directly 
reduces the number of parameters of DNNs – this reduction translates to fewer data movements 
and thus saves energy directly. Quantization is another popular compression technique – it 
simultaneously reduces the memory footprint and decreases the energy cost of multiplications. It 
is certain that pruning, quantization and other compression techniques will be essential for future 
DNN accelerators on processing huge data from devices. 
 
The second challenge is the threat of adversarial attacks, such as adversarial examples [4], 
backdoor [5], and inference attacks [6].  For example, considering adversarial examples, an 
adversary introduces small input perturbations during inference inducing misclassifications. 
Apparently, those attacks put DNN models in jeopardy for security- and trust-sensitive IoT 
applications, such as mobile bio-metric verification. 
 
However, existing works on improving compactness and adversarial robustness of  DNN models  
focus on these challenges in isolation. We believe that these two challenges must be considered in 
conjunction for creating safe, compact, and efficient neural networks processing huge data from 
IoT devices. Along this direction, we ask the following key question: could we possibly have a 
compression algorithm, that can lead to compressed DNN models that are not only accurate, but 
also robust for deferent adversarial attacks? 
 
Research tasks: We will design mechanisms to analyze various adversarial attacks to different 
DNN compression mechanisms, gaining a better understanding of model compression 
characteristics that might be utilized by malicious attackers. We will also develop richer measures 
and methodologies for verifying robustness of different DNN compression mechanisms both 
formally and experimentally. In addition, we will evaluate the transferability of adversarial 
samples between compressed and uncompressed models. Finally, we will design novel, robust and 
trustworthy model compression algorithms against deferent adversarial attacks, and implement 
and evaluate those algorithms for huge data generation and process in IoT systems. 
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