Abstract-Traffic prediction constitutes a hot research topic of network metrology. MultiStep ahead prediction allows to predict more values in the future. Then, the result can be used to act proactively in many prediction applications. In this work, the AutoRegressive Integrated Moving Average (ARIMA) model and the linear minimum mean square error (LMMSE) are used for multiStep predicting. Via experimentation on real network traffic, we study the effect of some parameters on the prediction performance in terms of error such as the number of last observations of the throughput (i.e. lag) needed as inputs for the model, the data granularity, variance and packet size distribution. We also compared two multi-step prediction techniques: the Iterating Multi-Step technique (IMS) and the Direct Multi-Step technique (DMS). Besides, we performed a set of predictions based on packets size. Unexpectedly, we find that using more than two lags as inputs for the prediction model increases the prediction error. Using the last observation as the predicted value provides the same 1-step prediction performance as ARIMA or LMMSE model. The ARIMA model provides an acceptable multi-step prediction performance. Experimental results show that there is a granularity value at which the multi-step prediction is more accurate. They also show that the IMS technique provide more accurate traffic prediction than the DMS technique. We also find that the prediction of classified packets based on their size is possible. Especially, throughput of 1,500-byte packets is the less predictable.
I. INTRODUCTION
The predictability of network traffic is of significant interest in many domains. We can distinguish two categories of prediction: long and short period predictions. Traffic prediction for long periods provides a detailed forecasting of the workload and traffic patterns to assess future capacity requirements, and therefore allows for more accurate planning and better decisions [1] , [2] . Short period prediction (milli-seconds to minutes) is relevant for dynamic resource allocation. It can be used to improve the Quality of Service (QoS) mechanisms as well as congestion and resource control by adapting the network parameters to traffic characteristics [3] - [5] . It can also be used for routing packets and active queue management schemes [6] , [7] .
Traffic prediction has been extensively investigated since the discovery of the self-similar and the long-range dependence nature of networks traffic [8] - [11] . While these characteristics cause dramatic effects on network performance in terms of loss and delay, several studies have shown that they can be exploited to predict the traffic in order to control the network resources assignment [2] , [7] , [12] - [16] .
Inspite of all works, model selection is still an uncertain procedure. In this paper, two linear models are investigated, namely the AutoRegressive Integrated Moving Average Model (ARIMA) and the Linear minimum mean square error model (LMMSE).
Even though they are linear models, they are usually used in literature [1] , [2] , [7] , [15] - [21] . Other models like fractional models or non-linear models which capture long-range dependence are more complicated in terms of complexity and do not provide a high improvement on the prediction accuracy [18] , [20] . Besides, linear models are easier to implement for online systems.
Many prediction issues are still not resolved such as the effect of the Internet traffic characteristics (granularity, correlation, packet size distribution...) and the input parameters of the model (like the number of lags). Multi-step prediction is also an important issue which was not treated in the case of Internet traffic. Multi-step prediction consists in predict the next values many steps in the future. There are two techniques of multi-step predictions. The 
first is the iterating multi-Step technique (IMS) and the second is the direct multiStep technique (DMS).
This paper focuses on resolving these issues. It is organized as follows. Section II introduces selected related work on traffic prediction. Section III presents the prediction methodology, the one-step ahead and the multi-step prediction techniques. It also provide detailed descriptions of the ARMA and the LMMSE prediction models. Section IV describes the used network traces. Section V discusses the experimental results. The conclusions and future work are presented in Section VI.
II. RELATED WORK
Since the discovery of the self-similarity characteristic of network traffic, many researchers have investigated Internet traffic prediction. He et al. have shown that the correlation structure present in self-similar traffic can be detected on-line and used to predict future traffic [16] . Hence, they define a scheme, called TCP with traffic prediction (TCP/TP) that uses the prediction results to infer the optimal point at which a TCP connection should operate.
Sang et al. have proposed an approach to make predictability analysis of network traffic [17] . The approach assesses the predictability of network traffic by considering two metrics: (1) how far into the future a traffic rate process can be predicted with bounded error; (2) what is the minimum prediction error over a specified prediction time interval. The authors have used two stationary traffic models: the ARMA model and the Markov-Modulated Poisson Process. They have argued that the two models, though both short-range dependent, can capture statistics of self-similar traffic quite accurately.
Yang et al. have attempted to improve the least-mean square (LMS) predictor so-called Error-adjusted LMS (EaLMS) [22] . The main idea of EaLMS is using previous prediction errors to adjust the LMS prediction value, so that the prediction delay could be decreased. The authors have used traffic obtained by smoothing real traffic assuming that it preserves the main characteristic of original traffic.
He et al. have focused on predictability of large transfer TCP throughput [23] . They classified TCP prediction techniques into two categories: Formula-based (FB) and History-Based (HB). FB prediction relies on mathematical models that express the TCP throughput as a function of the characteristics of the underlying network path (round trip time, number of flows etc.). HB techniques predict the throughput measurements on the same path, when such a history is available. It has been shown that HB predictors are quite accurate but are highly path-dependent; whereas, FB predictors are accurate only if the TCP transfer is not saturating the underlying path [23] .
Zhani et al. have studied the effect of some parameters on the prediction performance in terms of error using a neurofuzzy model (α SNF) and the ARIMA model as prediction models [24] . They have classified prediction techniques into two categories: Training-Based (TB) techniques and Non-Training-Based (NTB) techniques. Specifically, the TB techniques need a trainig phase. The training phase consists of identifying model parameters based the history of the throughput measurements called the training data set. The TB model is then fed by the last observations of the throughput called lags in order to predict the future value. They found that the complexity of the training phase is not crucial since it is performed once. Contrarily, NTB techniques do not need training phase and calculate the predicted value using only the last lags. NTB techniques does not require prior knowledge of the correlation structure of the time series. Authors also investigated the use of exogenous variables as inputs for the model. Exogenous variables are variables which are different from the lags such as the number of packets or sampled data. Experimental results show that the models, identified with small dataset and using only one lag, can provide accurate prediction. They also show that counts of packets and especially large packets can be used to efficiently predict the throughput.
Other work in the domain of Internet traffic forecasting addresses long period predictions that are important for IP network capacity planning [1] , [2] .
Growschwitz et al. used time series analysis to create detailed forecasts of future NSFNET backbone traffic [1] . The resulting integrated autoregressive moving average model (ARIMA) made quite accurate forecasts of traffic levels up to a year in advance. Papagiannaki et al. introduced a methodology to predict when and where link additions/upgrades have to take place in an IP backbone network [2] . They show that IP backbone traffic exhibits visible long term trends, strong periodicities, and variability at multiple time scales. Their methodology relies on the wavelet multiresolution analysis and linear time series models (ARIMA). They show that forecasting the longterm trend and the fluctuations of the traffic at the 12 hour time scale yields accurate estimates for at least six months in the future.
Other work in other domain like econometrics investigated the multi-step prediction techniques. There are two multi-step prediction techniques: the Iterating Multi-Step technique (IMS) and the Direct Multi-Step technique (DMS) [25] - [27] . The results of theses papers are very different when comparing these two techniques. In fact, the performance of these techniques vary depending on the nature of the predicted data. We note the Internet traffic data is very different from other data since it is very variable [16] . These techniques are detailed in Section III.
This work provides many empirical tests showing the effects of many parameters on the prediction models. It is an extension of our previous work done in [28] . It deals with the multistep prediction techniques namely IMS and DMS techniques and with the prediction based on the packet size. To the best of our knowledge, none has analyzed yet the performance of the IMS and DMS multi-step techniques applied to a real network traffic.
III. PREDICTION METHODOLOGY
In what follows, we introduce the prediction methodology considered in this work. We present the notation used in this paper as well as the definition of one-step and multi-step prediction. The prediction models are then presented.
A. Prediction
In this work, we investigate the one step prediction as well as the multi-step prediction.
• Aggregated traffic and granularity: Let y(t) be the rate at the time t that arrives at a router in a sampling interval or granularity g.
We first define y m (t) as the aggregate series samples of order m:
As m increases, the y m (t) represents the throughput at the granularity m × g.
• One-step ahead prediction:
In this case, it is desired to predict 1 period ahead from an end-of-sample y m (t − 1) that is to predict y m (t) noted y m 1 (t). We have:
where f is the prediction model, n is the number of lags i.e. last observations of y m (t) used as inputs for the model, and m is the aggregation level.
• Multi-step ahead prediction In this case, it is desired to predict s periods ahead from an end-of-sample y m (t−1). That is to predict y m (t) 
t). There are two multi-step prediction techniques: the Iterating Multi-Step technique (IMS) and the Direct Multi-
Step technique (DMS).
The IMS technique consists in iterating one-step ahead prediction. Thus, we have:
where f is the prediction model, n is the number of lags used by the model and s is the prediction step ahead. Note that y m 0 (t) (i.e. when s = 0) is the real value y m (t). Thus, the one-step-ahead prediction formula defined in Eq.2 is valid. 
TABLE II EXAMPLE OF DMS MULTI-STEP PREDICTION.

Prediction
Inputs of the model Output step
The DMS technique consists in directly modeling the relation between observations separated by an s-period interval and using it for the prediction. Thus, we have:
where f is the prediction model, n is the number of lags used by the model and s is the prediction step ahead. Note that y m 0 (t) (i.e. when s = 0) is the real value y m (t). Thus, the one-step-ahead prediction formula defined in Eq.2 is valid.
In order to understand how y m s (t) is computed for both of these techniques, we provide an example on how y m 4 (t + 3), the 4-step prediction at time t + 3, is computed from an endof-sample y m 0 (t − 1). The model uses the last 3 lags as inputs. Table I and Table II show the evaluation steps for the DMS and IMS technique respectively. We can note that the IMS technique calculates y m 4 (t + 3) by applying the model 4 times (which corresponds to the number of predicted steps s). In this case, the last 3 lags at time (t − 1), (t − 2) and (t − 3) must be available (they are used for the step 1). However, the DMS technique calculates y m 4 (t + 3) by applying the model once using the 3 lags at time (t − 9), (t − 5) and (t − 1). Thus, for the DMS technique, prior lags must be available.
The DMS technique is supposed to capture traffic patterns and to ignore fast variations of the traffic while IMS is more sensitive for these small variations. These two techniques were largely investigated in econometrics [25] - [27] . The previous results are very different when comparing them. In fact, the performances of these techniques vary depending on the nature of the predicted data. We note the Internet traffic data are very different from other data since due to their high variability and self-similarity [16] .
• The identification of the model Available data (e.g. the throughput values) are divided into two sets. The first set is called the training data set constitutes p% (usually p = 50) of the available data. It is used to identify the model parameters. The second set is the validation data set used to compare the prediction results with the real data in order to evaluate the performance of the predictor. We note that unlike the ARIMA model, the LMMSE model does not need a training data set. It evaluates its parameters at each step using the last n lags. The Box-Jenkins methodology is used to identify the ARIMA model parameters [29] .
• Validation of the prediction The performance criterion used to evaluate the accuracy of the prediction is the Root Mean Square Error (RMSE):
where y m (t) is the real value of the throughput, y m s (t) the s-step prediction of y m (t) and n is the number of the input data. Thus, the RM SE m s measures the error between the sstep predicted values and the real values of the aggregated throughput. In this work, the prediction model can be either the ARMA model or the LMMSE model. In what follows, we present these two models. For simplicity, we omit the superscript m i.e. we write y(t) instead of y m (t).
B. AutoRegressive Moving Average Model
The most well-known linear forecasting models are the Autoregressive (AR), Moving Average (MA) and the the AutoRegressive Moving Average (ARMA). A time series y(t) is an ARMA(p,q) process if it is stationary and if for every t:
where the φ i and θ j are constants that are estimated from data using least squares regression [30] . The ǫ(t) are error terms which are assumed to be independent, identically distributed sampled from a normal distribution with zero mean and finite variance σ 2 . The parameter p is the number of lags used by the model and q is the number of error terms.
The equation can also be written in a concise form as:
where L is the backward shift operator defined as follows: L i y(t) = y(t − i). We notice that AR and MA are special cases when q = 0 or p = 0.
The ARMA model fitting procedure assumes that the data are stationary. If the time series exhibits variations that violate the stationary assumption, then there are specific approaches to make the time series stationary. The most common one is called the "differencing operation". It is defined by:
It can be shown that a polynomial trend of degree k is reduced to a constant by differencing k times, that is, by applying the operator (1 − L) k y(t). An ARIMA(p,d,q) model is an ARMA(p,q) model that has been differenced d times. Thus, the ARIMA(p,d,q) can be given by:
C. Linear minimum mean square error
The LMMSE is a linear model [7] , [15] , [16] , [20] , [21] . The model predicts the series sample, y(n + 1), in the next interval as a weighted sum of the past n average samples:
where a 1 a 2 · · · a n are the LMMSE coefficients. Those coefficients can be expressed as:
where R(i) is the covariance function of the time series, it can be estimated as:
where n is the number of lags (the number of series samples kept) and it is a tunable parameter.
D. Trivial model
Trivial model predicts the series sample, y(t), in the next interval as y(t − 1).
IV. ANALYSIS OF THE DATA
This section presents the used data sets and the preprocessing performed before prediction experiments.
The first set of data is the "Auckland-VIII data Set" 1 . It is a two-week GPS-synchronized IP header trace captured with an Endace DAG3.5E tap Ethernet network measurement card in a link of 100 M bps at the University of Auckland Internet.
The second set of data is the "CESCA-I data set". It is a three-hour GPS-synchronized IP header trace captured in a 1Gbps link with an Endace DAG4.2GE dual Gigabit Ethernet network measurement card in February 2004 at the Anella Cientifica (Scientific Ring), the Catalan R&D network.
In this paper, we present the results found using 60 minutes of data from both traces measured at 10 am in December 2, 2003. We used 50% of the data (30 mn) as the training data set and 50% (30 mn) as the validation data set.
We analyzed the traces with the libtrace tools 2 . Table III shows a comparison between Auckland and CESCA traces. It shows that for the same duration (1 hour), the 100-Mbps link (Auckland) has much less load than the 1-Gbps link (CESCA) in terms of the data size and the throughput mean. Figure 1(a) illustrates the packet size distribution for the Auckland traffic. The smallest packets, 40 bytes in length, represent 27% of packets number. They are mainly TCP packets with ACK, SYN, FIN, or RST flags. They are many 1, 500-byte packets (17.67%) which result from the maximum packet size when using Ethernet. They are also many 1, 420-byte packets (2.10%). The large presence of 576-byte packets (5.14%) reflects TCP implementations without "path MTU discovery", which use packets of 536 bytes (plus 40-byte header) as the default Maximum Segment Size [31] . Fig. 1(b) shows the packet size distribution considering the generated traffic. The generated traffic is the amount of data in MegaBit generated by a particular size. The figure shows that 1, 500-byte packets constitutes 57% of the traffic but only 17.67% of the total number of packets. Besides, although more than 27% of the packets are from small packets, they constitute less than 5% of the generated traffic. This observation concurs with the findings of Shao et Al. [19] that the traffic pattern is bimodal: most traffic is carried by a small number of packets and most packets carry smaller number of bytes. The same observation is done for the CESCA traffic (Fig. 2) .
V. EMPIRICAL ANALYSIS OF THE PREDICTION MODELS
A. Number of Lags
In order to choose the number of lags that should be used as inputs the prediction model, the correlation coefficient is used as a metric. In general statistical usage, correlation refers to the departure of two variables from independence. In this broad sense there are several coefficients, measuring the degree of correlation, adapted to the nature of data. A number of different coefficients are used for different situations.
The best known correlation coefficient is the Pearson product-moment correlation coefficient, which is obtained by dividing the covariance of the two variables by the product of their standard deviations [32] . The correlation ρ X,Y between two random variables X and Y with expected values (mean) µ X and µ Y and standard deviations σ X and σ Y is defined as:
We note that µ X = E(X), σ and likewise for Y , we may also write In our case, we calculate the correlation coefficient for variable y(t − i) (e.g. the lag i) and the variable y(t). Fig.  3 shows the correlation coefficient calculated for 25 lags for various granularities. The correlation coefficient decreases for higher lags. That is pertinence of lags y(t−i) to predict y(t) is decreasing when i increases. Thus, y(t−1) and y(t−2) are the most correlated to y(t). This suggests that they are the most relevant to predict y(t). Fig. 3 also shows that the correlation between y(t − i) and y(t) increases slowly as the granularity is increased. This suggests a better prediction performance as the granularity increases. These observations are confirmed by the results of the one-step and the multi-step predictions using different lags as it will be discussed in subsection V-B and V-C. We also note that the correlation coefficient of the 100-Mbps link (Auckland) decreases towards zero as the number of lags increases; Whereas it decreases slowly but still high for the 1-Gbps link (Cesca). Thus, the CESCA data is much more correlated than the Auckland data.
B. Traffic Granularity
In this paragraph, we discuss the effect of the traffic granularity on the prediction performance. The traffic granularity is the interval of time separating two consecutive measures of the traffic. Ideally, the traffic granularity should be chosen based on the application of the prediction. We performed predictions with granularities varying from 10 ms to 20 sec. Fig. 4 and Fig. 5 depicts the obtained RMSE for different granularities. It show that using more than one or two lags as inputs for the models does not improve prediction performance; but on the contrary, it increases the prediction error. We think that it is due to the high variability and the bursty nature the traffic. For instance, when predicting y 1 (t + 1), the last two lags y 0 (t) and y 0 (t − 1) have values close to the real y 0 (t + 1). Thus, the linear models (like Eq. (6) and Eq. (10)) provide good prediction y 1 (t+1) of y 0 (t+1). However, when using more lags y 0 (t − 10)..., y 0 (t − 1), linear models provide high error because these inputs hover around different averages and have high variance. The linear combination of the inputs will be far from the real value of y 0 (t + 1).
We also note that when using a small number of lags, the prediction error (RMSE) decreases as the granularity increases. Thus, the predictability is improved for high granularities. Fig. 6 shows the standard deviation of the data (the square root of the variance) and the 1-step prediction error for different granularities. We notice that when the granularity increases, the standard deviation and the prediction error are decreasing. We can infer that the traffic becomes less predictable when the variance is high. We also note that for the 1-step prediction, the trivial model provides the same performance of the ARIMA or the LMMSE model especially for the 100-Mbps link. For more than 1-step prediction, the ARIMA and the LMMSE models provide better performance than the trivial model (Fig. 7) .
C. MultiStep Prediction
In this paragraph, our interest lies in assessing the performance of the models for multistep prediction. We compare then IMS and DMS techniques. Figure 8 shows the IMS multistep prediction error using different number of lags as inputs for the ARIMA model. We only consider the granularity 1 sec. The first observation is that using a high number of lags decreases the prediction performance in terms of error. Second, multi-step prediction using ARIMA model could be done using only a small number of lags for the model (1 or 2 lags) . We note that, compared to ARIMA model, the LMMSE model provides high prediction error that is why we omitted the figures representing its results.
We investigate now the effect of the granularity on multistep prediction performance for the model ARIMA (2,1,2 ). Fig. 9 shows the IMS mutli-step prediction error for different granularities. As expected, the prediction error increases when the prediction step is high for any granularity. The interesting feature is that the graph shows concavity around the granu- Step Prediction error with respect to the granularity using the ARIMA(2,1,2) model. larity 8 sec. This optimal granularity allows better multi-step prediction. Thus, increasing the granularity does not necessary improve the performance as shown in Fig. 9(a) . Figure 10 compares the IMS and the DMS techniques for different granularities. We considered the ARMA model for both cases. The figure shows that 4-step prediction error found with the IMS technique is always lower than the one found with the DMS technique for all granularities. The difference between the performances is more important when the data variance is more important. Thus, the prediction error for the DMS technique is more important for the CESCA traffic since it is more variable. This result is explained by the fact that the DMS technique does not use successive lags but lags that are spaced in time (Table II) . This implies high variability between lags. Thus, it is difficult to the model to be accurate. We can conclude that the IMS technique is more suitable for multistep prediction of the Internet traffic due to its high variablity over time.
D. Prediction based on packet Size
The packet size distribution shows that there are special sizes that are more present than the others in the traffic. In this paragraph, we perform 1-step ahead prediction based on the packets size. That is, we predict the throughput generated by each packet size (the rate in Mbps). We consider only the granularity 1 sec and only 2 lags for the ARIMA model since 2 lags are quite sufficient for prediction (section V-A). We note y 0 (t, δ), the throughput in Mbps for the packets of size δ. Thus, the throughput y 0 (t) can be written as:
Then y 1 (t, δ) is the 1-step prediction of y 0 (t, δ). Fig. 11 shows the prediction error as well as the standard deviation for the throughput of each packet size. This shows that, for both traces, the prediction error comes from the highest packet size namely 1, 500 and 1, 420 bytes. Table IV shows the prediction error of the throughput y 0 (t) using Eq.(2) or as the sum of the y 1 (t, δ), the throughput for each packet size. It shows that almost the same prediction performance is obtained. This result is important as it reflects the ability of predicting the throughput of each packet size apart. For instance, the result could be used for active queue management to reject packets based on the prediction of the throughput of each size. 
VI. CONCLUSIONS AND FUTURE WORK
An analysis of Multi-step prediction performance of the ARIMA and the LMMSE models has been performed based on two sets of real Internet measurements. We find that one or two lags are sufficient to perform quite accurate prediction regardless of the used granularity. Unexpectedly, using more than two lags as inputs for the model increases the prediction error. We found that the trivial model performs a performance close of that of the ARIMA or the LMMSE models in the case of the one-step ahead prediction. Thus, there is no need to complicated models. For multi-step prediction, the ARIMA outperforms the LMMSE and the trivial models. For multistep prediction, increasing the granularity does not improve the performance of the prediction. In fact, there is a granularity at which the multi-step prediction is more accurate. For the 1-step prediction case, the performance is improved as the granularity is increased. We also compared IMS and DMS multi-step techniques. We find that the IMS technique provides more accurate traffic prediction than the DMS technique because of the high variance of the data. It is possible to decompose traffic into several components based on packet's size. Analysis shows that traffic behavior depends on large packets especially 1,500-byte packets. Their throughput is less predictable than the other packets. However, it is clear the effect of the traffic variance on its predictability. We found that high variance has led to a high prediction error.
Even though the Internet traffic varies in time and space, we are optimistic that the results are valid for any network traces since they have common characteristics (self-similarity, high correlation and variance, and even packet size distribution).
The paper analyzes only some aspects of Internet traffic prediction. Many issues require further study, including the effects of some other parameters such as the number of flows, packet loss, and cross traffic nature on traffic predictability.
