Abstract: Today, a huge amount of interest in new actuators and a correspondingly huge pressure on companies and research centres to develop the most efficient, cost-effective electric design of the actuators for electric vehicles. However, the design and analysis of actuators is very complex task, thus need the help of multiprocessor computers to run efficient computations. This work analyzes the use of two non-overlapping domain decomposition methods (DDMs) in order to improve the calculation behaviour of finite element method (FEM) with edge element approximation. In this case, the DDMs under investigation are the Schur complement method and the Lagrange multiplier based Finite Element Tearing and Interconnecting (FETI) method with their algorithms. The performances of these methods and solvers have been investigated in detail for two-dimensional parabolic type problems as case studies.
Introduction
The numerical design of electromechanical actuators of electric vehicles is a very complex task, because a lot of different physical aspects should be considered. The performances of electrical equipments are not defined only by their electromagnetic field, because the electromagnetic field has strong interaction between the following quantities: electromagnetic field distribution, mechanical equation, external circuits, etc. But, the analysis of complex system, e.g. analysis of motors of electric vehicle is very resource-intensive and time consuming, wherein the resources and time of the simulation plays an important role for designers and researchers. Therefore, the solution of a complex system must be parallelised in order to speedup the numerical computations with less computer requirement. The parallelisation of computation can be approached with the use of a domain decomposition method (DDM) [1] [2] [3] [4] [5] [6] [7] [8] . To solve large scale problems, a domain has been divided into sub-domains that are fit into the computer memory. While limited progress can be reached with improvement of numerical algorithms, a radical time reduction can be made with multiprocessor computation. In order to perform numerical design a computer with parallel processors, computations should be distributed across processors (see in fig. 1 ). The used DDMs are the Schur complement method and the Finite Element Tearing and Interconnecting (FETI) method.
The Schur complement method [1] [2] [3] , as sequential algorithm was started to use many decades ago, when computer RAM was extremely small. Nevertheless, nowadays, this method is a very popular parallel domain decomposition technique among engineers [3] .
In the last decade, the Finite Element Tearing and Interconnecting (FETI) method [4] [5] [6] has seemed as one of the most powerful and one of the most popular solvers for numerical computation. The FETI requires fewer interprocess communication, than the Schur complement method, while is still offers the same amount of parallelism [1] .
The parallel finite element based numerical analysis on massively parallel computers or on clusters of Personal Computers (PCs) needs the efficient partitioning [5] of the finite element mesh. This is the first and the most important step of parallelization with the use of domain decomposition methods.
Many domain decomposition or graph-partitioning algorithms can be found in the literature. Gmsh [7] combined with METIS [8] algorithm has been used for the discretization of the domain of problem and for the mesh partitioning.
The finite element method [9, 10] is an important technique for the solution of a wide range of problems in science and engineering. Generally use vector and scalar potential functions to describe the field quantities. Finite element techniques using nodal based functions to approximate both scalar and vector potentials were first to emerge [10] . However, if the vector potential has two (in 2D) or three components (in 3D), the uniqueness of the vector potential is not so evident and it can be prescribed by implicit enforcement of Coulomb gauge [9, 10] . This problem is avoided if the vector potentials are approximated by edge finite elements and taking care about the representation of source current density [9, 10] . This paper presents an edge element based parallel approach for the solution of twodimensional parabolic type problems by finite element method. The problems are benchmarks to show the steps of the edge element based finite element technique with DDMs. The comparison focused on the speedup and iteration of solvers of methods.
Problems Definition
The paper presents the steps of parallel finite element method through two 2D parabolic type problems. The studied parabolic type problems are separated into two parts: the conducting region (laminated core, steel plate) denoted by Ω , and the nonmagnetic and nonconducting domain (air, windings) denoted by Ω . The Γ boundary denotes that the normal component of the magnetic flux density is vanishing. The Γ boundary denotes that the tangential component of the magnetic field intensity is zero or a known surface current density [9, 10] .
The first problem is the quarter of a single-phase transformer (see in fig. 2 ), where the problem domain Ω is split into conducting Ω and nonconducting Ω part. The detailed description about the geometry of this problem you can find in [11] . The partial differential equations of this problem are [9, 10] in Ω on Γ → ,
where = 63902 A/m 2 is the source current density, is the impressed current vector potential, is the magnetic vector potential, is the permeability, 4π10 H/m is the permeability of vacuum, 4500 is the relative permeability, 1780 S/m is the conductivity, and is the outer normal unit vector. The subscript E and N denotes, the linear system of equation ( ) from edge or nodal element approximation.
At this problem, the impressed current vector potential the computation has been performed by edge finite element approximation, and the magnetic vector potential has been approximated by nodal shape function, because it has only -component, i.e.
. The (2) problem has been used to validate the results of parallel edge element based finite element technique.
The second problem is a steel plate (0.1 x 0.04 m) around a coil (see in fig. 3 ). In this problem, the conductivity and relative permeability are 2 • 10 S/m and 4000. This problem has only eddy current region Ω , because the excitation is the surface current density = 200 A/m as boundary condition with the appropriate direction. The partial differential equation and boundary condition of the steel plate problem are the following [9, 10] ,
The above mentioned problems have been solved by finite element method, i.e. the Ω Ω ∪ Ω region has been discretized by FEM mesh. The weighted residual method with the Galerkin formulation has been applied to give the weak formulations of the (1), (2) and (3).
The weak formulation of the (1) and (2) are [9, 10] • dΩ
and
where is the vector weighting function of the element, is the nodal weighting function of the element. , denote the approximated unknown potential functions, e.g. [ 
where and prescribe the Dirichlet boundary condition.
The weak formulation of (3) is [9, 10] • dΩ • dΩ • dΓ .
Parallel Finite Element Method with Domain Decomposition
The main idea of domain decomposition method is to divide the domain Ω into several sub-domains in which the unknown potentials can be calculated simultaneously, i.e. in a parallel.
The general form of a linear algebraic problem arising from the discretization of a parabolic type problems defined on the domain Ω can be written as [12] ,
where ∈ is a positive definite mass matrix, ∈ on the right hand side of the equations represents the excitations, and ∈ contains the unknown potentials. Here is a number of unknowns.
In the following, we introduced the extensive review of the Schur complement method and the FETI method for the parallel solution of edge element based problems. However, the presented techniques also useful for the solution of nodal element based problems.
Schur Complement Method
After the problem is partitioned into a set of disconnected sub-domains, it can be seen in fig. 4 , and equation (8) has been split into particular blocks [1] [2] [3] ,
where 1 … , is the positive definite sub-matrix of the sub-domain, is the vector of the right hand side defined inside the sub-domain. The sub-matrix contains the value of sub-domain, which connect to the interface boundary unknowns of that region. The superscript T denotes the transpose.
, and expresses the coupling of the interface unknowns.
Each sub-domain will be allocated to an independent processor core, because the submatrix with the , and the right-hand side are independent, i.e. they can be assembled in parallel on distributed memory. Only the , and are not independent. The matrix and the vector are assembled after interprocess data transfer, because they are the assembly of and , where is the index of subdomains.
The assembly and the solution of the sub-matrices can be performed parallel by independent processors. However, the solution requires exchange of interface values between the processes in charge of the various sub-domains. In many practical applications, the preconditioned conjugate gradient (PCG) method is used because of its simplicity and efficiency. The parallel implementation of the preconditioned conjugate gradient method can be presented algorithm 1 [2] . In the parallel PCG algorithm, and are the mass matrix and right-hand side of sub-domain, is the unknown potentials, is the residual vector, subscript Γ denotes the external interface entries from neighbouring sub-domains, diag is the diagonal preconditioning matrix [12] , and are working vectors, and is the specified error tolerance.
Finite Element Tearing and Interconnecting Method
After mesh partitioning (see in fig. 4 ), the FETI method consists in transforming the original problem, equation (8) with the equivalent system of sub-domain equations [1, [4] [5] [6] ,
with the compatibility of the magnetic vector potentials at the sub-domain interface [1,
where 1 … , the number of sub-domains, , and are respectively the system matrix, the representation of the excitation and the unknown potentials of subdomain. The vector of Lagrange multipliers introduced for enforcing the constraints (11) on the sub-domain interface, and is a signed ( ) Boolean mapping matrix, which is used to express the compatibility condition at the sub-domain interface Γ Usually, the partitioned problem may contain floating sub-domains, where sub-matrix ( 1 … ) is singular. The floating sub-domain means a sub-domain without any constraints on boundary, e.g. Dirichlet boundary condition. To guarantee the solvability of these generally singular problems, we require that [4, 5] , (12) and compute the solution of equation in (10) as [4, 5] , (13) where is a pseudo-inverse of if is singular, else . Ker is the null space of [12] , and is the set of amplitudes that specifies the contribution of the null space to the solution . Instead of a pseudo-inverse of matrix, the MoorePenrose matrix inverse has been used here [12] . The introduction of the is compensated by the additional equations resulting from equation (12) [4, 5] .
Substituting equation (13) into equation (11), and exploiting the solvability condition (14) lead after some algebraic manipulations to the following interface problem [1, [4] [5] [6] :
.
where
In order to solve equation in (15) for the Lagrange multiplier vector , the following splitting of is performed [4, 5] ,
where is a particular solution of and is a projection operator [4] , where is an arbitrary positive definite matrix, in this case a unit matrix. The projection matrix is , which the following relationship hold .
The classical preconditioned conjugate gradient method cannot be used because it is derived for systems with symmetric positive definite matrices and the matrix does not fulfil this requirement [1] . Therefore a modification which is based on the application of an additional condition, must be included. Additional condition must always be satisfied during the iteration process.
The algorithm of the preconditioned modified conjugate gradient method is summarized in algorithm 2 [1, 4] .
where the superscript and Γ designate the sub-domain interior and interface boundary DoF, respectively. The lumped preconditioner is given by [4, 5] ∑ .
The PMCG algorithm is run sequential to solve the equation (15) interface problem. After obtaining the solution of Lagrange multipliers, , can be calculated as [4] ,
where is the final residual term which is equivalent the jump of potentials between sub-domains, and the sub-solution can be calculated parallel by equation (13).
Results and Discussion
In order to compare the iteration counts and speedup of the methods, we have run a number of test cases using a research code that has been developed for that purpose on the Matlab computing environment. This code simulates the state of the art techniques used to implement the discussed DDMs in lower level programming languages (e.g. FORTRAN, C) for high performance application.
The computations have been carried out on a massively parallel computer (SUN Fire X2250). This computer works with a shared memory topology with two Quad-Core Intel The first parabolic type problem is a shell-type transformer (see in fig. 4 ), and it contains 120994 edge elements, which means 81232 3-node triangular elements and 39763 nodes. At this problem, the impressed current vector potential [9] computation has been performed by edge finite element approximation, and the magnetic vector potential [9, 10] has been approximated by nodal shape function, because it has only zcomponent. This problem has been used to validate the results of parallel edge element based finite element technique. The second parabolic type problem is the plate problem (see in fig. 5 ), and it contains 73984 edge elements, which means 49152 3-node triangular elements and 24833 nodes. In order to use the same stop criterion for the methods, 10 . The speedup has been calculated by the following formula, / , where is the running time of the sequential algorithm or the running time with least processor number, and is the running time of the parallel algorithm executed on processor [1, 13] .
In the tables are summarized the number of applied processor cores, , the number of degree of freedom of one sub-domain, , the number of interface unknown, .
, the computation time (wall clock time) in seconds, , and the number of iteration of the iterative solvers, .
The parallel performance results of Schur complement method and the FETI method for the first parabolic type problem summarized in fig. 6 , when the number of processor cores is varied between 4 and 8. The speedups are computed using 4 as the reference point. The Schur complement method achieves good speedups, and the FETI Figure 6 . The speedup of the first parabolic type problem. fig. 7 for steel plate problem. The speedups are computed using the wall clock time of sequential calculation (197.004 sec) as the reference point. The Schur complement method achieves good speedups, and the FETI method solver achieves reasonable ones. Furthermore, the total wall clock times ( ) reported in table 2 show nearly same running performance, because this problem is relatively small as the transformer problem.
It seems to be, the Schur complement method solved the problem faster, than the 
Conclusions
In this paper, we have presented the description of Schur complement method and FETI method for edge element finite element method. We have illustrated the speedup of the methods and the convergence behaviour of solvers with the solution of two-dimensional parabolic type problems on massively parallel computer.
In all cases, the Schur complement method outperforms the FETI method. The computation of the null space and pseudo-inverse of the sub-domain mass matrices can become the Achille's heel for the FETI method in edge element case. The computation costs and the memory requirement are very high of these calculations. This is the reason, why the total times of Schur complement method are smaller. However the PMCG method convergence rate is better as the PCG method for Schur complement method.
We have to note that only two benchmarks have been used for the numerical tests.
The tests with more complex three-dimensional problems will be the subject of a forthcoming work.
