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Abstract
In CAA the computation of the sound sources is typically the most time-consuming step. It is frequently
based on unsteady CFD simulations, which can be expensive for large Reynolds number flows. In this
context, the Random Particle-Mesh (RPM) method which is a stochastic approach to reconstruct the sources
in time domain from a solution to the Reynolds-Averaged Navier-Stokes (RANS) equations is discussed with
an aim to predict airfoil trailing edge noise. In this work the RPM method is used for generating synthetic
turbulence in the wake of an airfoil and the statistics of the reconstructed fluctuations are compared with
model statistics. Further some guidelines for determining the parameters used in the stochastic turbulence
generation process are presented in addition to the guidelines presented in previous works.
1 Introduction
The aerodynamic noise generated from a wind turbine is due to the interaction of the turbulent flow with
the surface of the turbine blade. There are several aerodynamic noise generation mechanisms from wind
turbines that have been identified in the literature [1], including low-frequency noise, inflow turbulence noise
and airfoil self-noise. The most prominent source of noise arising from horizontal axis wind turbines is the
airfoil self-noise or blade trailing edge noise [2, 3]. The blade trailing edge noise is due to the conversion
of local flow perturbations in the turbulent boundary layer into acoustic waves through interaction with the
acoustically thin trailing edge.
In the last few decades aeroacoustic noise prediction from wind turbines using CAA techniques has become
increasingly popular. A widely used method to predict aeroacoustic noise is the so called hybrid approach
wherein the computational domain is decomposed into different regions namely the source region and the
acoustic propagation region. Based on the observation that the acoustic field is a by-product of the interaction
of flow with the surface of the wind turbine blade, the source region for trailing edge noise computation is
defined to be the airfoil surface and its neighborhood. In the source region the transient flow field is first com-
puted using high-fidelity numerical simulation tools like DNS, LES or DES (Detached Eddy Simulation).
The transient flow field obtained is then used as a basis to define equivalent sound sources using the acoustic
analogys available in literature such as Lighthills analogy [4] and Ffowcs-Williams and Hawkings analogy.
The generated sound sources are then provided to an acoustic solver for calculating the acoustic propagation.
Hybrid approaches to predict wind turbine noise have often shown very good agreement with experimental
measurements [5, 6]. However, due to the large computational costs associated with the computation of the
turbulent flow in the source region, the method still remains very expensive for industrial applications.
It is possible to accelerate the computation of the hybrid approach by replacing the expensive CFD stage
by Stochastic reconstruction approach for generating the turbulent fluctuations. In this framework the Ran-
dom Particle-Mesh (RPM) method developed by Ewert et. al. [7–11] was introduced as a fast and efficient
approach to set up fluctuating sound sources in the time-domain. The main idea here is to synthesize a tur-
bulent field by filtering a random stochastic field. The filter is expressed in terms of the energy spectrum and
controls the spatial properties of the synthetic turbulence. The generated turbulent flow field is not an exact
solution of the flow equations but can reproduce accurately several key features of the sound sources, such
as the energy spectrum, the integral length and time scales as provided by a RANS computation of the time-
averaged turbulent flow field. The stochastically reconstructed sources can then be used in conjunction with
an acoustic solver for calculating the acoustic propagation.
The present work is inscribed in the line of stochastic reconstruction approach for synthesizing turbulent
fluctuations around the trailing edge of an airfoil. The outline of this paper is the following: Section 2
presents the theoretical background and numerical implementation of the RPM method. In section 3 the
application of the method to generate synthetic turbulence close to the trailing-edge and in the wake of the
CD airfoil is presented. Finally the major conclusions are summarized in section 4.
2 Synthetic Turbulence Generator Model
Aeroacoustic analogy’s available in literature such as the Lighthills analogy [4] can be formally expressed in
the form
Γp(~x, t) = qs(~x, t) (1)
where Γ is the acoustic propagation operator, p is the acoustic pressure variable and qs is the acoustic source
term. The far-field noise caused by the source term qs is unambiguously defined by the two-point cross-
correlation of the source between points ~x1 and ~x2 at times t1 and t2 (Ewert et. al. [7]) defined by
Rqs( ~x1, ~x2, t1, t2) = 〈qs( ~x1, t1)qs( ~x2, t2)〉 (2)
The applicability of the synthetic turbulence generator model described in the following section is based on
the assumption that the source term qs can be described as a function of turbulent fluctuations and that the
two-point cross-correlation model for the turbulent fluctuations R( ~x1, ~x2, t1, t2) = 〈ui( ~x1, t1) uj( ~x2, t2)〉
specifies the two-point cross-correlation of the source term qs with reasonable accuracy.
A filter based method able to synthesize velocity fluctuations with the desired two-point cross-correlation has
been developed by Ewert et. al. [7–11] and is known as Random Particle-Mesh method. In the framework of
the Random Particle-Mesh method the turbulent fluctuations are stochastically generated by spatially filter-
ing convective white noise. The method requires as input statistical properties of turbulent flow such as the
distribution of turbulent kinetic energy, integral length and time scales of turbulence. In addition the spatial
filter is derived by prescribing a two-point two-time correlation tensor of the fluctuating velocity field. The
filter is chosen such that the statistics of the generated turbulent fluctuations best represent the RANS statis-
tics.
Building upon the work of Ewert et. al. a synthetic turbulence generator model has been proposed by
Dieste [12]. The model is able to generate two-dimensional, locally homogeneous, isotropic and evolving
turbulence. Contrary to the in-cell formulation used by Ewert et. al. the turbulence generator model of Di-
este is based on a purely Lagrangian approach to realize the spatial filtering operation. Further the filter used
can be prescribed in terms of both a model for the correlation tensor or the energy spectrum of turbulence.
In the present work an application of the turbulence generator model of Dieste to generating trailing-edge
turbulence is presented.
The following section briefly explains the theoretical background of the method and its numerical imple-
mentation following the purely Lagrangian approach of Dieste [12]. In the present work the model is applied
to reconstruct isotropic, locally homogeneous and time evolving turbulent fluctuations in 2-D. For detailed
derivation of the method the reader is referred to the thesis of Dieste [12].
2.1 Theoretical background
Assuming an incompressible flow the turbulent velocity fluctuations ~u(~x, t) in 2-D can be expressed as the
derivatives of the scalar stream function η(~x, t) as
~u(~x, t) =
∂η(~x, t)
∂x2
iˆ − ∂η(~x, t)
∂x1
jˆ (3)
Using Ewert’s [8] approach, the scalar field η can be obtained by filtering a convective white noise field.
η(~x, t) =
∫
Ω
G(|~x− ~y|) W (~y, t) d~y (4)
where the filter G is an even function that determines the spatial properties of turbulence and the random
white noise field W defined on the source domain Ω controls the temporal properties of the flow. The
stochastic field W is defined as zero-mean white noise field in space.
〈W (~x, t)〉 = 0 (5)
〈W (~x, t)W (~y, t)〉 = δ(|~r|) (6)
where ~r = ~y − ~x, δ stands for the Dirac δ-function and 〈·〉 denotes ensemble averaging.
The exponential time-decorrelation of turbulence as deduced from various experimental data (such as Favre
et al. [13]) can be realized using the following Langevin equation (ref [14]).
D0
Dt
W (~x, t) =
−1
τ
W (~x, t) +
√
2
τ
ς(~x, t) (7)
where D0Dt =
∂
∂t +
~Uc · ∇ is the material derivative, τ is the integral time scale of turbulence and ς is a
zero-mean white noise field with the following properties.
〈ς(~x, t)〉 = 0 (8)
〈ς(~x, t1)ς(~y, t2)〉 = δ(|~r|)δ(t1 − t2) (9)
For small spatial and temporal separations, for which Taylors’s frozen turbulence hypothesis holds, Eq.(6)
can be extended to include time-decorrelation
〈W (~x, t1)W (~y, t2)〉 = δ(|~r − t ~Uc|) e
−t
τ (10)
where t = t2 − t1 and ~Uc is the mean flow.
The filter G that determines the spatial properties of turbulence can be defined by relating the statistics of
the turbulent fluctuations ~u(~x, t) with the statistics of the stream function η(~x, t). For statistically stationary
turbulence the spatial two-point correlation tensor Rij(r) of the velocity field ~u and two-point correlation
tensor C(r) of the stream function η are defined as
Rij(r) = 〈ui(~x, t)uj(~y, t)〉 (11)
C(r) = 〈η(~x, t)η(~y, t)〉 (12)
Using the definition of η given by Eq.(4) and the properties of the white-noise field W given by Eq.(10) the
correlation of the stream function C(r, t) can be expressed as the convolution of the spatial filter G
C(r, t) = (G ∗G)(|~r − t ~Uc|, t|) e
−t
τ (13)
where ∗ represents the convolution operator and the term ~r − t ~Uc introduces the convection effects in the
correlation. The filter G(r) in physical space can be expressed in terms of the energy spectrum E(κ) for
homogeneous isotropic flows as following. For details of the derivations the reader is referred to Ewert et.
al. [9] and Dieste et. al. [12].
G(r) =
1√
pi
∫ ∞
0
√
E(κ)
κ
J0(κr)dκ (14)
Kraichnan [15] proposed to simulate a 2D energy spectrum with a Gaussian shape function given by
E(κ) =
2
pi2
Kλ4κ3e−
λ2κ2
pi (15)
where K is the kinetic energy and λ is the integral length scale of turbulence. For two-dimensional isotroic
flows the filter G(r) in physical space for Gaussian energy spectrum is give by
G(r) =
√
2K
pi
e
−pir2
2λ2 (16)
Energy spectrum other than Gaussian such as the Liepmann and Von Karman spectrum have been evaluated
from the point of view of accuracy and computational efficiency in the work of Dieste [12]. However, the
present work is restricted to the Gaussian energy spectrum given by Eq.(15) for defining the spatial filter.
2.2 Numerical implementation
The discrete realization of convective white-noise W is by means of Lagrangian particles distributed over
the source domain Ω and convected by the RANS mean flow. The numerical implementation of the method
following the Lagrangian particle approach of Dieste [12] is described here.
The velocity fluctuations expressed as a filtered white-noise field in the fixed frame of reference follows from
Eq (3) and Eq (4)
~u(~x, t) =
∫
Ω
~G(|~x− ~y|)W (~y, t)d~y (17)
where ~G = ∇×(0, 0, G) and Ω is the source domain where the flow dynamics is assumed to contribute to the
velocity fluctuations. The source domain Ω can be described as a disjoint union of elements {Ωn}Nn=1. The
trajectory of the element Ωn is given by ~y(~y0, t) where ~y0 is its starting point and J = | d~yd ~y0 | is the Jacobian of
the transformation from the fixed reference frame to the frame of reference moving with the mean flow. The
introduced transformation allows us to express the velocity fluctuations in the Lagrangian frame of reference
as follows
~u(~x, t) =
N∑
n=1
∫
Ωn
~G(|~x− ~y(~y0, t)|,K(~y), λ(~y))W (~y0, t)Jd~y0 (18)
Considering each element Ωn small enough compared to the integral length scale of the flow λ, the filter ~G
expressed as a function of the kinetic energy K and integral length scale λ can be assumed to be constant
over Ωn .
~u(~x, t) =
N∑
n=1
~G(|~x− ~yn(t)|,K( ~yn), λ( ~yn))Wn(t) (19)
where yn =
∫
Ωn
y(~y0, t)Jd~y0 is defined as the barycenter of Ωn and Wn(t) =
∫
Ωn
W (~y0, t)Jd~y0 . The idea
is that each element Ωn is small enough to be considered as a single vortex particle convected by the mean
flow. The strength of the vortex particle at each time can be obtained using the Langevin equation Eq (7)
written for the Lagrangian particle formulation as follows
∂Wn(t)
∂t
=
−1
τ
Wn(t) +
√
2
τ
ςn(t) (20)
where Wn and ςn are zero-mean Gaussian distribution with variance determined by the density of vortices.
To summarize, the synthetic velocity fluctuations at an observer point ~x can be obtained by summing over
all the vortices Ωn with strength Wn given by Eq.(20) filtered by the kernel ~G = ∇ × (0, 0, G) given by
Eq.(14). The final expression for the generated velocity fluctuations is then given by
~u(~x, t) =
N∑
n=1
~G(rn,K( ~yn), λ( ~yn))Wn(t, τ) (21)
In 2-D the RPM domain is defined as a rectangle enclosing the source region. The dimensions of the rectangle
are defined by the maximum distance from the source region where the random particles still contribute
significantly to the velocity fluctuations. This is not known a priori, however can be estimated using the
integral length scale of the turbulence. The domain is discretized uniformly along the -x and -y directions
irrespective of the topology of the acoustic source region. The RANS data is mapped from the CFD mesh
onto the uniform RPM grid. During initialization the random particles are uniformly distributed on the RPM
grid and the stochastic field is defined on the particles. The mean flow velocity, kinetic energy, integral
length and time scales are obtained at the particle location by area weighing from the surrounding nodes of
the RPM grid cell. The random particles are convected by the RANS mean flow before they exit the RPM
domain. The particles removed are seeded at the inlet of the computational domain to maintain a constant
particle count.
In the present work the RPM solver validated in [16] based on the Lagrangian approach of Dieste [12] was
used. The application of the RPM solver to generate trailing-edge turbulence for the CD airfoil is described
in the following section.
3 Application
The airfoil geometry considered in the present work is the CD airfoil of the Valeo automotive cooling module.
The controlled-diffusion (CD) airfoils are a class of cambered airfoils that control the diffusion of velocity
over the surface increasing the amount of laminar flow in relation to turbulent flow. This delays the flow
separation before the trailing edge providing higher aerodynamic loading. The profile of the CD airfoil, cut
at mid span is shown in figure 1. The airfoil has a chord length (C) of 0.1356 m and a span length (L) of 0.3
m.
Figure 1: Schematic of the CD airfoil.
The CD airfoil has been thoroughly investigated both experimentally and numerically. The experimental
data were collected at two separate facilities. The large anechoic wind tunnel of the Ecole Centrale de Lyon
(ECL) was initially used for the wall-pressure measurements [17]. Additional experiments using hot-wire
anemometry were performed at the Turbulent Shear Flow Laboratory (TSFL) at Michigan State Univer-
sity [18] reproducing the flow conditions found in the ECL wind tunnel. Attempts have been made in the
past to predict the trailing-edge noise for the CD airfoil using CAA techniques with turbulent fluctuations
generated by performing LES. A first LES of the flow over the CD airfoil was performed by Wang et al [19]
using a structured mesh with 5.1 million nodes to yield stable and accurate flow solutions. Subsequent at-
tempts to reduce the computational cost includes LES on un-structured grid [20] and structured grid [6]. The
accuracy of the LES generated flow were assessed by comparing with experimental data. It is found that the
hybrid CAA techniques with flow input from LES shows accurate noise predictions however remains very
expensive for industrial applications.
In the present work the turbulent fluctuations close to the trailing edge of the CD airfoil are stochastically gen-
erated using the turbulence generator model presented in section 2. The statistical properties of the turbulent
fluctuations provided as input to the model are obtained by performing 2-D RANS flow computation around
the CD airfoil. In the following section the RANS flow computation around the CD airfoil is presented.
3.1 RANS Computation
The configuration considered in the present work is the CD airfoil at an angle of attack α = 8◦. The flow
Reynolds number Rec = 1.5× 105 is based on the free stream velocity U∞ = 16 m/s, airfoil chord length
Cl = 0.1356 m and kinematic viscosity of air ν = 1.45× 10−5 m2/s.
The RANS computational domain and mesh are shown in figure 2. The size of the computational do-
main is 4Cl in the stream wise direction and 2.5Cl in the transverse direction. The domain is discretized
using a block-structured mesh with 167,770 predominantly hexahedral cells. The mesh generated using
snappyHexMesh [21] utility approximately conforms to the surface by iteratively refining a starting coarse
background mesh.
Figure 2: a) RANS computation domain. b) Mesh refinement in the boundary layer and in the wake of the
airfoil.
Incompressible 2-D RANS computation is performed using the Finite Volume solver OpenFOAM 3.0 [22].
The discretization schemes used are second-order accurate in space and time. The flow around the airfoil is
resolved using the k − ω SST RANS turbulence model. The non-dimensionalized flow (using airfoil chord
lengthCl and free stream velocity U∞) is shown in figure 3. The flow Reynolds numberRec is kept constant.
The flow parameters after non-dimensionalization are listed in table 1.
The velocity boundary conditions at the inlet are extracted from a RANS computation performed on a larger
domain including the airfoil, nozzle and the jet [6]. A no-slip boundary condition on the airfoil surface and
a pressure outlet boundary condition at the exit are prescribed The turbulent kinetic energy k at the inlet is
calculated from the turbulent intensity I = 0.8 % provided as a fraction of the mean velocity as follows.
k =
3
2
(U∞I)2 (22)
The turbulent specific dissipation rate ω is calculated via the mixing length lm ∼ Cl as follows.
ω =
k1/2
Cµ
1/4lm
(23)
Flow Parameters Dimensional Non-dimensional
Chord Length (Cl) 0.1356 m 1
Free Stream Velocity (U∞) 16 m/s 1
Reynolds Number (Rec) 1.5× 105 1.5× 105
Viscosity (ν) 1.45× 10−5m2/s 6.67× 10−6
Turbulent Kinetic Energy (k) 0.0245 m2/s2 9.6× 10−5
Turbulent Specific Dissipation (ω) 2.110 s−1 0.0179
Table 1: Non-Dimensionalization
Figure 3: Streamline plot of the flow around the CD airfoil computed using the k−ω SST RANS turbulence
model.
3.2 Generation of synthetic turbulence
3.2.1 RPM domain and mesh
The domain of interest where the turbulent fluctuations are desired includes the region close to the trailing
edge and the wake behind the airfoil where the turbulent kinetic energy is high (see figure 5.a). The RPM
domain is therefore restricted to a rectangular box including the trailing-edge and the airfoil wake as shown in
figure 4. The RANS flow domain is rotated by the angle of attack α = 8◦ to align the flow streamlines in the
wake with the x-Axis. This is done to facilitate the computation of time decorrelation along the streamline
aligned with the x-Axis as shown in figure 10.a.
Figure 4: Rotated RANS flow domain and shaded RPM domain.
The RPM domain is discretized uniformly along the -x and -y directions. The RANS data including the mean
flow, turbulent kinetic energy, integral length scales and integral time scales are mapped from the block-
structured CFD mesh onto the uniform RPM grid. The mean flow and turbulent kinetic energy are directly
obtained from the RANS computation. However, the integral length scales and time scales of turbulence
are calculated using the turbulent kinetic energy and specific dissipation rate as given in Appendix A. The
field attributes are computed at the RPM nodes by interpolating into the RANS mesh. This is accomplisehd
in ParaView [23] using the ResampleWithDataset filter. The filter copies the cell-centered RANS flow data
generated using OpenFOAM onto the RPM nodes based on in which RANS cell each RPM node is located.
The interpolated RANS data onto the RPM grid are shown in figure 5.
a b
c d
Figure 5: Non-dimensional RANS data interpolated onto the RPM grid.
Parametric studies carried out by Dieste [12] for the Gaussian filter reveal an average particle density of 5
particles per length scale needed in 2-D to generate two-point cross-correlations in good agreement with
the theoretically deduced properties. The integral length scales of turbulence (λ) in the wake of the airfoil
close to the trailing edge as observed in figure 5.c λ ∈ (0.005, 0.046). The minimum length scale lmin in
the region of significant turbulent kinetic energy is therefore 0.005. Using the guidelines proposed by Dieste
and based on some preliminary best-practice experience with relatively simple test cases the RPM grid size
is determined considering 1 particle per cell as
∆RPM <=
1
5
lmin =
1
5
0.005 = 0.001 (24)
The size of the rectangular RPM domain enclosing the domain of interest (figure 4) is 0.4 × 0.2 which
amounts to 400 × 200 = 80000 RPM grid cells for uniform RPM grid spacing ∆RPM = 0.001. Further,
considering 1 particle per cell the minimum number of RPM particles required for accurate reconstruction
of turbulence statistics for the airfoil case = 80000.
3.2.2 Particle seeding
The distribution of particles is explained assuming a constant and equal mass for all particles δm. The
required particle density for ith RPM cell is then given by Ni = ρi ∆Aiδm . Since the particles are being
convected by the mean flow, the particle density in a cell fluctuates about the mean particle density n¯i.
n¯i = lim
T→∞
1
T
∫ T
0
Ni(t)dt (25)
When the flow is incompressible and the RPM grid is uniform the particle density is uniform N = ρ ∆Aδm .
Therefore, during initialization the particles are uniformly distributed on the background RPM mesh as
shown in figure 6.a. However, as the particles are convected by the mean flow, they leave the domain and
need to be reinserted to keep the total fluid mass enclosed by the domain constant. The particles are reinserted
at the inflow boundaries such that the mean particle density for the ith RPM cell satisfies n¯iδm = ρi∆Ai.
This is achieved by means of a probability density function defined on the inflow boundaries. The probability
pj that a particle enters the domain at the jth inflow face is proportional to the inflow mass flux and is given
by
pj =
ρj ( ~Uc · ~η)j ∆sj
m˙
(26)
where m˙ is the total inflow flux. For the rectangular RPM domain enclosing the region of interest, the parti-
cles enter the domain at the left and top inflow boundaries as shown in figure 4.
a b
Figure 6: Particle distribution at time iterations a)t=0 and b) t=Tend
A fourth order Runge-Kutta time integration scheme is used for accurate integration of particle convection.
In the present simulation the numerical time step chosen is ∆t = 10−4. The initial distribution of particles
and the distributiom at the end of the simulation run are shown in figure 6. A temporal drift in the local
particle density in the suction side boundary layer and in the wake of the airfoil is observed in figure 6.b.
The rarefication observed is attributed to the erroneous flow in the airfoil boundary layer. In the boundary
layer the uniform RPM grid is not fine enough to capture the flow gradients. This leads to particles being
trapped in the airfoil leading to particle starvation in the wake. Deviations from the expected particle density
generates an erroneous source variance as observed in figure 11.
3.2.3 Determining the region of influence of a random particle
The filtering of the white noise field to obtain the turbulent velocity fluctuations in Eq.(21) is the compu-
tationally most expensive operation in the simulation. As a strategy to reduce the computational cost the
maximum distance rmax at which a random particle is still significantly contributing to the velocity field is
restricted. The computational cost of the simulation increases with increasing rmax and therefore minimal
yet sufficiently accurate rmax needs to be chosen. The exponential decay of the Gaussian filter in space for
two-dimensional isotropic flows given by Eq.(16) determines the region of influence of a random particle on
which the filter parameters are defined. Analytically an estimate can be obtained by considering the fraction
of turbulent kinetic energy localized in a disk of radius r centered on the particle. This can be calculated
by integrating the energy spectrum E(κ) given by Eq.(15) over the corresponding range of wave numbers.
The fraction of the total energy contained as a function of disk radius r for the Gaussian energy spectrum is
shown in figure 7.
Figure 7: Fraction of the total energy contained as a function of disk radius r.
In the present work the region of influence of a particle rmax is restricted to a disk of radius rmax = 2λ
where 99% of the turbulent kinetic energy is localized. Dieste proposed rmax = 2.43λ for the Gaussian
filter arguing that a random particle no longer contributes to the velocity field when the amplitude of the first
derivative of the filter at the distance at which the particle is located is smaller than 10−4.
3.3 Comparison of statistics of reconstructed turbulence
The quality of the synthetic turbulence generated by the random-vortex particle method is assessed by com-
paring the variance of the reconstructed fluctuations with the target variance given by RANS computation.
Due to the stochastic nature of the method there is no clear criteria for determining the number of samples.
However, some preliminary best practice experience has been obtained for the application of RPM method
to trailing-edge turbulence generation. In the present work the number of samples considered for evaluating
the statistics of the reconstructed fluctuations is Ns = 10000 at a sampling interval ∆ts = 0.001. The larger
the sampling interval the longer the simulation must run (Tend = Ns∆ts) for the same number of samples
leading to higher computational cost.
A good estimate of the sampling time is the residence time of the particle which is the time a particle takes to
travel a distance rmax. For sampling interval (∆ts) smaller then the residence time (∆tr) the set of particles
contributing to the fluctuating field at a point in space are essentially the same for two consecutive samples
and therefore the samples carry redundant information. A rough estimate of the residence time at a point in
space where the fluctuating field needs to be calculated is ∆tr = rmax/Uc. In the region of interest i.e close
to the trailing edge and in the wake ∆tr ∈ (0.001, 17.033) as shown in figure 8. This motivates the choice
of the sampling time ∆ts = 0.001 and therefore, Tend = Ns∆ts = 10.
Figure 8: Residence time (∆tr) close to the trailing-edge and in the wake of the CD airfoil.
The computation of the turbulent fluctuations is restricted to a rectangular box enclosing the airfoil trailing-
edge as shown in figure 9. The results of the computed statistics with the choice of parameters rmax = 2λ,
∆ts = 0.001 and Ns = 10000 are presented in the following figures.
Figure 9: Snapshot of the magnitude of the fluctuating velocity vector at t = Tend.
Figure 10: a) RANS turbulent kinetic Energy with reference points marked along the x-Axis. b) Recon-
structed turbulent kinetic energy K = 12
(
u21 + u
2
2
)
The reconstructed variance along the x-Axis behind the trailing edge is compared with the RANS Turbulent
Kinetic Energy in figure 11.
Figure 11: Reconstructed turbulent kinetic energy along the x-Axis behind the trailing edge.
The statistical properties of the synthetic turbulence can also be assessed by considering two-point cross-
correlations Rij(r, t) =< ui( ~x1, t1) uj( ~x2, t2) > where r = | ~x2 − ~x1| and t = |t2 − t1|. Assuming a
model of the energy spectrum of turbulence it is possible to provide explicit expressions for the two-point
cross-correlations Rij(r, t). For the Gaussian energy spectrum given by Eq.(15) the analytical expressions
for the two-point cross-correlations are given in Appendix A.
Figure 12: Correlation in space along x-Axis about mid reference point 32224 in figure 10.a.
Figure 13: Time correlation of a point moving with the mean flow along the streamline aligned with the
x-Axis with respect to the left reference point 32149 shown in figure 10.a.
4 Conclusions and future research
This paper presents an application of the Random Particle-Mesh method to generate trailing-edge turbulence.
The final aim is to generate acoustic source terms using the generated fluctuations for predicting trailing-edge
noise. The test case considered is the well investigated controlled-diffusion (CD) airfoil. The quality of the
synthetic turbulence generated by the method is assessed by comparing the variance of the reconstructed
fluctuations with the target variance obtained from Reynolds-Averaged Navier-Stokes (RANS) computation.
The variance of the reconstructed fluctuations is found to be in good agreement with the target variance.
Further the method is able to reproduce the two-point cross-correlations for the prescribed Gaussian energy
spectrum and the exponential time decorrelation prescribed by the Langevin model. Due to the stochastic
nature of the method, the choice of the simulation parameters has an impact on the statistical behaviour
of the generated turbulence. By means of the CD airfoil test case guidelines for determining the simulation
parameters viz region of influence of the discrete filter, sampling time, particle distribution and inflow particle
seeding are presented in addition to the guidelines proposed by the earlier authors particularly Dieste et.
al [12]. Future work will focus on computing the sound sources from the generated fluctuations using the
acoustic analogy’s available in literature such as Lighthills analogy. The results obtained will be compared
to numerical and experimental results for trailing-edge noise computation for the CD airfoil.
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Appendix A
The integral length scale (λ) and integral time scale (τ ) of turbulence are obtained from the turbulent kinetic
energy (k) and specific dissipation rate (ω) as
λ =
cl
√
k
Cµ ω
(27)
τ =
2
β C0 ω
(28)
where cl = 0.54, Cµ = 0.09, β = 0.09 and C0 = 2.1 are model constants of the SST k − ω turbulence
model.
For 2-D homogeneous and isotropic turbulence analytical expressions for the spatial two-point cross-correlation
tensor Rij can be obtained in terms of the longitudinal f(r) and transverse g(r) correlation functions as (see
Pope [14]).
Rij(r) = k {[f(r) − g(r)] rˆirˆj + g(r)δij} (29)
The longitudinal and transverse correlation functions can be obtained from the correlation C of the stream
function η as
f(r) =
−1
r
dC(r)
dr
(30)
g(r) = −d
2C(r)
dr2
(31)
For the Gaussian energy spectrum the correlation of the stream function using Eq.(13) and Eq.(16) is given
by
C(r) =
2
pi
kλ2e
−r2pi
4λ2 (32)
where r is the Lagrangian distance between the points.
