In this paper, we characterize the substitutions over a three-letter alphabet which generate a ultimately periodic sequence.
Introduction
Let S be the alphabet of finite letters. Let S * andS be respectively the free monoid and the free group generated by S. The empty word ε is their neutral element. Let S + = S * \{ε}. Let S N be the set of infinite sequences on S. Let v and w be two words. We say that v is a factor of w and then write v ≺ w, if there exist u, u ∈ SLet ϕ be a substitution. If there is a letter a ∈ S such that the word ϕ(a) begins with a and is of length at least equal to 2, in other words, ϕ(a) = av for some v ∈ S + , then, for n ≥ 1, ϕ n (a) is a prefix of ϕ n+1 (a), and thus there is a unique (infinite) sequence ξ beginning with a such that ϕ(ξ) = ξ. In this case, we say that the substitution ϕ generates, with the axiom a, the sequence ξ. And we write ξ = ϕ ∞ (a). Ultimately periodic sequences are sequences of the lowest (subword) complexity. In this paper we study the substitutions which generate a ultimately periodic sequence. The decidability result on this kind of problem is proved independently by, on the one hand, Harju and Linna [2] and, on the other hand, Pansiot [6] , that is, they give an algorithm which, for a substitution, determines whether this substitution has a ultimately periodic fixed point or not. And Lando [4] provides the bounds for the period and index of the substitution.
Finding all substitutions which generate a ultimately periodic sequence is a quite different problem from determining whether a given substitution generates a ultimately periodic sequence or not.
In the binary alphabet case, Séébold [8] has found all the substitutions which generate a ultimately periodic sequence: In this paper, we consider the same problem over a ternary alphabet and our main result is: 
+ with w 1 = a, and integers P(α), D(α, β) and S(α) for any α, β ∈ {a, x} satisfying the following two conditions:
there is a constant C, such that for any factor αβ of length 2 of w 2 , we have
In the last section, we give several remarks concerning the (possibly erasing) substitutions which fix a ultimately periodic sequence.
Preliminaries
In this paper, we shall use the following terminology. The readers can find more details in [5] .
Let w ∈ S * be a word. We denote by |w| the length of w, and, for a letter s ∈ S, by |w| s the number of occurrences of the letter s in w. We denote by Alph(w) the set of letters appearing in w, that is Alph(w) = {s ∈ S : |w| s ≥ 1}. In particular, Alph(ε) = ∅.
A word u ∈ S + is said to be primitive if it is not a power of another word, that is, the condition u = v k for some v ∈ S + implies k = 1. Any word is a power of a primitive word.
Two words u and v are said to be conjugate if there exist words x, y ∈ S * such that u = xy and v = yx. In this case, we also say that v is a conjugate word of u.
The next facts are basic results in Combinatorics on Words (see below for the definition of w * ). 
The following theorem is classical in the study of periodicity [1] .
Theorem 1.2 (Fine and Wilf)
. Let ξ ∈ S N be a sequence. We call ξ periodic if there exists a word w such that ξ = w ∞ (:= www · · · ); we call ξ ultimately periodic if there exist words u and w such that ξ = uw ∞ . Let ξ be a sequence. The language of length n of ξ, denoted by L n (ξ), is the set of all factors of length n occurring in ξ. We call complexity function of ξ, denoted by p ξ (n), the function which with each positive integer n associated the number #L n (ξ), where # denotes the cardinality of a finite set. A factor w of ξ is called a (right) special factor if it has more than one right extensions, that is, there are different letters x and y such that both wx and wy are factors.
The following lemma is elementary. Let ξ be a sequence. We say that ξ is recurrent if every factor of ξ occurs for infinitely many times. If ξ is recurrent, then ξ is ultimately periodic if and only if it is periodic. Given a nonempty subset X of the free monoid S * , we denote by X * the submonoid of S * generated by X (for simplification, we will write w * instead of {w} * for w ∈ S + ). Conversely, given a submonoid P of S * , there exist a unique set X that generates P and is minimal for set-inclusion.
Also, we put X + = X * \{ε} and w + = w * \{ε}. A monoid M is said to be free if there exist an alphabet A and an isomorphism of the free monoid A * onto M . For example, for any w ∈ S + , w * is free.
Proposition 1.4 ([5], p. 5).
Let P be a submonoid of S * and X be its minimal generating set. Then P is free if and only if any equality
The minimal generating set of a free submonoid P of S * is called a code. the intersection of all free submonoids of S * containing X is the smallest free submonoid containing X; the code generating this submonoid is called the free hull of X. Theorem 1.5 (defect theorem, [5] , p. 6).
The free hull Y of a finite subset X ⊂ S * , which is not a code, satisfies the inequality
Let ϕ be a substitution of S * . A letter s ∈ S is growing (for ϕ) if {|ϕ n (s)| : n ≥ 1} is unbounded; otherwise the letter s will be called a bounded letter.
A substitution ϕ is called cyclic if there is a word w ∈ S + such that for every letter s ∈ S, ϕ(s) ∈ w * . And ϕ is called ultimately cyclic if some power ϕ n is cyclic. It is easy to see that the sequence generated by a ultimately cyclic substitution is periodic.
Let ϕ : S * → S * be a substitution. It is simplifiable if there exist an alphabet X, #X < #S and two morphisms σ : S * → X * , and τ :
And ϕ is elementary if it is not simplifiable.
If a substitution ϕ is elementary, then it is injective overS * and the set {ϕ(s) : s ∈ S} is a code ( [7] , p. 131).
Periodicity problem over a three-letter alphabet
Now we will concentrate on the case of the three-letter alphabet. We always use S = {a, b, c} to denote the alphabet. The notation ϕ = (u, v, w) denotes the substitution ϕ(a) = u, ϕ(b) = v, ϕ(c) = w. In this section, we find all substitutions over S which generate a ultimately periodic sequence.
Hereafter we assume that ϕ is a substitution over S which, with the axiom a, generates the sequence ξ = ϕ ∞ (a), and ξ is ultimately periodic. According as whether each letter appears in the sequence ξ for infinitely many times, we consider two cases.
The sequence ξ contains some letter for only finite times
Suppose that ξ contains some letter for only finite times, then, writing
There are two possibilities:
Without loss of generality, we take w = x ∈ S. And thus ϕ(x) ∈ x + .
Subcase I.1. x = a. Then the substitution ϕ is of the form:
In this subcase, ϕ(a) = av, a ∈ Alph(v) (otherwise, the sequence ξ contains a for infinite times).
Let y be the letter such that {a,
(otherwise, the letter y occurs for infinitely many times in ξ). Therefore, the substitution ϕ is of one of the following forms:
In this subcase, the restriction ϕ| {x,y} * of ϕ to {x, y} * generates the sequence ξ, and thus (with z ∈ S such that {x, y, z} = {a, b, c}):
• ϕ| {x,y} * is one of the forms in Theorem 0.
In this subcase, we have ϕ(a) = av with v ∈ {x, y} + (in fact, as in Subcase I.2, a ∈ Alph(v) implies that a appears infinitely often). Subsubcase II.2.1. Suppose both x and y are bounded. There are 3 possibilities:
(iii) ϕ(x) = ϕ(y) ∈ {x, y}. In this case, without loss of generality, suppose ϕ(x) = x, and thus ξ = ϕ ∞ (a) = avx ∞ . The sequence ξ contains the letter y for only finite times, and it is a contradiction.
So, in this subsubcase, the substitution ϕ is of one of the following forms: 
It is easy to see that all factors of η are factors of ξ, thus η is also ultimately periodic. Then by Theorem 0.1, and noticing that both x and y occur in η for infinitely many times, there are 3 possibilities: (i) ϕ 2 (x) ∈ t + and ϕ 2 (y) ∈ t + for some t ∈ {x, y} + . In this case, we have that {ϕ(x), ϕ(y)} is not a code. Then by defect theorem (Th. 1.5), there is a word r ∈ {x, y} + such that ϕ(x), ϕ(y) ∈ r + , and thus
(ii) ϕ 2 (x) = (xy) i x and ϕ 2 (y) = (yx) j y. In this case we have either ϕ(x) = (xy)
Without loss of generality, we suppose x v. An easy discussion gives that ϕ is of one of the following forms:
In this case, the word v is a conjugate word of some power of (xy l ), and thus
Up to now, we have shown: 
. Then there is a permutation (x, y) of the letters (b, c) such that ϕ has one of the following forms:
Remark that the second case in Subcase I.2 and (i) in Subsubcase II.2.2 is summarized into case (viii) in the above theorem.
The sequence ξ contains each letter for infinite times
In this subsection, we suppose that the sequence ξ contains each letter for infinite times. The study is divided into two parts, depending on whether the substitution is ultimately cyclic or not.
Ultimately cyclic substitution
As mentioned before, the sequence generated by a ultimately cyclic substitution is periodic. In this subsection we study the ultimately cyclic substitutions.
In the binary alphabet case, we have
Proposition 2.2. Let ϕ be a substitution over a two-letter alphabet, then ϕ is ultimately cyclic if and only if ϕ is cyclic.
Proof. Denote the alphabet S = {a, b}. Suppose that ϕ is ultimately cyclic and let n be the minimal integer such that ϕ n is cyclic. Assume n > 1, then we have ϕ n (ab) = ϕ n (ba) and ϕ n−1 (ab) = ϕ n−1 (ba). Since ϕ(ϕ n−1 (ab)) = ϕ(ϕ n−1 (ba)), by Theorem 1.4, we know that {ϕ(a), ϕ(b)} is not a code. By defect theorem (Th. 1.5), ϕ(a), ϕ(b) ∈ w * for some word w. Hence ϕ n−1 (ab) = ϕ n−1 (ba). This is a contradiction. So n = 1 and ϕ itself is cyclic.
In the ternary alphabet case, the above theorem does not hold. For example, (ac, acb, b) 2 = (acb, acbacb, acb). But a little weaker result holds.
Theorem 2.3. Let ϕ be a substitution over a three-letter alphabet, then ϕ is ultimately cyclic if and only if ϕ 2 is cyclic.
Proof. Write S = {a, b, c} and suppose ϕ n is cyclic over S. Then ϕ = π • ψ. And Φ := ψ • π defines a substitution over X * . Since ϕ n is cyclic, there is a word w ∈ S * such that ϕ n (s) ∈ w * for any s ∈ S. Thus for any letter x ∈ X, ϕ n (π(x)) ∈ w * , hence
Since ψ(w) is a word in X * , this implies that Φ is ultimately cyclic over the alphabet X. By Proposition 2.2, Φ is cyclic, i.e. there is a word W ∈ X * such that Φ(x) ∈ W * for any x ∈ X, and thus for any letter
this is to say that ϕ 2 is cyclic.
Now an induction on n gives the following result.
Proposition 2.4. A substitution ϕ over an n-letter alphabet is ultimately cyclic if and only if ϕ
n−1 is cyclic.
Non-ultimately cyclic substitution
Now we turn to study the non-ultimately cyclic substitutions. When ξ contains each letter for infinite times, it is recurrent. Recall that if a sequence is recurrent and ultimately periodic, then it is periodic. Therefore, in the subsection, we will always write that ξ = w ∞ with w a primitive word and Alph(w) = {a, b, c}.
We will consider three cases according to the number of growing letters. Recalling that ϕ(a) = av with v ∈ S + , the letter a is growing.
Case I. All letters are growing. 
Remark that, in above theorem, the substitutions of types (i) and (ii) are elementary, while the ones of the last three types are simplifiable. Also, the proof will be divided into two parts.
First we consider the elementary substitutions. The following lemma comes from [6] . In fact, since ϕ is elementary, we get that ϕ is of one of the following forms:
n xy (l, m, n ≥ 0), and ξ = (axy) ∞ .
Subcase I.2 Neither r nor t is empty.
If either xx or xy is a factor, r = ε; if either yx or yy is a factor, t = ε; if zz is a factor, then u = ε, and (since one of xx, xy and xz is a factor) r = ε.
Thus, in this case, we have L 2 (ξ) = {xz, yz, zx, zy}. As in case Subcase I.1, we have that either x w 1 or y w 1 , and ξ = w 
Proof. We denote by y the bounded letter, and by x the growing letter in {b, c}. Define a morphism π : {a, x, y} * → {a, x} * as π(a) = a, π(x) = x, and π(y) = ε. Then for w ∈ {a, x, y} * , the word π(w) is obtained by erasing all the y's from w.
The substitution ϕ induces a substitution θ over the alphabet {a, x} as follows: π(ϕ(a)) and θ(x) = π(ϕ(x) ).
Since ϕ(y) = y, we know that θ generates, with the axiom a, the sequence π(ξ) = θ ∞ (a). Thus by the periodicity of ξ, the sequence π(ξ) is also periodic. Then by Theorem 0.1, we can get the form of the substitution θ. The rest thing is deriving the substitution ϕ from θ. There are three cases: 
where r ∈ {a, x} (resp. s ∈ {a, x}) is the first letter (resp. the last letter) of u, and t α is a word depending on α. 
Conversely, for any substitution θ = (u i , u j ) and numbers D, P and S satisfying the conditions ( * ) and ( * * ), it is easy to check that the derived substitution ϕ generates ξ = w ∞ , where This is the case (ii) in Theorem 2.8.
Now combining Theorems 2.1, 2.3, 2.5, 2.7 and 2.8, we get the proof of our main Theorem 0.2.
Remarks
In this section, we give some remarks concerning the periodicity of a fixed point of a (possibly erasing) substitution.
• Fixed point of a substitution Let ϕ be a non-erasing substitution over S. If ϕ generates a sequence ξ, say ξ = ϕ ∞ (a), then ϕ(ξ) = ξ. In general, we say that a substitution ϕ fixes an infinite sequence ξ or that ξ is a fixed point of ϕ if ϕ(ξ) = ξ.
Obviously, a fixed point of ϕ is also a fixed point of ϕ n for any n ≥ 1.
Let ϕ be a non-erasing substitution, and ξ be a fixed point of ϕ. Write
There are two cases:
Case I. The letter ξ i is bounded for any i ≥ 1.
In this case, taking the formula ϕ(ξ) = ξ into account, a simple induction on i implies that ϕ(ξ i ) = ξ i for any i.
Case II. There is some letter ξ i which is growing.
Put n = min{i ≥ 1 : ξ i is growing}. Then we have ϕ(ξ i ) = ξ i for i < n, and the substitution ϕ generates, with the axiom ξ n , the sequence ξ n ξ n+1 ξ n+2 · · · From the above characterization of the fixed point, we have 3. there is a nonempty subset X of S such that ϕ| X is the identity, and ξ is any ultimately periodic sequence over X.
• Erasing substitution
We consider the erasing substitutions over S = {a, b, c}. There are several cases depending on the number of empty words among ϕ(a), ϕ(b) and ϕ(c):
In this case, the substitution ϕ fixes nothing but ε.
