The prolifemtion of high performance workstations and the emergence of high speed networks have attracted a lot of interest in pamllel and distributed computing (PDC). W e envision that P D C environments with supercomputing capabilities will be available in the near future. However, a number of hardware and software issues have t o be resolved before the full potential of these P D C environments can be exploited. The presented research has the following objectives: (1) 
Introduction
The proliferation of high performance workstations and the emergence of high speed networks have attracted a lot of interest in parallel and distributed computing (PDC). We envision that PDC environment with supercomputing capability will be available in the near future. this unutilized or wasted fraction of the computing power is sizable and, if harnessed, can provide a cost-effective alternative to expensive supercomputing platforms.
Current trend in local area networks is toward higher communication bandwidth as we progress from Ethernet networks that operate at 10 Mbit/sec to higher speed networks such as Fiber Distributed Data Interface (FDDI) networks. Furthermore, it is expected that soon these networks will operate in Gigabit/sec range. However, the application-level transfer rates on existing local area networks remain much lower and it is doubtful that they can keep pace with medium speed. For example, out of the 10 Mbit/sec available at the medium of an Ethernet network, only around 1.2 Mbit/sec bandwidth is available for applications [lo] . Consequently , it has been established that current clusters of workstations have the aggregate computing power to provide an environment for high performance distributed computing, while high speed networks, capable of supporting these computing rates, are becoming a standard (e.g., ATM, SONET, HUB-based LAN) [9] . It has also been established that it is not cost-effective to introduce new parallel architectures to deliver the increased computing power. Consequently, we envision that future computing environments need to capitalize on and effectively utilize the existing computing resources. The objective of the presented research is to develop an environment that can harness the computing potential of existing, cost-effective heterogeneous computers and high speed networks.
The organization of the paper is as follows: Section 2 describes an environment for parallel and distributed computing based on hardware and software support that utilizes efficiently the existing heterogeneous computers and the emerging high speed networks. Section 3 analyzes the performance of the communication protocol described in section 2. Section 4 summarizes the paper and provides some concluding remarks.
An Environment for Parallel and Distributed Computing
The main objective of the PDC environment is to provide parallel and distributed applications with message passing primitives as well as the hostnetwork interface required to achieve efficient' envi-ronment over the emerging Gigabit networks. The hardware portion of this environment consists of a host interface procesaor (HIP), a high speed network (HSNet) and a normal speed network (NSNet) as shown in Figure 1 . The software portion of this environment consists of a high speed mmmunication protocol (HCP) and a HCP runtime system. The HCP runtime system is an interface between a parallel and distributed programming tool and the HCP services running on an interface processor. In a distributed programming environment, software tools such as EXPRESS [5] or PVM [6] provide a communication library for measage past+ ing. The current implementations of these tools utilize low-level communication programming interfaces (e.g., BSD socket library) that are supported by a standard transport protocol (e.g., TCP/IP). Because these interfaces involve a large number of system calls, data copying and memory manage ment, they can not provide the high-bandwidth and the low-latency communication needed for PDC. To solve the problems above, HCP provides all the services (data transfer, synchronization and control) needed for efficient parallel and distributed computing. Furthermore, these services run on the HIP processor and therefore offload the host. In what follows, we present hardware and software support to build such PDC environment.
could be two physically separated networks or could be logical networks (e.g., in an ATM-based network, a large portion of the communication bandwidth is allocated to HSNet traffic). The network s u p ports two modes of operation: Normal-Speed Mode (NSM) where a standard transport protocol is used to transmit and/or receive data over NSNet and High-speed Mode (HSM) where processes communicate with each other through the HSNet to achieve low application transfer latency with effective transfer rates cl-to the medium transmision rate. The HSNet consists of two sub-networks: the Data network (D-net) and the Status network (Snet). The D-net could be a ring network with n bidirectional rings; each consists of two counter-rotating channels. While one ring is used for data transmission, the other ring is used for acknowled ments. The S n e t is a token-ring based network. T i e purpose of the S n e t is to distribute control and status information about the activities of computers connected to the D-net. The S-net can also be used to support some control and broadcasting capability that might be required to achieve parallel and distributed computing. The HLAN utilizes two types Figure 2 . In this subsection, we present briefly an architecture of a host interface that provides the hardware support needed for efficient PDC.
HIP is a communication processor capable of operating in two modes of operation such that either or both of these modes can be active at a given time. In HSM, HIP provides applications with data rate close to that offered by the communication medium. This high speed transfer rate is achieved by (1) using simple communication protocol, HCP, to be discussed in the next subsection (2) decomposing the transmit/receive tasks into several subtasks that can run concurrently on a separate engine and (3) using point-t-point channels that allow all nodes to transmit and receive data concurrently when conflicts are not exist. In NSM, the standard transport protocols can run efficiently on HIP and thus off-load the host from running these protocols. . The architecture of HIP is highly parallel and uses hardware multiplicity and pipeline techniques to achieve high-performance transfer rates. For example, the two RTUs can be configured to transmit and/or receive data over high-speed channels while the TEU is transferring data to/from the host. More details of HIP architecture can be found in [ll] .
Software Support for Parallel and Distributed Computing
In this subsection we develop a communication protocol that exploits the support of HIP and provides services needed in PDC. Most existing protocols were designed in the 1970'9, when the available communication bandwidths were in the Kb/s range and the existing computing nodes had limited computing power. Since these protocols regarded the communication bandwidth as a scarce resource and the communication medium as inherently unreliable, they were designed to be very general t o handle complex failure scenarios, which resulted in complicated protocols implemented as a stack of software layers. The last decade, however, has seen tremendous advances in computing and networking technology. Current networks are highly reliable and can supports high transmission speeds. Further, the computing power of processors has increased while their coat decreased significantly. Consequently, special purpose communics tion processors like HIP proposed in the previous section can be built to offload hosts from running communication protocols. Furthermore, many services required in parallel and distributed computing can be handled more efficiently by this special interface processor.
We present the design and the implementation of a high speed communication protocol (HCP) that could run on a communication processor such as the HIP. The approach followed in developing HCP is carried out in two steps: 1) analyze the messagepassing primitives provided by existing software tools on current parallel and distributed systems; and 2) identify a maximal subset of message passing primitives that can be efficiently implemented by a communication protocol for parallel/distributed computing.
Characterization of Message Passing
In oder to identify the HCP services for PDC, we first study the primitives provided by some current parallel/distributed programming tools. The software tools studied include EXPRESS [5] . These tools were selected because of their availability at the Northeast Parallel Architecture Center at Syracuse University and also the following two reasons: (1) they support most potential computing environments, i.e., parallel, homogeneous and heterogeneous distributed systems; and (2) they are either portable tools (EXPRESS, PICL and PVM) or hardware dependent tools (CMMD and the iPSC communication library). There is an increased interest in the standardization of messagepassing primitives supported by software tools for parallel/distributed computing [8] . The characterization provided in this section can be viewed as step in this direction. The communication primitives supported by existing libraries can be characterized into five classes, viz., point-to-point communication, group communication, synchronization, configuration/control/management, and exception handling. Point-to-Point Communication The point-topoint communication is the basic message passing primitive for any parallel/distributed programming tools. To provide efficient point-to-point communication, most systems provide a set of function calls rather than the simplest send and receive primitives.
e Synchronous and Asynchronous Send / Receive: The choice between synchronous and asynchronous primitives depends on the nature and requirements of the application. As a result, most tools support both, asynchronous and synchronous send/receive primitives. To provide asynchronous message processing, additional supporting functionality must be provided in the tools.
Primitives for PDC
For example, 1) poll/probe the arrival and/or information of incoming messages e.g., etiesi, probe, or CMMD-msg-pending used in EXPRESS, PVM, or CMMD, respectively; 2) install a user-specified handler for incoming messages e.g., ezhandle or hncv used in EXPRESS or iPSC, respectively; and 3) install a user-specified handler for outgoing messages e.g., hsend used in iPSC.
Exchange: There are at least two advantages for providing such primitives. First, user is freed from having to decide which node should read first and which node should write first. Second, it allows optimizations to be made for both speed and reliability. in PICL and iPSC, where op denotes a function and type denotes its data type.
are several different types of many-to-many communications. The simplest example is the case where every process needs to receive the result produced by a reduction operation. The communication patterns of many-to-many operations could be regular or irregular. The regular cases are scan (e.g., CMMD's CMMD-scan), concaienaiion (e.g., EXPRESS'S ezconcat), circular shift, and all-io-all broadcasting, while the irregular casea are gaiher and seaiier (e.g., CMMD's CMMD-gaiher-from-nodes) operation.
0 Many-to-Many Communication: There Synchronization A parallel / distributed p r e gram can be divided into several different computational phases. To prevent asynchronous message from different phases interfering with one another, it is important to synchronize all processes or a group of processes. Usually, a simple command without any parameters, such as, ezsync, sync0, gsgnc in EXPRESS, PICL, and iPSC, can provide a transparent mechanism to synchronize all the processes. But, there are several options that can be adopted to synchronize a group of processes. In PVM, bam'er, which requires two parameters barrier-name and num, blocks caller until a certain number of calls with the same barrier name made. In PICL, bamerO synchronizes the node proceseors currently in use. In iPSC, waiiall and waitone allow the caller to wait for specified processes to complete.
Another type of synchronization is that one p r e cesg is blocked until a specified event occurred. In PVM, ready and waituntil provide event synchronization by passing the signal. In ISIS, the order of events is used to define virtual synchrony and a set of token tools (e.g., t s i g , t-wait, t-holder, 2-pass, t-nqcresi, etc.) are available to handle it. Actually, event detection is a very powerful mechanism for exception handling, debugging, as well as performance measurement.
Configuration, Control, and Management
The tasks of configuration, control, and management is quite different from system to system. A subset of the configuration, control and management primitives supported by the studied software tools are such as to allocate and deallocate one p r e ceseor or a group of processors, to load, start, terminate, or abort programs, and for dynamic reconfiguration, process concurrent or asynchronous file I/O, nad query the status of environment.
Exception Handling
In a parallel or distributed environments, it is important that the network, hardware and software failures must be reported to the user's application or system kernel in order to start a special procedure to handle the failures. In traditional operating systems such as UNIX, excep tion handling is processed by event-based approach, where a signal is used to notify a process that an event has occurred and after that a signal handler is invoked to take care of the event. Basically, an event could be a hardware condition (e.g., bus error) or software condition (e.g., arithmetic excep tion). For example, in the iPSC library, a user can attach a user-specified routine to respond to a hardware exception by the handler primitive. In ISIS, a set of monitor and watch tools are available to users. EXPRESS supports tools for debugging and performance evaluation. PICL supports tools for event tracing.
HCP Message-Passing Primitives
Based on the characterization of messagepassing techniques used in parallel/distributed computing Table 1 , we identify the set of primitives (shown in Table 2 ) which can efficiently implement the primitives supported by most software tools for parallel and distributed computing. The services can be broadly classified as data transfer services, synchronization services, system manage ment/ configuration services and error handling services. Data transfer services include point-t+point services for sending, receiving and exchanging messages and group communication services for broadcasting and multicasting data(hcp-Send, hcp-Recu, hcp-Ezch, hcp-Mcast/Bcast). Synchronization services allow a processor to lock resources so that no other processor can access them( hcp-lock, hcpBarrier). This service enables mutually exclude access of resources shared between processors. The hcp-Barrier primitive enables a specified number of processor to synchronize at a logical barrier before proceeding. System management/ configuration services(hcp-Probe, hcp-MsgStat, ...) include calls to monitor sent and arriving messages, the current status of the network and hosts and to configure the hosts into logical groups and for adding/ deleting hosts from/to these logical groups. Special error handling services include the hcp-Signal primitive which sends a high priority message to all hosts to propagate any error status and the hcp-Log/ChkPt primitive to enable checkpointing and logging of previously specified data for debugging purposes. When the hcp-Log/ChkPt signal is sent, all processors dump this data into a log file and proceed with their computation. In what follows, we describe how some of the services shown in Table 2 are implemented in HCP. Initial mode is ID. In BP mode, a node is just i e lated from the network and all the incoming data is forwarded to the next node with minimum delay.
HCP Implementation Issues
transmit, it has to Jtermine first which path of the D-net to use; for example, in ring-based HSNet, there are two paths to reach any destination node. The routing policy selects the available path that minimizes the number of hops between the source and destination nodes. The other channel segments from the destination to the source with opposite direction is automatically assigned for sending acknowledgment frames.
between two transfer schemes depending on the message size: long message transfer and short message transfer. A message with length of less than a data frame size is designated as a short message and otherwise it is regarded as a long one. Each long message is transferred as a sequence of data frames. The size of a data frame is determined as large as possible because larger frames perform better as will be shown later. However, the maximum frame size should be within the limit where clock skewing d e not lead to a synchronization problem at the receiver. For long messages, data transmission is performed in two phases: connection establishment and data transfer. A connection request (CR) frame is sent first to the destination node. Once the ?onnection is established successfully, all intermediate nodes are set to BP mode. After receiving a connection confirm (CC) signal from the destination node, the source node sends data, and finally the acknowledgment of the last frame releases the circuit connection. Figure 4 shows all the steps involved in long message transfer; establishing a connection, receiving a confirmation of a successful connection, transferring the data frames, and then disconnect the connection, respectively. In this figure, node 0 is set to mode TO and communicates with node 3 that is set to mode RO. The intermediate nodes are set to BP modes while all other nodes are in the idle mode. Steps of long message transfer transmits a frame and then waits for ACK signal from the receiver. When the sender receives a positive ACK (PACK), it sends the next frame; otherwise it retransmits the same frame. Retransmission is repeated a predefined number of times and after that an error signal is raised to the higher layers. The acknowledgment frame serves as a mechanism to achieve flow control between the transmitter and receiver nodes. When the receiver does not, have enough buffer space for next frame, it responds with a not-ready indication by setting a flag in ACK frame. If the source receives the not-ready indication from the destination, it stops transmitting frame until it receives ready indication. This simple scheme is attractive because it does not impose any limit on the transmission rates that could be in Gigabit or even Terabit range. However, it is doubtful that the current error and flow control methods used in existing standard protocols can cope with such high transmission rates. 0 Frame Formats: In Figure 5 , we show four types of frames which are used in the D-net during HSM: CR frame with short data, CR frame with long data, Data frame, and ACK frame. The preamble field (PA) is used to achieve synchronization between the receiver and the sender. The delimiter fields (SD and ED) denote the start and the end of a frame, respectively. The type field is used to distinguish between the different kinds of frames. The Source (SRC) and Destination (DST) fields in CR frame indicate the network address of source and destination nodes. The length and frame size fields denote the number of bytes to be transmitted, and the frame size in bytes, respectively. The number of frames to be received is n j = [ length/ frame sizel. The status field in ACK frame distinguishes acknowledgments of connection confirm (CC) and disconnect (DC) as well as positive (PACK) and negative (NACK) acknowledgment of data frames. The RDY field in ACK frame denotes the readiness of the receiver to receive data frames. The checksum field (CHK) uses a cyclic redundancy code to detect errors in received frames. 
Performance Analysis
In this section, we analyze the application-toapplication latency in HLAN and estimate its effective transfer rates for different message sizes. We illustrate in Figure 6 the sequence of events from the moment an application process initiates a request to send a message to the time when the data sent is received in the host buffer of the receiving application.
The application program at the sender side calls the runtime library to send a message. Once the parameter checking is done by a library routine (C), another routine writes a send request in the Common Memory of HIP ( N I ) and then interrupts the Master Processor. The send request includes the address of the destination node and a pointer to the message and its size. The Master Processing Unit At the receiver side, while frames are being received and stored in the (NHM) buffer (&&,), the TEU transfers data NHM buffer to the host memory (T2). When the last frame is received, the RTP sends the disconnect (CC) frame to the sender (SDC). The process Ro then notifies the host of the message arrival by writing in Common Memory and interrupting the host processor ( N 2 ) , which in turns notifies the application (N3).
in Figure 6 as the time elapsed between the events C and N3 at the sender and the receiver, respectively. Due to the concurrent operations of the TEU and RTP in the sender such that data transfer from host memory to HIP buffer (TI) is overlapped with that from the HIP buffer to the network (Sdato), t.he latency is minimized. Similarly, the receiving time is also minimized due to the parallel operations of Rd fer rates of long messages. We assume the D-net is lightly-loaded so that no waiting time is consumed at the intermediate nodes when the connection is being established between the source and the destination nodes. The connection establishment will be successful most of the time and the CR frame will not be blocked at intermediate nodes because the CR frame will not be issued unless the required path is available. We define the application-level data transfer rate 72 as the ratio of the data length to be transmitted ( 1~) to the total application-to-application transmission time ( t A p p ) .
The application-to-application latency is indicated and T2 at the receiver side. Having analyzed the latency, we consider the transBased on the discussion in [ll] , K? can be computed a8 follows.
R =

2)
1M tC+tN,+tA+t.etup+tdata+ t N a + t N ! where trctup denotes the connection setup time, t&ta represents the time for data transmission and other terms are for the events described earlier.
In Figure 7 and 8, we plot the effective application transmission rate with respect to different message and frame sizes. We consider two channel speeds: 100 Mbit/sec and 1 Gbit/sec. In this analysis we assume the following values for frame fields: 25 byte CR frame, 15 byte length of overhead fields in a data frame, and 15 byte of the ACK frame. Also, we assume that the number of intermediate nodes is 5, the probability of a bit error is 2.5 x lo-", the propagation delay between source and destination is = 0.5 psec for average distance of 100 m. Furthermore, we assume each of the following events: tc, t N , , tN,, t N 
Conclusion
In this paper, we analyzed the current advancd in computing technology, network technology, and software tools for developing parallel and distributed computing applications. We analyzed the primitives, supported by existing parallel and distributed software tools and characterize them into five categories; viz., point-to-point communication, group communication, synchronization, configuration / control / management, and ezception handling. We propased an environment that capitalizes on the current advances in processing and networkin technolo$ and software tools to provide cost-eiective para le1 and distributed computing. We also presented the design of a communication processor (HIP) that alleviates the host-interface bottleneck and a high speed communication protocol (HCP) that provides the needed bandwidth and services for PDC applications. 
