Short-run and long-run relations among time series can differ. In situations in which short-run constraints and information biases obscure equilibrium relations among economic variables, estimates of the long-run relations, which are free of such contaminations, become the only basis for evaluating economic hypotheses. The common approach to estimating long-run predictability has been long-horizon regressions. However, long-horizon regressions are not designed to extract long-run information efficiently, and the lack of accuracy often outweighs their robustness to short-run noise. This study suggests two methods for replacing long-horizon regressions. The corresponding tests can be viewed as long-run versions of the Q-test by Campbell and Yogo (2006) and the nearly optimal test by Elliott, Müller, and Watson (2014) . We demonstrate the usefulness of long-run information in two common empirical applications.
Introduction
We are often charged with the task of analyzing how a dependent variable, e.g., y t , responds to shocks in the long run. For example, we might directly ask about the predictability in the aggregated quantity y t+1 + ... + y t+H for some large horizon H or we might be interested in measuring the effect on y t+H . Examples include tests for long-run monetary neutrality, e.g., Fisher and Seater (1993) and Newey and West (1994) ; tests of the links among exchange rates, interest rates, and inflation, e.g., Meese and Rogoff (1988) and Mishkin (1990) ; and tests for long-run predictability in equity returns, e.g., Fama and French (1988) . Because it is the most intuitive solution, it is not surprising that the usual approach to the task is to run regressions of y t+1 + ... + y t+H or y t+H on a set of explanatory variables. However, recent research indicates that these long-horizon regressions provide biased and disappointingly inaccurate estimates. As an illustration, consider the task of testing for predictability in stock market returns. The use of long-horizon regressions for this application is motivated in part by the greater values of the t-statistics for large horizons H. However, with valid confidence intervals 1 it has been shown that the p-values of the tests remain roughly constant and even increase with H, e.g., Boudoukh, Richardson, and Whitelaw (2008), Hjalmarsson (2011) . The results of many prior long-run predictability papers now come into question (e.g., Valkanov, 2003) . Can the long-run relations be estimated accurately enough to convey information that is not already evident from short-run relations? Because long-horizon regressions do not provide the answer, the solution is to consider more efficient estimation methods. Several significant developments related to long-run predictability testing have recently been reported in the literature. This predictability research focuses on the following model: y t = β x x t−1 + ε t , x t = ρx t−1 + u t , where (ε t , u t ) is a sequence of i.i.d. vectors and ρ is close to one. For this model note that the effect of x t−1 on y t+H remains substantial over many time periods H as long as β x = 0. Therefore, we say that y t is predictable by x t in the long run if β x = 0. The methods that have been recently developed to efficiently test the hypothesis H 0 : β x = 0 include the Q-test (bias-adjusted OLS t-test) by Campbell and Yogo (2006) , the nearly optimal test by Elliott, Müller, and Watson (2014) , and the conditionally optimal test by Jansson and Moreira (2006) . All of these tests belong to the class of quasi-likelihood (QL)-based approaches derived under the i.i.d. assumption on (ε t , u t ). However, these methods can be extended to the case of serially correlated (ε t , u t ).
From the long-run predictability perspective, the most interesting extension to the above model involves ε t that is not only serially correlated but is also predictable by prior values of x t , creating an endogeneity problem. In this case, the short-run predictability dy t /dx t−1 = 0 arises from both the β x x t−1 and ε t terms. In contrast, the long-run predictability dy t+H /dx t−1 = 0 for large H is due only to β x x t−1 . Therefore, in a model with a predictable ε t , the correlation between y t+1 and x t could be of a different magnitude, or even of a different sign, from the correlation between y t+1 + ... + y t+H and x t . For example, the presence of market momentum often distorts the risk-return relationship between the stock returns and measures of the risk (see Hong and Stein, 1999) . The presence of error in the estimates of the payouts to shareholders distorts the relationship between stock returns and payout ratios (see Boudoukh, Michaely, Richardson, and Roberts, 2007) . In the presence of a distortional monetary policy, the carry trade results in deviations in the exchange rate changes from the interest rate differentials (see Boudoukh, Richardson, and Whitelaw, 2013) .
When the shock ε t is predicted by past values of x t , QL-based methods can be corrected. However, such corrections necessarily embed an estimation of the predictability in the shock ε t . The resulting loss of efficiency can be substantial. Consider, for example, the case in which β x and cov(ε t , x t−1 ) are small and have opposite signs, so that dy t /dx t−1 ≈ 0. In this case, the task of estimating the predictability of ε t is on the same level of complexity as estimating the predictability of y t itself. In contrast, this paper considers methods that are robust to the short-run endogeneity. One example of such a method is long-horizon regressions with large H. However, we offer a significantly more accurate alternative.
In this paper, we propose two methods that are designed to extract the maximum amount of information about the long run and do not rely on the short-run information. Both of these methods are motivated by the Neyman-Pearson lemma. Under a set of conditions that includes Gaussianity, they yield the most powerful tests and achieve the same accuracy asymptotically under more general assumptions. As a result, we obtain sizable efficiency gains in comparison with long-horizon regressions.
The first method that we propose is referred to as the Local Whittle (LW) test. This test is based on the maximization of the long-run portion of the Gaussian likelihood for each ρ. The resulting procedure resembles, in many respects, the Q-test, but it is immune to violations of the condition E(ε t |x t−1 , ...) = 0. The only assumption that is required for the validity of the LW test is that the long-run behavior of (ε t , u t ) is close to that of independent observations (formally, see Assumption A).
We examine the asymptotical behavior of the LW test under the assumption that ρ is local to one, i.e., x t is nearly integrated; thus, we follow Campbell and Yogo (2006) , Jansson and Moreira (2006) , Elliott, Müller, and Watson (2014) and many others. In these studies, it was also reasonable to allow small values of ρ by, for example, setting a threshold below which the standard methods are applied (see Elliott, Müller and Watson, 2014) . In the case of the long-run predictability, however, non-trivial results can arise only if x t is sufficiently persistent. Therefore, the local-to-unity assumption is crucial. Note that when ρ is near one, the case of β x = β 0 corresponds to the presence of near-cointegration between the series of y t − β 0 x t−1 and x t−1 . Therefore, it is not surprising that the LW test is found to be linked to the frequencydomain least-square (FDLS) estimator by Robinson (1994) 2 . The FDLS was previously applied to measure the (fractional) cointegration between (fractionally) integrated series (see Marinucci and Robinson, 2003 ). It appears that the same estimator can be applied to nearly integrated series. We establish, however, that the FDLS estimator is asymptotically biased, while the estimator that is the basis of the LW test can be viewed as a bias-adjusted alternative to the FDLS. The asymptotic properties of the LW test are then compared with other tests for a set of model parameters. As a benchmark, we use the performance of the Q-test. We find that, under assumptions that are favorable to the Q-test, the LW test's performance is close to this benchmark. Moreover, when the long-run and short-run dynamics differ, the LW test outperforms the Q-test. The performance of the long-horizon regressions is unimpressive in both cases.
The second method that we consider is the nearly optimal long-run predictability test. The first test, LW, is based on the "long-run" likelihood ratio with known ρ, which is then replaced by conservative estimates (adjusted Bonferroni bounds). The nearly optimal long-run predictability test is also based on the "long-run" likelihood ratio but inherently treats ρ as a nuisance parameter. To incorporate the nuisance parameter within the Neyman-Pearson lemma, the likelihood under H 0 is replaced by an average over the possible values of ρ with the least favorable distribution of the weights (see Elliott, Müller, and Watson, 2014) . As expected, the nearly optimal test is uniformly better than the LW test asymptotically.
In the empirical part of this paper, we evaluate the performance of the long-run predictability tests for two long-standing empirical questions: the predictability of stock returns by payout ratios and the validity of the uncovered interest rate parity. We suggest a new version of classical long-run predictability tables that were used to present results over a range of increasing time horizons. The alternative long-run predictability tables are obtained by reducing the number of frequencies that are employed in the estimation. We demonstrate that the long-run estimates do provide statistically different information from the short-run estimates. Although similar (and substantially more dramatic) results were previously found with long-horizon regressions, later these results were challenged and acknowledged to be misleading due to unaccounted for small-sample effects, e.g., Richardson and Stock (1989) , Boudoukh, Richardson, and Whitelaw (2008) .
This study is organized as follows. Section 2 discusses the motivation for the LW test under the Gaussian assumption. Section 3 derives asymptotic distributions under general conditions, and Section 4 describes the construction of the LW test and compares the Q-test by Campbell and Yogo (2006) , the LW test, and the t-tests in simple and long-horizon regressions based on the asymptotic local power functions. Section 5 presents the nearly optimal long-run predictability test and compares its asymptotic performance with the LW test. Section 6 reports the results of long-run predictability tests in two empirical applications. Section 7 presents the conclusions.
The Uniformly Most Powerful Test in the Gaussian
Case When ρ is Known.
Let y t denote the variable that we are forecasting, and let x t denote the explanatory variable.
We observe a bi-variate process (x t−1 , y t ) for t = 1, ..., T , whose dynamics can be represented by the following system:
Suppose that x t is very persistent and can be modeled as nearly integrated, i.e., ρ = ρ T = 1 + c/T (see Elliott and Stock, 1994) . Some constructs in this section require c = 0, which can be either positive or negative. The case of c = 0 is omitted for brevity. Furthermore, the asymptotic results in the next section do not require c = 0. As the initial condition, assume that x 0 has a distribution that does not depend on T .
Suppose that the random and non-degenerate 3 mean-zero vector of innovations e t = (u t , ε t ) satisfies the following conditions from Phillips (1988, p. 1023):
Assumption A. For some γ > 2 and δ > 0, E||e t || γ+δ < ∞, and strong mixing coefficients α i are such that
These conditions allow for heteroscedasticity and dependence over time. Under these conditions, the functional central limit theorem holds: for the univariate case, see Herrndorf (1984) , and for the vector form, see Phillips and Durlauf (1986) and .
The goal is to test a null hypothesis H 0 : β x = β 0 . We start with a simple alternative hypothesis H 1 : β x = β 1 . To obtain optimality results, we rely on the following normality assumption, which is relaxed in the derivation of asymptotic distributions: Assumption B. Process e t = (u t , ε t ), t = 1, ..., T is Gaussian. 3 For asymptotic results, the relevant definition of nondegeneracy is that s u,ε (0) is positive-definite, where s u,ε (ω) is the spectrum of e t . For optimality results, we require s u,ε (ω) to be positive-definite with the determinant greater than m > 0 for all −π ≤ ω ≤ π, to invoke the results by Dzhaparidze (1986) .
One can directly specify the most powerful (MP) test when all of the parameters in the model are known except for β x . In this case, the MP test readily follows from the Neyman-Pearson lemma (see Lehman and Romano, 2005, Theorem 3.2.1) and is the likelihood ratio test. Note that the assumption of the known nuisance parameters is especially restrictive with regard to the parameters that cannot be consistently estimated, such as ρ T 4 . This assumption is relaxed when constructing confidence intervals, but it is required for the derivation of the optimality results in this section. Campbell and Yogo (2006) derive their Q-test, which is a more powerful alternative to the OLS t-test, under the assumption that (ε t , u t ) are i.i.d. normal and ρ is known. We, however, are interested in a more general case, in which ε t may depend on past values of u t . Therefore, we allow for endogeneity, which leads to the differences in the long-run and short-run dynamics. Our results can also be viewed as an extension to the case in which only the long-run dynamic parameters are known.
We start from the decomposition that divides the likelihood function into the long-run and short-run parts: this decomposition can be implemented in the frequency domain by using an asymptotic equivalent to the Gaussian likelihood, which is known as the Whittle approximation (see Dzhaparidze, 1986) :
where s x,y (ω) is the spectrum for the vector (x t−1 , y t ) and I
x,y T (ω) is the corresponding sample periodogram, i.e., I
x,y
Fourier transformation of (x t−1 − µ x , y t − µ y ), t = 1, .., T , and d * (ω), its conjugate transpose.
The spectrum and the periodogram are both 2 × 2 matrices and are calculated at the natural frequencies ω j = 2πj T , j = 1, 2, .., T . The operators det(.) and tr(.) denote determinants and traces of matrices, respectively. Dzhaparidze (1986) proves the asymptotic equivalence of the Gaussian log-likelihood and the Whittle approximation for stationary processes under conditions in which the sample size T greatly exceeds the decay time for the autocorrelations. Because the nearly integrated processes are close to non-stationary, they clearly violate this assumption. In Appendix B, we analyze the difference between the true likelihood and the Whittle approximation for our model. First, we note that we are interested only in the conditional distribution of {y t } T t=1 given {x t−1 } T t=1 , which is also Gaussian under the Whittle approximation. Second, we compare the conditional variances under the two log-likelihoods and find that their difference is asymptotically small. Finally, we compare the conditional expectations and find that their difference increases with T and results in a non-vanishing divergence between the likelihoods. However, Dzhaparidze's (1986) results can be appropriately extended to the case with ρ T = 1 + c/T , as shown in Appendix B. To obtain a likelihood with an asymptotically equivalent conditional part, we suggest adjusting the series Y = (y 1 − µ y , .., y T − µ y ) ′ in the Whittle approximation as follows:Ỹ = Y +Re(δ y )(x 0 −x T ), where δ y is a complex-valued vector of size T ×1. For example, for the case with i.i.d. (u t , ε t ), the correction includes δ y = (0, ..., cov(ε t , u t )/var(u t )) ′ .
If (u t , ε t ) are not i.i.d., then the correction term δ y has a more complex form (see Appendix B) but does not depend on β x and is, therefore, known by our assumptions. Furthermore, we will conveniently avoid computing δ y and replace it with a simpler vector that depends only on the long-run variance of e t and yields the same asymptotic distributions for the estimators and the tests suggested in this paper.
Moving forward, we replace Y withỸ in the Whittle likelihood. We also change the summation limits from j = 1, .., T to j = ⌊T /2⌋ + 1 − T, .., −⌊T /2⌋, which will have no effect, because s x,y (ω) is 2π-periodic. The Whittle approximation is, therefore, redefined as follows:
Because we are interested in an estimation that is immune to the short-run endogeneity, we now assume that the relations between {y t } T t=1 and {x t−1 } T t=1 are known only at low frequencies. In other words, we know the spectra s x,y (ω j ) up to β x for j = 0, ±1, ..., ±q, and no information is available about the spectral densities s x,y (ω j ) for j = ±(q + 1), ..., ±⌊T /2⌋. Therefore, the MP test will depend only on the first terms of logL T that correspond to cycles with periodicities greater than T /q:
The assumption that q is kept constant agrees with the long-horizon regression literature in which H (the horizon) is kept constant in proportion to the sample size. The goal of such assumptions is to correctly capture the lack of observations in small samples. Alternatively, one can allow q to increase to ∞ in such a way that 1/q + q/T → 0. However, such an assumption does not reflect the small magnitudes of the q values that appear to be necessary to determine the long-run dynamics in empirical applications, see Section 6. For model (1) , the spectrum of the vector (x t−1 , y t ) when calculated at frequency ω equals
where s u,ε (ω) is the spectrum of e t = (u t , ε t ) with the natural partition s
εu (ω), and s u,ε εε (ω). Similar notation will be used for the remaining spectra and periodogram matrices in this paper.
We next perform a series of modifications to the likelihood (2) that remove its dependence on the autocovariance structure of (u t , ε t ). Proposition 1 justifies these transitions. The first modification is to the spectrum s x,y (ω). Note that s x,y (ω) in (3) depends on the autocovariance of the shocks e t = (u t , ε t ) through the spectrum of the shocks s u,ε (ω). We replace s u,ε (ω) when ω ≈ 0 with its value at zero, s u,ε (0), and denote the resulting spectrum of (x t−1 , y t ) bys x,y (ω).
The second modification is to the seriesỸ . Note that the Y-series correction δ y also depends on the autocovariance of the shocks (see Appendix B). We suggest replacing δ y with another vectoȓ δ y = (0, ..., 0,
To compare the likelihoods for these two modifications we note that the determinant det (s (2) does not depend on β x . Therefore, the test for β x will depend only on the remaining term
. Similarly, we define the componentF that corresponds to the first modification with the spectrums x,y (ω) and the componentF that corresponds to the second modification with the periodogram I ).
Under the likelihood implied byF , the Neyman-Pearson lemma yields the MP test of H 0 : β x = β 0 against H 1 : β x = β 1 , which rejects for small values ofF (β 1 ) −F (β 0 ). This MP test underF is asymptotically equivalent to the MP test based on the long-run component of the original Gaussian likelihood in the following sense. Consider the O(1/T )-neighborhoods of the true parameter β 0 and re-parameterize β x = β 0 + b/T . If we reverse the corrections that correspond to transitions from the Gaussian likelihood to the Whittle approximation and from F toF 5 , then the MP rejection rule for this new likelihood is asymptotically equivalent to the MP rejection rule based onF . The two rules take quadratic forms in b that have asymptotically equivalent coefficients. We next specify the uniformly most powerful (UMP) test of H 0 : β x = β 0 against one-sided alternatives underF . Let s ∆β be a constant equal to 1 if H 1 : β x > β 0 , and equal to −1 if H 1 : β x < β 0 . Note that the part ofF that depends on β x is a quadratic function proportional 5 Note that we do not reverse the transition from the Whittle approximation with all frequencies to the Whittle approximation with the first q frequencies. Therefore, some test power is lost due to the removal of the short-run information.
T,xy (ω j ) . As discussed in Jansson and Moreira (2006) and in Campbell and Yogo (2006) , the derivation of the UMP test is complicated by the form of this statistic, which presents a weighted sum of two sufficient statistics. However, note that the distribution of I x,y T,xx (ω) does not depend on β x ; therefore, by the conditionality argument (see Basu (1977) ), the UMP test can be derived based on the conditional distribution of I x,y T,xy given I x,y T,xx (see Jansson and Moreira, 2006) . The UMP test, therefore, rejects for small values of
or, equivalently, for large values of
Finally, substituting the definition ofY , we obtain the rejection rule,
where K is a constant defined by the significance level of the test and the cross-periodogram
. There are obvious similarities between the above test and the Q-test developed by Campbell and Yogo (2006) . The Q-test is proportional to the sample covariance of the processes x t−1 and
(x t − ρx t−1 ) divided by the sample deviation of x t−1 . The rejection rule in (4) can be expressed as follows, s ∆β
Because the periodograms at low frequencies measure the long-run variances, the test proposed here is proportional to the sample long-run covariance of the processes x t−1 and v t divided by the long-run sample deviation of x t−1 .
The maximum likelihood estimator (MLE) that corresponds to the likelihood with the principal componentF equals εε (0) is the long-run correlation between these two shocks. The corresponding long-run conditional variance of ε t is, therefore, ψ εε|u = ψ εε (1 − r 2 ).
Finally, we account for the fact that µ y is unknown. It appears that to account for the unknown mean of the Y series, it is necessary only to remove the zero frequencies from the likelihoods. The argument proceeds as follows. As in Jansson and Moreira (2006), we note that the testing problem for β x is invariant under the location transformation of Y . Therefore, we consider the conditional likelihood of the maximal invariant under this transformation, which is ∆Y = (y 2 −y 1 , y 3 −y 1 , ..., y T −y 1 ). The likelihood of this invariant can be obtained by replacing µ y withμ y that maximizes the likelihood of all observations:
When we substitute this estimator into logL t , the only term that is affected is the one in which ω j = ω 0 = 0. For this term, the joint periodogram of X andỸ becomes the periodogram of X and X. Importantly, the corresponding tr(s x,y (0)
xx (0) and, therefore, does not depend on β x , i.e., will not appear in the tests.
Therefore, to account for µ y being unknown, the only necessary modification is to remove the term with j = 0. Thus, the UMP test involves the ratio (
whereβ x is the MLE for the concentrated likelihood,
.
We will refer to this statistic as the Local Whittle (LW) estimator. Note that the first component of this estimator is the FDLS estimator,
by Robinson (1994) . The FDLS is the estimator of the co-movement between x t−1 and y t at low frequencies. For a fractionally integrated x t , the FDLS consistently estimates the slope β x . The same result holds for nearly integrated processes. The role of the second component,
−1 , is to adjust for the asymptotic bias. In other words, the LW estimator is a bias-adjusted version of the FDLS, akin to the estimator in the Q-test being a bias-adjusted version of the OLS.
Asymptotic Properties Under the General Assumptions
The derivation of the asymptotic distributions is based on the results listed in Appendix A that require Assumption A (and do not require Assumption B): the partial sums T
⌊τ T ⌋ t=1 ε t , and T −1/2 x ⌊τ T ⌋ converge jointly to the processes
, where the vector process ( 
and
For a fixed q ≥ 1, plim β x = β x and plim β
F DLS x
= β x and, as T → ∞, the following weak convergence results hold:
where Z is a standard normal variable independent of the processes W u (τ ) and J c (τ ). The term δ q is a small random variable that is defined by the integral
Define the following LW statistic,
Analyzing the limits in (7) and (8), we see that the LW estimator removes two biases. The first is the small-sample bias (1 − ρ) and minus a stochastic bias due to the difference between the first sample autocovariance and the sample variance of x t .
Finally, note that the UMP test from Section 2 coincides with the Z-test based on the tstatistic (LW statistic) for β x . The asymptotically normal distribution of this test simplifies its application as discussed in the next section.
Comparison of the Tests When ρ is Unknown
The performance of the tests derived in Section 2 greatly depends on how effectively we can bound the possible values of ρ, or, equivalently, c. Because c cannot be consistently estimated, one typical approach is to construct conservative intervals based on a set of likely values of ρ. In this section, we compare the performance of the Q-test, the LW test and long-horizon regressions when the confidence intervals are constructed using Bonferroni bounds (see Cavanagh, Elliott, and Stock, 1995) .
The idea behind Bonferroni bounds is as follows. First, one constructs the (100 − α 1 )% confidence interval for ρ, e.g., (ρ, ρ). Second, for each ρ in this interval, one determines (100 − α 2 )% confidence intervals for β x , e.g., (β x (ρ), β x (ρ)). Lastly, these two intervals are combined to construct conservative (100 − α 1 − α 2 )% intervals for β x as a set that contains (β x (ρ), β x (ρ)) for all ρ ∈ (ρ, ρ). The coverage of such confidence intervals cannot be less than α = α 1 + α 2 for any value of c.
However, the intervals constructed in this way do not attain the nominal significance level, (α 1 + α 2 )%, for any value of c, unless the distribution of the test does not depend on c. These intervals are, therefore, overly conservative and can be further adjusted to increase the power of the tests. We use one of such approaches formally known as the adjusted Bonferroni method to construct equal-tailed confidence intervals for β x based on β x in (6).
Algorithm
Let α = 90%. The intervals to be determined must cover β x with a probability of at least 90%, so that the probability of each tail does not exceed 5%. Cavanagh, Elliott, and Stock (1995) explain how to generally construct adjusted Bonferroni bounds. The goal of this subsection is to show how to apply this method to the LW estimator. We first summarize the approach and then proceed to the exact algorithm applied in the empirical section of this paper.
First, note that the LW estimator in (6) can be thought of as a function of ρ, i.e., β x (ρ). The asymptotic distribution of this estimator is mixed normal with standard deviation s β = ψ εε|u /2π( j=±1,..,±q I
x,y T,xx (ω j )) −1 . Without loss of generality, consider ψ εε|u < 0 and, therefore, r < 0. The adjusted Bonferroni bounds [β x , β x ] will take the form β x = β x (ρ U ) − q 100−α 2 /2 s β ,
where q 100−α 2 /2 is the (100 − α 2 /2)th percentile of the standard normal distribution. For example, for α 2 = 10%, the value of q 100−α 2 /2 is 1.645.
Second, we determine the bounds [ρ L , ρ U ] to replace the (100 − α 1 )% confidence interval for ρ in the unadjusted Bonferroni method. These bounds should satisfy the condition that β x falls in each of the tails with asymptotic probability of less than 5% for any value of ρ = 1 + c T . In practice, the values of c used to verify this condition are put onto a grid that extends from -50 to 5. The solutions will take the form ρ L = 1 + c L /T and ρ U = 1 + c U /T , where c U = c U (r, t ρ ) and c L = c L (r, t ρ ). The second parameter, t ρ is a sample statistic that provides information about ρ. We follow Campbell and Yogo (2006) in selecting the DF-GLS statistic from Elliott, Rothenberg, and Stock (1996). Table 1 reports c U and c L for a set of values of t ρ and r in the case with q = 5.
The steps for the following algorithm mirror the ones in the program provided by M. Yogo for the Q-test 6 . We describe the steps for r < 0. One can always consider the explanatory variable
STEP 1: Construction of the Dickey-Fuller GLS statistic t ρ .
Determine the number of lags required in the autoregressive model of x t using the BIC criterion. Define
Regress X a on Z a to obtain the slope estimate β a .
The OLS t-statistic for the first slope in this regression is the Dickey-Fuller GLS statistics t ρ .
STEP 2: Estimation of r and ψ εε|u .
Regress x t on x t−1 and constant to obtain an estimate of u t . Regress y t on x t−1 and constant to obtain an estimate of ε t .
Fit the vector autoregression (VAR) to the estimated series of (u t , ε t ). Suppose, the corresponding polynomial in the lag operator is Ψ(L) and the variance of the VAR shocks is
The estimate of the long-run correlation between u t and ε t isr = Ω Tables similar to Table 1 
. The adjusted Bonferroni bounds take the form:
Comparison of the Asymptotic Power Functions
Having defined equal-tailed (100 − α)% confidence intervals, we can, for example, perform a 0.5α%-size test of H 0 : β x = β 0 against H 1 : β x > β 0 using the rejection rule β x > β 0 . Figure 1 shows a comparison of the asymptotic powers of the Q-test, the LW test, and the tests based on OLS t-statistics in simple and long-horizon regressions 7 when α = 10% and β 0 = 0. The adjusted Bonferroni method described in the previous subsection is applied to all of these estimators 8 .
First, we consider the case with E(ε t |x t−1 , x t−2 , ...) = 0, i.e., without contamination by shortrun dynamics. In this case, x t−1 is exogenous, and the short-run and long-run relations of x t and y t coincide. For the LW test, we select q = 10, which corresponds to removing cycles with periodicities of less than T /10, i.e., less than 5 years in 50 years of data. For the longhorizon regression, we choose a matching horizon H = T /10 and the number of lags for NeweyWest standard errors is L such that L ∼ H. Parameters ψ εε and ψ uu are set to 1. Therefore, the comparison of the tests depends on the persistence c, the correlation r, and the level of predictability b = β x T . As in Campbell and Yogo (2006) 9 , we select c = −2 and c = −20, r = −0.95 and r = −0.75, and we look at a range of values for b.
As expected, the Q-test yields the highest power in rejecting H 0 because the LW test ignores the short-run information. Nevertheless, the LW test is as powerful as the Q-test for three of the four calibrations, and it performs comparably for c = −20 and r = −0.75. The LW test outperforms the OLS t-test for all four calibrations. Lastly, among the considered four methods, 7 We consider long-horizon regressions in which the aggregate quantity y t (H) = y t + ... + y t+H−1 is regressed on x t−1 . For these regressions, Valkanov (2003) works out an asymptotic theory for ρ T = 1 + c/T and H/T → λ, λ > 0. Valkanov (2003) derives the distribution of the t-tests with OLS standard errors. This paper considers t-statistics that are calculated with Newey-West standard errors with a number of lags L ≥ H − 1, which are more justifiable. The supplementary materials contain the details of the asymptotic behavior of t-statistics in long-horizon regressions.
8 Note that although the formulas for the simple OLS and long-horizon t-statistics do not depend on ρ, their asymptotic distributions will; see, for example, Hjalmarsson (2011) . 9 To obtain comparable results, we use the program provided by M. Yogo on his website for the Q-test. In addition, we update this program to compute the LW test.
long-horizon regressions show the weakest results: the tests based on the long-horizon OLS estimates often yield less than half the power of the other tests. Figure 2 shows the results for the case in which the short-run relation between y t and x t−1 differs from the long-run relation, i.e., for E(ε t |x t−1 , x t−2 , ...) = 0. We consider a case in which the correlation of ε t and x t−1 has the opposite sign to β x . Such an effect might, for example, occur in the presence of the measurement error in x t . Let the measurement error constitute 0.25% of the long-run variance of ε t , while keeping the long-run variance of (u t , ε t ) the same as in the previous exercise.
The power functions of the LW test and the long-horizon regressions do not change from the previous case because neither depend on the E(ε t |x t−1 , x t−2 , ...) = 0 assumption. However, the asymptotic distributions of the Q-test and t-test rely on the exogeneity assumption, and therefore, their performance is affected. It follows from Figure 2 that the LW test now outperforms the Q-test uniformly. In fact, even the long-horizon regressions could slightly outperform the Q-test for a small range of parameters. Note that we obtain this result with a mild deviation from the exogeneity assumption.
One point to clarify is that the confidence intervals for the Q-test and t-test can be adjusted to circumvent the effect of the endogeneity. However, this correction depends on the unknown dynamics of e t = (u t , ε t ), and the use of the estimated model is likely to affect the powers of these methods. The frequency-domain method that is suggested here does not require adjustment: the LW test is immune to short-run endogeneity. The same holds for the long-horizon regressions, although as demonstrated in Figure 2 , the long-horizon regressions suffer from a lack of accuracy in determining the predictability.
Long-Run Nearly Optimal Test
Although the LW test is the UMP (asymptotically) in the Gaussian model with the known persistence parameter ρ, its efficiency can be lost once we apply the Bonferroni method to remove the dependence on ρ. Elliott, Müller, and Watson (2014) suggest a different approach to finding the tests with optimal properties. This approach is based on asymptotically least favorable distributions (ALFDs). Their general method works for non-standard testing problems in which nuisance parameters affect the asymptotic distributions under H 0 . In our case, the nuisance parameter is c. Elliott, Müller, and Watson (2014) consider an application of their ALFD test to predictability studies under the assumptions of Campbell and Yogo (2006) . Here, we extend their method to the study of the long-run predictability. We derive the corresponding nearly optimal test and compare the performance of the LW test with the resulting power bound.
Briefly, the idea behind the ALFD test is that the optimal test is the Neyman-Pearson test for a problem with a known "distribution" of the nuisance parameter (here, c), if this distribution yields the minimum weighted average power (WAP). The existence of the ALFD often cannot be proved and, even if it exists, the ALFD is unlikely to be known. Nevertheless, the numerical method by Elliott, Müller, and Watson (2014) ensures an ε-optimality; that is, we can find a test whose power is not more than ε below the WAP upper bound.
For the long-run version of the ALFD test here, we combine the information about the conditional distribution of ∆Y = (y 2 − y 1 , .., y T − y 1 ) given X at low frequencies with the information about the parameter ρ contained in the distribution of X. Specifically, in the Gaussian likelihood log L T (∆Y, X) = log L T (∆Y |X) + log L T (X), we replace only the conditional distribution of ∆Y given X with the asymptotically equivalent Whittle approximation, logL T (Y, X) = logL T (∆Y |X) + log L T (X). Details that regard the derivation of the likelihood are given in Appendix E. Importantly, the conditional likelihood can be represented by the sum
wherel j (d y (ω j )|X) are conditional probability densities of the Fourier transformations of Y, d y (ω j ) = T t=1 y t e −iω j t . As before, we rely on the semi-parametric approach that leaves densities
As follows from the derivations in the Appendix, the resulting conditional likelihood takes the form logL T (∆Y |X) = log R(∆Y|X, s x,y (ω j ), q < j ≤ ⌈(T − 1)/2⌉) − q log 2π
) is the remainder of the conditional likelihood that describes the short-run dynamics, and dỹ(ω j ) is the Fourier transformation ofỸ = Y + Re(δ y )(x 0 − x T ), as introduced in Section 2.
The marginal distribution of X is derived by assuming normal i.i.d. u t in (1). Subsequently, however, the argument is made that the test based on this likelihood achieves the same asymptotic power in the more general case (Assumption A). By the assumptions, the distribution of x 0 does not depend on ρ, and therefore, the marginal likelihood equals
up to the density of x 0 . The parameter ψ uu is defined in Section 2 as the long-run variance of u t and coincides with the variance of u t for the i.i.d. case. We obtain the joint likelihood logL T (Y, X) by adding the log of the conditional distribution to the log of the marginal distribution of X, as defined above. We express the original likelihood in the neighborhood of β x = β 0 and ρ = 1 in terms of b ′ and c, where
The tested hypothesis, then, becomes H 0 : b ′ = 0. Because the nearly optimal test depends on the likelihood ratios, the rejection rule requires only the part of the likelihood that is a function of
ρρ , where the four sufficient statistics,R, in the practical implementation will be replaced by the asymptomatically equivalent R = (R β , R ρ , R ββ , R ρρ ), defined as follows:
Denote the ALFD by Λ * (c) and the pre-specified weights for WAP by F (b ′ , c), with the nor-
Once the ALFD is found, the testing procedure is based on the following rejection rule:
in which the critical value K α corresponds to the significance level α. The search for Λ * (c) and K α is performed by using the asymptotic limits ofR. The limit of R is referred to as R(b ′ , c) = (R β , R ρ , R ββ , R ρρ ) with the elements
where W z (τ ) is a standard Brownian motion that is independent from the O-U process J c (τ ).
We can find an approximation for the ALFD and the corresponding K α . Suppose that we are interested in the one-sided α-size test with α = 5%. 
Details of the algorithm can be found in Elliott, Müller, and Watson (2014). Using this method with the given grid of
, we can obtain ε-ALFD tests (for different values of the correlation r) with ε ≤ 0.5%, i.e., the tests with the weighted power less than 0.5% from the power bound. Figure 3 compares the powers of the LW test and the nearly optimal test for the same parameters as in Section 4. As follows from the graph, the LW test has the same power as the nearly optimal test for c = −20 but is less accurate for c = −2. Therefore, an additional gain in accuracy can be achieved by applying the long-run nearly optimal test. However, the LW and the long-run nearly optimal tests yield the same qualitative results in the empirical applications from the next section, and consequently, only the results for the LW test will be reported.
Applications

"Importance of Measuring Payout Yield"
Among the many stock return predictors, the price-dividend ratio stands out as one of the most strongly supported by economic theory. Campbell and Shiller (1988) noted that the pricedividend ratio is related by an accounting identity to either the changes in the future interest rates or the changes in the future dividend growth. Because dividend changes are only weakly predicted (see Cochrane, 2008) , price-dividend movements must be caused mainly by changes in the expected returns. In asset pricing models, the price-dividend ratio is found to be related to the expectations of future growth (Shiller, 1981, Bansal and Yaron, 2004) and premiums (Bollerslev, Tauchen, and Zhou, 2009). Therefore, there are strong reasons to expect that the price-dividend ratio predicts future returns.
With regard to the data, there are a variety of methods for calculating what would be a good equivalent to the theoretical price-dividend ratio, such as the ratio between the company market value and the total dividend paid during the preceding year or the ratio between an adjusted market value of the company and an adjusted value of the dividends, such as an adjustment for stock splits. Because some companies do not pay dividends or adopt different payout policies, many have argued in favor of replacing the price-dividend ratio by the price-earnings ratio in empirical work. Because all of these measures are quite persistent (e.g., the dividend yield has the first autocorrelation of 0.86 at an annual frequency), they are good candidates for nearly integrated modeling. One can also argue that the long-run components of all of these measures should coincide and should have the same predictive ability for the future long-term returns.
Boudoukh, Michaely, Richardson, and Roberts (2007) discuss the implications of mismeasurement of the total payout in return predictability regressions. They draw a distinction between the dividends, total payouts (which are dividends adjusted for share repurchases), and net payouts (which are dividends adjusted for share repurchases and equity issuances). They characterize the problem that arises in the regressing of a stock return y t on a "wrong" payout ratio as a measurement error problem, which is consistent with the assumptions that we made for the test comparisons in Figure 2 . The regressions of future returns on the current values of different payout ratios present a perfect road test for the methods in this study because it is plausible only that either all or none of the payout ratios predict future returns. The annual series are defined as follows.
The unadjusted dividend yield is the logarithm of the ratio between the price of the stock (here, the value-weighted CRSP index) and the corresponding past dividends. The data are run from 1926 to 2010, with the price recorded at the end of the year and dividends aggregated over the preceding 12-month period. The total log payout yields (log payout ratios I and II) are two versions of the yield series adjusted for common share repurchases. The net payout is based on the sum of dividends and share repurchases minus equity issuances. The logarithmic net payout series are defined as follows: log(0.1 + Net Payout). The adjusted payout series are available for the span 1926 -2003 from the website of Michael Roberts. Lastly, the log earnings yield is the logarithm of the ratio between the earnings in the previous 12 months and the current price calculated at the end of the year. Monthly earnings data on the S&P 500 over the period 1926 -2010 are obtained from the website of Robert J. Shiller. For more information on the construction of payout yields, see Boudoukh, Michaely, Richardson, and Roberts (2007).
Series y t is calculated as the monthly CRSP (value-weighted) excess returns aggregated to one year. For each month, we subtract the risk-free rate from the continuously compounded CRSP return. The risk-free rates are obtained from the website of Kenneth French. The resulting series span the period 1926-2010. Table 2 reports the 90% confidence intervals for β x in return regressions starting from the net payout, for which the predictability evidence is the strongest, and ending with the dividend yield, for which the link with the future returns is the weakest. All of the tests reject the hypothesis of no predictability for the net payout ratio and payout yield I. Only the t-test fails to reject H 0 : β x = 0 for the payout yield II. Only the LW test proves the predictability by the earningsprice ratio and the dividend yield. For the dividend yield, to reject H 0 : β x = 0, the number of relevant frequencies in the LW estimator should be as low as q = 5.
Therefore, there is statistical evidence that all of the payout ratios considered by Boudoukh, Michaely, Richardson, and Roberts (2007) predict returns. This evidence is consistent with payouts I and II, the earning-price ratio and the dividend yield sharing the same long-run dynamics. The long-run component of these series predicts future returns.
Spot Exchange Rate: Uncovered Interest Rate Parity (UIP) and Carry Trade
Denote s t as the logarithm of the spot exchange rate between the currencies of countries "a" and "b", with the value of currency "b" in the units of currency "a". If the i a t is the nominal annual interest rate in country "a" and i b t is the nominal annual interest rate in country "b", then the UIP states that the expected annual change in the spot rates should be equal to i a t − i b t . This UIP follows from the forward parity E t s t+1 = f t , where f t is the forward exchange rate, and from the covered interest rate parity f t − s t = i a t − i b t , which follows from the no-arbitrage condition. Therefore, one can test the UIP by running the OLS regression
and testing H 0 : β x = 1. Even if the forward parity does not hold, one would expect a positive sign for β x , because the difference in the interest rates cannot be maintained in the long run without eventual currency depreciation. The OLS results, however, yield the negative value of β x . Boudoukh, Richardson, and Whitelaw (2013) suggest a stylized model that explains the observed puzzle as the result of monetary policies and the carry-trade phenomenon, although they do not state a position regarding the reasons for the carry-trade, whether rare currency crashes, time-varying premiums, and/or limited arbitrage. As a solution, Boudoukh, Richardson, and Whitelaw (2013) suggest a different predictor in the UIP regression:
where if t−j,t,t+1 is the forward interest rate for the period [t, t + 1] that is set at time t − j, i.e., if t−j,t,t+1 = (j + 1)i t−j,j+1 − ji t−j,j , where i t−j,j and i t−j,j+1 are continuously compounded j and j + 1-period interest rates at time t − j. They found that the sign in the regressions reverts to positive for j = 2 − 4 years (t is in annual units). Unfortunately, the standard errors prove too large for the results to be statistically significant. In this subsection, we reevaluate the result of Boudoukh, Richardson, and Whitelaw (2013) by using the LW test.
Boudoukh, Richardson, and Whitelaw (2013) work with annual monthly sampled data, which is data with overlaps. The methods considered in this paper are derived assuming no significant overlap in the observations, with exception of the long-horizon regressions. Therefore, we test the positive relation between the interest rate differential and the depreciation of the currency by estimating a simpler regression model,
That is, we seek to predict the exchange rate dynamics in the first month of the year that corresponds to the forward rates if a t−j,t,t+1 and if b t−j,t,t+1 . The cointegration coefficient β x is now expected to be on the order of 1/12 if the UIP holds. Table 3 shows the results for the US dollar (USD)/British pound (GBP), USD/Deutsche Marke (DEM), and USD/Swiss Franc (SWF) pairs. The data on interest rates are obtained from Datastream. Forward interest rates are estimated from the yield curves that were derived from the observations on the LIBOR rates with maturities between one and 12 months and swap rates on LIBOR with maturities between two and five years. To construct the yields implied by the swap rates, we rely on linear extrapolations for the missing yields that correspond to the coupon maturities, such as 18 months. Boudoukh, Richardson, and Whitelaw (2013) use the same data set but use a less transparent method that is based on cubic extrapolation. The data are recorded on the last trading day of each month. The resulting sample starts in January 1979 and ends in July 2012. The data are then aligned in accordance with model (11) . Table 3 reports 90% confidence intervals and point estimates for β x in (11) . As follows from the table, forward rate differentials with j = 4 do positively correlate with future currency depreciation. The evidence is mixed for j = 1. The Q-test and OLS t-test yield close results, which is explained by the the modest correlation of the residuals ε t with the innovations to if a t−j,t,t+1 − if b t−j,t,t+1 . Neither method is informative about the sign of β x , because all of the confidence intervals include both negative and positive values. Again, the strongest result is from the LW test, with q = 5 frequencies. According to this test, the β x in the regressions for USD/DEM and USD/CHF, and the forward rates with j = 4, are significantly positive. The estimates of β x (annual units) in these regressions are 3.12 and 2.1 when aggregated to the annual units by using small-sample corrected estimates of ρ: 0.98 for DEM and 0.96 for CHF. These estimates are surprisingly close to the regression results of Boudoukh, Richardson, and Whitelaw (2013, Table 2 ). However, our results are statistically significant.
Boudoukh, Richardson, and Whitelaw (2013) explain why the forward rates with the longest horizons are cleaner measures of the future exchange rate changes. These forward rates contain less of the second component, which is a deviation from the purchasing power parity. For the statistical properties of this missing component, Gospodinov (2009) argues that the results in various empirical studies are consistent with the presence of a very persistent omitted variable, which is often referred to as the forward premium. It is not surprising, therefore, that the LW test fails to support UIP for j = 1, because it is designed to remove only transient effects. To summarize, even though the LW test cannot remove the omitted variable bias due to the forward premium in the interest rate differentials, this test still offers an improvement with less-affected measures of the interest rate differentials, such as the lagged forward interest rate differentials.
Conclusions
We suggest a new estimation method and the associated (Local Whittle) test, which serve the same purpose as long-horizon regressions, to test for long-run predictability. This test provides higher power in rejecting the no-predictability hypothesis. We demonstrated that this test is similar to the Q-test in power and is immune to the short-run dynamics that can bias the estimator that underlies the Q-test. The accuracy of the long-run predictability testing can be further improved by using the new long-run nearly optimal test.
We evaluate the performance of the tests in two applications: a test for the predictability in the stock returns by the payout ratios and a test for the predictability in the exchange rate changes by the interest rate differentials. The confidence intervals based on the LW test are usually close to those based on the Q-test and strengthen the predictability evidence in both cases. For example, the LW test confirms the predictability of the returns by the dividend yield in the 1926 -2010 sample. The LW test also confirms the positive sign of the relationship between the exchange rate changes and the past forward interest rate differentials. Therefore, the long-run relations do carry extra information that is useful for studying economic relations and that is accurate enough for performing formal statistical tests.
A Results for Reference
Most of the proofs in this paper rely on the results by Phillips ( , 1988 and the related statements gathered in this list. All of the following weak convergence results hold jointly. and unit marginal variances. Note that the same result holds for the demeaned process
Result 2 From the continuous mapping theorem (CMT) and Result 1, it follows that the Fourier transformation of X = (x 0 , .., x T −1 ) calculated at frequency
T t=1 x t−1 e −iω j 0 t , has the following limit,
where the convergence holds jointly across d x (ω j 0 ), j 0 = 1, .., q.
Result 3 Define S ε,t = ε t + .. + ε 1 . Then, the Fourier transformation of ε t has the following representation:
. Because the FCLT holds for the partial sums S ε,t and lim T →∞ T (e iω j 0 − 1) = i2πj 0 , by applying the CMT we obtain
, and, therefore,
, where the convergence holds jointly across
Result 4 For any two processes, (w 1,t , w 2,t ), which satisfy the conditions for the bi-variate FCLT (e.g., Assumption A) partial sums to the processes
e −2πj 0 iτ dW w 1 (τ ), and
e −2πj 0 iτ dW w 2 (τ ), respectively, where
′ is a Brownian process with a variance equal to the long-run variance of (w 1,t , w 2,t ). The proof is obtained by using the representation for the Fourier transformations in Result 3.
B Asymptotic Equivalence of the Whittle Approximation and the Gaussian Likelihood
Without loss of generality, let µ x = 0, µ y = 0, and the shocks ε t and u t have unit variances. As an illustration, consider first the case of (ε t , u t ), which are normal i.i.d. with the correlation r. Conditional on X = (x 0 , .., x T −1 ) ′ , the distribution of the vector Y = (y 1 , ..., y T ) ′ is normal with
where I T is the T × T identity matrix. The conditional variance of Y is the matrix B = diag(1 − r 2 , .., 1 − r 2 , 1). For the Whittle approximation, denote 
, andÃ yx (t, s) = A xy (s, t). LetΩ xx ,Ω xy ,Ω yx ,Ω yy be the corresponding partition of the matrixΩ. The conditional expectation of Y under the Whittle likelihood isẼ(Y |X) = ΠX, where Π =Ω yxΩ
yy . Lastly, substitute the formula for the spectrum and obtain thatB = (1 − r 2 )I T , and
The difference between the Gaussian and Whittle log likelihoods will depend on the following term:
The last term is simply ε 2 T (1− 1 1−r 2 ) and is, therefore, O p (1). That is, the small difference betweeñ B and B does not result in an asymptotically significant difference between the likelihood and its approximation. However, for the remainder of the terms to be bounded in probability, it is necessary that EX
For a nearly integrated x t , as follows from Result 1 in Appendix A, this term is of the stochastic order O p (T ). Therefore, the Whittle approximation to the conditional distribution of Y is not asymptotically equivalent to the Gaussian likelihood.
To obtain an asymptotically equivalent approximation, consider the transformationỸ ≡ Y + (0, .., r(x 0 − ρx T −1 )) ′ . Then, Y − ΠX =Ỹ −ΠX, and therefore, the Whittle likelihood calculated forỸ and X is equivalent to the original Gaussian likelihood for Y and X 11 . Alternatively, for a nearly integrated x t , we can consider the following asymptotically equivalent transformatioñ
In the general case, when vectors (u t , ε t ) are not i.i.d.,
, and therefore,Ã yy does not depend on ρ T . As follows from Dzhaparidze (1986) 
, for a constant ρ < 1. Therefore, this relation also holds for any ρ T .
Furthermore,
is a matrix T × T with the elements
e −iω j (t−s) , and T 2 is a T × 1 vector with the elements T 2 (t) = 1 2πT
The second term in the above expression is the expectation of E = (ε 1 , ..., ε T ) ′ conditional on U implied by the Whittle approximation to the Gaussian likelihood for the observations (u t , ε t ), t = 1, .., T . As follows from Dzhaparidze (1986) , this second term converges to E(E|U) and (Ẽ(E|U) − E(E|U))
The difference between the Gaussian and Whittle log likelihoods is, therefore,
. We conclude that this Whittle approximation and the Gaussian likelihood are not equivalent. However, we can construct an equivalent Whittle approximation if we consider the transformed seriesỸ = Y + Re(δ y )(x 0 − x T ), where δ y is a T × 1 complex vector equal toÃ −1 yy T 2 . The vector δ y , which is necessary to obtain the transformed seriesỸ , depends on all of the parameters of the model for (u t , ε t ), including the parameters of the short-run dynamics. Therefore, it is useful to derive an alternative transformationY in such a way that it gives the same asymptotic properties of the frequency-based estimators considered in this study, but it must depend only on the parameters of the long-run dynamics, i.e., only on s u,ε (0). We suggest
′ and prove that for a fixed j 0 , the Fourier transformation ofỸ at
is asymptotically equivalent to the Fourier transformation ofY . The latter statement readily follows from the following lemma.
Lemma 1. Under Assumption A,
Proof. The real part of T t=1 e iω j 0 t Re(δ y (t)) equals 1 2 Re(
2πT .
The result for
T t=1 e −iω j 0 t δ y (t) is derived analogously. Note that the matrixÃ 
After replacingγ(k) byγ(k + T ) in the second sum, we obtain the result
Note also that
yy (t, s) that corresponds to the eigenvector (1, e −iω j 0 , .., e −iω j 0 (T −1) ) ′ (see Davis (1979) ). BecauseÃ yy is also circulant, the same result holds:
From the known relation between the eigenvalues of a matrix and its inverse, λ j 0 (Ã yy ) =
Lastly, substituting the definition ofÃ yy (t, s), we obtain
,
. The same result holds for
. The convergence to follows because Assumption A implies the continuous spectrum (see Phillips (1988) ).
C Proof of Proposition 1
Proof. Express the principal components F,F , andF as follows:
T,ỹỹ (ω j ) +s I. Under Assumption A, the limit s u,ε (ω j ) → s u,ε (0) is finite and well-defined. Therefore,
. Assumption A implies that the α i coefficients should be at most O(i −1−γ (h) ), for any 0 < γ (h) < 2/(γ − 2). The strong mixing condition also implies the complete linear regularity of e t = (u t , ε t ) (see Ibragimov and Rozanov, 1978) with linear regularity coefficients that satisfy the same condition as the strong mixing coefficients. Therefore, Theorem 8 (p. 181) of Ibragimov and Rozanov (1978) implies that the spectrum s u,ε (ω) has at least one derivative.
To analyze the convergence behavior of the elements F 2 (ω j ) in a neighborhood of the true parameters, it suffices to evaluate F 2 (ω j ) at the true parameters. At the true value of 
By Result 2 in Appendix A, the first element of the vector
Re(δ y (t))e −iω j t . By Lemma 1, the sum 
III. Note that F is a sum of elements
From the results in II, it follows directly that these elements are of the stochastic order of
IV. From Lemma 1 (and Result 1), it follows that
).
D Proof of Theorem 1
We first show that the result of Theorem 1 holds for e t that is i.i.d. normal, and then, demonstrate that the asymptotic limits do not depend on the independence and Gaussian assumption.
Proof of Theorem 1: i.i.d. Gaussian
Case. Decompose ε t = r ψεε ψuu u t + ψ εε|u z t . Note that by construction, z t is i.i.d. standard normal, independent of the observations of x t . The related decomposition of y t is y t = β x x t−1 +r ψεε ψuu u t + ψ εε|u z t or, equivalently, y t = β x x t−1 +r ψεε ψuu (x t − ρx t−1 ) + ψ εε|u z t . Substituting this decomposition into the formula for β x (6) we obtain
where I
x,z T,zx (ω j ) is the cross-periodogram of z t and x t−1 . Therefore, the estimation error is simply
Define a complex normal variable w I 2 , where I 2 is a two-by-two identity matrix. Define also
, which is normal conditional on the observations of x t . Conditional on x t , the limit of the variance of Re
where Z T is a standard normal variable independent of the observations of x t . The term o x p (1), which is a function of x t , t = 0, ..., T − 1, appears in the above formula after we replace the true conditional variance of Re 
Because the sequences (1 + o x p (1)). We conclude that
where Z is standard normal. We obtain the result (9) after replacing | T t=1 x t−1 e −iω j t | 2 by
2πT I
x,y T,xx (ω j ). To obtain (8), we use Result 1 to replace | T t=1 x t−1 e −iω j t | in the expression above with its asymptotic limit. Applying the CMT, we obtain the asymptotic distribution of β x ,
To derive the asymptotic limit of the FDLS estimator notice that
, where the last term in the parenthesis simplifies to c/T . Furthermore,
The first term T
converges to δ q by the CMT and by Results 1-2 in Appendix A. The second term converges to zero because
, and (cos(
The limit (7) is obtained by summing the term r ψεε ψuu (δ q + c) and the limit of T ( β x − β x ).
We now demonstrate that the asymptotic distributions do not depend on the independence and Gaussian assumptions.
Proof of Theorem 1: General Case. Under Assumption A, we can still use Results 2-3 in Appendix A to obtain the following for the FDLS estimator:
T t=1
The above formula is valid for the case with the Gaussian i.i.d. (u t , ε t ) that satisfies Assumption A. Therefore, the right-hand side expression coincides with the limit in (7). The asymptotic convergence in (7), therefore, is also valid in this more general case. The result for the LW estimator is proved analogously.
E Joint Likelihood for the Long-Run Nearly Optimal Test
In this section, we derive the likelihood function that is used for the long-run nearly optimal test. For vectors ∆Y = (y 2 − y 1 , .., y T − y 1 ) and X = (x 0 , .., x T −1 ), divide the Gaussian likelihood log L T (∆Y, X) = log L T (∆Y |X) + log L T (X) into the distribution of X and the conditional density of Y . The conditional density is then replaced by the equivalent Whittle approximation, logL T (∆Y, X) = logL T (∆Y |X) + log L T (X). The steps to obtain the Whittle approximation logL T (∆Y |X) are given in Section 2. Note that the Whittle approximation describes the distribution of the Fourier transformations
−iω j t and dỹ(ω j ) = T t=1ỹ t e −iω j t , where the seriesỸ = Y + Re(δ y )(x 0 − x T ) is given in Section 2. With some abuse of notation, logL
Assume for simplicity that T is odd. For 1 ≤ j ≤ (T − 1)/2, the above likelihood corresponds to a complex mean-zero normal variable d(ω j ) with
is just a complex conjugate. Next, represent the Whittle likelihood as the likelihood of independent bivariate normal variables d(ω j ), j = 1, ..,
. It follows that the dỹ(ω j ) conditional on X are independent and are complex normal, with moments that depend on d x (ω j ) only. Note that the Fourier decomposition of Y , d y (ω j ), is equal to dỹ(ω j ) minus the Fourier decomposition of Re(δ y )(x 0 − x T ), say d δ (ω j ). Therefore, the d y (ω j ) conditional on X are also independent across j = 1, .., (T − 1)/2 and are complex normal, with the mean equal to the conditional mean of dỹ(ω j ) minus d δ (ω j ) and the second moments equal to the second moments of dỹ(ω j ).
. In other words, its mean Combining all of these results together, we obtain:
Next, we divide this likelihood into the short-run and long-run parts and substitute the formula for s x,y (ω j ), logL T (∆Y |X) = log R(∆Y|X, s x,y (ω j ), q < j ≤ (T − 1)/2) − q log 2π
where R(∆Y|X, s
x,y (ω j ), q < j ≤ (T − 1)/2) is the remainder of the conditional likelihood that describes the short-run dynamics. The marginal distribution of X is derived for the normal i.i.d. u t in (1) . Assuming that the distribution of x 0 does not depend on ρ, the marginal likelihood is then
up to the density of x 0 . We obtain the joint likelihood logL T (Y, X) by adding the log of the conditional distribution and of the marginal distribution of X as defined above. Furthermore, we replace the seriesỸ with Y , as explained in the main text, to obtain an asymptotically equivalent likelihood. Similarly, based on Proposition 1, we can further simplify the testing problem after replacing s uε (ω j ) by s uε (0). The resulting likelihood to be used in the likelihood ratios is, therefore, defined as follows:
where ′ and ρ = 1+c/T , and we express the likelihood as follows, logL
The asymptotic behavior of the likelihood in the vicinity of β 0 can then be obtained by plugging in the limits forȒ β ,Ȓ ρ ,Ȓ ββ , andȒ ρρ . First, asymptotically equivalent R,
are not i.i.d. but satisfy Assumption A, then the statistics R β , R ββ , and R ρρ still converge to R β , R ββ , and R ρρ , respectively. For the limit of R ρ in the i.i.d. case, note that
Therefore, we can use the following statistic
which converges to R ρ in the general case. , the long-run correlation r between shocks ε t and u t , and the true value of β x = b T . The long-run variances of ε t and u t are set to 1. The Q-test is the test by Campbell and Yogo (2006) . The t-test is the OLS t-test. The LW test is the test defined in Theorem 1. The long-horizon t-test is the OLS t-test with Newey-West standard errors (s.e.) for the regression of y t + ... + y t+H−1 on x t−1 . The number of lags for the Newey-West s.e. L is such that L/H → 1. The horizon H is 1/10th the sample size. Correspondingly, the number of frequencies q for the LW test is 10. The confidence intervals for all of the tests are constructed by using the adjusted Bonferroni bounds based on the DF-GLS statistic for ρ T . (1) with E(ε t |u t−1 , ...) = 0 due to a measurement error in x t . In particular, if m t is a measurement error, then u t is positively correlated with m t , and the error term ε t = −β x m t−1 +ε t , where E(ε t |u t−1 , ...) = 0. The parameters for the dynamics of u t , m t , andε t are chosen in such a way that the long-run covariance matrix of e t = (ε t , u t ) is the same as in Figure  1 , and the variance of E(ε t |u t−1 , ...) is 0.25% of the variance of ε t . The power functions depend on the persistence parameter c in ρ T = 1 + c T , the long-run correlation r between shocks ε t and u t , and the true value of β x = b T . The Q-test is the test by Campbell and Yogo (2006) . The t-test is the OLS t-test. The LW test is the test defined in Theorem 1. The long-horizon t-test is the OLS t-test with Newey-West standard errors (s.e.) for the regression of y t + ... + y t+H−1 on x t−1 . The number of lags for the Newey-West s.e. L is such that L/H → 1. The horizon H is 1/10th the sample size. Correspondingly, the number of frequencies q for the LW test is 10. The confidence intervals for all of the tests are constructed by using adjusted Bonferroni bounds based on the DF-GLS statistic for ρ T . . The long-run variances of ε t and u t are set to 1. The LW test is the test defined in Theorem 1. The nearly optimal long-run predictability test is described in Section 5. The number of frequencies q for the LW and the nearly optimal tests is 10. The table reports lower (c L ) and upper (c U ) bounds on c in model (1) with ρ = 1 + c T that are used to construct conservative (Bonferroni adjusted) equal-tailed 90% confidence intervals for β x based on the value of the Local Whittle estimator with q = 5 frequencies. To choose the row, calculate DickeyFuller GLS statistic t ρ , see Elliott, Rothenberg, and Stock (1996) . Columns correspond to consistently estimated long-run correlations r between shocks ε t and u t . r = −1.0 r = −0.9 r = −0.8 r = −0.7 The table reports lower (c L ) and upper (c U ) bounds on c in model (1) with ρ = 1 + c T that are used to construct conservative (Bonferroni adjusted) equal-tailed 90% confidence intervals for β x based on the value of the Local Whittle estimator with q = 5 frequencies. To choose the row, calculate DickeyFuller GLS statistic t ρ , see Elliott, Rothenberg, and Stock (1996) . Columns correspond to consistently estimated long-run correlations r between shocks ε t and u t . and if b t−j,t,t+1 are continuously compounded annualized forward interest rates (domestic and foreign) set at time t − j from t to t + 1. Denote ∆if t−j,t,t+1 ≡ if a t−j,t,t+1 − if b t−j,t,t+1 . The observations are monthly. Time t is in years, i.e., 1/12 stands for one month. Sample: USD/GBP, USD/DEM, USD/CHF 1979, Jan -2012, Jul. The estimates for the Q-test and the LW test are the midpoints of the confidence intervals. The estimate for the t-test is the Stambaugh's (1999) corrected OLS slope. Asterisks denote significance at the 5% level for the one-sided tests and at the 10% level for the two-sided tests. 
