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Abstract
A univariate Hawkes process is a simple point process that is self-exciting and
has clustering effect. The intensity of this point process is given by the sum of a
baseline intensity and another term that depends on the entire past history of the
point process. Hawkes process has wide applications in finance, neuroscience, social
networks, criminology, seismology, and many other fields. In this paper, we prove a
functional central limit theorem for stationary Hawkes processes in the asymptotic
regime where the baseline intensity is large. The limit is a non-Markovian Gaussian
process with dependent increments. We use the resulting approximation to study an
infinite-server queue with high-volume Hawkes traffic. We show that the queue length
process can be approximated by a Gaussian process, for which we compute explicitly
the covariance function and the steady-state distribution. We also extend our results
to multivariate stationary Hawkes processes and establish limit theorems for infinite-
server queues with multivariate Hawkes traffic.
1 Introduction
A univariate linear Hawkes process is a simple point process N whose (stochastic) intensity
λ at time t is given by
λ(t) := µ+
∫ t−
−∞
h(t− s)N(ds) = µ+
∑
τi<t
h(t− τi),
where τi are the occurrences of the points before time t, and h(·) : [0,∞) → [0,∞). See
Section 2 for accurate definitions, multivariate extensions, and related properties. We use
the notation N(t) := N(0, t] to denote the number of points in the interval (0, t]. When
h ≡ 0, the Hawkes process N becomes a Poisson process with rate µ. In the literature,
the parameter µ is called the baseline intensity, and h(·) is called the exciting function or
sometimes referred to as the kernel function.
The linear Hawkes process was first introduced by A.G. Hawkes in 1971 [27, 28]. It
exhibits both self–exciting (i.e., the occurrence of an event increases the probabilities of
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future events) and clustering properties. Hence it is very appealing in point process mod-
eling and it has wide applications in various domains, including neuroscience [36, 47, 50],
seismology [43], genome analysis [25, 49], social network [4, 12], finance (see the recent
survey paper [2] and the references therein) and others.
This paper focuses on stationary Hawkes processes and their applications in specific
queueing systems. A Hawkes process is stationary if its distribution does not change under
time shift. See Section 2 for accurate definitions. In this paper, we develop approximations
of a stationary Hawkes process with a large baseline intensity µ. Mathematically, under
a mild assumption on the exciting function (Assumption 1), we establish a functional
central limit theorem (FCLT) for a sequence of univariate stationary Hawkes processes Nµ
indexed by the baseline intensity µ which goes to infinity (see Theorem 2). These Hawkes
processes share a common fixed exciting function h. The limit process turns out to be a
Gaussian process which is non–Markovian unless h ≡ 0. This limiting Gaussian process
has stationary but dependent increments.
To illustrate the strength of the Gaussian approximation for the Hawkes processes, we
study a specific queueing model with a stationary Hawkes traffic: an infinite–server queue
with general service time distributions. The Hawkes process could be a potential traffic
model especially for financial market data feeds3 for several reasons. First, the Hawkes
process naturally extends the classical Poisson process. Second, stock order flows and the
occurrence of financial market events are known to exhibit clustering (in time) and self–
exciting features, e.g., trades trigger other trades [2, 7, 11, 13, 30]. The standard Poisson
process can not capture these features while the Hawkes process can adequately model
such clustering and self–exciting behavior. Third, the Hawkes process is a highly versatile
and flexible model which can exhibit a broad range of correlation structure, depending on
the specification of how past events affect the occurrence of current and future events ([2]).
Finally, the Hawkes process is amenable to statistical inference (see, e.g., [2, 14, 44]).
Infinite–server queues are interesting in their own right since they naturally arise in
the study of many applications such as electric power consumption and insurance mathe-
matics [3, 24]. In addition, as argued in [54], infinite–server queues often serve as useful
approximations for multi–server queues which are classical models for large–scale service
systems (e.g., server farms, call centers). In the financial context, such an infinite–server
queue can serve as an approximate model for describing the market data feed sent from
exchanges, processed by many parallel computer servers, and then delivered to consuming
applications of end–users.
Since Hawkes processes are non–Markovian in general and the inter-arrival times are
correlated, it is challenging to analyze the performance of an infinite-server queue with
Hawkes traffic and general service time distributions, either analytically or numerically.
3Market data feeds are typically composed of event messages that provide, in real time, the status of the
market such as asset prices, reports of completed trades, and order activities. While some industry white
paper [41] suggests that the market data traffic clearly exhibits clustering, we are not aware of academic
studies or publicly available data on market data feeds.
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Hence, we consider the regime that the baseline intensity µ of the Hawkes input is large.
Such a regime could be relevant since the market data traffic is generated by many mar-
ket participants and the market data volumes are huge in practice (e.g., in the range of
gigabytes per second). Relying on [40], we develop heavy–traffic approximations for the
performance of such an infinite–server queue fed by a univariate stationary Hawkes process
with a large baseline intensity µ (Proposition 6). The limiting queue length process is a
Gaussian process. We compute its covariance function as well as its steady–state distri-
bution explicitly, both of which depend on the distribution of service times as well as the
detailed form of the covariance density of the Hawkes traffic (Proposition 8 and Corol-
lary 9). In the special case of exponential service time distributions, the limiting queue
length process is an Ornstein-Uhlenbeck (OU) process driven by a Gaussian process. This
Gaussian–driven OU process is non–Markovian in general. We illustrate through examples
and numerical experiments that the Gaussian approximation for the steady–state queue
length is effective.
We also extend our functional central limit theorem to multivariate stationary Hawkes
processes (Theorem 12) and study infinite–server queues with multivariate Hawkes traffic
and general service time distributions. Such a model can be viewed as a multi–class queue-
ing model with correlated and mutually–exciting arrivals. We show that the limiting queue
length process is a multivariate Gaussian process (Proposition 13). When the service times
of each class of customers are independent exponentials, this limiting queue length process
becomes a multi–dimensional Gaussian–driven OU process (Proposition 14).
To summarize, our paper is the first one that studies the large baseline intensity asymp-
totics for stationary Hawkes processes. Unlike the existing limit theorems for Hawkes pro-
cess in the literature, our proof relies on the immigration-birth representation of the linear
Hawkes processes [29], and the delicate analysis of the moments of the stationary Hawkes
process. Our paper is also the first to study queues with stationary Hawkes traffic. We
obtain new explicit results for the performance of infinite-server queueing systems which
allows us to better understand the impact of self–exciting and mutually–exciting Hawkes
traffic on the system performance.
Related Literature. Two streams of research that are closely related to our work are
Hawkes processes and infinite-server queues. We now explain the difference between our
study and the existing literature in these two areas.
Asymptotics of Hawkes processes. Note that most of the existing literature on limit
theorems for Hawkes processes are for large–time asymptotics, where one scales both time
and space. See [1, 6, 57] for large–time asymptotics of linear Hawkes processes, [38, 59] for
large–time asymptotics for extensions of linear Hawkes processes, [34, 35] for the nearly
unstable case where ‖h‖L1 ≈ 1, [55] for the generalized Markovian Hawkes processes (or
affine point processes), and [56] for large–time asymptotics of nonlinear Hawkes processes.
These large–time asymptotics are different from our large-µ asymptotics (no time-
scaling is involved). We will see later, see e.g. Theorem 2, that the time-space and intensity-
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space scalings are not equivalent. For Poisson processes, these two scalings are equivalent
and both lead to a Brownian limit. For Hawkes processes, for the time-space scaling, we
obtain the Brownian limit, see e.g. [58]. On the other hand, if we consider large baseline
intensity µ and scale down the space, we get a non-Markovian Gaussian limit (Theorem
2). The primary reason is that the Hawkes process Nµ with a baseline intensity µ, say µ
is a positive integer, can be expressed as partial sums of i.i.d. copies of a Hawkes process
N1 which has baseline intensity one (see Sections 2 and 3). Thus for the intensity-space
scaling we consider, the covariance structure of N1 is still preserved in the limit, and the
covariance structure of N1 does not coincide with that of a Brownian motion since N1 has
dependent time increments, which leads to the non-Brownian Gaussian limit.
Other than the large–time asymptotics, limit theorems for non-stationary Markovian
Hawkes processes with a large initial intensity have been established in our recent studies
[22, 23]. Large–dimension asymptotics have been studied in [16, 10, 15], in which the
authors studied the asymptotics for the multivariate Hawkes process and its extensions
where the number of dimension goes to infinity, and obtained a mean–field limit.
Infinite-server queues. In the setting of infinite–server queues, our work complements
the stream of research on heavy–traffic approximations of such queues, see, e.g., [17, 32, 39,
42, 45, 46, 48, 53] and the references therein. In these studies, the heavy–traffic limit of the
arrival process is typically a Brownian motion or a deterministic time–changed Brownian
motion. With Hawkes traffic, we obtain a non–Markovian limit but the Gaussian structure
still allows us to obtain elegant formulas for transient and steady–state performance mea-
sures. From the traffic modeling perspective, we also mention that certain Poisson cluster
processes have been used to model tele–traffic arrivals (see, e.g., [20, 21, 31]). The linear
Hawkes processes which can be seen as Poisson cluster processes (see e.g. [2, 14]) are not
covered by these studies.
Organization of this paper. The rest of the paper is organized as follows. In
Section 2, we formally introduce stationary linear Hawkes processes and review some of
their properties. In Section 3, we state the main result on the functional central limit
theorem for univariate stationary Hawkes processes with large baseline intensity µ and
describe the properties of the limiting Gaussian process. In Section 4, we develop heavy–
traffic approximations for infinite–server queues with univariate Hawkes traffic. We also
discuss in detail the special case when service times are exponentially distributed. In
Section 5, we extend our results to multivariate stationary Hawkes processes and study
infinite–server queues with multivariate Hawkes traffic. The proofs of all the results are
collected in the Appendix.
2 Introduction to Stationary Hawkes processes
In this section, we formally introduce stationary linear Hawkes processes and review some
of their properties.
4
2.1 Definition and stationarity condition
Let N be a simple point process on R, that is, a family {N(C)}C∈B(R) of random variables
with values in {0, 1, 2, . . . , } ∪ {∞} indexed by the Borel σ-algebra B(R) of the real line
R, where N(C) =
∑
n∈Z 1C(Tn) and (Tn)n∈Z is a sequence of extended real-valued random
variables so that almost surely T0 ≤ 0 < T1, Tn < Tn+1 on {Tn <∞} ∩ {Tn+1 > −∞} for
every n ∈ Z. Let Ft = σ(N(C), C ∈ B(R), C ⊂ (−∞, t])). The process λ(t) is called the
Ft-intensity of N if for all intervals (a, b], we have
E[N((a, b])|Fa] = E
[∫ b
a
λ(s)ds
∣∣∣Fa] , a.s. (2.1)
The univariate linear Hawkes process with baseline intensity µ > 0 and exciting function
h : R+ → R+ is a simple point process N admitting the Ft-intensity
λ(t) = µ+
∫ t−
−∞
h(t− s)N(ds). (2.2)
Due to (2.2), the univariate Hawkes process is sometimes also called the self–exciting point
process in the literature.
A commonly used nontrivial example of the exciting function h is an exponential func-
tion, i.e., h(t) = αe−βt for t ≥ 0, where α, β > 0. In this special case, the process
(λ(t), N(t)) is Markovian, and the intensity process λ(t) itself is also Markovian, see e.g.
[18]. The power law function h(t) = 1(1+δt)γ , where δ, γ > 0 is also a popular choice for the
exciting function in the literature, see e.g. [2].
The multivariate Hawkes process extends the univariate Hawkes process to k ≥ 1
dimensions as follows. Let N := (N1, . . . ,Nk), where Ni are simple point processes on R
with no common points, and for each 1 ≤ i ≤ k, Ni has the intensity:
λi(t) = µi +
k∑
j=1
∫ t−
−∞
hij(t− s)Nj(ds), (2.3)
where µi > 0 and hij(·) : R+ → R+ for 1 ≤ i, j ≤ k. Due to (2.3), the multivariate Hawkes
process is sometimes also called the mutually–exciting point process in the literature.
To facilitate the presentation, we summarize below the key properties of the linear
stationary Hawkes processes that will be used in the paper. Write ‖f‖L1 =
∫∞
0 f(t)dt for
a function f : [0,∞)→ [0,∞).
(a) (Stationarity). For a simple point process N , stationarity of N means its distribution
does not change under time shift. More precisely, N is stationary if the process θtN
has the same distribution as the process N for any t, where θt is a shift operator
defined as θtN(C) = N(t + C) for every C ∈ B(R). This directly implies that a
stationary Hawkes process N has stationary increments, and the intensity process
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λ(·) is a stationary process where the distribution of λ(t) does not depend on t.
Similarly, we say a multivariate point process N = (N1, . . . ,Nk) is stationary, if
(θtN1, . . . , θtNk) has the same distribution as (N1, . . . ,Nk) for any t.
Under the assumption ‖h‖L1 < 1, there is a unique stationary version of the Hawkes
process N with the intensity (2.2), see e.g. [8]. More generally, under the assumption
that the spectral radius of the k×k matrix H := (‖hij‖L1)1≤i,j≤k is strictly less than
1, there is a unique stationary version of the multivariate Hawkes process N with the
intensity (2.3), see e.g. [8].
(b) (Martingality). By the definition of the intensity in (2.1), we have for any simple
point process N with the intensity λ, N(t)− ∫ t0 λ(s)ds is a martingale. Moreover, its
predictable quadratic variation is given by
∫ t
0 λ(s)ds so that
(
N(t)− ∫ t0 λ(s)ds)2 −∫ t
0 λ(s)ds is also a martingale. We will apply this martingale property to univariate
stationary Hawkes processes and the marginal processes of multivariate stationary
Hawkes processes in the proofs of Theorem 2 and 12.
(c) (First-order mean). For stationary k−variate Hawkes processes, by taking expecta-
tions on both hand sides of (2.3) and by the martingale property (2.1), we have for
each t,
λ¯i := E[λi(t)] = µi +
k∑
j=1
∫ t−
−∞
hij(t− s)λ¯jds,
which implies that
λ¯ = (I−H)−1µ, (2.4)
where λ¯ = (λ¯i)1≤i≤k, µ = (µi)1≤i≤k and I is the identity matrix.
(d) (Covariance density and variance function). For a stationary k−variate Hawkes
process (N1, . . . ,Nk), the covariance density matrix Φ(τ) = (Φij(τ))1≤i,j≤k, where
Φij(τ) := E[dNi(t + τ)dNj(t)]/(dt)2 − λ¯iλ¯j which does not depend on t, is given as
follows, see e.g. [27, 28]. For τ ≥ 0,
Φ(τ) = h(τ)diag(λ¯) +
∫ τ
−∞
h(τ − v)Φ(v)dv, (2.5)
and Φij(−τ) = Φji(τ) for every τ > 0 and 1 ≤ i, j ≤ k, where λ¯ is defined in
(2.4). Here diag(λ¯) is the diagonal matrix with entries λ¯i’s on the diagonal, and
with slight abuse of notations, h(t) = (hij(t))1≤i,j≤k. The variance function for
the stationary k−variate Hawkes process, K(t) = (Kij(t))1≤i,j≤k := Var(N(t)) =
(Cov(Ni(t),Nj(t)))1≤i,j≤k is given by
K(t) := diag(λ¯)t+ 2
∫ t
0
∫ t2
0
Φ(t2 − t1)dt1dt2. (2.6)
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(e) (Association). Intuitively, since the Hawkes process has the self- and mutually-
exciting properties, there are positive correlations between counts across time in-
tervals. To make this statement rigorous, we will use the notion of association from
probability theory, see e.g. [19]. Let X and Y be complete and separable met-
ric spaces, with closed orders ≤X and ≤Y . A map f : X → Y is non-decreasing if
x1 ≤X x2 implies f(x1) ≤Y f(x2). An X -valued random variable X is associated if for
each pair of bounded, Borel measurable, non-decreasing functions f, g : X → R, we
have Cov(f(X), g(X)) ≥ 0. Let S be a locally compact, separable, metric space and
denote by M(S) the space of Radon measures on S equipped with the vague topology
with a partial ordering which is closed by declaring that µ ≤ ν if µ(B) ≤ ν(B) for
all Borel sets B. A random measure is an M(S)-valued random variable. The linear
k−variate Hawkes process N = (N1, . . . ,Nk) is equivalent to a marked linear Hawkes
process N†, which is a random measure defined on the space S = R×{1, 2, . . . , k}, via
N†(C, i) = Ni(C), for any Borel sets C of R and i ∈ {1, 2, . . . , k}. The random mea-
sure N† is infinitely divisible since the k−variate linear Hawkes process N is a special
case of the Poisson cluster process (see e.g. [14, 37]), which is infinitely divisible.
Theorem 1.1. in [19] (which first appears in [9]) says any infinitely divisible random
measure on S is associated. The association property of Hawkes processes implies
that the covariance density (2.5) is non-negative and it will also be used to show the
finiteness of the moment generating function of the stationary Hawkes process in the
proof of Theorem 12.
Throughout the paper, we will always assume that we are working with the stationary
version of a Hawkes process. More specifically, we will make the following assumption on
the exciting function of k−dimensional Hawkes processes which guarantees the existence
of the stationary version. This assumption is satisfied in most applications of Hawkes
processes, see e.g. [2, 27, 56] and the references therein.
Assumption 1. For all 1 ≤ i, j ≤ k, the exciting function hij is non-negative, locally
bounded, and Riemann integrable. In addition, the spectral radius of the k × k matrix
H := (‖hij‖L1)1≤i,j≤k is strictly less than 1.
2.2 Immigration–birth representation
In this section, we review the well–known immigration birth representation of linear Hawkes
processes (see, e.g., [29, 37]) which is the key to the proof of our results.
For the univariate stationary Hawkes process with intensity dynamics (2.2), we assume
that immigrants arrive according to a homogeneous Poisson process with constant rate µ
on the real line R. Each immigrant would produce children and the number of children
has a Poisson distribution with mean ‖h‖L1 . Conditional on the number of the children
of an immigrant, the children are born independently, and each child is born at a time
with a probability density function h(t)‖h‖L1 . In other words, children are born according to
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an inhomogeneous Poisson process with intensity h(·). Each child would produce children
according to the same laws independent of other children. All the immigrants produce
children independently. The number of points of a linear Hawkes process on a time interval
(0, t] equals the total number of immigrants and the descendants on the interval (0, t].
Note that the immigration–birth representation holds similarly for the multivariate
Hawkes process, see e.g. [37]. For a k–variate Hawkes process (N1, . . . ,Nk) with the
intensity (2.3) for Ni, where 1 ≤ i ≤ k, we consider immigrants of k types, and the type-
i immigrants arrive according to a homogeneous Poisson process with intensity µi, and
each type-i immigrant produce children of type j according to an inhomogeneous Poisson
process with intensity hji(·). Each child of type i would produce children of different types
according to the same laws independent of other children. All the immigrants produce
children independently. The number of points Ni on a time interval (0, t] equals to the
total number of immigrants and the descendants of type i on the interval (0, t].
Also note that the immigration–birth representation does not require the stationarity
of the Hawkes process, or the monotonicity of the exciting function, see e.g. [57].
3 FCLT for univariate stationary Hawkes processes
In this section we develop approximations for a univariate stationary Hawkes process with
a large baseline intensity µ.
Consider a univariate stationary Hawkes process Nµ with stochastic intensity in (2.2).
We write Nµ to emphasize that the baseline intensity of this Hawkes process is µ. Our
goal is to establish a functional central limit theorem for a sequence of stationary Hawkes
processes Nµ in the asymptotic regime µ → ∞. Note that the exciting function is fixed,
i.e., this sequence of Hawkes processes shares a common exciting function h with ‖h‖L1 < 1.
To facilitate the presentation, let us define
K(t) :=
t
1− ‖h‖L1
+ 2
∫ t
0
∫ t2
0
φ(t2 − t1)dt1dt2, (3.1)
where φ : [0,∞)→ [0,∞) satisfies the integral equation:
φ(t) =
h(t)
1− ‖h‖L1
+
∫ ∞
0
h(t+ v)φ(v)dv +
∫ t
0
h(t− v)φ(v)dv, (3.2)
and φ(−t) = φ(t) for t > 0. The function φ and K are just the covariance density and
variance functions for the univariate stationary Hawkes process with baseline intensity 1,
respectively. See Equations (2.5) and (2.6). Note that the covariance density φ is non-
negative since the linear Hawkes process is associated. When h ≡ 0, the linear Hawkes
process reduces to the Poisson process with independent increments and thus φ ≡ 0. On
the other hand, when φ ≡ 0, from (3.2), it is clear that h ≡ 0. Hence, φ ≡ 0 if and only if
h ≡ 0.
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We now present a result on the functional central limit theorem for such univariate
stationary Hawkes processes. Write (D([0,∞),R), J1) as the space of ca`dla`g processes on
[0,∞) that are equipped with Skorohod J1 topology (see, e.g., Billingsley [5]), and write
“⇒ ” for convergence in distribution. Recall from (2.4) that λ¯ = µ1−‖h‖L1 .
Theorem 2. Under Assumption 1, we have as µ→∞,
Nµ(t)− λ¯t√
µ
⇒ G(t),
in (D([0,∞),R), J1), where G is a mean-zero almost surely continuous Gaussian process
with the covariance function, for t ≥ s,
Cov(G(t), G(s)) =
∫ t
s
∫ s
0
φ(u− v)dvdu+K(s). (3.3)
The proof of this result is given in Appendix A.1.
We now briefly explain the intuition behind this result. Without loss of generality,
we assume µ takes integer values. By the immigration–birth representation of Hawkes
processes, one can deduce that for a stationary univariate Hawkes process Nµ with a
baseline intensity µ and an exciting function h, we can decompose it as the sum of µ
i.i.d stationary Hawkes processes, each having a baseline intensity one and an exciting
function h. Then one expecte by central limit theorem type of arguments that Nµ will be
asymptotically Gaussian when we send µ to infinity.
We next discuss the covariance function ofG in (3.3). In general, the covariance function
of G in (3.3) is semi-explicit and we can compute it by first numerically solving φ via the
integral equation (3.2). In the special case when h(t) = αe−βt where α < β, the covariance
function of G is explicit. To see this, we first deduce from (3.2) that
φ(t) =
αe−βt
1− αβ
+ αe−βt ·
∫ ∞
0
e−βvφ(v)dv + αe−βt ·
∫ t
0
eβvφ(v)dv,
which yields that
φ(t) =
αβ(2β − α)
2(β − α)2 e
−(β−α)t, t ≥ 0. (3.4)
Plugging this into (3.1), we find that
Var(G(t)) = K(t) =
t
1− αβ
+ 2
αβ(2β − α)
2(β − α)2
∫ t
0
∫ t2
0
e−(β−α)(t2−t1)dt1dt2
=
β3
(β − α)3 t−
αβ(2β − α)
(β − α)4
[
1− e−(β−α)t
]
, (3.5)
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and for t ≥ s,
Cov(G(t), G(s)) =
∫ t
s
∫ s
0
φ(u− v)dvdu+K(s)
=
αβ(2β − α)
2(β − α)4
(
e(α−β)s − e(α−β)t
)
·
(
e(β−α)s − 1
)
+K(s)
=
β3
(β − α)3 s+
αβ(2β − α)
2(β − α)4
(
−1− e(α−β)(t−s) + e(α−β)t + e(α−β)s
)
.
In this special case, we notice that K(·), the variance function of G, is nonlinear in t in
general. This is very different from the case when Nµ is a Poisson process (i.e., h ≡ 0)
where G becomes a standard Brownian motion. In addition, we find from (3.5) that when
h is a single exponential function, the variance function K(·) have the following properties:
K(·) is Lipschitz continuous, convex, and asymptotically linear as t→∞.
For a general exciting function h, we next summarize important properties of K(t) =
Var(G(t)) defined in (3.1) and φ(t) defined in (3.2) in the following result. These properties
provide us a better understanding about the variance of the limit Gaussian process G.
Proposition 3. Under Assumption 1, the following hold:
(a)
lim
t→∞
K(t)
t
=
1
(1− ‖h‖L1)3
.
(b) ‖φ‖L1 < ∞, and the variance function K(·) is convex and Lipschitz continuous on
[0,∞).
(c) If in addition
∫∞
0 t
2h(t)dt <∞, then
lim
t→∞
[
K(t)− t
(1− ‖h‖L1)3
]
=
1
pi(1− ‖h‖L1)3
∫
R
1
ω2
(1− ‖h‖L1)2 − |1− hˆ(ω)|2
|1− hˆ(ω)|2 dω < 0,
where hˆ is given by
hˆ(ω) =
∫ ∞
0
eiωth(t)dt.
The proof of this result is given in Appendix A.2.
Part (a) of this result is known in the literature, and we include it here mainly for
completeness. The results in other parts appear to be new.
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Having characterized the covariance and variance functions of G, we can now elaborate
further properties of the Gaussian process G. We summarize them in the following result.
The proof is given in Appendix A.3.
Proposition 4. Under Assumption 1, the Gaussian process G in Theorem 2 has station-
ary increments. In addition, the Gaussian process G is not Markovian unless h ≡ 0.
Furthermore, the paths of G are Ho¨lder continuous of order γ for every γ < 12 .
Remark 5. The increments of the Gaussian process G are positively correlated and de-
pendent in general. This is clear from (3.3) since for s, τ > 0
Cov(G(s+ τ)−G(s), G(s)) =
∫ s+τ
s
∫ s
0
φ(u− v)dvdu,
which is nonzero and positive.
4 Infinite–server queues with self-exciting traffic
In this section we study infinite–server queues with high-volume self-exciting traffic, i.e.,
the arrival process is modeled by a univariate stationary Hawkes process. We establish
limit theorems for such queues in Section 4.1, characterize the limit process in Section 4.2,
and discuss in detail the special case of exponential service time distributions in Section 4.3.
4.1 Limit theorems for GI/∞ queues with self–exciting Hawkes traffic
In this section, we follow [40] to establish the limit theorems for GI/∞ queues with self–
exciting Hawkes traffic.
We consider a sequence of infinite-server queueing models indexed by µ and let µ →
∞. For each fixed µ, the customers arrive to the µ−th system according to a stationary
univariate Hawkes process Nµ with a baseline intensity µ and an exciting function h.
Hence, the average arrival rate is λ¯ = µ1−‖h‖L1 . Write Q
µ(t) as the number of customers in
the µ−th system at time t.
We assume given an i.i.d. sequence of nonnegative random variables {η¯i : i ≥ 1}
with a cumulative distribution function F0(x) = P(η¯1 ≤ x) and another i.i.d. sequence
of nonnegative random variables {ηi : i ≥ 1} with a cumulative distribution function
F (x) = P(η1 ≤ x). Assume F0(0) = F (0) = 0 for simplicity. The customers initially
present in the infinite–server queueing system have remaining service times η¯1, . . . , η¯Qµ(0);
the new arriving customers have service times η1, η2, . . . . All these service times, Q
µ(0),
and the arrival process Nµ are assumed to be mutually independent. Then we have (see,
e.g., [40, 46])
Qµ(t) =
Qµ(0)∑
i=1
1η¯i>t +
Nµ(t)∑
i=1
1τi+ηi>t,
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where τi is the arrival time of the i-th new customer.
It follows from Theorem 3 in [40] and our Theorem 2 that the following result holds.
The proof is omitted.
Proposition 6. Suppose Assumption 1 holds. Assume that for some constant q0 and
random variable ξ,
√
µ
(
Qµ(0)
µ
− q0
)
⇒ ξ, as µ→∞. (4.1)
Then the sequence of processes Xµ defined by
Xµ(t) =
√
µ
(
Qµ(t)
µ
− q0(1− F0(t))− 1
1− ‖h‖L1
·
∫ t
0
(1− F (t− u))du
)
, (4.2)
as µ→∞, converges in distribution in (D([0,∞),R), J1) to the process X where
X(t) = (1− F0(t))ξ +√q0 ·W 0(F0(t)) + θ(t) +
∫ t
0
(1− F (t− u))dG(u). (4.3)
Here, W 0 = {W 0(x) : x ∈ [0, 1]} is a Brownian bridge, G is the mean-zero Gaussian
process given in Theorem 2, θ is a mean-zero Gaussian process with covariance function
given by
E[θ(s)θ(t)] =
1
1− ‖h‖L1
·
∫ s
0
F (s− u)(1− F (t− u))du, 0 ≤ s ≤ t. (4.4)
The random elements ξ,W 0, G, θ are mutually independent.
Remark 7. The integral
∫ t
0 (1−F (t−u))dG(u) in (4.3) is defined in a pathwise sense and
is understood as the result of integration by parts. See Theorem 3 in [40]. In addition, it
is known in the literature (see, e.g., [40, 46]) that one can represent the Gaussian process
θ as an integral with respect to a random field, that is,
θ(t) = −
∫ t
0
∫ t
0
1s+x≤tdU
(
s
1− ‖h‖L1
, F (x)
)
,
where the Kiefer process U(·, ·) is a two-parameter continuous centered Gaussian process
on R+ × [0, 1] with covariance function
E[U(s, x)U(t, y)] = (s ∧ t)(x ∧ y − xy).
As ξ is independent of the other three Gaussian processes W 0, G, θ, so for given ξ =
x0 ∈ R, we obtain that the limit process X in Proposition 6 is Gaussian. We next discuss
the properties of this Gaussian limit X with a given initial condition X(0) = ξ = x0 ∈ R.
12
4.2 Properties of the Gaussian process X in (4.3)
In this section, we characterize the Gaussian limit process X in Proposition 6 by computing
the mean, covariance function, and long-term behavior of X with a given initial condition
X(0) = x0 ∈ R.
It is clear from Proposition 6 that for each fixed t ≥ 0, the mean of X(t) is given by:
E[X(t)|X(0) = x0] = (1− F0(t))x0.
To compute the covariance of X, we can obtain from Proposition 6 that for t ≥ s ≥ 0,
Cov(X(t), X(s)) = q0Cov(W
0(F0(t)),W
0(F0(s))) + Cov(θ(t), θ(s))
+ Cov
(∫ t
0
(1− F (t− u))dG(u),
∫ s
0
(1− F (s− v))dG(v)
)
. (4.5)
By using the property of Brownian bridge, for t ≥ s, we have
q0Cov(W
0(F0(t)),W
0(F0(s))) = q0F0(s)(1− F0(t)).
In addition, Cov(θ(t), θ(s)) is already given in (4.4). Hence, it suffices to compute the last
term in (4.5).
We can directly compute that
Cov
(∫ t
0
(1− F (t− u))dG(u),
∫ s
0
(1− F (s− v))dG(v)
)
= E
[∫ t
0
(1− F (t− u))dG(u)
∫ s
0
(1− F (s− v))dG(v)
]
= E
[∫ s
0
(1− F (t− u))dG(u)
∫ s
0
(1− F (s− v))dG(v)
]
+ E
[∫ t
s
(1− F (t− u))dG(u)
∫ s
0
(1− F (s− v))dG(v)
]
=
∫ s
0
(1− F (t− u))(1− F (s− u))dK(u)
+
∫ s
0
∫ t
s
(1− F (t− u))(1− F (s− v))φ(v − u)dvdu
=
1
1− ‖h‖L1
∫ s
0
(1− F (t− u))(1− F (s− u))du
+
∫ s
0
∫ t
0
(1− F (t− u))(1− F (s− v))φ(v − u)dudv,
where we used (3.1). Thus, we obtain the following result.
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Proposition 8 (Covariance function of the Gaussian process X in (4.3)). Given X(0) =
x0 ∈ R. For 0 ≤ s ≤ t, we have
Cov(X(s), X(t)) = q0F0(s)(1− F0(t)) + 1
1− ‖h‖L1
∫ s
0
(1− F (t− u))du
+
∫ s
0
∫ t
0
(1− F (t− u))(1− F (s− v))φ(v − u)dudv,
where φ is determined by the exciting function h from Equation (3.2), and φ(x) = φ(−x)
for x < 0.
An immediate observation from this result is that the covariance density of the traffic
input Hawkes process, together with the service time distributions, leads to a delicate
correlation structure of the limiting scaled queue length process X.
From Proposition 8, we can immediately find that given X(0) = x0 ∈ R,
Var(X(t)) = q0F0(t)(1− F0(t)) + 1
1− ‖h‖L1
∫ t
0
(1− F (u))du
+
∫ t
0
∫ t
0
(1− F (u))(1− F (v))φ(v − u)dudv. (4.6)
Note that (1 − F0(t))ξ converges to 0 almost surely as t → ∞. In view of (4.3) and
by letting t→∞ in (4.6), we get the following result about the long-term behavior of the
limiting process X.
Corollary 9. As t → ∞, the sequence of random variables X(t) in (4.3) converges in
distribution to X(∞) which is a Gaussian random variable with mean zero and variance
Var(X(∞)) = 1
1− ‖h‖L1
∫ ∞
0
(1− F (u))du+
∫ ∞
0
∫ ∞
0
(1− F (u))(1− F (v))φ(v − u)dudv.
4.3 A special case: exponential service times
In this section, we discuss in detail the special case that service times of each customer
are mutually independent and exponentially distributed. Without loss of generality, we
consider service time distribution with mean one.
Then we have the following result.
Proposition 10. Suppose Assumption 1 holds. Assume (5.5) and
q0 =
1
1− ‖h‖L1
, and F (x) = F0(x) = 1− e−x, x ≥ 0. (4.7)
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Then as µ → ∞, the sequence of processes Xµ in (4.2) converges in distribution to the
process Xe with continuous sample paths in (D([0,∞),R), J1) and
Xe(t) = ξ · e−t + 1√
1− ‖h‖L1
· e−t ·
∫ t
0
esdB(s) + e−t ·
∫ t
0
esdG(s),
or equivalently,
Xe(t) = ξ −
∫ t
0
Xe(s)ds+
1√
1− ‖h‖L1
·B(t) +G(t), (4.8)
where G is the mean-zero Gaussian process given in Theorem 2, B is a standard Brownian
motion, and ξ,G,B are mutually independent. In addition, the Gaussian process Xe is
non–Markovian unless h ≡ 0.
The proof of the weak convergence in this result immediately follows from Proposition 6
and Part II of Theorem 3 in [40]. The non-Markovian property of Xe is also evident given
the non-Markovian property of G in Proposition 4. We omit the proof.
Note under the assumptions in (4.7), one can readily verify from (4.2) that
Xµ(t) =
√
µ
(
Qµ(t)
µ
− q0
)
=
1√
µ
(
Qµ(t)− µ
1− ‖h‖L1
)
=
1√
µ
(
Qµ(t)− λ¯) . (4.9)
In the classical case where the traffic is Poisson, i.e., h ≡ 0, it is well known that G reduces
to a standard Brownian motion, and the sequence Xµ converges in distribution to the
limit process Xe where Xe is an Ornstein–Uhlenbeck (OU) diffusion process (driven by a
Brownian motion) which is Markovian. When the traffic model is a Hawkes process and
the exciting function h is nonzero, Equation (4.8) suggests that the limit process Xe can
be viewed as an Ornstein-Uhlenbeck (OU) process driven by the centered Gaussian process
Y where
Y (t) :=
1√
1− ‖h‖L1
·B(t) +G(t), for t ≥ 0.
We explore additional properties of the process Xe in the next section.
4.3.1 Properties of the Gaussian-driven OU process Xe
From the results in Section 4.2, we can immediately obtain the mean, the covariance
function and the long-term behavior of the Gaussian-driven OU process Xe.
Proposition 11. Assume that Xe(0) = x0 ∈ R. Then we have
E[Xe(t)|Xe(0) = x0] = x0 · e−t, t ≥ 0.
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In addition, for 0 ≤ s ≤ t, we have
Cov(Xe(s), Xe(t)) = e
−s−t
[
(e2s − 1) · 1
1− ‖h‖L1
+
∫ t
0
∫ s
0
eu+vφ(u− v)dvdu
]
,
where φ is determined by the exciting function h from Equation (3.2). Finally, as t→∞,
the sequence of random variables Xe(t) in (4.8) converges in distribution to Xe(∞) which
is a Gaussian random variable with mean zero and variance
Var(Xe(∞)) =
∫ ∞
0
e−tφ(t)dt+
1
1− ‖h‖L1
. (4.10)
One can obtain an explicit formula for the covariance function and long-term limit of
Xe in the special case h(t) = αe
−βt where 0 ≤ α < β. Recall when h(t) = αe−βt, we have
φ given in (3.4). Therefore, from Proposition 11 we can compute that for 0 ≤ s ≤ t:
Cov(Xe(s), Xe(t))
= e−s−t
[
(e2s − 1) β
β − α +
αβ(2β − α)
2(β − α)2
∫ t
0
∫ s
0
e(u+v)e−(β−α)|u−v|dvdu
]
= e−s−t
[
(e2s − 1) β
β − α +
αβ(2β − α)
2(β − α)2
(e(1−β+α)t − e(1−β+α)s)(e(β−α+1)s − 1)
(1 + β − α)(1− β + α)
+
αβ(2β − α)
2(β − α)2
1
1 + β − α
(
e2s − 1
2
− e
(1−β+α)s − 1
1− β + α
)
+
αβ(2β − α)
2(β − α)2
1
1− β + α
(
e2s − e(1−β+α)s
1 + β − α −
e2s − 1
2
)]
.
In addition,
Var(Xe(∞)) = αβ(2β − α)
2(β − α)2 ·
1
1 + β − α +
β
β − α. (4.11)
When h is not a single exponential function, let us discuss how to compute the Laplace
transform of φ in (4.10) in general. It is proved in Lemma 11 of [60] that if h is positive,
continuous and integrable, h can be approximated by a sum of exponentials in both L1
and L∞ norms, that is there exist αi ∈ R and βi ∈ R+ so that hn(t) :=
∑n
i=1 αie
−βit ≥ 0
for every t > 0 and hn → h in both L1 and L∞ norms. For such a general exciting function
h, let us write h(t) =
∑∞
i=1 αie
−βit. Thus, for any ω > 0,∫ ∞
0
e−ωt
∫ ∞
0
h(t+ v)φ(v)dvdt =
∫ ∞
0
e−ωt
∫ ∞
0
∞∑
i=1
αie
−βi(t+v)φ(v)dvdt
=
∞∑
i=1
αi
βi + ω
φ˜(βi),
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where g˜(ω) :=
∫∞
0 e
−ωtg(t)dt for ω > 0 and a given function g. Thus, by taking Laplace
transform on both sides of (3.2), we get
φ˜(ω) =
h˜(ω)
(1− h˜(ω))(1− ‖h‖L1)
+
1
1− h˜(ω)
∞∑
i=1
αi
βi + ω
φ˜(βi). (4.12)
By letting ω = βi, i = 1, 2, . . ., we get
φ˜(βi) =
h˜(βi)
(1− h˜(βi))(1− ‖h‖L1)
+
1
1− h˜(βi)
∞∑
j=1
αj
βj + βi
φ˜(βj).
Let X˜ denote the vector with X˜i = φ˜(βi), and R be the vector with Ri =
h˜(βi)
(1−h˜(βi))(1−‖h‖L1 )
and M be the matrix with entries Mij =
1
1−h˜(βi)
αj
βj+βi
, and finally I be the identity matrix.
Thus, we have
X˜ = R+MX˜, (4.13)
which implies that X˜ = R(I −M)−1 provided that I −M is invertible, which holds if
for example the spectral radius of M is strictly less than 1. In practice, if we consider
h(t) =
∑d
i=1 αie
−βit, for some finite d ∈ N, where βi > 0, αi ∈ R and h(t) ≥ 0 for every
t ≥ 0, then one can readily obtain R and M, and hence X˜ and φ˜(βi) can be easily solved.
Once the values of φ˜(βi) are determined, so is the Laplace transform of φ given in (4.12).
An example to illustrate this procedure will be provided in the next section (Example 2).
4.3.2 Gaussian approximations and numerical experiments
Note that Proposition 10 and (4.9) suggest that when the baseline intensity µ of the Hawkes
arrival process is large, we can heuristically approximate the steady-state distribution of
the number of customers Qµ(∞) in the Hawkes/M/∞ queue as follows:
Qµ(∞) ≈ λ¯+√µXe(∞), (4.14)
where the random variable λ¯+
√
µXe(∞) follows a normal distribution with mean zero, and
variance µ · V ar(Xe(∞)) where V ar(Xe(∞)) is given in (4.10). A more precise statement
of the approximation in (4.14) is
P(Qµ(∞) = i) ≈ 1
σ
f
(
i− λ¯
σ
)
, for i = 0, 1, . . . , (4.15)
where σ :=
√
µ ·Var(Xe(∞)), and f is the probability density function of a standard
normal distribution.
We now present numerical experiments to demonstrate that the Gaussian approxima-
tion in (4.15) is effective by making comparisons with simulations of the Hawkes/M/∞
queue. We consider two examples.
17
Example 1. We first consider the Hawkes input process with a single exponential
function:
h1(t) =
1
2
e−t.
It is clear that ‖h1‖L1 = 12 . Suppose the stationary Hawkes input process has a baseline
intensity µ. Then we can infer from (4.11) that the Gaussian random variable λ¯+
√
µXe(∞)
has mean λ¯ = 2µ and variance σ2 = µ · Var(Xe(∞)) = 3µ, where we have used (4.11) to
find that Var(Xe(∞)) = 3.
We now compare the Gaussian approximation in (4.15) with simulations in Figure 1. We
observe that the approximation agrees with the simulation results well, even for moderately
large µ such as twenty.
(a) µ = 20 (b) µ = 100
Figure 1: The steady-state distribution of the number of customers Qµ(∞) in the
Hawkes/M/∞ queue where the input is a stationary Hawkes process with a baseline inten-
sity µ and an exciting function h1(t) =
1
2e
−t. The service time distribution is exponential
with mean one. The Gaussian approximation in (4.15) is compared with simulations.
Example 2: We next consider a Hawkes input process with an exciting function which
is a sum of exponentials:
h2(t) =
1
10
e−
1
4
t +
2
5
e−4t.
It is also clear that ‖h2‖L1 = 0.5. In this case, when the baseline intensity of the Hawkes
process is µ, we have the Gaussian random variable λ¯ +
√
µXe(∞) has mean λ¯ = 2µ and
variance σ2 = µ · V ar(Xe(∞)) = 2.5246µ.
To see this, we compute V ar(Xe(∞)) using (4.10) and Equations (4.12) and (4.13).
Note that h˜2(1) =
∫∞
0 e
−th2(t)dt = 0.16, and hence∫ ∞
0
e−tφ(t)dt = φ˜(1) =
0.16
0.84
· 2 + 0.08
0.84
· (φ˜(0.25) + φ˜(4)). (4.16)
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One can readily verify from the expression of h2 that
R = [0.8333, 0.1587], and M =
[
0.2833 0.1333
0.0254 0.054
]
.
This yields
X˜ = [φ˜(0.25), φ˜(4)] = R(I−M)−1 = [1.1745, 0.3333].
On combining (4.16) and (4.10) we deduce that when the traffic is a Hawkes process with
an exciting function h2, then we have
Var(Xe(∞)) = φ˜(1) + 2 = 2.5246.
(a) µ = 20 (b) µ = 100
Figure 2: The steady-state distribution of the number of customers Qµ(∞) in the
Hawkes/M/∞ queue where the input is a stationary Hawkes process with a baseline
intensity µ and an exciting function h2(t) =
1
10e
− t
4 + 25e
−4t. The service time distribution
is exponential with mean one. The Gaussian approximation in (4.15) is compared with
simulations.
We next demonstrate in Figure 2 that the Gaussian approximation in (4.15) is effective
by comparing with simulations of the infinite–server queue with Hawkes input where the
exciting function is h2. We also observe that the Gaussian approximation for the steady–
state customer number Qµ(∞) agrees with the simulation results very well.
5 Infinite-server queues with mutually–exciting traffic
In this section we extend Theorem 2 to multivariate stationary Hawkes processes, and
establish limit theorems for infinite–server queues with multivariate Hawkes traffic.
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5.1 FCLT for multivariate stationary Hawkes processes
In this section, we establish an FCLT for multivariate stationary Hawkes processes.
We consider a k-dimensional stationary Hawkes process N(µ) = (Nµ,1, Nµ,2, . . . , Nµ,k),
where Nµ,i has the intensity:
λµ,i(t) = µpi +
k∑
j=1
∫ t−
−∞
hij(t− s)Nµ,j(ds), (5.1)
where pi ≥ 0 for 1 ≤ i ≤ k, and the exciting kernel hij(·) satisfies Assumption 1. With
slight abuse of notations, we still use µ > 0 as a scaling parameter, and study the limit of
Nµ as we send µ → ∞. Note that for each fixed µ > 0, we can obtain from (2.4) that for
each t,
E[N(µ)(t)] = λ¯t = µat,
where λ¯ = (λ¯i)1≤i≤k is the average arrival rate and the vector a = (ai)1≤i≤k is given by
a := (I−H)−1 · p, (5.2)
with p = (pi)1≤i≤k, and H = (‖hij‖L1)1≤i,j≤k.
Similar as in the univariate case, we can infer from the immigration-birth representa-
tion of multivariate Hawkes processes, when µ is a positive integer, that the multivariate
stationary Hawkes process N(µ) can be written as the sum of i.i.d. copies of N(1), see e.g.
[37]. The covariance density of N(1), which we still use the notation Φ = (Φij)1≤i,j≤k as in
(2.5), is given by
Φ(τ) = h(τ)diag(a) +
∫ τ
−∞
h(τ − v)Φ(v)dv, for τ ≥ 0, (5.3)
and Φij(−τ) = Φji(τ) for every τ > 0 and 1 ≤ i, j ≤ k. Here diag(a) is the diagonal matrix
with entries ai’s on the diagonal, and h(t) = (hij(t))1≤i,j≤k. The variance function of N(1),
which we still use the notation K(t) = (Kij(t))1≤i,j≤k as in (2.6), is given by
K(t) := diag(a)t+ 2
∫ t
0
∫ t2
0
Φ(t2 − t1)dt1dt2. (5.4)
Then we can obtain the following limit theorem for multivariate stationary Hawkes
processes, which extends Theorem 2. The proof is given in Appendix B.1.
Theorem 12. Under Assumption 1, we have as µ→∞,
N(µ)(t)− λ¯t√
µ
⇒ G(t),
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in (D([0,∞),Rk), J1), where G = (Gi)1≤i≤k is a mean-zero almost surely continuous
k−dimensional Gaussian process with the covariance function
Cov(G(t),G(s)) =
∫ t
s
∫ s
0
Φ(u− v)dvdu+K(s), for t ≥ s,
where Φ is given in (5.3) and K is given in (5.4).
5.2 Limit theorem for GI/∞ queues with multivariate Hawkes traffic
In this section, we rely on Theorem 12 to develop approximations for infinite–server queues
with high-volume multivariate stationary Hawkes traffic. Such a queueing model can
be viewed as a multi-class queueing model with correlated arrivals as mutually–exciting
Hawkes processes.
We first establish limit theorems for such queues. Similar as in Section 4.1, we consider
a sequence of infinite-server queueing models indexed by µ ∈ R+ and let µ → ∞. For
each fixed µ, there are k classes of customers arriving to the µ−th system according to a
stationary k−dimensional Hawkes process N(µ) with a baseline intensity vector µ · p and
an exciting kernel (hij)1≤i,j≤k. That is, the arrival process of customer class i is the i−th
component of the multivariate stationary Hawkes process N(µ).
In addition, for 1 ≤ i ≤ k, each customer class i may have different service requirements.
For each i, we assume given an i.i.d. sequence of nonnegative random variables {η¯i,j : j ≥ 1}
with a cumulative distribution function Fi0(x) = P(η¯i,j ≤ x) and another i.i.d. sequence
of nonnegative random variables {ηi,j : j ≥ 1} with a cumulative distribution function
Fi(x) = P(ηi,1 ≤ x). Assume Fi0(0) = Fi(0) = 0 for all i for simplicity. The customers
of class i initially present in the infinite–server queueing system have remaining service
times η¯i,1, η¯i,2, . . .; the new arriving customers of class i have service times ηi,1, ηi,2, . . . .
All these service times, the random initial numbers of customers of each class denoted
by Qµ1 (0), . . . ,Q
µ
k(0), and the multivariate Hawkes arrival process N
(µ) are assumed to be
mutually independent.
Denote Qµi (t) as the number of customers of class i in the µ−th system at time t,
and write the vector Qµ(t) := (Qµi (t))1≤i≤k. Given Theorem 12, we can then obtain the
following result. Recall the vector a = (ai)1≤i≤k given in (5.2).
Proposition 13. Suppose Assumption 1 holds. Assume that for some vector constant
q = (q10, . . . , qk0) and random vector (ξ1, . . . , ξk),
√
µ
(
Qµ(0)
µ
− q
)
⇒ (ξ1, . . . , ξk), as µ→∞. (5.5)
Then the sequence of k−dimensional processes Xµ with its i−th component defined by
Xµi (t) =
√
µ
(
Qµi (t)
µ
− qi0(1− Fi0(t))− ai ·
∫ t
0
(1− Fi(t− u))du
)
, (5.6)
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as µ → ∞, converges in distribution in (D([0,∞),Rk), J1) to the process X = (Xi)1≤i≤k
where
Xi(t) = (1− Fi0(t))ξi +√qi0 ·W i0(Fi0(t)) +
∫ t
0
(1− Fi(t− u))dGi(u)
−
∫ t
0
∫ t
0
1s+x≤tdUi (ais, Fi(x)) .
Here, W i0 = {W i0(x) : x ∈ [0, 1]} is a Brownian bridge, Gi is the i−th component of
the k−dimensional Gaussian process G given in Theorem 12, Ui is a Kiefer process which
is a two-parameter continuous centered Gaussian process on R+ × [0, 1] with covariance
function
E[Ui(s, x)Ui(t, y)] = (s ∧ t)(x ∧ y − xy).
For all 1 ≤ i ≤ k, all the random elements ξi,W i0, Ui are mutually independent, and they
are independent of G.
Note that in the above result, the weak convergence of the component process Xµi to
Xi for each fixed i follows directly from our Theorem 12 and Theorem 3 in [40]. However,
we still need to show the joint weak convergence of the sequence (Xµ1 , . . . ,X
µ
k) as µ → ∞.
We provide a proof in Appendix B.2.
One can also readily see that the limit process X in Proposition 13 is a k-dimensional
Gaussian process given its initial state. The covariance function of X can be computed in a
similar manner as we have done in Section 4.2 in the one–dimensional case. For notational
simplicity and illustration purposes, we study this limiting Gaussian process in detail for
the special case of exponential service times in the following section.
5.3 An example: exponential service times
In this section, we consider the special case that class i customers have the mean service re-
quirement 1/ri with ri > 0, and the service time distributions are independent exponentials
for all i = 1, . . . , k. That is,
Fi(x) = Fi0(x) = 1− e−rix, for x ≥ 0, and for each i = 1, . . . , k. (5.7)
Then we immediately obtain the following result from Proposition 13 and Part II of The-
orem 3 in [40]. The proof is omitted.
Proposition 14. Suppose Assumption 1 and (5.7) holds. Assume (5.5) with qi0 = ai/ri
for i = 1, . . . , k. Then as µ→∞, the sequence of processes Xµ in (5.6) converges in distri-
bution to the process X = (X1, . . . ,Xk) with continuous sample paths in (D([0,∞),Rk), J1)
and for i = 1, . . . , k,
Xi(t) = ξi − ri
∫ t
0
Xi(s)ds+Gi(t) +
√
ai · Bi(t), (5.8)
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where G = (G1, . . . ,Gk) is the mean-zero Gaussian process given in Theorem 12, B =
(B1, . . . ,Bk) is a standard k−dimensional Brownian motion, and X(0) = (ξi)1≤i≤k, G and
B are mutually independent.
Proposition 14 suggests that given X(0) ∈ Rk, the limit process X can be viewed as
a k-dimensional Gaussian–driven OU process. We next provide a characterization of this
multi–dimensional Gaussian–driven OU process X by computing its covariance function
and steady–state distribution explicitly.
Given X(0) ∈ Rk, for 0 ≤ s ≤ t, we write
Cov(X(t),X(s)) = (Cov(Xi(t),Xj(s)))1≤i,j≤k.
To compute this covariance function, we note from (5.8) that for each i,
Xi(t) = Xi(0)e−rit +
√
aie
−rit
∫ t
0
erisdBi(s) + e−rit
∫ t
0
erisdGi(s).
Therefore, we can compute that
Cov(Xi(t),Xj(s)) = Cov
(√
ai
∫ t
0
eri(u−t)dBi(u),
√
aj
∫ s
0
erj(v−s)dBj(v)
)
+ Cov
(∫ t
0
eri(u−t)dGi(u),
∫ s
0
erj(v−s)dGj(v)
)
.
We can compute that
Cov
(√
ai
∫ t
0
eri(u−t)dBi(u),
√
aj
∫ s
0
erj(v−s)dBj(v)
)
= 1i=j · aie−ri(t+s)Var
(∫ s
0
erivdBi(v)
)
= 1i=j · ai
2ri
[e−ri(t−s) − e−ri(t+s)],
and similar as in the univariate Hawkes process case,
Cov
(∫ t
0
eri(u−t)dGi(u),
∫ s
0
erj(v−s)dGj(v)
)
=
∫ s
0
e−ri(t−u)e−rj(s−u)dKij(u) +
∫ s
0
∫ t
s
e−ri(t−u)e−rj(s−v)Φij(v − u)dvdu
= 1i=j · ai
∫ s
0
e−ri(t−u)e−ri(s−u)du+ 2
∫ s
0
∫ v
0
e−ri(t−u)e−rj(s−v)Φij(u− v)dvdu
+
∫ s
0
∫ t
s
e−ri(t−u)e−rj(s−v)Φij(v − u)dvdu
= 1i=j · ai
2ri
[e−ri(t−s) − e−ri(t+s)] +
∫ s
0
∫ t
0
e−ri(t−u)e−rj(s−v)Φij(v − u)dvdu,
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by using the definition of Kij(u) in (5.4).
Hence, we conclude that for 1 ≤ i, j ≤ k and 0 ≤ s ≤ t,
Cov(Xi(t),Xj(s)) (5.9)
= 1i=j · ai
ri
[e−ri(t−s) − e−ri(t+s)] +
∫ s
0
∫ t
0
e−ri(t−u)e−rj(s−v)Φij(v − u)dvdu.
In addition, it readily follows from (5.9) that
Cov(Xi(t),Xj(t)) = 1i=j · ai
ri
[1− e−2rit] +
∫ t
0
∫ t
0
e−riue−rjvΦij(v − u)dvdu,
where Φij is given in (5.3). As t → ∞, the sequence of random vectors X(t) converges in
distribution to a limiting k−dimensional Gaussian random vector X(∞) which has mean
zero and covariance
Cov(Xi(∞),Xj(∞)) = 1i=j · ai
ri
+
∫ ∞
0
∫ ∞
0
e−riue−rjvΦij(v − u)dvdu.
Hence, we have obtained the covariance function and the steady–state distribution of the
multi–dimensional Gaussian–driven OU process X in (5.8).
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A Proofs of results in Section 3
This section collects the proofs of results in Section 3.
A.1 Proof of Theorem 2
Proof of Theorem 2. The proof relies on Hahn’s theorem (see Theorem 2 in [26] or Theorem
7.2.1. in [53]), and delicate estimates of moments of stationary Hawkes processes.
For the sake of simplicity, we first consider that µ is a positive integer. By the
immigration-birth representation, we can decompose Nµ as the sum of µ independent
and identically distributed (i.i.d) Hawkes processes N1i , i = 1, 2, . . . , µ, each distributed as
a stationary Hawkes process with baseline intensity 1 (the superscript 1 in N1i ) and the
exciting function h(·). For notational simplicity, we use Ni(·) for N1i (·). Therefore, we have
Nµ(t)− λ¯t√
µ
=
1√
µ
µ∑
i=1
[
Ni(t)− t
1− ‖h‖L1
]
.
Let N˜i(t) := Ni(t)− t1−‖h‖L1 . Then, N˜i are i.i.d. random elements of D([0,∞),R) with
E[N˜i(t)] = 0 (see e.g. Equation (9) in [27]) and E[(N˜i(t))2] <∞ for any t (see e.g. Lemma
2 in [58]4).
By Hahn’s theorem, since N˜i are i.i.d., as µ→∞, we have
1√
µ
µ∑
i=1
[
Ni(t)− t
1− ‖h‖L1
]
=
1√
µ
µ∑
i=1
N˜i(t)⇒ G(t),
weakly in (D([0,∞),R), J1), where G is a mean-zero almost surely continuous Gaussian
process with the covariance function of N˜1 provided that the following condition is satisfied :
For every 0 < T <∞, there exist continuous nondecreasing real-valued functions g and f
on [0, T ] with numbers α > 1/2 and β > 1 such that
E
[(
N˜1(u)− N˜1(s)
)2] ≤ (g(u)− g(s))α, (A.1)
and
E
[(
N˜1(u)− N˜1(t)
)2 (
N˜1(t)− N˜1(s)
)2] ≤ (f(u)− f(s))β, (A.2)
for all 0 ≤ s ≤ t ≤ u ≤ T with u− s < 1.
Let us prove (A.1) and (A.2). For notational simplicity, we use N1(a, b] to stand for
N1((a, b]) (equivalently, N1(b)−N1(a)) which records the number of points of the process
4In Lemma 2 in [58], it was proved that E[(Ni(1))2] < ∞. By the stationarity of Ni and the Cauchy-
Schwarz inequality, for every positive integer t, E[(Ni(t))2] = E[(
∑t
j=1Ni(j − 1, j))2] ≤ t
∑t
j=1 E[(Ni(j −
1, j))2] = t2E[(Ni(1))2] <∞.
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N1 in the interval (a, b]. We also use λ1 to denote the intensity process of the stationary
Hawkes process N1 with baseline intensity 1. We now present a lemma which is the key to
the proofs of (A.1) and (A.2). The proof is given at the end of this section.
Lemma 15. We have
E[(λ1(0))4] <∞. (A.3)
As a result, for all 0 ≤ s ≤ t ≤ u ≤ T and u − s < 1, there are some constants c, C > 0
independent of s, t, u, such that
E
[
(N1(s, u])
2
] ≤ C · (u− s), (A.4)
E
[
(N1(t, u])
2(N1(s, t])
2
] ≤ c · (u− s)2, (A.5)
With Lemma 15, we are ready to prove (A.1) and (A.2). First, let us prove (A.1). It is
clear from the definition of N˜1 that
E
[(
N˜1(u)− N˜1(s)
)2]
= E
[(
N1(s, u]− u− s
1− ‖h‖L1
)2]
≤ E
[
(N1(s, u])
2
]
+
(
u− s
1− ‖h‖L1
)2
.
Using (A.4) in Lemma 15 and the fact that 0 ≤ u − s < 1, we immediately obtain that
(A.1) is satisfied with g(x) =
(
C + 1
(1−‖h‖L1 )2
)
x and α = 1.
Next, let us prove (A.2). Note that
E
[(
N˜1(u)− N˜1(t)
)2 (
N˜1(t)− N˜1(s)
)2]
(A.6)
= E
[(
N1(t, u]− u− t
1− ‖h‖L1
)2(
N1[s, t]− t− s
1− ‖h‖L1
)2]
≤ E
[(
(N1(t, u])
2 +
(
u− t
1− ‖h‖L1
)2)(
(N1(s, t])
2 +
(
t− s
1− ‖h‖L1
)2)]
=
(
u− t
1− ‖h‖L1
)2
E
[
(N1(s, t])
2
]
+
(
t− s
1− ‖h‖L1
)2
E
[
(N1(t, u])
2
]
+
(
u− t
1− ‖h‖L1
)2( t− s
1− ‖h‖L1
)2
+ E
[
(N1(s, t])
2(N1(t, u])
2
]
.
Since 0 ≤ s ≤ t ≤ u ≤ T and u− s < 1, we can then infer from Lemma 15 and (A.6) that
(A.2) is satisfied with f(x) = C ′x for some positive constant C ′ (independent of u, s, t) and
β = 2.
Now we have proved Theorem 2 by assuming µ is a positive integer in our discussions.
The same result holds when µ ∈ (0,∞) for µ → ∞. Note that for µ ∈ (0,∞), by the
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immigration-birth representation, the process Nµ(·) can be decomposed as the sum of two
independent stationary Hawkes processes N bµc(·) and Nµ−bµc(·), where the superscripts
bµc, µ−bµc represent the baseline intensities, respectively. Hence, to show the result holds
for µ ∈ (0,∞) with µ→∞, it suffices to show that for any T > 0,
sup
0≤t≤T
Nµ−bµc(t)− (µ−bµc)t1−‖h‖L1√
µ
→ 0,
in probability as µ → ∞. This can be easily verified since for any  > 0, for sufficiently
large µ, we have sup0≤t≤T
1√
µ
(µ−bµc)t
1−‖h‖L1 ≤
1√
µ
T
1−‖h‖L1 ≤

2 , and
P
∣∣∣∣∣∣ sup0≤t≤T
Nµ−bµc(t)− (µ−bµc)t1−‖h‖L1√
µ
∣∣∣∣∣∣ ≥ 
 ≤ P(∣∣∣∣∣ sup0≤t≤T N
µ−bµc(t)√
µ
∣∣∣∣∣ ≥ 2
)
= P
(
Nµ−bµc(T ) ≥ 1
2
√
µ
)
≤ P
(
N1(T ) ≥ 1
2
√
µ
)
≤ 2√
µ
T · E[N1(1)]→ 0,
as µ→∞. Here N1 denotes a stationary Hawkes process with a baseline intensity one and
an exciting function h.
Finally, let us compute the covariance function of G, or equivalently (from Hahn’s
Theorem), the covariance function of N˜1(·). Since N˜1(t) and N˜1(s) have mean zero, we
can compute that, for any t > s,
Cov(N˜1(t), N˜1(s)) = E
[
N˜1(t)N˜1(s)
]
(A.7)
= E
[(
N1(t)− t
1− ‖h‖L1
)(
N1(s)− s
1− ‖h‖L1
)]
= E[N1(t)N1(s)]− ts
(1− ‖h‖L1)2
= E[(N1(t)−N1(s))N1(s)] + E[(N1(s))2]− ts
(1− ‖h‖L1)2
.
It is clear that
E[(N1(s))2] = Var(N1(s)) +
s2
(1− ‖h‖L1)2
= K(s) +
s2
(1− ‖h‖L1)2
.
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In addition, we can verify that
E[(N1(t)−N1(s))N1(s)] = E
[∫ t
s+
N1(du)
∫ s
0
N1(dv)
]
=
∫ t
s+
∫ s
0
E[N1(dv)N1(du)]
=
∫ t
s
∫ s
0
[
φ(u− v) + 1
(1− ‖h‖L1)2
]
dvdu
=
∫ t
s
∫ s
0
φ(u− v)dvdu+ s(t− s)
(1− ‖h‖L1)2
.
Hence, we get
Cov(G(t), G(s)) = Cov(N˜1(t), N˜1(s)) (A.8)
=
∫ t
s
∫ s
0
φ(u− v)dudv + s(t− s)
(1− ‖h‖L1)2
+K(s) +
s2
(1− ‖h‖L1)2
− ts
(1− ‖h‖L1)2
=
∫ t
s
∫ s
0
φ(u− v)dudv +K(s).
The proof is therefore complete.
Proof of Lemma 15. We first prove (A.3). Using the definition of the intensity λ1 and the
simple inequality
(x+y
2
)4 ≤ x4+y42 , we obtain that for sufficiently small δ > 0,
E
[
(λ1(0))
4
]
= E
[(
1 +
∫ 0
−∞
h(−s)N1(ds)
)4]
≤ 8 + 8E
[(∫ 0
−∞
h(−s)N1(ds)
)4]
≤ 8 + 8E
( ∞∑
i=0
max
t∈[−(i+1)δ,−iδ]
h(−t) ·N1[−(i+ 1)δ,−iδ]
)4
= 8 + 8
( ∞∑
i=0
max
t∈[−(i+1)δ,−iδ]
h(−t)
)4
×
E
( ∞∑
i=0
maxt∈[−(i+1)δ,−iδ] h(t)∑∞
i=0 maxt∈[−(i+1)δ,−iδ] h(t)
N1[−(i+ 1)δ,−iδ]
)4 . (A.9)
Note here that under Assumption 1, we know h(·) is locally bounded and Riemann inte-
grable, hence for sufficiently small δ > 0,
∞∑
i=0
max
t∈[−(i+1)δ,−iδ]
h(−t) <∞. (A.10)
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Applying the Jensen’s inequality to (A.9), we get
E
[
(λ1(0))
4
]
(A.11)
≤ 8 + 8
( ∞∑
i=0
max
t∈[−(i+1)δ,−iδ]
h(−t)
)4
E
[ ∞∑
i=0
maxt∈[−(i+1)δ,−iδ] h(t)∑∞
i=0 maxt∈[−(i+1)δ,−iδ] h(t)
(N1[−(i+ 1)δ,−iδ])4
]
= 8 + 8
( ∞∑
i=0
max
t∈[−(i+1)δ,−iδ]
h(−t)
)4
E
[
(N1[0, δ])
4
]
<∞,
where we have used the stationarity of N1, (A.10) and the fact that E[eθN1[0,1]] < ∞ for
sufficiently small θ > 0, see e.g. [58].
We next prove (A.4). We can directly compute that
E
[
(N1(s, u])
2
]
≤ 2E
[(
N1(s, u]−
∫ u
s
λ1(v)dv
)2]
+ 2E
[(∫ u
s
λ1(v)dv
)2]
(A.12)
= 2E
[∫ u
s
λ1(v)dv
]
+ 2E
[(∫ u
s
λ1(v)dv
)2]
= 2
(u− s)
1− ‖h‖L1
+ 2E
[(∫ u
s
λ1(v)dv
)2]
≤ 2 (u− s)
1− ‖h‖L1
+ 2(u− s)E
[(∫ u
s
(λ1(v))
2dv
)]
= 2
(u− s)
1− ‖h‖L1
+ 2(u− s)2E[(λ1(0))2]
≤ C(u− s),
for some positive constant C. Here, the second line follows from the martingale property,
see Section 2; the third line follows from the stationarity of the intensity process and
E[λ1(0)] = 11−‖h‖L1 ; the fourth line follows from the Cauchy-Schwarz inequality so that(∫ u
s λ1(v)dv
)2 ≤ ∫ us 1dv ·∫ us (λ1(v))2dv; the fifth line is due to the fact that λ1 is a stationary
process; and the last inequality is due to (A.3) and the fact that 0 < u− s < 1.
Finally, we prove (A.5). We can directly compute that
E
[
(N1(t, u])
2(N1(s, t])
2
]
(A.13)
≤ 2E
[(
N1(t, u]−
∫ u
t
λ1(v)dv
)2
(N1(s, t])
2
]
+ 2E
[(∫ u
t
λ1(v)dv
)2
(N1(s, t])
2
]
≤ 2E
[∫ u
t
λ1(v)dv · (N1(s, t])2
]
+ 2(u− t)E
[∫ u
t
(λ1(v))
2dv · (N1(s, t])2
]
,
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where we use the fact that N1(t, u]−
∫ u
t λ1(v)dv is Ft-measurable and is a martingale with
predictable quadratic variation
∫ u
t λ1(v)dv so that
(
N1(t, u]−
∫ u
t λ1(v)dv
)2− ∫ ut λ1(v)dv is
also a martingale (see Section 2) and the Cauchy-Schwarz inequality so that
(∫ u
t λ1(v)dv
)2 ≤∫ u
t 1dv ·
∫ u
t (λ1(v))
2dv. From here, we can further estimate that
E
[
(N1(t, u])
2(N1(s, t])
2
]
(A.14)
≤ 2
(
E
[(∫ u
t
λ1(v)dv
)2])1/2 (
E
[
(N1(s, t])
4
])1/2
+ (u− t)E
[∫ u
t
(
(λ1(v))
4 + (N1(s, t])
4
)
dv
]
,
where we applied Cauchy-Schwarz inequality to the first term in the last line in (A.13)
so that E
[∫ u
t λ1(v)dv · (N1(s, t])2
] ≤ (E [(∫ ut λ1(v)dv)2])1/2 (E [(N1(s, t])4])1/2, and the
simple inequality 2(λ1(v))
2(N1(s, t])
2 ≤ (λ1(v))4 +(N1(s, t])4 to the second term in the last
line in (A.13). From here, we can continue that
E
[
(N1(t, u])
2(N1(s, t])
2
]
(A.15)
≤ 2(u− t)1/2
([∫ u
t
E[(λ1(v))2]dv
])1/2 (
E
[
(N1(s, t])
4
])1/2
+ (u− t)
[∫ u
t
(
E(λ1(v))4 + E(N1(s, t])4
)
dv
]
= 2(u− t) (E[(λ1(0))2])1/2 (E [(N1(s, t])4])1/2
+ (u− t)2E [(λ1(0))4]+ (u− t)2E [(N1(s, t])4] ,
where we used Cauchy-Schwartz inequality
(∫ u
t λ1(v)dv
)2 ≤ ∫ ut 1dv ·∫ ut (λ1(v))2dv, and the
stationarity of the Hawkes processes, see Section 2.
Hence, to bound E
[
(N1(t, u])
2(N1(s, t])
2
]
, we need to estimate E
[
(N1(s, t])
4
]
. We can
compute that (explanations follow below)
E
[
(N1(s, t])
4
] ≤ 8E[(N1(s, t]− ∫ t
s
λ1(v)dv
)4]
+ 8E
[(∫ t
s
λ1(v)dv
)4]
(A.16)
≤ 8C¯E
[(∫ t
s
λ1(v)dv
)2]
+ 8E
[(∫ t
s
λ1(v)dv
)4]
≤ 8C¯(t− s)E
[∫ t
s
(λ1(v))
2dv
]
+ 8(t− s)3E
[∫ t
s
(λ1(v))
4dv
]
= 8C¯(t− s)2E [(λ1(0))2]+ 8(t− s)4E [(λ1(0))4] .
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The first inequality in (A.16) uses the inequality (x+y2 )
4 ≤ x4+y42 . The second inequality in
(A.16) uses the martingality of N1[s, t]−
∫ t
s λ1(v)dv with the predictable quadratic variation∫ t
s λ1(v)dv and the Burkholder-Davis-Gundy inequality, where C¯ > 0 is a constant from
the Burkholder-Davis-Gundy inequality 5. The third inequality in (A.16) uses Jensen’s
inequality so that (
1
t− s
∫ t
s
λ1(v)dv
)2
≤ 1
t− s
∫ t
s
(λ1(v))
2dv,
and (
1
t− s
∫ t
s
λ1(v)dv
)4
≤ 1
t− s
∫ t
s
(λ1(v))
4dv.
Finally, the last equality in (A.16) is due to stationarity of the intensity process, see Sec-
tion 2.
Combining (A.15), (A.16) and (A.3), we deduce that (A.5) holds. The proof is thus
complete.
A.2 Proof of Proposition 3
Proof of Proposition 3. We first prove Part (b), then prove Parts (a) and (c).
To prove Part (b), we recall that
φ(t) =
h(t)
1− ‖h‖L1
+
∫ ∞
0
h(t+ v)φ(v)dv +
∫ t
0
h(t− v)φ(v)dv. (A.17)
Denote H(t) :=
∫∞
t h(s)ds. By integrating Equation (A.17) at both sides, we get
‖φ‖L1 =
‖h‖L1
1− ‖h‖L1
+
∫ ∞
0
H(v)φ(v)dv + ‖h‖L1‖φ‖L1
=
‖h‖L1
1− ‖h‖L1
+
∫ M
0
H(v)φ(v)dv +
∫ ∞
M
H(v)φ(v)dv + ‖h‖L1‖φ‖L1 .
Since ‖h‖L1 < 1, there exists some  > 0 so that ‖h‖L1+ < 1. In addition, note that H(M)
is decreasing in M to 0 as M → ∞. Hence, for sufficiently large M we have H(M) ≤ .
This implies
‖φ‖L1 ≤
‖h‖L1
1− ‖h‖L1
+H(0)
∫ M
0
φ(v)dv + ‖φ‖L1 + ‖h‖L1‖φ‖L1 .
5The Burkholder-Davis-Gundy inequality reads that for a local martingale Mt starting at 0 at t = 0,
and M∗t := sup0≤s≤t |Ms|, we have cpE[〈M〉p/2t ] ≤ E[(M∗t )p] ≤ CpE[〈M〉p/2t ], for some constant cp < Cp
depending on p ≥ 1 only and 〈M〉t is the (predictable) quadratic variation of Mt. As a corollary, we have
E[|Mt|p] ≤ CpE[〈M〉p/2t ]. In our application, p = 4 and Mt = N1[s, t] −
∫ t
s
λ1(v)dv, t ≥ s so that Mt is a
martingale with Ms = 0 and the predictable quadratic variation
∫ t
s
λ1(v)dv.
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Note that Var(N1(t)) <∞ (See e.g. Lemma 2 in [58]) and hence
K(t) =
t
1− ‖h‖L1
+ 2
∫ t
0
∫ t2
0
φ(t2 − t1)dt1dt2 <∞. (A.18)
Moreover,
∫ t2
0 φ(t2 − t1)dt1 =
∫ t2
0 φ(t1)dt1 is non-decreasing in t2, and
∫ t
0
∫ t2
0 φ(t1)dt1dt2 <
∞ for every t. It implies that ∫ t20 φ(t1)dt1 <∞ for every t2. Thus, ∫M0 φ(v)dv <∞. Hence,
it follows that
‖φ‖L1 ≤
‖h‖L1
(1− ‖h‖L1)(1− ‖h‖L1 − )
+
H(0)
∫M
0 φ(v)dv
1− ‖h‖L1 − 
<∞. (A.19)
To establish the second part of Part (b), we first note from the definition of K(t) in
(3.1) that
K ′(t) =
1
1− ‖h‖L1
+ 2
∫ t
0
φ(t− t1)dt1.
The differentiability of K(·) is due to the integrability of φ as given in (A.19). Since φ is
nonnegative, it follows that K ′(·) is non-decreasing. Hence, K(·) is convex. In addition,
we note that
∫ t
0 φ(t − t1)dt1 =
∫ t
0 φ(t1)dt1 ≤ ‖φ‖L1 < ∞ for all t. Thus K(·) is Lipschitz
continuous.
We next provide a proof of Part (a) which will be useful in proving Part (c). Write N1
for a stationary Hawkes process with baseline intensity µ = 1. From the Bartlett spectrum
for the stationary Hawkes process (see [27] or [14]), we know that
Var
(∫
R
ψ(s)N1(ds)
)
=
∫
R
|ψˆ(ω)|2 1
2pi(1− ‖h‖L1)
1
|1− hˆ(ω)|2dω,
where ψˆ(ω) =
∫
R e
iωtψ(t)dt. Note that
K(t) = Var(N1(t)) = Var
(∫
R
1[0,t](s)N
1(ds)
)
,
and ∫
R
eiωs1[0,t](s)ds =
∫ t
0
eiωsds =
eiωt − 1
iω
.
We can compute that∣∣∣∣eiωt − 1iω
∣∣∣∣2 = (cos(ωt)− 1)2 + sin2(ωt)ω2 = 2− 2 cos(ωt)ω2 = sin2(12ωt)(12ω)2 .
Therefore,
K(t) =
1
2pi(1− ‖h‖L1)
∫
R
sin2(12ωt)
(12ω)
2
1
|1− hˆ(ω)|2dω
=
t
2pi(1− ‖h‖L1)
∫
R
sin2(12ω)
(12ω)
2
1
|1− hˆ(ωt )|2
dω. (A.20)
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Notice that for any t, ∣∣∣1− hˆ(ω
t
)∣∣∣ ≥ 1− ∣∣∣hˆ(ω
t
)∣∣∣ ≥ 1− ‖h‖L1 > 0,
and
∫
R
sin2( 1
2
ω)
( 1
2
ω)2
dω = 2pi. Thus,
sin2( 1
2
ω)
( 1
2
ω)2
1
|1−hˆ(ω
t
)|2 ≤
sin2( 1
2
ω)
( 1
2
ω)2
1
(1−‖h‖L1 )2 , which is integrable.
On the other hand, for every ω, limt→∞ hˆ(ωt ) = hˆ(0) = ‖h‖L1 . Therefore, by dominated
convergence theorem, we obtain
lim
t→∞
K(t)
t
=
1
(1− ‖h‖L1)3
.
We now prove Part (c). This requires a more delicate analysis of the Bartlett spectrum.
Write z for the complex conjugate of a complex number z. We can obtain from (A.20) and
hˆ(0) = ‖h‖L1 that
K(t)− t
(1− ‖h‖L1)3
=
t
2pi(1− ‖h‖L1)
∫
R
sin2(12ω)
(12ω)
2
[
1
|1− hˆ(ωt )|2
− 1|1− hˆ(0)|2
]
dω
=
t
2pi(1− ‖h‖L1)3
∫
R
sin2(12ω)
(12ω)
2
· −2‖h‖L1 + ‖h‖
2
L1 + hˆ(
ω
t ) + hˆ(
ω
t )− |hˆ(ωt )|2
|1− hˆ(ωt )|2
dω
=
1
2pi(1− ‖h‖L1)3
∫
R
sin2(12ωt)
(12ω)
2
· −2‖h‖L1 + ‖h‖
2
L1 + hˆ(ω) + hˆ(ω)− |hˆ(ω)|2
|1− hˆ(ω)|2 dω
=
1
2pi(1− ‖h‖L1)3
∫
R
sin2
(
1
2
ωt
)
f(ω)dω
=
1
4pi(1− ‖h‖L1)3
∫
R
f(ω)dω − 1
4pi(1− ‖h‖L1)3
∫
R
cos(ωt)f(ω)dω (A.21)
where
f(ω) =
1
(12ω)
2
· −2‖h‖L1 + ‖h‖
2
L1 + hˆ(ω) + hˆ(ω)− |hˆ(ω)|2
|1− hˆ(ω)|2 .
We claim that f(ω) ∈ L1(R), i.e., f is integrable on the real line. To see this, notice
first that
|f(ω)| ≤ 1
(12ω)
2
4‖h‖L1 + 2‖h‖2L1
(1− ‖h‖L1)2
,
and thus
∫
|ω|≥ |f(ω)|dω < ∞ for any  > 0. Moreover, by L’Hoˆpital’s rule, we can check
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that
lim
ω→0
f(ω) = lim
ω→0
1
(12ω)
2
−2‖h‖L1 + ‖h‖2L1 + hˆ(ω) + hˆ(ω)− |hˆ(ω)|2
|1− hˆ(ω)|2
=
4
(1− ‖h‖L1)2
lim
ω→0
−2‖h‖L1 + ‖h‖2L1 + hˆ(ω) + hˆ(ω)− |hˆ(ω)|2
ω2
=
4
(1− ‖h‖L1)2
lim
ω→0
hˆ′(ω) + hˆ′(ω)− hˆ′(ω)hˆ(ω)− hˆ(ω)hˆ′(ω)
2ω
.
Since
hˆ′(0) + hˆ′(0)− hˆ′(0)hˆ(0)− hˆ(0)hˆ′(0) = (1− ‖h‖L1)(hˆ′(0) + hˆ′(0)) = 0,
we apply the L’Hoˆpital’s rule again and get
lim
ω→0
f(ω) =
4
(1− ‖h‖L1)2
lim
ω→0
hˆ′(ω) + hˆ′(ω)− hˆ′(ω)hˆ(ω)− hˆ(ω)hˆ′(ω)
2ω
=
2
(1− ‖h‖L1)2
[
hˆ′′(0) + hˆ′′(0)− hˆ′′(0)‖h‖L1 − 2hˆ′(0)hˆ′(0)− hˆ′′(0)‖h‖L1
]
=
4
(1− ‖h‖L1)2
[
(1− ‖h‖L1)
∫ ∞
0
t2h(t)dt−
(∫ ∞
0
th(t)dt
)2]
.
Note that the first and second derivatives of hˆ(ω) and hˆ(ω) are well defined due to the
assumption
∫∞
0 t
2h(t)dt <∞ and are given by
hˆ(ω) =
∫ ∞
0
(cosωt+ i sinωt)h(t)dt,
hˆ(ω) =
∫ ∞
0
(cosωt− i sinωt)h(t)dt,
hˆ′(ω) =
∫ ∞
0
(− sinωt+ i cosωt)th(t)dt,
hˆ′(ω) =
∫ ∞
0
(− sinωt− i cosωt)th(t)dt,
hˆ′′(ω) =
∫ ∞
0
(− cosωt− i sinωt)t2h(t)dt,
hˆ′′(ω) =
∫ ∞
0
(− cosωt+ i sinωt)t2h(t)dt.
We deduce from the above that f(ω) ∈ L1(R), and then Riemann-Lebesgue theorem gives
lim
t→∞
∫
R
eiωtf(ω)dω = 0,
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which implies that the limit of the real part is also zero:
lim
t→∞
∫
R
cos(ωt)f(ω)dω = 0.
Hence, we conclude from (A.21) that
lim
t→∞
[
K(t)− t
(1− ‖h‖L1)3
]
=
1
pi(1− ‖h‖L1)3
∫
R
1
ω2
−2‖h‖L1 + ‖h‖2L1 + hˆ(ω) + hˆ(ω)− |hˆ(ω)|2
|1− hˆ(ω)|2 dω.
=
1
pi(1− ‖h‖L1)3
∫
R
1
ω2
(1− ‖h‖L1)2 − |1− hˆ(ω)|2
|1− hˆ(ω)|2 dω < 0,
where the fact that this constant is negative follows from the observation that for each ω,
|1− hˆ(ω)| ≥ 1− |hˆ(ω)| ≥ 1− ‖h‖L1 > 0.
Hence we complete the proof of Part (c).
A.3 Proof of Proposition 4
Proof of Proposition 4. We first prove that G has stationary increments. One can directly
verify this fact by noting that for τ > 0, s ≥ 0, G(s + τ) − G(s) is a mean zero Gaussian
random variable, with variance given by
Var(G(s+ τ)−G(s)) = K(s+ τ) +K(s)− 2Cov(G(s+ τ), G(s)).
Using (3.1) and (3.3), it is easily checked that Var(G(s+ τ)−G(s)) = K(τ) = Var(G(τ)),
which is independent of s.
We next show that the Gaussian process G is not Markovian unless h ≡ 0. To see
this, recall (see, e.g., Revuz and Yor [51, p.86]) that a centered Gaussian process Υ with
covariance function Γ(s, t) := E[ΥsΥt] is Markovian if and only if
Γ(s, u)Γ(t, t) = Γ(s, t)Γ(t, u), (A.22)
for every 0 ≤ s < t < u. Given the covariance function of G in (3.3), one can directly check
that (A.22) does not hold for any nonzero exciting function h.
Finally, we prove that the paths of G are Ho¨lder continuous of order γ for every γ < 12 .
To see this, note that G(s + τ) − G(s) is a mean zero Gaussian random variable with
variance K(τ), which implies that for p > 0,
E[|G(s+ τ)−G(s)|p] = C ·K(τ)p/2,
where C = E|Z|p and Z follows a standard normal distribution. By the Lipschitz property
of K in Proposition 3, we infer from the Kolmogorov-Chentsov theorem that the sample
paths of G are Ho¨lder continuous with order less than 12 .
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B Proof of results in Section 5
B.1 Proof of Theorem 12
Proof of Theorem 12. For notational simplicity, we write for each t,
N(t) = (N1(t), . . . , Nk(t)),
to stand for a k−dimensional stationary Hawkes processes where the intensity is given in
(5.1) with µ = 1. It should be self-evident that here the notation N i stands for the i−th
process (in Appendix A we used this notation to represent a univariate Hawkes process
with baseline intensity i). Let us define
N˜(t) := N(t)− at, (B.1)
and let N˜j , j = 1, 2, . . . be independent copies of N˜ where E[N˜(t)] = 0 for each t. We obtain
from the immigration–birth representation of multivariate Hawkes processes that
Nˆ(µ)(t) :=
N(µ)(t)− λ¯t√
µ
=
1√
µ
µ∑
j=1
N˜j(t), (B.2)
where as in the proof of Theorem 2, it suffices to establish the weak convergence of the
sequence
(
Nˆ(µ)
)
for positive integer valued µ.
We first establish the tightness of the sequence of processes
(
Nˆ(µ)
)
. We use the tightness
criteria in [33, Chapter VI. Theorem 4.1] and verify the three conditions there. Condition
(i) trivially holds. To verify Condition (ii) and (iii), it suffices to check the following two
conditions: for every 0 < T <∞, there exist some positive constants C1, C2 so that
E
[
‖N˜(u)− N˜(s)‖2
]
≤ C1 · (u− s), (B.3)
and
E
[
‖N˜(u)− N˜(t)‖2‖N˜(t)− N˜(s)‖2
]
≤ C2 · (u− s)2, (B.4)
for all 0 ≤ s ≤ t ≤ u ≤ T with u − s < 1, where the notation || · || stands for the usual
Euclidean norm of a vector in Rk. To see this, first notice that using Markov inequality, it is
straightforward to verify that (B.3) implies Condition (ii) in [33, Chapter VI. Theorem 4.1].
In addition, following the proof of Theorem 2 in [26] (the processes considered there are
real–valued, but the argument in that proof also works for Rk-valued processes), one can
immediately deduce that (B.4) implies Condition (iii) in [33, Chapter VI. Theorem 4.1].
We now prove (B.3) and (B.4). As the dimension k of the multivariate Hawkes process
N is finite, in order to prove (B.3) and (B.4), it suffices to check that for every 0 < T <∞,
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there exist some positive constants C1, C2 so that for all 0 ≤ s ≤ t ≤ u ≤ T with u− s < 1
and every 1 ≤ i, j ≤ k,
E
[
(N i(s, u])2
] ≤ C1 · (u− s), (B.5)
and
E
[
(N i(t, u])2(N j(s, t])2
] ≤ C2 · (u− s)2. (B.6)
We next prove (B.5) and (B.6). Similar as (A.12), we can compute that
E
[
(N i(s, u])2
] ≤ 2E[(N i(s, u]− ∫ u
s
λi(v)dv
)2]
+ 2E
[(∫ u
s
λi(v)dv
)2]
= 2ai(u− s) + 2E
[(∫ u
s
λi(v)dv
)2]
≤ 2ai(u− s) + 2(u− s)E
[(∫ u
s
(λi(v))2dv
)]
= 2ai(u− s) + 2(u− s)2E[(λi(0))2] ≤ C1(u− s),
for some positive constant C1, provided that E[(λi(0))2] <∞.
Moreover, similar as the derivations in (A.13), (A.14) and (A.15), we have
E
[
(N i(t, u])2(N j(s, t])2
]
≤ 2E
[(
N i(t, u]−
∫ u
t
λi(v)dv
)2
(N j(s, t])2
]
+ 2E
[(∫ u
t
λi(v)dv
)2
(N j(s, t])2
]
= 2E
[∫ u
t
λi(v)dv · (N j(s, t])2
]
+ 2E
[(∫ u
t
λi(v)dv
)2
(N j(s, t])2
]
≤ 2
(
E
[(∫ u
t
λi(v)dv
)2])1/2 (
E
[
(N j(s, t])4
])1/2
+ 2(u− t)E
[(∫ u
t
(λi(v))2dv
)
(N j(s, t])2
]
≤ 2(u− t)1/2
(∫ u
t
E(λi(v))2dv
)1/2
E
[
(N j(s, t])4
]1/2
+ (u− t)E
[∫ u
t
(
(λi(v))4 + (N j(s, t])2
)
dv
]
= 2(u− t) (E [(λi(0))2])1/2 (E [(N j(0, t− s])4])1/2 + (u− t)2 (E [(λi(0))4]+ E [(N j(0, t− s])2])
≤ 2(u− t) (E [(λi(0))2])1/2 (E [(N j(0, t− s])4])1/2 + (u− t)2 (E [(λi(0))4]+ C1(t− s)) .
Similar as (A.16) in the proof of Theorem 2, we have
E
[
(N j(0, t− s])4] ≤ 8C¯(t− s)2E[(λj(0))2] + 8(t− s)4E[(λj(0))4].
Hence, we obtain
E
[
(N i(t, u])2(N j(s, t])2
] ≤ C2(u− s)2,
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for some positive constant C2, provided that E[(λj(0))4] <∞ for 1 ≤ j ≤ k.
It remains to prove that E[(λj(0))4] <∞ for 1 ≤ j ≤ k, as it implies E[(λj(0))2] <∞.
Similar as the derivations in (A.9)–(A.11) in the proof of Theorem 2, since hij are locally
bounded and Riemann integrable by Assumption 1, for sufficiently small δ > 0, we obtain
E[(λj(0))4] = E
(pj + k∑
`=1
∫ 0−
−∞
hj`(−s)N `(ds)
)4
≤ C
[
(pj)
4 +
k∑
`=1
E
[(∫ 0−
−∞
hj`(−s)N `(ds)
)4]]
≤ C
(pj)4 + k∑
`=1
( ∞∑
i=0
max
t∈[−(i+1)δ,−iδ]
hj`(t)
)4
E
[(
N `(0, δ]
)4] ,
for some positive constant C. Thus, it remains to show that for every 1 ≤ ` ≤ k,
E
[(
N `(0, 1]
)4]
< ∞. It suffices to show that there exists some constant c` > 0 so
that E[ec`N`(0,1]] < ∞. Let us define E∅ as the expectation under which the process
N = (N1, . . . , Nk) (with slight abuse of notations) is a multivariate Hawkes process start-
ing from empty history, that is, λi(t) = pi +
∑k
j=1
∫ t−
0 hij(t − s)N j(ds). For any ψi > 0,
e
∑k
i=1 ψiN
i(t)−∑ki=1(eψi−1) ∫ t0 λi(s)ds is a martingale (see e.g. [52]), and thus
1 = E∅
[
e
∑k
i=1 ψiN
i(t)−∑ki=1(eψi−1) ∫ t0 λi(s)ds]
= E∅
[
e
∑k
i=1 ψiN
i(t)−∑ki=1(eψi−1) ∫ t0 (pi+∫ s0 ∑kj=1 hij(s−u)Nj(du))ds]
≥ E∅
[
e
∑k
i=1 ψiN
i(t)−∑ki=1(eψi−1)(pit+∑kj=1 ‖hij‖L1Nj(t))] ,
which implies that
E∅
[
e
∑k
i=1(ψi−
∑k
j=1(e
ψj−1)‖hji‖L1 )N i(t)
]
≤ e
∑k
i=1(e
ψi−1)pit. (B.7)
Since the spectral radius of the matrix H = (‖hij‖L1)1≤i,j≤k is strictly less than 1, we know
that (I−H)−1 exists and (I−H)−1 = ∑∞n=0Hn. Thus for any fixed positive column vector
m = (m1, . . . ,mk)
t ∈ Rk>0, we have ((I − H)−1m)i > 0 for every i, where ((I − H)−1m)i
is the i-th component of the vector (I − H)−1m. Let ψi = ((I − H)−1m)i, where  > 0 is
sufficiently small so that we can find some constant C(m) that depends on m such that
ψi −
k∑
j=1
(eψj − 1)Hji ≥ ψi −
k∑
j=1
ψjHji − C(m)2 = mi − C(m)2 > 0.
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Hence, we deduce from (B.7) that there exists ci = mi − C(m)2 > 0 so that
E∅
[
e
∑k
i=1 ciN
i(t)
]
≤ et
∑k
i=1 pi(e
((I−H)−1m)i−1).
In particular, for every 1 ≤ ` ≤ k, we have
E∅
[
ec`N
`(t)
]
≤ et
∑k
i=1 pi(e
((I−H)−1m)i−1).
Since the linear Hawkes process (either with empty history or the stationary version) is
associated, we then deduce that for positive integer t,
t∏
n=1
E∅
[
ec`N
`(n−1,n]
]
≤ E∅
[
ec`N
`(t)
]
≤ et
∑k
i=1 pi(e
((I−H)−1m)i−1).
Hence, by the ergodicity of the Hawkes processes with empty history where the exciting
function satisfies Assumption 1, see e.g. [8], we obtain
logE
[
ec`N
`(0,1)
]
= lim
t→∞
1
t
t∑
n=1
logE∅
[
ec`N
`(n−1,n]
]
≤
k∑
i=1
pi(e
((I−Ht)−1m)i − 1) <∞,
where we recall E is the expectation under which the Hawkes process is stationary. Hence,
we have proved that there exists some constant c` > 0 so that E[ec`N
`(0,1]] < ∞ for each
1 ≤ l ≤ k.
Now we have proved the tightness of the sequence
(
Nˆ(µ)
)
, we next show that the finite
dimensional distributions of the sequence of processes
(
Nˆ(µ)
)
converges in distribution to
that of the limiting process G as µ→∞. To this end, we note that one can readily compute
the covariance function of N˜ as in the univariate case (see Equations. (A.7)-(A.8)), and
find that for t ≥ s,
Cov(N˜(t), N˜(s)) =
∫ t
s
∫ s
0
Φ(u− v)dudv +K(s) = Cov(G(t),G(s)).
Hence, in view of (B.2) and (B.3), the weak convergence of the finite dimensional distribu-
tions of this sequence
(
Nˆ(µ)
)
immediately follows from the central limit theorem for sum
of i.i.d. random vectors and the Crame´r-Wold device (see e.g. Section 4.3.2 in [53]).
Finally, as the covariance of G is the same as that of N˜, we immediately infer from
(B.3) that for s < u,
E
[‖G(u)−G(s)‖2] ≤ C1 · (u− s),
which implies that the limiting Gaussian process G has continuous sample paths ([51,
p.37]). The proof is therefore complete.
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B.2 Proof of Proposition 13
Proof of Proposition 13. To prove Proposition 13, we rely on [40]. For notational simplicity,
we prove the joint weak convergence of (Xµ1 , . . . ,X
µ
k) as µ → ∞ for the case k = 2. The
general case k ≥ 2 follows similarly.
First, as in the proof of Theorem 3 in [40], we obtain that for i = 1, 2,
Xµi (t) =
√
µ
(
Qµi (t)
µ
− qi0(1− Fi0(t))− ai ·
∫ t
0
(1− Fi(t− u))du
)
,
= µ−1/2
Qµi (0)∑
j=1
(1η¯i,j>t − (1− Fi0(t))) + (1− Fi0(t))µ1/2(µ−1Qµi (0)− qi0)
+[Mµi1(t)−Mµi2(t)],
where for t ≥ 0,
Mµi1(t) =
∫ t
0
(1− Fi(t− s))d
[
N(µ)i (s)− λ¯is√
µ
]
,
Mµi2(t) =
∫ t
0
∫ t
0
1s+x≤tdU
µ
i
(
N(µ)i (s)
µ
, Fi(x)
)
,
Uµi (t, x) = µ
−1/2
bµtc∑
j=1
(1ζij≤x − x).
Here ζij are all independent and uniformly distributed random variables on [0, 1] and the
service times ηij = F
−1
i (ζij), where F
−1
i (x) := inf{y : Fi(y) ≥ x}. For each fixed i, it was
proved in [40] (see (6.1)–(6.3) there) that the following weak convergence of processes hold:
µ−1/2
∑Qµi (0)
j=1 (1η¯i,j>t − (1− Fi0(t)))⇒
√
qi0W
i0(Fi0(t)), (B.8)
(1− Fi0(t))µ1/2(µ−1Qµi (0)− qi0)⇒ (1− Fi0(t))ξi, (B.9)
(Mµi1(t),M
µ
i2(t))⇒
(∫ t
0 (1− Fi(t− u))dGi(u),
∫ t
0
∫ t
0 1s+x≤tdUi (ais, Fi(x))
)
. (B.10)
In addition, there is clearly a joint weak convergence of the left-hand sides of (B.8)–(B.10)
to the right-hand sides [40]. Now, by the hypothesis, the number of customers in the
system at time zero, Qµi (0) for i = 1, 2, as well as their respective service requirements η¯ij for
i = 1, 2, are mutually independent. Moreover, the arrivals of new customers and the service
requirements of those new customers are independent of the initial number of customers
Qµ(0) and their service times. Hence, in order to prove the joint weak convergence of
(Xµ1 ,X
µ
2 ), it suffices to prove the weak convergence of (M
µ
11,M
µ
12,M
µ
21,M
µ
22) as µ→∞.
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To this end, let us define
M˜µi2 =
∫ t
0
∫ t
0
1s+x≤tdU
µ
i (ais, Fi(x)) , for i = 1, 2.
Note that by Theorem 12, we have the sequence of processes
(
N(µ)
µ
)
converges in distribu-
tion to a deterministic limit process ω where ω(t) := at for each t ≥ 0. As ω has continuous
paths and the Skorohod J1 topology relativized to the space of continuous functions co-
incides with the uniform topology there ([5, p.124]), we obtain that for each T > 0, as
µ→∞,
sup
0≤t≤T
||N(µ)(t)/µ− at|| → 0 in probability.
Then using a similar argument as in the proof of Lemma 5.3 in [40], we can establish that
for each T > 0 and  > 0,
lim
µ→∞P
(
sup
t≤T
|M˜µi2(t)−Mµi2(t)| > 
)
= 0, for i = 1, 2. (B.11)
In addition, using integration by parts, we can write (Mµ11,M
µ
21) =
(
g1(Nˆ
(µ)
1 ), g2(Nˆ
(µ)
2 )
)
,
where Nˆ(µ)i (s) :=
N(µ)i (s)−λ¯is√
µ for each s ≥ 0, gi : D([0,∞),R)→ D([0,∞),R), is defined by
gi(x(·))(t) = x(t)−
∫ t
0
x(t− s)dFi(s), for i = 1, 2,
and gi is continuous at points x(·) ∈ C([0,∞),R). See the proof of Lemma 3.3 in [40].
Now in Theorem 12 we have established that
(
Nˆ(µ)1 , Nˆ
(µ)
2
)
converges in distribution to the
Gaussian process (G1,G2) under the Skorohod J1 topology where the limiting Gaussian
process has continuous paths, it then immediately follows that
(Mµ11,M
µ
21)⇒ (M11,M21), as µ→∞, (B.12)
where
Mi1(t) =
∫ t
0
(1− Fi(t− s))dGi(s), for i = 1, 2.
Furthermore, as the service processes of each class i customers are independent, we
deduce that the two processes Uµ1 and U
µ
2 are independent for each µ, which further implies
that M˜µ12 and M˜
µ
22 are two independent processes. By Lemma 3.1 of [40], we have U
µ
i ⇒ Ui
in D([0,∞), D[0, 1]) for each i as µ→∞. Hence, we deduce from Lemma 5.3 of [40] that
(M˜µ12, M˜
µ
22)⇒ (M12,M22), as µ→∞, (B.13)
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where
Mi2(t) =
∫ t
0
∫ t
0
1s+x≤tdUi (ait, Fi(x)) , for i = 1, 2.
Then we can obtain from (B.12), (B.13) and the independence of the service processes and
the arrival processes of each class of customers that
(Mµ11, M˜
µ
12,M
µ
21, M˜
µ
22)⇒ (M11,M12,M21,M22), as µ→∞.
Together with (B.11) which implies that
(
Mµ12 − M˜µ12,Mµ22 − M˜µ22
)
⇒ (0, 0), we infer that
the process (Mµ11,M
µ
12,M
µ
21,M
µ
22) converges in distribution to (M11,M12,M21,M22) as µ→
∞. Therefore, we obtain the weak convergence of (Xµ1 ,Xµ2 ) to the desired limit process
(X1,X2). The proof is completed.
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