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Abstract
We study dynamics of isolated quantum many-body systems whose Hamiltonian
is switched between two different operators periodically in time. The eigenvalue
problem of the associated Floquet operator maps onto an effective hopping
problem. Using the effective model, we establish conditions on the spectral
properties of the two Hamiltonians for the system to localize in energy space.
We find that ergodic systems always delocalize in energy space and heat up
to infinite temperature, for both local and global driving. In contrast, many-
body localized systems with quenched disorder remain localized at finite energy.
We support our conclusions by numerical simulations of disordered spin chains.
We argue that our results hold for general driving protocols, and discuss their
experimental implications.
1. Introduction
Quantum systems coupled to time-varying external fields are ubiquitous
in nature. They exhibit many interesting phenomena including the laser, the
maser, electron-spin resonance and nuclear magnetic resonance (NMR) [1, 2].
The experimental developments in ultra-cold atomic or molecular gases and
trapped ions in the last two decades have taken us beyond the few-atom sys-
tems into the regime of isolated interacting systems, whose quantum dynamics
reveals novel aspects of thermalization, transport and non-linear response [3, 4].
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Periodically driven systems can exhibit non-trivial steady states, even in the
non-interacting limit [5, 6, 7, 8, 9]. An illustrative system is the kicked quantum
rotor, which can dynamically localize in momentum space [5, 6, 7, 8]. Periodic
driving can also be used to control the band structure and induce topological
states [10, 11, 12, 13].
Here we study periodically driven many-body systems with local interactions.
This problem has recently been addressed by D’Alessio and Polkovnikov [14] who
hypothesized that two distinct dynamical regimes are possible: the system either
(i) keeps absorbing energy, heating up to infinite temperature (e.g., defined using
the time-averaged Hamiltonian) at long times, or (ii) dynamically localizes at a
certain energy, similar to the case of the kicked rotor.
The long-time behaviour of a driven system is determined by the proper-
ties of the so-called Floquet Hamiltonian HˆF , defined in terms of the Floquet
operator
Fˆ = e−iHˆFT , (1)
which is the evolution operator over one period,
Fˆ = T
∫ T
0
exp(−iHˆ(t)t) dt. (2)
Here Hˆ(t + T ) = Hˆ is the system’s Hamiltonian, and T is time-ordering. The
Floquet Hamiltonian, which determines the time evolution of the system, can
be calculated perturbatively in the driving period T using the Magnus expan-
sion [15]. The convergence of the Magnus expansion implies that there exists
a physical HˆF that is a sum of local terms, such that the driving dynamics is
equivalent to a single quench of the Hamiltonian [14]. In this case, the sys-
tem retains the memory about HˆF and is at finite temperature with respect
to HˆF after many periods. On the contrary, if the system heats up to infinite
temperature at long times, the Magnus expansion does not converge.
Here we establish the conditions under which the two dynamical regimes are
realized in locally driven many-body systems. We consider a driving protocol
illustrated in Fig. 1(a) where the Hamiltonian is switched between two operators
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Figure 1: (Color online) (a) A scheme of the general driving protocol. (b) Example of a 1d
XXZ spin chain studied numerically (blue arrows). The Hamiltonian H0 contains nearest-
neighbor hopping and interactions, in the presence of random z-field (red arrows). Driving is
performed locally by the local operator Vˆ = hsz
L/2
applied to the middle spin.
periodically in time,
Hˆ(t) =
Vˆ 0 < t < T1Hˆ0 T1 < t < T0 + T1 (3)
i.e., Hˆ0(Vˆ ) is applied during time T0 (T1), such that the total period T = T0+T1.
We will consider lattice systems, in which the Hilbert space on every site is
finite-dimensional (e.g., an interacting spin system).
In Section 2 we map the spectral problem for the Floquet operator describing
this system onto an effective hopping problem, and show that the competition
between the typical matrix elements of tan(Vˆ T1/2) between the eigenstates of
H0 and the typical energy spacings determines whether or not the system will
heat up to infinite temperature at long times. In Section 3 we discuss some of
the signatures of heating in the hopping problem, and introduce the spin model
that is studied numerically. In Sections 4.1,4.2 we then apply our criterion to
two general classes of driven many-body systems, considering local Vˆ that acts
on a few nearby degrees of freedom. The first class is ergodic systems – i.e.,
systems that act as their own heat bath and satisfy the eigenstate thermaliza-
tion hypothesis (ETH) [16, 17, 18]. In Section 4.1 we show that for ergodic
systems, the system heats up to infinite temperature under driving, and thus
the Magnus expansion in the driving period T diverges, and HˆF is unphysical.
The second class is many-body localized (MBL) systems with quenched disorder
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that are known to be non-ergodic [19, 20, 21, 22, 23]. Under local driving, we
show that MBL systems retain memory of their initial state and never reach
infinite temperature (Section 4.2). Here, the Magnus expansion converges, HˆF
is local, and itself MBL. Throughout Sec. 4 we support our analytical results
with numerical studies of the driven XXZ spin-1/2 chain in random z-fields,
Fig. 1(b). Our conclusions are summarized in Section 5.
The above results indicate that driven interacting systems differ from non-
interacting systems (on a lattice): the latter do have a set of conserved quanti-
ties, a local Floquet Hamiltonian, and their long-time behaviour is described by
the generalized Gibbs ensemble, rather than an infinite-temperature state [24].
We note that periodically kicked random matrices, generally, do not show dy-
namical localization [25], sharing this property with one- and higher-dimensional
ergodic systems.
2. Mapping the Floquet onto a hopping problem
In this Section we provide a mapping of the Floquet problem onto an ef-
fective hopping model. This mapping shows that the competition between the
typical level spacing and the hopping matrix element (i.e., the matrix element
of tan(Vˆ T1/2) between the eigenstates of H0) determines the structure of the
Floquet eigenstates.
The Floquet operator for the driving protocol in Fig. 1(a) is given by
Fˆ = exp(−iHˆ0T0) exp(−iVˆ T1). (4)
The eigenstates of Fˆ completely determine the stroboscopic evolution of the
system. Below, we map the eigenvalue problem of Fˆ onto a hopping problem,
similar to the kicked rotor model in Ref. [6]. The lattice sites of the hopping
problem represent eigenstates of Hˆ0, while Vˆ induces hopping between sites.
The Floquet operator is unitary. Its spectrum is:
Fˆ |ψi〉 = e−iHˆFT |ψi〉 = e−iωiT |ψi〉, i = 1, . . . ,M, (5)
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whereM is the dimensionality of the Hilbert space (e.g.,M = 2N for the system
of N 1/2-spins considered below) and 〈ψi|ψj〉 = δij . The quasi-energies ωi are
defined modulo 2pi/T , hence HˆF is not unique.
Finding the spectrum of Fˆ in a many-body system is generally hard, due
to Fˆ being highly non-local. To circumvent this difficulty, let us provide an
explicit mapping to a local Hamiltonian problem. Rewrite e−iVˆ T1 in terms of a
Hermitian operator Gˆ as:
e−iVˆ T1 = (1 + iGˆ)(1− iGˆ)−1, Gˆ = − tan(Vˆ T1/2). (6)
In general Gˆ is not spatially local. If however Vˆ is local (that is, acts non-trivially
only on a finite number of spatial degrees of freedom in thermodynamic limit),
then Gˆ is also local. Defining |χi〉 ≡ (1− iGˆ)−1|ψi〉, Eq. (5) becomes:[
tan
1
2
(Hˆ0T0 − ωiT )− Gˆ
]
|χi〉 = 0. (7)
Let us view the eigenbasis of Hˆ0, labeled by |α〉, as sites in a lattice. Solving
Eq. (7) is equivalent to finding the zero-energy eigenstate of a hopping problem
on this lattice, where tan EαT0−ωiT2 plays the role of an on-site energy on site
α, and Gαβ is the hopping amplitude between sites α and β. The competition
between the typical level spacing and the hopping matrix element, which is
different in the ergodic and MBL phases [26, 27, 28, 20], thus determines the
structure of the Floquet eigenstates.
3. Microscopic model and heating diagnostics
In this Section we define several quantities that can serve as a measure for
when the system heats up under periodic driving. We also introduce the model
of a disordered XXZ spin chain, where these quantities can be readily computed
in numerical simulations. These results are presented in Sec. 4.
We imagine preparing the system at t = 0 in a low-energy eigenstate of
Hˆ0, |ϕ0〉 = |α0〉. The stroboscopic evolution at times t = NT follows from the
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expansion of |ϕ0〉 in the Floquet eigenbasis:
|ϕN 〉 = FˆN |ϕ0〉 =
∑
i
Aα0i exp(−iωiNT )|ψi〉, (8)
where Aαi = 〈ψi|α〉. At long times, the time-averaged density matrix is
ρˆ∞ =
∑
i
|Aα0i|2|ψi〉〈ψi|. (9)
The nature of the eigenstates |ψi〉 determines the steady state as t → ∞. If
each |ψi〉 is delocalized in the eigenbasis of Hˆ0, then each |ψi〉 corresponds to an
infinite temperature state. The entire density matrix, ρˆ∞, describes a system
at infinite temperature in this case. If on the other hand the |ψi〉 are localized
in the eigenbasis of Hˆ0, then, depending on Aα0i, ρˆ∞ describes a system at
different energies.
To characterize the energy absorbed under driving, at each t = NT we
introduce a dimensionless energy
QN =
(〈ψN |Hˆ0|ψN 〉 − E0)
(ET=∞ − E0) , (10)
where ET=∞ = Tr(H0)/M is the average energy at infinite temperature, and
E0 is the energy at t = 0. Ergodic and MBL cases are distinguished by QN → 1
and QN → 0 as N →∞, respectively.
Finally, to quantify the structure of the Floquet eigenstates, we compute
the participation ratio (PR). For the Floquet eigenstate |ψi〉, PR in the basis of
eigenstates α is defined as
PR =
1
M
(∑
α
|Aαi|4
)−1
. (11)
The above quantities can be readily computed in finite spin chains using
exact diagonalization. For concreteness, we focus on the XXZ spin-1/2 chain
with L sites and open boundary conditions, illustrated in Fig. 1:
Hˆ0 = Jx
∑
i
(sxi s
x
i+1 + s
y
i s
y
i+1) + Jz
∑
i
szi s
z
i+1 +
∑
i
his
z
i , (12)
where fields hi are independent random variables drawn from the uniform distri-
bution [−W,W ], and we fix Jx = Jz = 1. The model (12) exhibits both ergodic
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and MBL phases as a function of disorder strength W , with the transition at
W∗ ≈ 3 [20]. The system is driven by
V = hszL/2 (13)
acting on the middle spin (we assume h = 2). In order to minimize finite-size
effects and thus satisfy T0∆ 1, where ∆ is the bandwidth, we fix T0 = 7. The
results for this model will be presented in Sec. 4, for both the ergodic and MBL
cases which correspond to disorder strength W = 0.5 and W = 8, respectively.
Number of disorder averages performed ranges from 2×104 (L = 8, 10) to ∼ 103
(L = 12, 14).
4. Local driving
In this Section we derive the conditions for the system to heat up to infinite
temperature, and confirm them numerically. We will assume that Vˆ is local
(e.g., an operator of the form in Eq. (13)). Then, Gˆ = − tan Vˆ T12 is also local.
Furthermore we will assume that the Hilbert space at every lattice site is finite-
dimensional, like in the model (12), such that Gˆ has a finite operator norm,
||Gˆ|| ≤ C, except at special values of T1 when ηiT1 = (2n+ 1)pi, where n is an
integer and ηi are the eigenvalues of Vˆ .
We expect the zero-energy states |χi〉 in Eq. (7) to be localized in the eigen-
basis of Hˆ0 when the typical hopping amplitude Gαβ is much smaller than the
level spacing ∆λ. At quasi-energy ω, the on-site energies λα(ω) = tan
EαT0−ωT
2
have a distribution P (λ) ∝ 11+λ2 if the Eα are distributed uniformly. As we are
searching for a zero-energy solution, we focus on |λα(ω)| . 1. From the form of
P (λ), we see that the level spacing for |λα(ω)| . 1 is ∆λ ≈ ∆E ∼ 1M , where
∆E is the level spacing in energies of Hˆ0. The criterion for localization thus
takes the form:
|Gαβ | = |〈α|Gˆ|β〉|  1/M. (14)
Two comments are in order. First, the sites that we have not included have
energy λα(ω)  1, as well as level spacing ∆λ  1. Such states form a small
7
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Figure 2: (Color online) Energy delocalization and heating to infinite temperature in the
ergodic phase of the XXZ model (T0 = 7,W = 0.5). (a) Squared overlap |Aαi|2 of the Floquet
eigenstate |ψi〉 with eigenstates |α〉 of Hˆ0, ordered by energy, for a fixed disorder realization
and T1 = 1.5. |Aαi|2 are nearly uniformly spread over all eigenstates α. (b) Disorder-averaged
PR vs. T1. As L is increased, PR remains finite in the ergodic phase. (c) Disorder-averaged
QN vs. the number of driving cycles N (T1 = 1.5), for evolution starting from the ground
state. (d) Disorder-averaged saturation value Q∞ vs. T1 for different L. In the ergodic
case, Q∞ sharply approaches 1 as L → ∞ for any T1, signaling generic heating to infinite
temperature. Number of disorder averages is 2× 104 (L = 8, 10) and ∼ 103 (L = 12, 14).
fraction of the Hilbert space in the thermodynamic limit and are extremely off-
resonant; we are thus well-justified in ignoring them. Second, using Eq. (7), the
Floquet eigenstates |ψi〉 are localized (delocalized) if |χi〉 are localized (delocal-
ized).
4.1. Ergodic systems
The condition (14) does not hold for ergodic systems even for arbitrarily
weak driving. To see why, note that eigenstates |α〉 in the ergodic phase are like
random vectors in the basis of product states that satisfy the ETH. The typical
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matrix element of any local operator between two random vectors is:
|Gαβ | ∼ ||G||/
√
M 1/M. (15)
The scaling with the size of the Hilbert space is independent on the driving
strength ||Gˆ||. Thus, in the thermodynamic limit, the hopping problem is always
in the delocalized phase.
In the delocalized phase, the Floquet eigenstates are superpositions of nearly
all eigenstates |α〉 with macroscopically different physical energies Eα (but with
λα(ω) . 1). Their PR, Eq. (11), remains finite as M → ∞. The fraction
of infinite-temperature states in the Hilbert space also increases as M → ∞;
thus individual Floquet eigenstates describe infinite-temperature states of the
system.
We have verified the above statements numerically in the case of XXZ model,
Eq. (12). In Fig. 2(a) we first illustrate the structure of a typical Floquet
eigenstate |ψi〉 for a fixed disorder realization and T1 = 1.5. We plot |Aαi|2 as
function of α, ordered by energy Eα. As expected for the ergodic case, a typical
Floquet eigenstate is delocalized and has non-zero overlap with states at very
different energies.
The difference between Floquet eigenstates is further revealed in the be-
haviour of PR, Eq. (11), shown in Fig. 2(b). Disorder-averaged PR, plotted
as a function of T1 for different system sizes L, shows that Floquet eigenstates
occupy a finite fraction of the Hilbert space in the thermodynamic limit when
the system is ergodic.
The energy absorbed after N cycles, QN , Eq. (10), when the system is
initially prepared in the ground state of H0, is shown in Fig. 2(c). In the
thermodynamic limit, QN approaches 1 for ergodic systems
1.
Similarly, the saturated value Q∞ in the ergodic phase (Fig. 2(d)) tends to
1We note that, since we consider finite systems, the system will undergo rare quantum
revivals, when its energy becomes close to the initial value, which is much lower than the
infinite-temperature value (QN < 1). However, the revival time increases exponentially with
system size, and therefore for all practical purposes revivals can be ignored.
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1 as L is increased. Note that, for the system sizes studied here, Q∞  1 for
small T1, due to the small norm of the operator G. However, Q∞ monotonically
increases as a function of L, and is likely to reach 1 in the thermodynamic
limit, even for for arbitrarily small values of T1, suggesting that ergodic systems
generally heat up to infinite temperature.
4.2. Many-body localized systems
The situation is very different for MBL states. The typical matrix elements
of local operators in the MBL phase decay exponentially with system size, but
fall off faster than the level spacing [29]:
Gαβ ∼ ||G||e−L/ξ  1/M, (16)
where ξ is the “many-body” localization length (possibly different from the lo-
calization length of single-particle operators). The MBL phase is characterized
by local integrals of motion with exponentially decaying tails [22, 23]. Eigen-
states α, β that have nearly the same energy typically differ by the values of the
local integrals of motion a distance ∼ L away from the support of local operator
G. The probability of changing the value of a remote integral of motion decays
exponentially with distance, which explains the result (16).
The criterion for localization (14) is satisfied in the MBL phase. Hopping
Gˆ only significantly mixes a few eigenstates with a similar structure away from
the support of Gˆ (that is, with the same values of the local integrals of motion
distance x & ξ away). This implies that energy can be absorbed only in the
vicinity of the driving.
The structure of the Floquet eigenstates in the MBL phase is thus very
different from the ergodic case. A typical Floquet eigenstate in the MBL case has
sizable overlap only with those |α〉 that are close in energy, as shown in Fig. 3(a).
In this case, we fix the disorder realization, and set T1 = 1.5, T0 = 7, and
disorder strength W = 8. Second, the PR approaches zero as 1/M [Fig. 3(b)].
The energy absorbed after N cycles, QN , when the system is initially pre-
pared in the ground state of H0, is shown in Fig. 3(c). As expected for the MBL
10
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Figure 3: (Color online) Energy localization and absence of heating in the MBL phase
(T0 = 7,W = 8). (a) Squared overlap |Aαi|2 of the Floquet eigenstate |ψi〉 with eigenstates
|α〉 of Hˆ0, ordered by energy, for a fixed disorder realization and T1 = 1.5. The overlap is
non-zero only for a few eigenstates with similar energies. (b) Disorder-averaged PR vs. T1.
As L is increased, PR decreases as 1/M. (c) Disorder-averaged QN vs. the number of driving
cycles N (T1 = 1.5), for evolution starting from the ground state. (d) Disorder-averaged
saturation value Q∞ vs. T1 for different L. In the MBL phase, Q∞  1 and decreases with
L, indicating that the system absorbs finite energy locally. Number of disorder averages is
2× 104 (L = 8, 10) and ∼ 103 (L = 12, 14).
case, QN is much smaller than 1 for all T1 and decreases with system size. Q∞
remains smaller than one for all T1, and decays as 1/L [Fig. 3(d)]. These fea-
tures reflect the local absorption of energy in the system. The finite-size scaling
of the absorbed energy for the ergodic and MBL cases is shown in Fig. 4.
Finally, we have also numerically studied the level statistics of the Floquet
operator, characterized by the parameter [20]
r = 〈min(∆ωi,∆ωi+1)
max(∆ωi,∆ωi+1)
〉, (17)
where ∆ωi = ωi − ωi−1 and ωi are chosen to lie in the interval [0, 2pi). In the
ergodic phase, r ≈ 0.53, reflecting the circular orthogonal ensemble [30], while
in the MBL case, r ≈ 0.386, consistent with the Poisson statistics.
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Figure 4: (Color online) Absorbed energy Esat − E0 = Tr(ρ∞H0) − E0 as a function of
system size L for ergodic (red) and MBL (green) phases. In the former case, absorbed energy
is extensive and scales linearly with L, while in the latter case energy is absorbed only locally
and its value is independent of L.
5. Conclusions
We have shown that periodic local driving has very different effects on er-
godic vs. MBL systems. Driven ergodic systems heat up to the infinite tem-
perature, and their Floquet eigenstates are delocalized in energy space, while
MBL systems absorb energy only locally, and provide an example of dynamical
localization.
A few remarks are in order. First, we expect that our results hold for
other choices of (local) Vˆ and Hˆ0, in particular for harmonic driving Hˆ(t) =
Hˆ0+Vˆ cos(Ωt). Second, our approach can be extended to the case of global driv-
ing – that is, when Vˆ is a sum of local terms. In this case, Gˆ is no longer bounded
as L→∞, which can only help with delocalization [30]. Thus, globally driven
ergodic systems are also expected to heat up to the infinite temperature and
to have delocalized Floquet eigenstates, in agreement with a recent study [31].
Moreover, our results for ergodic systems suggest that non-interacting topolog-
ical Floquet bands will generally be unstable to the inclusion of interactions.
The case of globally driven MBL systems, on the other hand, is more intricate
12
and deserves a separate study [32].
Finally, we note that our results may be tested in systems of ultra-cold
atoms in optical lattices [4], trapped ions [33], and NV-centers in diamond [34].
In systems of cold atoms, there is a potential complication of excitations into
higher bands under driving; in order to observe dynamical localization or its
absence in the lowest band, it is necessary to find a parameter regime where such
processes are suppressed. We note that optical lattices with tunable disorder
have been realized, and Anderson localization in them was observed [35]. By
tuning the interactions [36, 37, 38], it should be possible to realize an MBL
phase and study its response under driving.
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