Abstract. Let W be a Coxeter group acting as a matrix group by way of the dual of the geometric representation. Let L be the lattice of intersections of all reflecting hyperplanes associated with the reflections in this representation. We show that L is isomorphic to the lattice consisting of all parabolic subgroups of W . We use this correspondence to find all W for which L is supersolvable. In particular, we show that the only infinite Coxeter group for which L is supersolvable is the infinite dihedral group. Also, we show how this isomorphism gives an embedding of L into the partition lattice whenever W is of type A n , B n or D n . In addition, we give several results concerning non-broken circuit bases (NBC bases) when W is finite. We show that L is supersolvable if and only if all NBC bases are obtainable by a certain specific combinatorial procedure, and we use the lattice of parabolic subgroups to identify a natural subcollection of the collection of all NBC bases.
Introduction
By an arrangement A, we mean a collection of (possibly infinite) codimension 1 subspaces of a finite dimensional real vector space V . Associated to A is a lattice which consists of all possible intersections of elements of A, ordered by reverse set inclusion. A rich theory has been developed to study the properties of this lattice when A is finite (see [7] ). If W is a finite group generated by a set of reflections acting on R n , the reflection arrangement corresponding to W is the arrangement consisting of the reflecting hyperplanes of all possible reflections in W . We call the intersection lattice corresponding to this arrangement a reflection lattice (with group W ) and denote it by L W .
The main purpose of this paper is to establish an isomorphism between this lattice and the lattice consisting of all parabolic subgroups of W , denoted P W , and to use this correspondence to study the supersolvability of L W . Because of the strong similarities between this isomorphism and the isomorphism established in the fundamental theorem of Galois theory, we refer to this isomorphism as the "Galois correspondence" for L W .
In Section 2, we establish our notation and recall some of the basic results we use. The Galois correspondence and the characterization of the groups W for which L W are supersolvable holds for an arbitrary Coxeter group (using the dual of the geometric representation), so we present the basic facts we need about Coxeter groups here. Also included is standard material about arrangements and their associated lattices. These results may be found in [7] for the case in which the Coxeter group (and hence the arrangement) is finite. The proofs that these results hold for L W even when W is an infinite Coxeter group are straightforward generalizations of the proofs that may be found in [7] , so we have not included them. In Section 3 we give the basic tool of the paper which is Theorem 3.1, the theorem that establishes the Galois correspondence for Coxeter groups. In Section 4 we explain how this theorem may be viewed as a generalization of the correspondence between L S n and the partition lattice by showing how the Galois correspondence can be used to realize A n , B n and D n as sublattices of the partition lattice.
Section 5 is devoted to our main application of the Galois correspondence for reflection lattices. In Theorem 5.1 we give several different characterizations of when a finite Coxeter group has an associated reflection lattice which is supersolvable. For this characterization, W is assumed to be finite because the proof uses heavily the Poincaré polynomial associated with W . In the infinite case, we are still able to achieve a complete enumeration of all W for which L W is supersolvable (Theorem 5.3); however, we are not able to give the other characterizations which appeared in Theorem 5.1. While the proof of Theorem 5.1 is relatively straightforward given that the Galois correspondence is known, the proof of Theorem 5.3 makes use of a somewhat more intricate analysis of the parabolic subgroups of W . Finally, in Section 6, we use the Galois correspondence to define a special subcollection of the collection of all non-broken circuit bases in the lattice L W . Here we also assume W to be finite so that we can use certain characterizations of simple root systems which are only true in the finite case.
Preliminaries
First we review a few facts about reflection groups that can be found, for example, in [6] . We are borrowing Humphreys' notation. Let R n be the n-dimensional Euclidean space endowed with a certain positive definite symmetric bilinear form (v, u) (for v, u ∈ R n ). A reflection r α : R n → R n sends the nonzero vector α to its negative while fixing pointwise the hyperplane H α orthogonal to α. Define W to be the group generated by all reflections r α , α ∈ , where is a root system of W . In general roots need not be of unit length, but hereafter we will always choose root systems with roots of length one. It happens that the reflections r α are all the reflections in W , and W is said to be a real ( finite) reflection group.
Each element w ∈ W can be expressed in the form:
The smallest value of k in any such expression for w is denoted al(w), and is called the absolute length of w. An expression r α 1 r α 2 · · · r α k is said to be totally reduced
Given a simple system of roots for W , the subgroups of W generated by subsets I ⊆ are of fundamental importance to our work. in , and let s α be the reflection corresponding to α ∈ . Then W is generated by the set S = {s α | α ∈ }, subject only to the relations
This presentation of W shows that W is determined up to isomorphism by the set of integers m(α, β), (for α, β ∈ ). Coxeter (see [5] ) encoded this information in a labelled graph constructed as follows: Let be a graph whose vertex set is indexed by the elements of ; two distinct vertices α, β are joined by an edge, labelled m(α, β), whenever m(α, β) ≥ 3. A pair of vertices not joined by an edge implicitly means that m(α, β) = 2. This graph is called the 
If G is a parabolic subgroup, define rank(G) = |T |. (b) P W is the partially ordered set whose elements are all the parabolic subgroups of (W, S, m), ordered by set inclusion.
Note that this definition is independent of any representation of W as a matrix group. One can also generalize the concept of a reflection without explicit use of any representation of the Coxeter group. The reflections of (W, S, m) are simply defined to be all elements of W which are conjugate to some element in S. However, for notions such as roots, simple root systems, etc., we will need a linear representation of the group W . There is a natural representation associated with a Coxeter group which is called its geometric representation.
Definition 2.4 Let (W, S, m) be a Coxeter group.
(a) Let V = span R (S) be the vector space generated by S (that is, the free R-module generated by S). Next, extend σ (s) to a function from V to V by requiring that it be linear. Finally, extend σ to a function from W to GL(V ) by requiring that it be a group homomorphism. σ is called the geometric representation of W . (c) Let σ * denote the adjoint representation of σ , that is,
is defined by
for all w ∈ W , θ ∈ V * and v ∈ V . 
for all v, v ∈ V . σ (respectively σ * ) gives V (respectively V * ) the structure of a W module, and one can easily verify that b is a morphism of the W modules V and V * . Hence, when B is non-degenerate (and thus b is an isomorphism), the representations σ and σ * are equivalent, so there is no need to distinguish between them. In particular, this is true when W is finite because in this case B is positive definite. However, for many Coxeter groups, B is degenerate, and the representations σ and σ * are not equivalent. Because we make essential use of the results concerning the Tits' cone, we must restrict our attention to σ * , and not σ . Next, we summarize these results. (a) Let I ⊂ S. Define C I as follows:
U is called the Tits' cone of W .
Here is the basic theorem concerning Tits' cones (see [6] , p. 126, Theorem (a)). Finally, we make explicit the definition of roots and simple systems of roots for Coxeter groups. We have now given the information we need concerning Coxeter groups, and we turn to the definition of the arrangement associated with a Coxeter group, together with some basic properties of arrangements. In what follows we have used [7] as the basic reference. We should note that in [7] it is assumed that A is finite, while the A we define here will be infinite for infinite Coxeter groups. However, the proofs of all the results we give below follow exactly as presented in [7] for any arrangement, finite or otherwise, as long as the hyperplanes are in a finite dimensional vector space. Hence, we will not reproduce them here. In our case, this vector space will be V * which is always finite dimensional. We start with some basic notation and definitions. Let X be a subset of V . Define X ⊥ ⊂ V * as follows:
We use x ⊥ to indicate {x} ⊥ when x ∈ V . Let A be the set of all reflecting hyperplanes associated with W , that is,
and let L W denote the poset of all possible intersections of hyperplanes in A ordered by reverse set inclusion. Denote the partial order of
It is a known fact [7, p. 23 ] that L W is a geometric lattice, with rank function given by r (X ) = codim(X ) for any X ∈ L W whenever A is a central arrangement. We should note that, in this paper, our arrangements will always consist of linear subspaces of V * , so our arrangements will always be central. Certain Coxeter groups have associated with them a natural affine representation. While the standard technique of converting this representation to a linear representation in one higher dimension does give the co-geometric representation which is discussed in this paper (see [6, p. 133]), we never directly discuss the arrangement obtained by taking the collection of reflecting hyperplanes from the original affine representation. Hence, we need never consider the problems associated with noncentral arrangements.
All the reflecting hyperplanes H α have rank one and are called the atoms of L W . Moreover, for any two elements X and Y of L W the meet of X and Y is given by
while if X ∩ Y = 0, the join of X and Y is defined to be:
We also need to review the notions of independent set and basis for geometric lattices. Let L be a geometric lattice. Let A denote the set of atoms of L. A subset B = {b 1 , . . . , b m } ⊆ A is said to be independent if the rank of the join of its elements
Otherwise, B is said to be dependent. A subset B ⊆ A is said to be a base for an element X ∈ L if and only if B is independent and if B = X. A circuit is a dependent set B ⊆ A such that all its proper subsets C ⊂ B are independent. Given a total order ≺ on the set of atoms A, we say that
In other words, the broken circuits are obtained from the circuits by removing the smallest atom. A non-broken circuit, NBC, is a set of atoms that does not contain any broken circuit. Note that NBC sets are independent sets of atoms.
There is a fundamental link between the NBC bases of L W and the elements of W when W is finite. Indeed, the first author together with A. Goupil and A. Garsia established in [2] the following correspondence. Let {H α 1 , . . . , H α k } be an NBC base where α i < α j if i < j. Let this NBC base correspond to w defined by
It turns out that Eq. (2.1) is a totally reduced expression for w, and this correspondence is a bijection between W and the set of all NBC bases of L W (for a given total order on A). Moreover, the enumerating polynomial for all the NBC bases of L W
has a factorization that involves the exponents of W (see [3] ):
We shall return to this factorization in Section 5.
The Galois correspondence for the lattice of parabolic subgroups
In this section we will show (Theorem 3.1) that P W , the partially ordered set of parabolic subgroups of W , is order isomorphic to L W (and hence is a geometric lattice). This theorem is almost a direct corollary of Tits' theorem stated above. While the proof of Theorem 3.1 primarily uses this well-known basic tool, it appears the fact that P W and L W are isomorphic is not well known. In fact, while there is a huge body of literature devoted to the study of L W , we are unable to even find the definition of P W in the literature. (Frequent reference can be found to the lattice consisting of all parabolic subgroups of the form T where T is a subset of some fixed S. This lattice is isomorphic to the Boolean lattice of subsets of S and is a proper sublattice of P W .) This isomorphism is crucial for the results of this paper because our main technique for resolving questions about L W will be to resolve the corresponding question about P W . We start with the definitions of the functions which will turn out to be the lattice isomorphism and its inverse between L W and P W . The notation for these functions varies somewhat in the literature. We chose to use the notation from Galois theory because of the very close parallel between this result and the fundamental theorem of Galois theory.
Definition 3.1 Let (W, S, m) be a Coxeter group, and let ρ
* denote the cogeometric representation of (W, S, m).
We now give the proof of the basic tool we will use in this paper. 
Also, since {wt : t ∈ T } is independent (w is a linear isomorphism, and T ⊂ S is independent), the dimension of t∈T (wt) ⊥ is dim(V * ) − |T |, which shows the rank of Fix(G) is |T |. By definition, |T | is also rank(G), so Fix is rank preserving as well.
Next we observe that Gal(X ) is a parabolic subgroup if X is in L W . To see this, let U denote the Tit's cone in V * (see Definition 2.5). Let C = X ∩ U . Notice that the interior of C in X is non-empty, so that span(C) = X . Hence, Gal(X ) = Gal(C) (using the fact that ρ * is a linear action). But Theorem 2.1, (in which C is of the form C I ) says that Gal(C) = W I , which is a parabolic subgroup of W . Moreover, if C = C I , then rank(X ) = |I|. Also, rank(W I ) = |I |, thus Gal is rank preserving. Now, since it is always true that Fix(Gal(X )) ⊃ X and Gal(Fix(G)) ⊃ G, the rank preserving properties of these maps show that Fix(Gal(X )) = X and Gal(Fix(G)) = G, which completes the result.
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Observe that in the finite case, if X ∈ L W and if is a root system for W then ∩ X ⊥ is a root system for Gal(X ).
In the next section we show how this "Galois" correspondence can be viewed as a generalization of the well known correspondence between L S n and the partition lattice. Indeed when W is the symmetric group S n , with its usual action by permutation matrices on R n , the corresponding reflection lattice is isomorphic to the partition lattice, the lattice consisting of all partitions of the set {1, . . . , n} ordered by refinement. We will, in fact, show that when W is of type A n , B n or D n , Theorem 3.1 can be interpreted as giving a correspondence between W and certain sublattices of the partition lattice on the set [n,n] = {1, . . . , n,1, . . . ,n}.
Orbits of parabolic subgroups as partitions
It is a well known fact that the lattice of the braid arrangement A n+1 is isomorphic to the partition lattice π n . Observe that to a partition π = (π 1 , . . . , π k ) of the set [n] there corresponds the parabolic subgroup
where S π i is the group of permutations of the set π i . Clearly, the orbit decomposition of this parabolic subgroup is given by the partition π. Thus, one can also interpret the partition lattice as the lattice of orbits of all parabolic subgroups of S n . It is this latter observation that we wish to generalize to the arrangements of type B n and D n . For this entire section, let W stand for S n , B n or D n . Consider the usual action of W on the set
, form a partition of the set [n,n]. We claim that the lattice P W of parabolic subgroups of W is isomorphic to the poset O(P W ) of partitions of the set [n,n], corresponding to the orbits of the parabolic subgroups of W , ordered by refinement. Even though this correspondence seems very natural we have not encountered it explicitly in the literature. Thus, we will give a detailed listing of the basic lemmas which will be useful in proving Theorem 4.1, without burdening the reader with their detailed proofs.
First, we make some observations. Orbits appear in pairs, that is, {1,1, . . . , 2,2 
To see that it is not possible to have more than one self-barred part one needs only to realize that if We now describe the join of two partitions π and π in O(P W ). Take the usual join in the partition lattice and combine the self-barred parts into a single (thus self-barred) part. This definition of join in O(P W ) does correspond to the join of parabolic subgroups in P W .
The meet of two partitions in O(P W ) is the same as the meet in the partition lattice. One also easily sees that the rank function in O(P W ) is given by the following rule. Let k be the number of non-self-barred parts of π ∈ O(P W ); then the rank of π is r (π ) = n − k 2 . Recall that if H is a parabolic subgroup of W with simple system , the rank of H in P W is r (H ) = | |.
Lemma 4.4 Let H ∈ P W , and let O(H ) be the corresponding partition of [n,n] in O(P W ). Then r (H ) = r (O(H )).

Proof (Sketch):
A straightforward proof by induction on rank(H ) yields the desired result. Indeed, if H is of rank one, the number of non-self-barred parts in O(H ) = 2(n − 1), so r(O(H)) = n − 2(n−1) 2 = 1. To complete the proof, observe that if s is a reflection of W such that s < H then r (H ∨ s ) = r(H) + 1. A study of the different cases, π ∨ a i where a i is an atom of O W (and a i < π) reveals that if the number of non-self-barred parts of π was equal to k, then the number of non-self-barred parts of π
) + 1 and the proof follows. 2
The above lemmas allow us to conclude that
Theorem 4.1 Let P W be the lattice of all parabolic subgroups of W ordered by inclusion, and let O(P W ) be the lattice of orbits of all the elements of P W ordered by refinement. P W and O W are isomorphic. Moreover (a) O(P S n ) consists of all partitions π of [n,n] of the form given in Eq. (4.1). (b) O(P B n ) is the poset of all partitions with at most one self-barred part and with all parts occurring in pairs. (c) O(P D n ) is the poset of all partitions with at most one self-barred part of cardinality ≥4
and with all parts occurring in pairs.
Notice that one could establish the isomorphism between P W and O(P W ) as a partially ordered set and then use this correspondence to derive the form of meet, join and rank within O(P W ).
An interesting corollary is the following criteria for parabolic subgroups. An admissible partition of [n,n] is a partition with paired parts together with at most one self-barred part.
Corollary 4.7 If H is a reflection subgroup of W with orbit decomposition yielding a non-admissible partition of [n,n] then H is not a parabolic subgroup of W.
Given that D n is a reflection subgroup of B n which is not parabolic, the converse is not true.
Supersolvable lattices
An interesting problem concerning the lattices L W is to determine if they are supersolvable when W is irreducible. For an overview and references regarding this subject see [1] .
As we mentioned in the introduction it is not easy, in general, to determine if a lattice is supersolvable. When the reflection group is either S n , B n (the group of signed permutations), or D n (the dihedral group), it is known that the corresponding lattices are supersolvable. But the supersolvability of L W for the other reflection groups does not seem to be mentioned in the literature. Through personal communications with G. Ziegler and H. Terao it was suggested that none of the others were supersolvable for finite reflection groups. In this section, we give an elegant combinatorial proof (using the lattice of parabolic subgroups), of the fact that the only supersolvable lattices L W , when W is finite, are the ones corresponding to either D n or the reflection groups of type A n and B n . Moreover, we are also able to prove, using more involved arguments, that the only infinite irreducible W for which L W is supersolvable is D ∞ . Let us first recall the definition of supersolvability. Let L be a geometric lattice of finite rank r (L) = n. An element m ∈ L is called modular [8] if
for every m ∈ L . Let0 be the minimal element of L and1 be its maximal element.
A geometric lattice L is said to be supersolvable [9] if it has a maximal chain
of modular elements, (called an M-chain of L).
Let A be the set of atoms of L, and let ∼ be an equivalence relation on A. 
NBC(L) = ℘ (∼).
First we restrict our attention to finite reflection groups. In the next theorem we use the classification of all the real finite reflection groups, together with their Coxeter diagrams and lists of degrees. See for example [6, pp. 32, 59 ]. 
where {a i } form a set of representatives for the equivalence classes of ∼. But, as we mentioned in the preliminaries this generating function factors out as
where m i (resp. d i ) are the exponents (resp. degrees) of W . Next we show that
To this end, first assume that b ∈ [a] and b = a. Since, a ∼ b then {a, b} / ∈ ℘ (∼), thus {a, b} is not an NBC basis. This means that {a, b} is itself a broken circuit since {a, b} is independent and singleton sets are never broken circuits. Hence, we have shown
[a] ⊆ {b ∈ A | {a, b} is a broken circuit} ∪ {a}.
Next let b ∈ A such that {a, b} is a broken circuit. Hence {a, b} is not an NBC basis, which means {a, b} / ∈ ℘ (∼). But this implies that a ∼ b. Thus showing:
[a] ⊇ {b ∈ A | {a, b} is a broken circuit} ∪ {a} and consequently Eq. (5.1) . Now, let a 1 be the smallest atom of A. We have that {a 1 , b} (b ∈ A) is always an NBC basis. Hence [a 1 ] = {a 1 }, which corresponds to the degree 2 which appears in the list of degrees for each of the real finite reflection groups W. Next, let a 2 be the smallest atom in A − {a 1 }. For which b ∈ A is {a 2 , b} a broken circuit? Clearly, {a 2 , b} is a broken circuit if and only if {a 1 , a 2 , b} is a dependent set. But this is so only when b < a 1 ∨ a 2 and b is neither a 1 nor a 2 . Using the identification between ℘ W and L W we let H = a 1 ∨ a 2 be the corresponding parabolic subgroup of W. Viewed this way we realize that b < H if and only if b is a subgroup generated by a single reflection. There are as many such subgroups as there are reflections in H. Hence,
But H is a rank 2 reflection group, so it is a dihedral group of order k, for some positive integer k. There are exactly k such reflections in H , so
Moreover, k is also the order of the product of any two generating reflections in H. But the orders of such products are labels on the Coxeter diagram of W (using here the fact that H is a parabolic subgroup of W ). Hence,
must be one of the labels of the diagram of W. On the other hand, we saw earlier that |[a 2 ]| + 1 is also a degree of W. Since the degree 2 occurs only once in the list of degrees of W (for any W ), k cannot be 2, and the theorem is complete. 2
Now we return to the case in which W is allowed to be infinite. We now start with a definition which will be convenient for our analysis. The following result is the crucial idea which enables us to deal with the infinite case. Proof: Assume H is a modular parabolic subgroup which does not have rank either 0, 1 or n ≡ rank(W ). Let j = rank(H ). Let H be any parabolic subgroup with rank(H ) = n − j + 1. Such a subgroup exists since j > 1 implies that n − j + 1 < n. Since both H and H have rank strictly less than n, they are finite groups by assumption.
First, we claim that for any w ∈ W , there must be a reflection in H ∩ w H w −1 . To see this, assume that there is a w so that H ∩ w H w −1 contains no reflection. Now w H w −1 ∈ P W , and hence
we have H ∧ w H w −1 also contains no reflections. Since every parabolic subgroup is a reflection group, we have H ∧ w H w −1 is trivial. Now, since H is a modular element, we have
which provides our desired contradiction.
Next, for every two (not necessarily distinct) reflections σ ∈ H and σ ∈ H , define the set
We claim every element w of W is in some A σ, σ . To see this, let σ be a reflection in w H w −1 ∩ H . So σ ∈ H and σ = wσ w −1 with σ a reflection in H , which shows w ∈ A σ, σ for this σ and σ . Now, there are only a finite number of the sets A σ, σ because H and H are both finite. This means one of the sets A σ, σ must be infinite since W is infinite. Let
and let w ∈ A σ, σ , where A σ, σ is infinite. Then the function f :
w is one-to-one, which means Z (σ ) is infinite. Now, let v be any eigenvector of σ with eigenvalue −1. We have that w(v) also must be an eigenvector with eigenvalue −1 for σ if w ∈ Z (σ ). This means w(v) = λ w v. Since W preserves the inner product B, and since v has positive length in B, we have that λ 2 w = 1 for every w ∈ W . The function w → λ w is, therefore, a group homomorphism into {1, −1}. Hence, its kernel, K , is a subgroup of Z (σ ) of finite index, and hence is infinite. But K is the stability subgroup of W at v. Now Theorem 3.1 says that any stability subgroup is a parabolic subgroup. Since K is an infinite parabolic subgroup, it must be all of W . This shows that σ commutes with every element of W . Hence, W = σ ⊕ W where W is the subgroup generated by all reflections distinct from σ in a simple system of reflections containing σ . But W is a proper parabolic subgroup, and hence finite. This gives us that W is finite, and we have produced the desired contradiction. To complete the study of infinite Coxeter groups, we rely upon a detailed analysis of the rank 3 Coxeter groups for which P W is supersolvable. Once this is known, the general infinite case becomes easy to resolve.
Theorem 5.2 Let W be a rank 3 Coxeter group. P W is supersolvable if and only if m(W ) is one of the following lists:
[2, 2, n], [2, 3, 3] or [2, 3, 4] where n is an integer strictly larger than 1 or n = ∞.
Proof:
The lists in the theorem represent the Coxeter groups D n ⊕ Z 2 , A 3 and B 3 , respectively. Since P D n , P A n and P B n are each supersolvable for all n, the implication "⇐" is true. (Note that P D n is supersolvable for all n, including n = ∞, since every rank two lattice is always supersolvable.)
We now show "⇒". Assume P W is supersolvable. First, we observe that either 2, or ∞, are in m(W ). Indeed, if W is finite, then 2 must be in m(W ) by [6, p. 137 Let H ≡ A, B and H ≡ A, C . We will find a conjugate of H which has trivial meet with H . This will mean that neither H nor H are modular elements in P W . Next, notice that our argument will still apply when A and C are interchanged. Hence, we can also conclude that C, B and C, A are not modular as well. Since every rank 2 parabolic subgroup is conjugate to one of these three subgroups H , H or C, B , we will then have shown that there are no rank 2 modular elements in P W , which shows that P W is not supersolvable. In order to find the desired conjugate of H which will have trivial meet with H , observe that every member of H fixes e 3 ≡ (0, 0, 1) t . So every element of w H w −1 will fix the vector we 3 . 
respectively. Thus, if w H w −1 ∧ H =0, then we 3 must be in one of these two sets. First, let w = BC so that
Since [2, 2, n] is listed in the theorem, we need only deal with the case in which m(W ) has only one 2. Hence, a and c are not zero, and we have we 3 / ∈ X 1 and we 3 / ∈ X 2 as long as c = 1. Thus, it remains to check the case for which c = 1. In this situation, we look at With this information, we proceed as we did in the case when b = 0. Let v = BCe 3 . We will show that v is not in the fixed point set of any reflection in H . Assume this is not true; namely, that v ∈ Y . Observe that a, c ≥ 1 since 2 / ∈ m(W ). Hence x = 2 + ac is not zero, so we may conclude that
is an integer. Using that 1 ≤ a, c ≤ 2, we find that
Since n is a strictly positive integer, we have either that n = 1 or n = 2. If n = 2, then both a and c must be 1, for otherwise (5.2) would be a strict inequality. Replacing a and c by 1 in Eq. (5.1) would then say that n = 1, giving a contradiction. If n = 1, then c = 1. We now deal with the case c = 1 in the same way as we dealt with it before. Consider
If this vector is in Y , then
is an integer. Note that n is always less than 1. When a > 1, we have a ≥ 2 1/2 so that n is positive, giving a contradiction. When a = 1, then n = −1/7 also giving a contradiction, and the proof is now complete. 
Non-broken circuit bases
In this section we assume W is finite. As we saw earlier, the NBC bases play a fundamental role in many aspects of the theory of reflection groups, and the elements of NBC(L W ) are in one to one correspondence with the elements of W. 
where T ⊆ I ⊆ . Hence T is a parabolic subgroup. First note that since is an independent set of vectors in R n , so is T . This means that in L W , T is an independent set of atoms. Next, let H α b be any atom of L W so that {H α b } ∪ T is a dependent set. We must show that H α b is larger or equal to some atom of T. Now since {H α b } ∪ T is dependent, we have that α b is a linear combination of elements of T . Thus, α b ∈ (Fix( T )) ⊥ . But by the remark following Theorem 3.1, the root system for Gal(Fix( T )) is (Fix( T )) ⊥ ∩ (where is the root system for W ). Since by definition α b ∈ , we have that α b is a root of Gal(Fix( T )). By means of the Gal correspondence and using the fact that T is parabolic, this means that α b is a root of T . So, is as large as possible subject to the condition that λ t 1 = 0. Then α b − α t 0 has λ t 1 as the coefficient of α t 1 in its expansion in terms of α t i . Since λ t 1 is strictly positive, and since the total order on the atoms of L W is given in terms of the lexicographic order taking as an ordered basis, we have that α b − α t 0 is strictly greater than 0. This shows that H α b is strictly greater than H α t 0 . Hence, T is not a broken circuit, and the proof is complete.
2 Note 1. By analogy to previous work of the first author, the equivalence classes of ∼ are called the hands of ∼ .
