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Many-body localization is shown to suppress imaginary parts of complex eigenenergies for general
non-Hermitian Hamiltonians having time-reversal symmetry. We demonstrate that a real-complex
transition, which we conjecture occurs upon many-body localization, profoundly affects the dy-
namical stability of non-Hermitian interacting systems with asymmetric hopping that respect time-
reversal symmetry. Moreover, the real-complex transition is shown to be absent in non-Hermitian
many-body systems with gain and/or loss that breaks time-reversal symmetry, even though the
many-body localization transition still persists.
Introduction. The reality of eigenenergies of a Hamil-
tonian is closely related to the dynamical stability. Even
without Hermiticity, certain classes of non-Hermitian
Hamiltonians are known to have real eigenenergies. For
example, a real-complex transition of eigenenergies of
non-Hermitian systems featuring parity-time (PT) sym-
metry [1–15] has attracted growing interest motivated
by their experimental realization [16–34]. Another im-
portant class exhibiting a real-complex transition is non-
Hermitian systems with disorder and time-reversal sym-
metry (TRS). Hatano and Nelson [35–38] investigated a
single-particle disordered model with asymmetric hop-
ping, and found that real eigenenergies become complex
when the Anderson localization is destroyed by strong
non-Hermiticity. However, it is highly nontrivial whether
a real-complex transition due to localization and TRS
found in noninteracting models [39–45] persists in non-
Hermitian many-body systems. Previous results [36, 46]
are not conclusive because the many-body localization
(MBL) [47–64] was not well established at that time.
This problem is also relevant to the depinning transition
in type-II superconductors [35–37].
Such non-Hermitian setups are relevant for continu-
ously measured quantum many-body systems. Indeed,
non-Hermitian dynamics is justified for individual quan-
tum trajectories (i.e., pure states where measurement
outcomes are postselected) with no quantum jumps [65].
It is nontrivial whether disorder, which prevents the sys-
tem from thermalizing in Hermitian systems, affects the
dynamics of such open systems. The non-Hermitian
treatment of disordered open systems describes physics
different from the master-equation approach [66–70],
where dissipative outcomes are averaged out.
In this Letter, we show that localization suppresses
imaginary parts of many-body eigenenergies for non-
Hermitian interacting Hamiltonians having TRS and
can induce a real-complex transition. Investigating
disordered interacting particles with asymmetric hop-
ping, we find a real-complex transition at which almost
all eigenenergies become real as disorder is increased
(Fig. 1(a) and (b)). In the real-eigenenergy phase, energy
absorption/emission disappears despite non-Hermiticity,
FIG. 1. (a) Weakly disordered models with asymmet-
ric hopping. Two close eigenenergies in the real axis coa-
lesce by a non-Hermitian perturbation and become complex-
conjugate pairs due to delocalization of eigenstates and TRS.
(b) Strongly disordered models with asymmetric hopping.
Coalescence of eigenenergies due to perturbation is prohib-
ited by localization. (c) Disordered models with gain and/or
loss. Eigenenergies acquire nonzero imaginary parts with-
out coalescence due to the absence of TRS, irrespective of
the presence of localization. (d) Eigenenergy statistics (real-
ity and level-spacing statistics) and entanglement entropy of
eigenstates for an asymmetric-hopping model (Eq. (1)) and a
gain-loss model (Eq. (2)) with varying disorder strength.
demonstrating that quantum states become dynamically
stable. We show that a non-Hermitian MBL occurs close
to the real-complex phase transition point. We conjec-
ture that the two transitions coincide in the thermody-
namic limit on the basis of an analytical discussion about
the stability of eigenstates. We also demonstrate that
real-complex transitions are absent in non-Hermitian sys-
tems with gain and/or loss that break TRS, though non-
Hermitian MBL still survives (see Fig. 1(c)). The results
are summarized in Fig. 1(d).
Localization suppresses complex eigenenergies. We
first show that localization suppresses imaginary parts
of many-body eigenenergies for generic non-Hermitian
Hamiltonians having TRS. Let us decompose the local
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2Hamiltonian into the unperturbed part and the non-
Hermitian perturbation as Hˆ = Hˆ0 + VˆNH (Hˆ0 can be
non-Hermitian). We consider a set of real eigenenergies
{Ea} of Hˆ0 and the corresponding right (left) eigenstates
|ERa 〉 (|ELa 〉), which satisfy 〈ELa |ERb 〉 = δab [71].
To see why TRS is crucial for the reality of
eigenenergies, we consider the first-order energy shift
〈ELa |VˆNH|ERa 〉, which is in general complex (Fig. 1(c))
but becomes real when TRS is imposed [72]. On the
other hand, even with TRS, eigenenergies can coalesce
and acquire imaginary parts [1] for sufficiently large non-
Hermiticity VˆNH. The coalescence occurs due to mixing
of eigenstates, resulting from higher-order perturbations.
As detailed later, while the mixing of two adjacent eigen-
states occurs for delocalized eigenstates, it does not for
MBL eigenstates [73]. In fact, for delocalized phases,
many complex eigenenergies appear via coalescence of
excited eigenstates [74] (Fig. 1(a)), whereas such coales-
cence is suppressed for MBL phases (Fig. 1(b)).
Model. We consider hard-core bosons with asymmet-
ric hoppings on a one-dimensional lattice subject to the
periodic boundary condition:
Hˆ =
L∑
i=1
[
−J(e−g bˆ†i+1bˆi + eg bˆ†i bˆi+1) + Unˆinˆi+1 + hinˆi
]
.
(1)
Here, nˆi = bˆ
†
i bˆi is the particle-number operator at site i
with the annihilation operator bˆi of a hard-core boson, g
controls non-Hermiticity, and hi is randomly chosen from
[−h, h]. This model has TRS (complex conjugation) and
can be realized experimentally in continuously measured
ultracold atomic systems, where strong disorder has been
realized [62] and asymmetric hopping can also be imple-
mented [75]. In the following, we assume J = 1, U = 2,
g = 0.1, and a fixed-number subspace with M = L/2
(half filling). See Supplemental Material [76] for other
parameters and a Bose-Hubbard model with asymmetric
hopping [46].
Real-complex transition. Fig. 2(a) shows the eigenen-
ergies of the Hamiltonian in Eq. (1). The spectrum is
symmetric with respect to the real axis due to TRS. The
fraction of eigenenergies with nonzero imaginary parts
decreases for large h.
As a quantitative indicator of the reality of eigenen-
ergies, we define fIm =
DIm
D , where DIm is the number
of eigenenergies with nonzero imaginary parts, D is the
total number of eigenenergies, and the overline denotes
the disorder average [78]. This quantity measures the
fraction of eigenenergies with nonzero imaginary parts.
Figure 2(b) shows the h-dependence of fIm for differ-
ent values of L. As the system size increases, fIm in-
creases for h . hRc ' 8 and decreases for h & hRc . We
also confirm the critical scaling collapse of fIm as a func-
tion of (h − hRc )L1/ν , indicating a real-complex phase
FIG. 2. (a) Eigenenergies of the non-Hermitian Hamilto-
nian (1) with L = 12 for different values of h. As h increases,
the fraction of complex eigenenergies decreases. (b) (top) De-
pendence of fIm on h for L = 6, 8, 10, 12, 14, and 16 [77]. As
L increases, fIm increases for h . hRc (' 8) and decreases for
h & hRc . (bottom) The critical scaling collapse of fIm is found
as a function of (h − hRc )L1/ν , where we use hRc = 8.0 and
ν = 0.5. The value fIm is determined by setting a cutoff of
the imaginary part C = 10−13, where pure complex eigen-
values (|ImEα|  C) and machine errors (|ImEα|  C) are
clearly separated. (c) (top) Time evolution of the real part
of the energy of the system for h = 2, 4, 6, 7, 8, 10, 12, and 14,
where the initial energy decreases with increasing h. The en-
ergy changes in time for h . hRc but stays almost constant
for h & hRc . (bottom) The dynamics of the half-chain entan-
glement entropy for g = 0.1 (solid) and g = 0 (dotted) with
different h. For h = 2, S(t) first exhibits a linear growth for
both g but decreases in the long time only for g = 0.1. For
h = 14, S(t) exhibits a logarithmic growth for both g = 0
and 0.1 even in the long time. We take |ψ0〉 = |1010 · · ·〉 as
an initial state.
transition of many-body eigenenergies at h = hRc in the
thermodynamic limit (L → ∞): almost all eigenener-
gies are complex for h < hRc and real for h > h
R
c . This
real-complex transition is identified by the statistics of
the spectrum (i.e., the average over disorder and eigen-
states) in the thermodynamic limit (the maximum imag-
inary part among all eigenenergies also exhibit the same
transition [76]). This is in contrast to the conventional
PT transition, which is identified to be the point at which
eigenstates coalesce without an average over many eigen-
states.
Our results show that highly-excited eigenenergies sud-
denly become almost real with increasing disorder. This
change significantly affects the dynamical stability of
the system. Figure 2(c) shows the evolution of the
real part of energy ER(t) = Re[〈ψ(t)|Hˆ|ψ(t)〉]. Here
|ψ(t)〉 = e−iHˆt|ψ0〉||e−iHˆt|ψ0〉|| corresponds to the state at time t for
a quantum trajectory with no quantum jumps, which is
microscopically justified for continuously measured quan-
tum systems [65]. While the energy should be conserved
3FIG. 3. (a) Nearest-level-spacing distribution of (unfolded)
eigenenergies on the complex plane for h = 2 and that of
eigenenergies on the real axis for h = 14 (a single disorder
realization with L = 16). For h = 2, the distribution is
a Ginibre distribution PCGin(s) rather than a Poisson distri-
bution PCPo(s) =
pis
2
e−
pi
4
s2 on the complex plane [80]. For
h = 14, the distribution is a Poisson distribution on the real
axis PRPo(s) = e
−s rather than the Wigner-Dyson distribution
PRWD(s) =
pis
2
e−
pi
4
s2 . Statistics are taken from eigenenergies
lying within ±10% of the real and imaginary parts from the
middle of the spectrum. (b) (top) Half-chain entanglement
entropy S/L obtained by averaging Sα/L over disorder [77]
and eigenstates whose eigenenergies lie within ±2% from the
middle of the real part of the spectrum. With increasing h,
S/L shows a crossover from the volume to area law. (bot-
tom) The critical scaling collapse is confirmed as a function
of (h−hMBLc )L1/ν , where we use hMBLc = 7.1 and ν = 1.3. (c)
Stability of eigenstates G for different values of L and with
VˆNH = bˆ
†
i bˆi+1 [77]. With increasing h, G changes from ∼ αL
to ∼ −βL (α, β > 0) at hMBLc ' 7± 1.
for any h in the Hermitian Hamiltonian, it is sensitive
to small non-Hermiticity for h . hRc . This sensitivity
is due to the delocalized eigenstates with nonzero imagi-
nary parts and signals the dynamical instability. On the
other hand, the system is stable for h & hRc , where the
energy is conserved except for negligibly small oscilla-
tions since almost all eigenenergies are real. Moreover,
the real-complex transition is relevant for the dynamics
of other quantities [76], e.g., the half-chain entanglement
entropy S(t) as shown in Fig. 2(c).
While the non-Hermitian dynamics relevant for contin-
uously measured systems is different from isolated quan-
tum systems, our results indicate that dynamics and sta-
tionary states are distinct in the two phases. This pro-
vides a first step toward understanding statistical me-
chanics of such open quantum systems. For example,
recurrence does not occur in the complex-eigenenergy
phase but it does in the real-eigenenergy phase [79].
Non-Hermitian many-body localization. We next dis-
cuss a delocalization-localization transition of the sys-
tem. While it is nontrivial how to characterize MBL
in non-Hermitian systems, we show that some of the
known machinery to characterize Hermitian MBL can be
generalized to the non-Hermitian regime. We first con-
sider the nearest-level-spacing distribution of (unfolded)
eigenenergies [80] on the complex plane for small h and
on the real axis for large h in Fig. 3(a) [81]. Here,
nearest-level spacings (before unfolding) for an eigenen-
ergy Eα on the complex plane is given by the minimum
distance minβ |Eα − Eβ |. For weak disorder, we numer-
ically find that the distribution is a Ginibre distribu-
tion PCGin(s) = cp(cs), which describes an ensemble for
non-Hermitian Gaussian random matrices [80, 82]. Here
p(s) = limN→∞
[∏N−1
n=1 en(s
2)e−s
2
]∑N−1
n=1
2s2n+1
n!en(s2)
with
en(x) =
∑n
m=0
xm
m! and c =
∫∞
0
dssp(s) = 1.1429 · · · [42,
80, 83]. Our result demonstrates a non-Hermitian gener-
alization of the conjecture [49, 80, 84] that level-spacing
statistics of delocalized Hermitian systems obey the
Wigner-Dyson distribution. This Ginibre-type phase is
a novel delocalized phase that we conjecture emerges for
generic non-Hermitian interacting systems. For strong
h, the level-spacing distribution becomes Poissonian on
the real axis PRPo(s) = e
−s, indicating that neighboring
eigenstates become uncorrelated.
We also consider the half-chain entanglement en-
tropy for the right eigenstates |ERα 〉 [85]: Sα =
TrL/2[|ERα 〉 〈ERα |], where |ERα 〉 is normalized to unity:
〈ERα |ERα 〉 = 1 [86]. In Fig. 3(b), we show the L-
dependence of Sα/L averaged over the eigenstates around
the middle of the spectrum [87]. This figure shows that
the entanglement entropy exhibits a crossover from the
volume to area law as we enter the MBL phase around
h ' hMBLc . We also confirm the critical scaling col-
lapse as a function of (h − hMBLc )L1/ν . These results
show that the delocalized and MBL phases can be dis-
tinguished by the entanglement entropy even in non-
Hermitian systems, in a manner similar to the Hermi-
tian case [60, 88]. For the delocalized phase, eigen-
states of Hermitian/non-Hermitian systems are well de-
scribed by those of Hermitian/non-Hermitian random
matrices, which are regarded as random eigenvectors sat-
isfying the volume law of entanglement. For the localized
phase, eigenstates are characterized by quasilocal con-
served quantities for both Hermitian and non-Hermitian
cases (because non-Hermiticity does not significantly af-
fect eigenstates for the localized phase as discussed be-
low) and the area law of entanglement holds.
As discussed above, the stability of eigenstates of Hˆ0
under local perturbations VˆNH is important for the sup-
pression of complex eigenenergies. We consider G =
ln
|〈ELa+1|VˆNH|ERa 〉|
|E′a+1−E′a| as a measure of the stability of the eigen-
states. The factor in the logarithm is nothing but the
4convergence factor for the standard perturbation the-
ory of quantum mechanics [76]. Here we only consider
E ′a = Ea + 〈ELa |VˆNH|ERa 〉 that stays real and the labels of
eigenstates a’s are taken such that E ′1 ≤ E ′2 ≤ · · · . This
is a non-Hermitian generalization of the Hermitian coun-
terpart introduced in Ref. [73], where ∂G∂L > 0 for the
delocalized phase because level spacings (denominator)
become much smaller than typical off-diagonal matrix el-
ements (numerator) [89–93], and ∂G∂L < 0 for the localized
phase because quasilocal conserved quantities drastically
suppress the off-diagonal matrix elements [54, 55, 63, 64].
In Fig. 3(c), we show the h-dependence of G for the
non-Hermitian setting. We find G ∼ αL (α > 0) for the
delocalized phase and G ∼ −βL (β > 0) for the localized
phase, which is similar to the Hermitian case because of
the same reason as the entanglement entropy. From the
point at which G is independent of L, we determine the
non-Hermitian MBL transition point to be hMBLc ' 7±1,
which is close to hRc .
We conjecture that the real-complex transition point
hRc and the MBL transition point h
MBL
c coincide in the
thermodynamic limit. Indeed, from the above discussions
of stability G, the coalescence of adjacent eigenstates is
suppressed due to the non-Hermitian MBL. Furthermore,
for our model in Eq. (1), we can show that the coales-
cence process is suppressed even for non-adjacent eigen-
states and hence the entirely real spectra are realized, as
detailed in Supplemental Material [76]. Note that in our
numerics up to L = 16, the two transition points are close
(hRc ' 8 ± 1 and hMBLc ' 7 ± 1 for g = 0.1) but slightly
different. On the basis of the analytical discussions of
the stability, we conjecture that the small deviation is
attributed to the finite-size effects.
Disordered model with gain and loss. Finally, we show
that without TRS, the real-complex transition does not
occur upon the non-Hermitian MBL transition. We focus
on the model with gain and loss, which is experimentally
feasible [95, 96]:
Hˆ =
L∑
i=1
−J(bˆ†i+1bˆi + H.c.) + Unˆinˆi+1
+ (hi − iγ(−1)i)nˆi. (2)
In this model with broken TRS, the particle gain/loss at
odd/even sites (+iγnˆi/−iγnˆi) tends to decrease/increase
the number of particles at the corresponding site. Figure
4(a) shows that the eigenenergies have nonzero imaginary
parts irrespective of h. We confirm fIm = 1 for any h and
L (data not shown).
While the real-complex transition is absent, the
delocalization-localization transition occurs in this
model. Figure 4(b) shows nearest-level-spacing distri-
butions on the complex plane for different values of
h. For h . hMBLc (hMBLc & 4), the distribution is a
non-Hermitian random-matrix distribution with trans-
FIG. 4. (a) Complex spectrum of the non-Hermitian Hamil-
tonian in Eq. (2) with γ = 0.1 for a single disorder realiza-
tion. The eigenenergies have nonzero imaginary parts irre-
spective of the disorder strength h. (b) Nearest-level-spacing
distributions on the complex plane for eigenenergies having
nonzero imaginary parts. The distribution obeys random-
matrix universality slightly different from the Ginibre dis-
tribution PCGin(s) [94] for h = 2 and a Poisson distribution
PCPo(s) for h = 14. The statistics are taken from the eigen-
states of single disorder realization (L = 16) whose eigenen-
ergies lie within ±10% of real and imaginary parts from the
middle of the spectrum. (c) (top) System-size dependence of
S/L averaged over the eigenstates from the middle (±2%) of
the real part of the spectrum for different values of L with
γ = 0.1 [77]. The entanglement entropy decreases with in-
creasing L when the many-body localization sets in. (bottom)
The critical scaling collapse of S/L is found as a function of
(h− hMBLc )L1/ν , where we use hMBLc = 4.2 and ν = 1.8.
position symmetry [94], which is slightly different from
PCGin(s); for h & hMBLc , it is a Poisson distribution PCPo(s).
This change in the level statistics indicates the non-
Hermitian MBL transition. While we find that the tran-
sition is a crossover for L = 16 (data not shown), it is a
future challenge to investigate whether it becomes sharp
at the MBL transition in the thermodynamic limit. The
entanglement entropy of the eigenstates shows the vol-
ume law for h . hMBLc and the area law for h & hMBLc
(see Fig. 4(c)).
Conclusion and Outlook. We have shown that non-
Hermitian MBL suppresses complex eigenenergies for
generic non-Hermitian interacting Hamiltonians having
TRS. We have demonstrated that a real-complex transi-
tion, which occurs upon MBL, profoundly affects the dy-
namical stability of interacting systems with asymmetric
hopping. We have also demonstrated that real-complex
transitions are absent in systems with gain and/or loss
that break TRS, though the non-Hermitian MBL per-
sists.
The real-complex transition found in our work is con-
ceptually new in that it never occurs in isolated, few-
body, or clean systems. It is of interest to investigate
other properties of the non-Hermitian MBL such as crit-
5ical phenomena (which are implied by our critical scaling
collapse), where all of the non-Hermiticity, disorder, and
interaction come into play. Our work is also relevant to
quantum chaos [84, 97, 98] in open interacting systems
described by non-Hermitian Hamiltonians, as indicated
by its random-matrix level statistics. Furthermore, the
properties of non-Hermitian MBL such as the entangle-
ment entropy may offer a new approach to understanding
the interaction effect in the depinning transition of type-
II superconductors [35]. A detailed investigation of these
problems merits further study.
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I. OTHER PARAMETERS AND MODELS
We here discuss real-complex transitions and non-Hermitian MBL for parameters and
models different from those in the main text.
A. Real-complex transition and non-Hermitian MBL for strong non-Hermiticity
The real-complex transition occurs also for strong non-Hermiticity, e.g., g = 1, in the
model in Eq. (1) in the main text. Figure S-1(a) shows the h-dependence of fIm for different
values of L with g = 1. As the system size increases, fIm grows for h . hRc ' 16 and
decreases for h & hRc . We also find the critical scaling collapse. Note that this transition
point is far from that of the Hermitian case (g = 0) and depends on all of non-Hermiticity
g, interaction U , and disorder strength h.
As in the case of g = 0.1 discussed in the main text, the non-Hermitian MBL transition
also takes place for g = 1. Figure S-1(b) shows the nearest-level-spacing distribution of
(unfolded) eigenenergies [1] on the complex plane for sufficiently small h (h = 8) and that
of eigenenergies on the real axis for large h (h = 20). For weak disorder, we find that the
distribution is a Ginibre distribution PCGin(s) (see the main text for the definition). On the
other hand, for large h, the level-spacing distribution becomes a Poisson distribution on the
real axis PRPo(s) = e
−s. This is similar to the case for g = 0.1.
We next discuss the half-chain entanglement entropy S for the right eigenstates (see the
main text for the definition). In Fig. S-1(c), we show the L-dependence of the ratio S/L
averaged over the eigenstates around the middle of the real part of the spectrum for different
h. We find that the entanglement entropy decreases as we enter the localized regime, and
that delocalized and MBL phases can be distinguished for g = 1 as well. We also find the
critical scaling collapse.
In Fig. S-1(d), we show the h-dependence of G for the perturbation VˆNH = bˆ†i bˆi+1 (see
the main text for the definition). We see G ∼ αL (α > 0) in the delocalized phase and
G ∼ −βL (β > 0) in the localized phase. We can identify the non-Hermitian MBL transition
point to be the one at which G is independent of L, which is hMBLc ' 14, and close to hRc for
g = 1, where the small deviation is presumably due to a finite-size effect.
2
FIG. S-1. Real-complex transition and non-Hermitian MBL indicators in the asymmetric hopping
model with g = 1. (a) Dependence of fIm on h for different L, where we find the transition point
hRc ' 16. We also show the critical scaling collapse, where we choose hRc = 15.7 and ν = 0.7. (b)
Nearest-level-spacing distribution of (unfolded) eigenenergies on the complex plane for h = 8 and
that on the real axis for h = 20 (single disorder realization, L = 16). For h = 8, the distribution
is a Ginibre distribution PCGin(s). For h = 20, the level-spacing distribution becomes a Poisson
distribution on the real axis PRPo(s) = e
−s. Statistics are taken for eigenstates in the middle of
the spectrum (we take eigenstates whose energies lie within ±10% from the middle of the real and
imaginary parts of the eigenspectrum). (c) Half-chain entanglement entropy S/L in the middle
of the spectrum (we take eigenstates whose energies lie within ±2% from the middle of the real
part of the eigenspectrum). For weak h, S/L is almost constant, and for stronger h, S/L decreases
with increasing L. We also show the critical scaling collapse, where hMBLc = 13.5 and ν = 2.5.
(d) Stability G of eigenstates with real eigenenergies for varying disorder strength h against the
perturbation VˆNH = bˆ
†
i bˆi+1 (see the main text for the definition). With increasing h, G changes
from ∼ αL to ∼ −βL (α, β > 0), where the transition occurs at hMBLc ' 14. For (a), (c), and (d),
we use Ns = 10000 for L = 6, 8, 10, 12, Ns = 1000 for L = 14, and Ns = 100 for L = 16.
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B. Real-complex transition with varying non-Hermiticity g
Here by fixing h and varying g for the model in Eq. (1) in the main text, we investigate
the transition point gRc of the real-complex transition. We first show the g-dependences of
fIm and ∆Im for h = 2 < h
MBL
0c in Fig. S-2(a). Here ∆Im is the maximum value of imaginary
parts of eigenenergies defined by Eq. (S-2) (see Appendix II A for details). Both fIm and ∆Im
increase for all g with increasing the system size. The figure also implies that this behavior
holds for infinitesimal g, which means gRc = 0 for h = 2.
Next, we show the g-dependences of fIm and ∆Im for h = 18 > h
MBL
0c in Fig. S-2(b).
Both fIm and ∆Im decrease for g . 2 and increase for g & 2 with increasing the size of the
system. This means that the real-complex transition occurs at gRc ' 2 for h = 18 in the
thermodynamic limit. In general, we have gRc > 0 only for h > h
MBL
0c in this model.
C. Quarter-filling case
We here demonstrate that the model in Eq. (1) in the main text for quarter-filling (L =
4M) also exhibits the real-complex and MBL transitions. Figure S-3 shows that both real-
complex phase transition (about fIm) and MBL transition (about G) do occur for this case.
The two transition points are close (around h ' 6), where a slight deviation is presumably
due to a finite-size effect.
D. Real-complex transition for the non-Hermitian Bose-Hubbard model
While we investigate the model with hard-core bosons in the main text, we here show
that the real-complex phase transition of many-body eigenenergies occurs in the disordered
Bose-Hubbard model [2] with asymmetric hopping. The Hamiltonian can be written as
HˆBH = −J
L∑
i=1
(e−gaˆ†i+1aˆi + e
gaˆ†i aˆi+1) +
U
2
L∑
i=1
nˆ′i(nˆ
′
i − 1) +
L∑
i=1
hinˆ
′
i, (S-1)
where nˆ′i = aˆ
†
i aˆi is the particle-number operator at site i with aˆi being the annihilation
operator of a boson at site i. Here the prime (′) is used to distinguish nˆ′i from the particle-
number operator nˆi of hard-core bosons in the main text. We again consider J = 1, U = 2,
and the half-filling case with the periodic boundary condition.
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FIG. S-2. Dependences of fIm and ∆Im on the non-Hermiticity g in the model described by Eq. (1)
in the main text. (a) With weak disorder h = 2 < hMBL0c , both fIm and ∆Im increase for all g with
increasing the system size. (b) With strong disorder h = 18 > hMBL0c , both fIm and ∆Im decrease
for g . 2 and increase for g & 2 with increasing the system size.
Figure S-4 shows the fraction fIm of complex eigenenergies as a function of the disorder
strength h. The real-complex transition occurs at a critical disorder strength hRc , as in the
case of hard-core bosons discussed in the main text. Note that the numerically achievable
size of the system is smaller for the Bose-Hubbard model than the case of hard-core bosons.
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FIG. S-3. Dependences of fIm and G on h in the model described by Eq. (1) in the main text for
the quarter-filling case (L = 4M). Both the real-complex phase transition and the MBL transition
occur also for this filling. The two transition points are close to each other (around h ' 6), although
they are slightly different in this system size. We use Ns = 10000 for L = 8, 12, and Ns = 100 for
L = 16.
II. OTHER MEASURES TO DETERMINE THE TRANSITIONS
Here we discuss other measures to determine the transitions.
A. Maximum values of imaginary parts
While we discuss the fraction fIm of complex eigenenergies in the main text, we can also
consider the maximum value ∆Im of imaginary parts of eigenenergies as yet another indicator
of the real-complex transition, which is defined as
∆Im = max
α
|Im[Eα]|, (S-2)
where Eα is an eigenenergy of Hˆ. Note that maxα |Im[Eα]| governs the dynamical insta-
bility of non-Hermitian systems: since the imaginary part of eigenenergies describes the
rate of amplification or attenuation of that mode, the system is shown to be stable for
t . [maxα |Im[Eα]|]−1 (see also Fig. 2(c) in the main text and Appendix III in this Supple-
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FIG. S-4. Real-complex transition of the non-Hermitian Bose-Hubbard model described by Eq. (S-
1) as a function of the disorder strength h for g = 0.1 (left) and 1 (right). As the system size L
increases, the fraction fIm of complex eigenenergies increases for h . hRc and decreases for h & hRc ,
where the critical disorder strength is hRc ' 10 for g = 0.1 and hRc ' 17 for g = 1. Data show the
average values of fIm over Ns samples, where Ns = 10000 for L = 6, 8, Ns = 1000 for L = 10, and
Ns = 100 for L = 12.
mental Material). Note that this real-complex transition point can, in general, be different
from the transition point of fIm and that of the non-Hermitian many-body localization
(MBL).
In Fig. S-5, we show the h-dependence of ∆Im for different values of L with asymmetric
hopping (see Eq. (1) in the main text) or with gain and loss (see Eq. (2) in the main text).
For the former case, ∆Im slowly increases and saturates with increasing L for h . 8(g = 0.1)
or h . 12 (g = 1), whereas it rapidly decreases for h & 8 (g = 0.1) or h & 12 (g = 1). This
indicates the presence of a real-complex transition also for the measure of ∆Im. On the other
hand, for the latter case, ∆Im monotonically decreases with increasing L for all h, which
indicates the absence of the real-complex transition. Note that the transition point of ∆Im
for the asymmetric-hopping model is different from hRc and h
MBL
c for this finite system size,
especially for g = 1. We leave the precise evaluations of the transition points for larger
system sizes for a future work.
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FIG. S-5. Maximum values of imaginary parts of eigenenergies for (a) the model with asymmetric
hopping (g = 0.1 and 1) described by Eq. (1) in the main text and (b) the model with gain and
loss (γ = 0.1) described by Eq. (2) in the main text. In (a), ∆Im slowly increases and saturates
with increasing L for h . 8 (g = 0.1) or h . 12 (g = 1), and rapidly decreases for h & 8 (g = 0.1) or
h & 12 (g = 1) with increasing L. In (b), ∆Im increases for any h with increasing the system size,
which means the absence of the real-complex transition. We use Ns = 10000 for L = 6, 8, 10, 12,
Ns = 1000 for L = 14, and Ns = 100 for L = 16 for both (a) and (b).
B. Entanglement entropy and stability indicator as functions of L
In the main text, we have demonstrated the results of the entanglement entropy S/L and
the stability indicator G as functions of h for different L. In Fig. S-6, we show S/L and G
as functions of L for different h. We can read out the MBL transition point (hMBLc ' 7)
by the change from the volume law (S/L ∼ const) to the area law (S/L ∝ 1/L) for the
entanglement entropy and from G ∼ αL to ∼ −βL (α, β > 0) for the stability indicator.
C. Standard deviation of entanglement entropy
We here show the standard deviation σ of the entanglement entropy per system size
S/L over disorder realizations, which is known to have a peak at the critical point for the
Hermitian case g = 0 [3]. As shown in Fig. S-7, for weak non-Hermiticity (g = 0.1), we find
a peak at a disorder strength that is not far from the MBL transition point. On the other
8
FIG. S-6. Half-chain entanglement entropy S/L and stability indicator G as functions of L for
different values of h. The same data in Figs. 3(c) and (d) in the main text are used. We can
identify the MBL transition point (hMBLc ' 7) for both quantities.
hand, for the stronger non-Hermiticity (g = 1), we find that no peak arises, in contrast
with the Hermitian case. The investigation of the origin of this unusual behavior of the
standard deviation for the large non-Hermiticity is beyond the scope of the present work,
but it implies that the standard deviation of the entanglement entropy cannot be used as a
probe of the MBL transition especially for large non-Hermiticity.
III. DYNAMICS IN THE NON-HERMITIAN SYSTEM WITH ASYMMETRIC
HOPPING
We address the nonequilibrium dynamics of the non-Hermitian model described in Eq. (1)
in the main text. We assume that the dynamics of the non-Hermitian Hamiltonian is
described by
|ψ(t)〉 = e
−iHˆt |ψ0〉
||e−iHˆt |ψ0〉 ||
, (S-3)
which corresponds to the dynamics of quantum trajectories with the no-jump condition
for continuously measured quantum systems [4]. Here the initial state |ψ0〉 is taken as a
9
FIG. S-7. Standard deviation σ of the half-chain entanglement entropy per system size over
disorder realizations as a function of h for different values of L (= 6, 8, 10, 12, 14, 16). While we
find a peak at a disorder strength h ' 6 for g = 0.1, which is not far from the MBL transition
point, the peak vanishes for a stronger non-Hermiticity g = 1. We use Ns = 10000 for L = 6, 8,
Ns = 1000 for L = 10, and Ns = 100 for L = 12.
charge-density-wave state
|ψ0〉 = |1010 · · · 10〉 . (S-4)
Figure S-8(a) shows the real part of the energy discussed in Fig. 2 in the main text:
ER(t) = Re[〈ψ(t)|Hˆ|ψ(t)〉], (S-5)
where Hˆ is the non-Hermitian Hamiltonian in Eq. (1) in the main text and · · · denotes the
disorder average. We first note that ER(t) is constant due to the energy conservation for the
Hermitian case (g = 0). On the other hand, ER(t) is no longer constant for weak disorder
with h = 2 in the presence of the non-Hermitian perturbation, however small it may be
(g = 0.1). This means that the system is unstable in the delocalized phase against energy
absorption and emission, which is due to the delocalized eigenstates with nonzero imaginary
parts. However, for strong disorder with h = 14, the energy is kept constant except for
10
negligibly small oscillations. This means that the system is stable in the localized phase due
to the reality of almost all eigenenergies.
Next, Fig. S-8(b) (also shown in Fig. 2 in the main text) shows the time evolution of the
half-chain entanglement entropy
S(t) := TrL/2[|ψ(t)〉 〈ψ(t)|]. (S-6)
In the delocalized regime with weak disorder h = 2, S(t) grows similarly for both the
Hermitian (g = 0) and non-Hermitian (g = 0.1) models for t . 4. On the other hand, in the
longer time (t & 10), while S(t) saturates in the Hermitian case, it gradually decreases in
the non-Hermitian case. The decay again shows that this non-Hermitian model is unstable
due to the nonzero imaginary parts of eigenenergies. In the localized regime with strong
disorder h = 14, S(t) exhibits a logarithmic growth similar to the Hermitian model [5, 6] for
a long time. This again indicates that the non-Hermitian MBL phase is dynamically stable
despite its non-Hermiticity, in contrast to the delocalized phase.
Finally, we show the dynamics of the local particle density in Fig. S-8(c):
m(t) = 〈ψ(t)|nˆ1|ψ(t)〉. (S-7)
In the delocalized regime with weak disorder h = 2, m(t) saturates for g = 0 and decays
for a long time for g = 0.1. On the other hand, in the localized regime with strong disorder
h = 14, m(t) behaves similarly for g = 0 and g = 0.1. Note that the stationary value of m(t)
depends sensitively on the initial states in this case due to the presence of local conserved
quantities [7, 8].
IV. PERTURBATION THEORY FOR NON-HERMITIAN HAMILTONIANS
Here we justify the measure of eigenstate stability introduced in the main text, i.e.,
G = ln | 〈E
L
a+1|VˆNH|ERa 〉 |
|E ′a+1 − E ′a|
, (S-8)
where |ERa 〉 (|ELa 〉) is a right (left) eigenstate of Hˆ0 and E ′a = Ea + 〈ELa |VˆNH|ERa 〉 is a shifted
eigenenergy of Hˆ0. This measure is justified from the perturbation theory as follows. We
consider the original Hamiltonian as
Hˆ = Hˆ0 + VˆNH =
∑
a
(Ea + ∆E(0)a ) |ERa 〉 〈ELa |+ VˆNH −
∑
a
∆E(0)a |ERa 〉 〈ELa |, (S-9)
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FIG. S-8. (a) Time evolution of the real part of the energy ER(t) in Eq. (S-5) for different values of
g. For the Hermitian case (g = 0, dashed lines), ER(t) is constant due to the energy conservation.
For weak disorder with h = 2 and g = 0.1 (solid lines), ER(t) changes significantly in time. This
means that the system is unstable in the delocalized phase. For strong disorder with h = 14 and
g = 0.1, the energy is kept constant except for negligibly small oscillations. This means that the
system is stable in the localized phase. (b) Time evolution of the half-chain entanglement entropy
S(t) defined in Eq. (S-6). In the delocalized regime with weak disorder h = 2, S(t) exhibits similar
growth in both the Hermitian (g = 0) and non-Hermitian (g = 0.1) models for t . 4. On the
other hand, in the longer times (t & 10), while S(t) saturates in the Hermitian case, it gradually
decreases in the non-Hermitian case. In the localized regime with strong disorder h = 14, S(t) in
non-Hermitian model exhibits a logarithmic growth similar to the Hermitian model in a long-time
regime. This indicates that the non-Hermitian MBL phase is dynamically stable despite its non-
Hermiticity, in contrast to the delocalized phase. (c) Time evolution of the local particle density
m(t) in Eq. (S-7). In the delocalized regime with weak disorder h = 2, m(t) saturates for g = 0 and
keeps decaying for g = 0.1 in the long-time regime. In the localized regime with strong disorder
h = 14, m(t) behaves similarly for g = 0 and g = 0.1 with a smaller decay. All the data show the
averages over Ns = 100 samples for the system with L = 12.
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where ∆E
(0)
a = 〈ELa |VˆNH|ERa 〉. We treat the second and third terms as a perturbation. Then,
the first-order perturbation about the eigenstate leads to
|ERa,perturbed〉 = |ERa 〉+
∑
b(6=a)
〈ELb |VˆNH|ERa 〉
E ′b − E ′a
|ERb 〉 . (S-10)
The absolute value of the coefficient in the second term should be sufficiently small for the
perturbation series to converge. We take b = a+ 1 to discuss the localization transition [9]
and define it as a measure of the stability of eigenstates as in the main text.
Note that G is a generalization of the stability measure for the Hermitian setting intro-
duced in Ref. [9]. They consider the stability of eigenstates of a Hermitian Hˆ0 against a
Hermitian perturbation Vˆ with its measure GH = ln |〈Ea+1|Vˆ |Ea〉||E ′a+1−E ′a| . Here E
′
a = Ea + 〈Ea|Vˆ |Ea〉
and the labels of eigenstates (eigenenergies) a’s are taken such that E ′1 ≤ E ′2 ≤ · · · . When
Hˆ0 belongs to the delocalized phase, the Srednicki ansatz on the eigenstate thermalization
hypothesis (which states that | 〈Ea+1|Vˆ |Ea〉 | ∼ e−sL/2, where s is the entropy density) [10–14]
leads to G ∼ s
2
L since |E ′a+1 − E ′a| ' e−sL. This means that two adjacent eigenstates are
mixed by the perturbation. On the other hand, when Hˆ0 belongs to the MBL phase, |Ea〉
and |Ea+1〉 are characterized by quasi-local conserved quantities [7, 8, 15, 16] and local per-
turbations cannot mix these two states, resulting in G ∼ −κL (κ > 0) [9]. As we have seen
in the main text, similar behavior can be seen for the stability measure of the non-Hermitian
setting G, which is relevant for the real-complex transition.
V. SIMILARITY TRANSFORMATION OF THE NON-HERMITIAN MANY-
BODY HAMILTONIAN WITH ASYMMETRIC HOPPING
The absence of coalescence between adjacent eigenstates due to the non-Hermitian MBL
does not necessarily lead to complete suppression of complex eigenenergies. In fact, due to
statistical fluctuations of disorder, some (but rare) spatial regions are susceptible (resonant)
to local perturbations [15–18], leading to a mixing of non-adjacent eigenstates and the
formation of complex-conjugate pairs. In such resonant regions, non-Hermitian effects should
be treated non-perturbatively.
On the other hand, for our model in Eq. (1) in the main text, we can perform a similarity
transformation [19–23] such that the non-Hermitian perturbation only acts on nonresonant
regions. Through investigation of this transformed Hamiltonian, the mixing of eigenstates
13
is found to be suppressed even for non-adjacent eigenstates and hence the entirely real
spectrum emerges. Below we explain these points in detail.
For simplicity, we focus on the Hamiltonian Hˆ in Eq. (1) in the main text for sufficiently
small g. We consider Hˆ = Hˆ0 + VˆNH, where
Hˆ0 =
L∑
i=1
[
−J(bˆ†i+1bˆi + h.c.) + Unˆinˆi+1 + hinˆi
]
(S-11)
is Hermitian and
VˆNH = −J
L∑
i=1
[
(e−g − 1)bˆ†i+1bˆi + (eg − 1)bˆ†i bˆi+1
]
=
L∑
i=1
vˆi,i+1 (S-12)
is non-Hermitian for g 6= 0. In the localized phase of Hˆ0 with large h, the local tunneling
amplitude | 〈Eb|vˆi,i+1|Ea〉 | by the perturbation vˆi,i+1 is smaller than |Ea − Eb| for most i’s,
where we assume that the two eigenstates |Ea〉 and |Eb〉 are approximately product states
and connected by the hopping terms bˆ†i+1bˆi (bˆ
†
i bˆi+1). This is because moving particles in the
localized regions is energetically costly (i.e., |Ea−Eb| ∼ |hi+1−hi| is sufficiently large). Thus,
the effect of vˆi,i+1 can be treated perturbatively. On the other hand, for some (but rare)
i’s, localization becomes very weak due to the statistical fluctuation of hi and particles are
relatively mobile, leading to | 〈Eb|vˆi,i+1|Ea〉 | > |Ea − Eb|. Thus, for the original model, we
cannot control the perturbation due to such resonant i’s.
Fortunately, we can show that the Hamiltonian in Eq. (1) in the main text can be trans-
formed into a matrix whose non-Hermitian perturbation only acts on the non-resonant re-
gions. To see this, we consider Vˆi = egθinˆi = 1 + (egθi − 1)nˆi (similar transformations called
the imaginary gauge transformation are used in Refs. [19–21]). Then
VˆibˆiVˆ−1i = bˆi[1 + (e−gθi − 1)nˆi]
= bˆi + (e
−gθi − 1)(1− 2nˆi)bˆi
= e−gθi bˆi, (S-13)
where we have used {bˆi, bˆ†i} = 1 and bˆ2i = 0. Similarly,
Vˆibˆ†i Vˆ−1i = [1 + (egθi − 1)nˆi]bˆ†i
= bˆ†i + (e
gθi − 1)bˆ†i (1− 2nˆi)
= egθi bˆ†i . (S-14)
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Thus we obtain
Vˆi+1Vˆibˆ†i+1bˆiVˆ−1i Vˆ−1i+1 = eg(θi+1−θi)bˆ†i+1bˆi, (S-15)
Vˆi+1Vˆibˆ†i bˆi+1Vˆ−1i Vˆ−1i+1 = e−g(θi+1−θi)bˆ†i bˆi+1, (S-16)
VˆinˆiVˆ−1i = nˆi, (S-17)
Vˆi+1Vˆinˆi+1nˆiVˆ−1i Vˆ−1i+1 = nˆi+1nˆi. (S-18)
Now, we consider a similarity transformation Hˆ ′ = VˆHˆVˆ−1, where Vˆ = ⊗Li=1 Vˆi. Note
that Hˆ ′ and Hˆ have the same eigenenergies. In fact, the eigenstate |ERα 〉 of Hˆ with
the eigenenergy Eα is obtained from |ERα 〉′ of Hˆ ′ with the same eigenenergies as |ERα 〉 =
Vˆ−1 |ERα 〉′, since,
Hˆ |ERα 〉 = HˆVˆ−1 |ERα 〉′ = Vˆ−1Hˆ ′ |ERα 〉′ = EαVˆ−1 |ERα 〉′ = Eα |ERα 〉 . (S-19)
Then, we can investigate the energy spectrum of Hˆ ′ instead of Hˆ.
By choosing θi’s appropriately, we can obtain Hˆ
′ for which the non-Hermitian pertur-
bations only act on non-resonant regions. To see this, we consider a simplified situation,
where sites from 1 to x may have resonant regions and other sites are non-resonant. We
can assume that x is much smaller than L because resonant regions are rare in the localized
phase [24]. If we choose
θi = i (1 ≤ i ≤ x+ 1),
θi = −i+ 2x+ 2 (x+ 2 ≤ i ≤ 2x+ 2),
θi = 0 (2x+ 3 ≤ i ≤ L), (S-20)
then
Hˆ ′ =VˆHˆVˆ−1
=− J
L∑
i=1
(e−gzi bˆ†i+1bˆi + e
gzi bˆ†i bˆi+1) +
L∑
i=1
Unˆinˆi+1 +
L∑
i=1
hinˆi
=Hˆ0 + Vˆ
′
NH, (S-21)
where
zi = 0 (1 ≤ i ≤ x, i = L),
zi = 2 (x+ 2 ≤ i ≤ 2x+ 1),
zi = 1 (2x+ 2 ≤ i ≤ L− 1). (S-22)
15
Since Vˆ ′NH acts only on the non-resonant regions, it does not mix the eigenstates, leading to
further suppression of complex eigenenergies that are, in general, non-adjacent.
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