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Abstract: We consider the development of instabilities of homogeneous stationary solu-
tions of discrete time lattice maps. Under some generic hypothesis we derive an amplitude
equation which is the space-time continuous Ginzburg-Landau equation. Using dynamical
renormalization group methods we control the accuracy of this approximation in a large
ball of its basin of attraction.
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2I.Introduction.
Instabilities of extended systems lead to a large number of interesting phenomena and
in particular to the appearance of well defined structures(5,12). We will consider in this
paper the case of discrete time iteration of lattice systems. These are dynamical systems
defined on the phase l∞(Zd,R) which will be abbreviated below by l∞. The time evolution
is given by a map Φ of l∞ into itself for which we will make the following basic hypothesis
which also includes the dependence on a real parameter.
H1 Φ : R× l∞ −→ l∞. Φ is C2 in its first argument and C4 in the second one on some
neighborhood of the origin. Moreover Φ commutes with the translations on Zd.
The time evolution for a fixed parameter η is given as follows. If ut ∈ l∞ (t ∈ N) is
the state of the system at time t, the state of the system at time t+ 1 is given by
ut+1 = Φ(η, ut) .
There are many examples of such dynamical systems. We will just mention the class
of coupled lattice maps and also notice that many algorithms used for solving numerically
partial differential equations are of this form (for example finite difference schemes).
One would like of course to understand the properties of this dynamical system and
in particular the large time dynamics. In finite dimensional dynamical systems, varying a
parameter is a very efficient way to discuss the increase of complexity of the time asymptotic
dynamics. This increase of complexity can occur at well defined threshold values of the
parameter called bifurcations for which detailed results are available in particular for the
bifurcation of stationary solutions(8). An important tool in bifurcation theory of stationary
solutions is the normal form equation which provides a model for the dynamics. Moreover
for generic systems these normal forms are in some sense universal.
For spatially extended continuous systems which depend on a parameter, amplitude
equations have been derived in various situations(5,12), and rigorous derivations of the
Ginzburg-Landau equation in one space dimension have been obtained(3,15,11,13,14). The
result is similar to what occurs for normal forms in finite dimensional dynamical systems,
namely the space-time function reconstructed using the solution of the amplitude equation
stays close to the solution of the true evolution (with the same initial condition) for a large
time. However this method usually provides only an approximation of the true solutions
and for very large times, neglected small errors usually grow due to instabilities(10). Never-
theless, just before the approximation becomes too inaccurate one can restart the process
with a new initial condition which is the present true solution. This provides a shadowing
of the true solution by a sequence of chunks of solutions of the amplitude equation. We
refer to the previously mentioned references for more detailed discussions of these results.
The shadowing of a solution of the true equation by a reconstructed function from a
solution of the amplitude equation is only valid for initial conditions of a rather limited
form, namely those which can be reconstructed from an initial condition of the amplitude
equation. Eckhaus(6) has shown that this condition can be somewhat relaxed and that
after a relatively short time any small enough initial condition leads to a solution having
the right form.
We will consider below all the previously mentioned results for the case of discrete
dynamics of one dimensional lattice systems. We will recover all the results obtained in
3the continuous case and extend them in various directions. In order to do this we will use
a renormalization group approach(1,7). Besides its systematic simplicity this method will
also have the advantage of providing a rigorous basis for the universality of the amplitude
equations. In the finite dimensional situation transversality arguments can be used, how-
ever in the infinite dimensional case the equivalent results are not known, and universality
provided by the renormalization group method is a good replacement.
Another advantage of the renormalization group argument is that it will allow us
to deal with initial conditions which are small but of order unity, independently of the
smallness of the parameter. As we will see below the renormalization group flow draws
an initial data of size of order one to a configuration of size
√
η. At the same time the
renormalization group flow puts the solution in a resonant form providing a natural proof
of the previously mentioned Eckhaus result. Finally when the renormalization group stops
improving the size and form of the solution we get the amplitude equation together with
a rigorous proof of the associated shadowing properties. The same ideas can probably be
applied in the continuous space and time case and will eventually provide some improve-
ments in term of simplicity and naturalness of proof as well as better bounds. Different
approaches to amplitude equations using renormalization have been discussed by Golden-
feld et al.(4). However since there is already a large literature for the continuous case we
will not consider this situation. Note also that we will treat a rather large class of systems
whose continuous equivalent would include pseudo differential operators.
We will mostly deal below with one dimensional systems (d = 1) although the same
method works in higher dimensions, at least when the amplitude equation is not too
involved. Systems of coupled equations (corresponding to vector valued fields) can be tee
treated similarly.
Since we will be interested in instabilities of stationary solutions, we will now assume
for simplicity that the zero element of l∞ is a stationary solution of the dynamical system.
In many cases this can be realized by a translation in function space.
H2 Φ(η, 0) = 0 for any η ∈ R.
We will make some assumptions on the linearized evolution around this fixed point.
H3 We will assume that the operator L0 = D2Φ(0, 0) which is bounded in l
∞ and com-
mutes with translations can be represented as the convolution with a (real) sequence l ∈ l1.
Let l(θ) be the Fourier transform of l
l(θ) =
∑
n∈Z
lne
−inθ .
We will also assume that ∑
n∈Z
|n|10|ln| <∞ ,
and that |l(θ)| ≤ 1 with |l(ω)| = 1 for a unique ω ∈]0, π[. We will also assume that
l(ω) 6= −1 and ω /∈ {π/2, 3π/3}. Moreover, we will make the non degeneracy assumption
D = −ℜ
[
l′′(ω)
l(ω)
− l
′(ω)
2
l(ω)2
]
6= 0 .
4As we will see later on, this last number is always non-negative. Notice that l(ω) = l(−ω).
The particular cases which are excluded in the above hypothesis correspond to some strong
resonances. We will not consider them further below although some interesting results can
probably be derived in these situations using the ideas of the present paper.
We now need some hypothesis on the higher order derivatives of Φ.
H4 The translation invariant bilinear and trilinear operators Q = D22Φ(0, 0)/2 and C =
D32Φ(0, 0)/6 are given by a double (respectively triple) real sequence (qn,m) ∈ l1(Z2)
(respectively (cn,m,p) ∈ l1(Z3)), namely
Q(u)r =
∑
(n,m)∈Z
qr−n,r−munum and C(u)r =
∑
(n,m,p)∈Z
cr−n,r−m,r−punumup .
We will assume that these sequences satisfy∑
(n,m)∈Z
|qn,m|(1 + |n|+ |m|)6 +
∑
(n,m,p)∈Z
|cn,m,p|(1 + |n|+ |m|+ |p|)4 <∞ .
We will also make the non linear stability assumption
g = −ℜ
(
c(ω, ω,−ω)
l(ω)
+
4q(ω, 0)q(ω,−ω)
3l(ω)(|l(ω)|2 − l(0)) +
2q(−ω, 2ω)q(ω, ω)
3l(ω)(l(ω)2 − l(2ω))
)
> 0 ,
where
c(φ1, φ2, φ3) =
∑
p,q,r
cp,q,re
−i(pφ1+qφ2+rφ3) and q(φ1, φ2) =
∑
p,r
qp,re
−i(pφ1+rφ2) .
Finally we will also require that the dependence on the parameter allows the instability
to occur.
H5. We will assume that the operator L1 = D1D2Φ(0, 0) which is bounded in l
∞ and
commutes with translations can be represented as the convolution with a (real) sequence
m ∈ l1. We will assume that ∑
n∈Z
|n|3|mn| <∞ .
Let m(θ) be the Fourier transform of m, we will also assume that
ρ = ℜm(ω)
l(ω)
> 0 .
Note that as for the function l we have m(−θ) = m(θ).
A simple example satisfying the above hypothesis can be satisfied as follows. Let l be
a bi-infinite sequence of real numbers satisfying H3, we define the map Φ by
Φ(η, u)n = ηun +
∑
q
ln−quq − (un)3 . (I.1)
5In this particular situation, H1 and H2 are easily verified.
This is a natural generalization of the discrete Swift-Hohenberg evolution which is
given by
ut+1n = (1 + η)u
t
n − ρ
(
(1 + γ∆)2ut
)
n
− (utn)3 (DSH)
where ∆ is the discrete Laplacian
(∆u)n = un+1 + un−1 − 2un .
In order to explain some of the arguments in a simpler situation we will also sometimes
make the following hypothesis.
H3’ l is even and satisfies H3.
Note that in this case l(θ) is even and real, l(±ω) = 1 and l′(±ω) = 0.
For the particular case of (DSH) one has
l(φ) = 1− ρ(1− 2γ + 2γ cosφ)2 ,
and the hypothesis H1-H5 and H3’ are satisfied if one assumes
γ > 1/4 and 2/ρ > max(1, (1− 4γ)2) .
We now formulate the main result of this paper for the evolution (I.1).
Theorem I.1. Assume H3’, then there are constants R > 0, 1 > η0 > 0, c1 > 0, · · · , c4 >
0 such that for any η ∈]0, η0[, for any u ∈ l∞ such that ‖u‖l∞ < R, if (ut)t∈N denotes the
orbit of u under the discrete time evolution (I.1), then
i) there is a positive number T = T (u, η) such that for any integer t > T
‖ut‖l∞ ≤ c1η1/2 .
ii) For any integer t > T there is a function A(τ, x) from R+ ×R to C satisfying
∂τA = ∂
2
xA+ A−A|A|2 (GL)
such that for any integer s with 0 ≤ s ≤ c2η−1 log η−1 we have
‖ut+s − vs‖l∞ ≤ c3η1/2+c4 .
where
vsn = 3
−1/2eiωnη1/2A(ηs, η1/2n
√
2/D) + c.c.
Theorem (I.1) can be understood in the light of the basic principles of bifurcation
theory. First of all we have an ”unstable” direction in phase space which is the sequence
(eiωn) (and its complex conjugate). As in finite dimensional bifurcation theory, the non
trivial solutions are sought in the form un = Ane
iωn, where A is a slowly varying function
of space and time (it is a non trivial consequence of our theorem that locally there are
6no other long time solutions). The equation for A should ensure that in the evolution
equation for u all resonant terms (i.e. terms containing e±iωn) disappear. These resonant
terms come of course from the linear part of the evolution equation but also from the non
linear part. If we examine more carefully the second contribution, we see that quadratic
terms in u (and all even higher order terms) should not contribute, whereas cubic terms
(and higher odd powers) generate resonant terms. If the solution is small, cubic terms
dominate. If we assume that the dispersion relation is non degenerate at the critical wave
number (here D > 0), one is naturally lead by scaling arguments to the equation
∂tA = A
′′ −A|A|2 . (F.P.)
Note that this equation has the one parameter family of scale invariance x→ λx, t→ λ2t,
A→ λA. This equation can be considered as a fixed point of a renormalization operation.
An important property of (F.P.) is that all solutions with bounded initial conditions tend
to zero when t tends to infinity. A term σA added to (F.P.) corresponds to a relevant
direction(1). This is how the complete Ginzburg-Landau equation appears. The proof of
Theorem (I.1) is essentially a control of the R.G. flow in the vicinity of (F.P.) done from
the point of view of the solutions i.e. proving that the unstable manifold is transversally
stable.
We implement these ideas in section II. We first give estimates on various operators
which are needed to control the time evolution of the remainder. The recursive renormal-
ization argument is given at the end of the section.
In section III we will give the equivalent result under the more general hypothesis H1-
H5. Technically the proof is not much different (except for the treatment of the quadratic
term). However one has to deal simultaneously with several details which somewhat ob-
scure the main ideas, this is why we have chosen to explain first in section II the simple
case, and explain in section III the necessary modifications for the general case.
7II. Renormalization proof of Theorem II.1.
In this section we will prove Theorem I.1. We will therefore always assume that η is
a positive number.
We start by fixing a renormalization factor S which is a positive number larger than
one. Although the final result will be essentially independent of S, it is convenient in the
present discrete space-time setting to take for S and integer (for example S = 2). This
avoids using integer parts of various time scales. We can now define a sequence of scales
(δn)n∈N for the wave numbers by
δn = S
−n .
In other words we have a sequence of space scales given by (δ−1n )n∈N. As we will see below,
since we have a ”trivial” scaling, this induces a a sequence of time scales (δ−2n )n∈N, and
a sequence of field scales given by (δn)n∈N . We will also need below a sequence of scales
(θn)n∈N for a window of unstable wave numbers. It is convenient to choose this sequence
of the form
θn = (δ
−1
n )
ς
where ς is a positive number smaller than one and small enough. We will for definiteness
choose ς = 1/5.
As usual with renormalization group arguments, all the steps are similar except for a
change of scales. Therefore we will start by assuming that a scale has been fixed (i.e. an
n in the previous sequences). Hence we have a scale δ = δn for the solution, namely we
will assume from now on that the initial condition u satisfies
S−1δ < ‖u‖l∞ ≤ δ .
We also have a scale θ for the normalized width of the window of wave numbers. One
should think of δ as a small number (but possibly of order one, i.e. a negative power of
S), and θ as a large number such that δθ4 is small (i.e. θ = δ1/5). Explicit constraints
on δ and θ will be given later on. In particular we will always assume that δθ < 1/8 (see
appendix B).
We now introduce three operators whose sum is the identity and which are essentially
projections on sequences with wave numbers near ω. They are constructed as follows.
First we consider a cut-off function ψ which is infinitely differentiable, non negative with
support in [−2, 2] and which is equal to one on the interval [−1, 1]. We then define a
sequence Kδ,θ by
Kδ,θ(n) = δθFψ (nδθ) ,
where F denotes Fourier transform on the real line. Convolution by Kδ,θ localizes the wave
numbers in an interval of length 4δθ centered at the origin. In particular, for δθ < π/2,
since that ψ has compact support we have for −π ≤ φ ≤ π∑
n
Kδ,θ(n)e
inφ = ψ(θ−1δ−1φ) .
We now define three operators P+δ,θ, P
−
δ,θ and Rδ,θ by their kernels, namely
P+δ,θ(n,m) = e
iωnKδ,θ(n−m)e−iωm ,
8P−δ,θ(n,m) = e
−iωnKδ,θ(n−m)eiωm ,
and
Rδ,θ = I − P+δ,θ − P−δ,θ .
From the above remark about the action of the convolution by Kδ,θ, we see that P
+
δ,θ
localizes the wave numbers around ω and P−δ,θ around −ω. In particular, if δ is small
enough, we obtain two disjoint intervals of wave numbers.
We now define a constant C1 by
C1 = 2
(
1 + sup
0≤j≤5
‖∂jFψ‖1
)
.
This constant will be a convenient bound for several quantities below.
Lemma II.1. For any 0 < δθ < π/2, the operators P+δ,θ, P
−
δ,θ and Rδ,θ have a norm
bounded by C1 in l
∞.
The proof is an immediate consequence of the fact that the function ψ belongs to the
Schwarz space S.
We now decompose a sequence u ∈ l∞ using the above three operators.
Lemma II.2. For any real sequence u ∈ l∞, there is a function B ∈ C4(R,C) such that
e−iωnP+δ,θ(u)n = B(δn) ∀n ∈ Z ,
and satisfying
max
{
θ−j‖∂jB‖l∞ ; j = 0, · · · , 4
} ≤ C1‖u‖l∞ .
We have also
eiωnP−δ,θ(u)n = B(δn) ∀n ∈ Z .
This is an immediate consequence of the definition of P±δ,θ and interpolation. In order
to fix entirely B one can use the following explicit choice
B(x) = δθ
∑
m
Fψ (xθ −mδθ) e−imωum .
We also define the remainder r0 by
r0 = Rδ,θu .
We now denote by A the solution of the Ginzburg Landau equation
∂τA = A
′′ + ηδ−2A− A|A|2 , (II.1)
with initial data
A(0, x) =
√
3 δ−1B(x
√
D/2) . (II.1′)
9It will be convenient in the sequel to denote by At the sequence
Atn = 3−1/2einωA(δ2t, nδ
√
2/D) + c.c. (II.2)
Finally, the equation for the evolution of the remainder term
rt = ut − δAt
is given by
rt+1n = (Lr
t)n − 3δ2rtn(Atn)2 − 3(rtn)2Atn − (rtn)3 +Rtn , (II.3)
where we have denoted by L the operator
Lv = l ∗ v + ηv ,
and the sequence Rt is given by
Rtn = δ(LAt)n − δ3(Atn)3 − δAt+1n . (II.4)
Using equation (II.1), we have immediately the following estimate for the forcing term
Rt.
Lemma II.3. There is a constant C2 > C1 such that for any δθ
4 < 1, and δ > η1/2, if B
is a function of x satisfying
max
{
θ−j‖∂jB‖l∞ ; j = 0, · · · , 4
} ≤ δC1 ,
if A denotes the solution of (II.1) with initial condition (II.1’), and if At is constructed
from A as in (II.2), then for any t ∈ N we have
‖At‖l∞ ≤ C2 , ‖Rt‖l∞ ≤ C2δ3 , ‖Rt + Ct‖l∞ ≤ C2δ4θ4 ,
where the sequence Ct is given by
Ctn = 3−3/2δ3e3inωA3(δ2t, nδ
√
2/D) + c.c.
Proof. It follows easily from (II.1’) that
‖A(0, · )‖l∞ ≤
√
3C1 .
The Lemma follows then at once from Lemmas A.3 and A.4 of appendix A using δθ4 < 1.
We now start estimating various operators needed below in the proof of Theorem I.1.
Lemma II.4. There is a constant C3 > e such that for any 0 < η ≤ 1 and for any t ∈ N
we have
‖Lt‖l∞ ≤ C3eη(t−η
−1) .
The proof is given in appendix B.
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Lemma II.5. For any t ∈ N, 0 < η < 1 and 1 > δ2θ2 > 4Dη we have
‖LtRδ,θ‖ ≤ C4e−tDδ
2θ2/8 .
The proof is given in appendix B.
It will be convenient to denote by Lt the linear operator given by
(Ltv)n = −3δ2(Atn)2vn − 3δrtnAtnvn − (rtn)2vn .
Note that
rt+1n = (Lr
t)n + (Ltr
t)n +Rtn . (II.5)
Lemma II.6. We have for any t > 0
‖Lt‖l∞ ≤ 5(δ2‖At‖2l∞ + ‖rt‖2l∞) .
This is obvious from the definition of Lt.
Lemma II.7. If 0 ≤ t0 < t ≤ η−1 we have
‖(L+ Lt) · · · (L+ Lt0)‖l∞ ≤ C3
(
1 + sup
t0≤s≤t
5C3(δ
2‖As‖2l∞ + ‖rs‖2l∞)
)t−t0+1
.
Proof. We first expand the product (L+Lt) · · · (L+Lt0). It is a sum of 2t−t0+1 terms of
the form
L1−ζtLζtt · · ·L1−ζt0Lζt0t0 ,
where the numbers ζ· are equal to zero or one. Using Lemmas II.4 and II.6 it easily follows
that
‖L1−ζtLζtt · · ·L1−ζt0Lζt0t0 ‖l∞ ≤ Ck+13 5k
(
sup
t0≤s≤t
(δ2‖As‖2l∞ + ‖rs‖2l∞)
)k
where k is the number of ζ· equal to one. Therefore
‖(L+ Lt) · · · (L+ Lt0)‖l∞ ≤
t−t0+1∑
k=0
(
t− t0 + 1
k
)
Ck+13 5
k
(
sup
t0≤s≤t
(δ2‖As‖2l∞ + ‖rs‖2l∞)
)k
,
and the result follows.
If t− t0 > η−1, we can split this time interval in various sub-intervals of length [η−1]
plus a remainder. We immediately obtain the following corollary.
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Corollary II.8. For any 0 < t0 < t and η < 1/2 we have
‖(L+ Lt) · · · (L+ Lt0)‖l∞ ≤ C1+2η(t−t0)3 e5C3(t−t0+1) supt0≤s≤t(δ
2‖As‖2l∞+‖r
s‖2l∞ ) .
We now start estimating the remainder rt. This will be done in two steps. Namely,
during a time of order δ−2 we do not loose too much on the estimate of the remainder.
After this time has elapsed and up to a time of order O(1)δ−2 log δ−1 the estimate improves
because the remainder is in a contracting subspace of the linear evolution. When we reach
this time (after which we may somewhat loose again on the estimate), we perform a
renormalization step and start the whole process again.
Lemma II.9. There is a constant 1 > C4 > 0 such that if C4 > δ
2 > η, if t < C4δ
−2
and θ < δ−1/4/(2C2) then
‖rt‖l∞ < 4C2C3δ .
Proof. Let the non decreasing sequence of positive numbers σt be defined by
σt = δ
−1 sup
0≤s≤t
‖rs‖l∞ .
Note that by definition of C1 we have σ0 ≤ C1 < 4C2C3. We have from equation (II.5)
the identity
rt+1 = (L+ Lt) · · · (L+ L0)r0 +
t∑
j=0
(L+ Lt) · · · (L+ Lj+1)Rj .
Using Lemma II.3 and Lemma II.7 we obtain
‖rt+1‖l∞
≤ C3
(
1 + 5C3δ
2(C22 + σ
2
t )
)t+1 ‖r0‖l∞ + t∑
j=0
C3
(
1 + 5C3δ
2(C22 + σ
2
t )
)t−j ‖Rj‖l∞
≤ C3(C1 + C2)δe(t+1)δ
25C3(C
2
2+σ
2
t )
since tδ2 < 1. The result now follows recursively from the choice of the constant
C4 =
log 2
170C33C
2
2
.
We now improve the previous result using the support properties of the spectrum of
r0 and of Rt. We first derive an equivalent of Corollary II.7.
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Lemma II.10. There is a constant C5 > 1 such that if η < 1/2, δθ < 1, δ
2 > η, and t is
such that for 0 ≤ s ≤ t we have ‖rs‖ ≤ 4C2C3δ, then
‖(L+ Lt) · · · (L+ L0)Rδ,θ‖l∞ ≤ C5θ−2eC5tδ
2
+ C5e
−tδ2θ2/C5 .
Proof. We first observe that
(L+ Lt) · · · (L+ L0) = Lt+1 +
t∑
s=0
(L+ Lt) · · · (L+ Ls+1)LsLs ,
where as usual, the elements with indices out of range are equal to identity. We now apply
Lemmas II.5-II.7 and Corollary II.8 to get
‖(L+ Lt) · · · (L+ L0)Rδ,θ‖l∞ ≤ C4e−tDδ
2θ2/8 + 5(C22 + 16C
2
2C
2
3 )δ
2
t−1∑
s=0
e−sDδ
2θ2/8C
1+2η(t−s)
3 e
5C3(t−s)δ
2(C22+16C
2
2C
2
3 ) ,
from which the result follows immediately.
Corollary II.11. There are constants C6 > C5 and C7 > 0 such that if δ is small
enough so that the numbers ±3ω (mod 2π) do not belong to [ω − 2θδ, ω + 2θδ] ∪ [−ω −
2θδ,−ω + 2θδ],then if t is such that for 0 ≤ s ≤ t we have ‖rs‖ ≤ 4C2C3δ, and if
C7δ
−2 log δ−1 > t ≥ C4δ−2 we have
‖rt‖ ≤ C6δθ−1/2 .
The proof is similar to the proof of Lemma II.9 using Lemma II.10, Corollary C1, and
the relation
t∑
j=0
(L+ Lt) · · · (L+ Lj+1)Rj =
t∑
j=0
Lt−jRj +
t∑
j=0
t∑
s=j+1
(L+ Lt) · · · (L+ Ls+1)LsLs−j−1Rj .
We can now give the recursive proof of Theorem I.1. We start by selecting an integer
n0 large enough so that all the constraints on δ = δn and θ = θn in the previous Lemmas
are satisfied for n > n0. We also assume n0 large enough so that log δ
−1
0 > (S + 1)
2 + 1.
We define R = δ0. Note that the choice of n0 is independent of η. We now define η0 by
η0 = S
−4δ20/8.
Since the proof is recursive we will therefore assume that we have reached a situation
corresponding to scale δn (n < n0). In other words we assume that u
0 satisfies
‖u0‖l∞ ≤ δn .
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We will also assume that
‖u0‖l∞ > S−1δn ,
otherwise the choice of n is not optimal. Finally since we are for the moment interested in
the first part of the Theorem, we will also assume that δ2n > η.
We now consider the time evolution starting from this initial data u0, and we will
apply the previous Lemmas with δ = δn and θ = θn = δ
−ς
n . We first apply Lemma II.2 to
get a function B with the corresponding estimates on the derivatives, and we define the
function A(τ, x) solution of (II.1) with initial data (II.1’). We also define the remainder
r0.
The time evolution will now be split into two parts. We define a first time
tn = [C4δ
−2
n ] .
On the time interval [0, tn], we have from Lemma II.9
‖rt‖l∞ ≤ 4C2C3δn .
We now define a second time by
Tn = [C8δ
−2
n log δ
−1
n ] ,
where C7 > C8 > 0 and C8 is small enough so that for t < C8δ
−2 log δ−1, all the ex-
ponentially growing factors which appear in all the previous Lemmas are smaller than
θ1/4.
On the time interval [tn, Tn], we can now apply Lemma II.11. In particular, there is
a time Tn which satisfies
tn ≤ Tn < Tn
where we have
‖rTn‖l∞ ≤ S−1δn/2 ,
and also using Lemma A.2
‖3−1/2A(δ2nTn, · )‖L∞ ≤ S−1/2 .
Therefore
‖uTn‖l∞ ≤ δn+1 ,
and we can now repeat the argument with n+ 1.
The proof of the second part of Theorem I.1 is essentially similar. We first define an
integer N as the smallest integer such that δN ≤ Sη1/2. We can now repeat the above
proof and the result follows since TN is of the right order.
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III. The General Case.
In this section we will prove the following theorem which is a generalization of Theorem
I.1.
Theorem III.1. Assume hypothesis H1-H5. Then there exists constants R > 0, η0 > 0,
c1 > 0, · · · , c4 > 0 such that for any η ∈]0, η0[, for any u ∈ l∞ such that ‖u‖l∞ < R, if
(ut)t∈N denotes the orbit of u under the discrete time evolution Φ, then
i) there is a positive number T = T (u, η) such that for any integer t > T
‖ut‖l∞ ≤ c1η1/2 .
ii) Define the constants α, β, σ, γ and V by
α = ℑ l
′′(ω)
Dl(ω)
, eiσ = l(ω) , γ = ℑm(ω)
ρl(ω)
, V = −i l
′(ω)
l(ω)
,
and
β = −ℑ
(
c(ω, ω,−ω)
gl(ω)
+
4q(ω, 0)q(ω,−ω)
3gl(ω)(|l(ω)|2− l(0)) +
2q(−ω, 2ω)q(ω, ω)
3gl(ω)(l(ω)2 − l(2ω))
)
.
For any integer t > T there is a function A(τ, x) from R+ ×R to C satisfying
∂τA = (1 + iα)∂
2
xA+ A− (1 + iβ)A|A|2 (CGL)
such that for any integer s with 0 ≤ s ≤ c2η−1 log η−1 we have
‖ut+s − vs‖l∞ ≤ c3η1/2+c4 .
where
vsn = e
i(σt+ηγt+ωn)η1/2
√
ρ
3g
A
(
ρηt, η1/2
√
2ρ/D(n+ V t)
)
+ c.c. .
We recall that the constants D and ρ have been defined in hypothesis H3 and H5
respectively.
Lemma III.2. The number D is non negative, and the number V is real.
Proof. Let ζ(θ) = l(θ)/l(ω), this function is equal to one in θ = ω and this is a point
where its modulus is maximum. Let ζR and ζI denote the real and imaginary parts of ζ.
Writing that the first derivative of the square of the modulus of ζ in ω is equal to zero and
the second derivative is non-positive, one gets immediately (using ζI(ω) = 0)
ζ ′R(ω) = 0 , and ζ
′′
R(ω) +
(
ζ ′I(ω)
)2 ≤ 0 ,
and the lemma follows.
From the differentiability of Φ we can write
Φ(η, u) = L′u+ ηL′′u+Q(u, u) + C(u, u, u) +G(η, u) , (III.1)
where G is a nonlinear map, differentiable which is at least of degree 4 in u, at least of
degree 2 in η and at least of degree one in η(u)2.
Our first goal is to eliminate the quadratic term Q. As we will see, this is not entirely
possible, but it will be enough to eliminate the dominant part of this map. The main idea is
of course that Q should not give rise to a resonant term, and therefore it should be possible
to eliminate the quadratic terms by a nonlinear change of variables. An implementation
of this idea is given by the following result.
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Theorem III.3. There is a (differentiable) quadratic operator S in l∞ such that if S
denotes the operator
S(u) = u+ S(u) ,
then on some neighborhood of zero S is invertible (with differentiable inverse), and the
maps
Φ˜(η, ·) = S−1 ◦ Φ(η, ·) ◦ S
satisfy the hypothesis H1-H5 with a quadratic part Q˜ = D22Φ˜(0, 0)/2 such that its Fourier
transform q˜(φ1, φ2) is identically zero on a neighborhood of the points (±ω,±ω) and of
the lines φ1 + φ2 = ±ω. q˜ satisfies also∑
n,m
(1 + |n|+ |m|)6|q˜n,m| <∞ .
Moreover, we have
D2Φ˜(0, 0) = L
′ , D1D2Φ˜(0, 0) = L
′′ ,
and
D32Φ˜(0, 0)(v, v, v)/6 = C(v, v, v) + 2Q(v, S(v)) ,
and the Fourier coefficients of this form decay also polynomially fast.
Proof. By continuity, it follows from H3 that we can find a number h < ω/4 such that
if φ1 and φ2 belong to the intervals [±ω − 2h,±ω + 2h] then l(φ1 + φ2) − l(φ1)l(φ2) 6= 0.
Moreover, we can choose h small enough such that if |φ1 + φ2 ± ω| < 2h then either
|φ1 ± ω| > 2h or |φ2 ± ω| > 2h and l(φ1 + φ2)− l(φ1)l(φ2) 6= 0. Let
ψ0(θ) = ψ((θ + ω)h
−1/2) + ψ((θ − ω)h−1/2) ,
where ψ is the cut-off function defined at the beginning of section 2. We now define a
double sequence (Γn,m) by
Γn,m =
1
4π2
∫ ∫
ψ0(φ1)ψ0(φ2) + ψ0(φ1 + φ2)
l(φ1 + φ2)− l(φ1)l(φ2) e
−i(φ1n+φ2m)dφ1dφ2 .
Since the function ψ defined in section 2 is regular with compact support, it follows that
the sequence (Γn,m) belongs to l
1(Z2). Note also that this sequence is real. Moreover, we
have ∑
n,m
|Γn,m|(1 + |n|+ |m|)k <∞
for any integer k.
We now define the double sequence s by
s = Γ ∗ q ,
and the quadratic map S by
S(v)n =
∑
p,q
sn−p,n−qvpvq .
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The proof follows by easy computations.
We will now drop the tilde on the various transformations, i.e. we will assume that
the function q(φ1, φ2) satisfies the conclusions of the previous Theorem. We can recover
the general result by applying the above Theorem.
The proof of Theorem III.1 is now very analogous to the proof of Theorem I.1. It goes
along the same steps of the renormalizaztion group using estimates analogous to those of
Lemmas II.3-II.11. We will only indicate the non-elementary changes in the proofs without
keeping a detailed account of the various constants, i.e. the notation O(1) will be used for
any constant independent of δ, η and u.
We first decompose u0 as in section 2, namely we first apply Lemma II.2 and we obtain
a function B. As in section II, we set
ut = δAt + rt
where now
Atn = ei(σt+ωn)(3g)−1/2A(δ2t, δ
√
2/D(n+ V t)) , (III.2)
with A a solution of the complex Ginzburg Landau equation
∂τA = (1 + iα)A
′′ + (ρ+ iγ)ηδ−2A− (1 + iβ)A|A|2 , (CGL)
with initial condition
A(0, x) =
√
3gδ−1B(x
√
D/2) . (CGL′)
The remainder rt satisfies the equation
rt+1 = (Lt + Lt)rt +Rt , (III.3)
where
Rt = δL′At + ηδL′′At + δ2Q(At,At) + δ3C(At,At,At) +G(η, δAt)− δAt+1 ,
and the linear operators Lt and Lt are defined by
Ltv = L′v + ηL′′v +Q(v, 2δAt + rt)
and
Ltv = 3C(v, δAt, δAt + rt) + C(v, rt, rt) +
∫ 1
0
dξD2G(η, δAt + ξrt)v .
We first describe the estimations on the linear operators. Note that Lemma II.7,
Corollary II.8 and Lemma II.10 follow as before if we have Lemmas II.4-II.6.
The following equivalent of Lemma II.6 is immediate from the above formulas.
Lemma III.4. If ‖δAt‖l∞ + ‖rt‖l∞ < 1, then
‖Lt‖l∞ ≤ O(1)(δ2‖At‖2l∞ + ‖rt‖2l∞) .
We now come to the equivalent of Lemma II.4 and Lemma II.5.
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Lemma III.5. There are two constants c > 1 and c′ > 0 such that for any η < δ2θ2 ∈
]0, b/2] (b is the constant of Lemma C3) and for any t ≥ t0 ≥ 0 such that
sup
t0≤s≤t
(δ‖At‖l∞ + ‖rt‖l∞) ≤ c′δ ,
we have
‖Lt · · · Lt0‖l∞ ≤ cecη(t−t0)
and
‖Lt · · · Lt0Rδ,θ‖l∞ ≤ ce−δ
2θ2(t−t0)/c .
Proof. We first observe that Lt = L+ L′t where
Lv = L′v + ηL′′v and L′t = Q(v, 2δAt + rt) .
With this notation we have
Lt · · · Lt0 = Lt−t0+1 +
t∑
s=t0+1
Lt−sL′s−1Ls−2 · · · Lt0 .
Using Lemma C3 and Lemma II.4 we get
‖Lt · · · Lt0‖l∞ ≤
O(1)ecη(t−t0+1) +
t∑
s=t0+1
O(1)e−b(t−s)(δ‖As−1‖l∞ + ‖rs−1‖l∞)‖Ls−2 · · · Lt0‖l∞ .
The proof of the first part of the Lemma follows now recursively.
To get the second part, we use the following formula
Lt · · · Lt0 = Lt−t0+1
+
t−t0+1∑
k=1
∑
n1+···+nk+1=t−t0+1−k
n1≥0, ··· , nk+1≥0
Ln1L′t−n1Ln2L′t−n1−n2Ln3 · · ·LnkL′t−n1−···−nk−k Lnk+1 .
The second part of the Lemma follows now easily using Lemma II.5 and Lemma C3.
As explained before, Lemmas II.7, Corollary II.8 and Lemma II.10 follow as before.
We now come to the estimates concerning the forcing term Rt. From Lemma C2, the
term δ2Q(At,At) is at least of order δ4θ2. For the term Rt−δ2Q(At,At)we have the same
estimates as in Lemma II.3 and therefore we get bounds analogous to those of Lemmas
II.9 and II.11.
The proof of Theorem III.1 then follows exactly the same steps as the proof of Theorem
I.1 and we will not repeat them here. Finally one has to apply the inverse of the map S
to conclude the proof.
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Appendix A. Some estimates on the solutions of CGL.
In this appendix we will derive estimates on the solution of equation (CGL). General
estimates were derived before(2), however the present situation is slightly better in the
sense that the initial conditions will never be larger than some predefined constant. We
will also restrict ourselves to dimensions one and two where the complex Ginzburg-Landau
equation is known to have well behaved solutions for any values of the parameters α and
β. We will in fact obtain a stronger result than what we need in sections II and III.
We consider the equation
∂tA = (1 + iα)∆A+ σ(ρ+ iγ)A− (1 + iβ)A|A|2 , (A.1)
where σ is a positive parameter smaller than a given positive constant S, and α, β, γ and
ρ are fixed constants. Note that we could have as well rescaled σ and fixed for example
ρ = 1. We will not do this in order to have an immediate application of the result to
section III.
Lemma A.1. Let A(t, x) be a solution of (A.1). Assume that there is a number k ≥ 2, a
constant K > 1 and a constant θ > 1 such that
sup
0≤j≤k
θ−j‖∂j2A(0, · )‖ ≤ K .
Then there is a constant M which depends only on K, S, α, β, γ, ρ, such that for any
t > 0
sup
0≤j≤k
θ−j‖∂j2A(t, · )‖L∞ ≤M .
Moreover, for any integer p ≤ k/2 we have
sup
0≤j≤p
θ−2j‖∂j1A(t, · )‖L∞ ≤M .
There is a number U > 0 which is independent of θ and A such that for t > U the
same estimates hold without the term θ−j . We can take U as small as needed eventually
increasing M .
Proof. Let Gt denote the function
Gt(x) =
1
(2πt)d/2
e−x
2/4t .
We then consider the integral equation
A(t, · ) = eiαtGt ∗A(0, · )
+
∫ t
0
dsGt−s ∗
(
σ(ρ+ iγ)A(s, · )− (1 + iβ)|A(s, · )|2A(s, · )) . (A.2)
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It is easy to verify that there is a number 1 > T > 0 which depends only on k and K, S, α,
β, γ, ρ, such that this equation can be solved by the contraction mapping method on the
time interval [0, T ] with a solution in the ball of radius 2K in L∞. Moreover, the solution
is also a solution of (A.1) with initial data A(0, · ). Taking the successive derivatives in x
of (A.2) we get
∂jA(t, · ) = eiαtGt ∗ ∂jA(0, · ) +
∫ t
0
Gt−s ∗
(
σ(ρ+ iγ)∂jA(s, · )
−2(1 + iβ)|A(s, · )|2∂jA(s, · )− (1 + iβ)A(s, · )2∂jA(s, · ))ds+ Fj ,
where Fj is a combination of derivatives of A of lower order. Eventually taking a smaller
T (independently of j) we can again solve this equation for ∂jA by contraction and obtain
recursively estimates on the derivatives up to order k with the right dependence in θ. The
first part of the Lemma is then proven on the time interval [0, T ].
We now observe that at time T the estimate is in fact better. Indeed what we said
before is also true for the time interval [0, T/2]. We can now write another integral equation,
namely for T/2 < τ ≤ T
A(τ, · ) = eiα(τ−T/2)G(τ−T/2) ∗A(T/2, · )
+
∫ τ
T/2
ds Gτ−s ∗
(
σ(ρ+ iγ)A(s, · )− (1 + iβ)|A(s, · )|2A(s, · )) ,
and for the gradient
∇A(τ, · ) = eiα(τ−T/2)∇G(τ−T/2) ∗A(T/2, · ) +
∫ τ
T/2
∇Gτ−s ∗
(
σ(ρ+ iγ)∂j−1A(s, · )
−(1 + iβ)|A(s, · )|2A(s, · )) ds ,
We then deduce from the integrability in t = 0 of the L1 norm (in x) of ∇Gt an estimate
on the L∞ norm of the gradient of A on the time interval ]T/2, T ] which is independent of
θ. Similarly we can control recursively higher order derivatives by writing down integral
equations starting at various increasing times between T/2 and T .
In other words, even if we started at time zero with a number θ which was quite
large, after a time of order at most one we get an estimate where the function and all
its derivatives up to order k are of order unity. The result for all times then follows
immediately from previous results(2). Finally the result on the time derivatives follows at
once from the result on the space derivatives using equation (A.1).
We now need to prove that when σ is small, if at the initial time A is of order unity,
then it will decrease. Note that if α = β = 0 this follows easily from the maximum
principle applied to the square of the modulus of A. In the general case, we will use a
method of local energy estimate(3,2).
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Lemma A.2. Given the numbers α, β, ρ, S, and K as before, there is a number Θ > 0
and a number σ0 > 0 such that if σ ∈ [0, σ0] and t > Θ, we have
‖A(t, · )‖L∞ ≤ S−1/2 .
Note that we could get a bound of order
√
σ but after some larger time which depends
on σ. One can also derive similar estimates for the derivatives.
Proof. The proof is essentially based on a local energy estimate(2). First of all we can
get rid of the term iγσA by considering the function e−iγσtA(t, x). We introduce then a
cut-off function depending on a positive parameter ǫ
ϕ(x) =
ǫd
(1 + ǫ2|x|2)d
where d = 1 or 2 is the dimension. One then introduces the function of time
Ψ(t) =
∫
ϕ(x)|A(t, x)|2 dx .
It is easy to verify using integration by parts that since A is bounded, this function satisfies
d
dt
Ψ(t) ≤ −2
∫
ϕ(x)|∇A(t, x)|2 + 2σρ
∫
ϕ(x)|A(t, x)|2
+2(1 + |α|)
∫
|∇ϕ(x)||∇A(t, x)||A(t, x| − 2
∫
ϕ(x)|A(t, x)|4 .
Completing the squares and using that |∇φ|/φ ≤ O(1)ǫ we get for some number a > 1
independent of ǫ
d
dt
Ψ(t) ≤ +2(σρ+ aǫ2)
∫
ϕ(x)|A(t, x)|2 − 2
∫
ϕ(x)|A(t, x)|4 .
Using the last term on the right hand side to control the first one, we finally get
d
dt
Ψ(t) ≤ −(σρ+ aǫ2)
∫
ϕ(x)|A(t, x)|2 +O(1)(σρ+ aǫ2)2 .
This implies since Ψ(0) = O(1) that beyond a time of order (σρ+ aǫ2)−1 we have
Ψ(t) ≤ O(1)(σρ+ aǫ2) .
Let now t be larger than the number U of the previous Lemma. Then we have
‖∇A(t, · )‖L∞ ≤ O(1) .
From the previous estimate we also know that the average of |A|2 on any square (segment)
of size ǫ−1 is bounded by O(1)(σρ+ aǫ2). Given S, this implies that in dimension one we
can choose σ0 and ǫ small enough such that the estimate holds. In dimension 2, one needs
a similar energy estimate for the gradient to apply an adequate Sobolev inequality. We
refer to the literature for analogous estimates.
21
Appendix B: Proof of Lemmas II.4 and II.5.
In this appendix we will always assume that the parameter η is positive and smaller than
one. We will first give an integral representation of the kernels of the operators Lt and
LtRδ,θ. These operators are convolution operators with a sequence and we will estimate
the l1 norm of this sequence. The operator Lt is the convolution with the sequence Pt
given by
Ptn = (2π)−1
∫ 2pi
0
e−inϕ(η + l(ϕ))tdϕ (B1)
and the operator LtRδ,θ is the convolution with the sequence Mt
Mtn = (2π)−1
∫ 2pi
0
e−inϕ(η + l(ϕ))t
(
1− ψ
(
ω − ϕ
δθ
)
− ψ
(
ω + ϕ
δθ
))
dϕ (B2)
since 2π/δθ is larger than twice the diameter of the support of ψ.
First of all, since l is C2, we can find a positive number a < min(ω, π − ω) such that
on the intervals [±ω−a,±ω+a] we have |l′′(ϕ)+D| < D/2. Moreover, there is a positive
constant B < 1 such that
sup
ϕ/∈]±ω−a,±ω+a[
|l(ϕ)| ≤ B .
In the integral (B1) we separate the domain of integration in the union of the two
intervals [±ω − a,±ω + a] and their complements. Using integration by parts, one checks
easily that the contribution of the complement to the integral is bounded in l1 norm
by O(1)(1 + t)2(η + B)t. For the contribution of each interval we obtain by standard
arguments(9) ∣∣∣∣(2π)−1
∫ ±ω+a
±ω−a
e−inϕ(η + l(ϕ))tdϕ
∣∣∣∣ ≤ O(1)etηt−1/2 .
On the other hand, integrating twice by parts we get for t ≥ 2 and n 6= 0
n2Ptn = −(2π)−1
∫ 2pi
0
e−inϕ
(
tl′′(ϕ)(η + l(ϕ)) + t(t− 1)l′(ϕ)2
)
(η + l(ϕ))t−2dϕ
and by similar estimates as before, for n 6= 0 and t ≥ 2
|Ptn| ≤ O(1)n−2t1/2eηt .
Combining the two estimates we get
|Ptn| ≤ O(1)(1 + n2/t)−1t−1/2eηt .
which implies immediately
‖Pt‖l1 ≤ O(1)eηt ,
and this proves Lemma II.4.
We now come to the proof of Lemma II.5. First of all, if t < (δθ)−2, the estimate
follows at once from Lemma II.4 and Lemma II.1 (as long as δ2θ2 > η which is always
assumed). From now on we will assume t ≥ (δθ)−2.
It follows by estimates similar to the previous ones that
|Mtn| ≤ O(1)(1 + n2/t)−1t1/2e−t(Dδ
2θ2/2−η) .
from which Lemma II.5 follows.
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Appendix C. Estimation of oscillating sums.
Lemma C.1. There is a constant C9 > 0, a constant a > 0 and a constant 1 > η0 > 0
such that if η ∈ [0, η0], if δ, θ, B and A satisfy the hypothesis of Lemma II.3, if the sequence
f t is defined by
f tn = A
3(δ2t, nδ
√
2/D) ,
then for any integers s and t we have
‖Lse(3i · )f t‖l∞ ≤ C9
(
δθeηs + e−as
)
.
Proof. From hypothesis H3 it follows that there is a number Υ > 0 such that |4ω
(mod 2π)| > Υ and |2ω (mod 2π)| > Υ. We can now write for the kernel of the operator
Ls
Ls(n,m) =
1
2π
∫
eiφ(n−m)(η + l(φ))sdφ =
1
2π
∫
|φ±ω|>Υ
eiφ(n−m)(η + l(φ))sdφ
+
1
2π
∫
|φ−ω|≤Υ
eiφ(n−m)(η + l(φ))sdφ+
1
2π
∫
|φ+ω|<Υ
eiφ(n−m)(η + l(φ))sdφ .
Using techniques analogous to those of the previous appendix, it is easy to show that the
first integral is the kernel of an operator with norm O(1)e−as in l∞ for some constant
a > 0 which can be chosen independent of η if η0 > 0 is small enough. The second and
third integrals are estimated by similar methods of “summation by parts” and we will only
treat the second one.
We observe that
∑
m
f tm
1
2π
∫
|φ−ω|≤Υ
eiφ(n−m)+3iωm(η + l(φ))sdφ
=
∑
m
(f tm − f tm+1)
1
2π
∫
|φ−ω|≤Υ
eiφ(n−m)+3iωm(η + l(φ))s
1− ei(φ−3ω) dφ .
From the properties of the function A (see Lemma A.1) we have
|f tm − f tm+1| ≤ O(1)δθ .
Using again stationary phase methods, it follows as in the previous section that∣∣∣∣∣ 12π
∫
|φ−ω|≤Υ
eiφ(n−m)+3iωm(η + l(φ))s
1− e−i(φ−3ω) dφ
∣∣∣∣∣ ≤ O(1)s
−1/2eηs
1 + (n−m)2/s ,
and the Lemma follows.
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Lemma C.2. Let (qn,m) be such that∑
n,m
(1 + |n|+ |m|)k+2|qn,m| <∞ ,
and q(φ1, φ2) = 0 on a neighborhood of the four points (±ω,±ω). Then there is a number
δ0 > 0 such that if A is constructed as in III.2 with an A(x) such that there is a constant
M and a number k > 0 such that
sup
0≤j≤k
θj‖∂jA‖ ≤M ,
then
sup
r
∣∣∣∣∣
∑
n,m
qr−n,r−mAnAm
∣∣∣∣∣ ≤ O(1)δkθk
Proof. The proof again essentially mimics the proof of the stationary phase estimates,
namely it relies on an integration by parts. Let F (x) = (3g)−1/2A(δ2t,
√
2/D(x + δV t)),
we have to consider four terms which are essentially of the same form. We will only treat
one of them in details, the others are estimated similarly. We have∑
n,m
qr−n,r−me
i(ω(n+m))F (δn)F (δm) =
e2iωr
∑
n,m
F (δn)F (δm)
1
4π2
∫
q(φ1, φ2)e
i((φ1−ω)(r−n)+(φ2−ω)(r−m))dφ1, dφ2 .
Let ̟ be a positive number such that q(φ1, φ2) = 0 on the four sets [ǫ1ω −̟, ǫ1ω +̟]×
[ǫ2ω − ̟, ǫ2ω + ̟] where ǫ1 = ±1 and ǫ2 = ±1 . We now decompose the integration
domain into a finite union of domains, in each of which φ1 or φ2 (but may-be not both) is
at a distance at least ̟ of ±ω. Let us call D such a domain, and assume for definiteness
that on D we have
inf
(φ1,φ2)∈D
|φ1 ± ω| > ̟ .
It is then easy to verify that∑
n,m
F (δn)F (δm)
1
4π2
∫
D
q(φ1, φ2)e
i((φ1−ω)(r−n)+(φ2−ω)(r−m))dφ1dφ2 =
∑
n,m
F (δ(r − n))F (δ(r −m)) 1
4π2
∫
D
q(φ1, φ2)e
i((φ1−ω)n+(φ2−ω)m)dφ1dφ2 =
∑
n,m
(F (δ(r− n))−F (δ(r− n+1))F (δm) 1
4π2
∫
D
q(φ1, φ2)
1− ei(φ1−ω) e
i((φ1−ω)n+(φ2−ω)m)dφ1, dφ2 .
From our hypothesis, we have
|F (δ(r − n))− F (δ(r − n+ 1))| ≤ O(1)δθ .
The result follows by several applications of the argument, and controlling the convergent
of the ensuing sum by the summability properties of (qn,m).
24
Lemma C.3. There is a number b > 0 such that if 0 ≤ η < 1, if the sequence (qn,m) is
such that ∑
n,m
(1 + |n|+ |m|)2|qn,m| <∞ ,
and q(φ1, φ2) = 0 on a neighborhood of φ1 + φ2 = ±ω, then for any t ≥ 0 we have
‖Ltq(v w)‖l∞ ≤ O(1)e−bt‖v‖l∞‖w‖l∞ .
Proof. We have easily the formula
(Ltq(v w))
r
=
∑
n,p
vnwp
1
4π2
∫
(l(φ1+φ2)+ηm(φ1+φ2))
tq(φ1, φ2)e
i(φ1(r−n)+φ2(r−p))dφ1dφ2 .
The result follows at once from the fact that on the support of q we have φ1 + φ2 6= ±ω.
The necessary summability results are obtained by integration by parts as in the previous
Lemma.
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