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ABSTRACT
We investigate how night side cooling and surface friction impact surface temperatures
and large scale circulation for tidally locked Earth-like planets. For each scenario, we
vary the orbital period between Prot = 1 − 100 days and capture changes in climate
states.
We find drastic changes in climate states for different surface friction scenarios.
For very efficient surface friction (ts,fric = 0.1 days), the simulations for short rotation
periods (Prot 6 10 days) show predominantly standing extra tropical Rossby waves.
These waves lead to climate states with two high latitude westerly jets and unper-
turbed meridional direct circulation. In most other scenarios, simulations with short
rotation periods exhibit instead dominance by standing tropical Rossby waves. Such
climate states have a single equatorial westerly jet, which disrupts direct circulation.
Experiments with weak surface friction (ts,fric = 10− 100 days) show decoupling
between surface temperatures and circulation, which leads to strong cooling of the
night side. The experiment with ts,fric = 100 days assumes climate states with
easterly flow (retrograde rotation) for medium and slow planetary rotations Prot =
12− 100 days.
We show that an increase of night side cooling efficiency by one order of mag-
nitude compared to the nominal model leads to a cooling of the night side surface
temperatures by 80-100 K. The day side surface temperatures only drop by 25 K
at the same time. The increase in thermal forcing suppresses the formation of extra
tropical Rossby waves on small planets (RP = 1REarth) in the short rotation period
regime (Prot 6 10 days).
Key words: planets and satellites: atmospheres –planets and satellites: terrestrial
planets – methods: numerical.
1 INTRODUCTION
The climate states of tidally locked terrestrial planets do
not fail to surprise. Joshi et al. (1997) found that a suffi-
ciently dense atmosphere (i.e., with surface pressure level
ps > 100 mbar) can maintain generally habitable surface
temperatures - even with one planet side permanently fac-
ing their host star. Recently, Yang et al. (2014) found that
cloud coverage over the substellar point leads to a net cool-
ing of the atmosphere - in contrast to fast rotating non-
tidally locked planets. This stabilizing cloud feedback pushes
the inner edge of the habitable zone closer towards the
star. Even more recently, Carone et al. (2015) (hereinafter
called C15) found that fast rotating tidally locked planets
(Porb = Prot 6 12 days for large terrestrial planets) may as-
⋆ E-mail: ludmila.carone@wis.kuleuven.be (LC)
sume up to three different climate states - depending on the
dominance of either the tropical or extra tropical standing
Rossby wave or a mixture of both.
Merlis & Schneider (2010) report for Prot = 1 days
two high latitude westerly jets, which we linked in C15 to
the dominance of a standing extra tropical Rossby wave.
Edson et al. (2011) show for their ’dry model’ and the same
rotation period a ’mixed’ climate state with two high lati-
tude westerly jets and tropical jets, apparently induced by
the simultaneous presence of a standing tropical and extra
tropical Rossby wave. C15 report for Prot = 1 days one sin-
gle equatorial wind jet with very fast wind speeds (about
300 m/s), which we linked to the dominance of a standing
tropical Rossby wave.
These three models differ from each other in that
Merlis & Schneider (2010) study the climate of an aqua-
planet with moderate day to night side temperature gradi-
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ent. The authors report maximum surface temperatures of
TDS,s = 300 K at the day side and minimum temperatures
of TNS,s = 250 K at the night side, respectively. Edson et al.
(2011) assume for one of their climate models a completely
dry surface, which leads to a stronger horizontal surface
temperature gradient: They have maximum temperatures of
TDS,s = 350 K at the day side and minimum temperatures
of TNS,s = 150 − 170 K at the night side, respectively. Our
nominal model ’falls in between’ in that it has a relatively
warm day side with maximum day side surface temperatures
of up to TDS,s = 370 K for Prot = 1 days and relatively high
minimum night side temperatures of TNS,s = 270 K for an
Earth-size planet. Our model, however, has the advantage
that we can perform large parametric surveys at low compu-
tational cost. Due to the model’s transparent and versatile
parametrization, we can identify possible sources of devia-
tion and have full control over optical depth, effective radia-
tive time scales on the day and night side, surface friction
time scales and the extent of the surface boundary layer.
Indeed, we already identified in Carone et al. (2014)
(hereinafter called C14) low night side cooling efficiency as
the likely origin for the comparatively warm night side and
thus as one source of deviations between our nominal model
and that of Edson et al. (2011) and Joshi (2003).
Another notorious source for deviations between cli-
mate models on terrestrial planets are surface boundary pre-
scriptions that vary even for terrestrial Solar System planets
by orders of magnitude (C14). We will show, in this study,
that different night side cooling efficiencies and, in particu-
lar, surface boundary treatments affect climate patterns in
the rotation period regime Prot = 1− 100 days.
Due to the computational efficiency of our model, we
can perform many simulations for tidally locked planets be-
tween Prot = 1 − 100 days. We can thus monitor closely
changes in climate state transitions with planet rotation.
This resolution in rotation period is so far unrivalled. By
checking the tropical (λR) and extra tropical Rossby radius
of deformation (LR) and by performing a perturbation anal-
ysis on the horizontal velocity ~v and geopotential height z
(see C15), we can furthermore coherently link climate state
phases to tropical and extra tropical Rossby waves.
In the following (Section 2), we will first briefly de-
scribe the model, the numerical adjustments for very short
orbital periods and introduce the relevant parameter space
for tidally locked habitable planets. We will then (Section 3)
systematically investigate how an increase of the night side
cooling efficiency changes surface temperatures. We will also
account for differences in optical depths and planet sizes. We
will, furthermore, investigate how more efficient night side
cooling affects climate state transitions for specific Rossby
radii of deformation over planet size, that is, for λR/RP = 1,
λR/RP = 0.5, LR/RP = 1 and LR/RP = 0.5. We will com-
pare our results also to other tidally locked Earth climate
models like Joshi et al. (1997); Edson et al. (2011); Joshi
(2003).
For the investigation of different frictional surface
boundary treatments on climate states (Section 4), we
use our nominal model on a Super-Earth planet1 (RP =
1 We choose RP = 1.45REarth instead of RP = 1.5REarth to be
comparable to C14.
1.45REarth). We study surface friction time scales between
tfric = 0.1 − 100 days and change the upper extent of the
planet boundary layer to values between 70-90% of surface
pressure level ps. These ranges of values were identified in
C14 from climate models of Solar System terrestrial plan-
ets. For every scenario, we monitor again climate state tran-
sitions in Rossby waves for λR/RP = 1, λR/RP = 0.5,
LR/RP = 1 and LR/RP = 0.5. We provide in Section 5
a summary of our results and in Section 6 a conclusion and
outlook.
This is the first study to coherently investigate different
assumptions in night side cooling efficiency and surface fric-
tion time scales and how they affect surface temperatures
on tidally locked habitable planets over the whole relevant
rotation period range. This study will thus provide a better
understanding of surface temperatures arising from different
climate models for tidally locked terrestrial planets.
2 OUR MODEL
We introduced in C14 our nominal 3D climate model with
simplified forcing that is suitable for a tidally locked ter-
restrial planet. The model uses Newtonian cooling for the
thermal forcing of the dynamical core of the Massachusetts
Institute of Technology global circulation model (MIT-
gcm)2 (Adcroft et al. 2004). MITgcm uses the finite-volume
method to solve the primitive hydro-statical equations that
can be written as the horizontal momentum, vertical strati-
fication, continuity of mass, equation of state for an ideal gas
and thermal forcing equation (See Equations 1-6 in C15).
A first order estimate is used for the radiative time scale
trad in the Newtonian thermal forcing that agrees within
one order of magnitude to values derived with full radiative
transfer for terrestrial Solar System planets (C14). The de-
tails of thermal forcing are further discussed in Section 3.
The details of surface boundary treatments, where we use a
simple Rayleigh friction scheme for the near-surface part of
the atmosphere, are further discussed in Section 4.
2.1 Numerical setup
We use 20 vertical levels with equally spaced 50 mbar lev-
els with surface pressure ps = 1000 mbar. The C32 cubed-
sphere grid is used (Marshall et al. 2004): The sphere is sub-
divided into six tiles, each with 32× 32 elements, thus there
are 32 × 32 × 20 volume elements per tile. This grid corre-
sponds to a global resolution in longitude-latitude of 128×64
or approximately 2.8◦ × 2.8◦.
As outlined in C14, we initialize the atmosphere
with constant temperature T = 264 K and run for
tinit = 400 days. Data generated before tinit are discarded;
the simulation is run subsequently for trun = 1000 days
and averaged over this time period. The nominal time
step is ∆t = 450 s, the smallest investigated planet size,
RP = 1REarth , however, requires a reduction to ∆t = 300 s
(See also C15). The horizontal momentum forcing ~Fv =
~Ffric+ ~Fsponge consists of a surface friction (to be discussed
in Section 4) and a sponge layer term that we prescribe as:
2 http://mitgcm.org
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Table 1. Sponge layer friction time scales used this study
kmax Prot
[days−1] [days]
1/80 5-100
1/40 3-4
1/20 for optical depth τs = 0.62
1/10 for optical depth τs = 0.94
6 2
Table 2. Fixed planetary and atmospheric parameters used in
this study.
Parameter
Incident net stellar flux Inet 958 W/m2
Obliquity 0◦
cp 1.04 J/gK
ps 1000 mbar
Main constituent N2
Molecular mass µ 28 g/mol
Adiabatic index γ 7/5
Rotation period Prot 1-100 days
~Fsponge = −kR~v, (1)
where kR determines the efficiency of horizontal wind brak-
ing in the sponge layer.
The sponge layer stabilizes the upper atmosphere
boundary layer against non-physical wave reflection. It may
also be justified physically as a first order representation
of gravity wave breaking at low atmosphere pressure. The
sponge layer is located at pressures less than p = 100 mbar,
where kR increases from zero to kmax with decreasing pres-
sure using the prescription of Polvani & Kushner (2002)
(C14). In the nominal set-up, kmax was set to 1/80 days
−1.
Simulations with fast rotations (Prot 6 4 days) show very
fast equatorial superrotation at the top of the atmosphere
with wind speeds of up to 300 m/s. The very fast winds
require a larger efficiency of the upper atmosphere sponge
layer. See Table 1 for relevant parameters.
We adopted the dry convection scheme of Molteni
(2002) for our model that diffuses dry static energy s =
cpT + Φ vertically with vertical diffusion time scale tvds, if
static stability is locally violated. Here, cP is specific heat
at constant pressure and Φ = gz is the geopotential, where
g is surface gravity and z is vertical height. In the nominal
model and most simulations discussed in this study, the ver-
tical diffusion time scale tvds = 1 day is assumed as in C14
and C15.
2.2 Investigated parameter space: Tidally locked
habitable terrestrial planets around M dwarfs
We focus on atmosphere dynamics of tidally locked habitable
planets around M dwarfs and assume the same set-up as
in C14: A nitrogen dominated greenhouse atmosphere with
surface pressure ps = 1000 mbar. We further assume that
each planet receives the same amount of stellar irradiation as
the Earth. See Table 2 for the relevant planetary parameters.
Correia et al. (2008) and, more recently, Leconte et al.
(2015) questioned the assumption that terrestrial planets in
the habitable zone of an M dwarf are tidally locked. The
climate of a terrestrial planet in the habitable zone must
be interpreted, thus, in the context of two extremes in spin-
orbit alignment: fast rotating asynchronous rotations like
the Earth and tidal-locking. Whereas climate dynamics on
fast rotating planets is relatively well understood from the
Solar System, tidally locked planets still merit more inves-
tigations, as we will show in this study. Furthermore, slow
rotating planets like Venus show large similarities in climate
patterns to tidally locked states (Yang et al. 2014). In ad-
dition, planets at the inner edge of the habitable zone are
still probably tidally locked - even in the light of the revised
tidal theory of Leconte et al. (2015). Incidentally, these plan-
ets should be the first to become accessible to atmosphere
characterization.
We investigate planets of terrestrial composition, where
we assume a bulk density of ρEarth = 5.5 g/cm
3 for different
planet sizes between RP = 1 and 1.45REarth. As shown in
C15, assuming uniform bulk density makes for easier com-
parison between radiative and dynamical time scales and
thus easier analysis of atmosphere dynamics evolution with
planet size. This assumption yields 1 and 3.1 Earth masses
for RP = 1 and 1.45REarth, respectively.
The rotation period range was selected to cover Prot
= 1 - 100 days so that we can compare our results with
that of C15. The investigated rotation period range is at
least down to Prot = 6.5 days relevant for the study
of the habitable zone around M dwarf stars (Zsom et al.
(2013) and Seager (2013)). Kaltenegger & Traub (2009) de-
rive Prot = 2 − 65.5 days by taking into account M dwarf
host stars down to M9V stars, where the authors assumed
a constant planet albedo α = 0.3. C15 derived a rele-
vant orbital period range Porb = Prot = 2 − 90 days for
stellar masses M∗ = 0.1 − 0.6Msun, for which the Earth
equivalent incident flux Inet = I0(1 − α) = 958 W/m
2
reaches the planet. I0 = 1368 W/m
2is the incident stel-
lar flux for a given orbital period and α = 0, 0.3, 0.5, 0.7, 0.9
was assumed. Leconte et al. (2013) consider α = 0.1 − 0.5,
which corresponds to a relevant orbital period range between
Porb = 6 − 80 days. Also, Yang et al. (2013) derive a plan-
etary albedo as high as α = 0.5 for tidally locked planets
around M dwarfs. Table 2 lists the planetary and atmosphere
parameters that we use in this study.
Fast rotation periods (Prot < 10 days) allow in any case
to study the emergence of dynamical features that are al-
ready known from Hot Jupiters. The climate state results for
these rotation periods are thus a preparation for a more de-
tailed study of climate dynamics on hot Super-Earth planets
that lie in the transition region between terrestrial planets
and gas giants (Madhusudhan & Redfield 2015).
2.3 Planetary time and length scales
The introduction of the following time and length scales will
be useful in discussing how an increase in night side cool-
ing efficiency and a change in surface boundary prescription
affects the overall climate dynamics evolution for different
rotation periods.
The dynamical time scale tdyn is defined as
(Showman et al. 2011)
tdyn ∝
RP
U
, (2)
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where U is the mean horizontal velocity.
The radiative time scale used in C14 and C15 is
trad =
cpps
4gσT 3s
, (3)
where Ts is the local surface temperature, ps is the surface
pressure and σ is the Stefan-Boltzmann constant. This first
order estimate agrees within one order of magnitude to val-
ues derived with full radiative transfer for terrestrial Solar
System planets (C14).
C15 confirmed that standing planetary Rossby waves
are of uttermost importance for determining climate states
of tidally locked planets with rotation periods Prot= 1 – 100
days. More precisely, two types of standing Rossby waves
determine which climate state is dominant for specific rota-
tion periods: extra tropical and tropical Rossby waves. The
former leads to a climate state with high latitude eastward
winds, the latter leads to the formation of equatorial super-
rotation.
The possible presence of one or both of these Rossby
waves can already be inferred from the calculation of the
Rossby radii, where LR denotes the extra tropical Rossby
radius and λR the tropical Rossby radius (see Equations 16
and 17 in C15 or Holton (1992)). We will identify atmo-
sphere dynamic transitions with respect to LR/RP and
λR/RP in Sections 3.4 and 4.2.
For the identification of the precise type of standing
Rossby wave, we will use again the perturbation method as
described in Section 4 of C15. Their Figure 2 depicts the
expected perturbations in horizontal wind ~v and geopoten-
tial height z = Φ/g at the top of the atmosphere (p = 225
mbar) for the extratropical and extratropical Rossby wave.
3 NIGHT SIDE COOLING ADJUSTMENT
We found in C14 that the surface temperatures at the day
side of our nominal model were in good agreement with the
Earth climate model of Edson et al. (2011) and Joshi (2003).
Our model’s night side temperatures, however, were about
100 K warmer. We speculated in C14 that the night side
surface temperatures are mainly determined in our model
by the night side cooling efficiency. In the following, we test
this hypothesis. We vary the night side cooling efficiency
via the night side radiative time scale trad,NS. In addition,
we also investigate how changes in optical depth and planet
size affect night side surface temperatures. The results of our
experiments are also compared to Joshi et al. (1997), Joshi
(2003) and Edson et al. (2011).
We use the maximum and minimum surface tempera-
tures to track changes in the day side and night side heating.
Surface temperature maxima are always located very close
to the substellar point (φ = 0◦) in our climate models. Sur-
face temperature minima are always located at the night
side. The latter are, however, shifted from the antistellar
point at longitude φ = −180◦ towards the morning limb,
where the displacement increases with faster planet rota-
tion. In the extremest case, surface temperature minima are
located at φ = −120◦. See also Figure 4 of C14 for surface
temperature distributions.
Table 3. Parameters of the experiments used to adjust night side
cooling
parameter Nom. 1 Exp. 1 Exp. 2
RP [REarth] 1.45 1.45 1.45
g [m/s2] 14.3 14.3 14.3
τs 0.62 0.62 0.94
α 0.3 0.3 0.3
Ts,max [K] 408 408 425.5
trad,DS [d]
a 5.4b 5.4 4.8
trad,NS [d] 813 813-100 100
parameter Nom. 2 Exp. 3 Exp. 4
RP [REarth] 1 1 1
g [m/s2] 9.8 9.8 9.8
τs 0.62 0.94 0.94
α 0.3 0.3 0.3
Ts,max [K] 408 425.5 425.5
trad,DS [d] 8 4.8 3.3
trad,NS [d] 1186
c 100 69
a) trad,DS is the maximum value at the substellar point.
b) Note that in C14 this value was given erroneously as 13 days.
c) As discussed in C15
3.1 Radiative efficiency at the night side
As outlined in C14, we use Newtonian cooling for the tem-
perature forcing in our model:
FT =
T − Teq
trad
, (4)
where trad is the radiative time scale as described in Sec-
tion 2. The equilibrium temperature Teq is described in de-
tail in C14, where we have developed separate prescriptions
for the day side and the night side: The illuminated day side
is driven towards radiative-convective temperature profiles
suitable for a greenhouse atmosphere. The night side tem-
perature relaxes towards the Clausius-Clayperon relation of
the main constituent of the atmosphere (nitrogen).
In the first set of simulations (Exp.1 ), we take the nomi-
nal model as introduced in C14 as a starting point (Nom.1 ).
Keeping all other parameters equal, the night side radiative
time scale is successively lowered from trad,NS from 813 days
to trad,NS=100 days (Table 3).
Figure 1 shows that just reducing the night side ra-
diative time scale to trad,NS = 100 days, reduces the sur-
face temperatures at the night side by about 80-100 K. The
day side surface temperatures also cool down but to a much
lesser degree - by just 25 K compared to the nominal model
(Nom.1 ). Exp.1 with trad,NS = 100 days shows furthermore
good agreement to night side temperatures from the dry
model of Edson et al. (2011) in the slow rotation regime
Prot > 4 days. The day side temperatures are colder by
10-20 K.
In the fast rotation regime with Prot 6 4 days, the
comparison in surface temperatures between our model
and other models is confounded by different possible cli-
mate states as demonstrated in C15: Whereas the model of
Edson et al. (2011) assumes a climate state with two high
latitude westerly wind jets due to the dominance of a stand-
ing extra tropical Rossby wave, our model adopts a climate
state with a single equatorial superrotating jet due to the
dominance of the standing tropical Rossby wave. The latter
c© TBD RAS, MNRAS 000, 1–25
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Figure 1. Comparison between maximum (top) and minimum
surface temperatures (bottom) in Nom.1 and Exp.1 for different
nightside cooling time scales trad,NS . For comparison, the surface
temperatures reported by Edson et al. (2011) are shown.
state suppresses at least the meridional part of the equatorial
direct circulation cell and thus suppresses efficient cooling of
the substellar point via upwelling. The suppression of equa-
torial circulation in Exp.1 and Nom.1 leads to very warm
substellar point temperatures for very short rotation periods
Prot 6 4 days - in contrast to the model used by Edson et al.
(2011) that assume colder day side temperatures due to un-
perturbed direct circulation.
Despite stronger suppression of direct circulation for
faster rotation in the Prot 6 4 days-regime, the night side
surface temperature in Exp.1 increase with faster rotation.
As outlined in C15, the rise in night side surface temper-
atures with faster rotation is attributed to the increasing
strength of the secondary circulation cells that transfer heat
efficiently from the day side towards the night side surface.
In general, we can confirm that it is indeed mainly the
night side cooling efficiency that determines night side sur-
face temperatures in our simplified model prescription. At
the same time, a reduction in trad,NS effects the day side
surface temperatures only moderately and apparently does
not change climate states compared to Nom.1 (discussed in
C15).
Table 4. Vertical diffusion time scales of the experiments used
to adjust night side cooling
tvds Prot
[days] [days]
1 10-100
1
for Nom.1, Nom.2, Exp.1, Exp.3
0.8
for others
9-4
1
for Nom.1, Nom.2, Exp.1
0.8
for others
3-1.5
1
for Nom.1, Nom.2, Exp.1
0.5 for Exp.2
0.2 for Exp.3
0.1 for Exp.4
1
3.2 Adjustment for differences in optical depth
Another complication that arises when comparing different
climate models are differences in optical depth, even as-
suming the same atmosphere composition. More precisely,
τs= 0.62 was assumed in our nominal model and Exp.1.
Edson et al. (2011) adopt τs= 0.94 (their Table 4). To in-
vestigate changes in optical depth, we performed another
experiment (Exp.2 ) with trad,NS= 100 days but with day
side equilibrium temperatures calculated for τs= 0.94 (Ta-
ble 3).
Figure 2 shows that an increase in optical depth leads to
higher day side surface temperatures, while the night side
remains virtually unaffected. The surface temperature de-
pendencies with optical depth in our prescription as demon-
strated by Exp.2 are very different to the results reported
by Joshi et al. (1997), who performed similar experiments
by changing optical depth between τs = 0.25 – 2, where
only results for 0.5 and 1 are compared in this study. The
change in optical depth led there to hardly any changes in
day side surface temperatures but affected instead the night
side temperatures very strongly.
In addition, we find that the stronger heating of the
day side surface in our experiments with higher optical
depth (Exp.2, Exp.3 and Exp.4 ) triggers very strong up-
welling over the substellar point. The stronger upwelling
leads to violation of static stability for short rotation pe-
riods (Prot 6 9 days), if the nominal dry adiabatic adjust-
ment time scale τvds = 1 days is used (Section 2.1). When a
simulation showed instability, we reduced the diffusion time
scale τvds in 0.1 s steps, until static stability could be es-
tablished again. We find that Exp.4 with strong night side
cooling requires generally the smallest tvds in the short rota-
tion regime. We thus justify dry adiabatic adjustment with
shorter diffusion time scale as a parametrization of more
vigorous upwelling, which is the strongest for Exp.4. The
necessary adjustments in vertical diffusion time scales tvds
are listed in Table 4.
c© TBD RAS, MNRAS 000, 1–25
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Figure 2. Comparison between maximum (top) and minimum
(bottom) surface temperatures in Experiments with different op-
tical depths (Exp.1 and 2 ). For comparison, surface temperatures
reported by Edson et al. (2011), Joshi (2003) and Joshi et al.
(1997) are shown.
3.3 Adjustment for planet size
Up to now, we investigated night side cooling variations
for terrestrial-like atmosphere on a tidally locked Super
Earth planet with radius RP = 1.45REarth (Exp.1 and
Exp.2 ). Many other tidally locked Earth climate models as-
sume, however, RP = 1REarth like e.g. Edson et al. (2011),
Joshi et al. (1997) and Joshi (2003). It was shown in C15
that just changing the planet size within our model formu-
lation already leads to changes in the gradient between day
side to night side surface temperatures. These changes in
planet size were connected to the change in dynamical time
scale tdyn, where tdyn ∝ RP (Equation 2). In C15, however,
also the radiative time scales trad changed via surface grav-
ity g (Equation 3): trad was increased with decreasing planet
size. This nominal experiment for an Earth-size planet with-
out increased night side cooling efficiency (Nom.2 ) was in-
vestigated in detail in C15. The corresponding parameters
are shown in Table 3.
For Exp. 3, we reduce the planet size compared to Exp.2,
but keep τrad unchanged in contrast to C15. That is, we
adopt RP = 1REarth and g = 9.8 m/s
2 with the same ra-
diative time scales as in Exp.2. Any changes that arise be-
tween Exp.2 and Exp.3 can be therefore exclusively linked
to changes in the dynamical time scale tdyn with reduced
planet size.
Figure 3 shows that just reducing the planet size - keep-
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Figure 3. Maximum (top) and minimum (bottom) surface tem-
peratures in Exp.2, Exp.3 and Exp.4 that show adjustment in
trad to compensate for increase in dynamics, when changing the
planet size from RP = 1.45REarth to RP = 1REarth. In addi-
tion, surface temperatures reported by Edson et al. (2011), Joshi
(2003) and Joshi et al. (1997) are shown for comparison.
ing all other parameters equal - leads to a decrease in sur-
face temperature day side to night side gradient compared
to Exp.2. In particular, the night side temperatures are sub-
stantially higher in Exp.3. This result is in accordance to
C15, where it was likewise found that the gradient between
night side to day side becomes smaller for smaller planet
sizes. In C15, this effect was attributed to the combined
effect of an decrease in dynamical time scale τdyn and an in-
crease in radiative time scale. In other words, we concluded
that dynamics becomes more efficient on smaller planets,
whereas radiative heating becomes weaker.
Like in C15, we now assume that dynamics - in the form
of flow from the day side towards the night side and vice
versa- is mainly driven by temperature gradient between the
day and night side, that in turn is maintained by radiative
heating rate J , the efficiency of which is prescribed in our
simplified forcing via trad:
J =
∆θ
trad
, (5)
where ∆θ is the difference between the prescribed poten-
tial equilibrium temperature and the atmosphere potential
temperature. Applying scale analysis on the thermodynamic
c© TBD RAS, MNRAS 000, 1–25
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energy equation (like in C15, Section 5.1.1), the radiative
heating rate J can be linked to dynamics via:
θU
RP
∼
J
cP
, (6)
where θ(x, y) is in the context of tidally locked terrestrial
planets the actual difference between day to night side tem-
peratures. Inserting Equation (2), we can link tdyn to heating
rate and thus trad via:
J ∼
θ
tdyn
. (7)
Because the heating rate J did not substantially change
between Exp.2 and Exp.3, we assume that differences in θ
are mainly driven by tdyn. We furthermore assume that we
can adjust the heating rate J via trad to compensate for the
more efficient dynamics, increasing the temperature gradi-
ent between day side and night side again: We decrease trad
at the day and night side by a factor of 1.45 (Table 3) to
compensate for changes in tdyn (Exp.4 ). Exp.4 implies that
tdyn ∝ RP and that U is to first order constant between
Exp.3 andExp.4. Figure 3 shows that these assumptions are
apparently valid: The surface temperatures of Exp.4 are
in better agreement with Exp.2 than Exp.3. This relative
agreement is particularly evident in the slow rotation regime
Prot > 10 days.
The climate states did not change between Exp.2 and
Exp.4, even in the short planet rotation period regime
Prot = 1−3 days, where we notice the strongest deviations in
between our nominal model and other tidally locked Earth
models like Edson et al. (2011) (C15).
It was shown in C15 that the latter deviations arise be-
cause three climate states are possible for Prot 6 3 days
on an Earth-size planet: one dominated by standing trop-
ical Rossby waves leading to fast equatorial superrotation,
one dominated by extra tropical Rossby waves and high lat-
itude westerly jets and one ’mixed’ climate state with con-
tributions from both the tropical and extra tropical Rossby
wave and thus a mixture between high latitude westerly jet
with equatorial superrotation. The first climate state with
pure equatorial superrotation leads to inefficient cooling of
the substellar point in contrast to the other two climate
states. Its presence can thus already be inferred from day
side surface temperatures that rise steeply with faster ro-
tation. This climate state is apparently adopted by Exp.2,
Exp.3 and Exp.4 for Prot = 1− 3 day (Figure 3).
Exp.3 and Exp.4, thus, deviate from the climate states
of the corresponding nominal model Nom.2 in the fast ro-
tation regime. It was found in C15 that the smallest inves-
tigated planets (RP = 1 − 1.25REarth), including Nom.2,
show climate states with strong contribution of the extra
tropical Rossby wave with high latitude wind jets and only
weak or no equatorial superrotation. The efficient night side
cooling in Exp.3 and Exp.4 favours the formation of stand-
ing tropical Rossby waves in our model prescription.
Using Exp.4, we can also now more coherently compare
surface temperatures arising from our model prescription
with increased night side cooling efficiency with other tidally
locked terrestrial climate models. For Prot = 10− 100 days,
Exp.4 agrees with the results of Edson et al. (2011) and
Joshi (2003) within 20 K for both the day side and the
night side (Figure 3). There are, however large deviations
between Exp.4 and Joshi et al. (1997): The day side surface
temperatures are higher by 25-30 K in the former compared
to the latter. The night sides are 30-50 K lower in Exp.4 as
compared to Joshi et al. (1997).
For Prot = 4 – 10 days, the agreement between sur-
face temperatures at the night side between Exp.4 and
Edson et al. (2011) is less good. Exp.4 is generally warmer
by 30-80 K than the dry model of Edson et al. (2011). This
deviation is, however, small compared to the 100 K differ-
ence between Edson et al. (2011) and our nominal model
(C14,C15). For even faster rotations (Prot 6 4 days), de-
viations in the day side surface temperatures arise because
Exp.4 and the model of Edson et al. (2011) are in differ-
ent climate states. The short rotation period simulations
shown by Edson et al. (2011) are in climate states domi-
nated by standing extra tropical Rossby waves with high
latitude westerly jets and efficient direct circulation even for
Prot = 1 day (see also C15). The efficient direct circulation
in the simulations of Edson et al. (2011) prevents the sub-
stellar point from reaching surface temperatures hotter than
360 K, even when Prot = 1 day (Figure 3).
It is striking that despite better agreement in surface
temperatures between Exp.4 and the model of Edson et al.
(2011), compared to the nominal model (Nom.2 ), the dis-
agreement between climate states in the short rotation pe-
riod regime is even stronger: While Nom.2 exhibited at
least sometimes standing extra tropical Rossby waves for
Prot 6 3 days like the model of Edson et al. (2011), these
tendencies disappear in Exp.4 with stronger night side cool-
ing. Apparently, tropical Rossby waves become stronger
when the thermal forcing increases in our model and domi-
nate in Exp.4 for all rotation periods.
The comparison between experiments with efficient and
inefficient night side cooling and with other climate models
in the fast planet rotation regime demonstrates an impor-
tant principle: It is vital to first understand the possible
basic climate states arising from 3D climate models, before
attempting to compare their details with each other.
3.4 Effect of increased night side cooling
efficiency on large scale climate dynamics
Up to now, we have only inspected the evolution of surface
temperatures between Prot = 1 − 100 days. Based on this
evolution we already concluded that an increase in night
side cooling efficiency not only leads to a strong cooling of
the night side, but also favours more strongly the formation
of tropical Rossby waves - even for small planets (RP =
1REarth) and fast planet rotations (Prot 6 3 days).
In the following, we aim to confirm the conclusion that
climate states brought upon by standing tropical Rossby
waves are more prevalent in simulations with efficient night
side cooling, represented by Exp.4, compared to the nom-
inal model (Nom.2 ). For this purpose, we investigate the
evolution of climate states for Prot = 1 − 100 days by con-
sulting additional diagnostics: the evolution of zonal wind
versus rotation period, Rossby wave numbers, and circula-
tion patterns. We will discuss deviations from climate states
compared to Nom.2 that are described in detail in C15.
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Figure 4. Maximum of zonal wind speeds in our model with
efficient and inefficient night side cooling, different optical depths
and planetary radii and as reported by Edson et al. (2011) in their
model.
3.4.1 Zonal wind
The inspection of the maximum zonal wind speeds versus
planet rotation periods is a good starting point to discuss
climate dynamics in a large parameter study as demon-
strated in C15 and Edson et al. (2011). In this study, we find
that wind speeds arising from simulations with increased
night side cooling efficiency (Exp.1 and Exp.4 ) are gener-
ally larger than the respective nominal simulations with less
efficient night side cooling (Nom.1 and Nom.2 ) (Figure 4).
The larger wind speeds arise because Exp.1 and Exp.4 have
smaller radiative time scales, increasing the heating rate via
J ∝ t−1rad, which triggers faster winds.
For faster planet rotations (Prot 6 3 days), Exp.1 and 4
exhibit fast equatorial superrotation, whereas Nom.2 shows
climate states with high latitude wind jets or at least a mixed
state for Prot − 1.5, 2 and 3 days, with both equatorial su-
perrotation and high latitude wind speeds existing side by
side (C15). High latitude jets have much slower wind speeds
than those of superrotating equatorial jets, which explains
why Nom.2 has slower wind speeds in the short planet rota-
tion regime compared to Exp.4 (Figure 4). The zonal wind
evolution thus confirms that more efficient night side cooling
in our model prescription and thus stronger thermal forcing
suppresses the formation of standing extra tropical Rossby
waves and thus the formation of high latitude wind jets also
for small exoplanets.
Interestingly, Exp.4 yields zonal wind speeds in the in-
termediate and slow rotation period range Prot = 4-100 days
comparable to those reported by Edson et al. (2011) (Fig-
ure 4). Exp.4 assumes the same optical depth and planet size
as the dry climate model used by Edson et al. (2011). This
agreement indicates that the thermal forcing between Exp.4
and the model used by Edson et al. (2011) are of similar
strength. The similarity in thermal forcing was already in-
ferred in the previous Section by similar gradients in the day
side to night side surface temperatures. This result confirms
once again that the climate states arising in the fast rotation
regime can be very different, despite similar strength in ther-
mal forcing between Exp.4 and the model of Edson et al.
(2011).
Planet rotation period [days]
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Figure 5. Tropical Rossby radius of deformation λR (top) and
extratropical Rossby radius of deformation over planet size RP =
1REarth (bottom) for Exp.4 and Nom.2.
As reported in C15, there are distinct phase changes
in climate states for planet rotation periods between 1 and
100 days that can be linked to the tropical and extra trop-
ical Rossby radii of deformation over planet size, λR/RP
and LR/RP , respectively. Figure 5 shows that all climate
state transitions connected to the tropical and extra trop-
ical Rossby wave are shifted slightly towards faster planet
rotation for Exp.4 compared to Nom.2. The concerned cli-
mate states are those for which either the tropical or extra
tropical Rossby wave becomes smaller than the planetary ra-
dius (λR/RP 6 1 and LR/RP 6 1, respectively) and those
for which either the tropical or extra tropical Rossby wave
becomes smaller than half the planetary radius (λR/RP 6
0.5 and LR/RP 6 0.5, respectively). Closer inspection (not
shown) shows that the shift is due to an increase in scale
height H of Exp.4 compared to Nom.2 due to the higher
average surface temperatures.
We now monitor the presence of planetary waves for
different climate states with respect to the tropical and extra
tropical Rossby radii over planet size:
• λR/RP > 1,
• λR/RP ≈ 1,
• LR/RP 6 1 and λR/RP 6 0.5 and
• LR/RP 6 0.5 .
For this purpose, we use the perturbation method and in-
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Figure 6. The climate state of the Prot = 100 days simulation for
Exp.4. Top: Eddy geopotential height in [m] and eddy horizontal
wind in [m/s] at p = 225 mbar. Middle: Zonal mean of the zonal
flow in [m/s]. Bottom: Temperatures (contour interval 1 K) and
streamlines of the horizontal flow at p=225 mbar. The longest
eddy wind vectors are 64.6 m/s. Contour intervals are 50 m for
the eddy geopotential and 1 m/s for zonal winds, respectively.
spect the eddy geopotential height z′ and the eddy hori-
zontal wind velocities v′ on top of the atmosphere (p =
225 mbar) for planet rotation periods around the relevant
Rossby wave numbers.
3.4.2 Slow rotations with λR/RP > 1
Interestingly, we find that even for the slowest rotator with
Prot = 100 days, there are changes in climate dynamics.
Exp.4 is no longer exclusively dominated by direct divergent
flow from the substellar point towards the night side in con-
trast to Nom.2 (C15). Divergent flow is still the main feature
in this rotation regime as evidenced by the positive geopo-
tential perturbation associated with divergent flow over the
substellar point (Figure 6, top). This flow leads, as described
in C15, to relative cold upper atmosphere temperatures
(Figure 6, bottom). However, in addition two cyclones with
local temperature maxima on the north-west and south-west
flank of the substellar point (longitude φ = −90◦) are visi-
ble (Figure 6 top and bottom). These cyclones are associated
with negative geopotential perturbations between latitudes
±50◦.
Geopotential perturbations at the equator are the hall-
mark of a Kelvin wave (Matsuno 1966). The two cyclones
and the east-west asymmetry in eddy geopotential height
and flow was also observed around the Kelvin wave by Gill
(1980). At the same time, it appears that the negative geopo-
tential height perturbation at the equator (φ = −90◦) is su-
perimposed by two negative geopotential perturbations with
Rossby wave gyres centred at latitudes ±40◦ (See also C15,
Figure 2 bottom). Shear between Kelvin waves and tropi-
cal Rossby waves typically causes equatorial superrotation,
which is indeed observed in Exp.4 (Figure 6, middle panel).
The presence of a stronger Kelvin wave compared to the
nominal model Nom.2 may be explained by the stronger
thermal forcing: Kelvin waves are associated with longi-
tudinally varying heating patterns and we increased the
temperature difference between day side and night side in
Exp.4 compared to Nom.2. On the other hand, the dry
model of Edson et al. (2011) shows purely divergent flow
for Prot = 100 days without any indication of Kelvin waves,
even though their model has similar strength in thermal forc-
ing than Exp.4. Thus, we conclude that strong thermal forc-
ing is one, but not the sole, factor that can trigger Kelvin
waves even for slow planet rotation.
The appearance of tropical Rossby gyres in Exp.4 al-
ready for Prot = 100 days is, however, puzzling. We have
found in C15 the formation of tropical Rossby waves only
for λR/RP 6 1. Here, Prot = 100 days corresponds to
λR/RP = 2 (Figure 5). Just based on the tropical Rossby
radius of deformation, we would not expect standing Rossby
waves.
The Rossby wave, however, can only be weak: Equato-
rial superrotation in Exp.4 for Prot = 100 days is relative
slow (≈ 25 m/s). Therefore, the horizontal flow in the up-
per atmosphere is still largely dominated by direct divergent
flow as evidenced by the velocity streamlines in the upper at-
mosphere (Figure 6, middle). The corresponding geopoten-
tial height anomalies associated with possible Rossby wave
gyres are also much smaller than the positive geopotential
perturbation over the substellar point associated with the
hot substellar point (Figure 6, top). We thus conclude that
the additional appearance of weak Kelvin and Rossby waves
has in this specific example only a minor influence. Direct
divergent flow still dominates in this slow rotation regime,
as expected. We can conclude that Exp.4 shows not only
a stronger tendency to form tropical Rossby waves in the
short rotation period but also, surprisingly, in the long ro-
tation period regime (Prot = 100 days) compared to Nom.2.
3.4.3 Intermediate rotations with λR/RP ≈ 1
The climate state transition at λR/RP ≈ 1 towards atmo-
sphere dynamics with a standing tropical Rossby wave was
identified in C15 with the emergence of geopotential height
anomalies away from the equator (see C15, Figure 1, bot-
tom). While this transition is straightforward and easy to
identify for models that are exclusively dominated by direct
circulation flow in the slow rotation regime (Nom.2 ), it is
interesting to observe what happens in Exp.4.
While weak Rossby waves are already present for rela-
tive slow rotations in Exp.4 (see previous Section), the waves
only fully form when the tropical Rossy wave number be-
comes smaller than unity. The transition to a climate state
that is dominated by standing tropical Rossby waves can be
identified with two distinct negative geopotentials perturba-
tions at longitude φ = −90 and latitudes ν = ±60. These
start to form two distinct gyres for Prot = 26 days and faster
rotations. This transition occurs indeed at λR/RP = 1 (Fig-
ure 5). Furthermore, the formation of Rossby wave gyres
leads to an increase in equatorial wind speeds with faster
and faster rotation (Figure 7, right panel at p = 300 mbar).
The full formation of standing tropical Rossby waves in the
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Figure 7. The climate state transition, λR/RP ≈ 1, and Exp.4 for Prot = 18, 26 and 28 days (from top to bottom). Left: Eddy
geopotential height in [m] and eddy horizontal wind in [m/s] at p = 225 mbar. Right: Zonal mean of the zonal flow in [m/s]. The longest
eddy wind vectors are from top to bottom 64.3, 64.0 and 56.1 m/s, respectively. Contour intervals are 50 m for the eddy geopotential
and 2 m/s for zonal wind speeds, respectively.
expected rotation regime confirms that the planetary waves
reported in the previous section can only be weak.
3.4.4 Climate state bifurcation I: LR/RP 6 1 and
λR/RP 6 0.5
As reported in C15, the transition in extra tropical Rossby
wave via LR/RP 6 1 and in tropical Rossby via λR/RP 6
0.5 can occur roughly at the same rotation period. This is,
Prot = 6 days for Exp.4 and Nom.2. We can expect, there-
fore, either the strengthening of standing tropical Rossby
waves with faster rotation between Prot = 10 − 4 days, or
we can expect an abrupt transition to another climate state
dominated by standing extra tropical Rossby waves. As re-
ported by C15, the maxima of zonal wind speeds decrease
abruptly with faster rotations at LR/RP ≈ 1, when standing
extra tropical Rossby waves form.
A drop in maximum zonal wind speed with faster ro-
tation can indeed be seen for Nom.2 and Prot = 5 days
(Figure 4). Closer inspection of flow patterns (not shown)
reveals indeed a transition from a climate state with equato-
rial superrotation to a new climate state with two high lati-
tude wind jets (see C15). Exp.4, on the other hand, assumes
a climate state dominated by equatorial superrotation for
the whole investigated rotation regime, as evidenced by the
smooth increase in zonal wind speeds with faster rotations
from Prot = 100 to Prot = 1 days (Figure 4).
Thus, we conclude that more efficient night side cooling
leads via the larger day to night side temperature gradient to
a dominance of standing tropical Rossby waves also for small
exoplanets with RP = 1REarth. In contrast to that, weaker
thermal forcing (Nom.2 ) allows for the formation of stand-
ing extra tropical waves. The emergence of faster equato-
rial superrotation (tropical Rossby waves) compared to the
slower high latitude jets (extra tropical Rossby waves) ex-
plains why Exp.4 has higher zonal wind speeds than Nom.2
for rotation periods Prot 6 6 days.
3.4.5 Climate state bifurcation II: LR/RP 6 0.5
For even faster rotations, the extra tropical Rossby wave has
another possible transition, when LR/RP 6 0.5. This is at
Prot = 3 days for Exp.4. In this rotation regime, the tropical
and extra tropical Rossby wave can both fit on the planet
allowing for mixed states with combined tropical and extra
tropical Rossby waves. Indeed, mixed states can be found for
Nom.2 in the expected rotation regime (Figure 4, arrows in-
dicating ’mixed states’). For Prot= 1 days, however, Nom.2
goes again into full equatorial superrotation which can be
seen by the very fast zonal wind speeds of u = 275 m/s
that the model assumes (Figure 4 at Prot = 1 day). Differ-
ent possible climate states for the fast rotation regime also
explain why surface temperatures, in particular at the night
side, can vary so strongly between different models with ro-
tations faster than Prot = 10 days (Figure 3).
We concluded in C15 that the tropical Rossby wave is
stronger in Nom.2 than in the model used by Edson et al.
(2011), where extra tropical Rossby waves dominate even
for very fast rotations Prot = 1 day. We find that the model
with more efficient night side cooling (Exp.4 ) is even more
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Figure 8. Maxima of the meridional mass transport stream func-
tion Ψ on the Northern hemisphere for the direct circulation cell
in Nom.2 and Exp.4, both for RP = 1REarth.
strongly dominated by the tropical Rossby wave in the short
but also in the long period rotation regime. Stronger thermal
forcing via efficient night side cooling rather favours forma-
tion of standing tropical Rossby waves. This result is not
entirely unexpected, because one of the driving mechanisms
for superrotation is longitudinal heating differences in the
form of the day side to night side temperature gradient that
trigger the formation of Kelvin waves (Showman & Polvani
2011).
This point is still worthwhile emphasizing, because the
comparison between our nominal model with the model of
Edson et al. (2011) yielded the comparatively warm night
side surface temperatures as one possible source of devia-
tion. One may suspect, therefore, that stronger thermal forc-
ing may lead to climate states dominated by extra tropical
Rossby waves as demonstrated by the model of Edson et al.
(2011). Exp.4 has shown that stronger thermal forcing alone
has in fact the opposite effect.
3.4.6 Circulation
The larger day side to night side and thus also pole to equa-
tor surface temperature gradient at the day side3 in Exp.4
should promote more efficient circulation for the same planet
size and rotation period. In the following, we will investigate
how circulation in Exp.4 changes compared to Nom.2.
We identify circulation states by monitoring the maxi-
mum and minimum of the meridional mass transport stream
function Ψ. This is defined as
Ψ =
2πRP
g
cos ν
∫ p
0
v¯dp′, (8)
where ν is latitude and v¯ is the zonal and temporal mean of
3 We can use day side to night side temperature differences to
infer pole to equator differences, because the surface temperatures
at the night side are relatively uniform compared to the day side:
At the night side, the surface temperature gradient is only about
∆T 6 20 K. On the day side, the surface temperature contrast is
∆T > 60 K. See also C14 (their Figure 4) or Merlis & Schneider
(2010) (their Figure 1). Therefore, we can assume to first order
that the terminators and the poles are as cold as the night side.
Table 5. Circulation cells.
state 0 state 1 state 2 state 3
RP Prot Prot Prot Prot
[REarth] [days] [days] [days] [days]
Nom. 2 100 - 22 20 - 13 12 - 1.5 1
Exp. 4 100 - 18a 17 - 8 5 - 3 1.5 -1
a where state 0 contains in this case a weak polar cell
the meridional velocity component v at a given latitude4. Ψ
is positive for clockwise circulation and negative for counter-
clockwise circulation. Thus, the direct circulation cell has
positive Ψ and the secondary cell negative Ψ on the Northern
hemisphere.
The overall circulation efficiency of the direct equato-
rial cell is indeed greater for Exp.4 compared to the nominal
model (See also C15, Figure 17). The slow rotation regime
is, thus, generally dominated by two large direct circula-
tion cells (state 0 ) - as expected from previous studies like
Edson et al. (2011) and Navarra & Boccaletti (2002). When
Exp.4 reaches the λR/RP 6 1 transition with faster rota-
tion, the circulation evolves into a state with an embed-
ded reverse circulation cell (state 1 ). The development co-
incides with a climate state dominated by standing tropical
Rossby waves at Prot = 18-28 days (Section 3.4.3). In Fig-
ure 8, upper panel, the development of a state 1 circulation
can be inferred by the steep drop in direct circulation cell
strength with faster rotation at Prot = 18 days. The nom-
inal model (Nom.2 ) forms state 1 for slower rotations at
Prot = 22 days.
We attribute the formation of state 1 circulation for
faster planet rotation in Exp.4 compared to Nom.2 to the
presence of weak Rossby waves that already appear for slow
rotations Prot = 100 days in Exp.4 (Section 3.4.2). While it
was found that the Rossby waves play only a minor role in
the slow rotation regime due to their weakness, they are ap-
parently still strong enough to hamper the formation of em-
bedded reverse circulation cells in the intermediate rotation
regime. Also the transition to circulation states with two
fully vertical extended circulation cells (state 2 ) is shifted
towards faster rotations in Exp.4 compared to Nom.2 (Ta-
ble 5).
4 SURFACE FRICTION AND PLANETARY
BOUNDARY LAYER VARIATION
In the following, we will investigate how climate dynam-
ics changes for variations of the extent of planetary bound-
ary layer (PBL) and the efficiency of surface friction. For
these experiments, we use the nominal model (Nom.1 ) for
a Super-Earth planet with RP = 1.45REarth and terrestrial
bulk density, as introduced in C14, as a basis. See Table 3
for the relevant parameters of Nom.1.
4 Note that the horizontal wind velocity is ~v = (u, v), where u is
the zonal and v the meridional component.
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Table 6. Parameters of the experiments used to investigate dif-
ferent surface prescriptions
parameter Exp. 5 Nom. 1 Exp. 6 Exp. 7
ts,fric [days] 0.1 1 10 100
pPBL [mbar] 700 700 700 700
parameter Exp. 8 Exp. 9 Nom. 1
ts,fric [days] 1 1 1
pPBL [mbar] 800 900 700
4.1 Rayleigh friction prescription
The Rayleigh friction mechanism prescribed in our model is:
~Fv = −
1
tfric
~v, (9)
where tfric is defined as
tfric = ts,fricmax
(
0,
p
ps
− pPBL
ps
1− pPBL
ps
)
, (10)
where pPBL is the pressure at the upper vertical limit of
the planetary boundary layer (PBL) and ts,fric is the max-
imum surface friction. For the Earth, ts,fric = 1 day and
pPBL = 700 mbar is assumed (Held & Suarez 1994). But
even for Mars, several models assume ts,fric and pPBL that
vary by orders of magnitude (see C15 for a more detailed
discussion). Heng & Vogt (2011) studied variations of ts,fric
with four experiments, but did not vary the extent of the
PBL and covered only one rotation period: Prot = 36.5 days.
Furthermore, they changed at the same time radiative forc-
ing and only reported surface temperatures and velocities.
In this study, we use Nom.1 as a basis and keep trad
the same for every experiment in this subsection (Table 3).
We study surface friction time scales for ts,fric = 0.1, 1, 10
and 100 days and assign for ts,fric = 1 days three upper
extents of the planet boundary layer: pPBL = 700, 800 and
900 mbar (see Table 6). These variations cover the values
that were identified in C14 from climate models of Solar Sys-
tem terrestrial planets. For each scenario, we cover the whole
relevant rotation period range Prot = 1− 100 days to moni-
tor coherently climate dynamics transitions at λR/RP = 1,
λR/RP = 0.5, LR/RP = 1 and LR/RP = 0.5 due to surface
boundary variations.
4.2 Effect of surface friction and PBL extent on
large scale dynamics
To roughly identify climate state changes, we monitor again
zonal wind speeds, which are defined as positive for westerly
winds and negative for easterly winds.
4.2.1 Zonal wind
Figure 9, upper panel, shows that westerly wind speeds gen-
erally increase as surface friction efficiency decreases for
fast rotation (Prot 6 10 days) and slow rotations (Prot >
40 days). For intermediate rotations (Prot = 10 − 40 days),
zonal wind speed evolution for different surface friction time
scales is surprisingly complex. For example, we find for
Prot = 10 − 20 days that the model with the most efficient
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Figure 9. Maximum of westerly wind speeds in m/s for different
surface friction time scales ts,fric = 0.1 − 100 days (top) and
different PBL extent pPBL = 700− 900 mbar (bottom).
surface friction (Exp. 5 ) has strongest westerly winds. The
model with the least efficient surface friction (Exp.7 ) has in
contrast to that the weakest westerly winds.
Even more surprisingly, Figure 10 reveals that Exp.7
shows predominantly easterly zonal winds in the slow and
intermediate rotation regime (Prot = 12 – 100 days) with rel-
atively high zonal wind speeds for the slow rotation regime:
u = −50 to −80 m/s. As rotation period decreases, Exp.7
transits into a regime with westerly zonal wind tendency at
Prot = 12 days (Figure 10). The transition occurs well in the
standing tropical Rossby wave rotation regime (λR/RP < 1)
(See Table 7).
Models with weak surface friction may shed light on
climate dynamics in the intermediate regime between ter-
restrial planets and Mini-Neptunes without a solid surface.
The latter planets should have weak or no lower boundary
friction. Based on the result from this Section, we would as-
sume that Mini-Neptunes generally experience faster wind
speeds than terrestrial planets for the same thermal forcing.
Indeed, tidally locked Mini-Neptune models for GJ1214b
(Prot = 1.58 days) exhibit fast westerlies with wind speed
of up to 2 km/s (e.g. Menou (2012)). GJ1214b experiences,
however, sixteen times the stellar irradiation than the ter-
restrial planets discussed in this work and is thus not in the
same thermal forcing regime (Charbonneau et al. 2009).
The extent of the PBL has also a relatively strong ef-
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Figure 11. Zonal mean of zonal winds in [m/s] for Prot =
100 days and Exp.8, Exp.9 and Nom.1, which have varying dif-
ferent PBL extents (pPBL=800, 900 mbar and 700 mbar, respec-
tively) and Exp.5, Exp.6 and Exp.7, which have varying surface
friction time scales (ts,fric = 0.1, 10 and 100 days, respectively).
Contour levels are 5 m/s.
fect on zonal wind speeds as evidenced in Figure 9, lower
panel. The wind velocities are larger for smaller PBL ex-
tent in the intermediate and slow rotation regime (Prot =
10 - 100 days). This tendency reverses in the fast rota-
tion regime (Prot= 1.5 - 3 days), where the wind speeds
are lower for smaller PBL extent. The fast planet rotation
regime (Prot= 1 - 3 days) coincides with the Rossby wave
regime LR/RP 6 0.5 (see Table 7)
5, where we found in C15
that standing extra tropical Rossby waves can form along-
side standing tropical Rossby waves. In C15, we also showed
that climate states with strong extra tropical Rossby waves
have lower wind speeds than climate states dominated by
tropical Rossby waves that exhibit strong equatorial super-
5 The Rossby radii of deformation are only weakly affected by
changes in surface friction and PBL compared to the nominal
model.
Table 7. Rossby wave number transitions for RP = 1.45REarth.
RP Prot for
LR
RP
≈
0.5
Prot for
LR
RP
≈ 1
Prot for
λR
RP
≈ 1
Prot for
λR
RP
≈
0.5
[REarth] [days] [days] [days] [days]
1.45 5 10 34 8
rotation. Thus, it appears likely that extra tropical Rossby
waves form in Exp.9 for fast planet rotation periods based
on the displayed low wind speeds. The wind speeds of ev-
ery model with different PBL extent converge towards full
strong equatorial superrotation for very fast planet rota-
tion periods, Prot= 1 days, and reach high velocities of
u ≈ 300 m/s.
In the following, we will discuss in more detail differ-
ences arising from surface boundary variations at climate
state transitions with respect to standing tropical and extra
tropical Rossby waves as identified in C15. The location of
transition regions in rotation period for the set of models
investigated in this Section are listed in Table 7. We com-
pare the results of Exp.5-9 to the climate states of Nom.1,
as reported in C15.
4.2.2 Slow rotations with λR/RP > 1
As already shown in the previous Section, Exp.7 with very
weak surface friction (ts,fric = 100 days) has predomi-
nantly easterly winds in the slow planet rotation regime
(Prot > 34 days). This behaviour is in contrast to all other
experiments (Exp.5, Exp.6, Exp.8 and Exp.9 ) and the nomi-
nal model (Nom.1 ). This is evident in the zonal mean of the
flow (Figure 11, bottom-right) and even in the horizontal
flow pattern at p = 225 mbar (Figure 12, bottom-right).
Inspection of the eddy geopotential height and wind re-
veals very deep negative geopotential height perturbations
that are centred at the equator and located east and west
of the substellar point between φ = −90◦ to φ = −180◦ and
between φ = +90◦ to φ = +180◦ (Figure 13, bottom right).
Furthermore, there are strong easterly eddy winds ~v′ that
are confined along the equator between φ = −90◦−0◦. Inter-
estingly, again two cyclones are present in the horizontal flow
in the upper atmosphere. The vortices are, however, ’flipped’
with respect to their counterparts with ’normal’ westerly
winds in the same rotation regime but with stronger surface
friction (Exp.5, Exp.6, Exp.8 and Nom.1 ) from φ = −135◦
to φ = +135◦ (Figure 12).
The zonal confinement of eddy winds along the equator
and deep geopotential anomalies centered over the equator
in Exp.7 are indications of a Kelvin wave (Matsuno 1966)
that may be triggered by a very cold night side and thus
a strong horizontal temperature gradient. However, Kelvin
waves only propagate eastward, which is the reverse direc-
tion of the observed zonal winds. The cyclones normally
indicate the presence of a large scale Rossby wave that
should propagate in the westerly direction. The shear be-
tween Kelvin and Rossby wave should thus lead to a westerly
equatorial wind not an easterly (Showman & Polvani 2011).
In addition, the slow planet rotation (Prot = 100 days) is too
c© TBD RAS, MNRAS 000, 1–25
14 L. Carone, R. Keppens and L. Decin
−180−135−90−45 0 45 90 135180
−90
−60
−30
0
30
60
90
La
tit
ud
e 
[de
gre
es
]
Nom. 1
−180−135−90−45 0 45 90 135180
−90
−60
−30
0
30
60
90
Longitude [degrees]
Exp. 6
−180−135−90−45 0 45 90 135180
−90
−60
−30
0
30
60
90  
 
Longitude [degrees]
Exp. 7
246
248
250
252
254
256
258
260
262
264
266
268
−180−135−90−45 0 45 90 135180
−90
−60
−30
0
30
60
90
Exp. 8
−180−135−90−45 0 45 90 135180
−90
−60
−30
0
30
60
90
Exp. 9
−180−135−90−45 0 45 90 135180
−90
−60
−30
0
30
60
90
Exp. 5
Figure 12. Temperatures (contour interval 2 K) and streamlines of the horizontal flow at p=225 mbar for the Prot = 100 days simulation
of Experiments 8,9, the nominal model and Experiments 5,6,7.
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Figure 13. Eddy geopotential height in [m] and eddy horizontal wind in [m/s] at p = 225 mbar for the Prot = 100 days simulation of
Experiments 8,9, the nominal model and Experiments 5,6,7. Contour levels are 20 m and the longest eddy wind vectors are left to right
and from top to bottom 25.0, 34.4, 39.4, 37.8, 45.0 and 47.0 m/s, respectively.
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slow to elicit a strong Rossby wave. Thus, we are currently
at a loss to explain this peculiar easterly flow in Exp.7.
In general, we find that the depth of negative geopo-
tential perturbations in the slow rotation regime is larger
with less efficient surface friction as comparison in partic-
ular between Exp. 6, Exp.7 and Nom.1 shows (Figure 13,
bottom and middle-left panel). The deeper negative geopo-
tential perturbations suggest that the night side surfaces are
comparatively cold in these models. The negative geopoten-
tial perturbations z′ are connected to cyclones that become
stronger with decreasing z′. The stronger vortices result in
turn in warmer temperature maxima in the upper atmo-
sphere (Figure 12 bottom and middle-left panel) and also
in faster zonal wind speeds |u| (Figures 9, upper panel, and
10).
Models with more compressed PBL extent (Exp.8 and
Exp.9 ) show signs of additional dynamics apart from direct
circulation in the slow planet rotation regime (Figure 13, top
panels). Direct circulation is visible in the eddy geopotential
height field as a strong positive geopotential height anomaly
over the substellar point that indicates the upwelling branch
of direct circulation. Exp.8 and Exp.9 show that negative
geopotential height anomalies appear along with weak trop-
ical Rossby wave-like gyres at mid-latitudes ν = ±60◦ and
φ = −135◦. These Rossby gyres are particulary evident in
Exp.9 (Figure 13, top-right).
The appearance of these additional dynamical features
is surprising, because the Prot = 100 days simulations are
in a Rossby wave number regime with λR/RP > 1, more
precisely: λR/RP =1.75. In the nominal model, standing
tropical Rossby wave features were only found for λR/RP ≈
1 (C15). For larger λR/RP the Rossby wave should not be
able to ’fit’ on the planet.
However, already Exp.4 with efficient night side cool-
ing has demonstrated that weak tropical Rossby wave-like
gyres can form already for Prot = 100 days (Section 3.4.2). It
was further shown in Section 3.4.3 that Exp.4 only assumes
a climate state dominated by standing tropical Rossby, if
λR/RP < 1 - as expected from C15. The evidence of Rossby
waves in Exp.8 and Exp.9 confirms our previous statement
that Rossby wave gyres can already form for λR/RP not
much larger than unity. In Section 3.4.2, we associated the
particularly strong thermal forcing due to an increase in
night side cooling efficiency with a stronger preference of
tropical Rossby waves. Exp.8 and Exp.9 show deep neg-
ative geopotential perturbations over the night side that
are deeper than similar features in Exp.4. These perturba-
tions indicate particularly cold night side surfaces and thus
stronger thermal forcing compared to the nominal model
(Nom.2 ) but also to Exp.4. The triggered Rossby wave is
therefore stronger in the slow rotation regime of Exp.8 and
Exp.9 compared to Exp.4. The horizontal flow patterns at
p = 225 mbar already show equatorial jets instead of di-
vergent flow over the substellar point for Exp.9 (Figure 12).
The abnormal climate state with easterly flow in Exp.7 may
be triggered by even stronger thermal forcing due to a par-
ticularly cold night side compared to Exp.8 and Exp.9.
Thus, we conclude that cold night sides can trigger very
strong thermal forcing between the day side and the night
side that leads to climate states with either strong westerly
or easterly flow. This flow can already overcome the ’normal’
divergent flow on the top of the atmosphere for slow planet
rotation (Prot = 100 days) and λR/RP =1.75.
4.2.3 Intermediate rotations with λR/RP 6 1
In C15, we found that the intermediate rotation region
(Prot < 34 days) is associated with the formation of efficient
standing tropical Rossby waves. The coupling between the
Kelvin and Rossby wave becomes stronger with faster rota-
tion, which leads to an acceleration of zonal winds. There
is indeed a rise in zonal wind speeds with faster rotation
between Prot = 10 − 35 days for all models except Exp.7
(Figure 9). This indicates that the Rossby wave increases
in strength with faster rotation periods also for Exp.8 and
Exp.9 that were shown in the previous Section to already
have strong Rossby waves for relatively slow planet rota-
tions.
The model with very efficient surface friction ts,fric =
0.1 days (Exp.5 ) experiences the strongest zonal wind ac-
celeration with faster rotation in the intermediate rota-
tion regime. Full acceleration is established at rotation pe-
riod Prot= 15 days and continues with faster rotation un-
til a new rotation regime is entered with LR/RP 6 1 at
Prot = 10 days (Figure 9, upper panel). Apparently, the
coupling between the standing Rossby waves and the Kelvin
wave is more efficient with stronger surface friction in the
intermediate rotation regime. This strong coupling can also
be inferred from the eddy geopotential height field at Prot
= 15 days (Figure 14, top-left), which shows in contrast to
Exp.1 and Nom.1 (Figure 14, middle and bottom left), a
very weak (z′ ≈ 75 m) positive geopotential height anomaly
over the substellar point, indicative of only weak upwelling
from direct circulation. The fast equatorial superrotation
that follows from the efficient Kelvin-tropical Rossby wave
is also discernible as a broad strong equatorial westerly jet
in the zonal mean of zonal winds of Exp.5 (Figure 14, top-
right).
The model with least efficient surface friction (Exp.7 )
exhibits an easterly jet even in the intermediate rotation
regime, that is, for Prot = 100−12 days. For faster rotations
than Prot = 12 days, the climate state changes abruptly:
The eddy geopotential height and wind fields show between
Prot = 10 − 14 days the beginning formation of tropical
Rossby wave gyres over negative geopotential height pertur-
bations at ν = ±30◦ and φ = −160◦ that are particularly
evident for Prot = 10 days (Figure 15, left panels). The full
formation of standing tropical Rossby waves is accompa-
nied by a switch in the direction of zonal winds from east-
erly to westerly (Figure 15, right panels and Figure 10 for
Prot = 10 − 14 days). The standing tropical Rossby waves
force Exp.7 into a ’normal’ superrotating state with faster
and faster rotation.
The change in climate dynamics from an easterly to-
wards a westerly flow in Exp.7 results in drastic changes
in the temperatures and horizontal flow patterns at p =
225 mbar (Figure 16). With establishing a climate state
dominated by tropical Rossby waves and equatorial su-
perrotation with Prot 6 10 days, the cyclones ’flip’ from
φ = +135◦ to φ = −135◦ and are then associated with local
temperature maxima near the west terminator at φ = −35◦
that are hotter than the temperatures found at p = 225 mbar
for slower rotations (Compare Figure 16 middle and bottom
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Figure 14. Left: Eddy geopotential height in [m] and eddy horizontal wind in [m/s] at p = 225 mbar. Right: Zonal mean of zonal wind
in [m/s]. Both properties for the Prot = 15 days simulation of Exp. 5, Nom.1, and Exp. 6 from top to bottom. Contour levels of eddy
geopotential heights are 20 m and the longest eddy wind vectors are from top to bottom 30.7, 47.0 and 44.3 m/s, respectively.
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Figure 16. Temperatures (contour interval 2 K) and streamlines
of the horizontal flow at p=225 mbar for Exp. 7 and for rotation
periods Prot = 14, 12 and 10 days from top to bottom.
panel). The climate state with predominantly easterly flow
has thus a smaller horizontal temperature gradient than the
climate state with westerly flow and deep vortices.
Models with reduced PBL extent (Exp.8 and Exp.9 ) re-
sult in comparatively strong standing tropical Rossby wave
gyres (not shown) and thus stronger equatorial superrota-
tion as evidenced by the larger zonal wind speeds com-
pared to the nominal model (Figure 9, bottom panel be-
tween Prot = 10 − 35 days). In this respect, the models
with reduced surface interface region are similar to Exp.4
that also showed better coupling between Kelvin and Rossby
waves and thus likewise faster zonal wind speeds than the
nominal model. This result confirms the conclusion drawn in
the previous Section that Exp.8 and Exp.9 represent models
with particularly strong thermal forcing that induce stronger
tropical Rossby waves compared to the nominal model.
Exp.8 and Exp.9 never reach, however, the level of
strong coupling between Rossby and Kelvin waves as Exp.5
with the most efficient surface friction. We attribute the
stronger zonal winds in Exp.8, Exp.9 and Exp.4 to the colder
night sides and thus larger day to night side temperature
gradients compared to the nominal model (Nom.1 ). Exp.7
shows, however, that the night side should not become too
cold, otherwise the climate state may flip into a state with
easterly instead of westerly winds. We conclude thus that
there are two mechanisms to induce stronger equatorial su-
perrotation: Either by a larger day side to night side temper-
ature gradient or by very efficient surface friction that trig-
gers a stronger coupling between Kelvin and Rossby waves
and thus faster equatorial superrotation. The latter appears
to only be effective in the intermediate rotation regime.
4.2.4 Climate state bifurcation I: LR/RP 6 1 and
λR/RP 6 0.5
The climate simulations investigated in this Section could,
in principle, transit into a new rotation regime for Prot 6 10
days. Because the extra tropical Rossby wave becomes
smaller than the planet size LR/RP 6 1 (see Table 7),
the extra tropical Rossby wave can now also form a stand-
ing wave. This possible transition almost coincides with
the tropical Rossby wave transition with λR/RP 6 0.5 at
Prot = 8 days. We concluded in C15 that the climate can
thus enter two states in this rotation regime: One dominated
by standing extra tropical waves and high latitude jets and
one dominated by standing tropical Rossby waves and an
equatorial jet, which gains in speed with faster rotation as
soon as λR/RP < 0.5. The formation of a standing extra
tropical Rossby wave can already be inferred by an abrupt
drop in zonal wind at the LR/RP 6 1 transition with faster
rotation as shown by Edson et al. (2011) and discussed in
C15. Models that remain in a climate state dominated by
the tropical Rossby wave experience instead a smooth ac-
celeration of zonal wind speeds with faster rotation around
the λR/RP 6 0.5 transition as demonstrated in C15.
The abrupt transition to lower zonal wind speeds near
LR/RP 6 1 can be seen for Exp. 5 with ts,fric = 0.1 days
(Figure 9 between Prot = 10 − 12 days). The drop in zonal
wind speeds is accompanied as expected by the formation of
two high latitude jets (Figure 17, right-middle panel). The
eddy geopotential height field shows at the same time in-
deed the switch from a climate state dominated by tropical
to a state dominated by extra tropical Rossby wave gyres
(Compare Figure 17 top panel with C15,Figure 2): The extra
tropical Rossby wave gyres are located at higher latitudes
at ν = ±70◦ compared to ν = ±45◦ in the tropical Rossby
wave state (Figure 17 top panels). Also the positive and
negative geopotential height anomalies are shifted in longi-
tude by about 180◦ with respect to each other. The negative
geopotential height perturbations are located at φ = +90◦
in the extra tropical Rossby state and not at φ = −110◦
as in the tropical Rossby state. The cyclones that are asso-
ciated with the negative geopotentials also change location
accordingly (Figure 17, bottom panels).
The cyclones become again locations of warm temper-
ature maxima after the switch to a climate state dominated
by extra tropical Rossby waves. We attribute the formation
of temperature maxima to two effects: a) Upwelling is not
suppressed by equatorial superrotation. b) The horizontal
flow over the substellar point is not confined to the equator
and can thus flow into the cyclones to become adiabatically
heated (C15).
In C15, we already speculated that efficient surface fric-
tion may promote extra tropical Rossby waves. Exp. 5, the
model with the most efficient surface friction, confirms this
hypothesis and shows indeed a climate state dominated by
extra tropical waves as soon as LR/RP 6 1 with faster
planet rotation. All other models remain in climate states
dominated by tropical Rossby waves in this rotation regime
with predominantly equatorial superrotation with relatively
fast zonal wind speeds - at least as long as LR/RP > 0.5.
4.2.5 Climate state bifurcation II: LR/RP 6 0.5
For even faster rotations (Prot 6 5 days), another possible
climate state transition is possible: We found in C15 that
these fast planet rotations allow for three different climate
states: One with predominantly equatorial superrotation,
one with two high latitude westerly jets and one ’mixed’
climate state with features of both previously listed climate
states. The latter is possible since both the tropical and ex-
c© TBD RAS, MNRAS 000, 1–25
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Figure 17. Top: Eddy geopotential heights in m (contour interval 20 m) and eddy velocities [m/s]. Middle: Zonal mean of zonal winds
in m/s (Contour interval 5 m/s). Bottom: Temperatures (contour interval 2 K) and streamlines of the horizontal flow at p=225 mbar.
The Prot = 12 days (left) and Prot = 8 days simulation (right) of Exp. 5 are shown.
tra tropical Rossby wave can simultaneously fit on the planet
in this planet rotation period regime; the Rossby radii of de-
formation of both waves are smaller than half the planet’s
size. In C15, we found mixed states only for the smallest
planet sizes (RP 6 1.25REarth).
In contrast to the results in C15, Exp. 5 with RP =
1.45REarth assumes a climate state with high latitude jets
for fast planet rotations between Prot = 10− 2 days. Exp.5
evolves into a mixed climate state for Prot = 1.5 days with
the emergence of an additional equatorial jet (not shown).
The existence of climate states with high latitude instead of
strong equatorial superrotation can also be inferred from the
zonal wind speed evolution of Exp.5 for Prot = 1.5− 2 days
(Figure 9, upper panel). Here, Exp.5 has lower wind speeds
compared to other experiments.
We thus conclude that Exp. 5 is qualitatively the most
similar of our models to that of Edson et al. (2011): Exp.5
assumes the same climate states not only in the very short
(Prot 6 5 days) but also in the short rotation period
regime (Prot 6 10 days, see previous Section). The wind
speeds of Exp.5 are still 50% larger than those reported
by Edson et al. (2011).Exp. 6 and Exp.7 with weak surface
friction never form standing extra tropical Rossby waves.
Efficient surface friction favours the formation of standing
extra tropical Rossby wave.
The models with reduced PBL extent, Exp. 8 and Exp.
9, also assume mixed states between Prot = 2 − 3 days.
These climate states can again be inferred from the rela-
tively low zonal wind speeds, in particular for Exp.9 (Fig-
ure 9, lower panel). A compression in PBL extent, keeping
otherwise τs,fric = 1 days, is equivalent to raising surface
friction efficiency in the very fast rotation period regime.
4.2.6 Circulation
Circulation is affected by every aspect of surface boundary
variations. Here we monitor again the maxima and minima
of the meridional mass stream function Ψ (see Equation 8)
on the Northern hemisphere as introduced in Section 3.4.6
and interpret the results for the expected circulation states:
state 0-3 (see C15, their Figure 17). Generally, models with
more efficient surface friction show stronger direct circula-
tion (state 0 ) in the slow rotation regime (Prot > 35 days),
where one large circulation cell fills each hemisphere. Thus,
Exp.5 has the greatest circulation strength Ψmax in the slow
rotation regime (Figure 18). Direct circulation in Exp.7 is
not only greatly diminished in strength compared to the
other experiments, it also has particularly weak circula-
tion efficiency near the surface as close inspection of Ψ for
Prot = 100 days shows (Figure 19).
For faster planet rotation, more precisely for Prot 6
34 days, the formation of a new circulation state state
c© TBD RAS, MNRAS 000, 1–25
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Figure 18. Maxima of the meridional mass transport stream
function Ψ on the Northern hemisphere for the direct circulation
cell for different surface friction time scales and RP = 1.45REarth
versus rotation period.
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Figure 19. Meridional mass stream function Ψ in units of
109 kg/s for the Prot = 100 days of Exp. 7 with ts,fric =
100 days, where positive values denote circulation in clock-wise
and negative values in counter-clockwise direction, respectively.
1 is expected that we associated in C15 with the forma-
tion of standing tropical Rossby waves that should form
for λR/RP 6 1. Circulation state 1 indeed develops for
the expected rotation periods for Nom.1, Exp.5 and Exp.6.
State 1 is characterized by an embedded reverse circulation
cell inside one large direct circulation cell per hemisphere,
when monitoring the meridional mass stream function Ψ
for latitude and pressure height (not shown, but see Ta-
ble 8 for transition in circulation states based on the form
and number of circulation cells in Ψ). The beginning for-
mation of a state 1 circulation can also already be inferred
by the steep drop in Ψmax with faster planet rotation for
Prot 6 34 days in Nom.1, Exp.5 and Exp.6. The full for-
mation of the embedded cells, however, are discernible in
the meridional stream function Ψ for somewhat faster rota-
tions than Prot ≈ 34 days, which explains why full estab-
lishment of state 1 is apparent for Prot ≈ 24 days instead
of Prot ≈ 34 days in Nom.1, Exp.5 and Exp.6 (Table 8).
The deviation between Table 8 and inferred on-set of state
1 circulation from Ψmax shows that the combined moni-
toring of the maximum strength of circulation cells (Ψmax)
and Rossby wave number transitions is necessary to fully in-
terpret changes in the circulation cells in Ψ versus latitude
and pressure height. The formation of new weak embedded
circulation cells may not readily be apparent in the latter6.
In contrast to the models with nominal, strong and weak
surface friction (Nom.1, Exp.5 and Exp.6 ), the circulation
in the model with very inefficient surface friction (Exp. 7 )
appears to gain strength for Prot 6 34 days. Ψmax decreases
again with faster rotation for Prot 6 14 days (Figure 18).
While we cannot explain the anomalous increase in circula-
tion strength with faster planet rotation in Exp.7, we can
explain the drop in circulation strength for Prot 6 14 days.
The latter is associated again with the formation of state
1 -circulation (Table 8): It coincides with the switch from a
climate state with predominantly easterly winds and sup-
pression of tropical Rossby waves (Prot > 14 days) to a cli-
mate state with fully formed standing tropical Rossby waves
and westerly equatorial superrotation (Prot 6 10 days). The
switch was found in Section 4.2.3 between Prot = 10 and
14 days.
Embedded reverse cells are absent in Exp.7 for interme-
diate rotation periods (Prot = 10−34 days), because tropical
Rossby waves are suppressed by the abnormal easterly flow.
They appear, however, as soon as the tropical Rossby waves
fully form. Thus, circulation evolution with rotation period
in Exp.7, Nom.1, Exp.5 and Exp.6 confirms that state 1
circulation is intricately linked to the presence of standing
tropical Rossby waves (C15).
Exp.5 shows in the intermediate rotation regime Prot =
10− 15 days, a particularly strong embedded reverse circu-
lation state 1. In Section 4.2.3, we have identified very effi-
cient coupling between tropical Rossby and Kelvin waves for
Exp.5 in this rotation regime. Apparently, this strong cou-
pling leads also to stronger state 1 circulation. As a result,
Ψmax is particularly low for Exp.5 and Prot = 10− 15 days
(Figure 18).
For even faster planet rotations (Prot 6 10 days), also
Nom.1, Exp.6 and Exp.7 show suppression of direct cir-
culation as tropical Rossby waves and thus equatorial su-
perrotation strengthens. In contrast to Nom.1, Exp.6 and
Exp.7, Exp. 5 develops from a state with strong equato-
rial superrotation into a climate state dominated by extra
tropical Rossby waves for Prot 6 10 days, as shown in Sec-
tions 4.2.4 and 4.2.5. The latter climate state prevents the
formation of strong equatorial superrotation and thus main-
tains direct circulation. Indeed, for Prot ≈ 10 days, the cir-
culation strength Ψmax increases for Exp.5 because equato-
rial superrotation disappears with faster rotation with the
switch in climate state (Figure 18). Because direct circula-
tion strength generally decreases with faster rotation, Ψmax
does not reach, however, the values for Prot > 30 days and
decreases further in strength with faster rotation.
Exp. 8 and 9, the simulations with compressed PBL,
show for Prot = 10 − 100 days weaker direct circulation
compared to the nominal model. The circulation strength is
weaker the lower pPBL is (Figure 20, top panel). The ex-
periments exhibit, furthermore, the appearance of embed-
ded reverse cells (circulation state 1 ) for surprisingly slow
planet rotations compared to other models, that is, between
6 See C14 for a more detailed discussion of state 1.
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Figure 20. Maxima of the meridional mass transport stream
function Ψ on the Northern hemisphere for the direct circulation
cell (top) and minima of the secondary circulation cell (bottom)
for various PBL extent and RP = 1.45REarth versus rotation
period.
Table 8. Circulation cells.
state 0 state 1 state 2 state 3
Prot Prot Prot Prot
[days] [days] [days] [days]
Exp.5 100 - 22 20 - 14 13- 1.5 -
Nom.1 100 - 26 24 - 14 13 - 3 2 - 1
Exp.6 100- 26 24 - 3 2-1a -
Exp.7 100 - 11 10 -2 - -
Exp.8 100 - 45 35- 18 17 - 2 1.5-1
Exp.9 100 80 - 20 22-2 1.5-1
a Vertical break-up of circulation cells.
Prot = 40−80 days (Table 8). The onset of embedded circu-
lation can again already be determined by the steep decline
of the strength of the direct circulation cell (Figure 20, top
panel). We have associated in Section 3.4.6 embedded re-
verse cells with standing tropical Rossby waves. These form
in the nominal model in a rotation period regime for which
λR/RP 6 1. Exp.8 and Exp.9, on the other hand, have
shown to form tropical Rossby waves already at Prot = 100
days for λR/RP = 1.75 (Section 4.2.2). We concluded then
that tropical Rossby waves can form under special circum-
stances – as presented by Exp.8. and 9 – already for λR/RP
larger than unity. The Rossby waves in the slow rotation
regime are apparently strong enough to induce state 1 cir-
culation for comparatively slow planet rotators compared to
Nom.1. This result confirms that embedded reverse cells are
inherent properties of climate states with standing tropical
Rossby waves - at least in our model prescription.
Models with reduced PBL extent not only develop cir-
culation state 1 for slow planet rotation, they also develop
circulation states with more than one fully vertically ex-
tended circulation cell per hemisphere, that is, circulation
state 2 for slower planet rotations compared to the nom-
inal model (Nom.1 ). The formation of circulation state 2
can be inferred from Table 8 and Figure 20 (lower panel).
The latter shows the substantial strengthening of the sec-
ondary circulation cells already for Prot ≈ 22 − 17 days.
Thus, although direct circulation is suppressed by the tropi-
cal Rossby waves, the role of circulation can be taken over by
the secondary circulation cells that are not affected by equa-
torial superrotation. In addition, we note that the strength
of the secondary circulation cell is greater for models with
compressed PBL (Exp.8 and Exp.9 ) compared to the nom-
inal model (Nom.1 ).
There are two climate state bifurcations in the short
rotation period regime, that is, for Prot 6 10 days. One
bifurcation exists around Prot ≈ 10 days and can lead to
climate state transitions for the extra tropical (LR/RP < 1)
or tropical Rossby wave (λR/RP < 0.5). The other bifur-
cation point exists at the extra tropical Rossby wave num-
ber LR/RP ≈ 0.5, that is, at Prot ≈ 5 days. Consequently,
there are several possible climate states with different cir-
culation patterns for Prot 6 10 days as evidenced by the
strong fluctuation in strength of the secondary circulation
cells (Figure 20, lower panel).
In general, climate states dominated by tropical Rossby
waves and thus equatorial superrotation show a vertically
compressed direct circulation cell that is often vertically
fragmented by embedded reverse circulation (Figure 17 in
C15). Circulation state 2 can, however, lead to a stabiliza-
tion of circulation cells. Climate states dominated by stand-
ing extra tropical Rossby waves have unperturbed direct cir-
culation cells at the equator. Exp. 5 is in the short rotation
regime (Prot 6 3 days) in this state. It will be shown in
the following Section that the changes in circulation states
due to different climate states also result in different surface
temperature evolutions.
4.2.7 Surface temperatures and habitability
The surface temperatures in the models with the least ef-
ficient surface friction (Exp.6 and Exp.7 with ts,fric = 10
and 100 days, respectively) are basically decoupled from at-
mosphere dynamics. They do not evolve with changes in
climate states and circulation structure in the whole rota-
tion period regime (Figure 21). On the other hand, the sur-
face temperatures exhibit huge differences between the day
side and the night side with ∆T = 110 K and 230 K for
Exp.6 and Exp.7, respectively. In particular, the night side
is adversely affected by the reduction in heat transfer near
the surface and assumes very cold surface temperatures of
TNS,s = 220 K and 150 K, respectively. At no point, how-
ever, do the models reach temperatures that would lead to
out-freezing of the primary atmosphere component. The day
side surface temperatures are comparatively less affected by
c© TBD RAS, MNRAS 000, 1–25
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Figure 21. Maximum and minimum surface temperature for dif-
ferent surface friction time scales ts,fric = 0.1 − 100 days and
RP = 1.45REarth.
the inefficiency of heat transport and reach at the substellar
point temperatures of TDS,s ≈ 380 K. These substellar point
temperatures can also be reached for fast rotating tidally
locked planets (Prot = 1 day) if strong equatorial superrota-
tion suppresses cooling of the substellar point via upwelling
(Nom.1 ). The very cold night sides were already inferred
in Section 4.2.2 from the very deep negative geopotential
height perturbation. We thus confirm here that Exp.6 and
Exp.7 have indeed a particularly large day side to night side
temperature gradient ∆T .
Although the surface temperatures are apparently un-
affected by different climate states for experiments with
weak surface friction, the very cold night side temperatures
and the large temperature gradient influence in turn cli-
mate states - in particular for slow and intermediate rota-
tions (Prot = 12 − 100 days). The resulting strong nega-
tive geopotential anomalies z′ lead to stronger Kelvin and
Rossby waves already for Prot = 100 days. For z
′
6 200 m
or T = 150 K at the night side in Exp.7, we even find a
change in zonal wind direction from an equatorial westerly
(superrotation) to equatorial easterly flow (anti-rotation).
The surface temperatures of experiments with efficient
surface friction ts,fric 6 1 days (Exp.5 and Nom.1 ) evolve
with planet rotation. Generally, the night side and sur-
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Figure 22. Maximum and minimum surface temperature for dif-
ferent PBL extent pPBL = 700−900 mbar and RP = 1.45REarth.
face temperatures cool down with faster rotation between
Prot = 100 and 10 days. Exp.5, however, deviates between
Prot = 10 − 15 days from this nominal evolution outlined
in C15. As shown previously (Section 4.2.3), Exp.5 experi-
ences in this rotation regime a climate state with particu-
larly strong coupling between standing tropical Rossby and
Kelvin waves. This strong coupling leads furthermore to a
weakening of the direct circulation (see previous Section,
Figure 18). At the same time, secondary circulation cells
are weak in the relevant rotation regime (Table 8). Thus,
we would expect warmer substellar point temperatures and
colder night side temperatures compared to slower planetary
rotation. Surprisingly, the exact opposite is observed (Fig-
ure 21). Either the relative strength of the embedded reverse
circulation (state 1 ) provides an alternative heat transport
mechanism between Prot = 10 − 15 days in Exp.5 or the
overall weakness in the vertically fragmented direct equa-
torial cells is compensated by more efficient heat transport
close to the surface in the lower branch of the direct circu-
lation cell.
The evolution of the day side surface temperatures in
the experiments with compressed PBL (Exp.8 and Exp.9 )
shows generally the same evolution with rotation period as
the nominal model (Nom.1 ). The surface temperatures are
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just warmer by a few Kelvin if the PBL extent is compressed
(Figure 22, upper panel).
The evolution of the night side surface temperatures,
however, is more strongly affected by changes in climate
states: The night side surface temperatures show variations
of up to 32 K for changes in the PBL extent (Figure 22,
lower panel). For slow rotators (Prot = 40 − 100 days), less
heat reaches the night side via direct circulation the more
compressed the PBL is.
In the intermediate to slow rotation regime (Prot =
10− 40 days), Exp.8 and Exp.9 show a very different night
side temperature evolution with faster planet rotation com-
pared to the nominal model (Nom.1 ): The night side surface
temperatures rise steeply with faster planet rotation. A new
heat transport mechanism develops in this rotation regime
that becomes more and more efficient with faster rotation.
One obvious candidate for such a heat transport mecha-
nism is secondary circulation cells (circulation state 2 ) that,
indeed, start to develop for surprisingly slow rotations for ex-
periments with compressed PBL and gain in strength with
faster rotation (Figure 20, lower panel and Table 8). Closer
comparison between the increase in night side surface tem-
peratures with faster rotation and the development of cir-
culation state 2 shows, however, that both don’t match in
rotation period phase space. Circulation state 2 forms for
Prot 6 17 − 22 days and the night side surface tempera-
tures increase for Prot 6 30 and 40 days in Exp. 8 and 9,
respectively (Compare Table 8, Figure 20, lower panel and
Figure 22, lower panel).
Since direct circulation strength decreases with faster
rotation in Exp.8 and Exp.9, we conclude that there is only
one mechanism that can explain the warming of the night
side with faster rotation in the intermediate to slow rotation
regime (Prot = 10− 40 days): the embedded reverse circula-
tion cells of circulation state 1. They are already present for
Prot = 30 and 40 days, respectively (see previous Section)
and it was shown in C15 that they also gain in strength with
faster planet rotation.
We speculate that the night surface is not warmed in
nominal model (Nom.1 ) by embedded reverse cells, because
the cells are located above the PBL. pPBL = 700 mbar is
relatively high in Nom.1 (see C14). If the upper extent of
the PBL is lowered, so is the location of the embedded re-
verse cell. The closer the embedded reverse cell comes to the
surface, the more heat it can transport towards the surface’s
night side.
For fast planet rotation (Prot 6 10 days), the embed-
ded circulation cells don’t transport heat any more and the
night side surface temperatures of Exp. 8 and 9 follow again
qualitatively the evolution of Nom.1 with faster planet ro-
tation.
5 SUMMARY
We investigated how variations in night side cooling effi-
ciency, surface friction time scales and planetary boundary
layer (PBL) height affect climate states of tidally locked
Earth-like planets. This is the first study that covers for ev-
ery scenario the rotation period between Prot = 1− 100 day
to also take into account changes in climate states as iden-
tified in C15.
We performed a series of nine parametric scans, where
we took advantage of the versatility of our model. First, we
varied the thermal forcing:
• In Exp.1, the thermal forcing on the night side of a
Super-Earth planet (RP = 1.45REarth) was increased by
gradually reducing the radiative time scale on the night side
from trad,NS = 813 to trad,NS = 100 days.
• In Exp.2, the optical depth was increased from τs = 0.62
to τs = 0.94.
• In Exp.3, the planet size was reduced from RP =
1.45REarth to RP = 1REarth, using the same thermal forc-
ing than for Exp.2.
• In Exp.4, the radiative time scales on day and night
side were decreased by a factor of 1.45 to compensate for
increased efficiency of dynamics due to the decrease in planet
size between Exp.2 and Exp.3.
We find that an increase in night side cooling efficiency
lowers the night side surface temperatures significantly by
about 80-100 K in Exp.1, while the day side surface temper-
atures are lowered at the same time by 25 K at most.
In our model, an increase in optical depth - keeping
all other parameters equal - affects mainly the day side as
shown by Exp.2 : The day side surface temperatures TDS,s
rise and the radiative time scale decreases with increasing
optical depth, which leads combined to an overall hotter
day side despite more vigorous circulation. In contrast to
that a similar experiment conducted by Joshi et al. (1997)
showed that an increase in optical depth in their model led
to a rise in the night side surface temperatures. Joshi et al.
(1997) explicitly state that the radiative time scales in their
simplified thermal forcing prescription were unaffected by
changes in optical depth. The effect of changes in optical
depth can thus only be due to an increase in circulation.
Exp.3 demonstrated that already a reduction in planet
size - keeping all other parameters equal - leads to a reduc-
tion of the temperature gradient between the day side and
the night side. In particular, the night side is substantially
warmer in Exp.3 compared to Exp.2. Exp.3 thus confirms
the results reported by Joshi et al. (1997): Stronger circula-
tion - keeping radiative time scales equal - leads to a rise in
night side surface temperatures.
Exp.4 demonstrated that the dynamical time scale is
scaled to first order with ∼ RP . Stronger circulation in Exp.3
compared to Exp.2 can thus successfully be compensated
by lowering the radiative time scales by a factor of 1.45 to
account for reduction in planet size from RP = 1.45REarth
to RP = 1REarth. As a result, the day side and night surface
temperatures in Exp.2 and Exp.4 are similar to each other.
Exp.4 was found to assume for all intermediate to fast
rotation periods Prot = 1 − 26 days a climate state domi-
nated by standing tropical Rossby waves and equatorial su-
perrotation. The nominal model for an Earth-sized planet
and with inefficient night side cooling (Nom.2 ) was re-
ported in C15 to also favour climate states with standing
tropical Rossby waves in the intermediate rotation regime
Prot = 4− 26 days. In the fast planet rotation regime, how-
ever, Nom.1 showed in contrast to Exp.4 the formation of
standing extra tropical Rossby waves with two high latitude
westerly jets instead or in addition to an equatorial jet. The
latter climate states are called ’mixed states’.
Exp.4 has stronger thermal forcing than the nominal
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model for the same planet size with RP = 1REarth (Nom.2 )
due to larger optical depth and more efficient night side
cooling. We thus conclude that the stronger thermal forcing
favours the formation of standing tropical Rossby waves. It
suppresses the formation of standing extra tropical Rossby
waves for Prot = 1.5−3 days. Thus, we have identified strong
thermal forcing as one mechanism that drives the model to
favour one possible climate state in the short rotation period
regime over the other. Despite strong thermal forcing, the
model used by Edson et al. (2011) does not suppress stand-
ing extra tropical Rossby waves in the fast rotation regime.
Thermal forcing can thus only be one possible component
that determines which climate state a rocky tidally locked
planet assumes in the short rotation period regime.
In the second part of our parameter study, we varied
surface boundary treatments. We changed
• surface friction time scale to ts,fric = 0.1, 10 and
100 days (Exp.5, Exp.6 and Exp.7, respectively)
• and the upper extent of the planet boundary layer to
pPBL = 800 and 900 mbar (Exp.8 and Exp.9, respectively).
• RP = 1.45REarth and the nominal thermal forcing was
assumed for surface boundary treatment variations.
We found large climate state differences in the whole
rotation period regime (Prot = 1 − 100 days) for surface
friction and boundary layer variations.
Most notably, Exp. 5 assumes climate states dominated
by the extra tropical Rossby wave with two high latitude
westerly jets in the fast rotation regime (Prot 6 10 days)
- in contrast to all other experiments. For very fast rota-
tions (Prot 6 2 days), Exp. 5 exhibits mixed climate states
with both tropical and extra tropical standing Rossby waves.
Therefore, we have identified the second mechanism that de-
termines which climate state a rocky tidally locked planet
assumes in the short rotation period regime in addition to
strength of thermal forcing: Surface friction efficiency. Ap-
parently, strong surface friction favours the formation of
standing extra tropical Rossby waves as soon as the Rossby
wave number LR/RP becomes smaller than unity. Already
Showman & Polvani (2011) speculated that surface friction
may be one mechanism on rocky planets that may give rise
to climate dynamics that deviate from tropical Rossby waves
exhibited by gas planets.
Interestingly, Exp. 5 assumes for intermediate rotations
(Prot = 10 − 15 days), where extra tropical Rossby waves
cannot form because LR/RP > 1, a climate state with par-
ticularly strong coupling between standing tropical Rossby
and Kelvin waves. This coupling leads not only to very
strong equatorial winds but also to suppressed direct cir-
culation and strong embedded reverse circulation.
Experiments with weaker surface friction efficiency than
the nominal model, Exp.6 and 7, show decoupling between
the surface temperatures and circulation: The surface tem-
peratures hardly change in the investigated rotation pe-
riod regime (Prot = 1 − 100 days) and the night side sur-
face assumes very cold temperatures (TNS,s = 220 K and
150 K for Exp.6 and 7, respectively). While surface tem-
peratures do not evolve with rotation period and are thus
not affected by changes in climate states, the cold night
sides, however, affect the possible climate states instead -
in particular in the slow and intermediate rotation regime
(Prot = 12− 100 days).
Simulations with very cold night side surface temper-
atures (TNS,s 6 220 K), that is Exp.6 and also Exp.4,
trigger in the intermediate to slow rotation regime (Prot =
10 − 100 days) stronger tropical Rossby waves, which lead
to stronger equatorial superrotation. Exp.7 with the coldest
night side (TNS,s ≈ 150 K) shows, surprisingly, a drasti-
cally different climate state for intermediate to slow planet
rotation: Exp.7 exhibits strong easterly winds (u = −50
to −80 m/s). They even appear to suppress the formation
of tropical Rossby waves with faster planet rotation. The
strength of the easterly wind in Exp.7 diminishes with faster
rotation and eventually the wind system displays ’normal’
westerly equatorial superrotation - albeit for comparatively
fast rotations (Prot 6 12 days). The onset of westerly super-
rotation is accompanied by the formation of standing trop-
ical Rossby waves. We are currently at a loss to explain the
peculiar behaviour of Exp.7 and tentatively link it to the
extremely cold night side exhibited in that experiment.
When the PBL is more compressed (Exp.8 and Exp.9 ),
the simulations develop colder night side surface tempera-
tures than the nominal model in the slow rotation regime.
They do not reach, however, the temperatures of models
with very weak surface friction (Exp.6,7 ): They assume
TNS,s = 255 and 265 K, respectively.
Exp.8 and Exp.9 - and also Exp.4 with efficient night
side cooling - show, surprisingly, already tropical Rossby
wave gyres in the slow rotation regime (Prot = 100 days).
We concluded that for very strong thermal forcing in our
model prescription, Rossby wave gyres can form already for
λR/RP larger than unity: λR/RP = 1.75− 2. Closer inspec-
tion of flow and geopotential perturbations for λR/RP ≈ 1
confirmed, on the other hand, that full formation of tropical
Rossby waves takes indeed place solely in the λR/RP < 1
regime, that is, for Prot < 34 days. As a side note, although
the dry model used by Edson et al. (2011) appears to have
similar strength in thermal forcing as Exp.4, they do not re-
port weak Rossby waves for Prot = 100 days. However, we
have already concluded that thermal forcing alone does not
determine which planetary wave can form. At least surface
friction has to be taken into account as well. Unfortunately,
we don’t know how efficient surface friction is in Edson et al.
(2011).
Another surprise was found for the experiments with
compressed PBL (Exp. 8 and 9 ) in the intermediate to slow
rotation regime Prot = 10 − 100 days: The tropical Rossby
wave is capable to trigger the formation of embedded reverse
cells already for slow rotations. Furthermore, these cells ap-
pear to transport efficiently heat from the day side towards
the night side between Prot = 10 − 40 days. The fact that
we only find embedded reverse cells in climate states with
tropical Rossby waves and that these are completely sup-
pressed otherwise, e.g. in Exp.7 for Prot = 12 − 100 days,
confirms the conclusion in C15 that these features are ex-
clusively linked to tropical planetary waves.
6 CONCLUSION AND OUTLOOK
This study provides a coherent link between climate states
and basic assumptions in thermal forcing and frictional solid
surface boundaries. Due to the computational efficiency of
our model, we could perform many experiments (ca. 700 Ex-
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periments including C15) that cover the relevant rotation
period Prot = 1 − 100 days in fine detail. Our study pro-
vides a better understanding of how surface temperatures
and circulation can vary between different climate models
for tidally locked terrestrial planets. This understanding is
particularly important for rocky planets on relatively tight
orbits, whose atmosphere properties will become first acces-
sible to observations.
We found that strong surface friction (ts,fric =
0.1 days) promotes the formation of extra tropical Rossby
waves for fast rotating terrestrial planets (Prot 6 10 days),
as already noted by Showman & Polvani (2011). This ro-
tation period region is of relevance for the extended inner
habitable zone that ranges at least down to Prot = 6 days for
M dwarf stars (Zsom et al. (2013); Seager (2013)). It is also
of relevance for the model of Yang et al. (2014) who found
that the inner edge of the habitable zone can be expanded
towards the star for tidally locked planets due to cloud cov-
erage over the substellar point. Cloud formation over the
substellar point is, however, only possible with unperturbed
upwelling over the substellar point and thus unperturbed di-
rect circulation cell. The latter requires climate states that
are dominated by standing extra tropical Rossby waves in
the fast rotation regime. Otherwise, equatorial superrotation
brought about by the formation of standing tropical Rossby
waves would disrupt direct circulation. Thus, as discussed in
C15, different circulation states in the short rotation regime
yield different prospects on habitability.
Surface friction alone, however, is not the only mech-
anism that determines which planetary wave and thus cli-
mate state can form on a tidally locked rocky planet with
fast rotation. Also thermal forcing was found to play a strong
role: Stronger thermal forcing, e.g. due to very efficient night
side cooling, was found to lead to a climate state dominated
rather by tropical standing Rossby waves instead of extra
tropical Rossby waves.
In addition, not only surface friction in terrestrial plan-
ets but also friction in gas planets can, apparently, excite
climate states that are not exclusively dominated by equa-
torial superrotation: Kataria et al. (2015) report for the Hot
Jupiter WASP-43b an evolution from a climate state with
an equatorial superrotating jet to a mixed state with two
westerly high latitude jets and an equatorial jet, if frictional
drag is uniformly increased from tfric = 10
6 s to 105 s. Thus,
our study can be linked to the study of Hot Jupiters.
We will, therefore, develop our model further to also
encompass the highly interesting hot Super-Earths in the
intermediate region between terrestrial and gas planets. We
will investigate if planets with a solid surface are indeed in a
different climate state than planets without a solid boundary
and if climate state differences could be potentially observed,
e.g. by the upcoming James Webb Space Telescope (JWST).
We will address furthermore how ambiguities can be
solved: E.g. how to disentangle surface drag from other drag
mechanisms that may be present in gas planets. Further-
more, Kataria et al. (2014) showed surprisingly that even
changes in atmosphere composition can induce a change
in climate state. Atmospheres with high molecular mean
weight like CO2 can like-wise exhibit a mixed state with
high latitude jets and a weak equatorial jet. The authors
compared, however only few simulations. We plan, there-
fore, to explore the hot Super-Earth climate regime with
more experiments to resolve ambiguities and to investigate
the reliability of model results to pave the way for the ob-
servations of smaller exoplanets.
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