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Molecular aggregates can under certain conditions coherently transport electronic excitation energy over large distances
due to dipole-dipole interactions. Here, we explore to what extent thermal motion of entire monomers can guide or
enhance this excitation transport. The motion induces changes of aggregate geometry and hence modifies exciton states.
Under certain conditions excitation energy can thus be transported by the aggregate adiabatically following a certain
exciton eigenstate. While such transport is always slower than direct migration through dipole-dipole interactions, we
show that transport through motion can yield higher transport efficiencies in the presence of on-site energy disorder
than the static counterpart. For this we consider two simple models of molecular motion: (i) longitudinal vibrations of
the monomers along the aggregation direction within their inter-molecular binding potential and (ii) torsional motion of
planar monomers in a plane orthogonal to the aggregation direction. We employ a quantum-classical method, in which
molecules move through simplified classical molecular dynamics, while the excitation transport is treated quantum
coherently using Schrödinger’s equation. For both models we find parameter regimes in which the motion enhances
excitation transport, however these are more realistic for the torsional scenario, due to the limited motional range in a
typical Morse type inter-molecular potential.
I. INTRODUCTION
Molecular aggregates where a large number of organic
molecules assemble into a fairly regular structure can exhibit
significant excitation energy transport along the structure1,2,
which plays a key role in photosynthetic light harvesting
processes3,4 and has the potential for technological exploita-
tion, e.g. in dye-sensitized solar cells5,6 or thin-film optical
and optoelectronic devices7. In all of these, molecular aggre-
gates facilitate the absorption of light and subsequent trans-
fer of the absorbed energy to a reaction centre8,9 in the form
of an electron-hole pair known as exciton. This transfer of
excitation relies on the long range dipole-dipole interactions
between the monomers in the aggregate.
Such dipole-dipole interactions are also a characteristic fea-
ture of Rydberg aggregates10, which hence have been pro-
posed as quantum simulators for molecular aggregates11,12. In
Rydberg aggregates, a chain of highly excited Rydberg atoms
transports a single energy quantum on spatial- and temporal
scales quite different from the molecular context. While the
excitation transfer process in molecular aggregates is typically
strongly affected by decoherence13–16, it barely is in ultra-cold
atoms, as has been experimentally demonstrated17–19.
An idea that naturally arises in Rydberg aggregates, is adi-
abatic excitation transport through atomic motion10,20,21. In
adiabatic excitation transport, slow motion of the atoms com-
bined with excitation transport via dipole-dipole interactions
can result in efficient and guided transport of the excitation
from one end of an atomic chain to the other, see schematic
in Fig. 1 (a). Based on the analogy between Rydberg- and
Molecular aggregates, the question then arises whether adia-
batic excitation transport can play a functional role in molecu-
lar aggregates, e.g. for light harvesting. Here we report initial
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FIG. 1. (a) Interplay of molecular motion and excitation transfer
in adiabatic excitation transport. Blue • are molecules or atoms, X
indicates their position and X˙ (green arrow) the corresponding mo-
tion. The orange shade represents a selected de-localized exciton
state. This state is always located on the two closest molecules, such
that if the state is adiabatically followed, the indicated motion en-
tails excitation transport. (b) Energy level schematic, with molecular
electronic ground state |g〉 and excited state |e〉 and dipole-dipole
interactionsV dd(R). We also sketch on-site disorder σE of transition
energies. (c) More detailed sketch of a 1D chain of planar molecules
with torsional motion along θ and longitudinal motion along X . (blue
disk) molecules, (red large arrow) direction of the transition dipole
moment between |g〉 and |e〉.
explorations of this idea, focussing for now only on a sce-
nario where the energy transport remains quantum coherent.
The motivation is as follows: quantum adiabatic following in
excitation transport was reported in the atomic case for a com-
pletely coherent scenario20. If we cannot find similar features
in a coherent molecular setting, they are unlikely to be present
in a case with decoherence. We however shall find that adi-
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abatic excitation transport persists and thus intend to explore
in the future to what extent adiabatic excitation transport can
survive partial decoherence. Meanwhile, our results should
already be applicable to some extent to particularly coherent
molecular aggregates22 such as those reported in23,24.
Three key features, which are the focus of the present arti-
cle, change the physics of transport in molecular aggregates
compared to the simpler ultra-cold atomic scenario even if
dipole-dipole interactions remain coherent. These features are
site-to-site energy disorder, inter-molecular binding and ran-
dom thermal positions and velocities. Varying all parameters
pertaining to these within ranges relevant for molecular aggre-
gates, we map out regimes where excitation transport involv-
ing molecular motion can yield higher transport efficiencies
than direct dipole-dipole transport in the immobile case, since
motion counters energy disorder.
For this we set up two different simple models for molec-
ular motion in aggregates: (i) Longitudinal motion, in which
molecules move classically along the direction of aggregation
only, bound to their neighbors through a Morse potential. This
motion affects the dipole-dipole Hamiltonian through varying
distances between molecules. (ii) Torsional motion, in which
molecules at fixed separation can rotate in the plane orthog-
onal to the aggregation direction, which affects the dipole-
dipole Hamiltonian through varying angles between transition
dipole moments. Both model also involve a quantum degree
of freedom for the electronic state that allows for a single,
possibly delocalized electronic excitation. We find that excita-
tion transport is more positively affected by motion in the tor-
sional model, since for a realistic motional range of molecules
larger variations of dipole-dipole interactions and hence ex-
citon states are accessible through varying angles between
dipole moments. In comparison, during longitudinal motion,
variations due to changing separations between monomers are
smaller.
The effect of molecular motion on excitation transport has
also been investigated in25–29. Most of these studies consider
transport in the presence of decoherence and none explore
the aspect of adiabaticity, as we do here. In contrast to our
explicit model for thermal molecular motion, Refs.25,27 con-
strain classical harmonic motion to selected harmonic normal
modes. In Ref.26,28 inter-molecular vibrations are considered
quantum mechanically, focussing mainly on one relevant res-
onant mode. All articles find an increased transport efficiency
in certain parameter regimes when comparing a static with a
mobile scenario, in agreement with the results that we shall
present.
This article is organised as follows: In section II, we intro-
duce the features of our molecular aggregate model that are
common to both scenarios listed above (longitudinal and tor-
sional motion), such as dipole-dipole interactions, mechanical
motion and the quantum-classical propagation scheme that we
employ. The remainder of the article is then arranged in two
parts, in section III we explore motion of monomers along
the aggregation axis, while in section IV monomers rotate in a
plane orthogonal to that axis. Both sections are then structured
similarly: We firstly demonstrate in one clear but not nec-
essarily realistic scenario how adiabatic excitation transport
would proceed in a molecular setting (section III A and sec-
tion IV A), followed by an extensive parameter survey com-
paring the transport efficiency with and without motion (sec-
tion III C and section IV B). A crucial feature in this survey
is on-site disorder, which we introduce in section III B and
then use also in section IV. Finally the appendices contain
details on our estimates of moments of inertia, appendix A1,
single trajectory simulations for the case of longitudinal mo-
tion, appendix B, and torsional motion, appendix C, as well as
measures of adiabaticity, appendix D.
II. EXCITATION TRANSPORT AND MOLECULAR
MOTION
We model N monomers with mass M and moment of in-
ertia I, arranged in a one dimensional (1D) chain along the
X direction, where the n’th monomer is located at a definite,
classical position Xn. These monomers can be bound to each
other by van-der-Waals forces and/or hydrogen bonds, with
inter monomer distances of the order of Angström30. We con-
sider each monomer as an electronic two level system with
ground state |g〉 and first excited state |e〉. The transition
dipole moment µ between these two states is assumed fixed
in the YZ-plane orthogonal to the aggregation direction, and
at an angle θ , wrt. the Z axis, see Fig. 1 (c). The distance be-
tween monomers shall be large enough to neglect electronic
wave function overlap, so that there is no direct exchange of
electrons between the monomers30. Therefore the only inter-
actions capable of excitation energy transfer are Coulomb in-
teractions. For the large distances between the monomers, we
assume that these can be approximated by the dipole-dipole
interaction Hamiltonian V (dd)mn (R), between monomers n and
m, which reads
V (dd)mn (R) =
µm ·µn
|Xmn|3 −3
(µm ·Xmn)(µn ·Xmn)
|Xmn|5 , (1)
where R = (X1,X2, ...,XN ,θ1,θ2, ...,θN)T denotes the collec-
tion of all molecular coordinates, including locations, Xn, and
angles, θn, of dipole moments wrt. to an axis orthogonal to the
aggregation direction, see Fig. 1 (c). Further, Xmn = Xm−Xn
is the separation of monomer m and monomer n and µm =
µm(θm) and µn =µn(θn) are their transition dipole moments.
We shall assume that there is only a single excitation present
in the aggregate, hence the electronic Hilbert space is spanned
by |m〉 = |g...e...g〉, where only the m’th molecule is in the
excited state and all others are in their ground state. We call
{|m〉} the diabatic basis. While we included longitudinal co-
ordinates Xn and torsional coordinates θn simultaneously in
(1), we shall only consider their dynamics one-by-one in this
article, in order to separately assess their potential for enhanc-
ing transport.
With the above restrictions on degrees of freedom, the
Hamiltonian of our system can be written as31
H(R) =−
N
∑
n=1
[
h¯2
2M
∂ 2
∂X2n
+
h¯2
2I
∂ 2
∂θ 2n
]
+Hel(R), (2)
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where the first term gives the kinetic and rotational energy of
the molecules and Hel(R) is single exciton Hamiltonian, given
by32
Hel(R) =
N
∑
m=1
Em|m〉〈m |+ ∑
nm;n 6=m
V (dd)mn (R)|m〉〈n |
+
(
1
2 ∑nm;n 6=m
V (B)mn (R)
)
I. (3)
Here Em is the electronic excitation energy at site m, and
V (dd)mn (R) is the matrix element for the dipole-dipole interac-
tion between monomer m and n given in Eq. (1), which is re-
sponsible for excitation energy transfer. The transition energy
Em at each site is different since the influence of the environ-
ment could be different for each monomer, see e.g. Ref.33,34.
V (B)mn (R) denotes interactions that do not depend on the elec-
tronic state, which we assume to be the case for the inter-
molecular binding potential, for simplicity.
To study the dynamics induced by the Hamiltonian (2), con-
sider the eigenstate of the electronic part Hel(R)
Hel(R)|ϕs(R)〉=Us(R)|ϕs(R)〉, (4)
where Us(R) defines the s’th potential energy surface for a
given molecular configuration. Us(R) is called the adiabatic
potential energy surface and the corresponding eigenstates are
referred as adiabatic basis states or here Frenkel excitons.
Note that Us(R) are supra-molecular energy surfaces. Each
adiabatic state can be written in terms of the diabatic states as,
|ϕs(R)〉=
N
∑
m=1
fsm(R)|m〉. (5)
Considering motion quantum mechanically for the system (2)
would be intractable for all but the smallest systems and also
likely unnecessary for the answers sought here. Therefore
we use a mixed quantum-classical method, Tully’s surface
hopping35,36, where the motion of molecules is treated clas-
sically according to Newton’s equations
M
∂ 2
∂ t2
Xm =−∇XmUs(X)−∑
n
∇XmV
(B)
mn (X), (6)
and an ensemble of trajectories is propagated on a specific
Born-Oppenheimer surface Us. The surface index s is al-
lowed to stochastically jump in time, to take into account non-
adiabatic transitions from one surface to another and the cor-
responding change of forces acting on the molecules. Here,
we show (6) for the case of longitudinal motion ∂
2Xm
∂ t2 only, its
torsional version shall be given and used in section IV.
Expanding the total wavefunction of the system in the adia-
batic basis defined above |ψ(X, t)〉 = ∑Nm=1 c˜m|ϕm(X)〉, we
can also obtain the following Schrödinger equation for the
complex amplitudes c˜m,
i
∂
∂ t
c˜m =Um(X)c˜m− i
N
∑
n=1
dmnc˜n, (7)
where dmn are the non-adiabatic coupling coefficients, which
also control the probability of stochastic jumps between sur-
faces in Tully’s algorithm. They can be written as
dmn =− 1M 〈ϕm(X(t)) |∇X|ϕn(X(t))〉 ·
∂Xm
∂ t
. (8)
Besides the movement of the molecules, we are interested
in the exciton dynamics, for which we evolve the total wave
function in the diabatic basis |ψ(X, t)〉= ∑Nm=1 cm(t)|m〉, in-
stead of Eq. (7). Its time evolution is thus determined by
i
∂
∂ t
cm =
N
∑
n=1
Hmn[Xmn(t)]cn, (9)
and coupled to (6) through the dependence of the electronic
Hamiltonian on all molecular positions. Here Hmn[Xmn(t)]
is the matrix element for the electronic coupling in Eq. (3),
with the dipole-dipole interaction given by Eq. (10) and Xmn=
|Xm−Xn|.
While we outlined the formalism jointly here for molec-
ular degrees of freedom Xn and θn, the rest of our study is
arranged in two parts where we first assume a fixed direction
of the molecular transition dipoles, but allow monomers to
move along the aggregation direction, and in a second part fix
molecular positions along the aggregate axis, but allow their
torsional motion through a plane orthogonal to that axis, and
hence varying transition dipole directions. This splitting has
the objective to clearly determine which degrees of freedom
are more conducive for motional enhancement of excitation
transport.
III. EXCITATION TRANSPORT BY LONGITUDINAL
MOTION
In this section, we consider a chain of identical monomers
with all transition dipole moments µ parallel to each other
and fixed. This is commonly referred to as H-aggregate37,
and might be more suitable for excitation transport than J-
aggregates with anti-parallel µ, due to the larger excited state
lifetime38. The monomers can move along the X axis joining
them, see Fig. 2 (a). Dipole-dipole interactions Eq. (1) in this
case are
V (dd)mn (X) =
µ2
|Xmn|3 . (10)
The monomers in aggregates are bound by van-der-Waals
forces, which we model with a Morse potential
V (B)mn (X) = De
[
e−2α(|Xmn|−X0)−2e−α(|Xmn|−X0)
]
, (11)
where De is the depth of the well, X0 the equilibrium distance
and α controls the width of the potential. The smaller α , the
softer and wider is the potential, see Fig. 2 (b). To be specific,
we choose a massM= 902330 a.u. and a transition dipole mo-
ment µ = 1.12 a.u., roughly matching e.g. carbonyl-bridged
triaryl-amine (CBT) dyes39.
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FIG. 2. (a) Sketch of 1D molecular aggregate with off diagonal dis-
order, all transition dipoles are parallel. Shaded Gaussians indicate
possible initial thermal position disorder of each monomer. (b) Inter-
molecular potentials: Morse potential for α = 0.3 Å−1 (blue dashed)
and α = 0.9 Å−1 (red dot-dashed) and the strength of dipole-dipole
interactions V (dd)nm (red solid line).
A. Idealized adiabatic excitation transport
In this section, we first elucidate the concept of adiabatic
excitation transport in a clear cut, albeit constructed case.
For this, all molecules are initially placed at the equilibrium
separation (X0 = 6Å) of the Morse potential, except the first
two molecules, which have a closer separation a = 4Å, see
Fig. 2 (a). For this configuration the dipole-dipole interaction
between the first two molecules is much stronger than between
any other neighboring molecules in the chain. This results in
the localization of the excitation on these first two molecules,
such that the initial electronic aggregate state is to a very good
approximation the exciton
|ψ(0)〉= 1√
2
(|m= 1〉+ |m= 2〉). (12)
A second important consequence of the initial condition, is
that the first two molecules very strongly repel each other,
since they are deep on the inner repulsive side of the Morse
potential in Fig. 2 (b). Around the geometry choice de-
scribed so far, the initial positions and velocities of the
molecules are randomized according to the Maxwell Boltz-
mann distribution40 at temperature T = 300 K. Finally, we
neglect on-site disorder in this section, such that Em = 0 in
Eq. (3).
The resultant motion of the molecules and the excitation
transfer are shown in Fig. 3, using Eq. (6) coupled to Eq. (9).
Initially the two closest molecules strongly repel each other.
Molecule 2 moves towards molecule 3, while molecule 1
escapes the chain, since the initial potential energy VM12 (a)
by far exceeds the binding energy De. When molecule 2
reaches molecule 3 those two constitute the new closest prox-
imity pair. Since the motional time-scale τmov is large com-
pared to the characteristic time-scale for dipole-dipole inter-
actions τdd ≡ pi/V (dd)12 (a) = 2.7 fs, the system can adiabat-
ically follow the exciton quantum state that initially corre-
sponds to Eq. (12), which is always localized on the two clos-
est molecules. Around t = 0.5 ps, it is hence now localized
on molecule 2 and 3. Since in this close encounter, also the
momentum is transferred from molecule 2 to molecule 3, the
process continues along the chain until molecule 7 escapes it
in the end. Just prior to that, at t = 2ps in Fig. 3, the ex-
citation has to a large extent been transported to the end of
the chain, on molecules 6 and 7. We see a small change in
0 1 2 3 4 5 6 7
t[ps]
0
0.5
1
P n
1
2 3 4 5 6
7
(a)
(b)
| c
n(t)
|2
FIG. 3. Exemplary adiabatic excitation transport with molecules. (a)
(solid white) Mean trajectories of individual molecules, with site in-
dex n as indicated. (color shading) Mean electronic excitation prob-
abilities or diabatic populations |cn|2 are indicated by color around
the respective trajectory. (b) (colored numbered lines) Individual di-
abatic populations |cn|2, (black solid) adiabatic population on the ini-
tial surface. Binding parameters are α = 0.5 Å−1 and a well depth
of De = 2200 K. Results are averaged over 105 trajectories.
the adiabatic population, black line in Fig. 3 (b), which re-
duces the transport fidelity. Otherwise, our extreme choice of
initial conditions has replicated the near perfect transport sce-
nario of the atomic case20, where cold atoms are not bound to
their neighbor. A very similar scenario arises if we start from
the initially localized state |ψ(0)〉 = |1〉. Since this can be
written as a linear combination of (12) and the corresponding
anti-symmetric exciton, both of which are adiabatically trans-
ported to the end of the chain as in Fig. 3, also the excitation
from initial state |1〉 reaches the end of the chain through the
motion.
In summary, a pulse combining motion and excitation
transfer can facilitate high fidelity transport of an excitation
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through a chain. For its kinematic similarity with the popular
class-room tool to demonstrate momentum conservation, the
process has been likened to Newton’s cradle in Ref.20. The
physical basis is quantum adiabaticity, which leads to a limi-
tation of this technique: To remain adiabatic, we require slow
motion τmov  τdd ≡ pi/V (dd)12 (a), as discussed above, which
means the transported excitation energy will always arrive ear-
lier if we start in a localized state |ψ(0)〉 = |pi1 〉 instead of
Eq. (12), and consider an equidistant chain. However, the sit-
uation is less clear when on-site energy disorder is present,
since localization might then preclude an excitation starting
in a localized state to arrive at all.
The example in this section has been chosen to clearly illus-
trate the concept of adiabatic excitation transport, but will not
likely be practically useful due to the extreme and thus ther-
mally inaccessible initial state for the positions of monomers
1 and 2. In the following we much more generally compare
the transport properties of moving and static aggregates in the
presence of on-site energy disorder.
B. Disorder and exciton localization
The on-site energy disorder σE in an aggregate, sketched in
Fig. 1 (b), arises due to the coupling of the monomers with
their environment33,34. Since the local environment may be
different for each site, this can cause slightly different tran-
sition energy shifts En for each monomer. We assume here
that the time-scale for variation of such shifts is slow, so that
the En are constant throughout the transport process, hence we
only treat static disorder. For the En in Eq. (3), we assume a
Gaussian distribution41
pE(En−E0) = 1√2piσE
e−(En−E0)
2/2σE (13)
where σE is the standard deviation and E0 the unperturbed
transition energy of each molecule. The distribution is as-
sumed to be identical for all monomers. For realistic systems,
more sophisticated distributions may apply42,43.
Disorder strongly affects the energy level structure and
wave-function of exciton states in (4), which in turn influ-
ences the excitation transfer. One measure of the impact of
disorder is the de-localization length of the exciton over the
aggregate44,45. For weak disorder the exciton is de-localized
over the entire aggregate, while for strong disorder it becomes
localized on a smaller number of monomers. This may cause
exciton trapping46,47, which is detrimental to excitation trans-
port.
We now demonstrate that motion and hence excitation
transport can overcome disorder induced localization in a sim-
ple test-case. For this, we take a chain composed of seven
monomers placed at their equilibrium separations X0, and then
subject to thermal position distributions. We compare a static
and a mobile scenario, both exhibiting an identical realisation
of the disorder (13).
The coherent dynamics of excitation transfer for a single
trajectory is shown in Fig. 4. The disorder strength was
σE = 500 cm−1, α = 0.5Å−1 and the temperature T = 300
K. At t = 0 the excitation is injected at the first site (#1, in-
put site), hence |c1(0)|2 = 1. Starting from this initial state,
we investigate whether the excitation reaches the output site.
We see that for the static system with X˙ = 0, the population
reaching the output site remains very small Fig. 4(c). In con-
trast, for the dynamic system thermal fluctuations overcome
the disorder and can deliver the excitation to the output site
with quite high probability. While here we only demonstrated
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FIG. 4. Excitation transport can overcome on-site energy disorder
through motion. (a) Monomer trajectories and excitation probability
in the immobile case in the same style as for Fig. 3. (b) The same for
mobile molecules. (c) Population reaching the output site #7 in the
immobile case. (d) The same for the mobile case. The inset shows
the realisation of on-site energy disorder (13) used for both, panel (a)
and (b).
this for a specific single realisation of random positions, ve-
locities and energy disorder, the latter shown in Fig. 4 (d), we
will nextly confirm that motion can help to overcome disor-
der also in the ensemble average. A detailed inspection of the
adiabatic populations p˜n = |c˜n|2, see (7), shows however that
the electronic dynamics is only intermittently adiabatic, with
a large number of non-adiabatic transitions. We will comment
on this again later in this article.
C. Transport efficiency
The single trajectory simulation in the previous section in-
dicates that the motion of the molecules in an aggregate can
potentially play a key role in efficient quantum coherent trans-
port of excitation energy in the presence of disorder. To ex-
plore this more deeply, we now quantify the efficiency of exci-
tation transport at different temperatures T and site disorders.
We define the efficiency of excitation transfer ετ in terms of
the maximum probability for the excitation to reach to the out-
put site within a time τ , following e.g. Ref.48:
ετ = max
t∈[0,τ]
|〈m= out |ψ(t)〉|2. (14)
The input site is #1 as in section III B.
For a given choice of molecular interaction potentials and
temperature, we then calculate the mean efficiency by averag-
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ing over many different kinematic configurations with the ini-
tial positions and velocities of the molecules drawn from the
Maxwell Boltzmann distribution as described in section III A.
We first calculate the maximum (14) for each realisation and
then average these maxima over the trajectories. We finally
compare two different efficiencies: ε(motion)τ , the transport ef-
ficiency in the case of mobile molecules and ε(static)τ , the trans-
port efficiency in the case of immobile molecules. Note, that
the latter case will still include position fluctuations according
to a thermal distribution, only forces and velocities are set to
zero.
The efficiency ε(motion)τ is shown in Fig. 5 (a), after averag-
ing over 5000 random configurations for seven sites, for the
choice τ = 50 ps and output site #7. We consider a range of
disorder strengths for which the aggregate transitions from de-
localized excitons to strongly localized excitons for our choice
of other parameters. We see that the effect of temperature on
efficiency is small, within a reasonable range of temperature.
This is because for the chosen α , the accessible range of inter-
molecular separations does not significantly vary with temper-
ature due to the tight potential, see Fig. 2 (b). To assess the
impact of motion on transport for any given case, we finally
resort to the relative efficiency, defined as the ratio
η =
ε(motion)τ
ε(static)τ
. (15)
For the same scenario, the relative efficiency η is shown in
Fig. 5 (b). In the chosen parameter range, we find relative ef-
ficiencies of up to about four, which indicates an enhanced
transport in the mobile system compared to the static one.
Nextly, we examine how this enhancement is affected by the
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FIG. 5. (a) Transport efficiency ε(motion)T , see Eq. (14), in the case of
mobile molecules using a potential width according to α = 0.5Å−1.
Each of the (6× 10) tiles represents a simulation result for on-site
disorder strength and temperatures indicated on the axes. Labels in
the corners mark cases for which we show exemplary single trajecto-
ries in appendix B, Fig. 12. (b) Relative efficiency η as the efficiency
for the mobile scenario divided by the immobile one, see Eq. (15)
width of the potential well that binds monomers to each other.
The width is controlled by the parameter α in the Morse po-
tential, (11). For small α , the width of the well is increased,
so we expect larger excursions of inter-molecular separations
than for large α . These may overcome the localization of
excitons due to the accompanying strong variation of dipole-
dipole interaction strengths. The efficiency for the mobile sys-
tem is shown in Fig. 6 (a), single trajectories for the four pa-
rameter sets in the corners can be found in appendix B. If the
well is narrow, the transport efficiency remains smaller than
for the case of wider well. This suggests, that larger dynami-
cally accessible position deviations of the molecules enhance
transport. Particularly for quite soft inter-molecular binding
corresponding to α = 0.3 Å−1 in Fig. 6, we see a marked im-
pact of motion on excitation transport.
0.34 0.47 0.60 0.73 0.87
 [Å-1]
200
400
600
E[c
m-
1 ]
1*
4* 3*
2*
0
0.1
0.2
0.3
0.4
0.5
0.34 0.47 0.60 0.73 0.87
[Å-1]
200
400
600
E[c
m-
1 ]
0
2
4
6
8
10
(a) (b)
η
ϵ(
m
ot
io
n)
τ
FIG. 6. The same as for Fig. 5, but we vary the width of the inter-
molecular binding potential well instead of the temperature, which
is fixed at T = 300K. Small α correspond to a larger width. Single
trajectories for the labels in the corner of (a) are shown in appendix B,
Fig. 13
We have chosen the relatively small system size of 7
monomers for numerical convenience. Extending this to
larger system of e.g. 13 molecules, we find that the rela-
tive efficiency η increases with system size, for otherwise
identical parameters. This is expected since the localisation
length from energy disorder would remain constant, hence
end-to-end transport without motion will be more strongly
suppressed for larger chains. In contrast, the mode of adia-
batic excitation transport as in Fig. 3 does not worsen much
for larger chains, hence the relative improvement provided by
motion could be larger.
While the motivation for the present work and the reason
for our expectation that motion might aid coherent transport
stem from the concept of adiabatic excitation transport dis-
cussed in section III A, the results shown so far indicate only
that motion may have a beneficial effect, but not whether this
is due to adiabatic processes. When looking at individual tra-
jectories in more detail, which we show in appendix B, it ap-
pears that the quantum dynamics of the excitation contains
both, adiabatic periods as well as non-adiabatic transitions.
We however do find, that the parameter space regions with the
largest relative efficiencies η , are more adiabatic than others,
see appendix D.
IV. EXCITATION TRANSPORT BY TORSIONAL
MOTION
In the previous section, we have shown that while longi-
tudinal motion of molecules along the aggregation direction
can enhance the efficiency of excitation transport in the pres-
ence of disorder, this enhancement is not very large within the
range of realistic parameters for molecular interaction, which
are the narrowest potential explored by us. It turns out that
the situation is improved if the motional degree of freedom
is changed from longitudinal motion to torsional motion, ex-
plored in this section. We now assume that the separation of
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the molecules is fixed at 3.4 Å, but the molecules are allowed
to rotate around the aggregate X-axis within the YZ-plane.
Any possible relative tilt of the molecules out of this plane
is ignored for simplicity.
The dipole-dipole interaction in Eq. (1) with these con-
straints can be written as
V (dd)mn (θ) =
µ2
X30
cosθmn, (16)
where θmn = θn − θm is the angle between the direction of
the transition dipole moments of molecule m and molecule
n, shown as red arrows in Fig. 7 (a). The transition dipole
of magnitude µ is assumed spatially fixed in the plane of the
molecule which can now rotate round the X-axis.
We assume that the molecules prefer to align at certain an-
gles with their neighbors, which can be chemically engineered
for example by the addition of appropriate side chains23. To
describe these preferred orientation and torsional excursions
around them, we employ a potential energy
V (B)mn (θmn) =
V0
2
[1− cos(2Kθ (θmn−θ0))], (17)
shown in Fig. 7 (b), where V0 is the height of the potential
barrier, Kθ determines the spacing of minima and hence the
symmetry, and θ0 determines the equilibrium angle(s) and is
fixed by the detailed shape of the molecule. For reasons that
shall become clear shortly, we assume an approximate four-
fold symmetry, hence Kθ = 2. The symmetry should not be
perfect though, to justify the use of a single excited electronic
state per molecule, and hence a well defined direction for the
transition dipole moment.
In order to allow the potential (17) to control equilibrium
orientations of the molecules, and not be overwhelmed by
a torque from dipole-dipole interactions in (16), we have
changed the dipole strength to µ = 0.6 a.u., which is about
half of the value taken in section III for longitudinal motion.
After fixing the desired symmetry, we nextly adjust the
torsional potential strength V0 such that the angular spread
∆θ in thermal equilibrium at T = 300K is ∆θ = 8◦, roughly
matching angular spreads modelled in Ref.39. This results in
the maximum value of the potential V0/kB = 1923K. While
this potential in principle still allows full rotations of the
molecules, near room temperature molecules will almost ex-
clusively perform small torsional oscillations about the min-
ima of (17).
We model torsional dynamics analogous to the case of lon-
gitudinal motion, except that instead of the positions Xn, the
angles θn are allowed to evolve. The classical equations of
motion for the angular displacement of molecules read
I
∂ 2
∂ t2
θm =−∇θmUs(θ)−∑
n
∇θmV
(B)
mn . (18)
See appendix A1 for the our simple estimate of a represen-
tative moment of inertia I for dye molecules, based on CBT.
As before, the exciton dynamics is obtained by expanding the
total wavefunction in diabatic states
i
∂
∂ t
cm =
N
∑
n=1
Hmn[θmn(t)]cn, (19)
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FIG. 7. (a) Sketch of the central units in a 1D self-assembled chain
of dyes, which can slightly rotate about the aggregation axis. (blue
disk) molecules, (red arrow) direction of the transition dipole mo-
ment between |g〉 and |e〉. (b) (solid blue line) Periodic potential
(17) for the torsional motion of the molecules in (a), with a periodic-
ity of 90◦ due to some assumed approximate four-fold symmetry of
each molecule. (red dashed) Strength of dipole-dipole interactions
(16) for orientation.
where Hmn[θmn(t)] is the matrix element for the electronic
coupling in Eq. (3), with dipole-dipole interaction given by
Eq. (16).
A. Idealized adiabatic excitation transport
As in section III A, we begin with the basic demonstration
that molecular torsion can cause transport in principle. We as-
sume that the orientations of all molecules are at the equilib-
rium of the torsional potential Eq. (17), with angle between
adjacent axes of θ0 = 70◦. Now if we decrease the angu-
lar separation between the direction of the dipole moments
of first two molecules the dipole-dipole interaction between
these two molecules is stronger and the excitation will again
get localised on them as in (12). The angular distribution and
the angular velocity distribution of each monomer is again a
Gaussian with standard deviation σθ and σω respectively, dis-
order is set to zero, Em = 0. The coherent dynamics of excita-
tion transport is now obtained by solving Eq. (18) and Eq. (19)
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as a coupled system.
The resultant excitation transport is show in Fig. 8, aver-
aged over 105 trajectories. The dislocation at the end will
cause a repulsive torque on molecule 2 which causes it to ro-
tate its axis towards that of molecule 3, increasing the dipole-
dipole interaction between those two and carrying the excita-
tion with it, as in section III A. Again the scheme proceeds
over several sites. Compared to the scenario of section III A,
(a)
(b)
| c
n(t)
|2
FIG. 8. Exemplary adiabatic excitation transport by molecular
rotations. (a) (solid white) Mean orientation angles of individual
molecules, with site index n as indicated. (color shading) Mean elec-
tronic excitation probabilities or diabatic populations |cn|2 are indi-
cated by color around the respective trajectory. (b) (colored num-
bered lines) Individual diabatic populations |cn|2, (black solid) adia-
batic population on the initial surface. Results are averaged over 105
trajectories.
we see a larger reduction of adiabatic population as the black
line in Fig. 8 (b), with a corresponding larger drop of the fi-
delity of transport.
B. Transport efficiency
In this section we explore to what extent torsional motion of
the molecules during energy transport can overcome disorder.
We again take a chain of seven molecules, however now we
let the dipole moment of each molecule point perpendicular
to each other, i.e. θ0 = pi/2 in Fig. 7 (a). We chose this angle
since dipole-dipole interactions at the precise equilibrium po-
sition vanish, which will necessarily enhance the relative im-
pact of random molecular rotations near the equilibrium orien-
tation on dipole-dipole interactions and hence exciton states.
Fluctuations of on-site-energies are again described by
Eq. (13). The transport of excitation for a single trajectory
at room temperature for both, the mobile and the static system
is shown in figure Fig. 9. As before the initial state of exci-
tation at time t = 0 is |c1|2 = 1. The standard deviation for
orientation angles at room temperature is taken to be σθ = 8◦.
We see as in section III B, that in a case where for the static
system the excitation is almost completely localized on the
input site, the mobile system manages to transfer 80% of the
excitation energy to the output site. Therefore also torsional
motion of the molecules can help to combat localization and
guide the transfer of excitation along the chain. The effect of
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FIG. 9. Excitation transport through torsional motion can overcome
disorder. (a) Monomer orientations and excitation probability in the
immobile case in the same style as for Fig. 3. (b) The same for
mobile molecules. (c) Population reaching the output site #7 in the
immobile case. (d) The same for the mobile case. The inset in (d)
shows the selected single realisation of on-site energy disorder.
site disorder and temperature on efficiencies and relative ef-
ficiencies is shown in Fig. 10, using the same definitions as
in section III C. Here the potential (17) is fixed and the effi-
ciency is obtained by averaging over 5000 random configura-
tions of seven sites. We have re-adjusted the range of disorder
strengths to cover the regime from de-localized excitons to
strongly localized excitons for the different setting here. In
contrast to results in section III C, there is now a small in-
crease in efficiency with temperature for the mobile system.
We see an even more significant increase in the relative trans-
port efficiency Fig. 10b, compared to the case of longitudinal
motion. Nextly, we fix the temperature at T = 300 K and vary
the width of the potential well by changing V0 in the potential
(17) and hence σθ . The results are shown in Fig. 11. As in the
earlier section on longitudinal motion, we recover the scheme
that wider potentials allowing a larger range of motion give
rise to larger relative efficiencies of excitation transport.
An inspection of the adiabaticity of individual trajectories,
shown in appendix C, again shows a mixture of adiabatic and
non-adiabatic contributions to the dynamics, as we had seen
for the scenario with longitudinal motion along the aggregate
axis. We also again find the general trend that regions in
parameters space with high relative efficiency co-incide with
those showing more adiabaticity, see appendix D.
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FIG. 10. Variation of transport efficiency with disorder strength and
temperature for torsional motion of molecules, for a well width of
σθ = 8◦. (a) Absolute efficiency ε
(motion)
T in the mobile case. La-
bels in the corners mark cases for which we show exemplary single
trajectories in appendix C, Fig. 14. (b) Relative efficiency η as the
efficiency for the mobile scenario divided by the immobile one.
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FIG. 11. Variation of transport efficiency with disorder strength and
well width for torsional motion of molecules at T = 300 K. (a) Ab-
solute efficiency ε(motion)T in the mobile case. Labels in the corners
mark cases for which we show exemplary single trajectories in ap-
pendix C, Fig. 15. (b) Relative efficiency η as the efficiency for the
mobile scenario divided by the immobile one.
V. CONCLUSIONS AND OUTLOOK
We have explored how mechanical motion of the molecules
in an aggregate affects the efficiency of excitation transport
compared to an immobile scenario. We find a motion-induced
enhancement of the excitation transfer efficiency over static
configuration in the presence of on-site energy disorder for
both, longitudinal motion of molecules along the aggregate
axis and rotational or torsional motion of them in the plane
orthogonal to that axis, in small systems of up to N = 7
monomers. We conclude that a strong connection between
the motion of the molecules and the coherent propagation of
the electronic excitation has the potential to increase the effi-
ciency of excitation transfer significantly.
While a possible cause of enhancement of transport can be
found in adiabatic excitation transport20 as demonstrated in
section III A and section IV A, for most of the inspected pa-
rameter space the situation is less clear, with dynamics ex-
hibiting both: periods where eigenstates are adiabatically fol-
lowed, interspersed with sudden non-adiabatic transitions. For
the most general electronic dynamics when the excitation state
is a superposition of excitons and can thus exhibit transport
from site to site also in the absence of any motion, a clear link
of transport with adiabaticity or its absence is conceptually
challenging, but would be of interest in the future.
In this article, we have ignored decoherence, for example
caused by intramolecular vibrations, although decoherence
and vibrations frequently play a crucial role in transport49–58.
In the next step of this exploration, we will thus extend
the quantum dynamics calculation for excitation transport to
an open-quantum-system technique, such as non-Markovian
quantum state diffusion15,59–61, which will be coupled to clas-
sical time-dependent trajectory for the molecules as in this
work. Earlier research using simpler models for motion and
energy disorder than the present work suggests that motion
can enhance transport even in the presence of decohering
environments25,28.
Another significant extension to bridge the gap between
these model calculations and realistic molecular systems,
would be to treat energy transport beyond the dipole-dipole
approximation. For the relevant case where the intermolec-
ular distance is comparable to the size of the molecules,
higher multipole transitions play a significant role62–64. Short
range excitonic couplings may significantly deviate from the
dipolar form showing an exponential distance dependence65.
Since adiabatic transport discussed here relies on significant
changes of the excitonic Hamiltonian with molecular posi-
tions, it might be enhanced by such effects.
For a final confirmation for realistic and technologically
relevant settings, such as dye-sensitised light harvesting
technology5,6, we can replace the simple classical point par-
ticle motion of the present article (6) by full fledged molec-
ular dynamics simulations evolving all the nucleii, and the
evolution of electronic states by the simple matrix model (9)
used here with time-dependent density functional theory of
the many electron aggregate system in what is known as QM-
MM schemes.
Finally, since this work was inspired by ideas that have orig-
inated in a quantum simulation context with cold atoms20, also
other features discovered in that context might be portable to
a molecular setting. One prominent one is the use of coni-
cal intersections66 as switches for coherence and direction of
excitation transport67–69.
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Appendix A: Estimate of dye-moelcule moment of inertia and
rotational potential
For example, in the supramolecular assembly of Ref.23
that provided some guidance for our simple model of tor-
sional motion in section IV, a single monomer consist of
a CBT core attached via amide linker with 4-(5-hexyl-2,2′-
bithiophene)naphtalimide (NIBT). Therefore the total mass
of the monomer is the sum of masses of these constituents,
which amounts to M = 1009.03 amu. We simply assume that
this mass is distributed uniformly in a square disc, with side
length a = 50 Å. The moment of inertia of a disc with mass
density ρ is
I =
1
6
ρa4 (A1)
For a uniform mass distribution ρ = M/(a2) we then find a
moment of inertia of 2.95×109 a.u.
The maximum of the potential barrierV0 is obtained by tak-
ing the Taylor expansion of Eq. (17) about θmn = θ0, and then
defining a target angular width ∆θ using the thermal equipar-
tition theorem
V0Kθ (∆θ)2 =
kBT
2
(A2)
We assume a typical angular spread ∆θ = 8◦ at temperature
300K similar to Ref.39, from which we obtainV0/kB= 1923K.
To obtain σθ at a different temperature T after this initial
allocation, we again use Eq. (A2), σθ =
√
kBT
2KθV0
. The dis-
tribution in angular velocity also relies on the equipartition
theorem, yielding a width σω =
√
kBT/I.
Appendix B: Single Trajectories for longitudinal motion
To provide more intuitive access to the ensemble averaged
results in the main text, section III C, we now additionally pro-
vide some individual trajectories along the edges of the inves-
tigated parameter space.
We see in the bottom panels (1* and 2*) of Fig. 12, that
for small energy disorder σE , the localization effect is weak.
Thus even in the absence of molecular motion the excitation
quite likely and rapidly reaches the output site, a result that
no longer can be much improved upon by motion. In contrast,
the upper panels (3* and 4*) with strong disorder show quite
localised excitons, where for example panel #3 then shows
dynamics where this disorder has been overcome by thermal
motion.
By controlling the width of the inter-molecular binding
well, we can control the amplitude of excursions of the
molecules. Single trajectories here show how the probabil-
ity of excitation transport is influenced by changing the width
as well as the site disorder. We see in Fig. 13 that even for
large site disorder the excitation energy can reach the output
site with probabilities of more than 50% in mobile case.
Further analysis of adiabatic populations reveals that the
exciton dynamics is rarely purely adiabatic but typically also
TABLE I. Parameters for single trajectory data in Fig. 12. Positions
refer to the tags in Fig. 5
.
Positions Parameters
#1 σE = 100 cm−1 and T = 120 K
#2 σE = 100 cm−1 and T = 300 K
#3 σE = 600 cm−1 and T = 300 K
#4 σE = 600 cm−1 and T = 120 K
(1*) (2*)
(4*)
| c
n(t)
|2
| c
n(t)
|2
| c
n(t)
|2
| c
n(t)
|2
(3*)
FIG. 12. Single trajectory time evolution of the position of indi-
vidual molecules together with exciton dynamics for α = 0.5 Å−1.
The numbering refers to tags in Fig. 5 and the four different parame-
ter sets given in table I. Top panels show molecular coordinates and
diabatic populations |cn(t)|2 in the same style as Fig. 3 (a). Bottom
panels show the corresponding adiabatic populations |c˜n(t)|2, with
legend included for case (4∗). Surfaces are numbered from the high-
est energy exciton state to the lowest. Colored arrows refer to specific
dynamical events discussed in the text.
non-adiabatic at many instances. To assess this further, we
show adiabatic populations for all the trajectories in Fig. 12
and Fig. 13. From these we can deduce that the evolu-
tion shows a mixture of two types of dynamics: Firstly adi-
abatic periods, during which adiabatic populations |c˜n(t)|2
stay nearly constant. Secondly, prominent intermittent non-
adiabatic transitions, at which adiabatic populations show
quite sudden significant changes. If we manually relate either
of these two features in the bottom panels, with the excita-
tion probability of each molecule shown in the top panels, we
TABLE II. Parameters for single trajectory data in Fig. 13. Positions
refer to the tags in Fig. 6
Positions Parameters
#1 σE = 100 cm−1 and α = 0.30 Å−1
#2 σE = 100 cm−1 and α = 0.87 Å−1
#3 σE = 600 cm−1 and α = 0.87 Å−1
#4 σE = 600 cm−1 and α = 0.30 Å−1
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FIG. 13. Single trajectory time evolution of the position of individ-
ual molecules together with excitation dynamics, in the same style
as Fig. 12, but here we fix the temperature at 300K. The numbering
refers to tags in Fig. 6 and the four different parameter sets given in
table II. Colored arrows refer to specific dynamical events discussed
in the text.
can identify two qualitatively different phenomena: (i) During
a period of adiabaticity, the excitation exhibits a slow trans-
fer from one molecule to another, see Fig. 13 panel (4*), at
times indicated by yellow arrows near t = 2 ps and t = 19 ps.
This corresponds to adiabatic transport as discussed in sec-
tion III A. (ii) Exactly coinciding with a sudden non-adiabatic
transition, the excitation transfers from one molecule to an-
other, see Fig. 13 panel (4*), around t = 42 ps and t = 48 ps,
marked with red arrows. This should rather be referred to as
non-adiabatic excitation transport.
A consistent classification of the general time evolution
with respect to these two features, that can also be employed
in the ensemble averages, is an interesting challenge that we
defer to future work.
Appendix C: Single Trajectories for torsional motion
Similar to the longitudinal motion scenario, we now illus-
trate the effect of temperature and site disorder on excitation
transport with individual simulation trajectories, but now we
fix the molecular positions and allow instead a rotation of the
molecular transition dipole axes.
Fig. 14 shows the single trajectories at different tempera-
tures for fixed width of the potential well. When the energy
disorder is small for example the bottom panels of Fig. 14, the
localization effect is weak and similar to longitudinal cradle
the excitation rapidly reaches the output site with high arrival
probability even in the absence of motion. In contrast, once
we increase the energy disorder towards the upper panels, the
excitation is more localized in the immobile system. Then, for
the mobile system we see a clear transport of the exciton to the
output site. Nextly, we provide single trajectories for differ-
ent widths of the potential in Fig. 15. For wide wells (panel
TABLE III. Parameters for single trajectory plots in Fig. 14. Posi-
tions refer to the tags in Fig. 10
Positions Parameters
#1 σE = 100 cm−1 and T = 120 K
#2 σE = 100 cm−1 and T = 300 K
#3 σE = 300 cm−1 and T = 300 K
#4 σE = 300 cm−1 and T = 120 K
(1*) (2*)
(3*)(4*)
| c
n(t)
|2
| c
n(t)
|2
| c
n(t)
|2
| c
n(t)
|2
FIG. 14. Single trajectory time evolution of the angular position
and exciton dynamics for σθ = 8◦. The numbering refers to tags in
Fig. 10 (a) and the four different parameter sets given in table III.
Even for large site disorder the excitation energy transfer to the out-
put site is clearly seen. Colored arrows refer to specific dynamics
events discussed in the text.
#3) and high on-site disorder, when almost 90% of the exci-
ton is localized on the first site for immobile molecules, we
see that the excitation is reaching the output site with more
than 80% probability if motion is included. As in the case
of longitudinal transport, we see a mixture of adiabatic and
non-adiabatic transport processes. A relatively clear trajectory
containing both is shown in Fig. 15 panel (3∗): The evolution
is non-adiabatic near 20 ps but then it is fairly adiabatic from
20 to 85 ps. Exactly at the moment of non-adiabaticity, the top
panel shows how the excitation migrated from molecule 1 to
molecule 7. Fast oscillations in diabatic populations can be at-
tributed to beating from a superposition of exciton states, cre-
ated by the non-adiabatic transition. However note the longer
time scale variations which shifts most of the excitation prob-
TABLE IV. Parameters for single trajectory plots in Fig. 15. Posi-
tions refer to the tags in Fig. 11
Positions Parameters
#1 σE = 100 cm−1 and σθ = 4◦
#2 σE = 100 cm−1 and σθ = 13◦
#3 σE = 300 cm−1 and σθ = 13◦
#4 σE = 300 cm−1 and σθ = 4◦
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FIG. 15. Single trajectory time evolution of the angular position and
exciton dynamics similar to Fig. 14, but here we fix the temperature
at 300K. The numbering refers to tags in Fig. 11 (a) and the four
different parameter sets given in table III. We can see a clear transport
of excitation even for large site disorder. Colored arrows refer to
specific dynamics events discussed in the text.
ability back from site 7 to site 1 around t = 25 ps and then
back again around t = 45 ps. Neither event is accompanied by
a significant change in adiabatic populations, hence we would
classify these changes as adiabatic transport.
Appendix D: Survey of adiabaticity
While a rigorous classification of transport into adiabatic or
non-adiabatic is left for future studies, a simple comparison
of the global level of adiabaticity between different regions
of parameter space can be gained from our quantum-classical
propagation algorithm itself:
The molecules move on a single adiabatic potential energy
surface m, which may be changed via sudden jumps to another
surface n by non-adiabatic couplings Eq. (8) between surface
m and surface n. A simple estimate of non-adiabaticity is thus
provided by the mean number of allowed70 jumps21,35,71. The
mean number of jumps per trajectory is shown for longitudinal
motion in Fig. 16 and for torsional motion in Fig. 17, for the
same two cuts through parameter space discussed in the main
article. We find a larger number of jumps at high tempera-
tures or narrow width of the potential well. This is expected
since either involve faster motion of molecules, which directly
increases all non-adiabatic couplings in Eq. (8). When we
compare Fig. 16 with Fig. 5 and Fig. 6, we find that regions
of high relative efficiency coincide with those of less allowed
jumps and thus more adiabatic dynamics. This could be a hint
that motion of molecules is indeed more helpful if adiabatic,
but this would have to be verified more rigorously in the fu-
ture. Similar conclusions can be drawn from for the case of
torsional motion in Fig. 17. For narrow width of the poten-
tial well or high temperature, the number of allowed jumps is
large due to the faster angular vibration of molecules. In con-
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FIG. 16. Mean number of allowed surface jumps in Tully’s al-
gorithm, corresponding to non-adiabatic transitions, for longitudinal
motion. (a) We vary temperatures and on-site disorder strengths. (b)
We vary the width of the inter-molecular binding potential well and
on-site disorder strengths.
trast, there are fewer jumps when we decrease temperature
or increase the width of the well or on-site disorder strength.
Again, in the region of high relative efficiency in Fig. 10 and
Fig. 11 the transport is more adiabatic than in other regions.
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FIG. 17. Mean number of allowed jumps similar to Fig. 16 for
torsional motion. (a) For different temperatures and (b) for different
widths of the well, as well as in both cases varied energy disorder
strength.
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