Low rank approximation of large and/or sparse matrices is important in many apy NERSC,
plications. We show that good low rank matrix approximations can be directly obtained from the Lanczos bidiagonalization process without computing singular value decomposition. We also demonstrate that a so-called one-sided reorthogonalization process can be used to maintain adequate level of orthogonality among the Lanczos vectors and produce accurate low rank approximations. This technique reduces the computational cost of the Lanczos bidiagonalization process. We illustrate the e ciency and applicability of our algorithm using numerical examples from several applications areas.
1. Introduction. In many applications such as compression of single images and multiplespectral image cubes, regularization methods for ill-posed problems, latent semantic indexing in information retrieval for large document collections, to name a few, it is necessary to nd a low rank approximation of a given matrix A 2 R m n . Often A is a general rectangular matrix and sometimes either m n or m n. The theory of singular value decomposition (SVD) provides the following characterization of the best rank-j approximation of A in terms of the Frobenius norm k kF 9]. Theorem 1.1. Let the singular value decomposition of A 2 R m n be A = P Q T with = diag( 1; : : : ; min(m;n) ), 1 : : : min(m;n) , and P and Q orthogonal. Then for 1 j n, min(m;n) X i=j+1 2 i = minf kA ? Bk 2 F j rank(B) jg:
And the minimum is achieved with Aj Pj diag( 1; : : : ; j)Q T j ; where Pj and Qj are the matrices formed by the rst j columns of P and Q, respectively. It follows from Theorem 1.1 that once the SVD of A is available, the best rank-j approximation of A is readily computed. When A is large and/or sparse, however, the computation of the SVD of A can be costly, and if we are only interested in some Aj with j min(m; n), the computation of the complete SVD of A is rather wasteful. Also in many applications it is not necessary to compute Aj to very high accuracy since A itself may contain certain errors. It is therefore desirable to develop less expensive alternatives for computing good approximations of Aj. In this paper, we explore one possible avenue of applying the Lanczos bidiagonalization process for nding approximations of Aj. Lanczos bidiagonalization process has been used for computing a few dominant singular triplets (singular values and the corresponding left and right singular vectors) of large sparse matrices 3, 5, 8] . We will show that in many cases of interest good approximations can be directly obtained from the Lanczos bidiagonalization process without computing any singular value decomposition. We will also explore relations between the levels of orthogonality of the left Lanczos vectors and the right Lanczos vectors and propose some more e cient reorthogonalization schemes that can be used to reduce the computational cost of the Lanczos bidiagonalization process. The rest of the paper is organized as follows. In Section 2 we brie y review the Lanczos bidiagonalization process and its several variations in nite precision arithmetic. In Section 3 we discuss both a priori and a posteriori estimation and stopping criteria. Section 4 is devoted to orthogonalization issues in the Lanczos bidiagonalization process and several reorthogonalization schemes are discussed in detail. In Section 5 we perform numerical experiments on test matrices from a variety of applications areas. Section 6 concludes the paper and points out some directions for future investigation.
2. The Lanczos bidiagonalization process. Bidiagonalization of a general rectangular matrix using orthogonal transformations such as Householder transformations and Givens rotations was rst proposed in 7] . It was later adapted to solving large sparse least squares problems 18] and to nding a few dominant singular triplets of large sparse matrices 3, 5, 8] . For solving least squares problems the orthogonality of the left and right Lanczos vectors is usually not a concern and therefore no reorthogonalization is incorporated in the proposed algorithm LSQR 18] . 1 For computing a few dominant singular triplets, one approach is to completely ignore the issue of loss of orthogonality during the Lanczos bidiagonalization process and later on to identify those spurious singular values thus generated from the true ones 5]. We will not pursue this approach since spurious singular values will cause considerable complication in forming approximations of Aj discussed in the previous section. We opt to use the approach that will maintain certain level of orthogonality among the Lanczos vectors 19, 22, 23, 24] . Even within this approach there exist several variations depending on how reorthogonalization is implemented. For example in SVDPACK, a state-of-the-art software package for computing dominant singular triplets of large sparse matrices 25], implementations of Lanczos tridiagonalization process applied to either A T A or the 2-cyclic matrix 0 A; A' 0] with partial reorthogonalization are provided. Interesting enough, for the coupled two term recurrence that will be detailed in a moment, only a block version with total reorthogonalization is implemented. In Section 4 we will discuss two other more e cient reorthogonalization schemes using the coupled two term recurrence. Now we brie y describe the Lanczos bidiagonalization process presented in 7, 18, 5] . Let b be a starting vector, for i = 1; 2; : : :, compute 1u1 = b; 1v1 = A T u1; i+1ui+1 = Avi ? iui; i+1vi+1 = A T ui+1 ? i+1vi:
Here nonnegative i and i are chosen such that kuik = kvik = 1. Throughout the rest of the paper k k always denotes either the vector or matrix two-norm. In compact matrix form the above equations can be written as
where Bk+1 2 R (k+1) (k+1) is lower bidiagonal, For A with more columns than rows, this version is usually better than (2.2) because the chances of introducing spurious zero singular values arising from m 6 = n is reduced 7, 5]. However, it is easy to see that the two versions of bidiagonalization recurrences are equivalent in the sense that if we interchange the roles of A and A T , ui and vi, and i and i in (2.2), we obtain the above recurrence.
In another word, we may simply apply (2.2) to A T . Therefore in what follows we will deal exclusively with recurrence (2.2). When the need arises we will simply apply recurrence (2.2) to A T .
Following the error analysis in 17], it is straightforward to show that in nite precision arithmetic, Equations (2.1) and (2.2) become 1u1 = b; 1v1 = A T u1 + g1; i+1ui+1 = Avi ? iui ? fi; i = 1; 2; : : : i+1vi+1 = A T ui+1 ? i+1vi ? gi+1; (2.3) and in compact matrix form, Uk+1( 1e1) = b; AVk = Uk+1Bk + Fk; A T Uk+1 = Vk+1B T k+1 + Gk+1; (2.4) where kFkk = O(kAkF M) and kGk+1k = O(kAkF M) with M the machine epsilon, and Fi = f1; : : : ; fi]; Gi = g1; : : : ; gi]:
To nd a few dominant singular value triplets of A, one computes the SVD of Bk. The singular values of Bk are then used as approximations of the singular values of A and the singular vectors of Bk are combined with the left and right Lanczos vectors fUkg and fVkg to form approximations of the singular vectors of A 5, 3] . We will show that if one is only interested in nding a good low rank approximation of A a more direct approach is possible without computing the SVD of Bk: For a given k, we will use Jk UkBkV T k as an approximation of A. In the next section we consider both a priori and a posteriori estimation of !k kA ? JkkF .
3. Error estimation and stopping criterion. In this section we will assess the error of using Jk as an approximation of A. We will also discuss ways to compute !k recursively in nite precision Now let A = P diag( i)Q T be the SVD of A, and write P = p1; p2; : : : ; pm]. Furthermore, let P ? U k (I?UkU T k ), the orthogonal projector onto the subspace spanfUkg ? , the orthogonal complement of spanfUkg. We have the following estimation. Theorem 3.2. Let A = P diag( i)Q T be the SVD of A, and Pi spanfp1; : : : ; pig. Assume the Lanczos bidiagonalization process starts with b as in (2.2) . Then for any j with 1 < j < n and k > j, Proof. Using the SVD of A one can verify that ! 2 k = k 1P ? U k p1; : : : ; nP ? U k pn]k 2 F ; where we have assumed that m n. Now arrange the singular values of A in the following order, n j+1 j 1:
We can bound
It is readily veri ed that spanfUkg = span b; AA T b; : : : ; (AA T ) k?1 b] Kk: Therefore kP ? U k pik = jsin 6 (pi; Kk)j jtan 6 (pi; Kk)j:
Applying Lemma 3.1 with C = AA T and b = f completes the proof.
Remark. Notice that the square root of the rst term on the right of (3.5), ( P n i=j+1 2 i ) 1=2 is the error of the best rank-j approximation of A in Frobenius norm. For k > j usually rank(Jk) > j. The a priori estimation of the above theorem states that ! 2 k will approach kA ? Ajk 2 F when k gets large. In many examples we will discuss later in Section 5, even for a k that is only slightly larger than j, ! 2 k is very close to kA ? Ajk 2 F .
Remark. If we assume that the spectrum of AA T has one cluster 2 n ; 2 j+1 ] which is well separated from the rest of the spectrum, a better estimate of tan 6 (pj; Km) can be obtained using the techniques in 28]. Now we examine the e ect of loss of orthogonality among the columns of Uk and Vk has on the accuracy of Jk and give a posterior estimate of kA ? JkkF . Intuitively, if both Uk and Vk contains spurious approximate singular vectors Jk will not be a good approximation. Unlike in the case of computing the singular values/vectors of A, keeping certain level of orthogonality of fUkg and fVkg is essential to obtain a good Jk. In the following we will make the above statements more precise. To this end we introduce some notation. A few words about the above estimate are in order here. For those dominant singular values that have converged, the corresponding ik will be small 19, Section 13.6]. The quantity k(I ? UkU T k )AY ? j k 2 F will be close to kA ? Ajk 2 f = 2 j+1 + + 2 n , and the accuracy of kA ? UkBkV T k kF as compared to kA ? AjkF is limited by the level of orthogonality in Vk. Now we examine the issue of stopping criteria. The accuracy of using Jk = UkBkV T k as a low rank approximation of A is measured by !k which can be used as a stopping criterion in the iterative Lanczos bidiagonalization process, i.e., the process will be stopped when !k tol with tol a user supplied tolerance. Therefore it will be very helpful to nd an inexpensive way to compute !k for k = 1; 2; : : : : We rst show that !k is a monotonically decreasing function of k and it can be computed recursively. We have the bound
Since uk+1u T k+1 A is rank-one, we have kuk+1u T k+1 Ak 2 F = kuk+1kkA T uk+1k: Now it follows from A T uk+1 = k+1vk+1 + k+1vk ? gk+1 (cf. Equation (2.1)) that kA T uk+1k = ( 2 k+1 + 2 k+1 )(1 + M) + kgk+1k 2 + 2 k+1 k+1v T k vk+1+
Substituting the above estimates into Equation (3.7) completes the proof.
Therefore within the level of orthogonality of Uk+1 and Vk+1, the formula ! 2 k+1 = ! 2 k ? 2 k+1 ? 2 k+1 can be used to compute !k+1.
Remark. With some extra e ort, we can improve the above result which roughly says that
To this end, we need to make the following assumptions, 2 4. Level of orthogonality and reorthogonalization. It should not come as a surprise that the level of orthogonality among the left Lanczos vectors fUkg and the level of orthogonality among the right Lanczos vectors fVkg are closely related to each other since the columns of Uk and Vk are generated by the coupled two term recurrence (2.2) . In this section we want to explore this relation from several di erent viewpoints: rst we will deal with the whole matrices I ? U T k Uk and 2 The assumptions ju T i+1 uij = O( 2 U ) and jv T i+1 vij = O( 2 V ) need an explanation: in the coupled two-term recurrence (2.2) no explicit orthogonalization is performed and therefore it is generally not true that the two consecutive Lanczos vectors ui+1 and ui, vi+1 and vi are orthogonal to each other to working precision. This is in sharp contrast to the case in tridiagonalizing a symmetric matrix 19, Equation (13.4.4) ]. However, the assumption is usually not a severe restriction especially when semi-reorthogonality is maintained (cf. Section 4). I ? V T k Vk, then columns of these matrices, and nally each individual elements of these matrices.
A better understanding of this relation is the key to developing more e cient reorthogonalization schemes for the Lanczos bidiagonalization process, and reorthogonalization is essential not only for computing low rank matrix approximations but also for computing a few dominant singular value triplets. Therefore what we will be discussing with respect to levels of orthogonality is also relevant to singular values/vectors computation.
To proceed, we introduce the following de nitions which slightly di er from those used in the previous section because we need to relate levels of orthogonality at di erent iterative steps of the Lanczos bidiagonalization process: are plotted in Figure 9 in Section 5. We rst apply the Lanczos bidiagonalization process to A T . For k = 2; 3; : : : ; 11, we tabulate the four quantities (Uk); (Vk); cond2(Bk); cond2(Bk) as follows.
4936e-13 1.8614e+00 1.7463e+00 4 3.3635e-13 4.8692e-13 2.1773e+00 2.0022e+00 5 9.6149e-13 1.5292e-12 2.6264e+00 2.4151e+00 6 4.2373e-12 8.0257e-12 2.9814e+00 2.6638e+00 7 1.7977e-11 3.5758e-11 3.6939e+00 2.9626e+00 8 8.1124e-11 1.3235e-10 4.2295e+00 3.7537e+00 9 3.5596e-10 5.9628e-10 4.3911e+00 4.2686e+00 10 2.0151e-09 3.4583e-09 4.4231e+00 4.3872e+00 11 9.6713e-09 1.5937e-08 4.4329e+00 4.4189e+00 For this example after about 20 iterations of the Lanczos bidiagonalization process, the orthogonality among fUkg and fVkg are completely lost. We notice that both Bk andBk are well-conditioned, and therefore (Uk+1) and (Vk) are comparable to each other. Next we apply the Lanczos bidiagonalization process to A itself and again b is a vector of all ones. This time since an extra zero arising from m 6 = n is being approximated by a singular value of Bk, the matrix Bk becomes more and more ill-conditioned as k increases. However,Bk does not become ill-conditioned and therefore (Uk+1) and (Vk) are still comparable to each other. Now we look at another two test matrices which are taken from P.C. Hansen's Regularization toolbox 21, 11]. The rst matrix is phillips(100), a square matrix of dimension 100. Its singular values are plotted in Figure 5 in Section 5. In what follows we tabulate the same set of four quantities (Uk); (Vk); cond2(Bk); cond2(Bk) for k = 2; : : : ; 9: k (Uk) (Vk) cond2(Bk) cond2(Bk) 2 1.0838e-15 1.1567e-15 1.8355e+00 1.4510e+00 3 2.3688e-15 3.3906e-15 3.2510e+00 2.4812e+00 4 8.4092e-15 3.7248e-14 7.7514e+00 6.7785e+00 5 4.6956e-13 2.5136e-11 6.1892e+01 6.1104e+01 6 9.6335e-09 1.3857e-06 1.4612e+02 6.1700e+01 7 8.3108e-05 7.7110e-03 2.8009e+02 1.2250e+02 8 8.8663e-01 9.9535e-01 2.8010e+02 2.0295e+02 9 9.9621e-01 9.9998e-01 2.8143e+02 2.0303e+02 For this test matrix the loss of orthogonality progresses faster because some of the k and k are small. We notice that the relation (Uk+1) cond(Bk+1) (Vk) holds.
The last matrix in this example is wing(100), a square matrix of dimension 100. Its singular values are plotted in Figure 6 in Section 5. We tabulate (Uk); (Vk); cond2(Bk); cond2(Bk) in the following. We notice again that the relation (Uk+1) cond(Bk+1) (Vk) holds. In summary, if no reorthogonalization is performed in the Lanczos bidiagonalization process, then either (Uk+1) cond(Bk+1) (Vk) or (Vk) cond(Bk) (Uk+1) tends to hold. In Equation (4.11) set i to k and k to i + 1 we obtain k+1u T i+1 uk+1 = u T i+1 Avk ? ku T i+1 Auk + u T i+1 fk; (4.13) and in Equation (4.12) set i + 1 to k and k to i we obtain
Subtracting (4.14) from (4.11) and (4.13) from (4.12) and simplifying yields the results. Remark. Although the derivation of the above recurrence is straightforward, it has not been discussed in the literature before. One of the reasons might be that there has been no implementation of the Lanczos bidiagonalization process using the coupled two-term recurrence (2.2) with partial reorthogonalization to maintain semi-orthogonality (See the remarks at the beginning of Section 2).
As mentioned before we need to keep certain level of orthogonality among the Lanczos vectors fUkg and fVkg in order to obtain a good approximation Jk. Certain level of orthogonalization will also ensure that no spurious singular values will appear. As is in the Lanczos tridiagonalization process, maintaining orthogonality of both fUkg and fVkg to full machine precision is not necessary. What is needed is the so-called semiorthogonality among the left and right Lanczos vectors 19, 22] , i.e., carrying out reorthogonalization so that (Uk) = O( p M) and (Vk) = O( p M) are maintained throughout the bidiagonalization process. Developing an implementation of the Lanczos bidiagonalization process using the coupled two-term recurrence (2.2) and incorporating partial reorthogonalization based on (4.10) is very similar to the symmetric tridiagonalization case. Therefore in the following we only give the outline of the approach and the list of the pseudo-code. The recurrence (4.10) is used to monitor the level of orthogonality of the left and right Lanczos vectors. Since the fi and gk represent local rounding errors and are therefore not known, they are replaced by terms that simulate the rounding error process. Following 19, 22] , we replace (4.10) by the following, Before we discuss another e cient reorthogonalization scheme we rst provide some motivations. In some applications such as compression of multiple-spectral and hyper-spectral image cubes 6, 13], principal component analysis for face recognition and image databases 27, 16, 26, 20] , each column of the matrix A represents a single image acquired at a speci c wavelength (channel) or a facial image of a particular individual: the columns of the 2-D image array is stacked into a single long vector. 3 For a 512 512 2-D image the row dimension of the resulting matrix A is 262144, 4 while the column dimension is the number of available wavelengths (channels) or the number of face images used in the image databases. In early remote sensing satellite facilities such as Landsat Thematic Mapper, the number of channels is 7 while now channels are numbered in the several hundreds upto 1024. The number of face images used in an image database ranges from several hundred to several thousand 27]. Therefore in those applications the matrix A is very skinny, i.e., m n. To facilitate the discussion, we will say that those Lanczos vectors with smaller dimension belong to the short space while those with larger dimension belong to the long space. Recall that during the Lanczos bidiagonalization process, the left and right Lanczos vectors need to be saved so that later on they can be used in the reorthogonalization process. If the dimensions of the matrix A are large, then those Lanczos vectors may have to be stored out of core in secondary storage and later on be brought into main memory when reorthogonalization is carried out. The most popular secondary storage is hard disk, and disk access is always slow. With an eye towards parallel implementation of the Lanczos bidiagonalization process on distributed memory machines, sophisticated parallel I/O techniques are needed to handle the storage of the Lanczos vectors. This issue is especially relevant in the applications we just mentioned, since the row dimension of A is very large. Great e ciency can be gained if we exclusively perform reorthogonalization in the short space since those vectors have much smaller dimension and can therefore be stored in the main memory during the entire Lanczos bidiagonalization process. Disk access is now limited to saving the currently generated long Lanczos vector to secondary storage, and there is no need to retrieve those previous long Lanczos vectors to perform the reorthogonalization process. That we can get by with this kind of one-sided reorthogonalization is partially justi ed by the fact that the levels of orthogonality among the left : Therefore enforcing certain level of orthogonality on fVkg will a ect the level of orthogonality of fUk+1g. However, the level of orthogonality of fUk+1g is not unconditionally controlled by the level of orthogonality of fVkg. One also needs to take into account the e ect of kBkk= min(Bk) and kB ?1 k kkBkk, i.e., ifBk and/or Bk is too ill-conditioned, (Vk) may not be comparable to (Uk+1).
Now we proceed to describe the algorithm with one-sided reorthogonalization. We will come back to the issue of orthogonality later on. For A 2 R m n with m n. At each step of the Lanczos bidiagonalization process, we orthogonalize vi+1 against all the previous Lanczos vectors and leave ui+1 unchanged. In the following we list the pseudo code of the one-sided reorthogonalization.
Algorithm. One-sided For i = 0; 1; : : : ; Using recurrence (2.2) to compute ui+1; vi+1; i+1; i+1 and do orthogonalize vi+1 against Vi Example 2. We look at levels of orthogonality of fUkg and fVkg computed by Algorithm One-sided. For the following test matrices we always perform reorthogonalization in the short space. The rst matrix is the 3206 44 matrix from SVDPACK which is also used in Example 1. We rst apply Algorithm One-sided to A T . In gure 1 on the left we plot (Uk) and (Vk) for k = 2; : : : ; 44, and on the left we plot the two sequences f kg and f kg. Notice that k drops sharply towards the end of the Lanczos run, but this does not a ect the level of orthogonality of either fUkg or fVkg.
The condition numbers for both Bk andBk are of order O(1). The orthogonality in the long space is very well controlled by enforcing the orthogonality in the short space. We also apply Algorithm
One-sided to A itself and reorthogonalize in the short space. Now we have (Uk) 10 ?14 and (Vk) 10 ? 15 . We notice that one singular value of Bk tracks a spurious zero singular value resulting in increasingly larger cond(Bk) but cond(BK) stays O(1). Again the level of orthogonality of the long space is well controlled by that of the short space.
Next we consider the matrix phillips(100), a square matrix of dimension 100 used in Example 1.
We apply Algorithm One-sided to A and perform reorthogonalization on fVkg. In Figure 2 on the left we plot (Uk) and (Vk) for k = 2; : : : ; 100, and on the left we plot the two sequences fcond(Bk)g Now both Bk andBk become more and more ill-conditioned as k increases, enforcing orthogonality of fVkg will not completely control the orthogonality of fUkg, one has to take into account the growth of the condition numbers of Bk andBk. Compare with the results obtained using Lanczos bidiagonalization without any reorthogonalization (cf. Example 1), one-sided reorthogonalization does delay the process of orthogonality loss in fUkg, but it does not completely eliminate it. Does this mean one-sided reorthogonalization can not be used for matrices like phillips(100) for which the level of orthogonality of the long space can not be controlled by the level of orthogonality of the short space? The answer is it still can and we will explain why in a moment.
Remark. If we reorthogonalize in the long space, the control on the orthogonality in the short space is not as e ective. There are also many interesting issues as to whether accurate singular values and vectors (both left and right) of A can still be easily computed even if either Uk or Vk (not both) completely lose orthogonality. These issues will be dealt with in a separate paper. Now we explain why we still can obtain good low rank approximation Jk even if the level of orthogonality in the long space is completely lost. Assume that in the recurrence (2.2) we perform reorthogonalization for each vector ui+1 as follows, rst we computê i+1ûi+1 = Avi ? iui ? fi; then we orthogonalize^ i+1ûi+1 against all the previous vectors u1; : : : ; ui to obtain i+1ui+1 =^ i+1ûi+1 ? Notice that Uk+1 is orthonormal within working precision since ui+1 is explicitly orthogonalized against Ui for i = 1; : : : ; k. 5 Therefore Jk+1 = Uk+1Bk+1V T k+1 will be a good approximation of Ak+1 as long as Uk+1 is a good approximation of the rst k + 1 left singular vectors of A (cf. Section 3). The above statement is true regardless of the level of orthogonality of Vk+1. We will have more to say about this in the next section. 5 . Numerical experiments. In this section we will use test matrices from several applications elds to demonstrate the accuracy of the low rank approximation computed by Algorithm Onesided. Before we present the results, we want to say a few words about the e ciency of the algorithm.
One contribution of this paper is the introduction of the idea of using Jk = UkBkV T k as a low rank approximation of a given matrix A without computing any SVD. Compared with the approach where SVD of Bk is computed and its left and right singular vectors are combined with the left and right Lanczos vectors to give the left and right singular vectors of A, the savings in op counts is approximately 24k 3 + 4mk 2 + 4nk 2 , where we have assume that A 2 R m n and the SVD of Bk is computed. How much of the above savings accounts for the total CPU time depends on the number of Lanczos steps k, the matrix A (e.g., its sparsity or structure and its singular value distribution) and the underlying computer architectures used (both for sequential and parallel computers). Notice that the part of computation for the SVD of Bk and the combination of the singular vectors and Lanczos vectors have to be done after the Lanczos bidiagonalization process. In 3] the computation of the SVD of Bk along on a Cray-2S accounts for 12% to 34% of the total CPU time for a 5831 1033 matrix with k = 100 depending on whether A T A or the 2-cyclic matrix 0 A; A' 0] is used. As a concrete example, we show various timings for a term-document matrix of size 4322 11429 with 224918 nonzeros generated from the document collection NPL 4] We should also mention that the potential savings in computational time should be weighed against the possible deterioration in the quality of the low rank approximation. Fortunately, for most of the applications this is not a problem. Another contribution of the paper is the use of one-sided reorthogonalization technique. The major gain in e ciency from this technique is the reduction in disk access time when the Lanczos vectors have to be stored out of core and later on be brought back in for reorthogonalization. This part of the saving depends heavily on the underlying computer architectures used and is not easy to quantify.
We have tested ve classes of matrices and compared the low rank approximations computed by Algorithm one-sided with those computed by the SVD.
2-D images. Ill-conditioned test matrices from Regularization Tools 21]. Large sparse test matrices from SVDPACK 25] and document collections 4]. Several general rectangular matrix from Matrix Market 14] . we rst plot the singular values of the matrix and then the two sequences fkA ? UkBkV T k kF g and f( P min(m;n) j=k+1 2 j ) 1=2 g. We run Algorithm One-sided for min(m; n) iterations just to test the algorithm since in practice the algorithm will be stopped when a user supplied tolerance is satis ed or the maximum number of iterations has reached, and usually the number of iterative steps will be much less than min(m; n). If the range of the quantities to be plotted is too large, we will plot them in log-scale. Example 1. A detailed description of using singular value decomposition for single 2-D image compression/coding is given in 2]. We have tested Algorithm One-sided on many 2-D image arrays which are digitized images of everyday-life photos. The results are very similar and therefore we only present one test result. This image is a digitized photo in jpeg format of a night scene of the 184-Inch Cyclotron building at Lawrence Berkeley National Laboratory. We only use the red color component of the original image array which is of dimension 837 640 3. The resulting matrix A is of dimension 837 640. The class of A is 8-bit integer and is converted to double precision real numbers before Algorithm One-sided is applied. The sharp dip in the curves plotted on the right of Figure 3 is due to the fact we used kA ? A min(m;n) kF and kA ? J min(m;n)+1 kF for the last element of the two sequences plotted. In exact arithmetic they should be zero. We also noticed that the singular values of most single 2-D images have several order of magnitude spread between min and max, but usually there is no sharp gap in the singular value spectrum. Example 2. Truncated SVD is a very useful tool for solving ill-posed problems. The rst step involved is to nd a low rank approximation Ak of the original matrix A computed from the SVD of A 10, 11] . This step can be replaced by using Jk = UkBkV T k instead, and this will be especially e cient when the matrix A is large and sparse. The MATLAB regularization tools developed by P.C.
Hansen contain eleven m-les for generating test matrices which are very ill-conditioned for testing regularization algorithms 21]. We have tested all the eleven classes of matrices with dimension 100 100. 6 The singular value spectrum of the test matrices of some of the classes are rather similar and therefore we did not repeat their results here. The ve classes selected are foxgood 6 In 21] the dimension of the test matrices is an input argument and therefore can be set at will. All the test matrices we used are of dimension 100 100 except parallax(100) which is 100 23 since only 23 observations are available. Except for phillips(100), all the other four matrices have singular values that are much smaller than eps = 2.2204e-16. In the tests we have done the Jk matrices computed by Algorithm One-sided will not give arise to !k = kA ? JkkF that is below eps. Now we analyze the computed results for phillips(100) a bit further. We also computed ratiok = ?P min(m;n) j=k+1 2 j 1=2 kA ? UkBkV T k kF ; (5.16) and nd out that for phillips(100), max(ratiok) = 9:8416e ? 01 min(ratiok) = 3:3009e ? 02:
Most of ratiok are above 0:1 and only 5 are under 0:1 which occur at k = 7; 8; 9; 10; 11. Figure 2 plots the level of orthogonality for phillips(100). We notice that even though level of orthogonality for fVkg is about eps, towards to the end of the Lanczos run the orthogonality of fUkg is completely lost. However, kA ? JkkF is not dominated by the level of orthogonality of fUkg. We have, for example, kA ? J100kF = 4:4589e ? 06 and kA ? J101kF = 1:1065e ? 14. This con rms our analysis at the end of Section 4. Another thing we noticed is that when !k = kA ? JkkF falls around the level of eps, the monotonicity of f!kg no longer holds, see Figure 4 and Figure 6 .
Example 3. Three test matrices are included in SVDPACK 25] . All of them are in Harwell-Boeing format. We used a utility routine that converts a Harwell-Boeing format to MATLAB's .mat format. A brief description of the three matrices is given in the following. apple1.mat, a 3206 44 term-document matrix from an information retrieval application by Apple Computer Inc. apple2.mat, a 1472 294 term-document matrix from an information retrieval application by Apple Computer Inc. amoco.mat, a 1436 330 Jacobian matrix from a seismic tomography application by Amoco Research Inc. For the three test matrices in this example, Algorithm One-sided is applied with reorthogonalization in the short space. For both apple1.mat and apple2.mat, one-sided reorthogonalization Fig. 11 . Plots for amoco.mat controls the level of orthogonality very well, and the level of orthogonality for both fUkg and fVkg is around 10 ?14 . For amoco.mat, the level of orthogonality for the long space deteriorates from 10 ?14 to 10 ?12 at the end of 330 steps. In the following table we list both the maximum and minimum of the ratio fratiokg de ned in Equation (5.16) for the three matrices. It is also interesting to notice that even though there is di erence between kA ? AkkF and kA ? JkkF for a xed k, it is always possible to move forward a few steps s to get a Jk+s such that kA ? Jk+skF kA ? AkkF . For this three test matrices we can chose s to be rather small, say s 3, especially in the initial several iterations of the Lanczos run. apple1.mat apple2.mat amoco.mat max(ratiok) 9.9741e-01 9.9820e-01 9.8656e-01 min(ratiok) 3.9749e-01 2.5214e-01 9.1414e-02
To illustrate the e ectiveness of using Jk as a low rank approximation of A for LSI applications. We compare it with Ak obtained from the partial SVD of A, i.e., Ak Pk diag( 1; : : : ; k)Q T k ; where Pk and Qk are the matrices formed by the rst k columns of P and Q, respectively. In this example we tested two data collections: a 3681 1033 term-document matrix from data collection consisting of abstracts in biomedicine with 30 queries, and a 4322 11529 term-document matrix from the NPL collection with 93 queries 4]. We used 11-point average precision, a standard measure for comparing information retrieval systems 12]. For k = 10; 20; : : : ; 150, two sequences are plotted in the left of Figure 1 for the rst matrix, one for Jk and one for Ak. k = 110 is chosen for the reduced dimension, and the precision for A110 and J110 are 65:50% and 63:21%, respectively. The right plot is for the second matrix with k = 50; 100; : : : ; 550. Judging from the curve, for this particular matrix we probably should have used larger k, but we are limited by computation time. The precision for A550 and J550 are 23:23% and 21:42%, respectively. . This set contains four matrices all of them are in Harwell-Boeing format. We rst convert them into MATLAB's .mat format. The matrix illc1033.mat is of dimension 1033 320, it is an interesting matrix because it has several clusters of singular values which are very close to each other. For example, the rst cluster contains the rst 13 singular values ranging from 2.550026352702592e+02 to 2.550020307989260e+02 and another cluster contains 113 to 205 ranging from 1.000021776237986e+00 to 9.999997517165140e-01.
This clustering actually exposes one weakness of using Jk = UkBkV T k as approximations of A. It is well-known that single-vector Lanczos algorithm can compute multiple eigenvalues of a symmetric Fig. 13 . Plots for illc1033.mat matrix, but the multiple eigenvalues do not necessarily converge consecutively one after the other. To be precise, say max(H) is a multiple eigenvalue of a symmetric matrix H. Then usually a copy of max(H) will converge rst, followed by several other smaller eigenvalues of H, then another copy of max(H) will converge, followed by still several other smaller eigenvalues, and so on. The consequence of this convergence pattern to our task of computing low rank approximation of a rectangular matrix A is that in the rst few steps with k < l, l the multiplicity of max(A), Jk = UkBkV T k will contain fewer than k copies of max. Therefore Jk will not be a good approximation of A as compared with Ak if max(A) is much larger than the next singular value. This is why in the right plot of Figure 13 , the curve for the Lanczos approximation lags behind that of the SVD approximation in the initial several iterations. We also noticed that for illc1033.mat the level of orthogonality changes from 10 ?14 to 10 ?10 while for well1033.mat it changes from 10 ?14 to 10 ?13 .
Example 5. This test matrix is obtained by converting a 220-band image cube taken from the homepage of MultiSpec, a software package for analyzing multispectral and hyperspectral image data developed at Purdue University 15] . The data values are proportional to radiance units. The number 1000 was added to the data so that there were no negative data values. (Negative data values could occur in the water absorption bands where the signal was very low and noisy.) The data was recorded as 12-bit data and was collected near West Lafayette, Illinois with the AVIRIS system which is operated by NASA JPL and AMES. 7 Each of the 2-D image is of dimension 145 145 and therefore the resulting matrix A is of dimension 21025 220. We applied Algorithm One-sided to A T with the starting b a vector of all ones. The left of Figure 15 plots the singular values of A, and we can see there are only very few dominant singular values and all the others are relative small. The reason for this is that the 2-D images in the image cube are for the same scene acquired at di erent wavelengths and therefore there is very high correlation among them. In fact the largest singular value of A accounts for about 88% of kAkF , the rst three largest singular values account for about 98% and the rst ve largest singular values account for more than 99%. As a comparison, for the 2-D image matrix of dimension 837 640 in Example 1, it takes the rst 23 largest singular values to account for 88% of kAkF , the rst 261 largest singular values to account for 98%, and the rst 347 largest singular values to account for 99%. We also notice that Jk gives very good approximation of Ak, and max(rationk) = 9:3841e ? 01 and min(rationk) = 2:2091e ? 01 in the rst 50 iterations.
6. Concluding remarks. Low rank matrix approximation of large and/or sparse matrices plays an important role in many applications. We showed that good low rank matrix approximations can be obtained directly from the Lanczos bidiagonalization process without computing and singular value decomposition. We discussed several theoretical and practical issues such as a priori and a posteriori error estimation, recursive computation of stopping criterion, and relations between levels of orthogonality of the left and right Lanczos vectors. We also discussed two e cient reorthogonalization schemes: semi-reorthogonalization and one-sided reorthogonalization. A collection of test matrices from several applications areas were used to illustrate the accuracy and e ciency of Lanczos bidiagonalization process with one-sided reorthogonalization. We are currently working on implementations of the algorithms proposed on distributed memory machines such as Cray T3E.
