Abstract. We prove continuity of the Riesz potential operator in optimal couples of rearrangement invariant function spaces defined in R n with the Lebesgue measure. An application is given to the Hardy-Littlewood maximal operator.
Introduction
Let L loc be the space of all locally integrable functions f on R n with the Lebesgue measure. Analogously, let L be the space of all locally integrable functions g ≥ 0 on (0, ∞) with the Lebesgue measure that are in L 1 + L ∞ . The Riesz potential operator R s , 0 < s < n, n ≥ 1 is defined formally by
We shall consider rearrangement invariant quasi-Banach spaces E, continuously embedded in L 1 (R n ) + L ∞ (R n ), such that the quasi-norm f E in E is generated by a quasi-norm ρ E , defined on L with values in [0, ∞], in the sense that f E = ρ E (f * ). In this way equivalent quasi-norms ρ E give the same space E. We suppose that E is nontrivial. Here f * is the decreasing rearrangement of f, given by f * (t) = inf{λ > 0 : µ f (λ) ≤ t}, t > 0, where µ f is the distribution function of f, defined by µ f (λ) = |{x ∈ R n : |f (x)| > λ}| n , |·| n denoting the Lebesgue n−measure.
There is an equivalent quasi-norm ρ p that satisfies the triangle inequality ρ p p (g 1 + g 2 ) ≤ ρ p p (g 1 ) + ρ p p (g 2 ) for some p ∈ (0, 1) that depends only on the space E (see [20] ). We say that the quasi-norm ρ E is K-monotone (cf. [6, p. 84] and also [5, p. 305 
Then ρ E is monotone, i.e., g 1 ≤ g 2 implies ρ E (g 1 ) ≤ ρ E (g 2 ).
We use the notations a 1 a 2 or a 2 a 1 for nonnegative functions or functionals to mean that the quotient a 1 /a 2 is bounded; also, a 1 ≈ a 2 means that a 1 a 2 and a 1 a 2 . We say that a 1 is equivalent to a 2 if a 1 ≈ a 2 .
Recall that the relation g * * 1 ≤ g * * 2 , g 1 , g 2 ∈ L is equivalent to g 1 = Cg 2 , where C is a positive contraction in the couple (L 1 , L ∞ ) (see [21, Theorem 3.4 
, p. 89]).
We say that the quasi-norm ρ E satisfies Minkovski inequality if for the equivalent quasi-norm ρ p ,
For example, if E is a rearrangement invariant Banach function space as in [5] , then by the Luxemburg representation theorem f E = ρ E (f * ) for some norm ρ E satisfying (1) and (2) . More general example is given by the RieszFischer monotone spaces as in [5, p. 305] .
Recall the definition of the lower and upper Boyd indices α E and β E . Let
be the dilation function generated by ρ E . Then
log h E (t) log t and β E := inf log h E (t) log t .
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If ρ E is monotone, then the function h E is submultiplicative, increasing,
If ρ E is K-monotone, then by interpolation, (analogously to [5, p. 148]) we see that h E (s) ≤ max (1, s) . Hence in this case we have also β E ≤ 1.
Using the Minkovski inequality for the equivalent quasi-norm ρ p and monotonicity of f * , we see that
where f * * (t) = 1 t t 0 f * (s) ds. Consider the Gamma spaces Γ q (w), 0 < q ≤ ∞, w -positive weight, i.e., positive function from L (see also [15] for a class of generalized Gamma spaces), with a quasi-norm f Γ q (w) := ρ w,q,Γ (f * ), where
The condition
< ∞ should be satisfied (otherwise the space will be trivial). Then this space is continuously embedded in the sum L 1 + L ∞ . Using this embedding, the completeness of the space can be established in a standard way. The space E = Γ q (w) with ρ E = ρ w,q,Γ satisfies the conditions (1), (2) .
Consider the classical Lorentz spaces Λ q (w), 0 < q
This is a quasi-normed space if w(2t) ≈ w(t). If w(t) = t
. In some cases the Lorentz space E = Λ q (w), 1 ≤ q < ∞ also satisfies the conditions (1), (2) . For example, if
is not increasing, then (see [5, p. 218] ), the functional ρ w,q is a K-monotone norm. It is easy to check that this space is continuously embedded in L q + L ∞ . We have the equivalence
in the following cases. If 1 ≤ q < ∞ then (4) is satisfied if and only if w is such that (see [2] )
If q = ∞ then (4) is valid if and only if (see [9] )
, where w(t) := t 0 v(s) ds for some v. w(t). Note that (4) is equivalent to β E < 1 (see [5, p. 150] ).
The main goal of this paper is to prove continuity of the Riesz potential operator R s : E → G in optimal couples of rearrangement invariant function spaces E and G, where , 3 consists of all quasi-norms ρ E that are K-monotone, rearrangement invariant, satisfy Minkovski inequality, and α E ≥ s n ; -N t consists of all quasi-norms ρ G that are monotone and β G ≤ 1 − . Definition 1.1 (admissible couple). We say that the couple ρ E ∈ N d , ρ G ∈ N t is admissible for the Riesz potential if the following estimate is valid:
Moreover, ρ E (respectively E) is called domain quasi-norm (domain space), and ρ G (respectively G) is called target quasi-norm (target space).
For example, by Theorem 2.2 below (the sufficient part), the couple 
Definition 1.2 (optimal target quasi-norm). Given the domain quasi-norm ρ E ∈ N d , the optimal target quasi-norm, denoted by ρ G(E) , is the strongest target quasi-norm, i.e.,
for any target quasi-norm ρ G ∈ N t such that the couple ρ E , ρ G is admissible.
Definition 1.3 (optimal domain quasi-norm)
. Given the target quasi-norm ρ G ∈ N t , the optimal domain quasi-norm, denoted by ρ E(G) , is the weakest domain quasi-norm, i.e.,
for any domain quasi-norm ρ E ∈ N d such that the couple ρ E , ρ G is admissible.
We prove that optimal quasi-norms are uniquely determined up to equivalence, while the corresponding optimal quasi-Banach spaces are unique. We give a characterization of all admissible couples, optimal target quasi-norms, optimal domain quasi-norms, and optimal couples. It is convenient to consider two cases: subcritical and critical. Definition 1.5 (subcritical case). The subcritical case is defined by the condition
The equivalence in (8) can be established as in [5, p. 147 
. In the subcritical case and if β E < 1 we prove that the optimal target quasinorm satisfies
Moreover, the couple ρ E , ρ G(E) is optimal. Definition 1.6 (critical case). The critical case is defined by the condition
In the critical case we use real interpolation similarly to [11] , but in a simpler way [1] and consider domain quasi-norms
Here b and c belong to a large class of Muckenhoupt slowly varying weights (see Theorem 4.1 below). Recall that w is slowly varying on (1, ∞) (in the sense of Karamata), if for all ε > 0 the function t ε w(t) is equivalent to a non-decreasing function, and the function t −ε w(t) is equivalent to a non-increasing function. By symmetry, we say that w is slowly varying on (0, 1) if the function t → w 1 t is slowly varying on (1, ∞). Finally, w is slowly varying if it is slowly varying on (0, 1) and (1, ∞).
Hence E = Λ q t s n b(t) and G(E) = Λ q (c). The problem of the optimal target space for potential type operators defined on L p is considered in [17] by different methods. The case s = 2 is treated in [10] .
, where ∇ k is the kth order gradient (see for example [13] ), the results about the optimal couples for the Riesz potential imply optimal embeddings for the homogeneous Sobolev space w k E with a quasi-norm
A direct approach to the same problem for the homogeneous Sobolev space with a norm |α|=k D α f E is used in [1] and similar results are proved. The problem of optimal embeddings of inhomogeneous Sobolev spaces, defined on a bounded domain in R n , is treated by somewhat different methods in [13, 14, 16, 18, 20, [22] [23] [24] [25] [26] .
In this paper we will use the standard notation for the Hardy operators
Admissible couples
Here we give a characterization of all admissible couples ρ E , ρ G . It is convenient to define the case β E = 1 as limiting and the case β E < 1 as sublimiting.
where
and
du is the operator adjoint to T .
Proof. First we prove
We are going to use real interpolation for quasi-Banach spaces. First we recall some basic definitions. Let (A 0 , A 1 ) be a couple of two quasi-Banach spaces (see [6, 7] ) and let
be the K-functional of Peetre (see [6] ). By definition, the K-interpolation space
where Φ is a quasinormed function space with a monotone quasi-norm on (0, ∞) with the Lebesgue measure and such that min{1, t} ∈ Φ. Then (see [7] )
where by X ֒→ Y we mean that X is continuously embedded in Y. If
, 0 < θ < 1, 0 < q ≤ ∞, we write (A 0 , A 1 ) θ,q instead of (A 0 , A 1 ) Φ (see [6] ).
Using the Hardy-Littlewood inequality
It is clear that (7) follows from (12) and (10). Now we prove that (7) implies (10) . To this end we choose the test function in the form f (x) = g(c|x| n ), g ∈ L, so that f * (t) = g * (t) for some positive constant c (cf. [10] ). Then
Note that S = n n−s QT ′ , hence Sg is decreasing, therefore
Thus, if (7) is given, then (13) implies (10).
In the sublimiting case β E < 1 we can simplify the condition (10), replacing S by T .
Theorem 2.2 (Sublimiting case
where M := {g ∈ L : t m g(t) is increasing for some m > 0}.
Proof. We need to prove sufficiency only. But from (12) it follows that (R s f ) * * T f * * , therefore (7) follows from (14) and (3) since β E < 1.
In the case α E > s n we have another simplification of (10).
Proof. It is enough to check that (15) implies (10). First we prove the estimate for ρ E ∈ N d :
The proof is standard, we just have to use the Minkovski inequality for the equivalent quasi-norm ρ p and that α E > a is equivalent to
For example, the couple E = Γ q (tw),
Optimal quasi-norms.
Here we give a characterization of the optimal domain and optimal target quasi-norms. Let
We can define an optimal target quasi-norm by using Theorem 2.1.
Definition 2.4 (construction of the optimal target quasi-norm). For a given domain quasi-norm ρ E ∈ N d we set
Note that
Proposition 2.5. The couple ρ E ∈ N d , ρ G(E) ∈ N t is admissible and the target quasi-norm is optimal. Also,
Proof. Since ρ E is a monotone quasi-norm it follows that ρ G(E) is also monotone quasi-norm. The couple is admissible due to ρ G(E) (Sh) ≤ ρ E (h), h ∈ L and Theorem 2.1. Suppose that the couple
It remains to check (18) . Note that (see [6] )
Since (see [6] )
h). Taking the infimum, we get (18).
In the sublimiting case β E < 1 we can simplify the optimal target quasinorm.
A simplification of the optimal target quasi-norm is possible also in the
and (16) . Taking the infimum, we get ρ 1 (g * ) ρ G(E) (g * ).
We can construct an optimal domain quasi-norm ρ E(G) by Theorem 2.1 as follows.
Definition 2.8 (construction of an optimal domain quasi-norm). For a given target quasi-norm ρ G ∈ N t , we construct an optimal domain quasi-norm
Note that α E(G) ≥ s n
Proof. First we prove a few properties of the functional ρ E(G) . We suppose that ρ G ∈ N t . To prove that ρ E(G) satisfies the triangle inequality for quasinorms, let h
Further, the couple ρ E(G) , ρ G is admissible since ρ E(G) (g) ≥ ρ G (Sg). Moreover, ρ E(G) is optimal, since for any admissible couple ρ E , ρ G we have
, where h ∈ L. Therefore,
by K-monotonicity of ρ E . To prove the property (21), we notice that
h j and Sh = Sh j , therefore (for the equivalent quasi-norms)
In the case α G > 0 we can simplify the formula for the optimal domain quasi-norm.
On the other hand, the quasi-norm
A simplification is possible also in the case
. Now we check that the couple ρ E(G) , ρ G is optimal. We need only to prove that ρ G is an optimal target quasi-norm, i.e., ρ(g
Since h * Qh, we have h * * = P h * QP h, therefore T h * * T Q(P h) T (P h). Also T (P h) ≈ T h + t s n P h and P h ≤ h * * . Therefore,
Now we give some examples.
Example 2.13. Consider the space G = Λ 1 (v) and let
. This is true in the particular case when v is slowly varying. Using Theorem 2.12, we can construct the optimal couple E, G, where
if v is slowly varying.
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Example 2.14. If G = C 0 consists of all bounded functions such that f * (∞) = 0 and ρ G (g) = g
and the couple E, G is optimal.
Then by Theorem 2.12, the couple E, G is optimal and β E < 1. In particular, this is true if v is slowly varying since then α G = β G = 0 and α E = β E = s n < 1.
, where w is slowly varying. If
is optimal target space. Indeed, β E = s n < 1, and ρ G (T g) ρ E (g), which means that the couple is admissible. In order to prove that ρ G is optimal, take any g ∈ L, and define h from t
On the other hand
, where w is slowly varying and ρ F is a monotone quasi-norm with α F = β F = 0.
) and according to Proposition 2.11 the domain quasi-norm is optimal. For example we can take ρ F (g) = , 0 < q ≤ ∞. But this couple is not optimal. If wχ (0,1) ∈ F and f * (t) = t s n −1 , then f ∈ G and ρ G(E) (f * ) = inf ρ E (h), where infimum is taken with respect to all h ∈ M 1 such that 1
Subcritical case
Here we suppose that
Theorem 3.1 (sublimiting case). Let β E < 1 and ρ E ∈ N d,3 . Then the optimal target quasi-norm ρ G(E) is equivalent to ρ 1 (g) :
n w 2 and this couple is optimal. In particular, we can take
. This is a classical result, see [17] . Now we know that the domain space L p is also optimal.
In the limiting case β E = 1 we do not know how to simplify the formula (20) for the optimal target quasi-norm. In the next example we provide a construction of an optimal target quasi-norm.
, w is slowly varying and
. Moreover, the target space is optimal. Indeed, choose h so that tw(t)h(t) = sup u>t u
On the other hand,
Critical case
Here we are going to use real interpolation for quasi-normed spaces, similarly to [11, 12] . First we construct the needed couples of Muckenhoupt weights. Let the function b satisfy the following properties:
It is non-decreasing, slowly varying on (0, ∞), b(t 2 ) ≈ b(t),
for some ε > 0 the function (1 + ln t) −1−ε b(t) is increasing for t > 1. (23) Let c(t) = b(t) 1 + | ln t| .
Then Using monotonicity properties (22) , (23) and c(t) 1 for 0 < t < 1, we get (25) . The case t > 1 is analogous, but simpler. We denote by L Theorem 4.1. Let ρ H be a K-monotone quasi-norm on L and let H be the corresponding quasi-Banach space with β H < 1. Let b, c be given by (22) , (24) . Let ρ E be defined by
and H 1 t has a quasi-norm g H( . Then the optimal target quasi-norm is given by ρ G(E) (g) := ρ F (gc).
Proof. The operator T , defined by (11) is bounded in the following couple of spaces:
T : L (22) , (24) . Define F by (27) . It is well known [6] that
where g * * µ (t) = 1 t t 0 g * µ (s) ds. The equivalence in (28) is true because β H < 1. By interpolation, T : E 1 → G 1 , where
Denote the quasi-norm in E 1 by ρ 1 and let ρ E (g) = ρ 1 (g * ). We have
Hence ρ E is a K-monotone quasi-norm with both Boyd indices equal to s n < 1 (here we are using the fact that b is slowly varying).
