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Abstract
The conjecture posed by Aujla and Silva [J.S. Aujla, F.C. Silva, Weak majorization inequalities and
convex functions, Linear Algebra Appl. 369 (2003) 217–233] is proved. It is shown that for any m-tuple of
positive-semidefinite n × n complex matrices Aj and for any non-negative convex function f on [0,∞) with
f (0) = 0 the inequality |||f (A1) + f (A2) + · · · + f (Am)|||  |||f (A1 + A2 + · · · + Am)|||holds for any
unitarily invariant norm ||| · |||. It is also proved that |||f (A1) + f (A2) + · · · + f (Am)|||  f (|||A1 +
A2 + · · · + Am|||), where f is a non-negative concave function on [0,∞) and ||| · ||| is normalized.
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1. Introduction
Let Mn be the space of n × n complex matrices. A norm ||| · ||| on Mn is called unitarily
invariant if |||UAV ||| = |||A||| for all A, U , V ∈Mn with U , V unitary. A real-valued function
f on [0,∞) is said to be operator monotone if 0  A  B implies that f (A)  f (B) for any
Hermitian matrices A, B ∈Mn of any order n. Here  denotes the Löwner partial order, i.e.,
A  B iff B − A is a positive-semidefinite matrix, where A,B are Hermitian. If not otherwise
stated, a capital letter will always denote a Hermitian complex n × n matrix. Notations λ(A)
and s(A) will denote vectors of eigenvalues and singular values of a matrix A, respectively. We
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assume reader’s familiarity with the theory of majorization, symmetric gauge functions, Ky Fan
k-norms, Ky Fan principles (dominance, maximum, majorization) (see e.g. [3,8]).
A version of Ando–Zhan theorem for m-tuples from [4, p. 827] reads as follows:
Theorem 1.1. Let A1, A2, . . . , Am  0. Then for every unitarily invariant norm ||| · ||| the fol-
lowing statements hold:
(i) For every non-negative operator monotone function f on [0,∞)
|||f (A1) + f (A2) + · · · + f (Am)|||  |||f (A1 + A2 + · · · + Am)|||.
(ii) This inequality is reversed if f is a non-negative increasing function on [0,∞) such that
f (0) = 0, f (∞) = ∞ and the inverse function of f is operator monotone.
It should be remarked that the original theorem from [1] was formulated for pairs of matrices.
In [2, p. 227] Aujla and Silva posed the following:
Conjecture 1.2. If f is a non-negative increasing convex function on [0,∞) with f (0) = 0, then
λ(f (A) + f (B)) ≺w λ(f (A + B))
for all A, B  0, or equivalently
|||f (A) + f (B)|||  |||f (A + B)|||
for any unitarily invariant norm ||| · |||.
This conjecture can be slightly generalized by saying |||f (A1) + f (A2) + · · · + f (Am)||| 
|||f (A1 + A2 + · · · + Am)||| for arbitrary m-tuple of matrices Ai  0. The proof of this refined
conjecture is presented in the next section.
In the last section, we confirm that in the more general setting of operators similar inequalities
still hold. An algebra of all bounded operators on a Hilbert spaceH is denoted by B(H) and
its positive cone by B(H)+, i.e., B(H)+ := {T ∈ B(H) : 〈T x, x〉  0 for all x ∈H}. Ad hoc
definition of a pseudonorm for B(H)+ is introduced and an inequality involving this concept is
proved. As a corollary we get an expected inequality
‖f (A1) + f (A2) + · · · + f (Am)‖  ‖f (A1 + A2 + · · · + Am)‖,
where A1, A2, . . . , Am ∈ B(H)+ and f is a non-negative concave function on [0,∞). If f is
convex with f (0) = 0, this inequality is reversed.
2. Matrix case
From [2, Theorem 2.16] we infer the following:
Proposition 2.1. Let f, g be non-negative continuous convex functions on [0,∞) with f (0) =
g(0) = 0, which satisfy the inequality
|||f (A1) + f (A2) + · · · + f (Am)|||  |||f (A1 + A2 + · · · + Am)|||
for arbitrary m-tuple of positive-semidefinite matrices Ai and arbitrary unitarily invariant norm
||| · |||. Then the functions f + g and f ◦ g also satisfy this inequality.
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The main result of this section which proves Conjecture 1.2 is the following:
Theorem 2.2. LetA1, A2, . . . , Am  0.Then for every non-negative convex functionf on [0,∞)
with f (0) = 0 and for every unitarily invariant norm ||| · |||
|||f (A1) + f (A2) + · · · + f (Am)|||  |||f (A1 + A2 + · · · + Am)|||. (†)
We first prove the following special case of Theorem 2.2.
Proposition 2.3. The function g : [0,∞) → R, defined by g(x) = 12 ((x − 1) + |x − 1|) satisfies
the inequality (†).
Proof. Let f be the function f (x) = x2
x+1 , defined on [0,∞). Since f is an operator convex
function, f satisfies inequality (†) by [1, Corollary 3]. Using Proposition 2.1 we obtain that the
function hn on [0,∞), defined by
hn(x) := 1
n
(f ◦ · · · ◦ f︸ ︷︷ ︸
n
)(nx)
also satisfies (†) for any n ∈ N. The function hn as a composition of continuously differentiable,
monotone increasing and convex functions also has all these properties. We claim that the sequence
{hn}∞n=1 converges uniformly to the function g. As a uniform limit of functions which satisfy the
inequality (†) the function g then also satisfies (†).
In order to show this we observe
g(x)  hn(x)  x for all x ∈ [0,∞). (	)
Indeed, since f (y)  y for all y ∈ [0,∞), we conclude
1
n
(f ◦ · · · ◦ f︸ ︷︷ ︸
n
)(nx)  1
n
(f ◦ · · · ◦ f︸ ︷︷ ︸
n−1
)(nx)  · · ·  1
n
(f (nx))  1
n
(nx) = x.
For the left-hand side inequality in (	) we use the estimate f (y)  y − 1 for all y ∈ [0,∞) to
get
1
n
(f ◦ · · · ◦ f︸ ︷︷ ︸
n
)(nx)  1
n
((f ◦ · · · ◦ f︸ ︷︷ ︸
n−1
)(nx) − 1)  · · ·  1
n
(f (nx) − (n − 1))
 1
n
(nx − n) = x − 1.
Since hn(x)  0 for all x ∈ [0,∞), we really have g(x)  hn(x)  x for all x ∈ [0,∞). The
convexity of hn yields 0  h′n  1 (if it happened to hold h′n(x0) > 1 for some x0 ∈ (0,∞), then
we would have hn(x)  x for sufficiently large x). This implies that the function kn := hn − g is
monotone increasing on (0, 1) (k′n|(0,1)  0) and monotone decreasing on (1,∞) (k′n|(1,∞)  0),
which further yields that kn reaches its maximum at the point x = 1.
To show uniform convergence of the sequence {hn} to the function g it suffices to check that
αn := hn(1) tends to 0 as n → ∞.
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Let βn denote (f ◦ · · · ◦ f︸ ︷︷ ︸
n
)(n), i.e., βn = nαn. It is elementary to calculate that the func-
tion f is a contraction, i.e., |f (x) − f (y)|  |x − y| for x, y ∈ [0,∞). The same holds for
f ◦ · · · ◦ f︸ ︷︷ ︸
n
, n ∈ N. We have
0  βk+1 − βk = (f ◦ · · · ◦ f︸ ︷︷ ︸
k
◦f )(k + 1) − (f ◦ · · · ◦ f︸ ︷︷ ︸
k
)(k)  f (k + 1) − k = 1
k + 2
for k = 1, 2, . . . , n − 1. Since log n − ( 12 + 13 + · · · + 1n ) converges to 1 − γ as n → ∞, where
γ = 0.57721566 . . . is Euler–Mascheroni constant, we obtain
0  βn = β1 + (β2 − β1) + · · · + (βn − βn−1)  12 +
1
3
+ · · · + 1
n + 1  log(n + 1)
and
αn = 1
n
βn 
log(n + 1)
n
n→∞−→ 0.
So we have shown that hn
n→∞−→ g uniformly on [0,∞) and the proof is therefore com-
pleted. 
We are now ready to prove Theorem 2.2.
Proof. Let A1, A2, . . . , Am  0 be arbitrarily chosen but fixed. We can reduce our proof to the
case when f is a piecewise linear function. Indeed, let f˜ be a piecewise linear convex function
on [0,∞) with f˜ (0) = 0, coinciding with f on the finite set
σ(A1) ∪ σ(A2) ∪ · · · ∪ σ(Am) ∪ σ(A1 + A2 + · · · + Am).
We have
f (A1) + f (A2) + · · · + f (Am) = f˜ (A1) + f˜ (A2) + · · · + f˜ (Am),
f (A1 + A2 + · · · + Am) = f˜ (A1 + A2 + · · · + Am),
so from now on we will assume that f is a piecewise linear convex function on [0,∞) with
f (0) = 0. Any such function f can be represented as
f =
N∑
i=1
αigti ,
where αi  0, gti (x) := 12 ((x − ti ) + |x − ti |) and 0  t1 < t2 < · · · < tN . We notice that
gt (x) = t · g1
(x
t
)
for t > 0, which yields that the function gt (t > 0) satisfies inequality (†) by Proposition 2.3, while
g0 obviously satisfies this inequality. The class of functions which satisfy (†) is closed under sums
and products with non-negative numbers, which yields that the function f also satisfies (†). This
completes the proof. 
We can interpret Theorem 1.1 as a norm-matrix generalization of the scalar inequality f (a) +
f (b)  f (a + b), where a, b  0 and f : [0,∞) → [0,∞) is a convex function with f (0) = 0.
This inequality can be easily extended to the inequality
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f (a + c) + f (b + c) − f (c)  f (a + b + c),
where a, b, c  0 and f as above. If f is a concave function, these scalar inequalities are reversed.
One may wonder if the following extension of (†) for m = 2 holds:
|||f (A + C) + f (B + C) − f (C)|||  |||f (A + B + C)|||, (‡)
where A,B,C  0 and f : [0,∞) → [0,∞) is a convex function with f (0) = 0. If f is an
operator monotone function (and hence concave), we also want to know whether the reversed
inequality holds. As the following example shows, this is not true in general.
Example 2.4. Take f (x) = x2
x+1 , which is a convex function on [0,∞) with f (0) = 0, ||| · ||| =‖ · ‖(2) and
A =
[
2 0
0 0
]
, B =
[
3 3
3 3
]
, C = A.
Then
f (A + B + C) =
[
142
23
66
23
66
23
54
23
]
,
f (A + C) + f (B + C) − f (C) =
[
92
15
14
5
14
5
12
5
]
,
hence
‖f (A + B + C)‖(2) = 19623 ,
but
‖f (A + C) + f (B + C) − f (C)‖(2) = 12815 >
196
23
= ‖f (A + B + C)‖(2).
Now take g(x) = x
x+1 , which is an operator monotone function on [0,∞). Then
g(A + B + C) =
[
19
23
3
23
3
23
15
23
]
,
g(A + C) + g(B + C) − g(C) =
[
13
15
1
5
1
5
3
5
]
,
hence
‖g(A + B + C)‖(2) = 3423 ,
but
‖g(A + C) + g(B + C) − g(C)‖(2) = 2215 <
34
23
= ‖g(A + B + C)‖(2).
However, using well-known properties of unitarily invariant norms and Theorem 2.2 it is not
difficult to verify that the inequality (‡) holds under the additional assumption that C commutes
with A and B.
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3. Operator case
We start this section with ad hoc definition of a pseudonorm for B(H)+.
Definition 3.1. A pseudonorm is any function N : B(H)+ → [0,∞] satisfying the following
conditions:
(i) N(A)  ‖A‖ for all A ∈ B(H)+,
(ii) N(αA) = αN(A) for all A ∈ B(H)+, α > 0,
(iii) A  B  0 implies N(A)  N(B),
(iv) there exists A ∈ B(H)+ such that N(A) < ∞.
Example 3.2. For A ∈ B(H)+ and k ∈ N we define
N(k)(A) := sup
{
k∑
i=1
〈Axi, xi〉
}
,
where supremum runs over all orthonormal k-tuples {x1, x2, . . . , xk} ⊂H. N(k) clearly satisfies
the conditions from the definition and in finite-dimensional case (B(Cn)∼=Mn) we get N(k)(·) =
‖ · ‖(k), i.e., Ky Fan k-norm.
Example 3.3. For A ∈ B(H)+ and p ∈ (0,∞) we define
Np(A) :=


( ∞∑
n=1
(sn(A))
p
)1/p
if A ∈ Sp,
∞ otherwise,
N[p](A) :=
{
sup
n
(n1/psn(A)) if A ∈ p,
∞ otherwise,
where Sp consists of all compact operators A satisfying
∑∞
n=1(sn(A))p < ∞ and p consists
of all compact operators A satisfying supn(n1/psn(A)) < ∞ (see [5, Chapter 11]). Then Np and
N[p] are pseudonorms.
The following theorem may be viewed as a generalization of [7, Theorem 6].
Theorem 3.4. Let A1, A2, . . . , Am ∈ B(H)+ and f : [0,∞) → [0,∞) be a concave function.
Then for any pseudonorm N
N(f (A1) + f (A2) + · · · + f (Am))  f (N(A1 + A2 + · · · + Am)).
If f is a convex function with f (0) = 0, the inequality is reversed.(Here we adopt the convention
that f (∞) = limx→∞ f (x).)
Proof. We may assume that N(f (A1) + f (A2) + · · · + f (Am)) < ∞ and f /= 0. The existence
of A ∈ B(H)+ with N(A) < ∞ yields N(0) = 0, so we may further with no loss of generality
assume that Ai /= 0 for all i.
In the beginning we observe that for all i
f (Ai) 
f (N(Ai))
N(Ai)
Ai.
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Indeed, since f is a concave function, the function g(t) := f (t) − f (α)
α
t (α ∈ [‖Ai‖,∞) arbi-
trarily chosen but fixed) is non-negative on [0, ‖Ai‖], which yields g(Ai)  0 or equivalently
f (Ai)  f (α)α Ai . Since
f (α)
α
> 0 we obtain
f (α)
α
N(Ai)  N(f (Ai))  N(f (A1) + f (A2) + · · · + f (Am)) < ∞,
therefore N(Ai) < ∞ for all i and finally f (Ai)  f (N(Ai))N(Ai) Ai .
Furthermore, in view of symmetry we may assume f (N(A1))
N(A1)
 f (N(Ai))
N(Ai)
for i = 2, . . . , m.
Then
f (A1) + f (A2) + · · · + f (Am)
 f (N(A1))
N(A1)
A1 + f (N(A2))
N(A2)
A2 + · · · + f (N(Am))
N(Am)
Am
 f (N(A1))
N(A1)
(A1 + · · · + Am).
The properties of the pseudonorm N assure that
N(f (A1) + f (A2) + · · · + f (Am))  f (N(A1))
N(A1)
N(A1 + A2 + · · · + Am)
(implying N(A1 + A2 + · · · + Am) < ∞) and
N(A1 + A2 + · · · + Am)
N(A1)
 1.
Since the concavity of f implies that f (λx)  λf (x) for x  0, λ  1, we conclude that
N(f (A1) + f (A2) + · · · + f (Am)) f (N(A1))N(A1 + A2 + · · · + Am)
N(A1)
 f (N(A1 + A2 + · · · + Am)).
In case of convexity we proceed analogously. We reduce our proof to the case when f (N(A1 +
A2 + · · · + Am)) < ∞, or equivalently N(A1 + A2 + · · · + Am) < ∞. 
Remark. Theorem 3.4 remains valid under a weaker assumption on a function f . Namely, the
key property of a non-negative concave function used in the proof is that f (λx)  λf (x) for
every x  0 and λ  1. But for the sake of transparency we limited ourselves to the case of
concave/convex functions.
Corollary 3.5. Let A1, A2, . . . , Am ∈ B(H)+ and f : [0,∞) → [0,∞) be a concave function.
Then
‖f (A1) + f (A2) + · · · + f (Am)‖  ‖f (A1 + A2 + · · · + Am)‖.
If f is a convex function with f (0) = 0, the inequality is reversed.
Proof. The spectral mapping theorem [6, p. 239] implies ‖f (A)‖ = f (‖A‖) for all A ∈ B(H)+
and all non-negative non-decreasing functions f . It is a standard fact that A  B  0 yields
‖A‖  ‖B‖, i.e., ‖ · ‖ is a pseudonorm. So, the inequality follows from the theorem. 
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Corollary 3.6. Let A1, A2, . . . , Am ∈Mn be positive-semidefinite matrices and f : [0,∞) →
[0,∞) be a concave function. Then for any normalized unitarily invariant norm ||| · |||
|||f (A1) + f (A2) + · · · + f (Am)|||  f (|||A1 + A2 + · · · + Am|||).
If f is a convex function with f (0) = 0, the inequality is reversed.
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