Organisms use environmental cues for directed navigation. Depending on the 2 2 3 1 taking into account both light intensities and its spatial gradients, and our model 3 2 allows us to quantify how larvae minimize their exposure to light intensity and at 3 3 the same time maximize their distance to the source of light. The response to 3 4 the light field is a non-linear response and saturates above an intensity 3 5
tightly controlled (3, 4) . Their paths bear a strong connection with the intensity navigation (4, 19, 20, 21, 22, 23) . Information from the external field of light is 1 0 4 6 then processed in the brain by a genetically hard-wired decision-making 1 0 5 algorithm. Our model allows us to characterize that algorithm as a combination 1 0 6 of a goal-directed behavior layer on top of a stochastic one. By focusing on the impact of two key excitation elements, light intensity and 1 0 9
light directionality, we present a model that studies the interplay between these 1 1 0 two components for navigation. We exploit experimental navigational data 1 1 1 obtained from various controlled illumination conditions to define probability 1 1 2 weights that we use to polarize an underlying Markov chain that has been 1 1 3
introduced to analyze larval taxis using stochastic methods. framework of the decision-making mechanism functioning in the larval brain 1 1 7 during navigation. The navigation index ‫ܫܰ(‬ ) has been used in the literature as a significant Therefore, we hypothesize that these components may be sufficient to explain where the larvae are located (intensity is measured using irradiance units, as ). This also supports our finding from the "Tilted" pattern that the 2 1 0 effect of light intensity is weaker than the directional one, since the difference in 2 1 1 navigation indexes between "Pos" and "Neg" is just -0.09 ( Fig 2C, Table 1 ), 2 1 2 which we interpret as the drive towards ‫ݔ‬ in "Neg" (intensity) only subtracting 2 1 3 about one third of the drive towards -‫ݔ‬ in "Pos" (directionality and intensity). Furthermore, the effectively blind glass j60 mutant larvae have a ܰ ‫ܫ‬ that is 2 1 5 statistically indistinguishable from zero ( Fig 2B and 2C ), which proves that 2 1 6 besides the different patterns of light, all other conditions are kept the same in 2 1 7 all these three experiments. Table 1 provides values for experimental and 2 1 8 simulated navigation indexes for all the projected filters. weights:
The first term of Eq (3) The biased Markov chain is not time reversible (principle of detailed balance) 2 8 0 since it is driven by an external field that imposes a definitive direction over time. However, in a similar process to the equilibration pattern followed by a between the attempted direction Ԣ and the ‫ݔ‬ axis ( Fig 3A) , and the power ݊ can 2 9 3 be taken as a free parameter that is chosen to obtain the best fit to experiments. In particular, we have found that ݊ ൌ 4
is an optimal value. Possible choices for Our mathematical model yields more targeted paths when the intensity and its obtained with the non-linear
for filters f1 to f6. Our results show that larval navigation depends on light intensity and its 3 1 2 gradient and that larvae navigate more efficiently (larger ܰ ‫ܫ‬ ) when the light 3 1 3
intensity is higher and when the gradient of the intensity is steeper. However, 3 1 4 this non-linear behavior (Eqs (1) and (2)) saturates for intensities higher than 3 1 5 ‫ܫ‬ 2 0 W/m 2 ( Fig 1C) and for intensity gradients higher than ‫ܫ‬ ᇱ 0 . 2 W/m 2 /cm 3 1 6 ( Fig 1D) . As commented above, we do not assign such a saturation behavior to 3 1 7 a lack of physical response from the larvae since the mean velocity is nearly
independent of the illumination conditions, but rather to a limited capacity for 3 1 9
processing information in the underlying neural network in the larval brain. From only ones that they can process in their brains without requiring an expensive 3 2 4 memory process to record a string of magnitudes all along their paths. Saturation regarding the light intensity can be understood from a limited ability 3 2 6
to process the input signal of too many photons. On the one hand, the 3 2 7
experimental evidence that larvae navigate differently depending on the 3 2 8 gradient of the intensity implies that larvae must read the gradient of the field of 3 2 9 light (‫ܫ‬Ԣ). Such an operation needs to measure the intensity in two close points 3 3 0
and then proceed to compare them. Therefore, it involves a memory process if 3 3 1 it is to be done at two subsequent times along the larval path. Similarly, in the model, whether a transition in the Markov chain happens or not is based on variables that can be locally obtained using only the larval starting The combination of our experiments with our mathematical model shows the a one to three ratio, is to get away from the source of light, rather than to simply 3 4 3 move to darker regions. This is in part due to the saturation process shown in An interesting feature of our mathematical model is that it only requires three exploration (see Eq 5 below). The reason for needing so few parameters is probably linked to the general principles governing the generalized Metropolis-
Hastings algorithm, which takes care of the statistical behavior in a way that is 3 5 9
known to work well for many different complex systems found in nature. The of the organism) and proceed with a limited amount of neural circuitry. Therefore, the weights governing the simulation in Eq (3) should be considered
as a local solution to the problem rather than a global one.
The value of the effective ܶ in the simulations is adjusted so that the currents of ratios that match the actual production at a given temperature. On the other 3 7 7
hand, such a parameter lends itself to a biological interpretation; it controls the 3 7 8
larval probability of taking risks by either going to higher intensity regions or by 3 7 9
getting closer to the source of light. Such a behavior is known to be a useful 3 8 0 way to avoid being trapped in local minima, as it has been proved when 3 8 1 simulated annealing has been applied to find the global minimum of a given in order to explore their environment more efficiently. Regarding the different models that we have tried for ݂ ሺ ߙ ሻ , the functions that decisions, which works on a non-linear function, which is a common feature to 3 9 5 neural circuits organized in layers (25). So far, the model does not take into account the larval dimensions. However, it case, we could take into account the fact that they cannot go to places already An additional feature of larval taxis, studied for chemotaxis, is weathervaning, The experimental setup consists of a 23x23 cm agarose plate where the larvae 4 5 0
can move freely ( Fig 1A) . Larval movements were recorded with a Basler image recollection with the camera (Fig 1A) . intensity variation was merely due to variation of the photon flux with the 4 7 0 distance to the projector ( Fig 1B and S1 Fig 1) . In the patterns "Pos", "Neg", and along the െ ‫ݔ‬ axis with a gradient that was about 5 times steeper (S1 Table 1 4 7 6
and S2 Table 1 ). "Neg" was a 1 8 0 ° rotation of "Pos"; therefore, the intensity field this case, the light gradient artificially varied along the y direction, therefore the 4 8 0
intensity field decreased along the െ ‫ݕ‬ axis (Fig 2A, S2 Fig 1C) . study light intensity (f1-f6, S1 Fig 1) and nine points equally covering the ‫ݔ‬ and 4 8 6 ‫ݕ‬ directions for the patterns related with directionality ("Pos", "Neg", and "Tilted", 4 8 7 S2 Fig 1) . Several measurements were taken for each point on different days spectra, but to exclude the red one (S1 Fig 1 and S2 Fig 1) . Integrals have been The expected variation of light intensity on the plate by a uniform source of light 4 9 7
is described by assuming a steady rate of generation of photons. For the actual 4 9 8
parameters of the geometrical setup, this has the implication of an approximate 4 9 9
linear variation, which has been corroborated by measuring intensities on the 5 0 0 plate (S1 Fig 1 and S2 Fig 1) . Therefore, the spatial variation of intensities has 5 0 1 been represented by a linear fit with directions. Values for these coefficients are given in S1 Table 1 and S2 Table 1 . The air conditioning was turned on at 25°C during the experiments to ensure a written in MATLAB (34). Statistical analysis of the data was calculated using the Welch's unpaired t-test 5 1 7
to compare results with different genotypes and a regular unpaired t-test was 5 1 8
used to compare larvae with the same genotype. The Benjamini-Hochberg 5 1 9
procedure was applied to correct for multiple comparison. The statistical 5 2 0
difference of results compared with zero was calculated using a one-sample t- In our simulations, we assign transition probabilities between states in the The standard deviation sets up a length scale that we adjust to the to the length of its body in about ten moves. Therefore, the standard space Markov chain of transition Kernel: thermodynamics system it would be the equilibrium temperature. High The experimental recording stops tracking larvae that hit the border of the statistically significant. The angular part in equation (3) has been modelled to take into account the from it ( Fig 3A) . length of the boxplots shows the 1 st and 3 rd quartile (25 th and 75 th percentile). shown in Fig 1. In "Pos", the light intensity is higher closer to the projector (right, 7 1 2 ‫ݔ‬ ) and decreases along the െ ‫ݔ‬ axis (increasing distance to the projector). graph) for the filters showed in (A) ("Pos" in blue, "Neg" in green and "Tilted" in 7 2 9 pink) for both WTCS (dark purple boxplots) and the blind glass mutant larvae 7 3 0 (grey boxplots). Larvae presented with the "Pos" filter have the highest using the Benjamini-Hochberg procedure to correct for multiple comparison, Figure 3 
