Looking around in our every day environment, many of the encountered objects are specular to some degree. 
Introduction
Structure and motion, the reconstruction of an object and the motion of the camera from a sequence of images, is one of the most widely studied fields in computer vision. However, looking at most of the work done on this important subject, specular reflections has been ignored or at best been viewed as outliers. The standard assumption when determining the structure of the scene and motion of the camera is that the surfaces in the scene are Lambertian, i.e. that * This work has been supported by the EU-project IST-2000-28459 IN-VIEW.
their apparent brightness is independent of viewing direction. For the parts of the scene where the surfaces are rough enough to fulfill the Lambertian assumption, standard structure from motion techniques usually give a good reconstruction of the scene [7] . This is generally not the case for specular surfaces. This paper proposes a method for augmenting a structure from motion scheme in such a way that the information given by the specular reflections can be utilized. This allows reconstruction of objects where there is only information from specularities, e.g. the window in Figure 2 . The proposed scheme is such that following a structure from motion reconstruction of tracked points [7] , a surface is fitted to the estimated 3D points applying the constraints on the normal given by specular reflections. This is done by deriving a functional that captures these constraints on the surface. This functional induces a PDE, which can be used to evolve the surface in a level set framework.
Previous work has been done in the area of reconstructing or estimating surfaces from specularities. Early work include the study of specularity disparity observed from two viewpoints [1] and an examination of the surface information available from the motion of specularities [24] . Zheng et al. [23] propose surface reconstruction of an object on a turn table from specularities, and in [22] the shape of the light source is investigated. Schultz [14] investigates 2.5D surface reconstruction from specularities. Both the methods of Zheng et al. and Schultz require specularities to be observed almost everywhere on the surface. This is an impractical assumption in the structure from motion setting, in that it will require a large amount of images, which are not necessarily present in the structure from motion case. Thus the method proposed here differs from these methods, in that it handles very sparse data sets. Also other related methods have been proposed for fitting a surface to data using a variational approach, e.g. [19, 3, 4, 8] .
In [2] surfaces are reconstructed from reflections of a calibrated scene using a space carving approach. Space carving is also used together with a photo-consistency measure that can handle specular reflections in [20] . Perfect mirror surfaces are reconstructed in [13] using reflections of a cal-ibrated scene. Also related is [18] where an algorithm for computing the mirror shape for a catadioptic imaging system is presented. A first attempt to use implicit surfaces for shape from specularities with sparse data was made in [17] . Methods for determining the constraints on the surface normal for general light source positions are proposed in [16] .
The main contribution of this paper is to give a solid foundation for shape from specularities problems using sparse data. Novel functionals and their corresponding level set motions are proposed for solving both normal alignment and surface interpolation of sparse point sets. As a result, a functional incorporating both of these new components is explicitly derived to solve shape from specularities problems with sparse normal data. Although work has been done on this in the past, e.g. [19] , the incorporation of sparse constraints in the level set framework is useful for many applications and for the level set community in general. This variational approach makes it possible to perform a rigorous analysis of shape from specularities for implicit surfaces. It should be noted that the method proposed in this paper can also be used for reflections of 3D points, not only light sources.
Background

Notation and Structure from Motion
The following notation will be used: q i are the image coordinates for specularity i, c i is the focal point for the corresponding image and r i is the ray from c i through q i . An arbitrary surface is denoted Γ. The computational domain is a volume Ω ⊂ R 3 . Throughout this paper it is assumed that there are enough features in the scene to determine the motion of the camera and the structure of a limited number of feature points. This is done by extracting and tracking feature points through the image sequence. The Euclidean structure and camera motion and calibration is then determined using standard techniques [7] .
Given a camera matrix P , the line of sight corresponding to the image point q is given by r(q) = c + λP
where c ∈ N (P ) denote the focal point, λ the depth parameter and P + denote the pseudo-inverse of P , see [7] . Hence if a specularity is observed at point q in a given camera, (1) denotes the possible locations of the surface reflecting the light.
Constraints from reflections
The condition for specular reflection is that the surface normal bisects the viewing direction and the incident light di- rection. This means that at the intersection of the ray r i (1) and the surface, the normal N i is known. This relation is shown in Figure 1 . Solving for N i we get
wherer i is the directional vector for each ray, normalized so that |r i | = 1 and L is the direction to the light source. It is important to note that the depths of the points where these constraints apply are unknown. These normal constraints are not enough to determine the surface, in that they contain no depth information. Requiring that the surface also interpolates the points obtained from the previous structure from motion step resolves this ambiguity. These constraints are denoted point constraints. However, the normal and point constraints do not uniquely define the surface and regularization or interpolation is needed. Integrating the proposed method with other multiple view stereo algorithms is likely to address this issue. In the remainder of this paper regularization is achieved using a smoothness prior. A more abstract formulation of the problem is then to find the smoothest surface that interpolates a set of points and has a given gradient or normal at the intersection with a set of lines.
Level Set Surface Representation
The level set method was introduced in [11] as a tool for capturing moving interfaces. The time dependent surface Γ(t) is implicitly represented as the zero level set of a function φ(x, t) : Ω × R + → R as
where φ is defined such that
Using the definition above gives the outward unit normal n and the mean curvature κ as n = ∇φ |∇φ| and κ = ∇ · ∇φ |∇φ| .
These expressions will be used frequently throughout this paper. The zero set of φ(x, t) represents Γ(t) at all times t. This means that φ(x(t), t) ≡ 0 for a curve x(t) ∈ Γ(t).
Differentiating with respect to t gives
where v = dx(t)/dt and v n is the velocity normal to the surface. To move the surface according to some derived velocity, this PDE is solved on a fixed grid in the domain Ω. One of the advantages of this representation is that the topology of the surface is allowed to change as the surface evolves, thus making it easy to represent complex surfaces that can merge or split and also surfaces that contain holes. For a more thorough treatment of level set surfaces cf. [12, 15] .
Variational Formulation
The main purpose of this paper is to propose a functional that incorporates the deviation from all the normal constraints and all the local point constraints in one single expression. This section describes the components of this functional. The corresponding level set motion is derived as a gradient descent of the functional and proofs are given that this motion makes the energy decrease until equilibrium. The desired surface is then found by solving the motion PDE and minimizing this functional.
Normal Constraints
Given a set of normals N and a set of corresponding points X where each normal constraint N i ∈ N is associated with a point in space x i ∈ X, given by the intersection of (1) and Γ. Introduce an energy functional as the L p norm of the normal deviation
where N (x) is the extension of the desired normals N i at points x i to the whole domain Ω, Γ is an arbitrary surface and n(x) is the surface normal. Here N (x) is defined as
where B (x i ) is a ball with radius centered around x i . The width of B (x i ) is typically chosen to enclose the nearest grid point. This will make the integrand equal to zero where there are no constraints on the normal. Representing Γ as the zero set of φ, (7) becomes
where δ(·) is the one dimensional delta function and δ(φ(x))|∇φ(x)| dx is the surface area element, as a special case of the co-area formula [5] . This functional is mentioned in [12] but without any reference. The derivation of the corresponding motion is therefore given here.
Proposition 1:
The functional (9) will give an evolution equation as
for p = 1, independent of the choice of N (x).
Proof: see Appendix.
Note that for p = 1, measuring the normal deviation us-
|∇φ| ) due to the fact that the vectors are of unit length.
Also note that it is easy to change the definition of N (x) in (8) to make N (x) differentiable without changing the results. However, this change would not make any difference in practice since, at the implementation stage, we work in a discrete setting.
The following property of this motion can also be shown.
Proposition 2:
For the motion (10), the energy E N (φ, N , X ) decreases until it reaches equilibrium. Proof: see Appendix.
Point Constraints
The surface should interpolate a given set of points S. It is tempting to introduce an energy functional similar to [21] , which penalizes the deviation of the surface from the points in S, as
where Γ is an arbitrary surface and d(x) = dist(x, S) is the distance from x to the set of points S where the point constraints apply.
With sparse data, this has the drawback that the surface will continue to deform in the direction of the negative gradient of the distance potential d(x) even after the points are on the surface. This will also interfere with the local orientation of the surface.
Instead, punishing the deviation of the points in S from the surface Γ can be expressed using the energy functional
which will only minimize the shortest distance from the points to the surface if |∇φ| = 1.
Since (12) is only evaluated on a discrete set of points in the domain Ω and all functions are only given values at these points, the following regularization is used
where δ ε (x, S) = y∈S δ ε (x − y) and δ ε (·) is a smooth version of the Dirac delta function with some width ε. In practice one can use a uniform Gaussian with standard deviation ε. Since there are no terms containing ∇φ(x) in the integrand, the condition for a minimum is
according to the Euler-Lagrange equation [6] . The evolution equation for φ as the gradient descent of (13) is then
If the right-hand-side of (15) is a descent direction then so is
Typically one can choose f (x) = |φ(x)|. This gives
which is what was proposed in [17] in a more ad hoc fashion. This approach is also related to the point set attractors in [10] .
Proposition 3:
For the motion (16), the energy E P (φ, S) decreases until it reaches equilibrium. Proof: see Appendix.
Total Energy
Define the total energy E Tot to be minimized as
where E S is a regularizing smoothness term and α ∈ R + is a constant determining the amount of smoothing. The usual choice is to use surface area
which leads to a mean curvature motion
where κ = ∇ · ∇φ |∇φ| is the mean curvature of the level sets. Putting all this together gives
The resulting PDE for the motion will then be
as a combination of (10), (16) and (19) .
Theorem 1:
For the motion (21), if ε and α are small, the total energy E Tot decreases until it reaches equilibrium. Proof: see Appendix.
What conclusions can be made concerning the existence of a solution? All three components of E Tot are nonnegative, which means that E Tot ≥ 0. A simply-connected surface with non-zero area can only be a minimum of E Tot if the normal and point constraints are fulfilled. Let G = {Γ ; E N (Γ) = 0, E P (Γ) = 0, Γ simply − connected} be the set of all such surfaces, where we have excluded surfaces containing holes. Denote the smallest value of E Tot by E min , where
Since E Tot is bounded from below, there exist at least one surface that gives a stationary point. We will consider any local minimizer of (20) as a valid solution. The desired surface, as a local minimum of (20) , is then found by choosing an appropriate initial surface.
Local Minima and Initialization
As is the case with many optimization problems in computer vision, our approach suffers from the fact that there might be several local minima and stationary points to the energy functional (20) . This depends on the point constraints, normal constraints and the amount of regularization imposed. Minimizing (20) using the gradient descent (21) will result in finding one of these stationary points. Which stationary point is found depend on the initial values used.
In practice, this leads to the problem of finding a good initial guess for the surface. Since the point constraints are only effective near the points in the set S, an initial guess should interpolate these points. To do this the method described in [21] can be used. The surface is then found as a minimizer of (11), as described above. The corresponding level set evolution equation for p = 1 is then
where κ is the mean curvature and n is the normal. Denote the minimizing steady state solution of (11) by φ 0 . If another initial surface is desired that still interpolates the points in S, weighted convection of the surface can be used
where c(x) : Ω → R. The factor d(x) is, as above, the distance from x to S and makes sure that the zero set still interpolates the points in S. We have found that by varying c(x) we can change the initial surface such that the desired local minimum is obtained. The final algorithm can then be summarized as 1. Find initial guess for Γ by minimizing (11).
2. Use (23), if necessary, to avoid possible undesired local minima.
3. Minimize the functional corresponding to the total energy (20) to obtain the surface.
Experiments
In order to demonstrate the soundness of the proposed method experiments were performed on real data. To perform a more rigorous validation the method was also applied to synthetic data, where the ground truth was known.
Real Data
Two real data sets were used for reconstruction, one of a car window and one containing a wine bottle. In both cases the surfaces were reconstructed satisfactory validating the proposed approach, see Figures 2 and 3 . The car window sequence was taken with a camcorder. Sample images from the sequence are shown in Figure 2 . The sequence consisted of 38 images containing specularities and one image of the camera shadow used to determine the light direction. The window has sharp corners which make good features. Two of these were used for determining the surface depth and solving the depth ambiguity. This resulted in a setup with 38 normal constraints and 2 point constraints. The initial surface was a plane which was convected using (23) d(x) = min(dist(x, S), 3). The result is shown in Figure 2 , where the zero set is visualized using the marching cubes algorithm [9] with only the triangles inside the convex hull of X and S shown. The wine bottle sequence contained 11 images where a specular reflection moved over an un-textured region (the glass between the labels) of the bottle. The light source, in this case the camera flash, moves with the camera. Sample images are shown in Figure 3 together with the estimated surface structure.
Synthetic Data
To perform a rigorous validation of the proposed method, a data set consisting of a synthetic surface of 1/8 of a sphere was used together with 24 normal constraints and 3 point constraints. The initial surface, as minimizer of (11) then a plane. To avoid this local minimum the surface was evolved using (23) with c = 0.5. As approximation to the delta function a Gaussian with standard deviation of one grid cell was used.
Firstly, the convergence properties of the algorithm were investigated and evaluated visually and numerically. The value of α was 0.01. The results are shown in Figure 4 . The average values of (1 − N (x) · ∇φ |∇φ| ) and φ(S) for the first 300 iterations are shown in Figure 5 . Here the values for φ(S) are shown for the iterations where φ is recomputed to a signed distance function. The values therefore represent the true distance to the surface. From this it is clear that the method converges to the desired result which is also illustrated visually in Figure 4 . From Figure 5 it is also seen that the rate of convergence is acceptable.
Conclusions
In this paper a rigorous variational analysis of the shape from specularities problem is presented. A functional incorporating all surface constraints is derived. The corresponding level set motion is explicitly given and shown to make the energy decrease until equilibrium. Experiments on both real and synthetic data validate the correctness of this variational approach.
Future work will include developing techniques for automatic detection of specular reflections and integration with variational stereo methods.
A Proofs
A.1 Proposition 1
Proof: The energy is
Denote the integrand as
Then the condition for a minimum, given by the first variation is:
The first term is
and the second term gives
where N x is the first component of N . The remaining terms are treated analogously. Combining the last three then gives
The last part cancels against the first term above and the gradient flow for φ is
Extending the motion for φ = 0 to all the level sets of φ by replacing δ(φ) with |∇φ| gives the desired flow.
A.2 Proposition 2
Proof: The time derivative is
The second integral can be written
which is the same as
Taking each of the first three terms and integrating by parts gives
with ∂Γ/∂n = 0 on the boundary of Ω, where n is the outward direction at the boundary. The second term of (26) cancels against the first half of the first term in (24) . The fourth term in (25) is zero since 
where again, integration by parts is used. The second term above cancels against he second half of the first term in (24) . Collecting the remaining terms gives where the expression for φ t is from (10).
A.3 Proposition 3
Proof: The time derivative is d dt E P (φ, S) = d dt |φ(x)|δ ε (x, S) dx = = sign(φ(x))φ t δ ε (x, S) dx .
Substituting φ t according to (16) , this becomes d dt E P (φ, S) = − |φ(x)| δ ε (x, S) 2 dx ≤ 0 .
A.4 Theorem 1
Proof: For α sufficiently small it suffices to show that
for the motion φ t = ∇ · ∇φ |∇φ| − ∇ · N (x) |∇φ| − φ(x)δ ε (x, S) . The last term is zero since δ(φ)φ(x) ≡ 0 and the third term is equivalent to integrating sign(φ(x))|∇φ| on the set S ∩X if ε is sufficiently small. Since S and X are disjoint in our setting, this term is also zero.
