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A83TRACT
An experimental investigation was performed at Mach 10.4
in air Ln a 30 inch flat plate model with cylinderical leading
edges of 0.002 inches, 0.063 inches, antd. 0.50 inches in diam-
eter to examine the leading edge thickness effect on the
laminar boundary layer. The free stream Reynolds number based
on leading edge diameter was varied between 73 and 70,000.
Wall pressure distributions, boundary layer impact pressure
surveys, and wall heat transfer distributions were measured
and velocity profiles, boundary layer growth, akin friction,
and Reynolds analogy factor were determined.
The wall pressure distributions are compared with a
viscous interaction theory and the modified "blast wave" theory.
The boundary layer profilea, akin friction, and heat transfer
are compared with a zero-pressure gradiant laminar boundary
layer theory and a boundary layer growth correlation is shown.
Chapter I
INTRODUCTION
Vehicles moving at hypersonic speeds in the atmosphere must
have blunt leading edges to avoid locally intolerable skin
temperatures. The vehicle boundary layer must then grow in a
ressLre field generated by the bluntness. Temperatures in the
boundary layer become very high, reducing the mass flux and
displacinE the inviscid flow field. This displacement provides a
new "effective" body shape, which produces a further perturbation
of the flow field.
The streamlines entering the low mass flux hypersonic boundary
layer far downstream of the leading edge will have passed through
the strong leading edge shock and will therefore have a reduced
total pressure. The characteristics of a boundary layer growing in
this bluntness and viscous-induced flow field have been a subject
for study by many researcher-3. The first approach has been to study
the extremes of the problem. That is, to study the sharp leading
edge model with its purely viscous-induced pressure gradient and
the very blunt leading edge model with predominantly an inviscid
induced pressure gradient.
1
Lees and l'robst.ein (Ref. 1) published one of the first
analytical studies of the viscous-induced pressure gradient behind
a sharl• leading edge in hypersonic flow. In this work it was assumed
that Mach waves, extending from the growing boundary layer to the
shock, produce negligible reflected waves. Therefore, the region
between the boundary layer edge and the shock is an isentropic
Frandtl-Meyer type of flow. This type of interaction is called a
weak interaction. The tangent-wedge approach is an approximation
to the oblique shock wave equation for high Mach numbers and slender
bodies. This approach is used to determine the local pressure with
the effective body being described by the boundary layer displacement
thickness of a zero-pressure-gradient flat plate solution. From this
analysis, the main interaction parameter was found to be
xm = M./
and the weak-interaction regime encompassed values of 'Xw less
than about one.
For values of X. much greater than one, a strong interaction
region would be encountered. In this region, the reflected waves
affect the boundary layer growth. Closer to the leading edge the
shock wave is very close to the surface and new flow models must be
applied. E. S. Moulic, Jr., has a rather complete review of the
analytical work in this flow regime in Reference 2.
2
The blunt. flat plate has generally been treated by the inviscid
blast-wave analogy to obtain the pressure distribution and shock-wave
shaL-e. Lees (Ref. 3) showed the similarity between the flow behind
an intense blast wave and the transverse flow field of a flat plate
with a blunt nose in a hypersonic flow. He was then able to relate
the shock shape and wall pressure distribution to the blast wave
and the pressure behind the blast wave.
Cheng, et al., (Ref. 4) considered the combined case of leading
edge bluntness and boundary layer displacement. They used a flow
model consisting of a thin detached shock layer and an entropy layer
to obtain a "zero-order" theory for the boundary layer on a flat
hate with leading edge bluntness. The asymptotic solutions of the
theory agree with blast wave analogy when the bluntness induced
effects are dominant, and agree with strong interaction theory when
viscous-induced effects are dominant. Reference 4 also had a
solution for the heat transfer.
Several experimental studies have been conducted on flat plates
with sharp leading edges. Kendall (Ref. 5) measured the wall
cressure distribution and the impact pressures from the wall to the
shock wave on a 7-inch sharp leading edge flat plate at M o = T.
He found that the measured viscous-induced wall pressures were
about 25 percent greater than the weak interaction theory of Lees
(Ref. 6). The impact pressure measurements and an experimental
aetermination of the shock wave shape indicated that the static
3
41ressure and the flow deflection were nearly constant along the
^tach waves between the boundary layer and the shock, implying that
the re'lecteo waves from the shock were very weak. This corroborated
the assumption of the weak interaction theory. He also found the
?I ch lines were nearly parallel to the shock, and thus, the shock
strength must decay very slowly. The average skin friction
coefficient was nearly equal to the zero-pressure gradient value
,.ownstream but was approximately twice the zero-pressure gradient
value near the leading edge.
Graham and Vas (Ref. 7) measured the shock shapes and wall
pressure distributions behind sharF and blunt (square and cylindrical)
leading edges on a 4.25 inch model in helium at Mee =//• 7• They
found that Lees' first-order weak interaction theory (Ref. 1) did not
predict the pressure level for the sharp leading edge, whereas the
blast wave analogy adequately predicted the pressures for the
thickest leading edge ( R,q l
 a 21 x 103).
The surface pressure and heat transfer distributions back to
four inches from the leading edge on sharp and blunt flat plates
were obtained by Marvin (Ref. 8) in helium at M o = 12.5 and 14.7.
The sharF leading edge pressure data were in fair agreement with
the first-order weak interaction 'heory of Lees in Reference 6.
There appears to be contradictory data in References 7 and 8, since
one set of data agrees with Lees' weak interaction theory and the
other does not. However, while theories in both references are
5credited to Lees, the evaluation of the Mach number and wall
temperature effects apparently differ between References 7 and 8.
Also in Reference 7 the shard: leading edge Reynolds number was
approximately 200 as compared to 900 in Reference 8. The blunt
leading edge 1sessure data of Reference 8 (30 x 103 ^S Rw,,d S 120 x 103)
is Proportional to (x/d) - •89 instead of (x/d) - .667 as is expected
Prom blast wave analogy. Marvin (Ref. 8) did find a correlation in
terms of JRv,4 25 ap/^ 	 ve °sus x/d. The heat transfer data for
the sharp leading edge model compared favorably with a theory by
Bertram and Feller (Ref. 9) which accounts for the slight pressure
gradient.
Measurements of wall pressures and heat transfer within five
inches of the leading edge of sharp and blunt flat plates in a M.. = 20
hotshot tunnel using nitrogen as the test gas were reported by
Harvey (Ref. 10). The sharp leading edge pressure data show a good
comparison with Bertram and Feller's strong interaction theory
(Ref. 9), but the theoretical heat transfer rates were about 20
percent below the measured data. Linear addition of the modified
strong interaction theory to the modified blast wave theory (Ref. 11)
;ave a good prediction of the pressures and poor prediction of heat
transfer rates behind the blunt leading edges.
In the lower Mach number range (Mm = 5.7), Creager (Ref. 12)
made impact pressure surveys of the region between the wall and the
shock wave and measured surface pressures within seven inches of
6the leading edge of flat plate models with various leading-edge
thicknesses. A linear combination of the weak interaction theory
and a blast wave term did not satisfactorily predict wall pressure
data for any leading-edge configuration. An attempt was made to
correlate the boundary layer edge total pressure as a function of
x/d. For large x/d (x/d ? 200), the data scattered around the
boundary layer edge total pressure to free-stream total pressure
ratio of 1 and for small x/d (x/d :S 40), the ratio was near the
normal shock value. Relatively few data points fell in the inter-
mediate range of x/d, but it appeared that the data would not
correlate in terms of x/d.
Tests of a two-foot flat plate in a Mach 6.8 airstream
with various bluntnesses were reported by Neal (Ref. 13). Wall
pressure data for the sharp leading-edge model were satisfactorily
predicted by weak interaction theory (Ref. 11). The maximum value
of 7C„ was 0.55 for these tests. The blast wave analogy of
Reference 14 predicted a slightly higher pressure level than the
level of data for the very blunt leading-edge model. The pressure
data for the intermediate bluntness were satisfactorily predicted
by a linear addition of the strong viscous interaction and inviscid
oressure theories. Progressively blunting the leading edge first
decreased the heat transfer and then increased the heat transfer
relative to the sharp leading-edge value as long as the boundary
layer remained laminar. Skin friction data obtained by a floating-
7element balance agreed with the heat transfer data when converted
by Colburn's modification to Reynolds analogy based on boundary
layer edge conditions.
Recently, Townsend, Vollmar, and Vas (Ref. 15) measured the
bluntness effect on wall pressures and heat transfer to a five-inch
flat i1ate at M, = 10.3 in air. The leading edge was blunted by
grindinb a flat face normal to the plate surface. The pressure data
showed that a very slight leading edge bluntness did not affect the
measured pressure, and the sharp leading edge data agreed with
theory (Ref. 11, "complete" theory). Blast wave analogy predicted
a pressure level above the data for the blunt leading edge
( Rao,♦ = 7425 and 14,550). Slight bluntness di., not change the
heat transfer from the sharp leading edge value but further
blunting increased the heat transfer. The Bertram and Feller theory
agreed with all the data.
In the Mach number range of 10 to 12, the references noted
herein show that the leading edge effect on the wall pressure
distribution has been the subject of greatest study. Much of this
work has been done in helium, and the results are not in complete
agreement. For the investigation in air (Ref. 15), the maximum
Reynolds number based on the leading edb ,? diameter was 14,550, which
does not seem very blunt when compared to RwAft 21,000 to 120,000
in the helium tests.
8fame neglected areas of investigation include the unit Reynolds
number effect in conjunction with leading;-edCe b1-.intness and the
ieadinC-edge effect on boundary-layer distributions, boundary-layer
growth, and skin friction. Most of the experimental investigations
have been conducted on relatively short models; however, since
flight vehicles may have extended regions of laminar boundary layer,
the leading-eaee effect "far" from the leading edge is of interest.
The present investigation was designed to examine these deficiencies
in the experimental knowledge of the leading-edge effect on the
laminar boundary layer.
In this investigation, a 30-inch model was tested in air at
Mach 1C.4 with leading-edge thicknesses of 0.002 0 0.063, and 0.50
inches. The resulting ranges of x/d for which data were obtained
are 1920 to 14,500; 93 to 469, and 8.25 to 58.5 for the three
leading edges, respectively. Wall pressure distributions were
:measured over a range of Rwci from 73 to 70,000. Impact pressure
surveys, the determination of the velocity profiles, and comparisons
with a zero-pressure gradient theory have also been made. The
boundary-layer thickness, the skin friction, and heat transfer were
obtained "far" from the leading edge and the effect of the leading-
edge thickness on Reynolds analogy factor was examined.
The present experimental program was carried out in the
Langley Continuous Flow Hypersonic Tunnel. The facility is capable
of maintaining the test stagnation conditions at a more constant
4level and over a longer period of time than the usual blow-down
tunnels. Thus, there was always ample time for the pressure
instrumentation to reach steady state. The boundary-layer probe
desiEn and the instrumentation configurations were optimized to
obtain the most accurate measured data possible in this hypersonic
air tunnel. The unit Reynolds number was varied from about
0.04 x 106/inch to 0.13 x 106/inch. Also Tw/Taw was about 0.4
which is much closer to a flight value than a ratio of nearly 1.0 for
tests in helium.
A complete description of the facility, the models, the
instrumentation, and the test procedures is presented in Chapter
II. Chapter III contains a discussion of the theoretical methods
and the data reduction procedures are presented in Chapter IV.
The results and analysis of the experiment program and comparisons
with theory are ,resented in Chapter V.
CHAPTER 11
AP}'ARATU3 AND TESTS
Facility
The facility used for these tests was a continuous-flow
hypersonic tunnel with a 31-inch-square test section using air
(cew oint = -300 F) as the test gas. A schematic diagram of
the tunnel circuit is shown in Figure 1. The vacuum sphere and
high-Pressure air-sLpply bottles were used to initiate the
hyperscnic flow. when hypersonic flow was achieved in the tunnel,
the second minimum in the diffuser was closed down to about 25
iercent of the test section area, and the compressors then maintained
the hypersonic flow for the tests. The heaters are tubular electrical
resistance elements. The throat used for these tests was constructed
of beryllium copper with cooling water passages. A photograph of
the tunnel is shown in Figure 2.
For the purpose of these tests the model was attached to the
injection mechanism shown mounted on the side of the tunnel in
Figure 3. The model is shown mounted on the strut attached to
the injection mechanism in the retracted position in Figure 4.
The photograph was taken through the test section with the injection
box door open.
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Models
The models for this series of tests consisted of interchangeable
plates supported by a model frame and instrumented for heat-transfer
measurements and for wall-pressure measurements. The model frame
was 29 x 15 inches with a 200 bevel on the sides and leading edge
(see Fig. 5). The support strut attached to the tcp of the frame
(orientation of the model was instrumented surface down) and
extended to the movable portion of the injection mechanism (see Fig.
5). The strut had a sharp leading edge with a 250 bevel on the upper
surface. The instrumentation leads were inside the strut, and the
pressure transducers were mounted to the back of the movable portion
of the injection mechanism. The instrumented plates were bolted to
the model frame around the edges (see row of screws in model photo-
graphs, Figs. 4 and 5) and were supported in the interior by longi-
tudinal ribs in the model frame.
The plate instrumented for the measurement of wall pressures was
3/16-inch thick stainless steel. The pressure orifices were 0.070
inch in diameter. The orifice locations are shown in the sketch in
Figure 6.
the heat-transfer plate was inconel sheet with a mean thickness
of 0.0317 inches. The thickness (t) had a maximum variation of 5
percent and from about 20 inches behind the leading edge to the
trailing edge the thickness decreased and was 4 to 5 percent thinner
than the mean value.
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The material properties (density and heat capacity) were not
measured for the specific sheet of inconel used in these tests. The
values used herein were obtained from manufacturers' literature or
other indenendent studies. A survey of the available information for
the material properties revealed the measured values for different
samples varied within ±2 percent for the material density and 14 per-
cent for the heat capacity. Thermocouples (30-gage cnromel-alumel
wire) were soot-welded to the back side of the plate. Thethermocouple
locations are shown in Figure 7.
Bcth the heat-transfer and the pressure plates had solid leading
edges which were ground to a 20 0 bevel with a 0.001 to 0.003 inch
leading-edge thickness. The 1/16 -inch and 1/2-inch-diameter
cylindrical leading edges were attached to the wedge surface. All
share leading-edge runs were completed first and then the sharp wedge
was worked until each cylindrical leading edge fitted with minimum
surface discontinuity.
Both the heat-transfer plate and the pressure plates were
finished to less than a 32 X 10-'-inch root-mean-square surface finish.
The maximum waviness on the centerline of the surface as detected by
a series of dial indicator measurements was 0.330.
End plates were constructed from 1/8-inch 347 stainless steel for
both the heat-transfer and pressure models. The shape (shown in Fig.
7) was generally that of the shock wave for the 0.50-inch-diameter
leading-edge model. An arc of 1.25-inch radius formed the nose region
Zz
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0.500-inch
1.25-inch radius
End plate shape
Thermocouple position
No x z No. x z No. x z No. x
1 4.25 0 14 17.00 0 27 24.50 0 40 27.50 0
2 5.00 0 15 18.00 0 28 25.00 0 41 27.75 0
3 6.00 0 18 19.00 0 29 25.00 2.50 42 28.00 0
4 7.00 0 17 19.50 0 30 25.00 5.00 43 28.25 0
5 8.00 0 18 20.00 0 31 25.50 0 44 28.50 0
6 9.00 0 19 20.50 0 32 26.00 0 45 28.75 0
7 10.00 0 20 21.00 0 33 26.25 0 46 29.00 0
8 11.00 0 21 21.50 0 34 26.50 0 47 29.00 2.50
9 12.00 0 22 22.00 0 35 26.75 0 4. 8 29.00 5.00
10 13.00 0 23 22.50 0 36 27.00 0 49 29.25 0
11 14.00 0 24 23.00 0 37 27.00 2.50 50 29.50 0
12 15.00 0 25 23.50 0 38 27.00 5.00 51 29.75 0
13 16.00 0 26 24.00 0 39 27.25 0
Figure 7.- Thermocouple locations and end plate shape.
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(extending 114 inch ahead of the model leading edge) with an approxi-
mately 80 wedge a;terbody. The leading edges of the end plates were
sharpened, and the plates were detachable so that the model could be
run with or without the end plates.
Boundary-Layer Probes
Two boundary-layer survey probes were constructed for these
tests. A sketch of the probe heads is shown in Figure 8. Each probe
had three tubes formed from 0.090- by 0.125-inch stainless tubing
which was flattened and filed at the tip to form the almost rectangular
orifices shown in the sketch. The three tubes were mounted onto a
1/2-inch OD by 3.8-inch ID stainless tube which was air cooled. A
2000OF solder was used to form a smooth transition from the 1/2-inch
tube to the smaller tubing and to form a strengthening gusset with a
sharp leading edge for the impact pressure tubes (see shaded area of
sketch). The measurements of each orifice as obtained with a shop
microscope are also presented in Figure 8. Photographs of the probes
and the orifices are shown in Figure 9.
There were several facets considered in the probe design. It was
desired to obtain the boundary-layer characteristics with a probe of
such design that minimum interference occurred. Bradfield, Decoursin,
and Blumer (Ref. 16) surveyed a 0.05C-inch-thick boundary layer with
flattened probes with heights of 0.0025 inch and 0.008 inch and found
no interference at Mao = 3.05. Kendall (Ref. 5) tested flattened
probes of 0.010 inch, 0.005 inch, and 0.0025 inch in heigLt in a
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C.C42-inch-thick laminar boundary layer at Mm ' 5.8. Kendall's
surveys show a definite probe interference effect for the C.O10-inch
tube and virtually no differences between the surveys with the smaller
tubes. Thus from these and other tests an apparently safe criterion
for tube height is less than 15 percent of the boundary-layer thickness
for no orobe interference effect. In the hypersonic boundary layer
the density near the wall can be relatively low, and thus the local
unit Reynolds number can be very small. Many e3m erimenters have found
a resulting "viscous effect" on ?robe measurements near the wall.
MacMillan (Ref. 17) has shown in a very low-speed stream that a
flattened tube of a width-to-height ratio of 7 or greater would
minimize this effect. Thus the tubes used in these tests were
flattened to a width-to-height ratio of approximately 7, and the
tube heights were restricted to values less than 15 percent of the
exaected minimum boundary-layer tnickness.
Both probes were mounted on electric motor-driven traversing
mechanisms that extended through the tunnel floor. Each mechanism
had two 10-turn potentiometer type slidewires driven by nonslip gears.
One slidewire was adjusted to have high sensitivity over a 1-inch
travel in the vicinity of the model surface, and the other potenti-
ometer was read over a 7-inch travel. During bench tests of the
traversing mechanisms, the probe location always repeated to within
C.0O3 inch on the high-sensitivity slidewire. The model surface
location was determined by a very low voltage fouling circuit. The
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nrebe transducers were mounted on fixtures attached to the traversing
mechanism so that no pressure tubing was being moved relative to the
transducer during a survey. The orifices of probe 1 traversed along
a line perpendicular to the model surface 15 inches behind the sharp
leading edge and probe 2 was 28.22 inches from the sharp leading edge.
These locations are shown in Figure 6. After each day's run, the
probes were inspected for damage, cleaned, and checked for any change
in dimension.
Instrumentation and Accuracy
The -pressure and temperature data for these tests were automati-
cally recorded on magnetic tape by an analog-to-digital converter.
The stagnation pressures ( pt ) were measured by four bonded-wire
strain-gage-type transducers with a manufacturer-specified accuracy
of tC.2 percent of full scale. The four transducers varied in
pressure range from C to 500 Asia to C to 5000 psia. To obtain the
most accurate value for data reduction, the transducer with the lowest
pressure range that was on scale was always used. The resultant
accuracy for the stagnation-pressure values for these tests, including
the recording accuracy, is ±0.85 percent. For each test, all the
transducers that were on scale agreed well within the above-stated
accuracy.
The tunnel stagnation temperature (Tt) was measured by a
chremel-alumel thermocouple located on the centerline of the tunnel
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stagnation chamber. This temperature measurement, including the
recording error, is considered to be accurate to within 31.2 percent.
Wall-pressure (pw) measurements were obtained by three alpha-
trons. Alphatrons have a radium source that emits alpha particles
at a ccnstanL rate. This produces ionized gas molecules and results
in a current between two electrodes that is proportional to the
pressure at a constant temperature. The alphatrons, used for these
tests, have two pressure ranges: C to 3 torr and C to 3C torr (ranges
are changed manually on the amplifiers). Prior to testing, the
alphatrons were adjusted to have a 45 m y output at the midrange point
for each range. A check was then made to ascertain whether the output
was linear within a certain band. The instrument was again checked
after the tests. The random instrument error plus the recording
error results in an accuracy of about 3 percent for pressures greater
than 1 tcrr and 6 percent below about 1 torr. Three 12-port scanning
valves were used and thus 3 alphatrons could be employed to measure
the pressure at up to 36 orifices. The valves and alphatrcns were
located just behind the tunnel side wall panel on the injection
mechanism. This was done to keep the tube lengths as short as
possible and therefore keep response time to a minimum.
The temperature of the back side of the heat-transfer plate
(Tw) was measured with 30-gage chromel-alumel glass-insulated
thermocouple wire. Each roll of thermocouple wire used is tested
and must have an absolute error less than s2° from 0 0 to 530°F and
27
0.38 percent above 530 0F. However, to obtain the heat transfer where
the time rate o-f change of temperature is needed, the measuring system
repeatability must be considered. The reference junction temperature
is maintained at 125°F by a thermostatically-controlled heater. The
unit has a maximum variation in the temperature of less than 1 0 and
has a relatively slow variation of temperature with time. The
repeatability of the temperatures measured including the repeatability
of the high-speed recording system is taken as 1 percent.
Each tube of the boundary-layer probes had several transducers
tc obtain the most accurate measurement over the range of impact
pressures incurred. The following table lists the range of each
transducer for each tube.
Tube Range of transducer, Asia
0 -+ 0.58 (alphatron)
1 0 -+ 3.0
0 -r 10
2 0 -► 3.0
0 -► 10
3 0-i 10
0 -► 50
On tube 1, the alphatron was calibrated and checked in the same way
as the wall-oressure alphatrons. The instrument and recording
accuracy was 13 percent of the reading. The transducers were the
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unbonded straingage type, and they were calibrated and checked several
times before, during, and after the test program. The 0 -4 3 psia
transducer was a high-precision device with an accuracy r-f t0.6 percent
of full scale based on experience. The other transducers had manufac-
turers' stated accuracies of tl percent of full scale.
Nozzle Calibration
The tunnel calibration for the tunnel stagnation pressures used 	 =
for these tests is shown in Figure 10. All of the data shown were
obtained from measurement of the stream impact pressure by probes
moving on the tunnel vertical centerline and from measurement of the
tunnel stagnation chamber pressure. The streamwise position of the
probe varied from 12 inches downstream of the leading edge to near the
trailing edge of the 30-inch model used in these tests. There was a
slight positive streamwise Mach number gradient which appears te . be
maximum for the lowest tunnel stagnation pressure (about C.lC per 13
inches). The values of Mach numbers used for these tests were 10.3
for pt = 350 and 10.4 for pt = 750 and pt = 1200 with an accuracy
Of ±0.10.
Test Conditions
The test stagnation conditions fcr this study were pt = 350, 750,
1200 Asia with a maximum deviation of ±3.0 Asia from the nominal value,
and T  from 17380 to 1873 0R. During a given run, T  varied no
more than 140R. Using the tunnel Mach numbers from the nozzle
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calibration for the above tunnel stagnation pressures, the following
ranges free-stream unit Reynolds numbers were obtained.
pt	Mw,	 Range of free stream
psia	 Unit Reynolds number per inch (R ,,/ x )
350	 10.3	 0.036 x 106 to 0.042 x 106
750	 10.4	 0.074 x 106 to 0.088 x 106
1200	 10.4	 0.12 x 106 to 0.14 x 106
The actual Reynolds number was calculated for each run and
used in the data reduction.
The model wall temperature (Tw ) varied during each run. For
the heat-transfer tests the maximum variation during a run was
80F. With an adiabatic wall temperature (Taw) near 16000 F, this
80 change is negligible. During boundary-layer survey and wall
pressure tests the wall temperature varied by about 1000 F.
The model was maintained parallel to the test section floor
for all the tests. Tunnel-flow angularity checks have shown that
the flow angularity on the model centerline was between 0.2 0 and
0.50 up onto the model surface.
Test Procedure
Four types of tests were conducted in this study: oil flow,
wall pressure, impact pressure surveys, and wall-heat transfer.
When the desired test conditions had been established for each test
a probe survey of the core of good flow was conducted to obtain the
31
tunnel Mach number. The model was then rapidly injected into the
stream from the sheltered position in the injection mechanism, and
the desired data were recorded. During the injection stroke, the
model traveled through the tunnel flow in less than one second.
Upon completion of the test, the model was withdrawn into the
injection mechanism and cooled by air jets (see Fig. 4).
A short series of oil-flow tests was conducted initially to
determine which end-plate configuration would provide a more
nearly two-dimensional flow over the entire instrumented surface.
For these oil-flow tests, just prior to starting the tunnel, a
mixture of 10 ce silicon oil and lamp black was dotted on the
model surface by a 1/8-inch-diameter felt tip applicator. The
oil dots were spaced approximately 1.5 inches apart over the entire
length of the model. The tunnel was started, preheated, and
test conditions were achieved with the model sheltered in the
injection chamber. The tunnel stagnation pressure for these tests
was 750 psis, and the model leading edge was sharp. When the
model was injected into the tunnel, the development of the oil-flow
pattern was watched via a closed circuit television. Once the
flow pattern had developed satisfactorily, the model was retracted,
and the tunnel was shut down. The oil-flow pattern was recorded
by photographing a mirror image of the model surface.
In the wall-pressure tests, after the modal was in the tunnel,
a continuous indication of the wall pressure was examined until
the pressure instruments had settled out. The pressure reading
was then recorded on the magnetic tape, and the scanner valve
advanced to the next port. This sequence was repeated until all
the pressure orifices had been read.
In the boundary-layer survey tests the scanner valve was set
on the port for the orifice under the probe. When the model had
come to rest in the tunnel, the impact pressure probe was driven
toward the model at a constant speed while data were being recorded
every few seconds. The probe speed was sufficiently slow and the
volume of tubes 2 and 3 with two transducers each was sufficiently
small that lag time for the pressure readings was negligible. When
tube 1 was about 0.75 inch from the model surface the probe was
stopped, and a continuous plot of the pressure readings was
examined until all pressures settled out. From 0.75 inch to
the model surface, the probe was moved a few thousandths of an
inch at a time, and the pressure readings were allowed to settle
out before the data were taken. When the model surface was reached
the fouling circuit signaled, and a data point was recorded to
establish the surface location on the reeordmd data. The probe was
then removed and the model was retracted. All during the rocerded
survey of the boundary layer, the probe was moved only in the
direction toward the model surface.
Just prior to injection of the model instrumented with
thermocouples for the measurement of heat transfer, a system of
"continuous" data recording was initiated. This "continuous"
data recording system records all data 20 times per second. This
mode of recording was continued until five seconds after the
model had come to rest in the tunnel at which time the test was
terminated.
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CHAPTER III
THEORETICAL METHODS
Calculation of Wall-Pressure Distributions
As was discussed in they Introduction, two different approaches
must be used to calculate the wall-pressure distribution behind a
leading edge of varying thickness. First there is the viscous
interaction theory for the sharp leading edge and second the
blast-wave theory for the blunt leading edge dominated flow field.
The approximate shock wave shapes for the three leading edges
of this investigation are shown in Figure 11. The shock wave
shapes for the two blunt leading edges were calculated by the
method of Reference 18, whereas the shock wave shape for the sharp
leading-edge configuration was measured by Townsend, et. al (Ref. 15)
at Mach 10.3. As the figure depicts, the d = 0.50-inch-diameter
leading edge gives rise to a strong shock wave with a large pressure
jump. The sharp leading-edge configuration, however, has a
weaker shock wave which is due to the displacexent effect of the
boundary layer alone. The theoretical methods of calculating the
wall-pressure distributions for the weak shock wave viscous-induced
interaction and the strong shock wave bluntness-induced interaction
are presented in this +action.
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The theory of Lees and Probstein (Ref. 1) for the prediction of
the pressures on a sharp leading-edge flat plate in a hypersonic
stream is for the weak interaction regime ( If.. !E:i ). The
measured wall pressures of the sharp leading-edge model in this
investigation are in the range of 0.6 4 R w IL- 2.9. Bertram and
Blackstock (Ref. 11) developed a method which is more applicable
at higher values of X„ .
In Reference 11 the followin g equation for the boundary-layer
thickness is obtained from the hy personic similarity solution of
I.i and Nagamatau (Re'. 19).
a = GK4jrn, T Mpw^Xt	 P.	 .x
Where
G^l.648 i^ ^ Tw + O. 35'Z 1 	
^21T.,w
for Npr = o.7ZS
Cw= ^
"` 7w
-
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K 4 I7, h, 
T
" I is an integral function that is plotted in Reference
11. In this formulation the pressure gradient is postulated to be
of the form pw ac xn . It is then assumed that the slo pe of the
outer edge of the boundAry layer is sufficient to determine the
local surfACe pressures. Differentiating Equation (1) with
res pect to x and substituting the hy personic interaction parameter
Xa , an equation for the hypersonic similarity deflection angle
is obtained.
Kb =N►^.dS = ^ Gx ^-rJ dl	 1 4)
d x x pw
	
7 VvlP.
For slender two-dimensional bodies in hy personic flow, the
tangent-wedge approximation gives
t
P.e - 
♦ 
r^ i^ KS + Yffs 1 t frqtr. K^	 (5)
An iterative-type solution of Equations (y) and (5) will give an
approximate prediction of the wall-pressure distribution. The
reason this method is more applicable at the higher values of
is that the full tangent wedge equation is used (5).
38
Generally in the weak interaction theories a power series for small
Ka is used.
When the flow over a flat plate is dominated by a blunt leading
edge, the theory of the decay of intense blast waves presents an
analogy that can be used to obtain surface pressures and the shock
shape. G. 1. Tallor first studied the sudden release of a fi.nit'
amount of energy at a point resulting in a spherical blast wave.
Others (Ref. 3) extended the work to cylindrical and planar blast
waves (for summary see Ref. 14). These studies revealed that the
law of propagation of an intense blast wave is
R = F (Y-) (^I
%3
 
Z-213	 16 )
for a planar wave. F is an undetermined function of Y , Pm is the
density of the undisturbed gas, T is the time, and E is constant
total energy of the explosion. A blunt flat plate in a hypersonic
stream may have a nose drag far greater than the afterbody drag.
That is to say, the flow field would be dominated by the blunt
leading edge. When this is the case, the energy E can be
identified with the nose drag (D). For the blunt flat plate,
considering only the surface of interest,
F - z	 ^=—d Ca per unit width 171
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where CD is the nose-drag coefficient (C D = 1.2 for cylindrical
leading edge). Setting 2'= %,, and substituting Fquation (7) into
equation (6), the shock shape for the blunt flat plate has the form
	
R ac C D 3 l x/d^ /3	 ( 8IA
In Taylor's model of the blast wave, to be consistent with the
functional forms for the pressure, density ratio, and the radial
velocity, it is necessary to assume the asymptotic form of the
Rankine-Hugoniot relations for a strong shock wave. The pressure
ratio across the shock wave must be large r= • P " l I ..l 7--t-P,.
Following the development of the theory by Baradell and Bertram
(Ref. 14) the shock pressure ratio is
z
P: 
= Z r Ms 	 ; ., zr M 2 rta17	
zr 
Mz 
d d]
	
19)p 7-t ;1 s t n	 r4.1	 'f=tl an d
where 9, is the shock-wave inclination with the frer stream.
Performing the indicated differentiation on Equation (8) and
assuming M^/t nilPw 	 the pressure distribution on a blunt flat
plate will have the form
G o
	 (io)
^ %/d
In Reference 14, Baradell and Bertram used a sonic-wedge-
characteristics-method calculation to fit Equation (10) to the
inviscid pressure distribution. The resulting equation is
1/3
Pw _ 0./87 E ^' (r-I) Xm Co t 0.74	 (llP„
where E $ I - (0•0o48/(r-09	 and is a correction term for
Y	 (see Ref. 11). Also in Reference 14 it was found that the
linear addition of the pressure increment due to local surface
angle on a curved plate and the blast-wave pressure increment
agreed satisfactorily with the characteristic theory. Therefore
on the blunt flat plate Bertram and Blackstock (Ref. 11) considered
the boundary layer to be growing under the influence of an
inviscid (blast wave) pressure gradient. The resulting viscous-
induced increment and the bluntness-induced increment were added
to obtain the wall pressure. Assuming a weak interaction viscous-
induced pressure increment, the resulting equation is
R^► 0.187E X- M2 C o /+01	 0.74 *1 YGXa, (^ZI[	
X^d ]	 ^ =^''^	 1tots( 
	V ' ^P
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where the last term is the viscous-induced increment which is a
function of p2/pm = ( pw/pM ) blast wave ( Equation 11).
Theoretical Boundary-Layer Profiles
It was considered necessary in this study to have a theoretical
calculation of the boundary-layer profiles for comparison -with
some of the measured profiles. A widely known compressible
laminar boundary-layer theory is the Van Driest-Crocco method
(Ref. 20). Klunker and McLean (Ref. 21) organized an iterative-type
solution to the boundary-layer equations. A quick comparison of the
Van Driest-Crocco and the Klunker and McLean profiles in the back
of each report shows that the results are nearly identical. The
Klunker and McLean method is easily programmed on the high-speed
computer and therefore has been used in this study.
In the Klunker and McLean method the two-dimensional compressible-
flow boundary-layer equations for steady flow, an isothermal wall,
and a zero-pressure gradient-are solved iteratively. The Blasius
similarity variable q = Y/X rR.o, is used to reduce the partial
differential equations to ordinary differential equations. The
continuity equation can then be solved for (pu) and integrated
by pp rts. The resulting equation is substituted into the
x-momentum and energy equations along with the function
$ _ (h - h e * - h,,), The following pair of differential equations
is obtained after nondimensionali4ing all flow properties with
respect to the free-stream values.
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d k d u ,, f
d h	 do	 j^`
u"
 t
a
= o 1, 3)
s
dA1.0 -101,
	,- Ne, J^  -N4 ^ de = - z N1.1, At d" (141d 17 Ni, d ri	 N do	 do
where
^ Pa u d^
0
All the coefficients in the above equations are functions of n.
However, an initial solution can be used to evaluate these coeffici-
ents and then by the method of successive approximations a solution
is readily obtained since the approximations converge rspidly.
The equations with constant coefficients are solved by integrating
factors.
The Klunker and McLean solution has been programmed on the
high-speed digital computer. In. the computer program the successive
approximations were continued until the change between two successive
approximations was less than tO.05 percent.
Whenever gas properties were needed in the calculations in the
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program, tables or thermodynamic properties of air were used. The
enthalpy table from the N.B.S. tables (Ref. 22) was used to determine
the temperature distribution from the calculated er,`•halpy distribution.
The Mach number was calculated using a table for the speed of sound.
The impact-pressure distribution was calculated using the perfect gas
Rayleigh-oitot equation. Chart 17 of Reference 23 reveals that any
imperfect gas effects on this equation are less than 0.5 percent for
the range of conditions occurring in this investigation. The Prandtl
number was also taken from a table in Reference 22.
r` rdinarily, viscosity is considered to be independent of the
pressure level. However, at low pressures, the viscous drag at a
surface has been found to decrease due to the slip flow of gas ]iyers
over adjacent surfaces. Figure 2 in Reference 24 shows that at a
pressure of 1 torr the decrease with pressure of the viscous drag is
Just starting and increases with increasing temperature. Grieser and
Goldthwaite (Ref. 25) undertook a careful study at low temperatures
and over a range of pressures. From V 	 measurements, the best
equation fit to the data at atmospheric pressure was
3/2	
-6 /b-.ter-
,u = 0.022,0?/T 8 6 
x /o ft2	 (IS^
over the temperature range of 144°R to 530°R. This equation is plotted
in Figure 12 along with the low-temperature Sutherland formula.
Grieser and Goldthwaite also determined the accommodation parameter
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"a" for the low-pressure data to be used in the Kurdt and Warburg
equation for the apparent viscosity p'. The equation is
'	 ,u P	 x161
.^(	 P + a µ
A curve for p' for a pressure of 1. mm of mercury is also shown in the
figure using the Grieser and Goldthwaite value of a. Also shown in
the figure are some data obtained by Johnston and others (Ref. 24) at
1.0 and 1.5 torr. The data and correlation agree within 3.3 percent.
This correlation was used in the program to calculate the viscosity.
Calculation of Skin Friction and Heat Transfer
Ber+-am and Feller (Ref. 9) showed that under certain assumptions
the ratios of local values of either skin-friction, heat-transfer, or
boundary-layer thickness to the corresponding zero pressure gradient
values are oroportional to the square root of the pressure ratio.
These proportionalities were drawn from the work of Li and Nagamatsu
(Ref. 19). The required assumpticns are a hypersonic Mach number at
the boundary-layer edge with the velocity nearly constant, linear
viscosity-temperature relation, p  ac z , Prandtl r,•1--r 1 1, and
isothermal wall. The constants of proportionality depend on the value
of n and the wall termerature. Bertram and Feller (Ref. 9) present
plots to determine the constants.
CHAPTER IV
DATA REDUCTION
Pressure Measurements
All pressure measurements were converted to the desired units on
the high-apttd digital computer by use of the e= erimentally determined
calibrations. The impact-pressure probe locations were determined by
use of the slide-wire calibrations and a zero location determined
from the fouling circuit.
Free-Stream Quantities
The free-stream Mach number was calculated from the probe
measurements of free-stream impact pressure and the stagnation chamber
Pressure. The ratio of these measured pressures along with the "Ames
Tables" (Ref. 23) for an ideal gas were used in conjunction with a set
of correction curves. The correction curves were derived from the
report on the thermody:zamic properties of equilibrium air by Erickson
and Creekmore (Ref. 25) and account for imperfect gas effects.
The stream quantities (per, T., and %) were calculated from
the Mach number, the "Ames Tables" and the correction curves. The
free-stream viaccaity p,. was calculated from Equation (15) of the
theoretical methods chapter.
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Boundary-Layer Profiles
To compute the velocity profile from the measured impact-
oressure data in the boundary layer, it was necessary to assume that
the static pressure across the boundary layer was equal to the
measured wall pressure. The Ravleigh-pitot equation was then used
to calculate a Mach number profile. The imperfect gas effects on
the Mach number value are less than 0.5 percent using this equation.
The theoretical total enthalpy distribution (ht ) from the Klunker
and McLean theory was available in the computer from the calculation
of the theoretical profiles. Then, using the one-dimensional adiabatic
energy equation,
s
Ht - h t i a	 (17)
the local static enthalpy (h), the speed of sound (a), and the local
static temperature were determined; h and a are functions of
temperature only and were available from the N.B.S. air tables (Ref.
22) stored in the computer memory.
The local skin friction (Cf) was obtained by plotting the
resetting velocity profiles and graphically determining the slope of
the tangent at the wall.
C s 
w j	 (iel
.tT ov
48
Reduction of Heat Transfer Data
The rapid injection of the "thin skin" model provides a sudden
eamosure to a heating environment. The heat transfer to the model is
determined by measuring the change with time (2') of the internal
energv of the skin. The equation used for the calculation of the
heat transfer is
iA = C. P t d Tw	 I^9Id7
where Cm is the heat capacity of the inconel sheet determined from.
the equation
CM =
 
0.000061) (Tw - 460) -*- 0.098 ^.R	 iZO
pm is the material density = 525.312 lb/ft 3 , and t is the plate
thickness.
A machine program of the method of least squares was used to fit
a second-degree polynomial to the temperature data at each location
in a 2-second interval. At the middle of the interval, the slope of
the polynomial was determined and was used in Equation (19).
The adiabatic wall temperature (Taw) was calculated from the
equation
aw
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where the reccvery factor r was assumed to be V'-N-pr- = 0.72. For
the purposes c, f this study, the heat-transfer coefficient was defined
as h =	 4q , and the Stanton number is then NST = —
m m
C . where
Taw - Tw	P
Co was assumed to be 0.24 Btu/lbm OR.
CHAPTER V
DISCUSSION CF RESULTS
Oil-Flow Tests
A short series of oil-flow tests was conducted initially to
determine what end plate configuration would provide a two-dimensional
flow in the area of interest on the instrumented surface of the model.
A series of photographs of the mirror image of the cil-flow patterns
are shown in Figure 13. Since the instrumented surface of the model
was in a plane perpendicular to the tunnel windows, after each oil-
flew test a mirror was placed in the tunnel to obtain an image that
could be recorded by photography.
Because of lighting problems, the camera was in a different
location and at a different angle relative to the mirror for the
shots cf the front and rear norticns of the model. This is the
reason for the skew appearance and varying model image size. To relate
the front and rear ncrtion photographs, the model centerline is noted
and the ccrresocnding locations in the two photographs are indicated.
The cil-flow pattern without the end plates installed is
presented in Figure lX a). A severe cross flew is observed to inter-
sect the model surface at approximately the model m.'dlength and feed
across the model toward the centerline. The origin of the cross flow
is the mounting strut.
5C
railing edge
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Figure 13.-- Oil-flow patterns.
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The cil-flaw pattern with end dates installed i't	 13(b)) did
not, flow pronerl ,y since many of the oil dots were Y, ,. smsl ; . ; t. F,
existing pattern does show, however, that the severe cross flow is
not present on the surface. However, a slight inward flow is seen
(long the model edge (near the end plate) especially very near the
leading edge.
Still another configuration was tried with one end plate installed
on the far side of the model and extending upward at an angle of 3CO
tc the plane of the model surface. In this configuration, the end
plate shielded the model surface from the interfer:nze field of the
strut. The resulting oil pattern (j. 13(c)) shows an inward flow
near the leading edge on the far side which is quickly damped out.
For the rest of the model length, the flow near the edge is outward
off the date surface. All of the disturbed flow occurs along the
far row of oil dots. The oil dots on the near side of the model (not
shown in the ohetogranhs) showed a pattern similar to that of the far
side. The flow near the center of the plate was parallel.
Cn the basis of these results the configuration of one end plate
directed uoward on the far side shielding the plate from the strut
interference field was used throughout the pressure and heat-transfer
tests. It is believed also that the flow along the model centerline is
two-dimensional and is representative of the flow over an infinitely-
wide flat elate.
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Pressure Distributions
The bluntness effect on the wall-pressure distribution is shown
in Fi4-m-c 14 where ow/p,,, along the model centerline is plotted as
a function of x for three unit Reynolds numbers. The overall
accuracy of these data is believed to be ±9 p ercent (6-percent trans-
ducer accuracy and 7 percent due to the tunnel Mach number accuracy).
The modified blast wave theory of Bertram and Blackstock (Eons.
11 and 12) is generally in good agreement with the pressures behind
the C.50-inch-diameter leading edge where the bluntness-induced effects
are aominan,. The 0.063-inch-diameter leading-edge data are slightly
below the sharp
 leading-edge data for the lowest unit Reynolds number
case, but as the unit Reynolds number is increased, the two sets cf
data draw closer together and cross at the highest unit Reynolds
number. The viscous-induced pressure rise decreases as the unit
Reynolds number increases because of boundary-layer thinning, whereas,
the bluntness-induced pressure rise, blast-wave effect, is insensitive
to unit Reynolds number. Thus, the data suggest that at the lowest
unit Reynolds number, the viscous-induced pressure rise on the sharp
leading-edge model is greater than the combined pressure rise due to
bluntness and any boundary-layer displacement effect on the 0.063 -inch-
diameter leading-edge model between 93 and 469 diameters from the
leading edge. The data appearing in Rz!erences 7, 8, 13, and 15 show
that; generally slight leading-edge bluntness increases the surface
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Figure 14, Bluntness effects on wall pressure distributions.
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Pressures, but none of these references have much data in the range
of the present data C d ? 93 and 2400 S Rd
d ! 8200 .
A comparison of the sharp leading-edge wall-pressure distributions
with the Bertram and Blackstock theory (E:ns. 4 and 5) for predicting
viscous-induced pressures is also shown in Figure 14. This theory is
below the data at all Reynolds numbers with the largest difference
being about 25 ,percent at the lowest unit Reynolds number.
The slight tunnel flow angularity discussed in the Test Conditions
section of Chapter II may account for between five and twelve percent
of this difference; however, the greater part of the difference is
unexplained.
The sharp and 0.063-inch-diameter leading-edge model pressure
distributions tend to increase slightly on the rear 113 of the model,
but the oil-flow patterns and the lateral pressure distributions did
net indicate any model edge effects in this region. There does appear
to be a mcdel trailing-edge effect over the last two inches of the
model.
Impact-Pressure Profiles
The results of the impact-pressure surveys for the sharp leading-
edge model and the three test unit Reynolds numbers are shown in
Figure 15. Near the wall the data shows the large impact-pressure
gradient typical of the laminar boundary layer. Cstside of this
region, the impact-pressure ratio for the front probe (see Fig. 15(a))
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increases as the :)robe approaches the shock wave (in particular the
R" x= C.54 x 106 data). Fcr y = 2.72 and beyond, the probe was
outside of the leading-edge shock wave and measured the free-stream
impact pressure.
Since several different range transducers were used to obtain
each orofile, the accuracy of the data across the boundary layer will
vary. The maximum accuracy for the pressure ratio was within t7
percent. The accuracy in the probe location measurement is within
±C.004 inch from the model surface to y = 1.0 inch and tC.Cl inch
beyond. The pressure ratio (pt3/ow) at the wall should be 1;
however, as the probe approaches the wall, the data approaci; a value
of about 1.5. This is due to viscous effects which are indicated by
a very low local Reynolds number based on orifice height and wall-
probe interference. The viscous effects were studied by MacMillan
and are referred to in the boundary-layer probe section of Chapter II.
No attempt has been made to correct these data using MacMillan's work
due to the differences in the test conditions and other unknown effects
such as wall probe interference. These data near the wall are very
evident on the velocity profile plots and this matter will be consid-
ered in the velocity profile discussion. These data must therefore be
recognized as being subject to the above-mentioned conditions and
should not be used in evaluating boundary layers.
Figure 15 shows that the Klunker and McLean boundary-layer theory
(Ref. 21 (see Chapter III)) based on free-stream conditions adequately
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Predicts the measured impact oressure profiles from the wall out to
the region of nearly constant impact pressure. Cutside the boundary
layer cn a sharp leading edge model with a nearly straight shock, the
impact pressure is fairly constant; thus, while the boundary-layer
edge is difficult to establish from the impact-pressure profiles, the
start of this region of constant impact pressure must be in the
vicinity of the boundary-layer edge. As was stated in Chapter III,
the Klunker and McLean theory assumes the wall pressure is constant.
However, the sharp leading-edge model has a small pressure gradient
(F6. 14). Nevertheless, the theory based cn free-stream conditions
(M00 = 1C.40 is in good agreement with the impact-pressure profiles
in the boundary layer. The probe measurements indicate a rather
substantial change in Mach number fr-im the free-stre&m value of 10.4
to the boundary-layer edge values of 7.82 to 9.39. Hayes and Probstein
(Refs. 27 and 28) demonstrated the existence of an independence
principle for hypersonic boundary layers. In essence, this principle
says that for given wall-pressure and wall-temperature distributions
and a given (and nearly constant) boundary-layer edge velocity, the
solution or orcfiles in the principal part of the boundary layer (the
whole boundary layer except fcr the extreme cuter edge) are independent
cf the boundary-layer edge Mach number. The requirements for this
principle to apply are a perfect gas and hypersonic flow outside of
the boundary gayer. Apparently in the present test conditions, t%e
wall-pre^,su:e gradient is sufficiently small and the boundary-layer
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edge velocity is sufficiently close to the free-stream value that the
zero-pressure gradient theory of Klunker and McLean is an accurate
solution in the principal part of the boundary layer behind the sharp
leading edge.
The imoact-pressure profiles for the 0.063-inch-diameter leading-
edge model are presented in Figure 16. A theoretical profile resulting
from the Klunker and McLean boundary-layer theory for a sharp leading-
edge model is also presented. The blunt leading-edge data In not
have as large an impact-pressure gradient as the sharp
 leading-edge
profiles. The outermost data points 28.22 inches behind the blunt
leading edge (Fig. 16(b)) show an extended region of slightly varying
impact pressure. This is as compared to approximately 2 inches of
constant impact pressure the same distance behind the sharp leading
edge (Fig. 15(b)).
It is impossible to determine a boundary-layer edge from the
impact-pressure orofiles for the 0.063-inch-diameter leading-edge
model. However, the data for p t3
/p
w
 7 35 in the nearly linear
portion of these profiles are hypersonic. Therefore, it may be argued
that the orofiles should compare with the sharp leading-edge profiles
according to the previously stated independence principle. However,
Hayes and Probstein (Ref. 27) conclude that similitude may not be
extended to the viscous-flow regime for a blunt body since at the nose
the inviscid flow is far from hypersonic (local velocity perturbations
are large), and results in an entropy layer adjacent to the body.
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Figure 16.— Impact pressure profiles for d = 0.063—inch model.
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Comnaring the impact-pressure profiles of sharp and o x63-inch-diameter
leadings seems to support this conclusion.
The imoact-pressure profile data for the C.50-inch-diameter
leading-edge model are presented in Figure 17. These data have a
region of nearly constant imoact pressure outside the boundary layer
much the same as the sharp leading-edge data. The beginning of this
region indicates the vicinity of the boundary-layer edge. One of the
effects of the blunt leading edge is the reduced level of impact
pressure in this region and, therefore, at the boundary-layer edge.
The Rayleigh-pitct equation was used to obtain the boundary-layer
edge Mach number (Me ) from the measured impact to wall pressure
ratio. The ideal gas relationship
_ (r+i) M 	 4-; 	i
p	 (r-i)M'_ f-z zr^^- (Y-/}
^G
was then used to calculate the boundary-layer edge total pressure
(Pt ). At all unit Reynolds numbers and probe locations, this total
e
pressure was equal to the free-stream impact pressure. Therefore, all
the boundary-layer streamlines must have passed through the normal
shock portion of the bow wave.
Outside the region of constant impact pressure, the impact
oressure increases as the shock wave is approached indicating the
influence of the curved portion of the bow wave.
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Total Enthalpy Profile
To obtain the velocity profiles from the measured impact-
pressure profiles, as mentioned in Chapter IV, it was necessary to
determine a total enthalpy distribution. In Figure 18 three sample
total enthalpy distributions are shown as a function of T6 (the
Blasius similarity variable). A constant total temperature or
constant total enthalpy profile is very often assumed when the wall
temperature is near the adiabatic wall temperature. In the present
tests, the wall temperature was much lower than the adiabatic wall
temperature, and both the Klunker and McLean theory and the often-
used laminar Crocco equation indicate a large difference from the
constant total enthalpy distribution. The two theories agree closely.
All measured velocity profiles presented in this report have been
obtained using the Klunker and McLean theoretical total enthalpy
distribution.
Velocity Profiles
The velocity profiles for the two probes on the sharp leading-
edge model at each unit Reynolds number are presented in Figure 19.
In these figures, the local to free-stream velocity ratio is plotted
against the Blasius similarity variable
	
The data points very
near the wall are influenced by the very low Reynolds number and wall
probe interference effects pointed out previously and will, therefore,
be neglected entirely throughout the rest of the discussion.
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The accuracy of the distance parameter i^ o is within ±5 percent
for the boundary-layer nrobe data. The accuracy of the velocity ratio
due tr measurement errors alone increases from 4 percent at the first
"good" -:, oint to less than 1 percent at the boundary-layer outer edge.
The assumed theoretical total enthalpy distribution between the
wall and the boundary-layer edge (where the total enthalpy is known)
is believed to be adequate for obtaining the local velocities in the
boundary layer even for the blunt leading-edge configurations. The
"good" data point nearest the wall (y-:- C.125 inch) has a theoretical
total temperature of 975 ±50°R for all leading-edge configurations.
It will be shown later that the Klunker and McLean theoretical values
of heat transfer are a maximum of about twenty-six percent below the
measured heat transfer for all the configurations of this study. To
establish a maximum possible deviation in the total temperature at
this first "good" point, a change of 1CC°R cr about 11 percent of
the total temperature wP found to be sufficient tc obtain a change
in slope at the wall of the nearly linear total temperature distri-
bution of about 26 percent and, therefore, a 26 percent variation of
the heat-transfer rate. At other locations in the boundary-layer,
total temperature differences of more than 11 percent would not be
expected since the actual total temperature and total enthalpy
distributions must converge to the same end points as the theoretical
distributions.
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The calculation procedures and equations used to calculate the
velocity from the measured pressures and the assumed total enthalpy
distribution are believed to be the most exact fir air. The overall
accuracy for the velocity then becomes t10 percent including possible
differences in total enthal py and measurement errors.
The sharp
 leading-edge data agree with the theory within the
above stated accuracies (Fig. 19). The data outside the boundary
layer are slightly different from a velocity ratio value of one as
would be expected from the differences in the impact-pressure ratio.
The velocity profiles for the C.063-inch-diameter leading-edge
model are presented in Figure 20 along with the Klunker and McLean
sharp
 leading-edge theory as a reference profile. The data show two
regions of different velocity gradients. For r^ . < 20, there is a
region of relatively large velocity gradient which is less than the
sharp leading-edge gradient. For values of r6
 greater than about
30, the velocity increases slightly with increasing r^ .. In Figure
20(a), for the R,,,, X= 0.59 X 106 data, r. = 32 corresponds to
Y = 0.604 inches. In Figure 16(a) the impact-pressure profile for
this survey shows that at y = 0.604 inch, the region of the largest
impact-pressure gradient is just starting. Thus, the outer region
of small velocity gradient is a region of large impact-pressure
gradient. In the usual sense, the boundary layer is considered to
be the region adjacent to the wall where there is a large velocity
gradient and, therefore, a region of viscous shearing. On this
72
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basis then the boundary-layer edge would be in the vicinity of
32 for this cenfiguration. Therafore, much of the impact-
pressure variation occurring in the flow field adjacent to this
model occurs outside the boundary layer. The streamlines just out-
side the boundary layer must have passed through the curve portion of
the leading-edge shock .rave and an entropy gradient exists in this
region.
The velocit y profiles for the C.5C-inch-diameter leading-edge
model are presented in Figure 21. The measured profiles are surpris-
ingly close to the theory except that the large blunt leading edge
has caused a considerably lower boundary-layer edge velocity. The
boundary-layer edge for the R,, 
, X= 0.57 X 106 profile occurs at
noo = 30. This corresponds to y = C.58 inches in Figure 17(a) at the
start of the region of constant impact pressure.
The typical bluntness effect on the velocity profile is shown
in Figure 22 where the profiles for the three leading-edge configura-
tions for a given free-stream Reynolds number are plotted. The very
blunt leading edge generally appears to have the steepest velocity
profile near the wall while the boundary-layer thickness is nearly
the same as for the sharp leading-edge configuration. The slight
blunting decreases the velocity gradient and thickens the boundary
layer.
Static Temperature Profiles
Sample static temperature profiles behind the three leading
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edges are shown in Figure 23. As previously mentioni-d, the data points
near the wall are in the region of very low probe Reynolds number and
have, therefore, been deleted from the olut. The sham leading-edge
data compare fairly well with the Klunker and McLean theory based on
free-stream conditions exce pt near the boundary-layer edge. The
orefile for the C.063-inch-diameter leading-edge model shows a some-
what higher maximum static temp erature with the p eak located further
from the surface than forthe profile for the sharp leading-edge model.
The ° ,.rcfile for the 0.5C-inch-diameter leading-edge model has a
maximum static temperature only slightly lower than the sharp leading-
edge model. It must be remembered, however, that these static
temperature -)rofiles are obtained from the experimental Mach number
distribution and the Klunker and McLean theoretical total temperature
distribution with an overall accuracy cf 13 percent.
Velocity Profile Similarity
The velocity profiles for the shar p leading-edge model are
similar in rlm by virtue of the agreement with the similarity
solution of the Klunker and McLean theory. The Blasius similarity
variable r6 allows for boundary-layer growth. It can be thought
of as r. = y/g(x) where g(x) = x,/ A7. To have similarity,
the f)llowing equality must hold
k. ) 361 _ U l ;Kj A ue (X,)
	 —	 ue (xs)
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When the induced pressure gradient is sufficient to affect the
boundary-layer growth, the velocity profile would not be expected to
be similar in no . However, the velocity profiles may still exhibit
similarity. If any profile similarity exists, it must show up in
the form of u/ue versus y/b.
An often-used definition of the boundary-layer thickness is
b = y where the velocity is 99.9 percent of the velocity outside
the boundary layer. However, the 0.063-inch-diameter leading-edge
model had a slightly varying velocity outside the boundary (see
Fig. 21), and it would be impossible to determine 0.999 us. Therefore,
e boundary-layer quantity b' was defined as the point where a
straight line fairing through the linear portion of the velocity
profile crosses a straight line fairing through the velocity data
points outside the boundary layer. This point was also used to
define an effective boundary-layer edge (u e ) velocity.
In Figure 24 the velocity ratio, u/ue, is plotted versus
y/b' for three different Reynolds numbers on the sharp leading-edge
model. The data show, as expected, that the velocity profiles are
similar in y/b'. However, the velocity ratio is not unity at
y/b' = 1. This is because b' is not the usual boundary-layer
thickness.
In Figure 25, the 0.063-inch-diameter leading-edge profiles
are seen to exhibit similarity within the accuracy of obtaining b'.
Since similarity is exhibited for different unit Reynolds numbers
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and different probe locations, then b' or g(x) must be a function of
R-,d and x/d. The same conclusion is reached for the 0.50-inch-
diameter leading-edge model. The similarity profiles are presented
in Figure 26 for this configuration.
For the same probe location and free-stream unit Reynolds number,
the effect of bluntness on the similarity of the velocity profiles
can be seen in Figure 27. It appears that for y/b' less than
approximately 0.6, the velocity profiles do exhibit similarity.
Thus, even though there is a large entropy increase for the
bluntest leading edge and a pressure gradient, the inner portion of
the boundary layer conforms to the zero-pressure gradient shape.
This suggests a universal relationship for g(x) involving R ao,d and
x/ d.
Boundary-Layer Thickness
Creager (Ref. 29) found good agreement between his Mao = 4.0
boundary-layer thickness data and a theoretical equation from Lees
and Probstein (Ref. 1) that was altered to account for the finite
leading-edge thickness. Creager's equation was
d {^•,d = M ( I t 0. 332 (Y'- 1) t	 M; Gw FX  . '2^!
.	 m
To compare the present test results with this equation required
locating the boundary-layer edge, as defined by Lees and Probstein,
to be the location of u/ue = 0.999. In Figures 24 and 26, the
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similarity profiles become tangent to the u/ue = 1.0 line and thus
the y value for u/ue = 0.999 was easily obtained. In Figure 25
the profiles showed the slight velocity gradient outside the boundary
layer. In an attempt to select a boundary-layer edge value that
could be compared with the other data of the present tests, a
straight-line fairing of the velocity data outside the boundary
layer was assumed to be analogous to the u/u e = 1.0 line. The
tangent point of the data with this fairing was picked as the
boundary-layer edge. These data are compared with a plot of
Equation (22) in Figure 28. The agreement of the boundary-layer
thickness data for the present tests with Creager's equation
(Eqn. 22) is surprisingly good considering the difficulty in
determining the boundary-layer thickness. Creager's (Ref. 29)
data showed that the boundary-layer thickness is proportional to
the square root of x for 0.6 c % c 15.5 at Mach 4 behind
cylindrical leading edges. The present data show that ,5 cc C for
30'` x/d c 14,000 at Mach 10.4 for cylindrical leading edges.
Skin Friction
The nearly linear portions of the velocity profiles were
faired to the origin, and the slopes of the fairings at the wall
were used to obtain the skin friction (Eqn. 18). A sample plot
and fairing is shown in Figure 29. As can be seen in the figure,
the previously discussed data points near the plate have not been
considered in the fairings. Also in the previous discussion about
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the velocity profiles, it was noted that at the first "good" point
the accuracy was t 10 percent in the velocity and 0.004 inch in
the y dimension. If the velocity profile is linear from the first
"good" point to the wall, then these maximum errors will result in
an accuracy of 14 percent in the slope at the wall.
The graphical method used to obtain the slope decreases the
accuracy level. The slope of some of the profiles was obtained
several times with a maximum variation of 5 percent. It is believed
that the maximum overall accuracy of (a u
^"a y) is t 19 percent.
The local skin-friction coefficient (C f) based on the free-
stream dynamic pressure is plotted in Figure 30 as a function of
free-stream Reynolds number. The accuracy in the skin-friction
coefficient is about 20 percent Since the accuracy in p.0 (4 ^ is
4 percent. The sharp leading-edge model data compare favorably
with the Klunker and McLean theory as would be expected. The data
for the 0.063-inch-diameter leading-edge model fall below the sharp
leading-edge model data. The impact pressure and velocity profiles
(see Figs. 16 and 22) revealed that the leading-edge bluntness
altered the flow field, thickened the boundary layer, and decreased
the slope of the velocity profiles. The skin-friction values
reflect this effect. A further blunting of the leading edge increased
the skin friction as suggested by the velocity profiles (Fig. 22).
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Figure 29.- Velocity profile and slope for 0.063-inch-diameter
leading-edge model and k x 0.59 X 106 , x = 15.0 inches.
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Figure 30.- Local skin friction.
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Heat Transfer
All of the heat transfer data were reduced to the form of
Stanton number (Nsr.). The accuracy for this quantity is t9 percent
which includes the accuracies for the material properties stated in
Chapter II, the repeatability of the measured temperatures, and the
accuracy of the free-stream Mach aumbers, stagnation pressures, and
stagnation temperatures. The accuracy value stated above does not
include heat-conduction effects.
A finite difference approximation was applied to the measured
wall temperatures to determine the heat conduction in the plate at
the time the heat transfer values were obtained. The maximum heat
conduction obtained was less than 0.50 percent of the absorbed
energy. This conduction took place in the stream direction. At the
stations where thermocouples were in a row perpendicular to the
stream direction, the calculated heat conduction laterally was
approximately one-third of the above value. Thus, no conduction
correction was applied to the measured data. In addition, the
contribution of radiant heat transfer to the model was evaluated.
In the tunnel, the model (instrumented plate) was parallel to the
tunnel floor and perpendicular to the tunnel side wall that supports
the quartz schlieren windows. At certain wave lengths quartz has a
high emissivity. The spectral emissivity of quartz, in general, is
available; however, the spectral emissivity for the particular quartz
used in the windows is not known. The temperature history of the
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windows during the present tests was not measured; nevertheless,
previous measurements show that the outside window temperature under
similar conditions has not exceeded 3000 F. A conservative estimate
of heat transfer from the tunnel wall boundary layer and an approxi-
mate value of shape factor were used to calculate a radiant heating
to the model. The resulting radiant heating was about 7 percent
of the lowest model heating and 1 percent for the highest model
heating rate.
The heat transfer data for the sharp leading-edge model are
presented in Figure 31. The data are presented in the form of NSTa,
versus Rao.x and some of the data are shown "corrected" for the
pressure effect ( NsT,o/tr .-p-- j(darkened symbols). This "coriaction"wl
method due to Bertram and Feller (8) was discussed at the end of
Chapter III. Also presented in Figure 31 is the Klunker and McLean
theoretical prediction for the present test conditions (K 3 = Pw/P = 1
for the theory) and a fairing of the "uncorrected" data parallel to
the theory. The "uncorrected" data correlate nicely and seem to
have the same slope as the fairing and the Klunker and McLean theory.
The difference between the fairing and the theory is about 19 percent,
which is more than the sum of accuracy plus the possible radiant
heat transfer to the model. Thus, it appears that the induced
pressures have caused an increased heat transfer.
The corrected heat transfer data have a slightly smaller
slope than the theory and, in fact, cross the theoretical prediction.
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The change in slope is due to the change in pressure with x. The
corrected data are nevertheless in good agreement with %,he theory.
The bluntness effect at each free-stream unit Reynolds number
on the heat transfer data (uncorrected) is shown on Figure 32.
At each free-stream unit Reynolds number the 0.063-inch-diameter
leading-edge model data are lower than the sharp leading edge data
similar to the skin friction data.
In the discussion of the temperature profiles, it vas pointed
out that the peak in the boundary-layer temperature distribution
for the 0.063-inch-diameter leading-edge model was higher and
further from the model surface than for the sharp model (see Fig. 23).
Although the peak is higher, the heat transfer data indicates that
the slope at the wall must be less.
The heat transfer data for the 0.50-inch-diameter leading-edge
model is generally above the data for the sharp model. Thus, pro-
gressively blunting the leading edge first decreases the heat
transfer and then causes an increase in heat transfer. Neal (Ref. 13)
found a similar bluntness effect at M..= 6.8. The 0.50-inch-
diameter leading-edge model data is about 26 percent above the
Klunker and McLean theory as was postulated in the discussion
regarding the assumed total enthalpy distribution.
Reynolds Analogy Factor
The Reynolds analogy is very often used to obtain skin-friction
information from heat-transfer data. For the present test conditions,
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Figure 32.- Bluntness effect on heat transfer
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the Klunker and McLean theory predicts that the ratio of Stanton
number to one-half the skin-friction coefficient ( Reynolds analogy
factor) has a valuo of approximately 1.34• The well-known Colburn
modification to Reynolds analogy, 2NST/Cf = Npr 2/3 gives a value
of 1.25. In Figure 33, the experimentally determined Reynolds
analogy factor ( based on local conditions) is plotted as a function
of the free-stream Reynolds number. The heat transfer and skin-
friction data based on free-stream conditions were modified to
local conditions by the following equation:
AST? M?
F:r7'rv__
71w00	 Tw NsT.
C4 Z12
_
Mw T w, - Tw ^^^z
where MI, T1, and Tawi are computed for conditions at the boundary-
layer edge (b) using the probe data and the methods previously
discussed. Since there is no correction method available for the
pressure effe ct on the thermal conductivity, the skin friction
coefficient used to determine Reynolds analogy factor was computed
without the pressure effect on viscosity (Eqn. 15). These data
have an overall accuracy of t 22 percent.
The average v2luea of the Reynolds analogy factor for the
sharp and the 0.063-inch-diameter leading-edge data are about 1.51
and 1.53 respectively. Increasing the leading-edge bluntness to
0.50 inch reduces the average value to about 1.22. There appears
to be no consistent Reynolds number effect for these data. The
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pressure distributions for the leading-edge configurations of the
present tests showed that the level and gradient for the sharp and
0.063-inch-diameter leading-edge models were similar and while the
gradient for the 0.50-inch-diameter leading-edge model was relatively
large the level at the trailing edge of the model was close to the
sharp model distribution. Thus the present data suggest that the
Reynolds analogy factor is related to the exponent n of the power
law variation of the wall-pressure distribution (pw a X" ).
The average Reynolds analogy factor for the sharp leading-edge
data is 12.7 percent greater than the Klunker and McLean theory pre-
diction. While this difference is less than the overall accuracy,
the data are consistently above the theory. The reason for this
difference is not known at present.
.
CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS
A program has been undertaken to examine the effect of leading-
edge thickness on the laminar flat-plate boundary layer in a
nominal Mach 10.4 stream. The model for the experimental part of
the program was a 30-inch flat plate with cylindrical leading edges
0.002, 0.063, and 0.50 inches in diameter. The unit Reynolds
number was varied from 0.04 x 10 6 to 0.13 x 106 Der inch. The
experimental program consisted of oil-flow tests to determine the
local flow direction on the plate 9 1,rface near the centerline for
various and plate configurations, measurement of the heat transfer
and wall pressure distributions, and impact-pressure surveys of
the boundary layer at two locations on the model centerline. The
boundary layer velocity profiles, local skin friction, boundary
layer thickness, and Reynolds analogy factor were calculated from
the measured data and examined in this program. The results of
this experimental program and comparisons with theory support the
following conclusions:
(1) At the lowest unit Reynolds number tested, the viscous-
induced pressure distribution on the sharp leading-edge model was
slightly greater than the bluntness- and viscous-induced pressure
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distribution on the 0.063-inch-diameter leading-edge model 93 to
469 diameters from the leading edge. Increasing the unit Reynolds
number decreased the general level of the data due to boundary
layer thinning. The level of the viscous-induced pressures for the
forward portion of the sharp leading-edge model at the highest
unit Reynolds number was lower than the bluntness- and viscous-induced
pressures of the 0.063-inch-diameter plate.
(2) The impact-pressure profiles for the sharp leading-edge
model in a boundary-layer induced pressure gradient agreed with
the zero-pressure gradient theory of Klunker and McLean based on
free-stream conditions. This agreement supports the hypersonic
boundary-layer independence principle of Hayes and Probstein. A
low pressure correction for viscosity was used in the theory.
(3) The bluntness effect of the 0.063-inch-diameter leading
edge resulted in a thicker boundary layer than for the sharp
leading edge with an entropy gradient encompassing the boundary layer
and much of the external flow.
(4) The 0.50-inch-diameter leading-edge impact-pressure
profiles indicated that within 58.5 diameters of the leading edge
the boundary-layer edge total pressure is equal to the free-stream
impact pressure, and, therefore, the boundary-layer streamlines have
passed through a normal shock.
(5) The velocity profiles and local skin friction coefficients
for the sharp leading-edge model agreed with the Klunker and McLean
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theory. Going from the sharp leading edge to the 0.063-inch and
0.50-inch-diameter leading edges first decreased and then increased
the slope of the velocity profiles and the local skin friction.
(6) A plot of boundary-layer velocity profiles nondimensionalized
by the experimental outer edge velocities and characteristic boundary-
layer lengths revealed similarity for all the profiles regardless of
leading-edge bluntness for the inner 60 percent of the boundary
layer. A correlation of boundary-layer thickness for all leading
edges Was good.
(7) The heat transfer data for the sharp leading-edge model
were somewhat above the Klunker and N Lean theory, and a pressure
correction due to Bertram and Feller adequately modified the data.
Progressively blunting the leading edge had the same effect on the
heat-transfer distributions as was found for the local akin friction.
(8) The Reynolds analogy factor based on local conditions
2NSTi /Cfi was approximately 1.53 for the sharp leading -edge data,
1.51 for the 0.063-inch-diameter leading-edge data, and 1.22 for
the 0.50-inch-diameter leading-edge data. The Reynolds analogy
factor was found to be - function of the exponent n of power
law variation of the wall pressure distribution.
While these conclusions are limited to the range of parameters
for which data was obtained in this investigation, there is no
reason to believe that these conclusions are not indicative of the
trends behind sharp and blunt leading edges in hypersonic flow.
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There are, however, interesting problems brought to light by this
investigation and still to be considered. They are:
(1) What is the full range of diameters from a blunt leading
edge and Reynolds number based on leading-edge diameter where the
wall pressure is lower than the viscous-induced pressures on a
sharp leading-edge model How can these distributions be predicted?
(2) Will a zero-pressure gradient boundary-layer theory
satisfactorily predict the boundary-layer profiles behind a sharp
leading-edge in a strong interaction viscous-induced pressure
gradient?
(3) How far behind a blunt leading edge does the entropy
gradient become important to the boundary layer profiles?
(4) How can the boundary-layer profiles be calculated in such
a flow field?
(5) What is the relationship between Reynolds analogy factor
and the pressure gradient?
(b) To what extent does this dependency remain independent of
leading-edge diameter?
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