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There is extensive evidence that exposure to air pollution has both acute and
chronic effects on human health. However, pollutant concentrations within the
urban environment are highly variable in space and time, and thus the personal
exposure of people can also differ considerably. Especially traffic-related pollu-
tants, such as NOx, black carbon (BC) and ultrafine particles (UFP), show a high
variability in concentrations at the street level. Traditionally, exposure to air pollu-
tion is evaluated with measurements at fixed monitoring stations. However, these
measured concentrations are not always representative for the surrounding area.
The use of portable devices makes it possible to perform mobile measurements and
to generate additional data at locations where stationary measurements are lack-
ing. As such, mobile monitoring can be used to map the variability in street-level
concentrations people are actually exposed to.
Mobile monitoring is increasingly used and can lead to air quality data at a high
spatial resolution, yet, at the expense of the temporal coverage. Given the high
temporal variability of urban air quality and the limitations in temporal coverage
of mobile monitoring, the methodology can be questioned and evaluations thereof
are lacking in literature. In this thesis, the potential of mobile monitoring to map
street-level exposure to urban air pollution at a high spatial resolution is assessed.
Tools and methods to gather, process and extrapolate such data will be developed
and evaluated.
Material and methods
To evaluate the potential of mobile monitoring methodologies, two measurement
campaigns were set up in the city of Antwerp, Belgium. The first campaign is a
targeted mobile monitoring campaign. In this campaign, two predefined routes (2
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and 5 km long) were repeatedly monitored, and a total of 256 and 96 runs along
the two routes were obtained over a period of 4 weeks. The second campaign is
an opportunistic mobile monitoring campaign. City guards measured BC during
their daily routines over a period of one year. As a consequence of their working
routines, there is no control over the followed route and the campaign has an
unstructured set-up.
The opportunistic measurement campaign is further used to develop land use
regression models to obtain pollution maps with a more complete spatial and
temporal coverage. Different regression techniques, both linear and non-linear,
are evaluated for a spatial model, and finally a spatio-temporal model is built to
estimate trip exposure.
Results and conclusions
Based on the extensive targeted campaign, it is shown that the mobile measure-
ments converge to a typical pattern when using a carefully developed methodology.
This shows that mobile monitoring is a suitable approach for mapping the urban
air quality at a high spatial resolution, and can provide insight into the spatial
variability at a resolution which would not be possible with stationary monitors.
However, a large number of repeated measurements are still required to obtain
representative results. A careful set-up is needed with a sufficient number of rep-
etitions in relation to the desired reliability and spatial resolution, depending on
the aim of the campaign. Specific data processing methods such as background
normalisation and event detection are applied.
A possible way to gather a large number of measurements is to make use of exist-
ing mobile infrastructure or people’s common daily routines to move measurement
devices around, which we defined as opportunistic measurements. With the col-
laboration of the city wardens of Antwerp, we were able to gather a unique dataset
showing the potential of opportunistic mobile monitoring. The opportunistic ap-
proach can identify broad spatial trends of the urban air quality over a wider area,
enabling applications including hotspot identification, personal exposure studies,
regression mapping, etc. But, the results also emphasize the need for repeated
measurements and careful processing and interpretation of the data. This study
also shows the potential of participatory and crowdsourcing campaigns to gather
air quality data.
Mobile monitoring typically does not result in city-wide pollution maps with a full
spatial and temporal coverage. Based on the data from the opportunistic measure-
ment campaign, LUR models are built to predict the street-level exposure to BC.
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Different types of models (both linear and non-linear) are compared and evalu-
ated in an as opposed to many studies in literature accurate manner using spatial
cross-validation. For the first time, a spatio-temporal model was developed that
can predict dynamic trip exposure based on opportunistic measurements. Expo-
sure estimates were more accurate than estimates based on a fixed site monitoring
station and a spatial LUR model, and can be used to estimate exposure of cy-
clists or pedestrians to traffic-related pollution based on only a GPS track. The
results demonstrated the potential of the spatio-temporal LUR model as a first
step towards a real-time dynamic pollution map that can be updated based on
real-time measurements. Such real-time pollution maps can be used for providing





Blootstelling aan luchtverontreiniging heeft een duidelijke, negatieve impact op de
menselijke gezondheid. In de stedelijke omgeving zijn de concentraties van ver-
schillende polluenten echter zeer variabel in ruimte en tijd, en de individuele bloot-
stelling kan dus ook aanzienlijk verschillen. Specifiek verkeersgerelateerde pollu-
enten, zoals NOx, zwarte koolstof (black carbon, BC) en ultrafijne deeltjes (ul-
trafine particles, UFP), vertonen een grote variabiliteit in concentraties op straat-
niveau. Traditioneel wordt de blootstelling aan luchtverontreiniging gee¨valueerd
op basis van metingen in stationaire meetstations van de overheid. Deze meet-
stations geven zeer accurate metingen, maar door hun beperkte verspreiding zijn
ze niet altijd representatief voor de hele stedelijke omgeving. Het gebruik van
draagbare meettoestellen maakt het mogelijk om mobiele metingen uit te voeren
en data te verzamelen op plaatsen waar stationaire metingen ontbreken. Op deze
manier kan mobiel meten gebruikt worden om de variabiliteit in de concentraties
op straatniveau in kaart te brengen.
Mobiel meten wordt steeds meer gebruikt en kan resulteren in luchtkwaliteitsdata
met een hoge ruimtelijke resolutie. Maar, deze ruimtelijke resolutie wordt bereikt
ten koste van de dekking van de metingen in de tijd. Gelet op de sterke temporele
variabiliteit in de stedelijke luchtkwaliteit en deze beperkte dekking in de tijd,
kan de methode van mobiel meten in vraag worden gesteld. Bovendien ontbreken
evaluaties hiervan in de wetenschappelijke literatuur. In deze thesis wordt het
potentieel beoordeeld van mobiel meten met als doel de blootstelling aan lucht-
verontreiniging in kaart te brengen met een hoge ruimtelijke resolutie. Methoden




Om het potentieel van mobiel meten te evalueren werden twee meetcampagnes
opgezet in Antwerpen, Belgie¨. De eerste campagne was een specifiek geplande,
mobiele meetcampagne. Twee vooraf bepaalde routes (van 2 en 5 km lang) werden
herhaaldelijk gevolgd, en in totaal werden 256 en 96 herhalingen voor de twee
routes uitgevoerd gespreid over een periode van 4 weken. De tweede campagne
was een mobiele meetcampagne waarbij stadswachten in Antwerpen gedurende een
jaar de BC concentraties hebben gemeten tijdens hun dagelijkse toezichtrondes.
Als gevolg van hun werkroutines was er geen controle over de gevolgde route.
De tweede meetcampagne is verder gebruikt om landgebruiksregressiemodellen
(land use regression, LUR) op te stellen. Deze regressiemodellen kunnen gebruikt
worden om een luchtkwaliteitskaart met een meer volledige dekkingsgraad in de
ruimte en tijd te bekomen. Verschillende regressietechnieken, zowel lineaire als
niet-lineaire, werden gee¨valueerd voor een spatiaal model, en uiteindelijk werd een
spatio-temporeel model ontwikkeld om de blootstelling tijdens een verplaatsing in
te schatten.
Resultaten en conclusies
De resultaten van de eerste, specifiek geplande meetcampagne tonen aan dat de
mobiele metingen convergeren naar een typisch patroon wanneer de data zorgvuldig
worden verwerkt. Mobiel meten kan bijgevolg een geschikte aanpak zijn om de ste-
delijke luchtkwaliteit in kaart te brengen met een hogere ruimtelijke resolutie dan
mogelijk is met stationaire metingen. Een groot aantal herhaalde metingen blijft
echter noodzakelijk om representatieve resultaten te bekomen. Een zorgvuldige
opzet van de meetcampagne met voldoende herhalingen, afhankelijk van de gewen-
ste betrouwbaarheid en ruimtelijke resolutie, is nodig. Specifieke dataverwerkings-
methoden zoals achtergrond normalisatie en detectie van occasionele pieken werden
toegepast.
Een mogelijke manier om dit groot aantal herhaalde metingen te verzamelen is
door gebruik te maken van bestaande infrastructuur of dagelijkse routines om de
meettoestellen rond te bewegen in de stad. Dit definie¨ren we als opportunistische
metingen. In samenwerking met de stadswachten van Antwerpen werd een unieke
dataset verzameld die het potentieel van opportunistisch mobiel meten aantoont.
De opportunistische aanpak kan duidelijke ruimtelijke trends in de luchtveront-
reiniging in kaart brengen voor een groter gebied, wat toepassingen zoals het iden-
tificeren van hotspots, persoonlijke blootstellingsstudies, regressiemodellen, enz.
viii
mogelijk maakt. Maar, de resultaten benadrukken ook de nood aan herhaalde
metingen en een zorgvuldige verwerking en interpretatie van de data. Deze studie
toont verder het potentieel aan van participatieve methoden om luchtkwaliteits-
data te verzamelen.
Mobiel meten leidt typisch nog niet tot een kaart van de hele stad met een volledige
ruimtelijke en temporele dekking. Op basis van de data van de opportunistische
meetcampagne werden LUR modellen opgesteld om de blootstelling aan BC op
straatniveau te voorspellen op plaatsen waar er niet werd gemeten. Verschillende
model-types (zowel lineair als niet-lineair) werden vergeleken en gee¨valueerd op
een - in tegenstelling tot de gebruikte methodes in veel studies in de literatuur
- accurate manier door gebruik te maken van ruimtelijk gestratificeerde cross-
validatie. Een spatio-temporeel model werd ontwikkeld dat de blootstelling tij-
dens verplaatsingen kan voorspellen op basis van opportunistische metingen. De
voorspellingen van dit model waren beter dan voorspellingen op basis van een sta-
tionair meetstation of op basis van een spatiaal LUR model, en kunnen gebruikt
worden om de blootstelling van voetgangers en fietsers aan verkeersgerelateerde
luchtverontreiniging in te schatten op basis van hun GPS track. De resultaten
tonen het potentieel aan van het spatio-temporele LUR model als een eerste stap
naar real-time dynamische luchtkwaliteitskaarten die telkens kunnen gepdatet wor-
den op basis van real-time metingen. Dergelijke luchtkwaliteitskaarten kunnen
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“There is an old joke about a statistician who drowns in a river of on
average half a meter deep. The same joke could apply to someone who
wants to test the European NO2 limits and uses a spatial average over
a complete region, although it is questionable whether much laughter
would be drawn from the public.”
- Lefebvre et al. (2013)
1.1 Introduction
Exposure to air pollution has both acute and chronic effects on human health and
can lead to respiratory and heart diseases, lung cancer and reduced life expectancy.
Especially in urban areas, where most of the European population lives and which
are typically hotspots of air pollution, a lot of people are exposed to air pollution.
Important differences in pollutant concentrations occur over the day and between
different micro-environments in a city. Especially traffic-related pollutants such
as NOx, ultrafine particles (UFP) and black carbon (BC) show a high variability
in concentrations at the street level. These highly variable concentrations result
in considerable differences in personal exposure to air pollution. Traditionally,
exposure to air pollution is evaluated with measurements at fixed monitoring sta-
tions. However, these measured concentrations are not always representative for
the surrounding area. Therefore, fixed monitoring stations were found to be rela-
tively poor predictors of exposure concentration levels experienced by individuals
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in the urban transport micro-environment. The ability to measure air quality at
a higher spatial and temporal resolution can yield a tremendous advance in un-
derstanding variability of pollutants in urban environments and their association
to health effects, and thus the ability to take the most appropriate and effective
measures.
Based on the current monitoring practice, the available data on air pollution are
often insufficient to accurately estimate the actual exposure of citizens. A better
assessment of the spatial and temporal variability is hampered by the cost of the
measurements. But, advances in sensor technology and the emergence of portable
and lower-cost sensing devices give rise to new opportunities for air quality moni-
toring. With the use of portable devices, mobile measurements can be performed.
Mobile monitoring allows to acquire air quality data at a higher spatial resolution
than traditional fixed monitoring stations. As such, mobile data can be used to
assess the variability in concentration levels within the urban environment and
to map the street-level concentrations people are actually exposed to at specific
locations. When carried by individuals, mobile devices can be used to directly
measure personal exposure. Smaller and lower-cost sensor devices can potentially
be deployed in larger quantities and form networks of sensors, and in this way also
increase the spatial coverage of the measurements. Furthermore, with portable
devices it becomes possible to engage individual volunteers equipped with the sen-
sors in a participatory or community-based monitoring strategy. This has the
potential to gather the large amount of data needed to more accurately estimate
the actual exposure of citizens.
1.2 Problem Statement
The ability to obtain air quality data with a high spatial resolution is needed for
several reasons. In the first place, it will allow for a better understanding of the
concentration variability in a complex urban environment and of human exposure
to urban air pollution. It can be used to assess the spatial variability, identify
hotspots and investigate the influence of local sources. Such information will lead
to a better underpinning of policy measures. Combined with activity patterns and
activity-based models, it can lead to a more accurate assessment of exposure to
air pollution both at the individual and at the population level. Higher resolution
air quality data will provide a better picture to assess whether the regulations
on air pollution levels are met, and will enable to better inform and engage the
public.
CHAPTER 1 PROBLEM STATEMENT 3
Several strategies can be pursued to obtain data and pollution maps with a high
spatial resolution. These strategies include the deployment of a dense network of
stationary low-cost sensors, mobile monitoring or modelling techniques. Models
can be both empirical models based on collected data and dispersion models.
However, dispersion models are complex, need very detailed input data and do
often not result in street-level concentrations. More detailed dispersion models
that include small-scale variability are not available for all cities. Currently, to
be able to characterize the small-scale variability in all sorts of environments,
measurements are needed.
However, the new opportunities in air quality sensing also give rise to new method-
ological challenges. Many of the currently available low-cost sensors experience a
variety of problems regarding sensitivity, selectivity and stability. At this moment,
these sensors cannot yet be used as such to measure outdoor air quality. Other
portable monitors with better performance exist for components such as ultrafine
particles and black carbon, but are still quite expensive. An example is the micro-
aethalometer, a portable monitor for BC. Mobile monitoring can lead to air quality
data at a high spatial resolution, yet, at the expense of the temporal coverage. Due
to the high temporal variability of the urban air quality and the mobile nature of
the measurements, the representativeness of the mobile measurements is a major
issue. Methods and guidelines to collect and process these data in a proper way
have to be drafted. How to integrate the new data in modelling frameworks has
to be explored.
1.3 Objectives of this research
In this thesis, some of the above-mentioned challenges are investigated. More
specifically, this thesis focuses on the challenges related to mobile monitoring to
map the urban air quality at a high spatial resolution: the development and evalu-
ation of methods to gather, process and extrapolate such data. This thesis focuses
on the average street-level exposure to traffic-related pollution in the urban envi-
ronment, i.e. to UFP and BC. In this context, average street-level exposure refers
to the concentration levels people are typically exposed to at specific street lo-
cations, i.e. the average concentration at a specified location representative for
a specified time period. It does not refer to the integral personal exposure, in-
tegrated over the micro-environments the individual has visited during a certain
time period. It also does not refer to the inhaled dose, i.e. not taking into account
the physical activity and inhalation rate. This thesis therefore focuses on charac-
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terising one of the micro-environments required to estimate the integral personal
exposure.
More specifically this thesis focuses on the following objectives:
1. The evaluation of measurement devices for mobile applications.
In absence of reliable low-cost sensors, this thesis will focus on a higher
quality device. More specifically, the micro-aethalometer, a portable black
carbon monitor, will be evaluated for use in mobile monitoring based on a
meta-analysis of existing campaigns.
2. The development of methodologies for mobile air quality monitor-
ing to map street-level exposure.
Different monitoring strategies for data collection, both targeted and op-
portunistic sampling, will be explored, their potential to map the average
street-level exposure to urban air pollution will be critically assessed and
data processing methods will be proposed.
3. The extrapolation of measurements to draw an average street-level
exposure map with a high spatial and/or temporal resolution.
More specifically, land use regression (LUR) models will be developed based
on mobile measurements. The use of mobile measurements will be evalu-
ated and different models will be compared using a custom cross-validation
scheme. In a second step, the development of dynamic spatio-temporal ex-
posure maps is explored, and their use for street-level exposure assessment
is evaluated.
1.4 Related research activities at VITO and UGent
This thesis is strongly embedded in current research projects at VITO. It builds
further upon the know-how and experience related to mobile monitoring (Bergh-
mans et al., 2009; Van Poppel et al., 2013; Elen et al., 2013; Peters et al., 2013b)
and the use of the micro-aethalometer and personal exposure monitoring (Dons
et al., 2011, 2012, 2013a). In the PhD thesis of Evi Dons (Dons, 2013), the fea-
sibility of personal monitoring was demonstrated. Personal monitoring revealed
valuable insights into the exposure to BC during different activity types. In my
PhD thesis, the mobile measurements are not used to look at personal exposure
of the carriers, but to map the spatial variability at high resolution. The third
objective of the extrapolation of the measurements builds further upon the work
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of Evi Dons on LUR models, in which she built LUR models based on stationary
measurements to include in activity-based exposure models. In my PhD thesis,
mobile measurements with a higher spatial resolution are used instead of station-
ary measurements, a temporal component to obtain dynamic models is added, and
non-linear regression techniques are evaluated.
The objectives of my PhD thesis are also strongly related to the research of Luc
Dekoninck at UGent (Dekoninck, 2015). In his thesis, he uses noise as a proxy for
traffic-related air pollution (BC) and builds spatio-temporal models for personal
exposure to traffic-related particulate matter based on instantaneous mobile noise
measurements (Dekoninck et al., 2013, 2015). Both theses share similar objectives
and monitoring methodologies (mobile monitoring), but this thesis uses a differ-
ent approach by focusing on directly measuring the air pollution instead of using
noise as a proxy and by using opportunistic measurements. The spatio-temporal
model developed in the underlying PhD thesis is applicable without instantaneous
measurements and goes beyond the initial steps taken by Dekoninck in this direc-
tion. The advantages and disadvantages of both approaches will be discussed in
Sections 10.4.3 and 11.4.3.
1.5 Outline of the thesis
This thesis consists of three main parts, following the three research objectives.
The first part focuses on air quality and air quality monitoring tools. The first
chapter (Chapter 2) describes the broader context of air pollution and personal
exposure to air pollution, and then investigates new trends in air quality moni-
toring tools and methods. Chapter 3 focuses on one specific monitoring device to
measure black carbon, the micro-aethalometer. This is a portable device that can
be used for mobile monitoring, and in this chapter an extensive validation of this
device is presented.
The second part of this thesis deals with mobile monitoring. The first chapter
(Chapter 4) describes the context and provides a framework for mobile monitor-
ing. A targeted, carefully designed mobile measurement campaign is presented in
the next chapter (Chapter 5) and the high variability in UFP and BC concentra-
tions is described. In Chapter 6 the mobile monitoring methodology is elaborated
based on the same campaign. Different aspects of the data processing including
spatial aggregation, dealing with peak concentrations and temporal variations and
the requirement for repeated measurements are discussed. In contrast to the tar-
geted monitoring campaign of the previous two chapters, mobile measurements
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can also be gathered in an opportunistic setting, taking advantage of existing mo-
bile infrastructure or people’s common daily routines. Chapter 7 presents a case
study based on such opportunistic measurements and explores the potential of this
approach. Finally, Chapter 8 summarizes the practical considerations and guide-
lines for mobile monitoring campaigns, and briefly presents the results of some
applications.
The third part of this thesis concerns the extrapolation of measurements. The first
chapter (Chapter 9) gives an overview of the different methods to obtain pollution
maps, with special focus on land use regression (LUR) modelling. The develop-
ment of a spatial LUR model based on mobile measurements is investigated in
Chapter 10. Different LUR model building techniques are explored and attention
is paid to the implementation of a proper cross-validation to ensure a valid as-
sessment of the predictive ability of the model. Chapter 11 builds further upon
these results and presents the development of a spatio-temporal LUR model and
its application for street-level exposure assessment.
The final chapter provides general conclusions and perspectives (Chapter 12).
1.6 Publications based on this thesis
Several chapters from this thesis have been published or have been submitted in
a modified form:
• Chapter 5: Peters, J., Van den Bossche, J., Reggente, M., Van Poppel, M.,
De Baets, B. and Theunis, J. (2014). Cyclist exposure to UFP and BC on
urban routes in Antwerp, Belgium. Atmospheric Environment, 92 31-43.
• Chapter 6: Van den Bossche, J., Peters, J., Verwaeren, J., Botteldooren, D.,
Theunis, J. and De Baets, B. (2015) Mobile monitoring for mapping spatial
variation in urban air quality: Development and validation of a methodology
based on an extensive dataset. Atmospheric Environment, 105 148-161.
• Chapter 7: Van den Bossche, J., Theunis, J., Elen, B., Peters, J., Bottel-
dooren, D., and De Baets, B. (2016). Opportunistic mobile air pollution
monitoring: a case study with city wardens in Antwerp. Atmospheric Envi-
ronment, 141 408-421.
• Chapter 10: Van den Bossche, J., Theunis, J., Verwaeren, J., Botteldooren,
D., and De Baets, B. (2016). Development of land use regression models
for black carbon based on mobile measurements in the urban environment.
Environmental Science & Technology (submitted).
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The section on the EveryAware project in Section 2.3.2 is based on the following
publication:
• Sirbu, A., Becker, M., Caminiti, S., De Baets, B., Elen, B., Francis, L.,
Gravino, P., Hotho, A., Ingarra, S., Loreto, V., Molino, A., Mueller, J., Pe-
ters, J., Ricchiuti, F., Saracino, F., Servedio, V., Stumme, G., Theunis, J.,
Tria, F., Van den Bossche, J. (2015). Participatory patterns in an interna-
tional air quality monitoring initiative. PLOS ONE, 10(8), e0136763.







New approaches in outdoor air
quality monitoring
2.1 Outdoor air quality
Ambient air pollution is estimated to cause 3.7 million deaths each year worldwide
(WHO, 2014). Also in Europe, air pollution is the single largest environmental
health risk, responsible for more than 430,000 premature deaths (EEA, 2015a).
Currently, around 75 % of the population in the European Union lives in urban
areas, which are typically hotspots of air pollution (EEA, 2013a).
2.1.1 Air pollution
The air around us contains a complex mixture of gases and particles, affected
by emissions from different sources, both anthropogenic and natural. Pollutants
can be emitted directly into the atmosphere (primary pollutants), are dispersed
by wind, and new pollutants can be formed by physical or chemical reactions in
the atmosphere (secondary pollutants). Pollutants of major public health concern
include particulate matter (PM), including ultrafine particles (UFP) and black
carbon (BC), ground level ozone (O3) and nitrogen dioxide (NO2) (WHO, 2006;
Hoek et al., 2010; Patel et al., 2010; Pope et al., 2009). But also other pollutants,
such as metals and polycyclic aromatic hydrocarbons (PAHs), are linked to adverse
health effects. In the indoor environment, some additional pollutants such as
formaldehyde and radon are important as well (WHO, 2010), but this thesis will
further focus on outdoor air pollution.
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A prominent example of a secondary pollutant is ground level O3, a major con-
stituent of photochemical smog. It is formed by the reaction of pollutants such
as nitrogen oxides (NOx) and volatile organic compounds (VOC) with sunlight
(photochemical reaction). Nitrogen oxide (NOx) consists of a mixture of nitrogen
dioxide (NO2) and nitrogen monoxide (NO). Combustion processes at high tem-
peratures initially emit NO, which has only a short lifetime in the atmosphere.
NO is converted into NO2 through reactions with oxygen and ozon. NO2 has a
longer lifetime and it is mainly NO2 that is harmful for the environment. NOx
can be seen as a brown haze dome above cities (VMM, 2015).
Particulate matter (PM) is a complex mixture of small particles and liquid droplets
suspended in the atmosphere, and vary in origin, size, shape and chemical composi-
tion. Primary particles are directly emitted from combustion or natural processes,
whereas secondary particles are formed in the atmosphere from precursor com-
pounds such as NH3, NOx, SO2 and VOCs (Seinfeld and Pandis, 2006; Heal et al.,
2012). Aerodynamic PM diameters are in the 0.01 - 100 µm range (Figure 2.1).
The distribution as a function of particle size is typically characterised by three
modes. The modes reflect the dominant processes giving rise to ambient PM. Par-
ticles smaller than ∼50 nm are termed the nucleation mode and are produced by
condensation within the atmosphere or in the exhaust emissions from combustion
processes. Nucleation mode particles are short-lived (minutes to hours) and grow
by coagulation to form the accumulation mode (∼50 nm to 1 µm). The coarse-
mode particles (> 1 µm) are mostly primary particles generated by mechanical
processes (Heal et al., 2012). The total mass concentration is mainly determined
by coarse particles and PM in the accumulation mode. Ultrafine particles (<
0.1 µm aerodynamic diameter) have very small mass but contribute most to the
particle number concentration.
Measurement of PM is mostly based on the mass concentration (in µg m−3). Dif-
ferent classes based on its size are distinguished: the mass of all particles with an
aerodynamic diameter below 10 µm (PM10) or below 2.5 µm (PM2.5). Those met-
rics are used in regulation. Additionally, also black carbon and ultrafine particles
are distinguished as components of PM.
Ultrafine particles
Ultrafine particles (UFP) are generally defined as particles having a diameter of
less than 0.1µm. Typically, they are characterized by the particle number con-
centration (PNC), as their mass is negligible. Motor vehicle emissions constitute
the major source of UFPs in urban environments (Morawska et al., 2008). UFPs
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Figure 2.1: Relative mass concentration in function of the particle aerody-
namic diameter.
have a transient nature with short lifetimes and rapidly grow through atmospheric
processes of coagulation and/or condensation to larger complex aggregates (Sein-
feld and Pandis, 2006; Kumar et al., 2010). Because of the short atmospheric
lifetime of UFPs, the regional background is less important than for fine particles.
Therefore, UFPs have a higher spatial variation than PM2.5 (WHO, 2013; Reche
et al., 2011; Klompmaker et al., 2015). This will be discussed in more detail in
Section 2.1.4.
Black carbon
Black carbon (BC) is a constituent of fine particles. It is the carbon-containing
component of PM that absorbs light at all wavelengths. PM also contains car-
bonaceous components that will absorb light less strongly, which is typically called
organic carbon (OC). Black carbon is a product of incomplete combustion, and it
is also referred to as soot. Major sources are traffic (particularly diesel engines),
residential heating and open biomass burning, including forest fires. BC has a
short atmospheric residence time of days to weeks (EPA, 2012; EEA, 2013b). BC
is a good indicator of combustion-related air pollution, and exposure to BC is
recognized by the World Health Organisation to be associated with cardiovascular
mortality (Janssen et al., 2012).
14 2.1 OUTDOOR AIR QUALITY
BC is a useful qualitative description when referring to light-absorbing carbon-
containing substances in atmospheric aerosol. However, for quantitative appli-
cations the term requires clarification on how the quantity is measured (Petzold
et al., 2013). Petzold et al. (2013) proposes the term equivalent black carbon
(EBC) to denote black carbon measurements derived from optical methods. El-
emental carbon (EC) should be used when referring specifically to the carbon
content of carbonaceous matter.
Sources
The outdoor air quality is affected by emissions from different sources, such as
traffic, industry, agriculture and households. The contribution of the different
sources depends on the pollutant and the region. The emissions of several primary
pollutants in Flanders are shown in Figure 2.2. The transport sector is the largest
contributor to NO2 emissions. Both BC and NO2 are mainly emitted by the
combustion of fossil fuels in motor vehicles and stationary sources (residential
heating, power generation). Especially in the urban environment, traffic is a major
contributor to the local air pollution. Traffic also causes non-combustion emissions,
due to resuspension of road dust, tire wear and brake wear (HEI, 2010).
Primary emissions of PM are mainly caused by households (residential heating)
and industry. But, when including secondary emissions, also agriculture is a main
source of PM (mainly due to the emission of NH3 from livestock and fertilizers
that lead to secondary PM formation). Also worldwide, agriculture is an important
contributor to PM Lelieveld et al. (2015). Wood burning was found to contribute
up to 10 % of PM10 in cities of Northwest Europe (VMM, 2013; Fuller et al.,
2013).
Also natural sources contribute to air pollution. In Europe, the main natural
sources of atmospheric aerosols are African dust (windblown desert dust), sea
spray and wildfires. Volcanic eruptions can affect air quality as well (Viana et al.,
2014).
2.1.2 Impact of air pollution on human health and the en-
vironment
Health effects of exposure to air pollution
Air pollution is the single largest environmental health risk in Europe and the
world, and has a substantial disease burden (EEA, 2015a; Lim et al., 2012; WHO,
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Figure 2.2: The share in emissions for different sectors in Flanders in 2013
(Data source: http://www.milieurapport.be).
2014). Air pollution is associated with many health impacts. The WHO estimates
that about 80 % of outdoor air pollution-related premature deaths are due to
heart disease and strokes. Air pollution is further associated with lung diseases
such as chronic obstructive pulmonary disease (COPD) or acute lower respiratory
infections (14 % of premature deaths) and lung cancer (6 % of premature deaths)
(WHO, 2014; Lelieveld et al., 2015). The recent REVIHAAP (Review of evidence
on health aspects of air pollution, WHO 2013) study concluded that the evidence
has only strengthened over the last years. In addition to causing premature death,
air pollution increases the incidence of a wide range of diseases (e.g. respiratory and
cardiovascular diseases and cancer) and is associated with reduced foetal growth
and pre-term birth in prenatally exposed children (WHO, 2013; EEA, 2015a).
Outdoor air pollution has been classified as carcinogenic (IARC, 2015).
In terms of the potential to harm human health, PM is one of the most important
air pollutants (Lim et al., 2012; Apte et al., 2015). The small particles can pene-
trate deep into the lungs and sensitive regions of the respiratory system, and cause
a wide range of health problems (mainly cardiovascular and respiratory disorders).
The diversity of particle size and chemical composition considerably complicates
pinpointing the specific causal associations between exposure to particles, adverse
human health effects and the contribution of different sources to ambient PM
(Heal et al., 2012). Not all components of PM are equally harmful. In particular,
long-term exposure to transition metals in ambient PM, originating from traffic
and industry, may be more strongly related to the health effects of PM than the
mass concentration (Hampel et al., 2015).
NO2 and O3 are also strongly related to health effects. Exposure to O3 is mainly
related to respiratory health problems, causing breathing problems, triggering
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asthma, reducing lung function and causing lung diseases (WHO, 2013). NO2
is a toxic gas that causes inflammation of the airways at short-term exposure to
concentrations exceeding 200 µg m−3. Epidemiological studies have shown that
reduced lung function and symptoms of bronchitis in asthmatic children increase
in association with long-term exposure to NO2. Although health effects associated
with NO2 may be caused partially by other combustion-related pollutants that are
emitted together with NO2, the REVIHAAP study concluded that it is reasonable
to infer that NO2 has some direct effects as well (WHO, 2013).
Although UFP and BC are not regulated, there is increasing evidence of their asso-
ciation with health effects (WHO, 2013). For UFP, the evidence is still limited, but
accumulating, and studies have shown that UFPs partly act through mechanisms
not shared with larger particles that dominate mass-based metrics such as PM2.5
or PM10 (WHO, 2013). Due to their small size, UFPs can be transported deep
into the respiratory system allowing interactions with the lung tissue and potential
absorption and translocation into the blood stream (Heal et al., 2012). Janssen
et al. (2012) reviewed the studies on BC health effects and concluded that there is
clear evidence of an association between both short-term (daily) variations in BC
concentration and long-term BC exposure with health effects. The associations are
even more robust than those with PM2.5 or PM10, suggesting that BC is a better
indicator of harmful particulate substances from combustion sources (especially
traffic) than undifferentiated PM mass (Janssen et al., 2011, 2012). McCreanor
et al. (2007) showed the detrimental effect of exposure to pollution from diesel traf-
fic, which includes UFP and BC, on the lung function in asthma patients. Further,
in June 2012 the International Agency for Research on Cancer (IARC), an agency
of WHO, declared diesel engine exhaust, of which BC is a major component, as a
carcinogen (IARC, 2013). BC is not necessarily a major directly toxic component
of fine PM, but it may operate as a universal carrier of a wide variety of chemicals
of varying toxicity. BC is a valuable additional air quality indicator to evaluate
the health risks of air pollution dominated by primary combustion particles, as
well as benefits of traffic abatement measures (Janssen et al., 2011; Reche et al.,
2011).
Environmental impact of air pollution
Air pollution not only has a health impact, it also affects the environment and the
natural world. It contributes to eutrophication, atmospheric ozone, and the acid-
ification of water and soil. It also impacts on agricultural production and forests,
causing yield losses, and can damage materials and buildings (EEA, 2015b). Sev-
eral air pollutants are also climate forcers. Tropospheric O3 and BC are both
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short-lived climate forcers that contribute directly to global warming. On the
other hand, other PM components have a cooling effect on the climate (EEA,
2015a). BC plays an important role in the climate system because it absorbs so-
lar radiation, influences cloud processes, and alters the melting of snow and ice
cover. It is estimated to be the second most important human emission in terms
of climate forcing, after CO2 (Bond et al., 2013). Because of it short lifetime,
reducing BC emissions could slow the rate of global warming immediately (EPA,
2012; Bond et al., 2013).
2.1.3 Monitoring networks, policy and trends
In most industrial countries many of the above-mentioned pollutants are regulated
and monitored in official monitoring stations. These monitoring networks consist
of fixed monitoring sites where measurements are performed with well-established
and comparable methods. The implementation of these networks is mainly driven
by the need to comply with air quality standards (Kuhlbusch et al., 2014). Eu-
ropean regulation defines the minimum number of monitoring locations for the
different pollutants. This number depends on the measured concentration levels
and the population density (EU, 2008). For example, for an agglomeration with a
population between 250,000 and 500,000, a minimum of two stations is required if
the maximum concentrations exceed the upper assessment threshold. The Euro-
pean monitoring networks also have to meet certain data quality objectives, and
reference measurement methods are defined. Besides the data quality objectives
for the fixed monitoring stations, less strict objectives are defined for indicative
measurements. Those measurements can be used to supplement the minimum
number of fixed monitoring stations (EU, 2008).
In Flanders, the Flemish Environmental Agency (VMM) monitors the air quality
through a network of monitoring stations. The VMM has 61 monitoring stations
spread across Flanders, but not every pollutant is measured at each station (VMM,
2015). The evolution of measured ambient concentration levels of NO2, PM2.5 and
BC in Flanders is shown in Figure 2.3.
The fixed monitoring networks can characterize the temporal trends (e.g. Fig-
ure 2.3) and the regional variation well. However, the monitors that are used in
the monitoring networks are mostly expensive (typically more than 10,000 EUR
per component), and due to this high cost the spatial coverage of the monitoring
networks is rather low (Theunis et al., 2016b). Therefore, those networks are not
able to characterize the small-scale variation.
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Table 2.1: Overview of the EU limit values, EPA air quality standards and
WHO air quality guidelines for PM10, PM2.5, NO2 and 03 (in µg m
−3).
Note: for simplification of the table, no distinction is made between EU
limit and target values. Depending on the pollutant, some limit values are
allowed to be exceeded a certain number of times per year (EU, 2008; EPA,
2016b; WHO, 2006).
Target (µg m−3)
Pollutant Averaging period EU EPA WHO
PM10 1 day 50 150 50
Calendar year 40 - 20
PM2.5 1 day - 35 25
Calendar year 25 12 10
NO2 1 hour 200 191 200
Calendar year 40 100 40
O3 Maximum 8-hour mean 120 140 100
Air quality guidelines
The European directive on ambient air quality and cleaner air for Europe (2008/50/EC)
is one of the main policy instruments on air pollution in the EU (EU, 2008; EEA,
2015a). This directive formulates a strategy to reduce the harmful effects of air
pollution on human health and the environment. Among other things, the direc-
tive defines target and limit values. An overview of the limit values for a selection
of pollutants is given in Table 2.1. Further, the directive also includes limit values
for sulphur oxide (SO2), nitrogen monoxide (NO), lead (Pb), carbon monoxide
(CO) and benzene.
The World Health Organization (WHO) defines target values as well, the Air Qual-
ity Guidelines (AQG). These guidelines are based on the available epidemiological
research, and are more stringent than the EU limit values for most regulated pol-
lutants. For example, the WHO formulates a limit of 10 µg m−3 for the yearly
average concentration of PM2.5, while the limit value of the EU is 25 µg m
−3. The
national ambient air quality standards (NAAQS) of the United States are added
in Table 2.1 as well (EPA, 2016b).
Evolution of the air quality
The evolution of measured ambient concentration levels of NO2, PM2.5 and BC in
Flanders is shown in Figure 2.3. For these pollutants, there has generally been a
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decreasing trend over the last decade(s) (VMM, 2015). This decreasing trend can
be observed in the rest of Europe as well (EEA, 2015a) and in most high-income
countries (Brauer et al., 2016). The reduction in exposure to ambient air pollution
contributed to significant and measurable improvements in life expectancy in the
United States (Pope et al., 2009). Globally, in contrast, the population weighted
mean concentration of PM2.5 increased by 20.4 % between 1990 and 2013, mainly
driven by trends in South Asia and China (Brauer et al., 2016).
Despite the improvements in air quality in Flanders and Europe, a large pro-
portion of European population and ecosystems is still exposed to air pollution
in exceedance of European standards and WHO Air Quality Guidelines (AQGs).
For example, in 2013 9 % of the urban population in the EU-28 was exposed to
PM2.5 levels above the EU limit value and approximately 87 % was exposed to
concentrations exceeding the stricter WHO AQG value for PM2.5 (EEA, 2015a).
Several studies also documented that adverse health effects of PM are observed
at concentrations well below the current European limit values (e.g. Crouse et al.,
2012; Beelen et al., 2014; Raaschou-Nielsen et al., 2013), highlighting the need
for lowering the European air quality limit values (Harrison et al., 2014). Apte
et al. (2015) argued that even modest improvements in PM2.5 levels would result
in surprisingly large avoided mortality, not only in heavily polluted areas in Asia,
but also in Europe and North-America.
2.1.4 High spatial and temporal variability in the urban en-
vironment
The dynamics of primary emissions, dispersion and secondary formation induce
important differences in pollution levels in space and time (Seinfeld and Pandis,
2006). But as these dynamics are pollutant-dependent, different air pollutants
will also show different spatio-temporal patterns. Pollutants that are dominated
by local source emissions will typically show a larger spatial variation. Especially
in the urban environment, with a high density of local sources, and especially for
traffic-related air pollutants such as NOx, UFP and BC, these differences can occur
on a small scale (Kaur et al., 2007; Cyrys et al., 2012; Peters et al., 2014; Wu et al.,
2015). For example, Peters et al. (2014) measured differences in BC levels up to
a factor of 5 on a scale of 50 to 200 m. PM2.5 and PM10 typically show a smaller
spatial variability compared to UFP and BC. This reflects the larger impact of
the regional background concentrations on the PM2.5 and PM10 levels due to long
range transported secondary aerosol (Cyrys et al., 2012; Heal and Hammonds,
2014). But these background levels can show a large day-to-day variation (Peters
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Figure 2.3: Evolution of the air pollution in Flanders: ambient concentra-
tions for NO2, PM2.5 and BC based on the measurements at VMM stations
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Figure 2.4: The average concentration for the year 2015 at the VMM mon-
itoring stations in Flanders, grouped by the type of location. The figure
is based on 56 stations for NO2, 26 stations for PM2.5 and PM10 and 17
stations for BC (Data source: www.irceline.be).
et al., 2013b; Wu et al., 2015). For UFPs, the regional background is less important
because of its short atmospheric lifetime, which results in a high spatial variation
(Klompmaker et al., 2015). The difference in spatial variability between pollutants
in Flanders is illustrated in Figure 2.4, showing indeed a higher variability for NO2
and BC compared to PM2.5 and PM10.
Within Europe, there are also substantial regional differences. In the ESCAPE
study, air quality was measured at several study areas across Europe (36 for NO2,
20 for PM, Cyrys et al. 2012; Eeftens et al. 2012b). Higher median NO2 concentra-
tions were found in Southern Europe, and higher PM10 concentrations in Southern
and Eastern Europe. Regional differences could be due to, among other things,
differences in traffic intensity, the fraction of diesel-powered vehicles, industrial
emissions and climate. But, the variability within study areas is often larger than
the regional differences. In case of NO2, 40 % of the overall NO2 variance was
attributable to the variability between study areas and 60 % to variability within
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study areas (Cyrys et al., 2012). The smaller-scale differences within the urban
environment in both space and time and its drivers are discussed in the next two
sections.
Temporal variability
The temporal variability in pollutant concentrations occurs at different time scales,
and is mainly caused by changes in emissions or meteorological conditions. De-
pendent on the pollutant, typical seasonal or diurnal fluctuations can be noticed.
But also large differences occur on a time-scale of hours to days, as well as on the
very short-term time scale of seconds. Meteorological conditions (solar radiation,
wind speed and direction, boundary layer height, temperature, humidity, rain,
etc.) strongly affect the pollutant levels. It is difficult to relate the concentration
levels to individual meteorological parameters, as the meteorological conditions are
inherently linked to each other and can affect pollutants through direct physical
mechanisms or indirectly through influences on other meteorological parameters
(Pearce et al., 2011). In addition to meteorological conditions, changes in emis-
sions are also an important factor. Traffic-related pollutants typically follow the
diurnal pattern of traffic intensity, reaching a maximum during the morning rush
hour, decreasing during the day because of atmospheric dilution processes, and
increasing again in the evening (Reche et al., 2011). For example, UFP concentra-
tions during the morning rush-hour period were found to be 2-5 times higher in
comparison to night-time levels at traffic sites (dos Santos-Juusela et al., 2013; von
Bismarck-Osten et al., 2013). On weekend days, this diurnal pattern changes be-
cause the morning rush hour disappears (Reche et al., 2011). Changes in emissions
can also show seasonal patterns (e.g. residential heating in the winter).
The evolution of O3 levels also shows a typical diurnal pattern. O3 levels increase
at midday coinciding with the maximum solar radiation (Reche et al., 2011). This
effect also manifests at the seasonal level. Hot, dry summers will experience higher
O3 concentrations (Ramsey et al., 2014).
Wind speed and wind direction are two other important factors influencing the
pollution levels. Wind direction determines the influx from upwind sources and
influences the background levels. Low wind speeds, which can co-occur with tem-
perature inversion and limited vertical mixing, will enhance the accumulation of
pollutants near emission sources such as traffic in urban environments (Grund-
stro¨m et al., 2015). Higher wind speed, on the other hand, will reduce concen-
trations for most particulate and gaseous pollutants (Jones et al., 2010; Pearce
et al., 2011; Grundstro¨m et al., 2015). But, it can also cause higher concentrations
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in case of marine aerosol generation or wind induced resuspension from the land
surface (Jones et al., 2010; von Bismarck-Osten et al., 2013).
Ambient meteorological conditions also influence the atmospheric transformation
processes of aerosols (Hallquist et al., 2009; von Bismarck-Osten et al., 2013). For
example, UFP concentrations are affected by temperature, causing differences be-
tween seasons (Padro´-Mart´ınez et al., 2012). Higher concentrations during winter
months are attributed to higher UFP levels in vehicle exhaust and a greater at-
mospheric stability (Kumar et al., 2011; von Bismarck-Osten et al., 2013). Low
temperatures favour the formation of ultrafine particles in the atmosphere by cool-
ing and dilution of semi-volatile gases from vehicle exhausts (Charron and Har-
rison, 2003). Relative humidity will influence the chemical composition and size
distribution of aerosol particles (Elminir, 2005; Sun et al., 2013)
Finally, at a small temporal scale (i.e. of the order of seconds), there can also be
large fluctuations in the measured pollutant concentration due to emission events,
for example the passing of a vehicle (Kaur et al., 2006).
Spatial variability
In the urban environment, large spatial differences are observed for pollutants
that are dominated by local sources, typically traffic-related. Within the same
city, large differences are found between traffic and background locations. In the
ESCAPE study, ratios of the average concentration between street and urban
background locations were calculated. For NO2, this ratio was 1.63 on average
for all sites over all study areas (ranging between 1.09 and 3.16 for the different
study areas) (Cyrys et al., 2012) and for PM2.5 absorbance, it was 1.38 (ranging
between 1.02 and 1.77) (Eeftens et al., 2012b). dos Santos-Juusela et al. (2013)
measured 5 times higher median PNC concentrations in a street canyon compared
to an urban background.
The high spatial variability is in the first place caused by the local emission sources,
but several other factors affecting the location-specific emission and dispersion
characteristics will influence the actual pollution levels, resulting in a complex
pollution pattern of urban micro-environments. The highest concentrations are
typically observed along streets with high traffic volumes (Nikolova et al., 2011;
Wu et al., 2015). But not only the traffic intensity is determining the emissions,
also fuel type, fleet composition, driving conditions, speed, and road slope influence
the actual emissions and consequently the concentration levels. For example, traf-
fic intersections are pollution hotspots in the urban area because of the frequent
stop-and-go situation causing changing traffic conditions with speed variations
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and acceleration/deceleration. UFP emission can be up to an order of magnitude
higher during acceleration compared with steady speed conditions (Goel and Ku-
mar, 2014). Further, traffic does not only cause tailpipe emissions. Tyre abrasion
and resuspension induced by traffic are also a major source of PM10 (and specif-
ically of the coarse fraction between 2.5 and 10 µm) in urban areas, which can
cause spatial differences for PM10 as well (Eeftens et al., 2012b).
Concentrations can rapidly decline with distance from the source (Kaur et al.,
2007; Zhu et al., 2008; Hagler et al., 2010; Kumar et al., 2014). Baldwin et al.
(2015) observed that concentrations halved at 89-129 m in the downwind direction
and at 14-20 m upwind from the road. This concentration gradient depended on
wind speed and direction. The distance between the receptor, e.g. a pedestrian or
cyclist, and the traffic sources will therefore have a strong effect on the exposure. In
a study of MacNaughton et al. (2014), bike lanes were found to have concentrations
of BC and NO2 that were approximately 33 % higher than bike paths, which are
separated from the vehicle traffic. This was related to the higher distance from
the road, but also to vegetation barriers and reduced intersection density.
Varying street geometry and building density introduce complex dispersion char-
acteristics that further increase the spatial variability. A typical example is street
canyons. The term street canyon refers to a relatively narrow street with buildings
lined up along both sides (Vardoulakis et al., 2003). The geometry of the street
canyon reduces the natural ventilation, creating hotspots of urban air pollution
(Vardoulakis et al., 2011; Kumar et al., 2011; Weber et al., 2013; Peters et al.,
2014; Wu et al., 2015). Even within streets, the spatial variability is very high
due to the local dispersion characteristics (Vardoulakis et al., 2011). For example,
it has been observed that the pollutant concentrations are higher on the leeward
side of the street canyon (the upwind side in case of perpendicular roof-top wind
flow) (Vardoulakis et al., 2003). As a result, the prevailing wind direction and the
orientation of the street are also important factors. The presence of vegetation in
street canyons can further limit the ventilation. This effect will often be larger
than the pollutant removal capacity of vegetation, and in this way vegetation can
rather lead to increased pollutant concentrations than to improved air quality, at
least locally (Vos et al., 2013; Vranckx et al., 2015). At other locations, roadside
vegetation barriers can also limit the exposure of receptors such as pedestrians
(Al-Dabbous and Kumar, 2014).
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2.2 Personal exposure to air pollution
Exposure is determined by the concentrations people experience in their living
environments. When an individual moves from one place to another, his or her
total personal exposure is determined by the time-weighted average of concentra-
tions at each location (WHO, 1999; Vardoulakis et al., 2003). The actual dose is
a product of exposure and dosimetry factors such as inhalation rate (Morawska
et al., 2013). Small-scale spatial and temporal variability has a large influence on
the actual pollution levels people are exposed to. Further, actual exposure is also
highly dependent on individual time-activity patterns (Dons et al., 2011; Steinle
et al., 2013). For example, in a personal exposure monitoring study of Dons et al.
(2011), the exposure to BC differed considerably (by up to 30 %) for partners liv-
ing at the same address. This difference could partially be explained by the time
in transport.
2.2.1 Exposure in micro-environments
In most exposure studies, the concept of micro-environment is used to specify the
locations that an individual visits (Steinle et al., 2013). In principle, a micro-
environment is defined as a confined space where pollutant concentrations are
assumed to be uniform, but given the high variability in pollution levels this as-
sumption is often not true (Vardoulakis et al., 2003). In Belgium, most people
spend around 71 % of their time at home, 10 % at work and approximately 6 % in
transport (FPS Economy and Statistics Division, 2008; Dons et al., 2011). Typi-
cal micro-environments used in exposure studies are: indoor home, outdoor home,
other indoor/outdoor (work, school) and transport (Steinle et al., 2013). In this
thesis, the focus is on the transport micro-environment.
Transport micro-environment
Although not much time is spent in the transport micro-environment, it can be
a significant contributor to the integrated daily exposure and to the variability
in exposure between individuals, depending on the pollutant (Dons et al., 2011;
Karanasiou et al., 2014). In the BC study of Dons et al. (2012), people spent
on average 6 % of their time in transport, but it accounted for 21 % of the daily
integrated exposure to BC and up to 30 % of the inhaled dose. The actual exposure
during travelling shows a strong variability and depends on the route taken, the
traffic intensity, duration and timing of the trip, vehicle specifications and fuel
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type, and also transport mode (Zuurbier et al., 2010; Knibbs et al., 2011; Dons
et al., 2013a).
The transport mode (private car, pedestrian, cyclist, several types of public trans-
port) is an important factor for the exposure in transport. In literature, contrasting
results can be found but in general lower concentrations are reported for cyclists
or pedestrians than for car drivers or passengers inside vehicles (Kaur et al., 2007;
Karanasiou et al., 2014). However, cyclists have two to five times higher respira-
tion rates than travellers in motorized vehicles depending on the activity level (Int
Panis et al., 2010; Bigazzi and Figliozzi, 2014). When taking that into account,
the actual intake dose can be similar or even higher for the active modes (cyclists
and pedestrians) compared to inside cars (McNabola et al., 2008; de Nazelle et al.,
2012; Dons et al., 2012).
2.2.2 Exposure assessment
Assessing the exposure to air pollution at the personal or population level has
three important applications: epidemiological studies, risk assessment and impact
assessment of policies (WHO, 2005). For epidemiological studies, an estimate of
exposure for each individual in the study is needed to investigate the links between
disease and exposure. For risk and impact assessment, the effects on the health of
the whole population or a sensitive subgroup that can be attributed to the exposure
to a certain pollutant or to a change in exposure due to policy implementation
will be estimated.
Traditionally, exposure assessment for epidemiological studies relies on pollutant
concentrations from a limited number of fixed air quality network sites and static
population distributions. Based on the population density or the home address
of the study object, the exposure is estimated with annual average concentrations
measured at nearby sites (Steinle et al., 2013; de Nazelle et al., 2013). However,
those central monitoring stations may not be able to accurately characterize the
spatial variability in the surrounding area and may thus not be representative
for the whole city (Wilson et al., 2005; Vardoulakis et al., 2005; Santiago et al.,
2013). Therefore, caution is advised when using central monitoring sites as proxies
for exposure in epidemiological studies, as it could lead to substantial exposure
misclassification for air pollutants showing high spatial variability (Wilson et al.,
2005; Cyrys et al., 2012; Gu et al., 2013). In order to account for the within-city
spatial variability in pollution levels, the concentration at the home address can
also be derived from modelled concentration maps. Different methods to construct
such pollution maps will be discussed in more detail in Chapter 9.
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The traditional methods of exposure assessment based on the home address ignore
the impact of the individual time-activity patterns (Beckx et al., 2009; Dons et al.,
2011; de Nazelle et al., 2013; Steinle et al., 2013). The assumption that people
are only exposed to pollution at their place of residence will lead to bias and
loss of statistical power in health effects estimates (de Nazelle et al., 2013; Setton
et al., 2011). For example, in the studies of Montagne et al. (2013, 2014), measured
personal exposure was compared with an estimate of the residential exposure based
on LUR models. The results varied between pollutants, but in general the LUR
models did not predict measured personal exposure well within a single city.
Exposure estimates can be improved by determining more accurately where people
spend their time (Panis, 2010; Setton et al., 2011). Alternative methods to reduce
exposure misclassification are direct measurements (personal exposure monitoring)
or indirect exposure models that take activity patterns into account.
Personal exposure monitoring
Personal monitoring provides the best estimate of the actual personal exposure
(Mo¨lter et al., 2012; Steinle et al., 2013; Dons et al., 2014b). By carrying a portable
monitor, it enables to monitor in people’s everyday environments instead of focus-
ing on a single micro-environment (Steinle et al., 2013). Over the last years, more
and more examples of personal exposure monitoring studies combining portable
sensors with GPS have emerged (e.g. Dons et al., 2011; Broich et al., 2012; Dons
et al., 2012; Steinle et al., 2015; Beko¨ et al., 2015; Ryan et al., 2015).
The development of small and light-weight devices made personal exposure mon-
itoring possible. However, due to the relatively high cost and high burden on the
participants, personal measurements are not feasible in many studies, especially
not in epidemiological studies with a large number of individuals and over an
extended period (Physick et al., 2011; Dons et al., 2014b; Su et al., 2015b). Fur-
thermore, in some studies, exposure needs to be estimated retrospectively (Mo¨lter
et al., 2012). Therefore most current studies using personal exposure monitoring
are limited to short periods in a small sample (Dons et al., 2014b). Further de-
velopments in sensing devices will possibly make personal monitoring feasible at
a larger scale (Steinle et al., 2013; Snyder et al., 2013; de Nazelle et al., 2013).
These developments will be discussed in Section 2.3.
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Figure 2.5: Overview of a personal exposure modelling methodology based
on GPS tracks and diaries that are combined with a modelled pollution
map (from Gerharz et al. 2013).
Modelling exposure
Exposure models are developed to estimate personal or population exposure that
are not only based on the residential address and that avoid expensive personal
measurements (Physick et al., 2011; Dons et al., 2014b). A number of models
exist that combine the time spent in micro-environments with the estimated con-
centrations at each type of micro-environment (Gerharz et al., 2009; Dons, 2013).
But these models are only based on the type of micro-environment and do not use
the actual geographical position of the individual. Therefore, exposure models are
developed that combine spatially explicit time-activity information and pollution
models for different micro-environments. The time-activity information can be
based on actual activity patterns (from GPS tracks and/or time-activity diaries)
or based on simulated activity patterns (activity-based models, e.g. Beckx et al.
2009; Dons et al. 2014b).
Gerharz et al. (2009, 2013) developed a model for individual exposure estimation
by combining existing models. GPS data and diaries provided the daily activ-
ity profiles and the associated geographical locations. This is then combined with
the modelled pollutant concentrations in the different micro-environments for each
time step. For the outdoor concentration levels, a dispersion model was used. In-
door concentrations were modelled separately based on the outdoor concentration
and indoor activities estimated from the diaries. An overview of the approach is
visualized in Figure 2.5. A comparison with personal monitoring data showed a
good agreement and the model approximated exposure better than urban back-
ground station measurements (Gerharz et al., 2013). Similar models have been
presented in other studies (e.g. Physick et al., 2011; Mo¨lter et al., 2012; de Nazelle
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et al., 2013). In the study of de Nazelle et al. (2013), the outdoor concentrations
were adjusted based on ratios for different transport modes to model the trans-
port micro-environment. Dekoninck et al. (2015) estimated BC exposure during
cycling trips based on a city-wide noise assessment or noise map. The pollution
maps that are developed in this thesis could be integrated in such a model chain
for the transport micro-environment.
Tracking time-activity patterns
Steinle et al. (2013) identified a trend towards real-time tracking of individual
time-activity patterns for personal exposure assessment. Traditionally, informa-
tion on the time-activity patterns is recorded using a so-called time-activity diary
(TAD), which can be laborious and the active cooperation of the participants is
needed (Steinle et al., 2013; de Nazelle et al., 2013). This process can be facili-
tated by utilising GPS, and with the growing popularity of smartphones, which
have integrated GPS systems, new opportunities emerge (de Nazelle et al., 2013;
Su et al., 2015b). Using smartphone applications or the built-in tracking ability
of smartphones, personal time-activity data can be collected more easily and po-
tentially be used in large-scale exposure studies (de Nazelle et al., 2013; Glasgow
et al., 2014; Su et al., 2015b).
2.3 From static monitoring to low cost sensing
2.3.1 The changing paradigm
Current advances in sensing technologies are leading to the development of low-
cost, portable or miniaturised sensors that could be used as stand-alone devices,
connected to smartphones or even embedded in smartphones. These new devel-
opments create new opportunities for detailed environmental monitoring and to
involve communities and the general public in environmental monitoring (Aleixan-
dre and Gerboles, 2012; Snyder et al., 2013; Piedrahita et al., 2014; Kumar et al.,
2015; Theunis et al., 2016b). Portable sensors allow for mobile data collection,
and low-cost sensors further allow the large-scale use of such sensors. These ad-
vances can supplement routine ambient air monitoring networks, provide citizens
and communities with opportunities to monitor the local air quality and sub-
stantially enhance the ability to monitor personal exposure (Snyder et al., 2013).
Snyder et al. (2013) talks about a changing paradigm (Figure 2.6). Historically,
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Figure 2.6: The changing paradigm in air quality monitoring (from Snyder
et al., 2013).
approaches for monitoring air pollution generally use expensive, complex, station-
ary equipment, which limits who collects data, why data are collected, and how
data are accessed. This paradigm is changing with the materialization of lower-
cost, easy-to-use, portable monitors that provide high-time resolution data in near
real-time.
Sensor devices are currently available to monitor a range of air pollutants, and
new and improved devices are continually being introduced (Snyder et al., 2013;
Castell et al., 2014). However, significant challenges remain with respect to the
performance and use of the sensors. In the next two sections, a brief overview is
given of the existing and emerging portable and/or low-cost sensors and sensing
devices for monitoring both particle and gas concentrations.
2.3.2 Gas sensors
Part of the research activities during this PhD research was related to low-cost
gas sensors (in the context of the EveryAware project). Low-cost sensors are
commercially available for a broad range of gas species including NO2, NO, CO
and O3. Prices range from a few to 30 EURO for metal oxide sensors, and from 50
to 80 EURO for electrochemical sensors. However, most of these sensors have not
been designed to measure ambient air quality, but for industrial safety monitoring
or emission testing. In these applications, typically much higher concentrations
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are encountered compared to ambient levels (Theunis et al., 2016b). When these
sensors are used for outdoor air quality measurements, the main issues are the
inherent lack of sensitivity, sensitivity to changes in temperature and humidity,
cross-interference by other gases, long-term stability and baseline drift.
Recently, Alphasense has a series of electrochemical sensors on offer that specifi-
cally target ambient air monitoring (e.g. O3, NO2, NO and CO) (Alphasense 2015),
but specifications have still to be verified in real ambient conditions (Theunis et al.,
2016b). Mead et al. (2013) presented a validation study of electrochemical NO,
NO2 and CO sensors (Alphasense, UK) that were optimised for ambient use. After
applying data post-processing procedures to correct for baseline sensitivity to tem-
perature and humidity and to correct for O3 interference, they found a promising
agreement with a co-located reference monitor. However, the validation was only
conducted for a limited number of sensors and with a low time resolution (hourly
averages). Hourly averages can be sufficient for stationary applications, but not for
using the sensor in mobile monitoring, which was one of the applications presented
in that paper.
Several commercial devices, integrating the basic sensors and strategies to improve
the performance, are becoming available. This results in a higher complexity and
significantly higher cost (from several hundred to several thousand EUR) of the
final device (Theunis et al., 2016b). Examples of such devices are the AQmesh
(Geotech) and the Aeroqual portable monitors. For example, Deville Cavellin
et al. (2015) used the Aeroqual S500 in a measurement campaign to develop land
use regression models. They noted large differences between individual Aeroqual
devices, but good correlations with a co-located reference monitor. Until now,
only few reports exist in which the use of these devices is compared to measure-
ments from reference devices, generally reporting variable sensor performance un-
der real-world conditions (Williams et al., 2014b; Jiao et al., 2015; Theunis et al.,
2016b).
Sensor arrays and field calibration
A way to overcome the limitations of the low-cost gas sensors is the use of field
calibration and the utilization of multivariate information from a set of differ-
ent gas sensors and/or temperature and humidity sensors (sensor arrays) together
with advanced regression techniques. Field calibration using co-located reference
monitors can provide more accurate concentration estimates than laboratory cal-
ibration (Piedrahita et al., 2014). In sensor arrays, each of the sensors responds
differently to the pollutant of concern and in this way it can provide a solution
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for lack of selectivity of single sensors. Sensor arrays are also referred to as ‘elec-
tronic nose’. De Vito et al. (2008, 2009) demonstrated the use of a sensor array
for stationary outdoor measurements of benzene, CO and NO2 at a traffic-intense
location. More recently, Spinelle et al. (2015) compared the performance of several
field calibration methods using an array of O3, NO2, NO, CO and CO2 sensors
based on different working principles. The results for O3 using a neural network
were encouraging (within a limit of 30 % uncertainty), but for NO2 still large val-
ues for bias and uncertainty were reported. Sensor arrays seem to have a high
potential to counteract selectivity and calibration issues by combining different
types of sensors. On the other hand, the field calibration requires a reference de-
vice to be deployed for a certain period next to the sensor array to develop the
calibration model. The calibration model can be site and time specific, and the
performance downgrades with time as the gas sensors deteriorate (Spinelle et al.,
2015; Theunis et al., 2016b).
The EveryAware SensorBox
The EveryAware project investigated the use of off-the-shelf available low-cost sen-
sors to estimate people’s exposure to traffic-related pollution (Peters et al., 2013a).
Part of the activities during this PhD research were carried out in the context of
the EveryAware project. A portable sensor box with an array of electrochemical
and metal oxide gas sensors was developed (Elen et al., 2012). Table 2.2 shows
the result of a comparison of the individual sensor measurements with reference
monitors between October 2012 and April 2013. The O3 sensors showed a good
correlation (0.83) with the reference O3 measurements. Some CO sensors showed
moderate correlation with the reference CO measurements, but a higher correla-
tion with temperature. The correlations for the NO2, NOx and some of the CO
sensors was low. The correlation between the NO2 sensor and the O3 reference
was also high (0.64), indicating cross-sensitivity of the sensor.
Based on this sensor array, machine learning techniques were used for multivari-
ate field calibration to estimate black carbon. The performance on independent
data was, however, variable: R2 between -0.37 and 0.59 and Pearson correlation
between 0.33 and 0.77 for four different cities (Sˆırbu et al., 2015). Due to the
limited performance and usability for mobile monitoring of the sensor box, the
work performed in this context is not further reported in this thesis.
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Figure 2.7: The EveryAware SensorBox: the two electronics boards with
the gas sensors mounted on top of the sensor shield. These electronics
boards were placed in a sensor chamber (box) with a pump to control the
air flow (not shown).
Table 2.2: Correlation between 30 min averaged sensor measurements and
co-located reference gas measurements from station BETR801 of the official
Flemish air quality monitoring network and temperature (T) and relative
humidity (RH) measurements from the sensor box. The average correla-
tion of 4 sensors is shown together with the standard deviations between
brackets.
Reference monitors T RH
Sensors CO NO NO2 O3
Alphasense CO-BF 0.52 (0.16) 0.41 (0.11) 0.34 (0.11) -0.32 (0.14) -0.81 (0.11) 0.00 (0.16)
e2v MiCS-5521 CO 0.31 (0.04) 0.32 (0.04) 0.34 (0.04) -0.09 (0.11) 0.89 (0.06) -0.14 (0.06)
e2v MiCS-5525 CO 0.60 (0.02) 0.51 (0.05) 0.56 (0.05) -0.71 (0.05) 0.50 (0.06) 0.25 (0.03)
Figaro TGS 2201 CO 0.25 (0.02) 0.32 (0.01) 0.17 (0.00) -0.48 (0.01) 0.45 (0.03) 0.46 (0.07)
Figaro TGS 2201 NOx -0.78 (0.01) -0.40 (0.06) -0.24 (0.05) 0.47 (0.05) -0.40 (0.04) -0.21 (0.03)
e2v MiCS-2710 NO2 -0.58 (0.02) -0.40 (0.06) -0.31 (0.08) 0.64 (0.07) -0.40 (0.04) -0.27 (0.02)
e2v MiCS-2610 O3 -0.67 (0.06) -0.56 (0.02) -0.55 (0.05) 0.83 (0.07) -0.18 (0.15) -0.12 (0.19)
Applied Sensors VOC 0.63 (0.02) 0.43 (0.17) 0.53 (0.15) -0.44 (0.26) 0.23 (0.22) 0.14 (0.10)
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2.3.3 Particle sensors
Most existing particle monitors are still quite big, heavy and costly to be used in
large scale applications, but lower-cost sensing devices for particles are becoming
available (Theunis et al., 2016b). Examples are the Shinyei Technology optical
particle counters and the Sharp optical dust sensor, both costing about 15 EUR.
The Alphasense OPC-N1 optical particle counter is another small and light weight
optical device for measuring particle concentrations of sizes between 0.5 to 15 µm
aerodynamic diameter. Dylos corporation manufactures compact air quality moni-
tors as well, and the latter two devices are more expensive (200 - 300 EUR).
Several monitoring case studies tested and used some of these devices (e.g. Holstius
et al., 2014; Williams et al., 2014a; Steinle et al., 2015; Johnson et al., 2016). For
example, Steinle et al. (2015) recently published a personal exposure study using
the Dylos 1700 device. They concluded that the devices provide a robust repre-
sentation of relative changes in particulate matter concentrations, but validation
experiments need to be conducted over longer periods and at different locations.
Johnson et al. (2016) tested three Shinyei particles sensors (PPD42NS, PPD20V,
and PPD60PV) in a real-world mobile setting, but found varying performance in
comparison to reference instruments (R2 between 0.10 and 0.86). In a review of
several low-cost PM sensors of different manufacturers by the EPA, Williams et al.
(2014a) also concluded that the performance characteristics were highly variable
between the devices. Most case studies using low-cost particle sensing devices are
still in an experimental phase where a calibration function is developed based on
simultaneous measurements with reference instrumentation. Long-term validity
of these calibration functions and their transferability to other areas is largely
unknown at this stage (Theunis et al., 2016b).
2.3.4 Challenges for low-cost sensing
We can conclude this section on low-cost sensing that, at this point in time, there
are no readily available, low-cost solutions for ubiquitous outdoor air quality sens-
ing (Theunis et al., 2016b). The performance of most of the available lower-cost
sensors is not yet thoroughly characterized and their long-term reliability is un-
known (Snyder et al., 2013). However, sensor technology is developing rapidly,
and it is conceivable that in several years low-cost sensors will meet the current
requirements of regulatory monitoring (EPA, 2013). Some encouraging examples
show that the use of low-cost sensors has potential, but there remain a number
of technical and practical challenges including the development of robust sensors
that produce high quality data, careful electronics design, durability of the sensing
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elements, advanced data post-processing or field calibration procedures, rigorous
evaluations of sensors, and integration of data from multiple sensors of different
quality (Snyder et al., 2013; Kumar et al., 2015; Theunis et al., 2016b)
Some portable, but more expensive instruments for measuring particles are already
available on the market for quite some time. In absence of reliable low-cost sensors,
this thesis will focus on one of these higher quality devices: the micro-aethalometer
(microAeth AE51, AethLabs), a portable BC monitor. Other examples include
the TSI DustTrak, which measures the mass concentration of different particle
size classes between 1 and 10 µm, and the TSI P-trak, a condensation particle
counter which measures the number concentration of particles smaller than 1 µm.
The micro-aethalometer is smaller (easier to use as a portable device) and more
user-friendly than the P-trak and DustTrak. Further, past experience has shown
promising results with this instrument (e.g Dons et al., 2011; Van Poppel et al.,
2013). An extensive validation of the micro-aethalometer is presented in Chap-
ter 3. Although these devices are performing relatively well, they have to be
compared on a regular basis with standard monitoring devices, are still rather ex-
pensive (roughly between 5,000 and 10,000 EUR) and need regular attention (e.g.
replacing filters of the micro-aethalometer or refilling the P-trak). These elements
limit their wide-spread use (Koehler and Peters, 2015; Theunis et al., 2016b),
but a limited number of devices can already be used for mobile (participatory)
measurements.
2.4 Citizen science and participatory monitoring
Citizen science encompasses a range of different ways in which citizens are involved
in science (Conrad and Hilchey, 2011; SCU-UWE, 2013). This may include mass
participation schemes in which citizens gather data, as well as smaller-scale activ-
ities such as local policy debates. Participatory monitoring and citizen science are
often mentioned as ways to collect large datasets at a reasonable cost compared
to classical data collection methods. But, citizen science can also be a way to
use and rely on the knowledge and experience of people. It is recognized in many
studies as a way to include stakeholders and the general public in the management
of environmental issues (Conrad and Hilchey, 2011). Further, participatory moni-
toring or citizen science is also believed to raise the awareness and understanding
of citizens (Snyder et al., 2013). Therefore, Theunis et al. (2016a) distinguish two
objectives that should be considered in citizen science projects: the scientific and
the social learning objective. The scientific objective focuses on the factual results
of the scientific project, while the social learning objective is focused on processes
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of creating shared knowledge and visions, awareness and behavioural change, co-
creation and transition (Theunis et al., 2016a). While the concept of citizen science
is not new, the number of projects has been growing due to the Internet and the
use of smartphones and hand-held devices (Snyder et al., 2013). Some successful
examples of citizen science include projects concerning biodiversity monitoring,
volunteered geographic data, and personal weather stations.
Citizen science and participatory monitoring approaches can also be used in en-
vironmental monitoring, and more specifically air quality monitoring. Already in
2006, Burke et al. mentioned the theoretical potential of participatory sensing to
investigate the relationship between air quality, urban traffic and public health. In
the previous chapter, an overview was given of the emergence of lower-cost, easy-
to-use portable air pollution monitors that provide high-time resolution data in
near real-time. This provides opportunities for citizen science, and monitoring ap-
proaches based on low-cost sensors and smartphone apps are appearing in domains
such as noise, air quality or radiation monitoring. Often the idea of pervasive or
ubiquitous sensing is put forward, relying on a multitude of sensors with which
data are collected in an uncoordinated almost effortless way, and on intelligent
data post processing and mining (Kumar et al., 2015). However, this is not yet a
reality today.
The potential for participatory environmental monitoring crucially depends on
three strongly interdependent factors: the availability, quality and cost of moni-
toring tools (sensors, apps, etc.), sound data collection and data processing meth-
ods, and finally the participation of volunteers (Theunis et al., 2016a). The first
factor, the monitoring tools, is currently still a limiting factor for wide-spread
do-it-yourself approaches. But, some accurate portable instruments such as the
micro-aethalometer are available, and those can already be used to set up partic-
ipatory monitoring campaigns. But due to the high cost of these devices, such
campaigns will likely have to be conducted in close collaboration with scientific
institutions that can provide the instruments. The second factor, sound data col-
lection and data processing methods, also increases the complexity of air quality
research for citizen scientists. In the second part of this thesis, we focus on this
factor by looking at mobile data collection and processing methods.
Over the last years, several citizen science or participatory monitoring projects
have been set up in air quality applications. Some examples are given here. The
EveryAware project developed a sensor box with an array of low-cost gas sensors
and a smartphone application. As part of the project, an international competition
was set up where citizens were involved in mobile air pollution monitoring using
the sensor box, combined with a web-based game to monitor perceived levels of
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pollution (Sˆırbu et al., 2015). The CITI-SENSE project built a “citizens’ observa-
tory” observatory platform. This platform provides a toolkit for citizen scientists
by integrating different sensing devices, smartphone apps, data processing and vi-
sualization techniques, and a web platform. In Antwerp, the AirBezen1 project,
led by the University of Antwerp, set up a participatory monitoring campaign by
distributing strawberry plants. The plants were used to biomonitor the deposited
PM. The project received a lot of interest of participants, and more than 1000
plants were distributed (which resulted in around 700 valid samples). Recently,
Ringland (an environmental organization that focuses on the impact and the pos-
sible covering of the ring road of Antwerp) started the CuriezeNeuzen2 campaign
to measure NO2. They want to deploy passive sampling tubes at 1000 locations
across the city. US EPA also pays a lot of attention to citizen science. They
included the support of citizen science projects in their roadmap for the next-
generation air monitoring (EPA, 2013) and developed a citizen science toolbox to
provide communities with the components needed to initiate monitoring studies
(EPA, 2016a).
2.5 Conclusion
The urban environment shows a high variability in air pollutant concentrations
on a small scale, especially for traffic-related air pollutants. New approaches in
air quality monitoring enable to better characterize this variability, and they can
provide more accurate exposure estimates. Portable monitors allow to perform
mobile measurements and gather data at a high spatial resolution. Low-cost sensor
allow for a larger-scale deployment and participatory monitoring.
Sensor technology is a quickly evolving field. However, currently, the available
low-cost sensors cannot yet be readily used for ambient air quality monitoring.
Validation studies indicate a variable performance. Further, using these sensors
for mobile monitoring induces additional challenges regarding response time and
the influence of the changing environment. Therefore, in this thesis, we will make
use of a more expensive and accurate, but still portable instrument: the micro-





An extensive validation of the
micro-aethalometer for personal
exposure and mobile monitoring
campaigns
3.1 Introduction
Black carbon (BC), a constituent of fine particles and a product of incomplete com-
bustion, is associated with adverse health effects, including cardiovascular mortal-
ity and cardiopulmonary hospital admissions (Janssen et al., 2011, 2012). BC is
not yet regulated, but would be a valuable additional air quality indicator to eval-
uate the health risks of air pollution dominated by primary combustion particles,
as well as the benefits of traffic abatement measures (Janssen et al., 2011; Reche
et al., 2011; WHO, 2013). The BC concentration levels show a high spatial and
temporal variability, certainly in the urban environment (Wu et al., 2015). Due
to this high variability, personal exposure to BC is strongly determined by time-
activity patterns, and the exposure while in traffic can exceed exposure in other
micro-environments (Dons et al., 2011, 2012).
A portable monitor can be used to characterize the BC concentration levels at
a high spatial and temporal resolution and to monitor personal exposure. The
micro-aethalometer (microAeth Model AE51, AethLabs) is a lightweight, pocket-
sized monitor that measures BC in real time and at a high temporal resolution.
The micro-aethalometer is increasingly used in several types of studies where rel-
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atively short-term BC measurement campaigns are conducted. A non-exhaustive
overview of studies is given below. For example, the micro-aethalometer is used for
measuring exposure in studies on short-term acute health effects (e.g. Weichenthal
et al., 2011; Louwies et al., 2015; Provost et al., 2016), for personal exposure mon-
itoring (e.g. Delgado-Saborit, 2012; Dons et al., 2011, 2012; Buonanno et al., 2013;
Nieuwenhuijsen et al., 2015) and for assessing exposure of cyclists (MacNaughton
et al., 2014; Hankey and Marshall, 2015b), in vehicles (Apte et al., 2011), in the
subway (Vilcassim et al., 2014) or during commuting in general (de Nazelle et al.,
2012; Li et al., 2015). Further, the micro-aethalometer is used to characterize
the temporal variation at near-road locations (e.g. Song et al., 2013; Liang et al.,
2013) or to assess within-city spatial variation using short-term (Ruths et al., 2014;
Klompmaker et al., 2015) or mobile measurements (Van Poppel et al., 2013; Pe-
ters et al., 2014; Brantley et al., 2014a; Van den Bossche et al., 2015; Wu et al.,
2015; Van den Bossche et al., 2016), to measure the vertical profile with a balloon
(Trompetter et al., 2013) and to characterize vehicular emissions (Ning et al., 2013;
Tang et al., 2015; Kamboures et al., 2015). The micro-aethalometer is also used in
modelling studies, mainly for building land use regression models (e.g. Saraswat
et al., 2013; Dons et al., 2013b, 2014a; Dekoninck et al., 2013; Ghassoun et al.,
2015; Hankey and Marshall, 2015a).
Despite this increasing use, the number of studies validating the performance of
the micro-aethalometer is rather limited. Viana et al. (2015) compared six micro-
aethalometers with a multi-angle absorption photometer (MAAP) during four peri-
ods of two to four days. Cheng and Lin (2013) evaluated the real-time performance
of the micro-aethalometer at a traffic site by comparing it with the rack-mounted
Aethalometer AE31, but used only one instrument. Cai et al. (2014) performed
a more extensive evaluation for fixed site and personal exposure measurements
using six instruments and also tested a diffusion drier inlet for reducing the effect
of changes in temperature and relative humidity. Several issues affect the perfor-
mance of the micro-aethalometer. The instrument is characterized by a high noise
ratio, possibly limiting its use at a high temporal resolution. Further, a higher
loading of the filter leads to an underestimation of the BC concentration.
In this chapter, the micro-aethalometer for use in personal exposure monitoring
and mobile monitoring is validated. The validation is based on the use of the
instrument in several campaigns over the last years. The micro-aethalometer is
compared with other instruments, including the MAAP, and the use of a filter
loading correction is evaluated. Several intercomparisons of multiple instruments
are presented to investigate the bias and uncertainty of the micro-aethalometer.
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Further, the use of the micro-aethalometer at a high temporal resolution is evalu-
ated.
3.2 Materials and methods
3.2.1 Instrumentation
There exists no standard method for measuring BC. Moreover, there is currently
no formal agreement on the terminology that considers all aspects of specific prop-
erties and measurement methods (Petzold et al., 2013). As a result, there is a lot
of ambiguity in the scientific literature, with measurements that refer to BC using
different terminology and are based on different properties of the particles. Differ-
ent measurements methods cannot be easily compared. Therefore, Petzold et al.
(2013) proposed more specific terminology that refers to the particular measure-
ment method. Equivalent black carbon (EBC) should be used to denote black
carbon measurements derived from optical absorption methods. Elemental car-
bon (EC) should be used for data derived from methods that are specific to the
carbon content of carbonaceous matter. Refractory black carbon (rBC) should be
used for measurements derived from incandescence methods. Black carbon (BC)
can still be used as a qualitative description when referring to light-absorbing
carbon-containing substances in atmospheric aerosol. However, for quantitative
applications the term requires clarification on how the quantity is measured (Pet-
zold et al., 2013). Frequently used instruments based on light absorption are the
aethalometer (Hansen et al., 1984), the particle soot aborption photometer (PSAP,
Bond et al. 1999) and the multi-angle absorption photometer (MAAP, Petzold and
Schonlinner 2004).
The micro-aethalometer
The micro-aethalometer (microAeth Model AE51, AethLabs) is a lightweight,
pocket-sized version of the aethalometer (Figure 3.1). This instrument mea-
sures the concentration of optically absorbing aerosol particles at a wavelength of
880 nm, and thus the reported values refer to equivalent black carbon (in µg m−3),
using a mass-specific absorption cross-section (MAC) of 12.47 m2g−1. This MAC
value is the default value used by the micro-aethalometer. MAC values vary in
time and space depending upon source emissions, transformation during trans-
port, etc. (Petzold et al., 2013). As a consequence, the MAC value, if measured,
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Figure 3.1: The micro-aetholemeter (microAeth Model AE51, AethLabs).
would also vary when performing mobile measurements. However, this is a limi-
tation of the (micro-)aethalometer, and more in general of filter-based absorption
methods.
The concentration is derived from the rate of change in light attenuation of a
particle spot on a filter through which air is pumped. The inlet flow rate can be set
at 50-200 mL min−1 (for older version the maximum flow rate is 150 mL min−1).
A measurement timebase between 1 s and 5 min can be chosen. The response time
is negligible. The optical measurement of the filter is instantaneous and the lag in
time due to pumping of the air through the tube is less than a second for a flow
rate of 150 mL min−1 and an inlet tube of 5 cm.
The multi-angle absorption photometer (MAAP)
The multi-angle absorption photometer (MAAP) is based on the simultaneous
measurement of light transmitted through and scattered back from a particle-
loaded filter at multiple detection angles, and is less influenced by aerosol light-
scattering and filter loading effects (Petzold and Schonlinner, 2004; Petzold et al.,
2005). Since the MAAP is used in the official monitoring stations in Flanders and
several European countries to measure BC (EEA, 2013b), we decided to take this
method as a reference to compare the micro-aethalometer with.
3.2.2 Measurement campaigns
This study makes use of several campaigns that were conducted over the past
few years (some of which for this PhD research and others for third parties) and
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that have already been published in research papers or reports. An overview of
the campaigns and relevant references are given in Tables 3.1 and 3.3. The inter-
comparisons with multiple micro-aethalometer instruments all accompanied a field
campaign, and were performed before and/or after the campaign for quality as-
surance. The measurements of the MAAP are obtained from reference monitoring
stations of the Flemish Environmental Agency (VMM).
3.2.3 Data processing
Measuring BC with the micro-aethalometer at 1 s time resolution is challenging
due to the occurrence of signal noise, especially at low concentrations. Hagler
et al. (2011) proposed a method to reduce the noise while preserving the signifi-
cant dynamic trends in the time series: the Optimized Noise-reduction Averaging
(ONA) algorithm. This algorithm performs an adaptive time-averaging of the BC
data, with the incremental light attenuation (∆ATN) through the instrument’s
internal filter determining the time window of averaging. It is based on a user-
specified minimum change in attenuation (∆ATNmin) which determines the length
of the averaging window. For a sufficiently high BC concentration and/or a long
timebase, the ∆ATN in each time step will be greater than ∆ATNmin and the
time resolution will be preserved. However, for a low BC concentration and/or
a short time base, ∆ATN will be less than ∆ATNmin and the time series will be
averaged over the time interval that is needed to reach an ATN increase of at least
∆ATNmin. The average value is allocated to all time steps of the time interval.
The choice of ∆ATNmin and the flow rate will determine the average length of the
time window used in the averaging (higher flow rate gives a higher ATN increase
per time step).
The effect of ONA is investigated for a high temporal resolution in Section 3.3.3.
For the other sections, ONA processing is always applied on the raw data (with
∆ATNmin of 0.05).
3.2.4 Evaluation approaches
Based on the parallel measurements, metrics are calculated following the ISO20988
guidelines for estimating measurement uncertainty for air quality data.
Parallel measurements with a reference method For the comparison be-
tween the micro-aethalometer and the MAAP measurements, the following metrics
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are used. Firstly, the bias uB(y) is the systematic error of the aethalometer com-
pared to the MAAP calculated as the difference in the overall mean. Secondly,
the standard uncertainty u(y) of the measurement y (residual standard deviation)






(y(j)− yR(j))2 , (3.1)
where yR(j) are the reference measurements for a series of j = 1 to N observations.
Finally, also the R2 of the linear regression of the micro-aethalometer on the
MAAP is given.
Parallel measurements with identical measuring systems The bias for
each instrument k is calculated as the mean of all measurements of that instrument
minus the mean of all measurements of all instruments:

















To assess the uncertainty at a certain time resolution, the standard deviation in











k=1 y(k, j) is the mean value of all instruments at time step
j (regarded as the reference value in absence of a real reference). The standard








The instrument bias is the systematic deviation from the true value of an instru-
ment averaged for all measurements. The overall bias gives an indication of the
expected instrument bias. The standard uncertainty, on the other hand, gives
the uncertainty of an individual measurement at one time step. It is expressed
as the standard deviation of the population of possible results of a measurement
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Table 3.1: Available datasets for the comparison with the MAAP. The
average concentration level during the campaign is given with the interdecile
range (10-90 % percentile) between brackets in µg m−3.
Period Length VMM station Micro-aeth Average conc. Reference
2011-01 44 days 44R801 (Borgerhout) AE209 3.5 (1.0 - 7.0) Dons et al. 2012
2012-02 25 days 44R802 (Borgerhout) AE283 3.9 (1.0 - 7.3) Peters et al. 2014
2014-03 14 days 44R750 (Zelzate) AE347 2.2 (0.6 - 4.8) Van Poppel, unpublished
(based on the readings of the different instruments at one time step). Given that
the mean of all instruments is used as the the true value (in absence of reference
measurements), the bias and uncertainty are an indication of the precision and
not the accuracy of the micro-aethalometer.
3.3 Results and discussion
3.3.1 Comparison with the MAAP
In this section, a comparison exercise of the micro-aethalometer and the MAAP is
presented. The goal is to compare the measured concentration levels and calculate
the bias between the micro-aethalometer and the MAAP, to investigate the filter
loading effect on the micro-aethalometer and to evaluate a correction algorithm.
For the comparison, the MAAP is used as a ‘reference’ to evaluate the micro-
aethalometer measurements.
Several datasets are available for the comparison exercise (Table 3.1). For each,
one micro-aethalometer was positioned at a VMM monitoring station next to the
inlet of a MAAP instrument. For each period, the MAAP data are available at
half hourly resolution. The result for one campaign, the 2011 one, will be discussed
in detail. For the other campaigns, an analogous analysis is performed and the
results are included in the supplementary material (Appendix 3.A).
Results An overview of all available data of the 2011 campaign is given as a time
series (Figure 3.2a) and scatter plot (Figure 3.2b). Comparing those data results
in a R2 of 0.84, a bias of 0.37 µg m−3 and a standard uncertainty of 1.0 µg m−3 on
an overall mean of 3.5 µg m−3. To investigate the effect of the filter loading on the
measured concentration by the micro-aethalometer, the relative difference between
the MAAP and micro-aethalometer is calculated for each time stamp i:
BCdiff,i = (BCMAAP,i − BCaeth,i)/BCMAAP,i . (3.6)
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(a) (b)
Figure 3.2: (a) Time series and (b) scatter plot of the micro-aethalometer
and MAAP data for the 2011 data set (30 min time resolution). The red
dotted line gives the linear regression of the micro-aethalometer on the
MAAP (the grey dotted line gives the 1:1 line).
This relative difference BCdiff,i is plotted in function of the attenuation in Fig-
ure 3.3a. There is a clear positive relation with ATN. The micro-aethalometer
underestimates the BC levels in comparison to the MAAP for higher ATN val-
ues. For an ATN value of around 100, this leads on average to a relative bias of
41 %. This systematic deviation in function of the ATN leads to a lower R2 and
higher mean bias. The relative differences between the micro-aethalometer and the
MAAP are not dependent on the measured concentration (Figure 3.3b).
Filter loading effects were accounted for by a correction algorithm according to
Virkkula et al. (2007):
BCcorrected = (1 + k ·ATN)BCuncorrected , (3.7)
where ATN is the attenuation. The compensation parameter k can be calculated
for each filter spot so that the data become continuous over the spot change:
complete Eq. (3.7) with the measurement of BC and ATN before (BCuncorrected
and ATN) and after (BCcorrected) the filter change (Virkkula et al., 2007). This
was done using the raw data at 5 min resolution and based on the average of the
last and first 3 measurements before and after the filter change. Here, we used the
average k value of all filters for the full dataset.
The filter loading correction is applied to three different cases: using all valid
data, using all available data including the data with a ‘high ATN’ error message
(status error code 4) and using only data with ATN < 75. The resulting metrics
for these different cases are presented in Table 3.2. A value of k of 0.0076 was
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(a) (b)
Figure 3.3: Influence of the attenuation on the measured concentration
by the micro-aethalometer: the relative difference in BC concentrations
between the MAAP and micro-aethalometer is plotted in function of the
(a) ATN and (b) concentration measured by the MAAP. The data points
where the instrument gave a ‘high ATN’ error message are displayed in grey.
obtained from the filter changes and used for the filter loading correction for the
full dataset.
Based on the comparison with the MAAP, the micro-aethalometer shows a high
standard uncertainty of 1.0 µg m−3. This is partly due to the systematic bias with
increasing ATN values. To investigate the effect of the filter loading correction on
the standard uncertainty, both uncorrected and corrected data are adjusted for the
bias by multiplying the values with the ratio of the overall mean of the MAAP and
aethalometer measurements (resulting in a bias of 0). For the uncorrected data,
this adjustment does not lead to a lower standard uncertainty. When applying
both the filter loading correction and bias adjustment, the standard uncertainty
is reduced to 0.77 µg m−3 and the R2 increases from 0.84 to 0.91 (Table 3.2).
Note that the standard uncertainty is larger when only applying the filter loading
correction in this case. This can be explained by the higher bias after filter loading
correction which will also give a higher uncertainty (the loading effect masked
a part of the bias). After applying the filter loading correction, the difference
between the measured values by the MAAP and aethalometer instruments is no
longer strongly related with the ATN value (Figure 3.4b).
The full dataset includes a lot of measurements with an error status code that
indicates a high ATN value. When including these data in the analysis, the bias
and uncertainty increase. Applying both filter loading correction and bias adjust-
ment, the uncertainty is reduced strongly, but is still higher than with only the
valid data. When adopting a stricter limit on the ATN value and only retaining
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(a) (b)
Figure 3.4: Comparison of the MAAP and micro-aethalometer after filter
loading correction and bias adjustment: (a) scatter plot and (b) relative
difference in function of ATN. The red dotted line gives the linear regression
of the micro-aethalometer on the MAAP (the grey dotted line gives the 1:1
line).
Table 3.2: Results of the comparison between the MAAP and the micro-
aethalometer for different cases: high ATN (all data including those with a
‘high ATN’ error message), valid data and low ATN (all data with ATN <
75). Bias and standard uncertainty are given in µg m−3.
no correction bias adjustment filter loading bias + filter
High ATN
Overall bias 0.81 - -0.59 -
Standard uncertainty 1.57 1.50 1.31 0.95
R2 0.69 0.69 0.86 0.86
Valid data
Overall bias 0.37 - -0.78 -
Standard uncertainty 1.01 0.99 1.37 0.77
R2 0.84 0.84 0.91 0.91
Low ATN
Overall bias 0.06 - -0.73 -
Standard uncertainty 0.54 0.54 1.09 0.41
R2 0.94 0.94 0.97 0.97
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the measurements with an ATN value below 75, a better result is obtained. The
uncertainty without performing any correction (0.54 µg m−3) is even smaller com-
pared to using the valid data with correction for filter loading and adjustment for
the bias. With the correction and adjustment, the standard uncertainty decreases
slightly to 0.41 µg m−3 and the R2 is 0.97. This indicates that following the in-
strument’s indication of a high ATN value is important for the data quality, and
it is even better to change the filter ticket faster. Similar results are obtained for
the other campaigns (Appendix 3.A).
The resulting bias between the micro-aethalometer and the MAAP for the valid
data is -0.78 µg m−3, which results in a relative bias of -22 %. Without filter
loading correction, the bias is smaller (0.37 µg m−3), but the underestimation of
the BC concentrations at higher ATN values by the micro-aethalometer does mask
the negative bias in this case. For the other two campaigns, a bias of -7 and +8 %
is found.
Discussion The algorithm to post-process the aethalometer measurements for
correcting filter loading effects (Eq. (3.7)) due to Virkkula et al. (2007) has some
reported weaknesses. The algorithm was not designed to correct for all effects
that influence the absorbance: it only corrects for the filter loading, and not for
scattering effects (Virkkula et al., 2007; Collaud Coen et al., 2010). Collaud Coen
et al. (2010) consider it as an unstable method and recommend not it to use it on
atmospheric long-term datasets. Further, the value of the compensation parameter
k depends on the type of aerosol, which induces a variation of k by season and
location of measurement (Virkkula et al., 2007, 2015) and even by time of the day
(Drinovec et al., 2015).
In this study, the compensation parameter k is determined following the same
procedure as described in Virkkula et al. (2007). They determined the value of k
based on filter changes: a value for k was calculated for each filter spot so that the
data becomes continuous over the spot change. Virkkula et al. (2007) used the
obtained value of k of each filter to correct the data obtained for that filter spot.
In this study, however, we used the average k of all filters to reduce the noise in the
obtained k values (due to a higher noise in the micro-aethalometer measurements
compared to the instrument used by Virkkula et al. (2007)). This approach of
determining the value of k based on filter changes requires relatively longer-term
continuous measurements with the instrument, which is not always available in
measurement campaigns. In Chapter 5, we took a different approach based on a
shorter-term comparison with a MAAP but using the full time series (no contin-
uous measurements including filter changes were available). In that case study, k
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was estimated based on the comparison with the MAAP by fitting Eq. (3.7) us-
ing non-linear least squares (minimizing BCMAAP − BCcorrected). In Dons et al.
(2012), only those values with ATN < 75 were used, instead of applying a correc-
tion for the filter loading. This was also tested here both with and without filter
loading correction. The aethalometer model AE33 (Magee Scientific) determines
k continuously using a real-time loading effect compensation algorithm (based on
measuring two filter spots with a different loading simultaneously) (Drinovec et al.,
2015).
A good agreement between the micro-aethalometer and the MAAP was found
(R2 values of 0.91, 0.90 and 0.79 for the three campaigns). The bias between
the micro-aethalometer and the stationary MAAP ranged between -22 and +8 %
for the three campaigns. Similar results were obtained by Viana et al. (2015).
Based on a comparison of six micro-aethalometers with one MAAP during four
periods of two to four days, they found a relatively good agreement (R2 > 0.75)
and slopes ranging between 0.75 and 1.16). In the study of Cheng and Lin (2013),
a micro-aethalometer was compared to an AE31 aethalometer and they observed
that the BC levels measured by the micro-aethalometer were 14 % higher than
those measured using the AE31 aethalometer. However, they only compared one
micro-aethalometer instrument. They also observed that the BC levels were un-
derestimated by up to 15 % when the ATN increases to 40, which is similar to
what is found here.
To conclude, the lowest bias and uncertainty is obtained at low ATN values. It
is therefore recommended to change the filter more often than the instrument
indicates (an error message for high ATN values is generated by the instrument
around ATN values of 100 to 120). How often this is depends on the flow rate and
the measured concentration levels. For example, using a flow rate of 100 mL min−1,
the filter reached an ATN value of 75 after 17 h of continuously measuring at an
average concentration of 4 µg m−3. When high ATN values are not avoidable,
the simple correction procedure according to Virkkula et al. (2007) can reduce
the uncertainty caused by the filter loading when measurements are available to
determine the value of k. To determine k, one needs to have a longer time series
with multiple filter changes or a comparison with another instrument that corrects
for filter loading effects.
3.3.2 Intercomparison of the micro-aethalometers
By means of an intercomparison exercise, the bias and uncertainty associated
with the use of the micro-aethalometers is assessed. In this section, the micro-
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aethalometer measurements are not compared to another method, but parallel
measurements of several micro-aethalometer instruments are compared to assess
the inter-instrument variability. As such, not the absolute bias in measuring BC
is evaluated, but the relative bias compared to other instruments. This is relevant
for campaigns using multiple instruments. Further, the standard uncertainty is
evaluated for different time resolutions (5 and 30 min).
Intercomparisons of the instruments were performed by co-locating a set of micro-
aethalometers for a period of time, which was typically done before and/or after
a field campaign. Such measurements are available for several campaigns (see
Table 3.3) at a 5 min time resolution. The measurements were not corrected for
filter loading. For most of the campaigns, the ATN values were kept well below
75. Only for the MC3 and MC4 campaigns, higher values were reached, and all
measurements with an error status were removed for the intercomparison exer-
cise.
Results The results of one intercomparison campaign will be discussed in more
detail (MC5 pre). The bias for each instrument ranges between -0.14 µg m−3 and
+0.16 µg m−3, which results in an overall bias of 0.07 µg m−3. Compared to the
average concentration level during the campaign of 0.8 µg m−3, this gives a bias
of 8 %. The standard uncertainty is calculated for both a 5 min and a 30 min time
resolution, and results in 0.10 µg m−3 and 0.08 µg m−3, respectively. The instru-
ment bias is also illustrated in Figure 3.5 as the ratio of the instrument average to
the average of all instruments. The ratios are given for the intercomparison before
and after the campaign. For some micro-aethalometers, the sign of this ratio is
consistent over the campaign, but for others it is not. When the measurements
of the intercomparison after are scaled based on the ratios of the intercomparison
before, the overall bias does not decrease. From this, it can be concluded that if
the intercomparison shows a good correspondence between instruments (< 10 %),
rescaling the micro-aethalometer measurements based on an intercomparison does
not necessarily improve the measurements. The above analysis is repeated for the
different campaigns, and a summary of the results is given in Table 3.3. The bias
ranged between 1 and 12 %, and the standard uncertainty ranged mostly from 0.2
to 0.4 µg m−3 at a 5 min time resolution and from 0.1 to 0.3 µg m−3 at a 30 min
time resolution.
Different flow rates were used in the campaigns (6 with 50 mL min−1, 6 with
100 mL min−1 and one with 150 mL min−1). The campaigns with a lower flow rate
have a slightly higher standard uncertainty (at a 5 min resolution): the median
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Figure 3.5: The relative instrument bias visualized as the ratio of the in-
strument average to the overall average for all instruments. The results of
the intercomparison exercise before and after the MC5 campaign are given.
uncertainty for the different campaigns decreases from 0.32 to 0.24 µg m−3 for 50
and 100 mL min−1, respectively.
Discussion All instruments were serviced before each intercomparison before a
measurement campaign including flow calibration, visual check of inlet tube and
filter change. For the intercomparison after a measurement campaign, instruments
were run without prior service. Some instruments showed a very large deviation
from the other instruments. This can indicate flow errors, or the need for mainte-
nance of the instrument (replacement of the pump, recalibration). For campaigns
with multiple instruments, such an intercomparison exercise is therefore impor-
tant. In the first place, the intercomparison can be used to identify broken or
strongly deviating instruments in advance of the campaign. For the intercompar-
ison exercises shown here, we left out on average 1 out of 10 micro-aethalometers
because they deviated 25 to 50 % from the mean of all instruments. Our experi-
ence learns that such instruments can be used with some precaution, and regular
intercomparison exercises are essential then to check the consistency in deviation
of those instruments. In the results shown here (Table 3.3), only those instruments
were kept that fell within 25 % of the average of all instruments.
It is clear that some bias between instruments can be expected when using mul-
tiple micro-aethalometer instruments. In the different intercomparisons, this bias
ranged between 1 and 12 %. The intercomparison exercise can also be used to
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Table 3.3: Results of the intercomparison of micro-aethalometers for the
different campaigns. Some specifications of the campaigns are given: the
duration of the intercomparison in hours, the number of instruments in-
cluded, the average concentration level during the campaign with the inter-
decile range (10-90 % percentile) between brackets. The concentration, bias
and uncertainty are all expressed in µg m−3.
Period Length # aeths Average conc Bias Standard uncertainty
(hours) (range) (rel.) 5 min 30 min
MC1 pre 2011-11 21.9 11 3.0 (1.5 - 4.3) 0.29 (0.10) 0.46 0.35
MC1 post 2011-12 22.7 15 1.5 (0.9 - 2.2) 0.11 (0.07) 0.24 0.14
MC2 2012-03 20.2 6 3.2 (1.3 - 5.8) 0.23 (0.07) 0.34 0.30
MC3 pre 2012-09 89.2 4 3.6 (1.0 - 6.6) 0.03 (0.01) 0.25 0.11
MC4 2012-09 164.7 3 2.0 (0.5 - 4.0) 0.03 (0.01) 0.19 0.16
MC3 mid 2013-03 100.5 3 3.0 (1.1 - 5.6) 0.13 (0.04) 0.23 0.18
MC3 post 2013-07 143.5 4 2.0 (1.0 - 3.4) 0.04 (0.02) 0.34 0.28
MC5 pre 2014-01 46.3 18 0.8 (0.2 - 1.5) 0.07 (0.08) 0.10 0.08
MC5 post 2014-04 21.6 16 2.0 (0.9 - 3.0) 0.11 (0.06) 0.27 0.20
MC6 2014-07 24.6 19 0.7 (0.1 - 1.5) 0.08 (0.12) 0.80 0.40
MC7 pre 2014-11 29.6 11 2.3 (1.7 - 3.0) 0.19 (0.08) 0.31 0.27
MC7 post 2015-01 5.9 10 2.8 (2.0 - 3.8) 0.22 (0.08) 0.33 0.28
MC8 2015-05 53.3 4 1.0 (0.3 - 1.9) 0.12 (0.12) 0.34 0.21
rescale the different instruments to the overall mean, to reduce bias between in-
struments. However, in this case it did not lead to an improvement and the
intercomparison of the unscaled measurements already showed good correspon-
dence between instruments. For instruments that show a larger but consistent
deviation, such a rescaling can be used. The bias between instruments also means
that comparing absolute values of concentrations to other studies using micro-
aethalometers should be done with care, as relatively large deviations are possible.
For an intercomparison campaign it is important to have a dataset with represen-
tative variation in concentrations.
The uncertainty on the individual measurements is rather large, ranging mostly
from 0.2 to 0.4 µg m−3 at a 5 min time resolution. This decreases slightly when av-
eraging the measurements to a 30 min time resolution (mostly 0.1 - 0.3 µg m−3).
The specifications of the microAeth(R) Model AE51 list a measurement preci-
sion of ± 0.1 µg m−3 for 1 min average and flow rate of 150 mL min−1. Using a
higher flow rate generally leads to a lower standard uncertainty. Some studies
equipped the micro-aethalometer with a higher volume sampling pump (800 and
1200 mL min−1 in Weichenthal et al. (2011) and Ning et al. (2013), respectively)
to reduce the uncertainty.
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3.3.3 Use at a high temporal resolution
In the previous section, an intercomparison of multiple micro-aethalometers was
performed using a temporal resolution of 5 and 30 min. However, for certain appli-
cations such as mobile monitoring, a higher time resolution than 5 min is needed.
In this section, we will explore the performance of the micro-aethalometer at such
a high time resolution. This analysis cannot be performed by comparing the micro-
aethalometers to the reference MAAP device, because the measurements of the
MAAP are not available at such a short time resolution (only the half-hourly val-
ues are stored by the reference monitoring station). Therefore, an intercomparison
exercise is performed for sub-5 min resolutions and the impact of the processing of
the measurements to deal with instrument noise is investigated.
For one of the campaigns used in Section 3.3.2, the MC2 campaign, data from the
six micro-aethalometers are also available at 1 s resolution. Measuring BC with
the micro-aethalometer at 1 s time resolution is challenging due to the occurrence
of signal noise, especially at low concentrations. This leads to a high standard
uncertainty and a lot of negative values in the raw data. Simply removing the
negative values is inappropriate, as this would disregard the corresponding positive
fluctuations due to noise and would lead to an overestimation of the concentrations
(Hagler et al., 2011). Hagler et al. (2011) proposed a method to reduce the noise
while preserving the significant dynamic trends in the time series: the Optimized
Noise-reduction Averaging (ONA) algorithm (see Section 3.2.3 for more details on
the algorithm).
For evaluating the use of the micro-aethalometer with measurement time base
lower than 5 min, the standard uncertainty will again be calculated. It is cal-
culated for different time resolutions between 1 s and 5 min, and using different
preprocessing methods: the raw data, using the ONA algorithm with different
values for ∆ATNmin and using a moving average with an averaging window of 5
and 30 s. Besides the standard uncertainty, also the mean correlation (mean of the
Pearson correlations of one of the instruments with all others) and the number of
negative values are calculated for the different scenarios.
Results The correspondence between the different micro-aethalometers at a high
time resolution is illustrated in Figure 3.6a. Figure 3.6b shows the different pre-
processing methods for a single instrument. In the previous section, we obtained
an overall bias of 0.23 µg m−3 and a standard uncertainty of 0.34 and 0.30 µg m−3
for 5 and 30 min averages, respectively (Table 3.3). The standard uncertainty and
mean correlation is calculated for different time resolutions between 1 s and 5 min
CHAPTER 3 VALIDATION OF THE MICRO-AETHALOMETER 55
and using the original measurements as well as processed data using ONA and
a moving average (Figure 3.7). Using the raw 1 s data leads to a high standard
uncertainty above 3 µg m−3 due to the large short-term (second-to-second) instru-
mental noise. Combined with the average concentration of 3.2 µg m−3 during the
campaign, this leads to a large number of negative data (16 %). By decreasing
the time resolution, the standard uncertainty also decreases. When going from 1 s
to 5 s time resolution, the standard uncertainty decreases from 3.2 to 1.0 µg m−3,
indicating that already a large part of the noise is reduced by using a 5 s time
resolution, but a small percentage of negative values remained.
With the ONA-processed data, the 1 s time resolution already gives a good result
(standard uncertainty of 0.8 µg m−3, correlation of 0.93). However, although the
data still have a 1 s time resolution, they are the result of averaging most of the
data over a larger period (median averaging window of 45 seconds), so a better
result is to be expected. The median averaging window varied in time, and during
the rush hour it decreased to 20 seconds. Using the moving average also gives a
good improvement in uncertainty and correlation compared to the raw data, but
this method does not fully eliminate the negative values (2.7 % negative values at
1 s resolution).
A value of 0.05 for ∆ATNmin was used in the analysis above. Different values
were tested and 0.05 generally gave the best standard uncertainty and correlation.
Decreasing ∆ATNmin to 0.01 decreased the median averaging window from 45
to 10 seconds, retaining more of the short-term dynamics, while the standard
uncertainty increased only slightly from 0.8 to 0.9 µg m−3.
Discussion Based on the standard uncertainty and correlation, there is not
much difference between using the ONA algorithm and a moving average. Also,
for lower time resolutions (> 15 s), the original measurements give almost the same
performance. However, the ONA algorithm has the advantage of eliminating the
negative values, while keeping the high time resolution where this is desired (pe-
riods with large dynamics in the concentration levels). When using larger time
bases, the differences become smaller. A value for ∆ATNmin can be chosen in the
order of magnitude of 0.01 to 0.05, depending on the average concentration levels,
instrument flow rate and the trade-off between preserving short-term dynamics
and low standard uncertainty.
Considering the median averaging window of 45 s, the value of collecting data at
a 1 s resolution and the suitability of the micro-aethalometer for mobile measure-
ments can be questioned. However, the above analysis is based on stationary
measurements and the actual averaging window of the processed data will vary
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(a)
(b)
Figure 3.6: Illustrative part of the time series (15 min) of the full cam-
paign: (a) The ONA-processed measurements of the six instruments and
(b) the raw data and processed data using different methods for one of the
instruments.
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(a)
(b)
Figure 3.7: The (a) standard uncertainty and (b) mean correlation for
different time resolutions and for different preprocessing methods. The
mean correlation is calculated as the mean of the Pearson correlations of
one of the instruments with all others.
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from time to time and from place to place. It is expected that in mobile applica-
tions the median value will be lower at certain locations (as there can be higher
concentration levels depending on the location). For example, in the mobile tar-
geted campaign that is discussed in Chapter 5 and 6, the median averaging window
during the mobile measurements was 15 s. This median averaging window further
decreased to 12 s during the rush hour (between 8 and 9 am). Given that those
are median values, half of the measurements will have a lower averaging window.
Further, due to the algorithm, it are exactly those parts of the measurement series
where high temporal resolution is necessary (e.g. high concentration peaks) that
will have a lower averaging window in the ONA averaged data. Therefore, it is
justified to collect data at a 1 s resolution as this enables an optimal resolution of
the processed data.
After processing, a good agreement between instruments can be observed, even at a
high temporal resolution. When using a time resolution of 1 to 10 s, the correlation
is above 0.9, although the instruments have a higher standard uncertainty (0.6-
0.8 µg m−3) compared to a 5 min time resolution (0.3 µg m−3). These results show
the potential of the micro-aethalometer to observe high temporal dynamics in BC
concentration levels. It is therefore, provided that the raw data are processed, a
suitable instrument to perform mobile measurements.
3.4 Conclusions
This chapter evaluated the performance of the micro-aethalometer, a portable and
easy-to-use BC monitor suited for personal exposure monitoring or mobile mea-
surements. Some recommendations regarding the use of the micro-aethalometer
can be put forward. First, a regular comparison with another BC monitor or
with other micro-aethalometers is needed to identify broken or strongly deviating
instruments. When conducting a campaign with several instruments, the inter-
comparison is also needed to assess the bias between instruments, as relatively
large deviations are possible. Second, it is recommended to change the filter ticket
more often than indicated by the instrument status to prevent high filter loading
and underestimation of the BC concentration. Third, the micro-aethalometer can
be used at a high temporal resolution when using a higher flow rate and post-
processing the data to reduce the standard uncertainty. However, a higher flow
rate also results in a higher noise level, which can hinder the person carrying the
device in participatory studies.
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Some aspects of the performance of the micro-aethalometer could not be evaluated
with the available data sets. For example, it is known that the power source
or changes in the temperature and humidity (e.g. when moving from indoors to
outdoors) influence the quality of the measurements. To further investigate those
issues, it could be useful to set up a tailored monitoring campaign.
This chapter confirms the potential of the micro-aethalometer as an instrument
to perform mobile measurements. It shows a good agreement with the MAAP
for relatively longer-term measurements, making it suitable for personal exposure
monitoring. The micro-aethalometer is also able to observe high temporal dynam-
ics in BC concentration levels, confirming its use to perform mobile measurements
at a high temporal resolution.
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3.A Comparison with the MAAP: results of other
campaigns
CHAPTER 3 VALIDATION OF THE MICRO-AETHALOMETER 61
Table 3.S1: Results of the comparison between the MAAP and the micro-
aethalometer for the 2012 Borgerhout campaign (Peters et al., 2014). See
Table 3.2 for more explanation.
no correction bias adjustment filter loading bias + filter
High ATN
Overall bias 0.60 - -0.16 -
Standard uncertainty 1.38 1.34 0.95 0.91
R2 0.74 0.74 0.87 0.87
Valid data
Overall bias 0.36 - -0.28 -
Standard uncertainty 1.04 1.03 0.89 0.78
R2 0.84 0.84 0.90 0.90
Low ATN
Overall bias 0.11 - -0.38 -
Standard uncertainty 0.87 0.87 0.93 0.75
R2 0.87 0.87 0.91 0.91
Table 3.S2: Results of the comparison between the MAAP and the micro-
aethalometer for the 2014 Zelzate campaign (Van Poppel, unpublished).
See Table 3.2 for more explanation.
no correction bias adjustment filter loading bias + filter
High ATN
Overall bias 0.43 - 0.21 -
Standard uncertainty 1.12 1.09 0.96 1.00
R2 0.74 0.74 0.79 0.79
Valid data
Overall bias 0.36 - 0.17 -
Standard uncertainty 0.98 0.98 0.90 0.94
R2 0.76 0.76 0.79 0.79
Low ATN
Overall bias 0.21 - 0.08 -
Standard uncertainty 0.76 0.76 0.72 0.74







Introduction to mobile monitoring
in air quality applications
4.1 Introduction
With the onset of portable monitors, mobile monitoring is increasingly used to
acquire air quality data at a high spatial and temporal resolution in the complex
urban environment. Mobile monitoring refers to the collection of data while mov-
ing along a path. As such, mobile measurements provide a solution for short-term
studies to obtain a spatially spread data set that would not be feasible through sta-
tionary measurements, but at the expense of temporal representativeness.
Studies that use a mobile platform to measure at multiple locations for a cer-
tain time period more easily are sometimes also referred to as mobile monitoring
studies. For example, stationary measurements can be performed using a mobile
laboratory van (e.g. Vardoulakis et al., 2005; Pirjola et al., 2014) or portable in-
struments can be used by stopping for a short time period at predefined sampling
locations (e.g. Merbitz et al., 2012; Klompmaker et al., 2015; Ghassoun et al.,
2015). However, in this thesis we will focus on monitoring continuously with a
mobile platform, without stopping purposely.
4.2 Applications of mobile monitoring
Mobile air pollution monitoring has several applications, but two main tracks can
be distinguished: personal exposure monitoring and systematically mapping an
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area. The first group of studies applies personal monitoring by directly equipping
the study subjects with portable monitors. For example, this type of mobile
measurements is used to assess the personal exposure of individuals during their
daily activities (e.g. Dons et al., 2012; Ryan et al., 2015; Beko¨ et al., 2015) or
to specifically assess exposure during trips with different modes of transport (e.g.
Kaur et al., 2005; Int Panis et al., 2010; Dons et al., 2013a; Kingham et al.,
2013)
Mobile monitoring can also be used to systematically map an area or route to con-
struct air pollution maps at a high spatial resolution. Mobile measurements are
performed with different platforms, e.g. pedestrians (Zwack et al., 2011a; Sabali-
auskas et al., 2015), bicycles (Peters et al., 2013b; Sullivan and Pryor, 2014; Peters
et al., 2014; Hankey and Marshall, 2015b), trams (Hagemann et al., 2014; Hasen-
fratz et al., 2015) and cars (Westerdahl et al., 2005; Hu et al., 2012; Hudda et al.,
2014; Patton et al., 2014b). Several objectives can be pursued by systematically
mapping an area. For example, mobile monitoring is used to study the spatial
and temporal variation in air pollution (Weijers et al., 2004; Zwack et al., 2011c;
Peters et al., 2014; MacNaughton et al., 2014), to identify pollution hot spots and
relating them to specific sources, such as highways (Padro´-Mart´ınez et al., 2012;
Choi et al., 2012; Patton et al., 2014b) or an airport (Hudda et al., 2014; Hsu et al.,
2014), or to develop and validate air quality models (Zwack et al., 2011a; Patton
et al., 2014a; Hankey and Marshall, 2015a; Dekoninck et al., 2015; Weichenthal
et al., 2016b).
Further, mobile monitoring is also used for other purposes, including source appor-
tionment (Argyropoulos et al., 2016), measuring emission factors in real driving
conditions (Jezˇek et al., 2015), or studying spatio-temporal correlation with noise
(Weber, 2009; Dekoninck et al., 2013). In the remainder of this chapter, and in
this thesis in general, we will focus on the application of mobile monitoring to
systematically map street-level air pollution.
4.3 Implications of the temporal variability
The high temporal variability in pollution levels, especially for pollutants with im-
portant local sources such as traffic-related pollutants, has already been discussed
in Chapter 2. This variability and its cause differ from pollutant to pollutant, but
we can distinguish different levels of temporal variability relevant for the context
of mobile monitoring: day-to-day, within-day and micro-scale variability. Day-
to-day variability is mainly caused by the meteorological conditions and urban
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background fluctuations. Within-day variability is additionally related to the traf-
fic dynamics, with significant peak concentrations at the morning and evening
rush hours. Finally, at a small temporal scale (i.e. of the order of seconds), there
are also large fluctuations in the measured pollutant concentration due to emission
events, typically the passing of a vehicle. Mobile measurements, which can be seen
as time-space series of data, result in only a short snapshot at a certain location in
time and the measured values cannot necessarily be generalized as a typical value
for that location.
To summarize, mobile monitoring allows to increase the spatial coverage of mea-
surements, but at the expense of temporal representativeness. This leads to some
critical issues that will be investigated in the next chapters. When mobile moni-
toring is used to derive high resolution maps that are representative for the typical
concentration levels, large amounts of data are required to represent the range of
possible meteorological and traffic conditions. Repeated measurements at all lo-
cations will have to be performed. Those repeated measurements can be obtained
using different monitoring strategies.
4.4 Mobile monitoring strategies: targeted versus
opportunistic
Mobile data collection can be performed in a targeted or an opportunistic way.
We define targeted mobile monitoring as a coordinated, goal-driven approach
in which the mobile measurements are deliberately planned and carried out with
a specific purpose in mind. Efforts are typically concentrated in a well-defined
area (e.g. a number of streets) over a specific time frame (e.g. during the morning
peak hours) in an attempt to get a representative picture of reality. Literature
examples of targeted data collection approaches using fixed routes are Hagler et al.
(2010), Hsu et al. (2014), Pattinson et al. (2014), Peters et al. (2013b), Peters et al.
(2014). This contrasts with opportunistic mobile monitoring, which we define
as data collection making use of existing carriers to move measurement devices
around. The movement of the carriers (the travelled route) is uncontrollable from
the point of view of the researcher, as it is not designed and performed with the
data collection in mind as primary goal. The data collection takes advantage of
existing mobile infrastructure or people’s common daily routines. This can be city
wardens, parking wardens, public transport vehicles, taxis, street cleaners, bike
couriers or postmen, but as well commuters that cycle every day to work. The
participants do not decide on measurement location and time out of their interest
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to monitor a given event. They do not envisage to cover a specific period of time,
nor a specific location or route. Opportunistic mobile monitoring is a promising
approach to collect large data sets that give useful additional information at a
reasonable cost compared to classical data collection methods. But, depending on
the set-up of the data collection, these data can lead to new challenges in data
processing and interpretation.
4.4.1 Opportunistic mobile monitoring
The concept of opportunistic data collection as we have defined it above is closely
related to opportunistic people-centric sensing as presented by Campbell et al.
(2008). They describe a new sensing paradigm leveraging humans as part of the
sensing infrastructure. By using small computational devices carried by individ-
uals in their daily activities, information related to human activity and to the
environment around them can be sensed opportunistically (Campbell et al., 2008;
Kapadia et al., 2009; Kumar et al., 2015). As the data originates from sensors
carried by people, new challenges for information security and privacy have to be
addressed (Kapadia et al., 2009). However, in this study, we do not restrict it to
people and focus more on the uncontrolled aspect of the data collection and its
implications for data processing and interpretation of the results.
Opportunistic data collection can take different forms. We can consider two axes
along which opportunistic data collection campaigns can vary. Firstly, they can
vary according to the degree of human interaction they need. Possible human
interactions are related to carrying the measurement system, the operation and
maintenance of the measurement system and to the data collection and handling.
Campaigns based on sensors mounted on vehicles such as cars, buses or trams
can run independently for long periods without human interaction after initial
set-up. The more human interaction the data collection needs, the more the
user-friendliness of the measurement system and the motivation of the people
involved become important issues. Secondly, the data collection can be structured
or unstructured. Structured data collection is performed by repeatedly following
fixed routes, possibly within a fixed time frame.
The studies of Hasenfratz et al. (2015) and Hagemann et al. (2014) are examples
of opportunistic campaigns with a structured data collection, as they performed
mobile measurements with sensors installed on the roof of public transport vehicles
(trams). In these cases, the measurements are restricted to the route of the bus
or the tram tracks. Another example of fixed routes are commuters performing
mobile measurements (e.g. Weichenthal et al., 2008), although in this case the
CHAPTER 4 INTRODUCTION TO MOBILE MONITORING IN AIR QUALITY APPLICATIONS 69
route taken is more flexible. Aoki et al. (2009) built an environmental air quality
sensing system and deployed it on street sweeping vehicles. The street sweepers
most likely still follow rather fixed routes, but they typically follow different routes
on different days leading to a more unstructured dataset. The case study described
in Chapter 7 with city wardens carrying measurement devices during their daily
surveillance tours results in unstructured measurements without distinct patterns
in space or time. The studies of Hasenfratz et al. (2015) and Hagemann et al.
(2014) require limited human interaction as the sensor nodes are supplied with
power from the vehicles and data are transmitted automatically (Hasenfratz et al.,
2015). When using humans as the mobile carrier (Weichenthal et al., 2008, this
thesis), more human interaction is needed (carrying, switching on/off, charging
the device, etc.). Other possibilities to gather data opportunistically would be to
work with postmen, taxi drivers, parking wardens, and so on.
Opportunistic data collection is not restricted to the air quality examples above.
Noise mapping using smartphone apps (e.g. NoiseTube, D’Hondt et al. 2013) can
also be done in an opportunistic way. Floating car data coming from so-called
probe vehicles (i.e. vehicles that are equipped with the necessary devices to trans-
mit data to a data centre at regular time intervals) are used to map the congestion
and speed. These probe vehicles can be deployed specifically, but this informa-
tion can also be retrieved from existing uncontrolled cars equipped with a GPS.
The term ‘opportunistic data collection’ is also used in another context within the
field of Wireless Sensor Networks (WSN). Here, opportunistic data collection is the
transfer of the data from static, disconnected sensor nodes to a central base station
by mobile ‘mules’ that pass by both the sensor node and the base station (Tseng
et al., 2013). In this way, the sensor nodes are opportunistically connected with
their central servers. This application deals with data transfer and is not about
performing measurements, and as such is distinct enough not to cause confusion
about terminology.
The characteristics of opportunistic monitoring as outlined above hold some con-
sequences for the processing and interpretation of the data. From the perspec-
tive of the researcher, there is no control over the specific location and time of
the measurements. This can result in sampling bias where certain urban micro-
environments are underrepresented or absent in the data. For example, a postman
or a parking warden will not frequently enter green zones such as parks. Similarly,
there can also be a bias due to the time of the measurements. In the case of data
collection by commuters, the measurements are mainly limited to the rush hours.
The sampling can also be biased by the weather conditions, e.g. when the data
collection stops when it rains, or when the commuter takes the car instead of the
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bicycle on rainy days. As a consequence, there will be different measurement con-
ditions for different locations, hindering the comparability of the results between
these locations. This is a major problem, as it complicates the data interpretation,
making it less evident to use the results for air quality mapping.
4.4.2 Participatory mobile monitoring
Mobile monitoring also plays an important role in the context of the growing inter-
est in participatory air quality monitoring and citizen science. Targeted monitor-
ing campaigns can be planned and/or conducted with the involvement of a limited
number of volunteers. This will, however, require highly committed participants
who are prepared to spend time and efforts to repeatedly cover the targeted mon-
itoring area on the appropriate moments (Theunis et al., 2016a). When low-cost
sensors with sufficient performance become available, data can be collected on a
larger scale in an un-coordinated, opportunistic way. Participatory monitoring is a
possible way to collect the large datasets needed for obtaining representative maps
from mobile monitoring at a reasonable cost compared to classical data collection
methods.
4.5 Conclusion
Mobile monitoring is increasingly used for mapping air quality. It can also play an
important role in participatory monitoring campaigns. However, several issues on
spatial and temporal representativeness can interfere with the real-life applicability
of this type of monitoring. Given the temporal variability in pollutant concentra-
tions, a limited number of mobile measurements may not be representative and
may have limited value in assessing the air quality at a specific location. Therefore,
suitable monitoring strategies with a sufficient number of repeated measurements
and a careful processing and interpretation of the results are required. Data com-
ing from unstructured opportunistic measurements may exhibit some additional
challenges, as this approach often leads to data that are unevenly spread in space
and time.
These topics are investigated in the next chapters. An extensive, targeted mobile
monitoring campaign was conducted. The dataset is presented and the variability
in air pollution is characterized in Chapter 5. Because of the size of the dataset in
this case study, it allows to address the research questions about obtaining a rep-
resentative and consistent image of the spatial variability of the urban air quality.
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These methodological issues are investigated in Chapter 6. Then, an unstructured
opportunistic campaign is presented in Chapter 7, and the potential of the oppor-
tunistic monitoring strategy to assess the spatial variability is explored.

CHAPTER 5
Cyclist exposure to UFP and BC in
the urban environment
5.1 Introduction
An extensive, targeted mobile monitoring case study was set up to characterize
the exposure of cyclists to ultrafine particles (UFP) and black carbon (BC). UFP
and BC are both strongly traffic-related pollutants and show a high variability in
space and time in the urban environment. The correlation between UFP and BC in
the traffic micro-environment has been investigated in several studies. Westerdahl
et al. (2005) report a high correlation (R2 = 0.76) at a 60 s time resolution based
on mobile measurements in the Los Angeles area. In another study based on
mobile measurements in a provincial town in Belgium (Van Poppel et al., 2013)
the correlation (R2) between UFP and BC was 0.41, based on averages per traffic
zone for individual runs. Hagler et al. (2009) report a high correlation (R2 = 0.65)
between 10-minute averaged UFP and BC measurements for a near road sampling
campaign at a major roadway in Raleigh, North Carolina.
The objective of this chapter is to examine UFP and BC pollution data from mo-
bile monitoring at different scales. A multi-scale approach is taken to investigate
(i) the spatio-temporal variability of UFP and BC concentration in the urban en-
vironment, (ii) to study the correlation between UFP and BC and (iii) to assess
the potential of mobile monitoring for exposure assessment of a cyclist. The tem-
poral detail ranges between weeks, day and hour of the day. Spatially, the data
This chapter is based on the following publication: Peters, J., Van den Bossche, J., Reggente,
M., Van Poppel, M., De Baets, B. and Theunis, J. (2014). Cyclist exposure to UFP and BC on
urban routes in Antwerp, Belgium. Atmospheric Environment, 92 31-43.
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are treated at the suburban scale, the street level and up to a 10 m resolution.
Although this study is confined in space and time, results could be generalized to
other, potentially more extensive, cases.
5.2 Material and methods
5.2.1 Mobile monitoring in an urban environment
An extensive monitoring campaign using a mobile monitoring platform, the Aero-
flex (Elen et al., 2013), was set up in Antwerp (51°12’ N, 4°26’ E, medium-sized
city of 480,000 inhabitants, 985 inhabitants km2), Belgium, during 4 weeks in
February-March 2012. The Aeroflex is a bicycle equipped with compact air qual-
ity measurement devices to monitor ultrafine particle number concentration and
black carbon concentration at a high temporal resolution (up to one second). Each
measurement is automatically linked to its geographical location and time of ac-
quisition using GPS (GlobalSat BU-3531) and internet time. Two air pollutants
were monitored in this study: ultrafine particles (UFP, measured as particle num-
ber concentration (PNC), pt cm−3) and black carbon (BC in µg m−3). A TSI
P-Trak ultrafine particle counter (model number 8525) was used to measure the
number concentration of UFP (size range 0.02 to 1µm) within a range from 0 to
5 · 105 pt cm−3 at a temporal resolution of one second. The P-Trak is based on
the condensation particle counting technique using isopropyl alcohol (TSI, 2013).
The flow rate of the P-Trak was 0.7 L minute−1, the temperature during operation
was within the limits stated by the manufacturer, and alcohol saturation of the
wicks was guaranteed. BC measurements were done with a micro-aethalometer
(MicroAeth Model AE51, Aethlabs, see Chapter 3 for a detailed description of
the instrument). The filter ticket was changed at the start of each measurement
day, the inlet flow rate was set at 150 mL min−1 and measurements were made at
a temporal resolution of one second. Measuring BC with the micro-aethalometer
at one second time resolution is challenging due to the occurrence of signal noise,
especially at low concentrations. Therefore, a noise reduction algorithm was used
(Hagler et al., 2011, see Section 5.2.3).
A controlled monitoring set-up with fixed routes and time slots was used. Two
fixed routes were defined before the start of the monitoring campaign. Route 1
was an approximately 2 km long loop at the Southern side of a busy arterial road
(Plantin en Moretuslei), route 2 was a 5 km long loop at the Northern side of this
road (Figure 5.1). The start and stop location for both routes was a reference
1http://www.canadagps.com/BU-353spec.html
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air quality monitoring station from the Flemish Environmental Agency (VMM,
station BETR801). Preference was given to use a controlled monitoring set-up with
fixed routes and time slots to guarantee sufficient temporal and spatial coverage.
Repeated measurements in time were preferred over a larger spatial coverage that
could have been gained from monitoring along longer or random routes. In the
same area and season, a monitoring campaign was performed in 2010 at four
fixed locations, showing a spatial and temporal pattern of UFP (Mishra et al.,
2012).
The major part of the routes was located in residential and commercial areas.
Route 1 passed by a low-traffic square (Dageraadplaats), whereas an urban green
background area (Stadspark) was crossed by route 2. Streets of different configu-
ration and with different traffic dynamics were included in this study (Table 5.1).
The traffic data used in this study are modelling results from the Traffic Centre
Flanders based on traffic counts. The air quality monitoring campaign consisted
of 256 runs along route 1 and 96 runs along route 2 spread over 11 days in the
period between 2012-02-13 and 2012-03-08. The majority of the runs occurred
between 7 a.m. and 1 p.m. on weekdays (Figure 5.2), covering the morning rush.
Preference was given to have many repetitions in time for a part of the day over
a sparser dataset that would have been obtained by making measurement runs
at random hours. For organizational reasons, a measurement day was limited to
6 hours. A total of around 248,000 data points were collected for route 1 and

















Table 5.1: Description of some street characteristics of a selection of streets along monitoring route 1 (R1) and route 2
(R2).
Street name Abbrev. Description Speed limit Configuration Traffic densitya Lengthb
(km/h) Nr lanes Biking lane (vehicles per day) (m)
R1 Plantin en Moretuslei PM Entrance road 70 2 yes 43,381 890
Kleinebeerstraat KB Residential 50 1 no 1,269 105
Lange Altaarstraat LA Residential 50 1 no 5,585 120
Wolfstraat WO Residential 30 1 no 5,680 145
Dageraadplaats DP Public square, / / no NA (∼0) 170
very low traffic
R2 Plantin en Moretuslei PM Entrance road 70 2 yes 43,381 995
Stadspark SP Urban green / / yes NA (∼0) 565
Quellinstraat QU Tertiary 50 1 no 9,590 315
F. Rooseveltplaats FR Square, bus stops 50 partly 21,422 70
Carnotstraat CA Entrance road 50 1 yes 22,963 430
Provinciestraat PR Tertiary (street canyon) 50 1 no 12,174 690
Bleekhofstraat BL Residential 30, 50 1 no 4081 490
a Modelled traffic density from the Traffic Centre Flanders based on traffic count data (includes both light and heavy traffic).
b Length of part of the street that is included in the route.
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Figure 5.1: Overview of the bicycle routes: route 1 (red) and route 2 (blue).
5.2.2 Meteorological conditions
Meteorological data were obtained from a station of the Flemish Environmental
Agency (VMM) near the study site (approx. 12 km). Wind conditions are mea-
sured at a height of 30 m, temperature and humidity are measured at 3 m. An
overview of the temperature, humidity and wind conditions for February-March
2012 is given in Suppl. 5.S1. Averaged meteorological conditions during the hours
of mobile monitoring for each day of the measurement campaign are given in Ta-
ble 5.2. Temperatures ranged between 2.1 and 8.6 °C and the relative humidity
was moderate to high (between 71 and 95 %). Wind of low to moderate speed
from NE, NW and SW directions were most prevalent.
5.2.3 Data validation and quality assurance
In addition to the mobile monitoring, stationary measurements were made at a
station of the AQ monitoring network at Plantin en Moretuslei (Figure 5.1) for
data quality control. The individual P-traks and micro-aethalometers were put
together for in total approx. 20 hours at the AQ monitoring station to identify
possible bias between instruments. The micro-aethalometers were compared to
a MAAP (Multi-Angle Absorption Photometry (Petzold and Schonlinner, 2004;
Petzold et al., 2005)) instrument from the monitoring station, while the P-Traks
were only compared with each other. Overall the three P-Traks showed a good
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(a) (b)
Figure 5.2: Overview of the number of measurements made in function of
(a) hour of the day and (b) day of the week
Table 5.2: Overview of the meteorological conditions given as average tem-
perature, relative humidity (RH) and wind speed and median wind direction
during the monitoring hours of each of the monitoring days.
Date Meteorological conditions
Temp (°C) RH (%) Wind speed (m/s) Wind dira (degrees)
feb/13 2.1 95 1.7 22
feb/14 4.1 89 3.5 85
feb/15 6.1 84 5.6 59
feb/20 1.9 74 2.4 327
feb/21 4.8 71 4.0 337
feb/22 5.5 71 4.3 326
feb/29 8.6 95 2.3 348
3/jan 7.8 95 1.1 250
3/feb 8.6 90 3.7 205
3/jun 5.2 80 2.8 251
3/aug 5.7 77 2.9 48
a 360° North, 90° East, 180° South, 270° West.
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correlation (average R2 of 0.97) and a slope ranging between 0.9 and 1.1. Therefore
we did not rescale the P-Trak measurements.
The three micro-aethalometers showed a good agreement after noise reduction.
Noise reduction was realised using the Optimized Noise-reduction Averaging algo-
rithm (ONA algorithm, Hagler et al., 2011), with an attenuation threshold of 0.05.
Rescaling parameters were derived from the comparison of the individual micro-
aethalometers with the MAAP instrument from the monitoring station. Before
determining the rescaling parameters, filter loading effects were accounted for by
an additional correction algorithm according to Eq. (3.7) as explained in Chap-
ter 3 (Virkkula et al., 2007). The parameter k was estimated by fitting Eq. (3.7)
using non-linear least squares, for each micro-aethalometer independently. As the
values did not differ significantly, an average value for k of 0.009 for all micro-
aethalometers was used. For the fitting, the MAAP data were used as BCcorrected,
as this device is considered to be less influenced by the loading effect compared
with the micro-aethalometer (Petzold et al., 2005). Based on 30 min means, regres-
sions between the corrected BC concentrations of the micro-aethalometers and the
MAAP with slopes between 0.83 and 1.13 (R2 of 0.97-0.98) were obtained. These
slopes were used together with Eq. (3.7) to correct the mobile micro-aethalometer
data. After the correction, the micro-aethalometer data showed a mean absolute
error of 0.3 µg m−3 compared to the MAAP based on 30 min means (leading to a
relative error percentage of 7 % for the calibration period). When looking at the
agreement between the micro-aethalometers themselves (comparing all others to
one), the comparison results in an average error of 0.6 µg m−3 at 1 s resolution
and 0.2 µg m−3 at 1 min resolution (15 % and 5 % error, respectively).
The spatio-temporal nature of mobile data requires several data cleansing and
processing operations involving the interpolation and correction of GPS data. The
GPS signal is sometimes lost or inaccurate during the monitoring. Because the
GPS data were mostly missing for only short periods (2.1 s on average), a linear
interpolation was used to insert these data points. When visualized on a map,
GPS data were often slightly off track (due to reflectance by large buildings).
Because the exact route was known, GPS data were not filtered on quality (e.g.
using the number of satellites), but the GPS data were projected on the streets
based on shortest distance. Only the streets that are included in the routes were
used for this projection. Contextual information about travel direction and street
orientation were further used to select the correct street to project the data upon.
In Chapter 7, where the exact route is not known, a more elaborate filtering and
processing of the GPS data is performed.
80 5.2 MATERIAL AND METHODS
The accuracy of the GPS location of the measurements is related to the quality of
the GPS signal (GPS accuracy and projection accuracy) and the synchronization
of the measurement device. The uncertainty of the GPS location is difficult to
assess, as we have no reference to compare with. The GPS device (GlobalSat
BU-353) specifies an accuracy of the horizontal position of 10 m (horizontal root
mean square (RMS) error). At certain locations in urban environments, this can
be larger due to reflection of signals by high buildings (observed from plotting the
geographical data), which can lead to artefacts in the data (e.g. a spatial shift in
measured concentrations). The accuracy of the perpendicular projection on the
streets could not be quantified exactly. The overall accuracy is probably around
10 m. The synchronization of the micro-aethalometer was checked and adjusted
to the GPS time every day and the deviation was never more than 1 s. Given the
average driving speed of 3.2 m s−1, this will not have an important impact on the
spatial accuracy.
5.2.4 Data analyses
A multi-scale approach was applied in this study to investigate spatio-temporal
UFP and BC patterns in an urban environment, refining the temporal and spatial
resolution in different steps. In fact this is done through different levels of data
aggregation starting from the original data at one second resolution. The spatial
entities used in this study were the routes, the individual streets and finally points
within a street. For the data analysis at the street level, measurements were
aggregated at street level based on the validated GPS data. A total of 23 streets
and squares were included in this study, a selection is given in Table 5.1. The
highest spatial resolution in this study was obtained by data aggregation to fixed
points within a street (see for example, Figure 5.8). A spatial database containing
fixed points each 10 m along both monitoring routes was used for this aggregation
of UFP and BC measurements. The data aggregation was based on a Gaussian
weighing function with a standard deviation of 10 m. To each of the fixed points a
value was attributed based on a weighted average based on distance. A temporal
aggregation at different time scales was also applied. For the daily time scale,
data were aggregated per monitoring day. These data are not to be confused with
daily averaged data because the period of data collection was a six hours period
between 7 a.m. and 1 p.m. Data aggregation to the hour of the day was also used,
and finally some analyses were done using the maximal temporal resolution of one
second.
The statistical comparison of pollutant concentrations is based on a non-parametric
Kruskal-Wallis test at a critical value (α) of 0.05 (Kruskal and Wallis, 1952). This
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is a non-parametric alternative to a one-way ANOVA. The Kruskal-Wallis test
investigates whether the sampled populations have the same median. In case
of multiple comparison the Kruskal-Wallis test was Bonferroni adjusted to com-
pensate for multiple comparison. Correlation analyses were made by auto- and
cross-correlation functions.
Exposure of a cyclist is assessed by calculating the average exposure level for
each run. The variation observed in the exposure values is attributed to different
sources of variation using Analysis of Variance (ANOVA). A spatial analysis of
peak exposure is made using the fixed geo-point database that was used for the
spatial aggregation. Peaks were defined as concentrations higher than the 95th-
percentile concentration of BC and UFP. In a circular area with a radius of 10 m
around each point, the number of peak events was counted and normalized for the
number of runs. A counting scale between 0 and >1 was used, where low values
(< 0.1) indicate the absence of peak exposure at a given location, and high values
(≥ 1) indicate a peak exposure at nearly every passage. All statistical analyses
were done in R (R Core Team, 2013).
5.3 Results and discussion
5.3.1 Pollutant variability between days
The mobile measurements were averaged per run for both routes. These averages
were then compared between the different days of the monitoring campaign using
Kruskal-Wallis tests. The UFP concentration showed a significant variability be-
tween the days (Chi-sq. = 159, d.f. = 10, P < 0.05, Figure 5.3a). The highest
UFP concentrations were measured on February 13 and 20. During these two
days, lowest average temperatures (2-4 °C, Table 5.2) in combination with highest
relative humidity (89-95 %, Table 5.2) were observed.
The effect of meteorology on the daily averaged UFP concentration was significant
for temperature (r = -0.74, P < 0.01), but not for relative humidity (P = 0.50)
and wind speed (P = 0.19). This analysis is based on a limited dataset (11 daily
averages) and therefore these conclusions are only valid for the study period and
not necessarily for longer periods. However, studies over longer periods of time
show temperature effects on UFP concentration between seasons (Padro´-Mart´ınez
et al., 2012). Higher concentrations during winter months were attributed to
higher PNC in vehicle exhaust and a greater atmospheric stability. Weichenthal
et al. (2008) reported a decrease in PNC by approximately 10,000 pt cm−3 for each
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10 °C increase in morning temperatures. Low temperatures favour the formation
of ultrafine particles in the atmosphere by cooling and dilution of semi-volatile
gases from vehicle exhausts (Charron and Harrison, 2003). This effect may have
caused the increased UFP concentration on the colder monitoring days of the study
period.
BC concentrations along the monitoring routes did also change significantly be-
tween days (Chi-sq. = 213, d.f. = 10, P < 0.05, Figure 5.3b). A regression analy-
sis between the averaged mobile BC concentrations and daily averaged data from
three AQ monitoring stations at a traffic site (Borgerhout street side, BETR802,
www.irceline.be), at an urban background site (Borgerhout backyard, BETR801)
and at a rural background site (Dessel, BETN016) approximately 60 km far from
the study area indicated a decreasing correlation (Figure 5.4). The slope of the
regression lines decreased significantly for background data of Dessel, indicating
that the contribution of rural background concentrations is relatively stable for the
range of BC concentrations that were measured in urban environment during the
study period. The urban background concentration and the measurements from
the AQ monitoring station at the street side, in contrast, do account for a signifi-
cant part of the variability in BC concentration obtained from mobile monitoring.
From the AQ monitoring data, differences between street side, urban background
and rural background concentrations are usually quite high. For some days, es-
pecially days when the BC concentration at the street side is low, the differences
between the stations are much smaller. On these days the wind came from NE-E
direction so that the traffic at Plantin en Moretuslei is downwind from the AQ
stations. The contribution of the local traffic sources is lower on these days.
The correlation between BC concentration and meteorological variables is not sig-
nificant for temperature (P = 0.90). Relative humidity (r = 0.70, P < 0.05) and
wind speed (r = -0.75, P < 0.01), however, show a significant relationship with the
BC concentration. These observations are valid for the study period but cannot
be extrapolated due to the limited sample size and limited range of the meteoro-
logical variables. The inverse relationship between BC concentrations and wind
speed indicates the importance of local primary emission sources. Low wind speed
conditions cause less dispersion and as such a larger contribution of local emis-
sions to the concentration levels. This is in line with results from literature studies
based on larger datasets (Cao et al., 2009; Lewandowska et al., 2010; Maenhout
and Cafmeyer, 1998). From a year-round monitoring study in urban environment,
a strong inverse relationship between daily averaged BC concentrations and wind
speed was observed by Viidanoja et al. (2002).
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(a)
(b)
Figure 5.3: Boxplot analysis of the UFP (a) and BC (b) concentration for
the 11 different measurement days.
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Figure 5.4: Regression analysis of the daily averaged mobile BC measure-
ments and the daily averaged BC measurements at street side (red squares),
urban background (green circles) and rural background (blue triangles) by
stationary MAAP instruments.
5.3.2 Streetwise analysis of pollutant concentrations
The mobile data were aggregated at the street level by averaging measurements
per street and per passage. As such, for each individual run, an average UFP
and BC concentration was calculated for each of the streets. Previous case studies
showed the potential of mobile monitoring for the assessment of spatial variabil-
ity at street level and multi-street level (Peters et al., 2013b; Van Poppel et al.,
2013). Over the entire monitoring campaign, significant differences were found in
UFP concentration between the streets (Chi-sq. = 454, d.f. = 10, P < 0.01). The
urban green Stadspark had the lowest UFP concentration, followed by low-traffic
square (Dageraadplaats) and streets (Kleinebeerstraat, Table 5.3). The variability
between the runs on the same day was limited in the urban green area, indicating
that UFP concentrations did not fluctuate a lot over time on a given day. The
UFP concentration in streets and squares of very low traffic density (e.g. Dageraad-
plaats and Kleinebeerstraat) showed a higher variability between the runs of the
same day which is probably caused by some occasional vehicle passages. Carnot-
straat, Plantin en Moretuslei, Quellinstraat, Bleekhofstraat and Provinciestraat
had a high UFP concentration compared to the other streets. These streets are
characterized by high traffic intensities (e.g. Plantin en Moretuslei, Table 5.1) and
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a street-canyon topology (e.g. Provinciestraat). UFP concentrations at Wolfstraat
showed a high variability between runs. Here the average UFP concentration was
relatively high as could be expected based on the frequent bus traffic in this street,
but high fluctuations were observed. The UFP concentrations were for some pas-
sages not significantly higher than at the urban green. In contrast, for other runs
concentrations were similarly high as the concentrations in Carnotstraat or Provin-
ciestraat and amongst the highest of the study period. This variation is explained
by bus passages during the measurement runs causing high peak concentrations.
At F. Rooseveltplaats which is a large square with a cross-road and bus stops,
the UFP concentration was significantly lower than the UFP concentration in the
street canyons, and significantly higher than in the urban green. This shows the
effect of dispersion characteristics on concentration levels.
The BC concentration was also different between streets (Chi-sq. = 475, d.f. = 10,
P < 0.01). The BC concentration at Dageraadplaats was significantly lower than
at other streets. Stadspark had comparably low BC concentration. The highest
BC concentrations were found in street canyons and traffic intensive streets. Large
open areas such as F. Rooseveltplaats with busy cross-roads and bus stops had
moderate BC concentrations, that were significantly lower than at street canyons



















Table 5.3: Summary statistics of UFP and BC concentration in a selection of streets.
UFP ( pt cm−3) BC (µg m−3)
Mean Median 5th perc. 95th perc. Sig. Mean Median 5th perc. 95th perc. Sig.
Quellinstraat 45,757 42,962 22,008 83,314 a 8.3 7.0 2.8 19.1 ab
Provinciestraat 44,192 41,934 23,229 71,352 a 9.5 8.3 3.0 20.8 a
Carnotstraat 45,678 40,966 22,479 84,586 a 6.5 6.0 1.8 13.5 bc
Plantin en Moretuslei 43,07 38,525 19,675 82,45 ab 8.0 7.0 2.3 15.2 ab
Bleekhofstraat 39,874 33,479 18,36 77,272 ab 9.7 7.8 1.9 25.4 ab
F. Rooseveltplaats 35,198 32,3 15,085 55,448 bc 5.3 4.6 1.8 11.2 cd
Wolfstraat 36,463 26,541 11,383 85,431 c 8.1 5.5 1.3 24.5 bc
Lange Altaarstraat 33,977 27,297 11,972 75,481 c 6.1 4.3 1.1 12.9 d
Kleinebeerstraat 26,276 22,138 8,877 59,307 d 4.5 3.1 0.8 12.5 e
Dageraadplaats 22,4 19,787 8,754 48,03 de 3.7 2.7 0.9 6.3 f
Stadspark 19,793 17,493 7,924 39,543 e 3.2 2.9 1.2 6.2 ef
Overall 32,31 27,34 9,777 68,972 5.9 4.1 1.1 13.9
* Different letters indicate significant differences at the 0.05 level.
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The ratio (expressed as %) between the UFP and BC concentration at a selection of
streets and at the urban green (Stadspark) is given in Figure 5.5. Concentrations
at the urban green are assumed to be at the urban background level because
of the absence of local sources in the vicinity. Pollutant concentrations at a low-
traffic square (Dageraadplaats) were comparable to the concentrations at the urban
green for most days. For the other streets, considerable differences exist, and
differences are clearly not stationary in time. The ratio for the street canyon of
Provinciestraat, for example, ranges between 150 to 500 % on different dates for
both UFP and BC, indicating the concentrations are 1.5 to 5 time higher than
the urban background concentration. Obviously, this is related to significant local
traffic sources in these streets. The fluctuations of the ratio for the different days
may be caused by day-to-day differences in atmospheric conditions and dispersion
and dilution processes of the local source emissions in addition to the variations
in background concentrations (Figure 5.5c). The difference in exhaust emissions
between the days is expected to be rather small for most of the streets due to
the fixed measurement hours and inclusion of working days only. The difference
in pattern of the UFP and BC ratios results from the different dynamics of both
pollutants both in the background location and in the streets, i.e. the complex
dynamics of condensation, coagulation and growth of UFP which is influenced
by both temperature and atmospheric stability. Low ratios between street and
background concentrations for BC and UFP were observed for 13/02, a day with
very high background concentrations due to low temperatures and wind speed, i.e.
high atmospheric stability and limited dispersion.
The significant differences in UFP and BC concentrations between the streets are
partly related to the traffic density of the street. Traffic count data (Figure 5.6)
show moderate correlation to averaged UFP and BC concentrations (r = 0.57
and r = 0.23, respectively). Franklin Rooseveltplaats, Plantin en Moretuslei and
Carnotstraat show lower pollutant concentrations than what would be expected
from the traffic counts, especially for BC. The main factors explaining this devi-
ation are the distance to the traffic and the street topology. These three streets
have their bicycle lanes separated from the traffic lanes, increasing the distance
between cyclist and vehicles considerably. Additionally, F. Rooseveltplaats and
Plantin en Moretuslei are more spacious with potentially increased dilution of pol-
lutants. A stationary monitoring campaign performed in 2010 in the same urban
area, showed that traffic load and also dispersion characteristics (distance and
street configuration) affected spatial variability of UFP concentrations (Mishra
et al., 2012).




Figure 5.5: Ratio between the daily averaged UFP (a) and BC (b) concen-
tration at a selection of streets and at the background area (Stadspark).
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(a) (b)
Figure 5.6: Average UFP (a) and BC (b) concentration per street in func-
tion of the traffic density. The labels are the abbreviated street names,
abbreviations are given in Table 5.1.
5.3.3 Pollution variability within the day
Mobile data were averaged per hour of the day to obtain a diurnal pattern for the
time frame of 7 a.m. until 1 p.m. (Figure 5.7). The UFP and BC concentrations
showed significant differences between the hours of the day (Chi-sq. = 49, d.f. =
6, P < 0.01, and Chi-sq. = 38, d.f. = 6, P < 0.01). The highest concentrations
were measured between 8 and 9 a.m., corresponding to the morning rush hour. As
an example, vehicle counts at Plantin en Moretuslei increase from 1018 between
6–7 a.m., to 2020 between 7–8 a.m. and 2531 between 8–9 a.m., and decrease to
2200 vehicles over the following hours (validated count data from 2010, not pub-
lished).
5.3.4 High-resolution patterns
A spatial aggregation algorithm (Gaussian distance weighting function) was used
to calculate UFP and BC concentrations at a 10 m spatial resolution along both
routes. The resulting maps based on all the measurements from the study period
showed considerable variability (Figures 5.8 and 5.9). Main observations are sim-
ilar to the streetwise analysis presented: low concentrations at background areas
and high concentrations at high-traffic streets and at locations close to sources
and with low dispersion characteristics. However, some additional observations
can be made. The traffic-free urban green area (Stadspark) has a significantly
lower UFP concentration, even close to the border of the park. This suggests a
rapid decline in UFP concentration with distance from the traffic sources. Other
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(a) (b)
Figure 5.7: UFP (a) and BC (b) concentration pattern over the period 7
am until 1 pm.
streets with low UFP concentration were the traffic-free square Dageraadplaats, a
dead-end street (Korte Altaarstraat) and other small streets in the same residen-
tial area. The spatial variability of UFP in these streets is also low. The road with
the highest traffic density of the study area (Plantin en Moretuslei) showed two
distinct parts (PM-A and PM-B, see Figure 5.8). One part (PM-A) has a UFP
concentration in the range of 30,000 – 50,000 pt cm−3 with significant variability
along the road. The second part, more towards the city centre (PM-B), has a
UFP concentration in the range 50,000 – 80,000 pt cm−3. The highest values are
observed in a short tunnel (70 m) underneath the railways. The major difference
between both parts of Plantin en Moretuslei is the distance of the biking lane from
the road, with a considerably larger separation between biking and driving lane for
part PM-A (5 m, compared to < 2 m for part PM-B). The street canyons without
separate bicycle lane (part of Provinciestraat and Quellinstraat) have high UFP
concentrations along the entire street length.
Similar trends are observed for BC. The highest concentrations are obtained in
the tunnel of Plantin en Moretuslei (up to 17 µg m−3), the lowest in the urban
green (3 µg m−3). The BC concentration decreased rapidly from 6 µg m−3 at the
entrance of the park near the street to 3 µg m−3 at a distance of about 25 m from
the street. The dilution effect is likely to cause the difference between the two
parts of Plantin en Moretuslei as well. The streets with low traffic density in
the neighbourhood of Dageraadplaats have a much lower BC concentration than
other neighbouring streets with a higher traffic density. This 10 m resolution map
shows potential for hot-spot location identification to support traffic measures
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Figure 5.8: Map of the UFP measurements aggregated to a 10 m spatial
resolution.
(e.g. location of biking lanes in relation to traffic numbers as function of street
characteristics).
Spatial pollutant patterns could be distinguished for different hours of the day
(see Suppl. 5.S2-5.S3). At the start of the morning rush (7–8 a.m.), UFP and BC
concentrations are moderate in general, but some localized hotspots are already
distinguished (for example, near the tunnel on Plantin en Moretuslei). The UFP
concentration at the urban green is low on this hour of the day (< 15,000 pt cm−3).
Between 8 and 9 a.m., the UFP concentration increases significantly, and hot-
spots expand spatially, especially in street canyons and between intersections at
busy roads. After 9 a.m., an opposite decreasing trend in UFP concentration was
observed and the spatial extent of hot-spots decreases in the hours between 9 a.m.
and 1 p.m. In some street canyons (e.g. Quellinstraat, part of Provinciestraat),
however, UFP concentrations stay high, probably due to a reduced air circulation
in these streets or street-specific source dynamics.
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Figure 5.9: Map of the BC measurements aggregated to a 10 m resolution.
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Table 5.4: Averages (standard deviation) of the correlation between UFP
and BC for each individual run for different streets.
Route 1 Route 2
Street name Correlation Street name Correlation
Plantin en Moretuslei 0.61 (0.31) Plantin en Moretuslei 0.48 (0.32)
Kleinebeerstraat 0.45 (0.24) Stadspark 0.34 (0.51)
Dageraadplaats 0.30 (0.29) F. Rooseveltplaats 0.32 (0.35)
Korte Altaarstraat 0.43 (0.22) Carnotstraat 0.25 (0.30)
Wolfstraat 0.59 (0.18) Provinciestraat 0.49 (0.39)
5.3.5 Correlation between UFP and BC
The Pearson correlation between the spatio-temporally aggregated BC and UFP
data at a 10 m resolution over the entire monitoring campaign was high (r of 0.82,
P < 0.01), indicating that the spatial concentration pattern that cyclists are ex-
posed to in urban environments is very similar for UFP and BC. Despite their
different dynamics related to meteorological conditions (Section 5.3.1), UFP and
BC are both strongly traffic related pollutants. This explains that the hot-spots
with high UFP and BC concentrations coincide largely. Further, the correlation
between UFP and BC was calculated for the individual runs. Averages and stan-
dard deviations of these correlations are given in Table 5.4 for a selection of streets.
The correlation between UFP and BC was not significantly different between all
the streets at both routes (P = 0.38 and P = 0.41, for route 1 and 2, respectively).
So, at traffic-free and calm streets the correlation between UFP and BC is not sig-
nificantly different compared to streets where UFP and BC levels are elevated.
The lower correlation at Carnotstraat is caused by a systematic UFP peak from
a non-traffic source (cooking and frying activities at a restaurant) at the entrance
of the street.
5.3.6 Cyclist exposure
Mobile monitoring allows to collect air quality data at a high spatial resolution.
As seen, these data can capture local scale variations in exposure which makes
them potentially suitable for detailed exposure assessment. The average exposure
of a cyclist was calculated for each of the runs of route 1 and 2 separately and
integrates streets of different topology, traffic density and pollution levels. The
number of runs was reduced based on the time needed to complete a given run;
206 runs were included in the analysis for route 1 and 82 for route 2. All the
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Table 5.5: Summary statistics of the average exposure of a cyclist to UFP
(in pt cm−3) and BC (in µg m−3) during a short trip in urban environment.
Route 1 Route 2
UFP BC UFP BC
Min. 3,800 1.3 16,000 1.9
1st. Qu. 17,300 3.3 28,500 4.6
Median 23,000 4.9 36,500 7.2
Mean 27,100 5.7 37,600 7.3
3rd Qu. 31,900 7.7 42,100 9.1
Max. 87,300 14.1 77,900 18.0
selected runs of route 1 were driven in 8 to 13 minutes, those of route 2 in 21 to 32
minutes. The runs that were deleted from this analysis included a large number
of non-mobile measurements when the cyclist stopped for long periods at specific
locations.
Exposure values showed a high variability between the runs (Table 5.5) for both
pollutants. Values were higher for route 2. The average exposure of cyclists to
UFP and BC is influenced by the day-to-day variation of pollutant concentrations,
the UFP and BC concentration pattern within the day and the occurrence of peak
events along the cycling route. For short trips, all of these factors are significant
in explaining the variations in cyclist exposure (ANOVA, P < 0.01). Nevertheless,
the occurrence of peak events (UFP > 80000 pt cm−3, BC > 15 µg m−3) is the
dominant factor. The exposure of cyclists to local peaks of UFP and BC in an
urban environment occurs for example at crossroads, by passing (heavy duty)
vehicles, or when the cyclist is driving behind a vehicle for a period of time. The
former cause is more structural, whereas the latter two are more coincidental.
A spatial analysis of the locations of peak exposure is presented to assess the
importance of structural peak exposure hot-spots (Figure 5.10), where at locations
with high values (≥ 1) the cyclist is exposed to peak concentrations in almost every
passage. Peak exposure mainly occurs at (major) cross-roads (Figure 5.11 A-C,F)
and in a tunnel (Figure 5.11 C). Peak exposure is absent in urban green areas
(Stadspark, Figure 5.11 D) or at a low traffic square (Dageraadplaats), but also in
Carnotstraat (Figure 5.11 E), a street canyon with high average concentrations of
UFP and BC (see Table 5.3). The street topology with a separate biking lane and
the relatively smooth traffic flow without stops can explain the absence of peak
exposure events at Carnotstraat. This does of course not mean that exposure in
Carnotstraat is low (concentrations are high), but only that the contribution to the
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overall exposure in Carnotstraat due to peak events is limited, in contrast to the
high contribution of peak events when the whole biking route is considered.
Given the localized nature of peak events – both in space and time – and its pri-
mary contribution to the exposure to pollutants for cyclists, exposure estimations
are preferably based on high-resolution data. Many examples in the literature il-
lustrate the use of personal monitoring, where selected individuals from a studied
population are equipped with monitoring devices to gain insight in their expo-
sure to air pollution (e.g. Dons et al., 2012). For these individuals, the actual
exposure to a given pollutant is measured concurrently with data on position,
transport mode or other parameters, and provide precise information on the ex-
posure history of (a small) number of individuals. Recently, methods have been
developed to use ubiquitous technology for exposure assessment of larger popula-
tions. de Nazelle et al. (2013) used smartphone technology to obtain geospatial,
time and activity data, and combined this information with air quality maps to
assess the exposure to air pollution. The authors highlight the potential of this
technology to unobtrusively monitor the exposure of large groups of individuals at
low cost. The accuracy of this approach depends greatly on the accuracy of the air
pollution maps where the trajectories are projected upon. Mobile monitoring may
potentially be used to generate high-resolution cyclist exposure maps over larger
(urban) areas. However, several issues can interfere with the real-life applicability
of the type of mobile monitoring that is presented in this study. Firstly, to gener-
ate high-resolution cyclist exposure maps over larger areas, repeated monitoring
runs are needed to map localized patterns at sufficient detail through time (Pe-
ters et al., 2013b), which is very time consuming in the current set-up. This will
be further investigated in the next chapter. Furthermore, these cyclist exposure
maps might not be representative for other transport modes. Several studies (e.g.
de Nazelle et al., 2012; Dons et al., 2013a) have demonstrated the impact of trans-
port mode on exposure, but the potential of extrapolating mobile measurements
from one transport modus to another has, as far as we know, not been studied
in sufficient detail. In other words, there is still a need to actually measure in
different transport modes, further increasing the mobile monitoring efforts.
5.4 Conclusion
The urban environment shows a high variability in UFP and BC concentrations.
The density and dynamics of the traffic and other sources in conjunction with
the location-specific mixing and removal mechanisms results in a complex pollu-
tion pattern of urban micro-environments. The spatial variability of UFP and BC
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Figure 5.10: Occurrence of peak exposure along the bicycle routes for UFP
and BC expressed as the number of peak UFP and BC measurements nor-
































• < 0.1 
• 0.1 -0.25 
• 0.25 -0.5 
0.5 -0.75 
• 0.75 - 1 
• >1 
4.435 
• < 0.1 
• 0.1 - 0.25 
• 0.25 -0.5 
0.5 -0.75 
• 0.75 - 1 
• >1 
4.435 
CHAPTER 5 CYCLIST EXPOSURE TO UFP AND BC IN THE URBAN ENVIRONMENT 97
Figure 5.11: Illustration of the locations indicated in Figure 5.10.
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concentrations showed a relation with traffic intensity at the urban study sites,
however this was not the only explaining variable of pollution levels: also street
topology and distance to traffic had a significant impact. Following the varia-
tions in pollution concentrations, integral exposure of cyclists to UFP and BC is
highly variable in time in urban environment as well. At the urban study site, the
primary factor determining the integral exposure during the bicycle trips was the
occurrence of local peak concentrations, both for UFP and BC. Variations between
days and within the day were also significant, but less important. These results
underline the significance of local contributions to the air pollution, and suggest
that cycling infrastructure and management has the potential to reduce the expo-
sure to air pollution for cyclists by avoiding busy streets with high pollution levels
and hot-spots with peak concentrations.
A confined and targeted monitoring campaign was used to perform spatio-temporally
resolved comparisons of exposure of cyclists to UFP and BC concentrations at var-
ious levels of detail. This chapter showed that mobile monitoring can be used to
map the variability in urban air quality at a high spatial resolution and that it
can give additional insights in exposure assessment. In the next chapter, a more
detailed look is taken at the methods for mapping the air quality using mobile
monitoring using the dataset described in this chapter.
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5.A Supplementary data
100 5.A SUPPLEMENTARY DATA
(a)
(b)
Figure 5.S1: Temperature, relative humidity (a) and wind conditions (mea-
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(a) 7 h–8 h (b) 8 h–9 h
(c) 9 h–10 h (d) 10 h–11 h
(e) 11 h–12 h
Figure 5.S2: UFP concentration at different hours of the day
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(a) 7 h–8 h (b) 8 h–9 h
(c) 9 h–10 h (d) 10 h–11 h
(e) 11 h–12 h
Figure 5.S3: BC concentration at different hours of the day
CHAPTER 6
Development and validation of a
mobile monitoring methodology
based on an extensive dataset
6.1 Introduction
In contrast to traditional stationary monitoring stations, mobile platforms are
able to acquire air quality data at a high spatial resolution (Wallace et al., 2009;
Zwack et al., 2011b). But at the same time, due to the high temporal variability
of the urban air quality and the mobile nature of the measurements, the repre-
sentativeness of the mobile measurements is a major issue. These considerations
are very relevant given the increasing use of mobile air quality monitoring as a
solution to measure micro-scale variability at a high spatial and temporal resolu-
tion. Kuhlbusch et al. (2014), for example, mention mobile monitoring to collect
highly spatially and temporally resolved data in their recommendations for future
European air quality monitoring.
The objective of this chapter is to develop and validate a method to map urban
air quality at high spatial resolution using mobile monitoring. Based on a large
experimental dataset of mobile air quality measurements (presented in the pre-
vious chapter), the impact of the high spatio-temporal variability is investigated,
This chapter is based on the following publication: Van den Bossche, J., Peters, J., Ver-
waeren, J., Botteldooren, D., Theunis, J. and De Baets, B. (2015) Mobile monitoring for map-
ping spatial variation in urban air quality: Development and validation of a methodology based
on an extensive dataset. Atmospheric Environment, 105 148-161.
104 6.2 MATERIAL AND METHODS
leading to practical considerations and proposed guidelines with regard to mobile
monitoring campaigns to map the urban air quality.
Some critical issues related to mobile monitoring of air quality have to be acknowl-
edged. These issues arise from the combination of the high temporal variability of
air quality and the mobile nature of the measurements (see Section 4.3). When
mobile monitoring is used to derive high resolution maps that are representative in
time, large amounts of data are required to represent the range of possible meteo-
rological and traffic conditions (Padro´-Mart´ınez et al., 2012) and data aggregation
has to be performed. Peters et al. (2013b) indicate the need for repeated measure-
ments to map local pollution patterns. In the previous chapter, we demonstrated
that the variability in urban BC and ultrafine particles (UFP) concentrations can
be mapped at a spatial resolution of 10 m. However, up to 256 repeated mea-
surement runs were used, which is not always practically feasible. Van Poppel
et al. (2013) applied background correction to reduce the number of repetitions
required to obtain representative results of the spatial variability of pollutants at
different micro-environments in a city. The results are also sensitive to the chosen
data processing approaches, as stressed by Brantley et al. (2014b), who explored
the influence of different techniques for local emission event detection, background
estimation and averaging.
Therefore, suitable monitoring strategies and analysis methods have to be defined
that take spatio-temporal representativeness into account. The large number of
repeated measurement runs performed in this study allows to address the following
research questions about obtaining a representative and consistent image of the
spatial variability of the urban air quality: (i) What is the impact of events and
the used spatial resolution? (ii) How representative is this image in time? (iii)
How many runs are required to obtain this image of the spatial variation? (iv)
Can we reduce the required number of runs by reducing the variability through
filtering for events or by applying background normalisation?
6.2 Material and methods
6.2.1 Mobile monitoring campaign
An extensive monitoring campaign using a mobile monitoring platform, the Aero-
flex, was set up in Antwerp, Belgium, during 4 weeks in February-March 2012,
and described in detail in the previous chapter. For more details on the set-up of
the monitoring campaign, see Section 5.2.1. In this chapter, we will only make use
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Figure 6.1: Overview of the bicycle routes in the city of Antwerp, Belgium:
route 1 (red) and route 2 (blue). The green stars indicate the locations of
the stationary measurements.
of the BC data. A description of the data validation and quality control of the BC
and GPS data is given in Section 5.2.3.
A controlled monitoring set-up with fixed routes and time slots was used to guar-
antee sufficient temporal and spatial coverage to address the research questions.
The mobile measurements were made along two fixed routes (about 2 and 5 km
long, see Figure 6.1). An overview of the most important streets of both routes is
given in Table 5.1 in the previous chapter.
The campaign consisted of 256 runs along route 1 and 96 runs along route 2, spread
over 11 days in a 4-week period between 2012-02-13 and 2012-03-08. The runs al-
ways occurred between 7 am and 1 pm on weekdays, covering the morning rush,
and were performed with two equipped bikes, monitoring the two routes simulta-
neously. This resulted in the collection of 92 h of mobile measurements.
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6.2.2 Complementary stationary measurements
Stationary measurements at 3 locations accompanied the mobile campaign. BC
was measured continuously during the 4 week period of the mobile campaign at
the Stadspark (urban green), Provinciestraat (street canyon) and Plantin en More-
tuslei (two times two lanes entrance road). See Figure 6.1 for the exact locations.
These stationary BC measurements were performed with micro-aethalometers with
a flow rate of 50 mL min−1 and a 5 min measurement rate.
Furthermore, measurements from the VMM reference monitoring station at the
Plantin en Moretuslei were also available. At this station, BC is measured with
Multi-Angle Absorption Photometry (MAAP, Petzold and Schonlinner, 2004; Pet-
zold et al., 2005) at 1 min resolution.
6.2.3 Data analysis and processing methods
The term run is used to denote the completion of an entire route once, and this
is repeated at different days and/or different times of one day. During each run,
a dataset of point measurements is collected. When the mobile platform passes
by at a certain location during a run, this is called a passage. In this way, the
monitoring campaign consists of a number of passages at the different locations of
a route.
The analyses in this study are performed at different spatial scales by spatially
aggregating the original data at different levels. The spatial entities varied from
the entire routes, the different individual streets of a route, to segments of a certain
length within a street. The street segments were constructed at different spatial
resolutions (segment length varying from 5, 10, 20, ... to 100 m) along the streets
by dividing each street section (from one intersection to another) in segments
of equal length of approximately the spatial resolution. The mobile data were
spatially aggregated by allocating the measurements to one of the spatial entities
based on the projected GPS data. The measurements allocated to a specific spatial
entity are then aggregated by computing the arithmetic mean per passage, i.e. the
consecutive 1 s measurements are combined per spatial entity. As such, for each
individual run, an average BC concentration was calculated for each spatial entity,
resulting in passage means.
For the highest spatial resolution, i.e. the segments (represented by their mid-
points), concentration profiles were constructed to explore the spatial variability
at this level. On these figures, the mean concentration and standard error on the
mean, calculated for each segment based on the passage means, are plotted.
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Different methods are explored to reduce the impact of extreme values on the
spatially aggregated result. Firstly, two other averaging statistics are used besides
the arithmetic mean: the median and the α-trimmed mean. The α-trimmed mean
is computed by removing the α largest and α smallest values and computing
the arithmetic mean of the remaining values. This is a statistical measure of
central tendency that is less influenced by the effects of the tails of a distribution.
As the air quality data in this study are positively skewed, removing the tail
measurements will result in a biased estimator of the population mean. Indeed,
this estimator will systematically underestimate the population mean. However,
due to the reduced tail effects we believe this is an appropriate statistic. In this
study, a trimmed mean resulting from the removal of the lowest and highest value
is adopted. This corresponds to α = 0.5 % for samples of up to 200 runs. Unless
specified otherwise, trimming was always performed on the passage means and
for each spatial entity separately (the passage mean itself is not calculated with
trimming). Secondly, an emission event filtering method is used: the running
coefficient of variation (COV) method from Hagler et al. (2012). For this method,
a running 5 s standard deviation of the BC concentrations is calculated and divided
by the mean concentration of the entire sampling period. The 99th percentile of
the calculated COV is used as a threshold and all data points with a COV above
this threshold are removed along with the data points 2 s before and after (Brantley
et al., 2014b).
Background concentrations are obtained from the stationary measurements at the
centre of an urban green (the Stadspark) without sources within a direct vicinity
of 50 m. These measurements can therefore be considered as urban background
concentrations (Hoek et al., 2002). These measurements are available at 5 min
resolution and are processed in two ways: the hourly median value and the moving
mean (using a Gaussian window with standard deviation of 30 min). The mobile
measurement data are normalised with a background normalisation method based
on these values to minimize the influence of meteorological day-to-day variations
in the urban air quality. This normalisation is performed through a combination
of the additive and multiplicative method as used in Dons et al. (2012). The
normalised values are calculated as:
BCnorm,i = BCi − BCbg,i + BCbg (additive) (6.1a)
BCnorm,i = BCi/BCbg,i · BCbg (multiplicative) (6.1b)
with BCi the original BC measurement at time i, BCbg,i the background measure-
ment at time i, and BCbg the mean background concentration for the full period.
The additive method is applied to high concentrations (measurement is greater
than the background value) and the multiplicative method to lower concentra-
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tions (measurement is smaller than the background value), see Dons et al. (2012)
for more details.
Analyses were performed using R (R Core Team, 2013), pandas (PyData Devel-
opment Team, 2014) and QGIS (QGIS Development Team, 2014).
6.2.4 Data experiment
A data experiment was conducted to investigate the representativeness of the
measurements, i.e. to address the research question of how many mobile runs are
required to obtain a representative estimate of the air quality in a certain area. In
this study, a representative estimate means that the average BC concentration of
a subsample of runs for a spatial entity is within a certain percentage, the devia-
tion (e.g. ±25 %), from the overall average value obtained from the entire mobile
measurement campaign for that spatial entity. In the absence of an integrated
average of continuous measurements at each location, this overall average is con-
sidered as a good approximation of the pollutant concentration to be measured.
The representativeness is thus constrained by the space and time of the data col-
lection, which was biased towards daytime hours during one month of the year in
an urban environment, which is not necessarily representative for other periods or
locations.
The data experiment consisted of repeatedly taking subsamples through the gen-
eration of random combinations of all runs. Starting from the measurements of
a single run and then cumulatively adding measurements from randomly selected
runs (random selection with replacement), the average concentration was calcu-
lated for each combination of increasing size for each spatial entity. This way, the
average pollutant concentration could be evaluated in function of the increasing
number of runs included in the sample and compared with the overall average
value to see after how many sampled runs the average converged to the overall
average. Convergence is obtained when the average of the sampled runs deviates
less than the deviation percentage from the overall average, and does so consis-
tently when adding new runs. For one experiment, the procedure explained above
is repeated a high number of times (1000 iterations, where each iteration is one
random combination of the runs) to minimize the influence of random effects. This
data experiment is based on the work of Peters et al. (2013b), but differs from it
in the application of a random selection with replacement instead of without re-
placement. When using random selection without replacement (each run can only
be selected once), the average would converge exactly to the overall average when
more runs are added and convergence would always be obtained. To prevent this,
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random selection with replacement is used. The data experiment was repeated for
different set-ups: at different levels of spatial aggregation, with the arithmetic and
trimmed mean, and with and without background normalisation.
6.3 Results
6.3.1 Occurrence and impact of events
Mobile air quality measurements as described in this study show typical charac-
teristics due to the high temporal resolution of the data collection and the varying
spatial context. A large variability is observed in the measurements at one sec-
ond resolution of one run (Figure 6.2a). Measurements with a low variability
(e.g. Stadspark) are followed by measurements with a higher variability in other
streets. In the regions with a high variability, sharp peaks are seen due to the
proximity to sources, leading to large differences in BC levels within a couple of
seconds. Events, typically a closely passing car or bus, cycling in the emission
plume right behind a vehicle, idling vehicles or local traffic congestion, are causing
these high BC levels. These events can occur systematically at certain places or
can be more accidental. We will refer to these last events as random events. The
occurrence of events leads to a distribution of the data as shown in Figure 6.2b.
A part of the BC range is cut off on this figure: around 0.5 % of the data at one
second resolution fall outside the range of the figure (0-50 µg m−3). This highest
0.5 % of the measurement data has a moderate impact on the overall mean of all
runs: discarding these values decreases the overall mean with 7 %. However, the
following two examples will illustrate that extreme values can have a much larger
impact at a smaller spatial resolution or when having fewer repetitions.
The first example is the distribution of the mean BC concentration per passage at
the street level in the Grotebeerstraat (Figure 6.3). Some passages have a clearly
higher mean than most others, with a maximal value of 33.1 µg m−3. Such an
extreme value can have a big impact on the resulting average street level concen-
tration of the Grotebeerstraat. On all 256 runs, this influence is limited (a mean
of 3.6 µg m−3 for all runs vs. 3.5 µg m−3 without the extreme). However, in the
case of a much smaller sample size, e.g. 20 randomly selected runs, this impact
is very significant: 5.2 vs 3.5 µg m−3 with and without the extreme, which is an
increase of around 50 % due to a single passage.
The second example is shown in Figure 6.4, which depicts the concentration profile
in the Provinciestraat at 20 m resolution. The mean concentration profile is shown
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(a) (b)
Figure 6.2: (a) Example run of mobile measurements at one second res-
olution for route 2 on 2012-02-13 and (b) the distribution of all mobile
measurement data at one second resolution for routes 1 and 2 combined.
Figure 6.3: Distribution of the passage means for the Grotebeerstraat (route
1, a total of 249 runs included).
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Figure 6.4: Concentration profile of the Provinciestraat: BC concentration
levels at 20 m resolution using different processing methods: mean, median,
trimmed mean and COV method. Shaded area depicts two times the stan-
dard error on the mean (for the mean without extreme).
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for all 96 runs (dashed line), and there is a peak in the BC concentration at 225
and at 580 m. Looking at the peak at 580 m, it appears that this peak can largely
be attributed to a single measurement run that includes extreme measurements.
Excluding this particular run smooths the BC profile and lowers the average BC
concentration at that place from 17.6 µg m−3 to 11.8 µg m−3 (a reduction of 49 %).
If the total number of runs is 20 instead of 96, the impact is even larger: 43.3 vs.
12.1 µg m−3 for 20 randomly selected runs with and without the extreme, which
is an increase of more than 250 % due to a single passage. The previous examples
show that a single run can have a large impact on the result, especially at a smaller
spatial resolution or when having fewer repetitions.
Next, different aggregation functions besides the arithmetic mean are explored to
decrease the impact of these extreme measurements, while retaining the character-
istic concentration profile: median, trimmed mean and the rolling COV method
(see Section 6.2.3). The results of these methods can be seen in Figure 6.4 for
the Provinciestraat. With all the different statistics, the concentration profile no
longer exhibits the peak at 580 m, while following roughly the same spatial trend.
However, the median is much lower than the arithmetic mean. This large differ-
ence between the mean and the median is due to the high positive skewness of the
distribution. Both the trimmed mean and the COV method result in only slightly
lower values than the profile based on the arithmetic mean. But the COV method
misses the peak at 220 m, while with the trimmed mean this peak is still present.
The application of the trimmed mean is further examined in Sections 6.3.3 and
6.3.5.
6.3.2 Spatial variation: concentration profiles
Observations on the spatial variability within the urban environment based on this
dataset of mobile measurements are extensively reported in Peters et al. (2014). At
the street level, significant differences in mean levels were found (up to a factor of
2) for the aggregated data of all passage means per street. A clear correspondence
with traffic and street topology was observed. Lowest concentrations were found
at places with low traffic intensities as Dageraadplaats and Stadspark. Highest
concentrations were found in the Plantin en Moretuslei and Provinciestraat. The
Plantin en Moretuslei has the highest traffic intensities, while the Provinciestraat
has lower traffic intensities, but is a street canyon and has no separate biking
lane.
Concentration profiles were constructed for certain sections of the routes to study
the spatial variability at a high spatial resolution. The result for the 20 m resolu-
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tion can be seen in Figures 6.5 and 6.6. These figures indicate that large differences
in air quality exist within a single street. For example, in the Plantin en Moretuslei
(Figure 6.5a) there is a very large peak at the tunnel (up to 19 µg m−3), and a
second large peak at the intersection with the Provinciestraat (up to 17 µg m−3),
where the values are two to three times higher than the BC concentrations in the
rest of the street (5 to 10 µg m−3). Also the intersection of the Plantin en More-
tuslei and the Montensstraat shows an increased concentration, which is located
near the VMM monitoring station (Figure 6.5b). The locations with the lowest
BC concentrations are the Stadspark and Dageraadplaats (Figure 6.6, 2-3 µg m−3).
BC concentrations also show a low variability at these locations. Figure 6.6a shows
a gradual increase throughout the Korte Altaarstraat to Wolfstraat from one end
to the other, which is a part of route 1 from the Dageraadplaats to Plantin en
Moretuslei that exhibits increasing traffic and proximity to a major traffic road.
The Provinciestraat also shows a gentle gradient between two parts of the street
(Figure 6.4). In contrast, a very steep gradient is observed between the Stadspark
and the Quinten Matsijslei (a 2-3 times increase over a distance of 50 m, Fig-
ure 6.6b). In conclusion, large gradients over short distances between different
urban micro-environments can be observed from the mobile data aggregated at
resolution of 20 m . Small-scale differences up to a factor of 10 are found (in com-
parison to the factor 2 for street level averages). Urban greens and traffic-free
squares are clearly distinguished by low BC concentrations from the surrounding
streets.
6.3.3 Effect of spatial resolution on reproducibility
To investigate the reproducibility of the observed spatial variation in the concen-
tration profiles and the influence of the spatial resolution, we look at the consis-
tency of the spatial patterns between independent subsamples of different sizes.
Two random but non-overlapping subsamples of all runs are taken. Based on each
subsample a concentration profile is calculated for the whole route as the aver-
age concentration for each segment using the arithmetic or trimmed mean. The
correlation between the two profiles is determined as the R2 of a linear regres-
sion. This analysis is done for different resolutions (segment lengths between 5
and 100 m) and for different sample sizes (10, 20, 50 and 100 runs), and for each
of these combinations this is repeated 1000 times to obtain an average R2 (Fig-
ure 6.7). The average R2 increases with increasing sample size; the concentration
profiles are more similar when comparing larger samples. The R2 also increases
with increasing segment length, although this increase is large for small segments




Figure 6.5: BC concentration profiles for the Plantin en Moretuslei (a)
based on the measurements of route 2 and (b) of route 1 (at 20 m resolution,
value is the mean of passage means). Shaded area depicts two times the
standard error on the mean. The annotations indicate (1) the tunnel, (2)
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(a)
(b)
Figure 6.6: BC concentration profiles for (a) the Dageraadplaats and (b)
Stadspark (at 20 m resolution, value is the mean of passage means). Shaded
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Figure 6.7: The R2 of the comparison of two random but non-overlapping
subsamples in function of the spatial resolution and for different sizes of the
subsamples. The line indicates the mean R2 of 1000 repetitions for each
combination of resolution and sample size. Full lines: arithmetic mean,
dashed lines: trimmed mean.
Using a trimmed mean instead of the arithmetic mean in the construction of the
concentration profiles increases the R2, and thus makes the profiles more repro-
ducible. This increase is most clear for higher resolutions and for smaller sample
sizes, while for a sample size of 100 runs it makes almost no difference.
6.3.4 Comparison of stationary and mobile measurements
Stationary and mobile measurements of BC are compared at three locations (Pro-
vinciestraat, Stadspark and Plantin en Moretuslei). For the Plantin en Moretuslei,
only measurements within a range of 100 m around the stationary monitor are
used because the intra-street variability is much higher than at the other two lo-
cations. Stationary measurements are available as 5 min means for each location.
Mobile measurements are averaged per passage in the particular street (passage
mean).
First, mobile measurements were compared directly with the stationary measure-
ments by matching each passage mean with the nearest 5 min stationary mea-
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surement. The exact time period of the measurements will not coincide using
this method, and the results also indicate that there is too much variation on the
individual passages to have a clear relationship between the individual mobile pas-
sages and stationary measurements (R2 = 0.21, 0.40 and 0.14 for Provinciestraat,
Stadspark and Plantin en Moretuslei, respectively).
When the measurements are averaged per day using the arithmetic mean, the
relationship between the mobile and stationary measurements becomes stronger for
all locations (R2 = 0.58, 0.96 and 0.63, respectively, see Figure 6.8). For the three
locations combined, this yields an R2 of 0.69. But when we remove the one extreme
value for the Provinciestraat as discussed in the second example in Section 6.3.1,
the R2 becomes 0.82. The averages of the stationary measurements are calculated
based on only those measurements made during the same time frame in which
mobile measurements were conducted (7 am to 1 pm). In this way, the influence of
measuring during other time periods, e.g. lower night-time concentrations, which
are not measured in the mobile campaign, on the mean value of the stationary
measurements is cancelled out. The best correlation in both cases is found for the
Stadspark, where there is less variation caused by direct sources. The combined
R2 of 0.82 indicates that the variations in time (day-to-day variations) are also
captured by the mobile measurements, although the mobile measurements result
in higher concentrations (positive intercept).
The same measurements are used to create a boxplot as an overall comparison
for all days for the three locations (Figure 6.9). The street level averages from
the mobile measurements are systematically higher than the average of stationary
measurements in the same street, but this figure also indicates that the relative
spatial differences between the three locations are comparable.
6.3.5 Number of repetitions based on a data experiment
A data experiment was performed as explained in the methods Section 6.2.4 in
order to investigate how many mobile runs are required to obtain a representative
estimate of the air quality. Firstly, the entire route is taken as the spatial level;
later on the analysis is refined for smaller spatial resolutions. Figure 6.10 shows
the result of one typical data experiment (based on all data of route 1 with a total
of 256 runs). The evolution of the mean for all 1000 iterations is depicted on the
left. For each of these iterations, the number of runs required for convergence was
determined and plotted in a density plot (Figure 6.10, right), using a deviation of
25 % in this example. This number is at most 17 in 95% of the iterations. When
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Figure 6.8: Comparison between mobile and stationary BC measurements
for the three locations (for abbreviations, see Table 5.1): comparison of
averages per day of passage means and stationary measurements (during
the mobile time frame, i.e. 7 am to 1 pm). Grey dashed line: 1:1 line, red
line: regression line.
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Figure 6.9: Boxplot of the stationary and mobile measurements for the
three locations: comparison of the passage means (mobile data) and 5 min
means (stationary data) of all days. For the stationary measurements, only
the measurements during the mobile time frame (7 am to 1 pm, and also on
the same days as the mobile measurements were conducted) are used.
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Figure 6.10: Results of a typical data experiment for all data of route
1 (total of 256 runs). Left: evolution of the mean value in function of
the included number of runs for 1000 iterations. The overall mean and the
deviation of 25 % around this mean are indicated by the horizontal red lines.
The black lines indicate the 2.5 % and 97.5 % percentiles of the mean value.
Right: density plot of the required number of runs to obtain convergence
for these iterations.
narrowing the deviation to 20 %, this number increases to 29 runs, and it drops to
12 runs when allowing a deviation of 30 %.
This data experiment is repeated for each street of route 1 separately. Due to
different pollution dynamics, different results are expected in the different streets.
The results are summarised in Table 6.1 for some streets of route 1 for a deviation
of 25 and 50 %. In general, the required number of repetitions for the separate
streets is higher than for the overall mean. This is caused by the increasing vari-
ation between the runs when going to a higher spatial resolution because the
sample becomes smaller per spatial entity. The mean values at Dageraadplaats
and Plantin en Moretuslei converge more quickly. At the traffic-free square of
Dageraadplaats, there is less variation between different runs, which explains the
lower number of repetitions required to obtain convergence. The Plantin en More-
tuslei is a busy street and a large variability is expected, but it is also the longest
street, levelling off this variability by a larger temporal smoothing. On the other
hand, the mean value at the Wolfstraat and Kleinebeerstraat converges slowly.
These streets are both shorter and the Wolfstraat ends at the crossing with a busy
street. This illustrates a shortcoming of using street sections with varying length
as the spatial aggregation level. Therefore, the same analysis is performed with





























































































































































































































































































































































































































































































































































































































segments at 20 m and 50 m resolution. There is a large variation in the number of
repetitions required for the different segments. In Table 6.1, this variation is ex-
pressed as the 10th, 50th and 90th percentile of the required number of repetitions
for the different segments. In 10 % of the segments convergence occurs after less
than 33 repetitions, while in 10 % of the segments this is only after more than 141
runs at a spatial resolution of 50 m. In general the required number of repetitions
is only slightly lower at 50 m resolution compared with the higher resolution of
20 m.
Next, a similar data experiment is carried out with a trimmed mean instead of the
arithmetic mean (Table 6.1). On the whole dataset, this does not have a positive
effect, but when looking at specific streets, this can have an impact. For example,
for the Grotebeerstraat (street with an outlier), the required number of repetitions
decreases from 66 to 50 and for the Kleinebeerstraat from 82 to 68 for a deviation
of 25 %. Using a deviation of 50 % the relative decreases in the required number
of repetitions are larger. In some cases, however, there is no or even a negative
effect. For the Plantin en Moretuslei and Dageraadplaats, the required number of
runs increases.
A third experiment is carried out to investigate the use of background normalisa-
tion. Background normalisation decreases the variability between runs by account-
ing for temporal variations in the background concentration, and consequently
also the required number of repetitions. The background normalisation clearly de-
creases the required number of repetitions for all streets compared with the basic
experiment, up to 30 % for Dageraadplaats and Plantin en Moretuslei. The back-
ground normalisation was performed with both types of background concentrations
(hourly median and moving mean), but no significant difference was noticed in the
resulting required number of repetitions. Therefore, only the results obtained with
the hourly median background concentration are shown in Table 6.1.
The lowest values for the required number of repetitions are found when combining
the use of the trimmed mean and performing the background normalisation. Using
this combination reduces the required number of repetitions with 25-33 % (35 -
70 % for 50 % deviation) compared with the initial data experiment. This leads
to a number of 24 to 94 repeated measurements runs (10th and 90th percentiles,
median of 41) for the different 50 m segments with a deviation of 25 %. When
relaxing the deviation to 50 %, these numbers reduce to 5 to 11 (median of 8)
runs.
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6.4 Discussion
6.4.1 Mobile monitoring to assess spatial variation
The BC concentrations in the urban environment show a high variability due to
differences in, amongst other, traffic intensity, street topology and proximity of
other sources. The results of this case study confirm this variability, showing large
variations even over short distances within a single street (see concentration profiles
in Figures 6.5-6.6). The measured average concentrations at 20 m resolution range
from 2-3 µg m−3 in the Stadspark to values of 19 µg m−3 at the tunnel in Plantin
en Moretuslei, while an average concentration of around 6 µg m−3 is measured at
the monitoring station.
It is clear that stationary monitors are not very well suited to study this level of
variability, and that the result can vary greatly depending on where in the street
the monitor is placed. This strongly confirms that stationary monitoring stations
are not always representative for the population exposure (Kaur et al., 2007). Mo-
bile monitoring, on the other hand, is a suitable monitoring approach for mapping
the air quality at a high spatial resolution, as shown with the results above. It
can provide insight into the spatial variability that would not be possible with sta-
tionary monitors. Previous case studies already showed the potential of repeated
mobile measurements for the assessment of spatial variability of pollutants at dif-
ferent micro-environments in a city at street level (Van Poppel et al., 2013; Peters
et al., 2013b) and within street-level (Zwack et al., 2011b, Chapter 5).
6.4.2 Influence of events on spatial concentration patterns
The concentration profiles discussed in the previous section show a large variabil-
ity of the BC concentrations in space, but from the time series on Figure 6.2a
it is clear that there is an even larger variation in time when looking at the one
second resolution measurements. With mobile monitoring, measurements at dif-
ferent locations at different times are obtained. As a consequence of this moving
monitor, the short-term variability in time can cause an apparent variation in
space. However, this variation should not necessarily be attributed to that specific
location. The magnitude of this impact and possible solutions to deal with it is
investigated.
The results in Section 6.3.1 clearly show a potentially large influence of extreme
events on the average measured BC concentration both at the street level as for
segments, and thus on the resulting spatial pattern. This impact is relatively small
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for all 256 or 96 runs (for route 1 and 2, respectively), but for samples of more real-
istic size it is much more prominent. For the examples illustrated in Section 6.3.1
and with a sample size of 20 runs, the influence of one run with an extreme event
can go up to 50 to 250 % for a street and 20 m segment, respectively.
To minimize the influence of the short-term temporal variation, data are smoothed,
i.e. several one second measurements are averaged over time. In this study, a
spatial smoothing is applied by using passage means at different spatial levels.
But even at the street level, events can still have a large impact. The initial
spatial smoothing is thus not sufficient to deal with all of the short-term temporal
variation at this spatial resolution. Therefore, in a second step, filtering methods
or alternative statistics for the average are applied.
Before looking into the processing and possible removal of peaks, it is important
to ask the question whether they are relevant to the aim of the measurements.
Depending on the application, it can be sensible or not to remove some of the ex-
treme events. For example, in the study of Hagler et al. (2012), an event detection
algorithm is used to remove these extreme values from the dataset. In their study,
the purpose was to measure the concentration profile in a near-road environment
to investigate the influence of a highway. Therefore, a passing car could distort the
result heavily as they are less interested in the local emissions of that car. Hudda
et al. (2014) and Choi et al. (2012) used a rolling percentile to obtain a baseline
concentration to discard the local peaks, as they wanted to map the larger scale
variations due to the impact of an airport and a highway, respectively. However,
in an urban environment with busy traffic, peak concentrations are an integral
part of the air quality that people are typically exposed to. If the goal of the
measurement campaign is to map the local concentrations to which cyclists are
exposed, it is important to include the peak concentrations. On the other hand, as
we have seen, the rare occurrence of large peaks can also distort the concentration
profile to a large degree.
To deal with these events and to reduce their impact, we looked at filtering methods
and alternative statistics for the arithmetic mean. The median can be used as a
more representative central tendency measure as opposed to the mean since air
quality measurements are not normally distributed and skewed, and so the median
tends to be more robust to bias caused by emission events (Peters et al., 2013b;
Brantley et al., 2014b). However, the results show that the median also leads to
much lower BC concentrations than the average concentration. Being interested
in the average concentration, the median will not be used further in this study. A
trimmed mean, with trimming performed for each spatial entity separately, was
used instead of the median. The trimmed mean appears to be less sensitive to
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peaks than the arithmetic mean, but without the large underestimation of the
average concentration compared to the median. The COV method as used in
Hagler et al. (2012) and Brantley et al. (2014b) to detect events also shows good
results. However, this method has the risk that it can mask hotspots where peaks
occur systematically. This is also reflected in the results, where the peak at 225 m
is masked when using the COV method. Recurring peaks at the same place should
not be removed but accounted for because they are relevant. Therefore the COV
method is not appropriate for the goal in this study and is not used further,
although in cases such as Hagler et al. (2012) where the goal is not to measure the
sources in direct vicinity, this can certainly be a valuable method. The trimmed
mean does not have this issue: when a peak systematically occurs at a certain
location, the trimmed mean will only remove part of it and the peak will still
be present in the concentration profile. When having smaller sample sizes, the
risk of removing an extreme event that was not random but systematic becomes
larger.
The results discussed above show that the arithmetic mean can potentially exhibit
a large bias due to the occurrence of extreme events. The trimmed mean can
be used to counter this, but it is delicate to draw a line between the detrimental
impact of an event and typical peak exposure at a location. The trimmed mean
seems to hold a good trade-off between these two: it still measures systemati-
cally occurring peaks leading to a typical concentration profile, but reduces the
detrimental impact of random events on the result. But most important is to
be aware of this issue when performing and analysing this kind of measurement
campaigns, and taking appropriate actions such as looking at different statistics
and investigating locations were large differences between those statistics appear,
in more detail. The application of the trimmed mean will further be validated in
the following sections on spatial resolution and number of repetitions.
6.4.3 Spatial resolution
This study deals with mapping the air quality at different levels of spatial data
aggregation (route, streets, segments). But which resolution is relevant and achiev-
able? The entire route can represent the mean exposure of a cyclist on that tra-
jectory, or an estimation of the average concentration in a neighbourhood. The
street level gives more detail. This level can be a somewhat artificial delineation,
as there are streets with different length and large variations within a single street
exist (e.g. the Plantin en Moretuslei, Figure 6.5), but can be easy to communicate.
The segments of certain length provide a more systematic and higher spatial reso-
lution. From Figures 6.5 and 6.6 it is clear that the urban air quality (BC levels)
126 6.4 DISCUSSION
can exhibit large variations over short distances. Differences up to an order of 3
over distances of around 50 m are seen. To be able to map the urban air quality
and identify hotspots, higher resolutions up to 20 - 50 m are useful. Dependent
on the application, such a high resolution can be relevant.
Apart from the relevance to measure air quality at such a high resolution, it is
also important to see whether it is achievable with this type of monitoring. The
spatial accuracy of the GPS is estimated at 10 m, so a resolution below 10 m is not
feasible. The large influence of extreme events on the concentration profile has been
discussed before. The question can be raised if it is not the case that a large part of
the spatial variation in the profile is caused by such random events. The analysis
in Section 6.3.3 (Figure 6.7), however, indicates that mapping the air quality at
a resolution of 40-50 m leads to consistent profiles and is reproducible. Using
higher spatial resolutions up to 20 m is also possible with a small increase in the
uncertainty. Of course, this depends on the sample size as the concentration profile
will be more accurate or a higher spatial resolution can be used with more repeated
runs. Enlarging the grid size from 50 to 100 m does not improve the reproducibility
of the profile significantly. When using larger segments, data are smoothed over
a longer time period and a reduced variability from events is expected. But at
the same time, this will also potentially combine street sections that can be very
different, and as such increase the heterogeneity within a single segment. For
smaller sample sizes, it is more important to deal with events (in this case using
the trimmed mean).
6.4.4 Temporal representativeness
For a particular location, mobile monitoring gives only a very sparse coverage in
time compared with a continuously measuring stationary monitor. This raises the
question whether a limited mobile dataset, sparse in time, can be used to esti-
mate the average concentration for the full time period during which the mobile
measurements are carried out (in this case 7 am - 1 pm during 4 weeks). To vali-
date the mobile measurements, they are compared with stationary measurements.
Because the measurements are not performed at exactly the same place and with
the same time resolution, and only three locations are available, the strength of
the comparison is limited. But when it is assumed that the stationary monitor is
representative for the neighbouring, relatively homogeneous street section, com-
paring the mobile and stationary measurements can give a valuable indication of
the representativeness in time of the mobile measurements.
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The results of this comparison indicate that with a limited set of mobile measure-
ments it is possible to find indicative results similar to stationary measurements.
The comparison of the average values per day for the same time period (Figure 6.8)
shows that the variations in time (day-to-day variations) are also captured by the
mobile measurements. From Figure 6.9 it can be concluded that the mobile mea-
surements are able to map similar spatial differences as a stationary monitor at
each location, although the mobile measurements are consistently slightly higher
than the stationary measurements. This can be explained by the shorter distance
to the traffic compared with the stationary monitoring locations.
Despite the limited temporal resolution at one point in space, it can be concluded
that mobile measurements are able to assess the air quality at a fixed location
as could be performed with a stationary monitor. The comparison is performed
for three locations, but it is assumed this conclusion can be extrapolated to other
locations where mobile measurements were done. Mobile measurements give a
representative image of the local concentrations (with certain spatial aggregation
level, see previous section), and in this way mobile monitoring can provide for a
spatial coverage that is not possible with stationary monitors.
The analysis here is limited to the time period (hours and days) of the mobile
measurement campaign, but the question on representativeness could be broadened
to longer periods. This could possibly be done with a background normalisation
to adjust the measurements for temporal variation, as is also done for short-time
stationary measurement campaigns (e.g. Hoek et al., 2002; Eeftens et al., 2012b).
However, this falls outside the scope of the present study.
6.4.5 Number of repetitions
The case study presented in this study, consisting of 256 runs of a specific route,
is a very extensive monitoring campaign. In the previous section, the analysis was
based on all 256 or 96 runs (for route 1 and 2, respectively). Here, we will discuss
whether it is possible to obtain this representative image of the local concentrations
with a smaller number of runs. The overall mean of all runs is used as a good
estimate of the ‘true’ average concentration at that place.
The results of the data experiment summarised in Table 6.1 indicate clearly that
it is indeed possible to achieve similar results with less repetitions. The required
number of repetitions depends on the desired confidence of the result. When
decreasing the deviation from the overall mean from 50 % to 25 %, the required
number of repetitions increases with a factor of 3 to 9 depending on the location.
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The required number of repetitions does also strongly depend on the location, as
the variation of the measurements at each location is different.
Using the trimmed mean decreases the number of runs up to 33 % for certain loca-
tions (for a deviation of 25 %). So by excluding part of the extreme measurements,
the trimmed mean converges more rapidly to the overall mean based on all mea-
surements (computed without trimming) compared with the arithmetic mean. As
such, we get in general a better estimation of the average BC concentration with
the trimmed mean. However, for other streets, it leads to a slight increase in the
required number of repetitions. This is due to the fact that using the trimmed
mean introduces a systematic bias from the ‘real’ mean, and for locations with
a limited number of extreme values this will lead to an increase of the required
number of repetitions. But in general, it has a positive effect and the combination
of the trimmed mean and a background normalisation does lead to a decrease in
the required number of repetitions for all locations. So the trimmed mean and
background normalisation are valuable approaches to reduce the required num-
ber of repetitions or improve the reliability for a given number of repetitions.
The results indicate that it does not matter which of both types of background
concentration values is used. Including temporal variation in the background con-
centration at below-hourly scale by using a smoothed moving mean did not further
reduce the required number of repetitions compared to using hourly medians in
the background normalisation.
The numbers of 25 and 50 % used for the deviation give an indication of the
uncertainty of the resulting average concentration. They denote that, if a mobile
campaign is conducted, the resulting concentration will be within 25 or 50 % from
the ‘true’ average. The European directive on ambient air quality (2008/50/EC)
uses these numbers of 25 and 50 % as the data quality objectives for particulate
matter for fixed and indicative measurements, respectively. However, note that
this deviation only includes the uncertainty coming from the variability in the
measurand noticed by repeated measurements, and does not include other sources
that contribute to the data quality (e.g. the uncertainty on the instrument).
A comparable analysis with this data experiment was performed in Peters et al.
(2013b) and Van Poppel et al. (2013). They concluded that a limited set of mobile
measurements (20 to 24 runs) makes it possible to map the air quality, and for
some streets this number could even be reduced to less than 10 (Peters et al.,
2013b). They used the median as the central tendency measure and a deviation
of 15 %. Van Poppel et al. (2013) showed that the use of background normali-
sation leads to a faster convergence towards a representative concentration and
reduces the number of runs required to obtain representative results significantly,
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which is in line with the results in the present study. In those papers, a more
limited number of repetitions to perform the data experiment was used. While
their conclusions on the variation between streets and background normalisation
are still valid and are confirmed here, the results in the present study contradict
their conclusion on absolute numbers of required repetitions. This is likely due
to the limited number of runs in their initial dataset and the different sampling
method in the data experiment (sampling without replacement instead of with
replacement). Xu et al. (2007) also use a similar approach but to develop another
sampling strategy, namely repeated short-term stationary measurements with a
mobile laboratory.
The results of the data experiments are limited to the constraints of the available
dataset. Firstly, the analysis is constrained by the space and time of the data col-
lection, which was biased in this study towards daytime hours during one month
of the year in an urban environment, and hence is not necessarily representative
for other periods or locations. The data collection mainly focused on the time of
the day when the majority of the people are exposed to outdoor pollution, and
did not include night-time. The measurements were equally spread over 11 days
including a wide range of background concentrations (meteorological conditions).
Secondly, one of the disadvantages of the approach of the data experiment is the
dependence on the size of the dataset. The dataset has to be large enough to
be able to draw justified conclusions. But given that the results for the required
number of runs shown in Table 6.1 are well below the total number of 256 runs,
we conclude that the number in this case study is enough. Lastly, in absence of
continuous measurements, the overall mean of the dataset is used as an approxi-
mation of the pollutant concentration to be measured to determine convergence,
as the ‘real’ concentration we want to measure is not known. The large number
of measurements and the preceding analyses in Section 6.4.4 on the comparison of
stationary and mobile measurements indicate that this approach is justified and
solid conclusions can be drawn.
6.5 Conclusion
Mobile monitoring is a suitable monitoring approach for mapping the urban air
quality at a high spatial resolution. Mapping at a spatial resolution up to 20 m is
relevant as large gradients over short distances are observed and differences up to
a factor of 10 in BC concentrations are measured at this resolution. As we have
shown in this chapter, mapping at such a high resolution is also possible, but a lot
of repeated measurements are required. This can, however, be reduced by dealing
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with extreme events using the trimmed mean and by performing a background
normalisation. Based on a targeted measurement campaign with 256 runs and after
computing a trimmed mean and applying background normalisation, we found
that in this case study 24 to 94 repeated measurement runs (median of 41) for the
different locations are required to map the BC concentrations at 50 m resolution
with an uncertainty of 25 %. When relaxing the uncertainty to 50 %, these numbers
reduce to 5 to 11 (median of 8) runs. Given the increasing use of mobile air quality
monitoring and its potential for participatory sensing and crowd-sourcing projects,
the representativeness of the data that are collected in this way is a key issue. A
careful set-up is needed with a sufficient number of repetitions in relation to the
desired reliability and spatial resolution, dependent on the aim of the campaign.
Specific data processing methods such as background normalisation and event
detection are applied. Given this careful set-up and processing, mobile monitoring
can provide insight into the spatial variability that would not be possible with
stationary monitors.
CHAPTER 7
Opportunistic mobile air pollution
monitoring: a case study with
city wardens in Antwerp
7.1 Introduction
As shown in the previous chapter, to map the urban air quality in a reproducible
way and at a high spatial resolution, a sufficient number of repeated measurements
is required. However, this is generally much more labour intensive compared to
stationary measurements. One way to collect the large amounts of data that are
needed, is to take advantage of existing mobile infrastructure or people’s common
daily routines to move measurement devices around through the city, without
specifically designing the travelled route of the mobile carrier for the measure-
ment campaign. We call this opportunistic mobile monitoring, as explained in
Chapter 4.
In this chapter, we describe a case study using such an opportunistic data collection
scheme, consisting of mobile measurements of black carbon (BC) and carried out
with the collaboration of city wardens of the city of Antwerp. As a consequence of
their working routines, there is no control over the followed route and the campaign
has an unstructured set-up. The data collection is unevenly spread in space and
time, leading to sampling bias as different locations will possibly be measured at
This chapter is based on the following publication: Van den Bossche, J., Theunis, J., Elen,
B., Peters, J., Botteldooren, D., and De Baets, B. (2016). Opportunistic mobile air pollution
monitoring: a case study with city wardens in Antwerp. Atmospheric Environment, 141 408-421.
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different days and/or hours of the day and complicating the data interpretation.
This is a major problem which has to be addressed to be able to compare the
results between these locations and to use the results for air quality mapping. The
issues discussed in the previous chapter concerning the representativeness of mobile
measurements, the sensitivity to peaks and varying background concentrations,
will now be even more important, and will have to be re-evaluated.
The goal of this chapter is to explore the potential of an opportunistic mobile
monitoring approach with an unstructured set-up, as could for instance be the
case in an unstructured participatory monitoring campaign, to obtain a reliable,
high-resolution map of the urban air quality (not a city-wide map but restricted
to the measured locations). It will be evaluated whether or not the conclusions
for mapping the urban air quality with a structured mobile monitoring campaign
from the previous chapter can be applied here. The focus of this chapter is on
the characterization of the sampling bias, its impact on the result and ways to
counteract the sampling bias through the use of background normalisation. The
resulting air pollution concentrations will be compared to concentrations from a
targeted campaign.
7.2 Materials and methods
7.2.1 Opportunistic measurement campaign with city war-
dens
A case study was set up to map the average exposure to black carbon (BC)
in streets and public spaces in Antwerp (51°12’ N, 4°26’ E, medium-sized city of
480,000 inhabitants, 985 inhabitants km−2), Belgium, during a one-year period
(from July 2012 until June 2013). The case study was carried out with the col-
laboration of city wardens and the Environmental Services of the city of Antwerp.
The Antwerp city wardens are city employees with a surveillance task. They are
outdoors for a large part of the day carrying out surveillance tours by bicycle
or on foot. These surveillance tours do not follow fixed routes or times. Three
teams of 2 city wardens each were equipped with a measurement unit, using the
VITO airQmap platform1 (see Figure 7.1a). The measurement unit consists of
a micro-aethalometer (MicroAeth Model AE51, AethLabs), a lightweight sensor
that allows to measure BC at a high (1 s) frequency, and a GPS (Locosys Genie
GT-31 GPS). The airQmap platform further consists of a home station, a netbook
1http://www.airqmap.com
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(a) (b)
Figure 7.1: (a) Micro-aethalometer and a GPS together in a belt bag as
used in airQmap and (b) members of the 3 teams of city wardens measuring
air quality in Antwerp during 1 year (© De Nieuwe Antwerpenaar).
with custom-made, easy to use software to read out the measurement devices,
keep their clocks synchronized and to transmit the measurements over the inter-
net. The city wardens were asked to read out and charge the measurement devices
on a daily basis, and to replace the filters of the micro-aethalometers every second
day. There was limited follow-up apart from technical support to the instrumen-
tation. Because of the risk of damage to the micro-aethalometer, the city wardens
were asked not to take measurements when it was raining. Each measurement
is automatically linked to its geographic location by time-synchronizing the BC
and GPS data. Further processing steps including the filtering for unreliable GPS
data, BC noise reduction and calibration and spatial aggregation are described in
more detail below. The study area (i.e. the surveillance area of the three teams to-
gether) covers approximately 3.6 km2 (a quarter of the inner city), and is pictured
in Figure 7.2.
During the measurement campaign, 393 hours of raw 1 second measurements were
recorded for the three teams combined (459 hours of measurements before filtering
for GPS quality), spread over 110 days. Most of the measurements were done
between 10 am and 16 pm during working days.
Additional stationary measurements from the official monitoring stations of VMM
(Flemish Environmental Agency) were available. At these stations, BC is mea-
sured with Multi-Angle Absorption Photometry instruments (MAAP, Petzold and
Schonlinner, 2004; Petzold et al., 2005. One location with two monitoring stations,
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Figure 7.2: Overview of the study area. The three coloured areas indicate
the zones of the three teams of city wardens and the two green stars indicate
their offices. The blue dashed line indicates the route taken in the targeted
campaign described in Chapters 5 and 6. The red star indicates the location
of the official monitoring station.
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BETR802 and BETR801 (at the street side and 30 m away from traffic, respec-
tively) is situated in the study area (red star in Figure 7.2).
7.2.2 Quality control and processing of the BC data
Measurements with the micro-aethalometer were made at a temporal resolution
of one second, and the inlet flow rate was set at 100 mL min−1. To reduce the
signal noize, the ONA algorithm was used with an attenuation threshold of 0.05
(Hagler et al., 2011). To limit the filter loading effect, the filter ticket was changed
every 2 measurement days, ensuring that 95 % of all measurements have an ATN
value below 100. To account for the remaining filter loading effects, the correction
algorithm according to Virkkula et al. (2007) was applied. The parameter k of
the correction algorithm is estimated based on the comparison to the MAAP
instrument from the monitoring station. More details on the processing of the
micro-aethalometer data can be found in Chapter 3.
Different micro-aethalometers were used throughout the campaign (different in-
struments for each team, and different instruments were used in the first half
and second half of the campaign). For data quality control, the individual micro-
aethalometers were all deployed at the VMM monitoring station at the Plantin
en Moretuslei (station BETR802) to identify possible bias between instruments.
After the filter loading correction and comparing to the mean of all instruments,
the micro-aethalometers showed on average a mean absolute error of 0.4 µg m−3
at 1 minute resolution and 0.1 µg m−3 at 30 minute resolution (15 % and 5 % er-
ror, respectively). When comparing the micro-aethalometers to the MAAP of the
reference station, the overall bias ranged between 0.04 and 0.27 µg m−3 (bias of 1
to 4 %), and a mean absolute error of 0.4 µg m−3 was found at a 1 hour resolution
(15 % error).
7.2.3 Quality control and processing of the GPS data
The raw measurements of the GPS device are filtered and processed to ensure
data quality. The different processing steps consist of filtering for incorrect or
unreliable GPS locations, map matching and spatial aggregation. Firstly, the
GPS data are filtered by quality. Of all available GPS data, 71 % had a fix (i.e. a
minimum of three satellite signals to calculate the position); the remaining data
probably consist of indoor periods during the day or outdoor moments with a very
bad reception. Starting from these data, some filtering criteria were adopted to
remove incorrect or unreliable GPS locations: 1) assuming all data were gathered
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by bike or on foot, the speed may not be above 25 km h−1 and 2) to ensure the GPS
quality, the 30 s centred moving mean of the number of satellites should be above
4. After these filtering steps, 86 % of the data with a fix remained, corresponding
to 393 h of measurements.
Secondly, map matching was applied. In urban environments, the location de-
termined by the GPS is often slightly off track. A commonly used approach to
enhance the obtained GPS tracks is map matching, assuming the measurements
are always performed on the streets. For each measurement day, those street sec-
tions are selected from the database at which measurements have been conducted
over the entire section. In a next step, a simple map matching based on short-
est distance (max 30 m) is applied for each measurement day separately with the
selected street sections. This selection of streets per measurement day is done
to exclude map matching to (side) streets that were not actually visited. During
map matching, an additional 4 % of the filtered GPS data is removed as they are
not within 30 m of a street section. In the supplementary data (Section 7.A.1),
some GPS tracks are included as an illustration of the raw and map matched
tracks.
7.2.4 Data analysis: spatial aggregation, trimming and back-
ground normalization
For further analysis of the mobile measurements, the data are spatially aggregated.
For this purpose, the street sections are divided into segments of approximately
50 m. All measurements are allocated to such a segment. For each passage through
a segment (passage = continuous period of time measurements are performed in
one segment), an average BC value is calculated for the segment (= passage mean).
To assure data quality, we require the calculated average to be based on at least
8 one second measurements (which corresponds to covering 50 m at an assumed
maximum speed of 25 km h−1). This removes an additional 3.5 % of the data and
leads to 40,284 recorded passages. The passage means are further averaged to
obtain the mean concentration for each segment (= segment mean).
To reduce the impact of extreme values on the average concentration of a seg-
ment, a trimmed mean is applied as described in Chapter 6. The mobile measure-
ment data are normalized with a background normalization method to minimize
the influence of meteorological day-to-day variations in the urban air quality (see
Eq. (6.1)). Background concentrations are obtained from the stationary measure-
ments at VMM stations in the Antwerp region (mean of the stations BELAL01,
BETM802, BETN016, BETR801 and BETR802).
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The statistical comparison of the pollutant concentrations for cycling and walking
data is based on the Kruskal-Wallis test at a critical value of 0.05 (Kruskal and
Wallis, 1952). The Kruskal-Wallis test is a non-parametric alternative to a one-
way ANOVA and investigates whether the measurements come from the same
population.
Analyses were performed using Python pandas (PyData Development Team, 2014)
and QGIS (QGIS Development Team, 2014).
7.3 Results
7.3.1 Characterization of sampling bias
Spatial coverage
Due to the nature of their working routines, the city wardens pass by at varying
locations in the city. After one year of measurements, this resulted in a high
spatial coverage. Figure 7.3 shows a map with the number of times they passed
by at a certain segment. Almost all street segments were covered at least once
within the study area (see Figure 7.2), and 74 % of the segments were measured
at least 5 times. Only those segments are shown in Figure 7.3. The number of
measurements varies greatly in space. Some segments were measured more than
400 times, typically those locations close to the wardens’ office (start and end
point of the measurements). Most segments, however, were measured 9 to 27
times (interquartile range).
Temporal coverage
Apart from the varying spatial coverage among street segments, also their tem-
poral coverage varies. When looking at all data together, the temporal coverage
(distribution of the number of passages in time over the day and over the year) is
not uniform (Figure 7.4). More measurements were performed at the beginning
and the end of the measurement campaign, resulting in more measurements dur-
ing the summer compared to the winter months. Further, during the day, most
measurements were performed between 9 and 16 h. Combined with varying typ-
ical concentrations in these periods of the year and the day (illustrated with the
concentrations of the official monitoring station that lies within the study area,
Figure 7.6), this will introduce a bias in the results. The winter months typically
have higher concentrations, but fewer measurements are conducted during this
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Figure 7.3: Number of passages at each segment. Segments with less than
5 passages are excluded, and the colour scale is truncated at 60 passages
(some segments near the office of the city wardens have more than 400
passages).
period. The same applies to the morning and evening rush hours. The morn-
ing rush is not covered by the measurements, resulting in lower concentrations.
Furthermore, this temporal coverage also varies between locations. Examples are
given for the Stadspark and Provinciestraat (Figure 7.5), where in the Provincie-
straat relatively much more measurements were collected in the morning hours.
This varying temporal coverage between locations will introduce a different bias
between segments.
Mode of transport: walking and cycling
Another possible source of bias in the data set is the mode of transport. The data
are gathered both by bike and on foot. It is possible that the cyclists are exposed
to higher concentration levels compared to the pedestrians (as being in general
closer to the traffic). Next to the difference in temporal and/or spatial coverage,
this can be an additional source of variation in the measured concentration levels
when data of the two modes of transport are mixed.
The data set is divided by mode of transport (on foot or by bike). Based on the
speed measurements of the GPS, a simple division is made based on a cut-off of 5
km/h on the 1 min rolling average speed. The data with low speed are classified as
walking data, and those with a speed above 5 km/h as cycling data. Short stops
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Figure 7.4: Overview of the temporal distribution of the number of passages
in time. The horizontal histogram indicates the distribution over the year
(per month) and the vertical histogram the distribution over the day (per
hour). The internal plot is a combination of both and indicates the number
of passages for each hour and each week (the legend for this figure is the
colour scale on the right).
during cycling are dealt with by using a rolling average of the speed. Of all second
measurements, 25 % are classified as cycling data. Both subsets are processed in
the same way as described in Section 7.2.4 (by taking passage means).
The measured BC concentrations while cycling have a clearly higher overall aver-
age: 4.1 vs 2.6 µg m−3 for cycling and walking data, respectively. However, the
measurements are not necessarily made at the same locations. When using only
those segments that have data for both modes, the difference decreases (averages
of 3.6 vs 3.0 µg m−3, respectively). Figure 7.7 also illustrates this difference in a
histogram of both data sets. The cycling data are slightly shifted towards higher
values. Based on the non-parametric Kruskal-Wallis test, this difference is sig-
nificant (P < 0.05). Given the distribution of the passage means (Figure 7.7),
the difference of 0.6 µg m−3 is, however, not large; it is smaller than the standard
deviation in passage means (1.8 and 1.5 µg m−3 for cycling and walking data,
respectively).
The results above indicate that there is an observable difference in the concen-
tration levels of cycling and walking data. This can be a systematic difference,
due to a higher exposure of cyclists. But first some other factors have to be elim-
inated. Another possible explanation of the difference is the time period of the




Figure 7.5: Overview of the temporal distribution for two different loca-
tions: (a) Provinciestraat and (b) Stadspark. The horizontal histogram
indicates the distribution over the year (per month) and the vertical his-
togram the distribution over the day (per hour). The internal plot is a
combination of both and indicates the number of passages for each hour
and each week (the legend for this figure is the colour scale on the right).
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(a)
(b)
Figure 7.6: BC concentration at the reference monitoring station near the
study area (for two nearby stations, BETR801 and BETR802). Typical
daily profile of the concentrations (hourly values averaged over all days
during time frame of the campaign) is given in (a) and the monthly averages
during the time frame of the campaign in (b). The histogram at the bottom
indicates the relative distribution of the mobile measurements.
142 7.3 RESULTS
0 5 10 15 20

























Figure 7.7: Histogram of the BC concentration levels (segment means) for
cycling and walking data: two partly overlapping histograms indicate the
shift towards higher values for the cycling data. Only those segments where
data are available for both bike and foot modes are included.
cycling and walking data, but there are some differences in distribution over the
day. The cycling subset has relatively more measurements in the morning (9-12 h),
while the concentrations are typically higher in the morning than during the rest
of the day (typically 18 % higher concentration in the morning compared to the
afternoon). This can also contribute to the difference in concentration levels be-
tween cycling and walking data. The difference in distribution is, however, small
(the morning hours constitute 53 % of the data for the cycling subset, and 45 % of
the data for the walking subset) and does not fully explain the observed difference
in concentration levels. Furthermore, when looking at the diurnal pattern, the
difference in concentration levels is rather constant during the day. There is also
no clear spatial pattern in the difference between cycling and walking data. As a
last check, the difference is also consistently present when looking at each of the
three teams separately.
We can conclude that there is an observable difference between the exposure during
cycling and during walking, however, this difference is not large. For the following
analyses in this chapter, we will combine the data of both modes of transport
(unless explicitly stated).
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(a) (b)
Figure 7.8: BC concentration profiles of the Stadspark and surrounding
streets for (a) the campaign with city wardens and (b) the targeted cam-
paign at 50 m resolution. Shaded area depicts twice the standard error on
the mean. The vertical dashed lines indicate the borders of the park.
7.3.2 Comparison with targeted measurements
A previous case study in the same area was performed and described in the previous
two chapters. For this study, an extensive data set of BC measurements was
collected by bike in February-March 2012. This targeted campaign consisted of
256 and 96 repeated measurement tracks along two fixed routes that for a large
part overlap with the study area of the opportunistic campaign described in this
chapter (the route is indicated in Figure 7.2). Given the high number of repetitions,
we can use this data set to benchmark the results obtained in this chapter.
In Figures 7.8 and 7.9, concentration profiles are shown for the Stadspark and sur-
rounding streets and for the Plantin en Moretuslei. Broadly, the patterns in the
concentration profiles correspond. For the Stadspark, the concentration increases
sharply at the borders of the park towards the surrounding streets (with traffic)
in both cases. For the Plantin en Moretuslei, the section between 200 and 600 m
corresponds consistently to the section with elevated concentrations, although the
exact locations of the highest values do not coincide in both campaigns. In the
section between 600 and 1000 m, the Plantin en Moretuslei shows lower concen-
trations in both cases.
To quantify how good the results of both campaigns correspond, the overlapping 50
m segments are selected where at least 5 passages are recorded. For those segments
the average concentration levels are calculated, and based on those values, the cor-
144 7.3 RESULTS
(a) (b)
Figure 7.9: BC concentration profiles of the Plantin en Moretuslei for (a)
the campaign with city wardens and (b) the targeted campaign at 50 m
resolution. Shaded area depicts twice the standard error on the mean. The
vertical dashed lines indicate the three major crossings along the Plantin
en Moretuslei.
relation (Pearson’s correlation coefficient), overall difference (difference in overall
mean of all segments) and mean absolute deviation (MAD) are calculated.
First, a basic comparison without adjustments is performed, resulting in a cor-
relation of 0.64, overall difference of 2.7 µg m−3 and MAD of 2.8 µg m−3. This
comparison is also illustrated with a scatter plot in Figure 7.10. There is a large
deviation in absolute value between both data sets: systematically lower values
are found by the city wardens compared to the targeted campaign. Some possible
explaining factors for this difference in concentration levels are a different mode
of transport, period of the year, and period of the day during which the measure-
ments are performed. Correction mechanisms for these factors are applied and a
summary of the results of the comparison after correction is given in Table 7.1.
Firstly, the targeted campaign only includes cycling data, while it was demon-
strated in Section 7.3.1 that the bike data shows slightly higher concentration
levels. When using only the cycling data for the current campaign, the overall
difference decreases slightly to 2.5 µg m−3. Secondly, the period of the day can
also have an influence as the campaign with the city wardens also includes data
in the afternoon, when the concentration levels are typically lower. Selection of
the common hours (9-13h) for both datasets without performing a background
normalization decreases the overall difference to 2.4 µg m−3. Thirdly, the period
of the year can have a large influence on the measured concentrations. This can be
accounted for by using a background normalization to take the seasonal and day-
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Figure 7.10: Comparison of the concentration levels in the overlapping
50 m segments between the campaign with city wardens and the targeted
campaign
to-day variations into account. After performing a background normalization (see
Section 7.2.4 on data analysis for more details), the overall difference decreases
to 1.9 µg m−3. However, when using a multiplicative background normalization
instead of a combination, the decrease in overall difference is much stronger (down
to a mean bias 0.6 µg m−3). When combining these three correction mechanisms,
the resulting overall difference is 1.7 µg m−3 and MAD is 2.1 µg m−3.
The same analysis is repeated for another spatial aggregation level, the street
level. Instead of 50 m segments, the streets are used as aggregation level, which
will result in segments of varying length. The result of the comparison at this level
is also included in Table 7.1.
7.3.3 High spatial variability in air quality
The comparison in the previous section concerned only the part of the data set
where the two campaigns overlapped. However, the spatial coverage of the cam-
paign with city wardens was much larger. In this section, we show some results
on the air quality for the entire study area.
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Table 7.1: Comparison of the present opportunistic campaign with city
wardens and the targeted campaign at two spatial aggregation levels (50 m
segments and street level) and for different scenarios of data treatment. The
evaluation statistics are the correlation (Pearson’s correlation coefficient),
overall difference (difference in overall mean of all segments or streets) and
mean absolute deviation (MAD).
50 m segments Street level
Corr. Overall diff. MAD Corr. Overall diff. MAD
Basic comparison 0.64 2.7 2.8 0.65 2.0 2.1
Only cycling subset 0.65 2.5 2.7 0.60 1.8 2.0
Common hours 0.65 2.4 2.5 0.53 1.7 2.0
Background normalized 0.64 1.9 2.2 0.65 1.2 1.6
Background normalized (mult.) 0.56 0.6 1.5 0.75 0.0 1.1
Combination of above 0.65 1.7 2.1 0.59 0.9 1.7
First, a map is constructed displaying the BC concentration for each 50 m segment
in the study area where at least 5 passages have been recorded (Figure 7.11). The
main roads clearly stand out, while the green areas and the more residential areas
between main roads show much lower concentrations.
Going to a lower spatial resolution (all 50 m segments combined per street), Fig-
ure 7.12 shows a boxplot of the BC concentration for a selection of streets. Large
differences between streets with high BC concentrations and streets with lower
concentrations can also be noticed at this level (mean concentration levels ranging
from around 1 µg m−3 up to 5 to 6 µg m−3). Typical streets with high concen-
tration levels are busy roads with high traffic intensities (e.g. Turnhoutsebaan,
Carnotstraat, Belgilei, Noordersingel) and street canyons (e.g. Provinciestraat).
The lower concentrations can be observed at green areas (Stadspark, Krugerpark)
and low-traffic residential streets (e.g. Van Leentstraat, Tuinbouwstraat).
7.4 Discussion
7.4.1 Sampling bias
The city wardens operated in a well-confined area in the city mostly during working
hours on weekdays, resulting in repeated measurements. The spatial coverage
within the study area is very high (Figure 7.3), although there is a large variation
in the number of passages between different segments. For a lot of the streets and
street segments only a small number of repeated measurements were recorded.
The temporal coverage (Figure 7.4) also shows a non-uniformly spread pattern.
Firstly, it shows that not all hours of the day and even not of the working day (9 am
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Figure 7.11: Map of the BC concentration (50 m resolution): average con-
centration (trimmed mean) for each 50 m segment within the study area
where at least 5 passages have been recorded.
- 17 pm) are measured proportionally. As a consequence of their work schedule,
there are no measurements during rush hours when most people are commuting.
Over the year, it can be noted that there are less measurements during winter.
This can be caused by a lower motivation in the middle of the campaign, but also
to worse weather conditions. Given the different typical concentrations during the
day and the year, this will lead to sampling bias when targeting daily average
concentrations.
Secondly, the temporal coverage also differs between locations: different locations
are measured at different days and/or hours of the day. This leads to a different
bias at varying locations, complicating the interpretation of the results. When
the concentration levels at two locations are compared, a possible difference can
also be partially allocated to sampling bias. To counteract this sampling bias by
the time of the measurement, background normalization can be used. This will
never fully cancel the differences introduced by sampling at other moments in time,
but can improve the comparability. Background normalization was applied in the
comparison to the targeted campaign, and is discussed there (Section 7.4.2).
The use of both walking and cycling modes of transport is another factor that com-
plicates the interpretation of the air quality results. When dividing the dataset
by mode of transport, there is a clear difference in average levels. After elim-
inating possible explaining factors (differences in location or time period of the
measurements), the difference remains and it can be concluded that this difference
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Figure 7.12: Boxplots of the BC concentration for a selection of streets
(using all passages of the different segments in the specified street).
CHAPTER 7 OPPORTUNISTIC MOBILE AIR POLLUTION MONITORING 149
is systematic. This can be explained by the different distance to traffic (bike lanes
are typically closer to traffic than the pavement) and similar results are reported
in the literature (McNabola et al., 2008; Dons et al., 2012; de Nazelle et al., 2012).
By combining both data sources, the mixed modes of transport will be an extra
factor contributing to the variation in the dataset. Data of both modes combined
represent the exposure during active mobility (soft modes of transport).
In general, the data from opportunistic measurement campaigns is biased and
this consequently affects the resulting image of the air quality. It is not possible to
exactly quantify the overall sampling bias, as the ‘true’ concentration levels are not
known. However, correction mechanisms can be applied to reduce the bias.
7.4.2 Comparison of the unstructured opportunistic cam-
paign and the targeted campaign
The resulting concentration levels of this unstructured opportunistic campaign
were compared to those of the targeted campaign from the previous chapters. This
comparison allowed us to investigate whether the approach with the city wardens
could lead to comparable results and whether the sampling bias can be reduced
or even eliminated. When looking at the concentration profiles (Figures 7.8 and
7.9) and given the correlation of 0.64 (Table 7.1), the larger spatial patterns (typ-
ical places with low or high concentrations, hotspots, ...) resulting from both
campaigns correspond.
But despite this correspondence, both a large overall difference and a large vari-
ability at the individual streets and street segments is present. The large overall
difference in concentration levels is caused by the different factors contributing to
the sampling bias, i.e. different period of the year, different period of the day and
different mode of transport. Of course, other factors could also contribute to the
sampling bias (e.g. instrumental bias), but these are not further addressed in this
study. Using only the cycling data slightly improves the comparison (reduction of
the overall difference), but also decreases the number of measurements that can
be used in the comparison, making the comparison less reliable. The same can be
said for selecting the common hours.
The background normalization is used to counteract the bias introduced by mea-
suring on different days, and when using hourly reference values, this can also
tackle the bias introduced by measuring at different hours of the day. Applying
the background normalization has a higher positive impact on the overall differ-
ence, but this depends largely on the used algorithm. In literature, background
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normalization is a commonly used technique for temporal adjustment of measure-
ments that are not taken simultaneously (e.g. Hoek et al., 2002; Zuurbier et al.,
2010; Eeftens et al., 2012b; Tan et al., 2014). The adjustment can be additive
(difference) or multiplicative (ratio), and it is generally stated that the two meth-
ods do not give very different results (Hoek et al., 2002). In the cited studies, the
additive method was used. Dons et al. (2012) proposed a combined method to
prevent negative values. These findings contrast with the result seen here, were
the multiplicative method performs much better than the combined method. The
multiplicative method is more suited to correct for temporal variation driven by
meteorological conditions, while the additive method corrects for the influence of
regional pollution (Tan et al., 2014). BC is mainly coming from local sources (traf-
fic) in the study area, which is a possible reason that the multiplicative method
works better in this study. It is clear that, although the correction mechanisms
could reduce the difference between both data sets, a considerable difference be-
tween the targeted and opportunistic data set remains. Using a sampling exper-
iment, Tan et al. (2014) also showed that correcting measurements from short
duration campaigns with data from continuous stationary monitoring sites does
not completely remove the uncertainty due to short duration sampling.
Besides the overall difference, there is a large variability on the individual segments
(expressed by the mean absolute deviation, MAD). The artefacts are due to the
short time period of the individual mobile measurements and the highly variable
air quality concentrations at short temporal resolution, combined with a limited
number of repeated measurements. The city wardens campaign still has not suf-
ficient repetitions for all segments, and so a higher variability on the individual
segments is to be expected. Most segments are measured between 9 and 27 times,
while in the previous study on the targeted campaign it was concluded that 24
to 94 repetitions are required to map the BC concentrations at a 50 m resolution
with an uncertainty of 25 % (5 to 11 repetitions were required when relaxing this
constraint to 50 %, see the previous chapter). We can conclude that not enough
data were gathered to assess the air quality at such a high spatial resolution. When
looking at a lower resolution (street level), the agreement between both data sets
is better.
Despite the systematic difference between both data sets, we can conclude that
the larger spatial patterns are captured by the opportunistic campaign, but that
there still remains a large uncertainty on the individual segments.
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7.4.3 Evaluation of the monitoring campaign with city war-
dens
Thanks to the collaboration with the city of Antwerp, we had the opportunity of
setting up this campaign with the city wardens. The involvement of the environ-
mental agency of the city and their interest in the results made it easier to engage
city personnel for performing the measurements. Working with the city wardens
offered some benefits compared to volunteers or other professionals. Because they
are city personnel, all instruments were always connected and recharged at their
office and the follow-up could be centralized. Further, the city wardens went to
varying places in the city as indicated by the high spatial coverage (Figure 7.3), e.g.
also visited traffic-free and green areas. Other examples of carriers such as post-
men or parking wardens can partly have the same advantages (involved through
their job), but can have a more limited temporal or spatial coverage. For exam-
ple, postmen or parking wardens will typically less likely visit traffic-free or green
areas.
Some drawbacks or aspects that could be improved in the monitoring approach
could be identified. A lot of variability was introduced due to several factors such
as varying modes of transport, sampling during different hours of the day and
of the year (see Section 7.3.1). This allowed us to evaluate the potential of a
case study that manifests such characteristics, but for the sake of this campaign
itself some optimizations could have been performed. A stronger follow-up of the
wardens could have kept the level of measurements more constant during the year.
The mixed mode of transport of the wardens is an additional complication and it
should be avoided if possible (which was not the case in this campaign).
Another problem is the low GPS quality in urban environments, and consequently
an intensive processing of these data is needed. In contrast to the targeted mon-
itoring case, no a priori knowledge on the tracks that are monitored is available.
Combined with the low GPS quality, this complicated the detailed mapping of
the air quality. Due to a possibly large deviation from the true position, some
measurements may not have been assigned to the correct street. Also, data are
not only collected outdoors. It turned out to be hard to detect, in a reliable way,
when a city warden enters a building. We have tried to tackle this by filtering the
data on the number of satellites, but this may have led to some excessive data
cleaning of good measurements on the one hand or the incorrect use of indoor
measurements on the other hand. Possible solutions are the use of better GPS
devices (but this can become expensive), better map-matching or transport mode
detection algorithms or the use of diaries (this could give more contextual infor-
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mation to interpret the GPS data, but it also puts a much higher burden on the
people carrying out the measurements).
A next issue is the instrument used to measure the air quality. The micro-
aethalometer signals may sometimes be noisy or show instabilities. This will be
an extra factor contributing to the uncertainty on the results. Also, the currently
used bag does not protect the micro-aethalometer from the rain. A better system
would make it possible to also measure when it is raining.
Collecting data consistently during a one year period by the city wardens is quite
a challenge and turned out to be less evident than expected. Good usability of the
monitoring equipment is crucial. The measurement set-up needs to be designed
to keep the impact on the city wardens limited. Tasks that look simple at first
such as making sure the battery of the measurement device is recharged, changing
a filter, or turning off measurement devices after completion of the measurement
day seem to take more effort than expected. The city wardens seemed to conceive
the monitoring as an extra task to their daily job. A stronger follow-up could have
kept the data collection at a more constant level throughout the year.
7.4.4 Relevance for participatory sensing and air quality ap-
plications
With the set-up of this campaign, we somehow mimicked an uncoordinated par-
ticipatory monitoring campaign with actually available sensors. In the future,
mobile participatory campaigns could potentially manifest much of the same char-
acteristics of this data set in terms of uneven spatial and temporal coverage and
different modes of transport with increasing numbers of data as monitoring equip-
ment becomes cheaper. In this way, this case study emulates the kind of data
that would be gathered from participatory campaigns in an achievable way for the
time being. We demonstrated that such an approach can indeed be used to iden-
tify broad spatial trends and hotspots over a wider area. The results show that
the spatial patterns in the urban BC concentrations can be assessed, obtaining a
spatial resolution which would not be possible with stationary monitoring stations.
This shows that the approach can be used for air quality applications including
hotspot identification, personal exposure studies, regression mapping (using the
results to build land-use regression models), etc. However, it is clear that repeated
measurements and careful processing and interpretation of the results are very im-
portant. Even with a rather large number of measurements (393 h), there is still
a large variability on these results. This indicates that an important challenge for
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unstructured participatory monitoring campaigns will be to collect sufficient data
to cover both spatial and temporal variability.
7.5 Conclusion
We defined opportunistic mobile monitoring as data collection making use of ex-
isting carriers to move measurement devices around. Based on an opportunistic
mobile monitoring campaign with the collaboration of city employees (city war-
dens) carrying micro-aethalometers during their daily surveillance tours, we were
able to map the exposure to black carbon in the urban environment. A high spa-
tial coverage in the selected area was obtained during the one-year data collection.
Due to the nature of the wardens’ work, there is no control over the route followed.
This results in an unstructured data collection both in space and time, leading to
sampling bias. A temporal adjustment can partly counteract this bias, but will
not fully remove the uncertainty associated with the temporal variation. There is
still a rather large uncertainty on the average concentration levels at the individ-
ual locations (when looking at a high spatial resolution of 50 m) due to a limited
number of measurements and sampling bias. Despite this uncertainty, large spa-
tial patterns within the city are clearly captured. In anticipation of lower-cost
sensors, this case study with city wardens demonstrates a promising approach to
monitor urban air quality at a high spatial resolution based on opportunistic data
collection.
This chapter illustrates the potential and limitations of participatory monitoring
approaches. With the set-up of this campaign, we somehow mimicked an uncoor-
dinated participatory monitoring campaign with the currently available means. If
appropriate low cost instruments would be available, citizens can carry it around
measuring the air quality in a non-coordinated way. The results in this chapter
demonstrate that such an approach can indeed be used to identify broad spatial
trends over a wider area, enabling applications including hotspot identification,
personal exposure studies, regression mapping, etc. But they also emphasize the
challenges with unstructured opportunistic mobile monitoring. It is clear that re-
peated measurements and careful processing and interpretation of the results are
very important. Unstructured participatory monitoring campaigns will have to
collect sufficient data to cover both spatial and temporal variability. Until low-
cost air quality sensors are available that can collect data of sufficient quality in an
effortless way, continued motivation and follow-up of participants is crucial.
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7.A Supplementary data
7.A.1 Example GPS tracks
Two example GPS tracks are included as an illustration of the typical GPS tracks
gathered by the city wardens (Figure 7.S1). The tracks show that in general the
map matching procedure finds the correct streets. However, sometimes errors will
occur. For example, in the cycling track (Figure 7.S1a), the city warden probably
followed the Carnotstraat, although the mapped track follows the neighbouring
streets (see the green arrow indicated on the figure). The occurrence of such
errors is unavoidable, although a more advanced map matching algorithm may
reduce the frequency of occurrence.
Based on a visual analysis, the GPS track of the city warden on foot seems a
bit more shaky compared to the cycling track, although the quality of the map
matching will not likely be worse. It is difficult to assess the quality of the GPS
tracks based on the distance between the original track and the map matched
track, as the expected distance between both tracks (apart from the GPS error)
will vary from location to location and between transport mode (e.g. the bike
lane is typically closer to the road, and hence closer to the street from the street
database, as compared to the pedestrian area).
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(a)
(b)
Figure 7.S1: Example GPS tracks for a day with predominantly a) cycling
and b) walking measurements. The red line is the raw track, the blue line
map matched track.
Mission 1 (BCM1, 2012-07-04) 
Mission 62 (BCM1, 2013-01-16) 

CHAPTER 8




In the previous chapters, the use of mobile monitoring to map the local urban
air quality at high resolution has been evaluated. Here, local air quality refers to
the average outdoor air pollution people are exposed to in urban environments.
It is not limited to urban baseline concentrations, but also includes very localized
effects, which are measured in this thesis at a resolution of 20 to 50 m (below
100 m). This high-resolution mapping can be used to detect local hotspots, to
calculate activity-based exposure to air pollution, or to validate high-resolution
models, amongst other applications.
In this chapter, the experience from the previous chapters is collected in practi-
cal considerations and guidelines for mobile monitoring campaigns to map urban
air quality. Further, some examples of mobile monitoring that are related to this
thesis are presented: a case study in Oslo and applications of the airQmap plat-
form.
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8.2 Practical considerations and guidelines for map-
ping urban air quality using mobile monitor-
ing
Mobile monitoring is often presented as an additional monitoring tool to increase
the spatial resolution of air quality maps. However, an insufficient number of
mobile measurements may only represent snapshots of the air quality and is not
necessarily representative. Therefore a careful set-up of the mobile monitoring
campaign is needed, and processing and interpretation of the mobile data deserve
increased attention.
• The occurrence of events can lead to considerable bias when using the arith-
metic mean to aggregate mobile data, certainly when dealing with a smaller
sample size. Appropriate actions to investigate this bias are to assess the
possible impact of events on the results in relation to the goal of the cam-
paign and to investigate the results from different statistics (arithmetic mean,
median, trimmed mean).
• The trimmed mean resulting from the removal of the lowest and highest
measurement at the spatial aggregation level (i.e. for each segment) is pro-
posed as an integrated outlier detection method to reduce the detrimental
impact of random events on the calculated averages. This approach does not
over-correct for systematically occurring peaks that can be typical at certain
locations or streets and is a better estimator for the average concentration
(i.e. the average including the tail measurements) than the arithmetic mean
when dealing with a limited number of repeated measurements.
• To account for the temporal variation in the background concentrations, a
temporal adjustment based on these background concentrations can be ap-
plied. The temporal adjustment reduces the variability between different
runs and leads to more reliable results with lower monitoring efforts. Espe-
cially for campaigns with an unstructured set-up where not all locations are
measured at approximately the same moment, the temporal adjustment can
partly counteract the sampling bias.
• Spatial aggregation is applied to smooth the data at different spatial levels
(routes, streets, segments). We showed that mapping air quality at a spa-
tial resolution up to 50 m is feasible for BC. A higher spatial resolution of
20 m can be obtained with a slightly increased uncertainty depending on the
sample size.
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• To generate high-resolution maps over larger areas (several km2), large quan-
tities of data are required to include the range of possible meteorological
conditions and the range of local air quality conditions (depending on lo-
cal sources, e.g. traffic intensity), and to counter occasional and exceptional
events. It is important to assess whether enough repetitions are made in
relation to the goals of the monitoring campaign.
• The data requirements can be reached by performing repeated monitoring
runs. The exact requirements depend on the spatial and temporal resolution
of the map and the quality constraints of the results, but can be decreased
by using a trimmed mean for averaging and by performing a temporal ad-
justment. In the targeted case study, 10 repeated measurement runs will
be sufficient to estimate the average concentration at almost all locations
when targeting an uncertainty of 50 %. When performing 40 repeated mea-
surement runs, the average concentration could be estimated at half of the
locations with an uncertainty of 25 % or below. For an unstructured oppor-
tunistic campaign, the numbers will probably be higher due to the additional
uncertainty caused by sampling bias.
The above guidelines are generally valid for both targeted and opportunistic mea-
surement campaigns. However, there are some differences between both approaches.
In case the opportunistic campaign has a structured set-up (following fixed routes),
the characteristics of the obtained dataset will be similar to a dataset from a tar-
geted campaign. Regarding the processing and interpretation of the data, the
main difference is between structured and unstructured data collection.
In a campaign with a structured data collection, all measurement locations are
monitored at approximately the same time (or within a short time period, i.e. the
time it takes to complete one measurement run). This ensures that the temporal
variation (day-to-day variation, rush hour versus non-rush hour) has less influence
on the differences in measured concentrations between locations. In this case, a
temporal adjustment is not essential to counter the sampling bias caused by the
time of the measurement. A temporal adjustment can still be used to extrapolate
the measured concentrations to e.g. a typical yearly average. This extrapolation
introduces additional uncertainty on the obtained value, but the adjustment is
needed when one wants to compare the concentration levels to other campaigns
that are conducted in other periods. In case of an unstructured opportunistic data
collection, different locations will possibly be measured at different days and/or
hours of the day, which introduces sampling bias. Temporal adjustment can then
be used to reduce this sampling bias. However, this adjustment is not perfect and
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unstructured data collection will therefore typically result in data with a larger
uncertainty compared to structured data collection.
Limitations
There are also some important limitations to the mobile monitoring approach.
First, mobile data are representative for the time period in which they were col-
lected, which is typically a confined time frame. A targeted campaign is typically
deliberately planned at certain moments in a limited time period. For example,
the targeted campaign in this thesis was conducted each day between 7 am and
13 pm for several days within a period of 4 weeks. In an opportunistic campaign,
it can be easier to maintain the measurements for longer time periods and obtain a
larger temporal coverage. However, also opportunistic data collection is often lim-
ited to, for example, rush hours (e.g. commuting routine) or daytime moments (e.g.
tram schedule). As mentioned above, a possibility is to use temporal adjustment
to extrapolate the results to other periods assuming that the local contributions
are similar in time and that the main temporal variation is caused by background
effects that are normalized.
Second, the representativeness of the result depends on the type of mobile plat-
form. In the targeted case study in this thesis, a bicycle was used as monitoring
platform and hence the results are representative for the exposure of cyclists, but
not necessarily for other transport modes such as pedestrians and car drivers, or
for residents.
Third, mobile measurements are typically limited to measurements along the
street. Air pollution levels can, however, also vary considerably orthogonally to
the street direction. The type of mobile measurements used in this thesis will
not capture this variation, and it can even be the cause of part of the observed
differences between locations (e.g. varying distance of the biking lane to traffic,
different predominant transport mode at different locations).
Fourth, measurements of BC are used in this study. Pollutants such as BC, UFP
and NOx are strongly traffic-related and will therefore show a high variability in
urban environments. Other types of pollutants such as PM2.5 or PM10 have lower
small-scale dynamics and the guidelines will differ for these other pollutants.
Fifth, despite the strategies to reduce the required number of repetitions, a large
number of repeated measurements is still required. A targeted case study requires
dedicated man-power to carry out the measurements, which can be very time
consuming. Such case studies can also be conducted with the involvement of a
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limited number of volunteers, but this requires highly committed participants.
Opportunistic approaches can reduce this workload taking advantage of existing
infrastructure or using the normal daily routines of people.
Last, a monitoring approach will always be limited in space and will therefore not
result in a map with full spatial coverage. Especially a targeted campaign focuses
typically on a limited number of streets. Depending on the specific set-up, an
opportunistic campaign can result in a higher spatial coverage. When lower-cost
sensors with sufficient performance become available, data can be collected on a
larger scale in an uncoordinated, opportunistic way. This way, participatory mon-
itoring has the potential to deliver the high amounts of data needed for obtaining
representative maps with high spatial coverage based on mobile monitoring.
8.3 airQmap – DIY air quality mapping
airQmap1 is a platform developed by VITO that is based on the methodology
developed in this thesis. It is an application of a targeted mobile monitoring
strategy, based on repeated measurements on fixed routes spread over different
days (20 to 30 repeated measurement runs are typically performed). The platform
allows people with limited or no air pollution expertise, such as city personnel or
volunteers, to carry out air quality measurements and to get a detailed view on
the air quality at the street level. VITO offers airQmap as a commercial service
to interested parties (e.g. cities and municipalities).
The airQmap platform contains two parts. The first part consists of easy to
use measurement devices: the micro-aethalometer to measure BC, a GPS and a
netbook to synchronize the instruments and transmit the data. The second part
is an automated data processing infrastructure which constructs a BC map from
the transmitted data. The processing infrastructure is an implementation of the
guidelines and includes quality control and processing of the BC and GPS data
and spatio-temporal data aggregation. Further, airQmap provides an interactive
map that can be consulted through the web.
The airQmap platform has been successfully used in cities such as Antwerp, Ghent,
Brussels, Liege, Amsterdam and Oslo, and in Belgian municipalities such as Mol,
Beringen and Zutendaal. Some of the resulting maps are shown in Figure 8.1 and
8.2. In Oslo, a measurement campaign was set up with the collaboration of the
Norwegian Institute for Air Research (NILU). The measured BC concentration
1http://www.airqmap.com
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Figure 8.1: Map of the BC concentrations based on mobile measurements
in the area of Majorstuen, Oslo (aggregated to a spatial resolution of 50 m).
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(a) Beringen (b) Zutendaal
(c) Amsterdam (d) Kortrijk
Figure 8.2: Black carbon maps for some cities and municipalities using the
airQmap platform (from: http://airqmap.com/).
levels are shown in Figure 8.1 and the concentration map indicates a strong spa-
tial variability. The campaigns in Antwerp, Ghent and Brussels were conducted by
Test Aankoop. In Amsterdam, the campaign was a collaboration between VITO
and the Dutch Longfonds, the European Lung Foundation and the European Res-
piratory Society as an initiative for the ERS/ELF Healthy Lungs for Life campaign
(Figure 8.2c) (Theunis et al., 2015). The campaigns in Beringen and Zutendaal
were conducted by the municipality with the help of volunteers. The results of
the different measurement campaigns confirm that mobile monitoring is an inter-




Given a careful set-up and data processing, mobile monitoring campaigns are a
valuable tool to get a detailed view on the air quality and the exposure of citizens
at street level. The multiple measurement campaigns presented in this chapter and
the interest of local governments and other organisations show the added value of
this measurement-based approach. Targeted monitoring campaigns can be used
to conduct a sufficient number of repeated measurement runs in a well-defined
area to satisfy the data requirements. Alternatively, opportunistic campaigns can
be set up that require less dedicated man-power to carry out the measurements.
But, with unstructured opportunistic data collection it can be more difficult to
obtain sufficient repeated measurements at each location, and sampling bias leads
to additional uncertainty.
A measurement-based approach is limited and it is typically not possible to ob-
tain a pollution map with full spatial coverage. Targeted campaigns, such as the
examples of airQmap, are certainly not covering a full area, but also with op-
portunistic data collection it remains difficult to get a full spatial and temporal
coverage. Interpolation methods or regression models can be used to increase the







Land use regression models for
drawing air pollution maps
9.1 Introduction
City-wide maps of the outdoor air pollution are typically used in epidemiological
studies as proxy for personal exposure in order to overcome the limitations of fixed-
site monitoring and personal monitoring. But up-to-date information on urban air
quality with high spatial and temporal resolution is also important to inform air-
quality policy and traffic management, and to inform the general public (Briggs
et al., 2000; Jerrett et al., 2005; Beelen et al., 2009; Vardoulakis et al., 2011; Beelen
et al., 2013).
In the previous chapters, methods have been developed to monitor air pollution
with a high spatial resolution based on mobile measurements. However, these
methods do not result in city-wide pollution maps with a full spatial and temporal
coverage. Widespread deployment of the relatively high quality sensors such as
the micro-aethalometer is still hampered by their high purchase cost and, in some
cases, the manpower involved to perform the measurements. But also using low-
cost sensors relying on a crowd-sourcing strategy does not automatically lead to
complete data sets with uniform coverage.
A range of methods exists to go beyond the spatial and temporal coverage of
the measurements and draw pollution maps. These methods include empirical
methods based on measurement data, such as interpolation or land use regression,
and deterministic models, such as dispersion models. This chapter presents a brief
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overview of these different methods, with special focus on land use regression as
it will be used in the next two chapters.
9.2 Methods to draw air pollution maps
Interpolation Actual pollution measurements can be interpolated using several
methods including inverse-distance weighting or geostatistical methods. The most
common geostatistical method used in the air pollution field is kriging (Jerrett
et al., 2005). However, these methods often do not work very well. Especially
in urban environments, the pollution levels show very complex patters, due to
traffic dynamics and street configuration, and with steep gradients and localized
hotspots. To describe this adequately, interpolation methods require a dense net-
work of measurement sites (Briggs, 2005; Beelen et al., 2013; Can et al., 2014). It
is possible to include additional variables such as land use variables in the inter-
polation process (e.g. universal Kriging, co-Kriging) to improve the predictions.
However, according to Briggs (2005), it is often found that the additional variables
seem to account for most of the explicable spatial variation in concentrations, and
equally good (or better) results can be achieved using these variables in multivari-
ate regression models.
The RIO model is an example of a more advanced interpolation model, and is used
in Belgium to interpolate the measurements from the fixed monitoring stations.
It can be classified as a detrended Kriging model (Janssen et al., 2008). In a
first step, the local character of the air pollution measurements is removed in
a detrending procedure. Subsequently, the detrended data is interpolated using
ordinary Kriging to a country-wide 4 by 4 km2 grid. Finally, in a re-trending step,
a local bias is added to the interpolation results based on land use (CORINE)
variables. An example output, the annual mean NO2 concentrations of 2014,
is shown in Figure 9.1. Given the coarse grid, this model cannot be used to
characterize small-scale within-city variability.
Land use regression (LUR) LUR modelling tries to relate the pollution con-
centration at a given site with surrounding land use and traffic characteristics using
a regression model, typically a multivariate linear model. The main strength of
LUR is the empirical structure and its relatively low cost, but it is limited when
moving to study areas with different land use (Jerrett et al., 2005). This method
is discussed in detail in the next Section 9.3.
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Figure 9.1: Annual mean NO2 concentrations (Belgium, 2014) based on the
RIO model (IRCEL, 2015).
Dispersion models In contrast to the previous methods, dispersion models
do not start from air pollution measurements. Dispersion models are based on
assumptions about deterministic processes making use of data on emissions, me-
teorological conditions, and topography in estimating spatial air pollution concen-
trations. Dispersion models have the potential advantage of incorporating both
spatial and temporal variation of air pollution without the need for dense monitor-
ing networks. On the other hand, these models need relatively costly and detailed
input data, require a relatively high level of programming expertise coupled with
expensive hardware requirements, and make a lot of assumptions about dispersion
patterns (Jerrett et al., 2005; Beelen et al., 2009, 2013). Further, dispersion models
typically do not result in street-level concentrations, unless the model is explicitly
coupled with a street canyon model (Lefebvre et al., 2013).
In addition, Jerrett et al. (2005) also distinguish hybrid models. These mod-
els combine multiple methods, including personal or regional monitoring. For
the global burden of disease analysis, Brauer et al. (2016) used a combination of
satellite-based estimates, chemical transport model simulations and ground mea-
surements to produce global estimates of annual average PM2.5 concentrations.
Lefebvre et al. (2013) presented another example of a hybrid model, the RIO-
IFDM model chain. It consists of the interpolation model RIO mentioned above,
coupled with a dispersion model (IFDM, a bi-gaussian plume model). It can be
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Figure 9.2: Annual mean NO2 concentrations (Belgium, 2013) based on the
RIO-IFDM model (source: http://www.atmosys.eu).
further combined with a street canyon model to simulate street-level concentra-
tions (Lefebvre et al., 2013). An NO2 map generated by this model is shown in
Figure 9.2.
Several studies compare interpolation, LUR and dispersion modelling for exposure
assessment in epidemiological studies. However, contrasting results can be found
in literature. In general, it has been shown that LUR outperforms geostatistical
methods (Hoek et al., 2008). Comparisons between LUR and dispersion models
often conclude that both yield similar results (Cyrys et al., 2005; Wang et al.,
2015). de Hoogh et al. (2014) found a high correlation between a LUR and a
dispersion model when estimating small-scale variations in NO2 concentrations.
In a study of Beelen et al. (2010), on the other hand, a dispersion model explained
concentrations at validation sites better than a LUR model. Compared to disper-
sion models, LUR modelling requires less detailed input data at the expense of the
need to obtain monitoring data for a sufficiently large number of sites (Hoek et al.,
2008). When using LUR, the model learns about the study area and the sources
based on the measurements, whereas dispersion models take this information from
other sources (e.g. emission data for different pollution sources).
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9.3 Land use regression models
Land use regression tries to relate the air pollution concentration level at specific
locations with predictor variables, usually obtained through geographic informa-
tion systems (GIS) and holding information on surrounding land use and traffic
characteristics, using a regression model (Jerrett et al., 2005; Hoek et al., 2008)
This model can then be used to predict the pollutant concentration at unsampled
sites. The technique was initially called regression mapping and introduced in the
SAVIAH (Small Area Variations In Air quality and Health) study in the late 90s
(Briggs et al., 1997). LUR models are widely used to map the spatial variability in
air pollutant concentrations, especially for small-scale within-city variation (Jer-
rett et al., 2005; Hoek et al., 2008; Beelen et al., 2013). They are used to estimate
individual air pollution exposure in epidemiological and risk assessment studies
(Hoek et al., 2008; de Hoogh et al., 2014).
The development of the models is based on measurements of air pollution at typi-
cally 20–100 locations spread over the study area. Measurements from the routine
network can be used, but in most cases measurement campaigns are specifically
undertaken for the purpose of LUR modelling. LUR methods have been applied
to model annual mean concentrations of different pollutants including NO2, PM2.5
and BC, and in different settings, including European and North-American cities
(Hoek et al., 2008). Due to the availability of inexpensive passive samplers for
NO2, the majority of LUR models were initially being developed using NO2 mea-
surements as an indicator of traffic-related air pollution (Hoek et al., 2008; Larson
et al., 2009). In recent years, LUR models have also been developed for particulate
matter. For example, within the ESCAPE (European Study of Cohorts for Air
Pollution Effects) project, particulate matter is monitored using active samplers
next to passive NO2 samplers to develop LUR models (Eeftens et al., 2012b; Wang
et al., 2013). Dons et al. (2014a) also monitored BC with an active sampler in
addition to NO2.
9.3.1 Model development
Typical predictor variables that are used in the development of LUR models in-
clude: traffic variables (traffic intensity, road length, distance to roads), land use
variables (residential, industrial, port, airport, green urban areas), population den-
sity, topography (e.g. altitude), physical geography (e.g. street canyon indicators),
meteorology and location (coordinates). The predictor variables can be calculated
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Figure 9.3: The concept of a land use regression model showing sampling
locations as response variable and land use characteristics within buffers as
predictor variables (Jerrett et al., 2005)
as a point estimate or based on a certain buffer around the measurement location
(Figure 9.3).
Most LUR studies use standard multiple linear regression techniques to develop
prediction models (Hoek et al., 2008). Variable selection methods are used to
build a model from the large set of available predictor variables. A supervised
stepwise approach as described in Henderson et al. (2007) is widely used (Hoek
et al., 2008; Eeftens et al., 2012a). This approach focuses on selecting models with
a limited number of predictor variables that have plausible (predefined) effects. It
is a stepwise forward search for the best subset of predictor variables, based on an
optimization of the adjusted R2 and on the significance of the coefficients in the
linear regression model. Often there is a supervised step included as a check of the
direction of the effect. The motivation of this supervised approach is to focus on
plausibility and interpretability of the model and to limit the risk of overfitting. In
this way, the model could also be applied more easily to other study areas (Hoek
et al., 2008; Beelen et al., 2013).
Other techniques for selecting the predictor variables exist, including forward or
backward searches. In the above described approach (supervised stepwise), the
variable selection in the model-building process is based on all data. Alternatively,
the variable selection can also be based on the performance during cross-validation,
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using e.g. the cross-validation R2 instead of the adjusted model R2, to select those
variables that give the best generalization and to minimize the risk of overfitting.
For example, Su et al. (2015a) applied a deletion/substitution/addition (DSA) al-
gorithm that searches through the variable space in order to minimize the squared
prediction error during cross-validation. This DSA algorithm removes much of the
judgement of the researcher by only using model cross-validation as a model eval-
uation measure leaving the variable selection to the DSA algorithm (Beckerman
et al., 2013). Basagan˜a et al. (2012) compared different techniques (the supervised
approach with a forward selection based on adjusted R2, the same algorithm but
forward selection based on cross-validation R2 and the DSA algorithm). They
concluded that the algorithms performed similarly in terms of predictive ability
on the validation dataset.
Most studies make use of linear models. Some relations between the response
(pollutant concentration) and the predictor variables are, however, not linear. This
can be addressed by introducing non-linearities manually, e.g. by adding the inverse
distance to a road as a predictor variable. Some studies use non-linear techniques
such as Generalized Additive Models (GAM) (e.g. Li et al., 2012; Hasenfratz et al.,
2015; Dekoninck et al., 2015).
9.3.2 Model validation
Evaluation is an essential part of model development. To assess how well the model
predicts at unsampled locations, the model R2 is too optimistic since the model
is optimized for the used data, especially for models based on small datasets and
a large number of possible predictor variables. In literature, LUR models often
use leave-one-out cross-valiation (LOOCV) to assess the model performance (e.g.
Hoek et al., 2008; Eeftens et al., 2012a; Beelen et al., 2013), but it is known that
this may also overestimate the predictive ability on independent data sets (Wang
et al., 2013). Some other studies used hold-out validation (HV) or random n-fold
cross-validation to get a more reliable estimate of the performance. In the hold-out
set-up, part of the data is excluded for model building, and the performance of
the fitted model is tested on this independent validation data set. This procedure
can also be applied in a cross-validation scheme by repeatedly selecting a random
subset of the data as validation data (e.g. Hasenfratz et al., 2015; Kanaroglou
et al., 2013; Montagne et al., 2015).
The overestimation of the model performance of a LOOCV R2 is especially ap-
parent for LUR models based on a small number of sampling locations. Recent
studies show that such models can perform well in the LOOCV setting, but per-
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form poorly in evaluation on an independent dataset (Wang et al., 2012; Basagan˜a
et al., 2012; Wang et al., 2013). Wang et al. (2013) investigated the impact of the
cross-validation methodology on the reported performance for different study ar-
eas. For a model based on 20 sites predicting PM2.5 absorbance, the median
LOOCV R2 was 0.81, whereas the median HV R2 was 0.44. Basagan˜a et al.
(2012) investigated the impact of the sample size on model performance. They
calculated the model R2, LOOCV R2 and HV R2 for different sample sizes (using
a sampling exercise from a larger dataset). With a sample size of 20, they even
found negative values for R2 (explained variance of around 0.20) for the validation
dataset (HV), while the model R2 values were around 0.70–0.80. For larger sample
sizes (up to 120 samples), the difference became smaller: LOOCV R2 decreased
and HV R2 increased with increasing number of sampling sites, but the LOOCV
R2 remained an overestimation. The higher HV R2 indicated that the models
developed using more sampling sites were more robust, despite their lower model
R2. Basagan˜a et al. (2012) concluded that LUR models aiming at characterizing
local air pollution levels in a complex urban environment should be based on a
large number of measurement sites (> 80 in their setting).
Caution should be taken when interpreting and comparing R2 values, given the
impact of the evaluation method as explained above and the different definitions
of the metrics used throughout literature. Furthermore, often all data are used
in the variable selection process, and only the coefficients are refitted during the
cross-validation. This will also impact the reported performance, and is one of the
topics that will be discussed in the next chapter (Chapter 10).
9.3.3 Challenges and limitations
Most LUR models are developed for single cities and a model built for one lo-
cation is not necessarily applicable at other locations (Hoek et al., 2008; Knibbs
et al., 2014). In the context of LUR studies, transferability is used to denote the
possibility of transferring a fitted model to other locations and providing reliable
results without adjustment of the model. Further, generalizability denotes whether
general models can be developed for multiple locations at once that are applicable
to one location (Jerrett et al., 2005; Hoek et al., 2008; Patton et al., 2015). It is
also possible to perform a local recalibration of a transferred model to account for
differences in e.g. vehicle fleet composition and background concentrations. Fewer
sites are most likely needed in such case (Briggs et al., 2000; Hoek et al., 2008).
In general, it is observed that the performance of transferred models is worse than
those of site-specific models. In the study of Patton et al. (2015), LUR models
were developed for different neighbourhoods of a city. Models directly transferred
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from one neighbourhood to another generally performed poorly (R2 < 0.17). Wang
et al. (2014) developed a Europe-wide model as part of the ESCAPE study. In
some areas of central Europe, the European model performed poorly, but in gen-
eral the European LUR models were found to have a reasonable power to predict
spatial variations in areas not used for model building (a median R2 of 0.59 for
NO2 and of 0.67 for PM2.5 absorbance for the different study areas). According
to Hoek et al. (2008), more generalizable regression models could be developed
if greater emphasis were placed on developing models with variables applicable
to multiple locations than on maximizing the R2. However, as LUR models are
empirical models, in contrast to dispersion models which are derived from physical
principles, limitations in transferability may be inevitable to some extent (Hoek
et al., 2008).
Another difficulty for transferring LUR models, and for the development of LUR
models in general, is the availability and accessibility of geographic datasets and
the consistency in the definition and calculation of the geographic variables (Hoek
et al., 2008; Li et al., 2012). For example, traffic intensity data are not always
readily available for all regions. However, in most LUR models they are very
important variables.
Most LUR studies focus on characterizing long-term averaged spatial variation in
pollutant concentrations. However, including a temporal component is of interest
for studies that need exposure estimates at a finer temporal scale. This will be
discussed in more detail in Chapter 11.
9.3.4 LUR models based on mobile monitoring
LUR modelling requires air quality measurements at many locations across the
study area to characterize the complex urban environment. However, traditionally,
stationary campaigns at a small to moderate number of sites are used. Mobile
monitoring is an alternative approach to gather air quality data at a high spatial
resolution. In recent years, it is also used as a monitoring approach to gather
data to build LUR models. However, we have to distinguish between short-term
monitoring and continuous mobile monitoring. In the first case, several studies
used a mobile platform to perform short-term measurements at many locations.
For example, Larson et al. (2009) aggregated 5 to 13 min of data at a certain
location (while still moving but in a cloverleaf pattern). In the study of Ghassoun
et al. (2015), they performed measurements using a bicycle and stopped at the
predefined sampling spots to conduct a 3 min measurement. Montagne et al. (2015)
performed measurements during 30 min per site using an electric vehicle. Deville
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Cavellin et al. (2015) collected data at 76 sites, where each site was visited 6 to 12
times for 20 min across three seasons.
In the second case, mobile measurements are performed continuously on-road,
without stopping specifically to make a measurement at a specific location. Only
few studies use this kind of mobile measurements as a basis for LUR modelling. For
example, Hasenfratz et al. (2015) and Mueller et al. (2016) presented a study on the
modelling of particle number concentration in Zurich using data from a tram-based
mobile sensor network. Hankey and Marshall (2015a) used bicycle-based, mobile
measurements to build LUR models, and in studies of Kanaroglou et al. (2013),
Patton et al. (2014a) and Weichenthal et al. (2016b) van-based measurements were
used. An overview of the studies using continuous mobile measurements to build
LUR models is given in Table 9.1.
To build LUR models, mobile monitoring has the advantage of being able to deliver
a data set with a much higher density of sampling locations. However, using such
data also gives rise to new issues. These include the aggregation of the data and
consequences of the shorter time period that measurements are performed at each
sampling location. These issues will be explored in practice and discussed in more















































Table 9.1: Overview of studies using continuous mobile monitoring as basis for LUR model development.
Reference Location Mobile monitoring Pollutant Type Regres-
sion
Kanaroglou et al. (2013) Hamilton, Ontario,
Canada
van, equipment mounted on
roof
SO2 spatial linear







Hasenfratz et al. (2015),
Mueller et al. (2016)







bicycle, 3 routes PNC, BC, PM2.5,
particle size
spatial linear
Sabaliauskas et al. (2015) Toronto, Canada walking, 10 routes UFP spatial linear
Weichenthal et al. (2016b) Toronto, Canada van, equipment mounted on
roof, no fixed routes
UFP spatial linear








Development of land use
regression models for black
carbon based on mobile
measurements in the urban
environment
10.1 Introduction
Land use regression (LUR) modelling requires air quality measurements at multi-
ple locations across the study area. Typically, stationary monitoring is used at 20
– 100 locations (Hoek et al., 2008). However, Basagan˜a et al. (2012) argue that
LUR models for complex urban settings should be based on a large number of
measurement sites (> 80 in their study). Mobile monitoring can provide an alter-
native way to gather data at a high spatial resolution. Some studies use a mobile
platform to perform short-term measurements at many locations more easily (e.g.
Larson et al., 2009; Merbitz et al., 2012; Ghassoun et al., 2015; Montagne et al.,
2015). Only few studies use mobile measurements as a basis for LUR modelling.
For example, Hasenfratz et al. (2015) and Mueller et al. (2016) present a study on
the modelling of particle number concentration in Zurich using data from a tram-
based mobile sensor network. Hankey and Marshall (2015a) use bicycle-based,
mobile measurements to build LUR models, and in studies of Kanaroglou et al.
(2013), Patton et al. (2014a) and Weichenthal et al. (2016b) van-based measure-
ments are used. Mobile measurements also have the potential of being collected
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in participatory and community-based campaigns. Volunteers can systematically
collect targeted data sets, or data are collected opportunistically during (repeated)
daily activities or trips, with the potential to provide improved estimates of spatial
variability (Snyder et al., 2013, Chapter 7).
In this chapter, we will investigate the development of LUR models based on
opportunistic mobile measurements to predict annual average concentrations at
a high spatial resolution in the urban environment. This case study is based
on measurements gathered by city wardens during their surveillance tasks, which
were presented before in Chapter 7. The measurement campaign resulted in a
higher spatial density of measurement locations compared to most LUR studies
(sampling points at an approximate resolution of 50 m along the roads). Different
techniques to build the LUR models, both linear and non-linear, and including
different methods to select the relevant predictor variables, will be evaluated. For
the evaluation, a custom spatial cross-validation scheme is used, and attention is
paid to the implementation of the cross-validation to ensure a proper assessment
of the predictive ability of the model.
10.2 Materials and methods
10.2.1 Study location and description
The study site is the city of Antwerp, Belgium, a medium-sized city of 480,000
inhabitants (51°12’ N, 4°26’ E, 985 inhabitants km−2). The inner city (within the
ring road) has an area of approximately 16 km2. The study area where measure-
ments are gathered comprises a quarter of this region (approximately 3.7 km2),
and is shown in Figure 10.1. This region consists mainly of residential and com-
mercial areas, including main traffic roads and green areas, and a highway (the
ring road) is located at the border of the study area. There is no heavy industry
located within the study area itself, but the port of Antwerp borders the city at
the north. There are no significant differences in elevation throughout the study
area.
10.2.2 Mobile air quality monitoring
The opportunistic campaign was carried out with the collaboration of city wardens
from July 2012 until June 2013. The Antwerp city wardens are city employees
with a surveillance task and are outdoors for a large part of the day carrying out
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surveillance tours by bicycle or on foot. These surveillance tours do not follow
fixed routes or times. For a more detailed description of the campaign and data
quality control and processing, see Section 7.2.1.
10.2.3 Aggregated BC concentrations
As described in Chapter 7, the data at 1 s resolution are aggregated over segments
of approximately 50 m resolution along the roads. This results in different passages
for each segment, where one passage is a continuous period of time during which
measurements are performed in that segment. For each segment, an aggregated
concentration level is calculated based on all passages using the trimmed mean
and is temporally adjusted to an annual average concentration. These are the data
points that will be used as the dependent variable in the LUR models. Because
no fixed routes were followed, the number of passages was not the same for all
segments. Only those segments with at least 5 passages are used for the model,
and this results in 1457 sampling locations.
A few of the segments close to the ring road were removed from the target data
set, in particular, the segments located at a bridge over the ring road. These data
are not representative for the ring road itself and those high values for the traffic
variables were not well represented within the dataset.
10.2.4 GIS data
Data were gathered for four categories of predictor variables: traffic variables
(traffic intensity, road length, distance to roads), land use, population density
and physical geography (urban morphology). The elevation is not considered as
predictor variable. The different data sources are (i) OpenStreetMap (OSM),
(ii) Urban Atlas, (iii) Central Reference Address Database (CRAB), (iv) a traffic
model, (v) sky view factor data (open data Antwerp) and (vi) data on biking
lanes from Province of Antwerp. Based on these data, predictor variables were
calculated based on different buffer sizes around the measurement locations or as
a point estimate, similarly to previous studies (e.g. Eeftens et al., 2012a; Dons
et al., 2013b). An overview of these variables is given in Table 10.1.
OpenStreetMap OpenStreetMap is a collaborative and openly licensed map1.
In particular, the information on roads (the highway-key in the database) is used.
1https://www.openstreetmap.org/about
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This data includes the type of roads (primary, secondary, motorway, etc.) and the
distance from the measurement location to the closest road was calculated, as well
as the total road length in surrounding buffers.
Urban Atlas The Urban Atlas2 is providing pan-European comparable land
use and land cover data for large urban zones based on satellite images. Land use
classes including residential, industrial, port, airport and green urban areas were
used.
Address locations The Central Reference Address Database (CRAB) is a freely
available3 database containing street names, house numbers and information about
the geographical positioning of addresses for Flanders. The address positions were
used to calculate the number of addresses in the surrounding area, which could
possibly link the air quality to domestic emissions (e.g. heating).
Traffic data Traffic intensity data was obtained from a traffic model specifically
developed for the city of Antwerp (SGS, 2010) and previously applied in a study
of Lefebvre et al. (2013). The model provides average daytime traffic intensity for
light, medium and heavy traffic, and for all streets in the study area. Different
variables were calculated: the total traffic load (sum of light, medium and heavy
traffic), the heavy traffic load and the fraction of heavy to total traffic load.
Sky view factor The sky view factor (SVF) is a measure of the total fraction
of visible sky from the position of an observer on the ground. This can be used as
a street canyon indicator (Eeftens et al., 2013). The SVF can be calculated using
3-dimensional building data or a digital surface model, but for the city of Antwerp
the SVF data were made available as open data4.
Cycling-specific data Thanks to the Province of Antwerp and the Fietsersbond
(cyclists association), there is an extensive dataset available describing several
aspects of biking lanes, including the distance to the traffic lane. This information
was used as an extra variable (distance to traffic). Because those data were not
available for all streets, they were combined with dist near (calculated based on





















































Table 10.1: Overview of the predictor variables calculated from the GIS data.
Name Description Source Buffer radii (m)
res hd xx High-density residential area in a buffer with size XX m (Urban
Atlas code 11100 and 11210) [m2]
Urban Atlas [100, 300, 500, 1000, 3000, 5000]
res ld xx Low-density residential area in a buffer with size XX m (Urban
Atlas code 11120, 11130 and 11240) [m2]
Urban Atlas [100, 300, 500, 1000, 3000, 5000]
industry xx Industrial or commercial area in a buffer with size XX m (Urban
Atlas code 12100) [m2]
Urban Atlas [1000, 3000, 5000]
port xx Port area in a buffer with size XX m (Urban Atlas code 12300)
[m2]
Urban Atlas [3000, 5000]
airport xx Airport area in a buffer with size XX m (Urban Atlas code 12400)
[m2]
Urban Atlas [1000, 3000, 5000]
urban green xx Urban green area in a buffer with size XX m (Urban Atlas code
14100) [m2]
Urban Atlas [300, 500, 1000, 3000, 5000]
nature xx Natural land in a buffer with size XX m (Urban Atlas code 30000
and 40000) [m2]
Urban Atlas [300, 500, 1000, 3000, 5000]
address xx Number of adresses in a buffer with size XX m CRAB [50, 100, 300, 500, 1000, 3000]
trafnear Traffic intensity on the nearest road [Veh day−1] Traffic model -
trafnear heavy Heavy traffic intensity on the nearest road [Veh day−1] Traffic model -
trafload xx Sum of (traffic intensity * road length) in a buffer with size XX
m [Veh day−1 m]
Traffic model [50, 100, 300, 500, 1000]
trafload heavy xx Sum of (traffic intensity (heavy traffic) * road length) in a buffer
with size XX m [Veh day−1 m]
Traffic model [50, 100, 300, 500, 1000]
trafloadhv fraction xx Fraction of heavy traffic in a buffer with size XX m Traffic model [50, 100, 300, 500, 1000]
roadlength xx Total road length in a buffer with size XX m [m] OpenStreetMap [50, 100, 300, 500, 1000]
roadlength major xx Total major road length in a buffer with size XX m [m] OpenStreetMap [50, 100, 300, 500, 1000]
dist near Distance to the nearest road [m] OpenStreetMap -
dist near major Distance to the nearest major road [m] (OpenStreetMap primary
and secondary)
OpenStreetMap -
dist highway Distance to the nearest highway [m] OpenStreetMap -
distance to traffic Distance between bike lane and traffic [cm] Province of Antwerp -
skyviewfactor Fraction of visible sky Open Data Antwerp -
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The relationship between the BC concentrations and a predictor variable, e.g.
distance, is often not a linear function. Therefore, some transformations of the
variables were added as additional variables (inverse distance and squared inverse
distance functions for dist near, dist near major and distance to traffic). Further,
the following interactions between different predictor variables were added: traffic
(trafload 50, trafnear, trafnear heavy) multiplied with inverse (squared) distance,
and sky view factor interaction with traffic intensity. These interactions were
added because both the distance and the local geometry (sky view factor) can have
an influence on the contribution of traffic to the local concentration levels.
10.2.5 Model building
The objective of LUR modelling is to relate the pollutant concentration with
spatial predictor variables in order to be able to estimate the concentration at
locations where no measurements are performed. Traditionally, most LUR studies
use standard multiple linear regression techniques (Hoek et al., 2008). Some stud-
ies use non-linear techniques such as Generalized Additive Models (GAM) (e.g.
Hasenfratz et al., 2015; Dekoninck et al., 2015). In this chapter, both multiple
linear regression and a non-linear regression technique, support vector regression
(SVR) using a radial basis function (RBF) kernel (Smola and Scho¨lkopf, 2004),
will be used.
In many papers, the methodology for building LUR models as described in Hen-
derson et al. (2007) and Eeftens et al. (2012a) is used, and which we will also use
in this chapter. This is a supervised stepwise forward search of the best subset
of predictor variables, based on an optimization of the adjusted R2 and the sig-
nificance of the coefficients in the linear regression. The supervised step checks
whether the direction of the effect of each predictor variable (i.e. the sign of the
coefficient in the linear model) corresponds to the predefined direction expected
based on expert knowledge. The predictor variable that gives the highest adjusted
R2 in a univariate regression is used as a starting point. Subsequently, the predic-
tor variable that yields the highest increase in adjusted R2 is added in a stepwise
manner, if the following criteria are met: (i) the increase in adjusted R2 is greater
than 1 %, (ii) all variables have coefficients with a p-value < 0.05 and (iii) the
sign of the coefficient agrees with the predefined effect and the sign of the other
coefficients in the model does not change.
Next to the aforementioned method (which we will call the ‘classic’ method),
we have chosen to also adopt different approaches of predictor variable selection
based on cross-validation. The cross-validation approach is described in more
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detail in the next section. In practice, both a forward search limiting the number
of variables by requiring an increase in R2 of 0.01, and a combined forward and
backward search of a subset of variables that maximizes the cross-validation R2
is used. In addition, LASSO, a linear model that estimates sparse coefficients
through regularization, is used (Tibshirani, 1996). To summarize, the following
model building procedures will be used:
• No selection: using all available predictor variables in the model without
selecting a subset.
• Classic (only for the linear models): using the ‘classic’ approach of a super-
vised stepwise forward variable selection.
• LASSO (only for the linear models): regularised linear model estimating
sparse coefficients (and in this way selecting a subset of predictor variables).
This method uses the cross-validation R2 to optimize the regularisation pa-
rameter.
• Optimal CV: using a combined forward and backward search for a subset
of predictor variables that maximizes the cross-validation R2.
• Forward CV: using a stepwise forward variable selection based on the cross-
validation R2, but with a stopping criterion of an R2 increase of 0.01.
The SVR models also use cross-validation during model building for all meth-
ods to optimize the hyperparameters (the parameters that determine the model
structure).
Further, all predictor variables are scaled by subtracting the mean and scaling
to unit variance during model building (in case of cross-validation the mean and
variance are determined based on the training dataset). For the SVR, a grid search
is performed for the optimization of the hyperparameters. All regression analyses
are performed using the Python packages scikit-learn (Pedregosa et al., 2011) and
Statsmodels (Seabold and Perktold, 2010).
10.2.6 Model evaluation and spatial cross-validation
Performance metrics The LUR models are evaluated using a set of different
metrics. First, the R2 (coefficient of determination) is used. It provides a measure
of how well unseen samples are likely to be predicted by the model. If yˆi is
the predicted value and yi is the corresponding true (measured) value of the i-th
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where y¯ = 1n
∑n
i=1 yi is the mean true value. In addition to the R
2, also the
explained variance (EV) is calculated as:
EV = 1− Var(y − yˆ)
Var(y)
, (10.2)
where Var denotes the variance. For a linear model with an intercept, the R2 and
explained variance are the same (and equal to the squared Pearson correlation),
but once the model is applied on other data (e.g. during cross-validation) or when
using SVR, these two metrics are not necessarily the same. There can be a high
correlation between the measured and predicted values leading to a good explained
variance, but still a poor prediction of the absolute values leading to a low or
negative R2. Further, also the root mean squared error (RMSE) between the
model predictions and measurements is calculated.
The air quality measurements at short distances are known to be correlated. The
spatial autocorrelation of the BC measurements and of the model residuals is
evaluated using an empirical variogram and Moran’s I statistic. To calculate the
latter, appropriate spatial weights have to be defined. In this study, the inverse
squared distance is used for the full matrix of all points.
Spatial cross-validation scheme The metrics above are calculated using cross-
validation to provide a more realistic performance evaluation of how well the mod-
els would predict the air quality for independent data (e.g. other locations within
the same city) compared to the metrics for the model data itself. Given the high
spatial autocorrelation in air quality data and given the high spatial density of
sampling locations in this study, we have chosen to use a cross-validation scheme
based on delineated areas instead of an n-fold cross-validation with random folds.
Different zones of 1 x 1 km2 are constructed within the study area (Figure 10.1).
The samples within each zone are used as folds in the n-fold cross-validation (n = 6
in this case). At the borders of the zones, there will still be a spatial autocorrelation
between samples in the training and test dataset, but regarding the spatial au-
tocorrelation this method is more appropriate than leave-one-out cross-validation
(LOOCV) or random n-fold cross-validation. A possible improvement would be
not to work with fixed spatial zones, but to use a buffer of certain size around each
individual sampling location.
As explained in the previous section, this cross-validation scheme will also be
used during the model building (selection of a subset of predictor variables and
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Figure 10.1: The different spatial zones for cross-validation. The zones are
constructed as 1 x 1 km2 areas based on the UTM coordinates. Some of the
zones with fewer sampling locations are combined into one zone, resulting
in six zones as indicated with numbers in the figure.
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tuning of hyperparameters). In this scheme, each time the data of one fold (zone)
is held out as validation data to estimate the performance of the model that is
fitted on the data of all other folds for a given set of predictor variables. In
the model building procedure, we can distinguish two steps. Firstly, suitable
predictor variables are selected and/or hyperparameters are optimized, which we
will jointly refer to as model selection. Secondly, given a certain subset of variables
or values for hyperparameters, the model is fitted on the data and the parameters
are estimated.
If the purpose is to assess the predictive power of the model on unseen data, it is
important that the validation data are not used in the full model building process
(both model selection and parameter estimation). Hence, using the same cross-
validation (with the same folds) that is used during model selection for performance
estimation, can still give an optimistic estimate of the performance. To obtain an
unbiased estimate of the predictive performance, a third subset of the data is
needed that is not only not used in the parameter estimation, but also not in
the model selection (variable selection, tuning of hyperparameters). Therefore,
we will report the performance metrics based on two different cross-validation
schemes:
• Cross-validation with only refitting the models (CV1): in this scheme, the
model is only refitted during cross-validation (parameter estimation). The
model selection is only done once using all data.
• Cross-validation with rebuilding the models (CV2): in this scheme, both
model selection and parameter estimation are performed during the cross-
validation. This means that 6 different models (in terms of selected variables
and values for hyperparameters) are obtained.
In case the model selection itself also uses cross-validation, CV2 implies that a
nested cross-validation will be performed. One fold is held out as test dataset,
and the model will be developed on the other data using cross-validation with
the remaining 5 folds. This will result in 6 different models (each with its own
subset of predictor variables or values for hyperparameters) instead of one. The
variability between the models will also give an indication of the stability of the
model selection. For the classic approach, the variable selection is not based on
cross-validation, so for this method CV2 is not a nested cross-validation. When
reporting the performance metrics for the cross-validation, the metrics are calcu-
lated using the pooled predictions, meaning the combination of the predictions in
each fold.
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Figure 10.2: Map of the measured BC concentrations.
10.3 Results
10.3.1 Exploration of the target and predictor variables
A map of the measured concentrations is shown in Figure 10.2. The concentra-
tions range from 0.4 µg m−3 to 9.8 µg m−3 with a mean of 3.3 µg m−3 (median of
3.0 µg m−3). The concentrations are spatially correlated. An empirical variogram
is constructed to explore how the data are related with distance (Figure 10.3). The
largest increase in variance occurs up to 300 m, and after approximately 500 m the
BC concentrations are no longer autocorrelated. Moran’s I statistic is also calcu-
lated and is equal to 0.33 for the measured concentration levels.
Some of the predictor variables were left out (variables related to nature and low
density residential areas) because they were not present in the study area itself.
Also the largest buffer zones of urban green and high-density residential area (3000
and 5000m) were left out because they had an almost constant value for the study
area. The study area only includes urban area, but showed a large variability for
many of the other predictor variables.
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Figure 10.3: Variogram of BC measurements.
10.3.2 Model results
The evaluation results of the different LUR models are summarized in Tables 10.2
and 10.3. For both the linear models and the SVR models, different predictor
variable selection methods are used (Table 10.2). Each method is evaluated in
different ways (model, CV1 and CV2 performance). First, one model is built based
on all data (selection of predictor variables, optimization hyper-parameters), and
the model is evaluated using cross-validation (CV1). Second, when using the cross-
validation approach where the model is rebuilt during cross-validation, 6 different
models are obtained (CV2). For these models, the minimum and maximum of the
performance metrics are reported in Table 10.2, as well as the metrics calculated
for the pooled predictions of the 6 folds. The selected predictor variables for a
selection of the individual models are given in the Supplementary Material. A


















































Table 10.2: Overview of the evaluation results of the different LUR models. For the model based on all data, the model
R2 and the cross-validation (CV1) R2, explained variance (EV) and RMSE are given. Moran’s I statistic is calculated
for the residuals of the model fitted on all data. For CV2 (cross-validation with full rebuilding), the R2, EV and RMSE
of the different models are given for the pooled predictions and as the minimum and maximum of the individual models
as [min, max].
CV1 (model built using all data) CV2 (cross-validation with rebuilding)
Model R2 R2 EV RMSE Moran’s I R2 EV RMSE
Linear regression
No selection 0.56 -0.08 -0.07 1.4 0.16 - - -
Classic 0.43 0.35 0.35 1.0 0.26 0.24 [-0.65, 0.52] 0.25 [0.28, 0.53] 1.1 [1.0, 1.3]
LASSO 0.35 0.28 0.28 1.1 0.31 0.26 [-0.26, 0.44] 0.26 [0.26, 0.45] 1.1 [1.0, 1.3]
Optimal CV 0.52 0.46 0.46 1.0 0.19 0.22 [-0.70, 0.50] 0.23 [-0.02, 0.52] 1.1 [1.0, 1.3]
Forward CV 0.38 0.34 0.34 1.1 0.29 0.20 [-0.75, 0.36] 0.22 [0.22, 0.41] 1.2 [0.9, 1.3]
SVR
No selection 0.68 0.3 0.3 1.1 0.13 0.26 [0.06, 0.36] 0.26 [0.16, 0.38] 1.1 [0.9, 1.3]
Optimal CV 0.6 0.46 0.46 1.0 0.16 0.19 [-0.60, 0.40] 0.20 [0.04, 0.43] 1.2 [1.0, 1.3]
Forward CV 0.48 0.4 0.41 1.0 0.23 0.24 [-0.03, 0.37] 0.26 [0.17, 0.41] 1.1 [0.9, 1.3]
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Model-building methods
For all methods, the CV2 evaluation results in lower values for the metrics than
the evaluation of the models based on all data (model R2 and CV1 R2). For the
classic linear model, for example, the model R2 is 0.43 while the CV1 R2 is 0.35.
When rebuilding the model during cross-validation, the score decreases further:
a CV2 R2 of 0.24. A similar trend is found for the other models. Based on the
CV2 results, the differences between the different methods are not large. Most of
the methods have a similar predictive performance (R2 ranging between 0.24 and
0.26), with slightly lower values for the forward and optimal CV linear models and
the optimal CV SVR model.
For the CV1 R2, a larger difference between the different models is found. The
models that are built by optimizing the R2 in cross-validation (optimal CV), also
score better on the cross-validation (higher CV1 R2), but the difference between
the CV1 and CV2 (nested cross-validation) performance is larger compared to
the other models. For example, the linear model based on an optimal subset of
variables based on the cross-validation R2 has a cross-validation CV1 R2 of 0.46,
but only of 0.22 for the nested cross-validation (CV2). This indicates that there
is overfitting during the variable selection phase. The cross-validation approach
to reduce overfitting during model building is not sufficient, and early stopping
to limit the number of variables is still needed. The optimal CV models also
have a larger number of variables included: for the linear models, the optimal CV
method selects on average 14 variables in CV2 compared to 6 variables for the
classic supervised method.
The methods that do not use a custom variable selection method but have regu-
larization built in (the hyperparameters are optimized to prevent overfitting), i.e.
LASSO and SVR without manual variable selection, show less difference between
the CV1 and CV2 performance metrics. For example, the LASSO model has an
R2 of 0.28 and 0.26 for CV1 and CV2, respectively. For these methods, the cross-
validation performed during model building (CV1) gives a good estimate of the
predictive performance.
Using the forward CV method for the linear model results in a lower CV2 R2 com-
pared to the classic method, although the same stopping criterion of a minimum of
1 % increase in R2 was used for both methods. This indicates that the constraint
on a plausible effect of the coefficients of the variables included in the model im-
proves the generalization ability of the model. In the case of SVR, the forward CV
selection method gives slightly worse results based on CV2 compared to using all
variables (0.24 vs 0.26 for R2, respectively, and an EV of 0.26 for both). But, the
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resulting forward CV model uses only five to six predictor variables in the final
models during CV2. Therefore, from a practical point of view (fewer variables are
preferred when applying the model), the forward CV method is used for the next
paragraph.
Available predictor variables
To investigate the impact of the initial set of available predictor variables used in
the model building procedure, both linear and SVR models are built using different
initial sets: all predictor variables but without manual transformations and inter-
actions, all predictor variables, all predictor variables without skyviewfactor and
distance to traffic and all predictor variables without the variables derived from
the traffic intensity data (from the traffic model). The following model building
procedures are used: the classic approach for the linear models and forward CV
for SVR. An overview of the results is given in Table 10.3.
The best results are obtained when using all predictor variables including the trans-
formations and interactions. When not including those, the CV1 R2 decreases from
0.35 to 0.30 for the linear model. When looking at the selected variables for the
best models, in each of the models at least one of trafnear/distance to traffic or
trafload 50/distance to traffic is included (Table 10.S1). Leaving out all variables
using skyviewfactor and distance to traffic also leads to a lower R2. The trafn-
ear/distance to traffic is replaced by trafnear/dist near in some cases, but including
this variable does not yield the same performance in the cross-validation. Leav-
ing out traffic intensity variables leads to a much lower performance. The traffic
variables are mainly replaced by roadlength major in buffer zones of 50 and 100 m.








Table 10.3: Overview of the evaluation results of the LUR models starting from different initial subsets of predictor
variables. The same metrics are given as in Table 10.2.
CV1 (model built using all data) CV2 (cross-validation with rebuilding)
Model R2 R2 EV RMSE Moran’s I R2 EV RMSE
Linear regression
All variables 0.42 0.3 0.31 1.1 0.25 0.19 [-0.78, 0.33] 0.20 [0.20, 0.44] 1.2 [0.9, 1.3]
All variables + interactions 0.43 0.35 0.35 1.0 0.26 0.24 [-0.65, 0.52] 0.25 [0.28, 0.53] 1.1 [1.0, 1.3]
Without skyview/distance to traffic 0.42 0.29 0.3 1.1 0.24 0.18 [-0.80, 0.33] 0.19 [0.22, 0.42] 1.2 [0.9, 1.3]
Without traffic 0.31 0.14 0.14 1.2 0.28 0.04 [-1.15, 0.31] 0.05 [-0.08, 0.34] 1.3 [0.9, 1.4]
SVR
All variables 0.46 0.39 0.39 1.0 0.24 0.20 [-0.53, 0.41] 0.20 [0.07, 0.44] 1.2 [1.0, 1.4]
All variables + interactions 0.48 0.4 0.41 1.0 0.23 0.24 [-0.03, 0.37] 0.26 [0.17, 0.41] 1.1 [0.9, 1.3]
Without skyview/distance to traffic 0.56 0.41 0.41 1.0 0.19 0.17 [-0.47, 0.37] 0.18 [-0.03, 0.39] 1.2 [1.0, 1.4]
Without traffic 0.5 0.3 0.31 1.1 0.17 0.05 [-0.48, 0.20] 0.06 [-0.37, 0.21] 1.3 [1.1, 1.4]
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Model residuals
The model residuals are analysed by calculating Moran’s I value for each of the
models (based on the model fitted on all data). For most models there is a small
decrease in Moran’s I value compared to the value of 0.33 for the measured con-
centrations. But, the values did not fall to zero, indicating that there still is a
considerable spatial autocorrelation in the model residuals. For the classic linear
model, Moran’s I value decreased to 0.26. The variogram for this model (not
shown) shows that the influential distance has become smaller, confirming the
decrease in Moran’s I. The residuals for this model are also visualised on a map
(Figure 10.6).
10.4 Discussion
10.4.1 Evaluation of the LUR models
The discussion on the development and evaluation of the LUR models is divided
in four paragraphs. Firstly, the different cross-validation approaches to estimate
the predictive performance are discussed. Secondly, the different model building
techniques are evaluated. Then the actual obtained LUR models and their perfor-
mance are evaluated and compared to similar studies in the literature, and finally
the residuals are discussed.
Different evaluation approaches
The performance of the LUR models was evaluated using a custom spatial 6-
fold cross-validation scheme to ensure spatial independence between the training
and the test set, given the significant spatial correlation in the BC measurements.
Further, the performance was assessed both by cross-validation of the model based
on all data (CV1) and by cross-validation with full rebuilding of the model (CV2).
Generally, for most models, there is a clear difference between the evaluation
approaches resulting in lower R2 and EV values for CV2 compared to CV1. The
CV2 approach is to ensure an unbiased estimate of the predictive performance
by excluding the validation data from the model building phase. This indicates
that not only the model R2, but also the cross-validated R2, does not necessarily
reflect the predictive ability of the model. The results stress the importance of





Figure 10.4: Scatterplots of the measured and predicted BC concentrations
for the optimal (a) linear model (classic) and (b) SVR model (forward CV).
The predicted BC concentrations are the result of the model based on all
data predicted with cross-validation (CV1).
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Figure 10.5: Map of the predicted BC concentrations (at the same locations
where measurements have been performed). The predicted values are the
result of CV1 cross-validation of the classic linear model based on all data.
Figure 10.6: Map of the residuals (predicted concentrations minus measured
concentrations). Negative values indicate an underestimation of the LUR
model. The predicted values are the result of CV1 cross-validation of the
classic linear model based on all data.
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In literature, LUR models often use leave-one-out cross-validation (LOOCV) to
assess the model performance (e.g. Hoek et al., 2008; Eeftens et al., 2012a; Beelen
et al., 2013), but it is known that this may overestimate the predictive ability
on independent data sets (Wang et al., 2012; Basagan˜a et al., 2012; Wang et al.,
2013). Some other studies used hold-out validation (HV) or random n-fold cross-
validation to get a more reliable estimate of the performance. For these approaches,
sufficient sampling locations are required to be able to split up the dataset. Using
the SVR model without variable selection, the influence of the cross-validation
scheme was tested. Using the custom spatial scheme, the R2 is 0.30 as reported in
Table 10.2. When using a 10-fold cross-validation or leave-one-out cross-validation
(LOOCV), the R2 increases to 0.55 and 0.60, respectively.
It is clear that LOOCV-based evaluations are overestimating the predictive ability
of the model. However, we have shown that also cross-validation or hold-out
approaches can still give an overestimation if the model is not fully rebuilt. Often,
the model is not rebuilt but only refitted (parameter estimation), in both LOOCV
and HV settings (e.g. Eeftens et al., 2012a; Beelen et al., 2013; Kanaroglou et al.,
2013). Our results show the importance of doing a full rebuild (including variable
selection) for each fold of the cross-validation to get an estimate of the predictive
ability of the model. Because of the high number of sampling locations, we were
able to better validate the models (holding out a substantial subset for model
evaluation, which is difficult to do with only 20 sampling sites). But at the same
time, due to the high spatial density, a more stringent approach (compared to
random subsampling) was needed to obtain a spatially independent validation
dataset.
Evaluation of the different model building techniques
Different models and model building techniques were tested in this study. In terms
of the final predictive ability using cross-validation (CV2), there was not much
difference between the different obtained models, although they showed larger
differences when looking at the model performance. For the linear models, it is
clear that variable selection is important given the negative cross-validation R2
when using all variables.
Typically, for the variable selection, the supervised stepwise regression is widely
used (Hoek et al., 2008; Eeftens et al., 2012a). This approach focuses on selecting
models with a limited number of predictor variables that have plausible (prede-
fined) effects. The motivation of this supervised approach is that the model could
be applied more easily to other study areas and it also limits the risk of overfitting
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(Beelen et al., 2013). In this approach, the variable selection in the model building
process is based on all data. Alternatively, the variable selection can also be based
on the CV performance, e.g. the cross-validation R2 instead of the adjusted model
R2, to select those variables that give the best generalization and to minimize the
risk of overfitting. Basagan˜a et al. (2012) compared different techniques (the clas-
sic approach with a forward selection based on adjusted R2, the same algorithm
but forward selection based on LOOCV R2 and the deletion/substitution/addition
(DSA, Su et al. 2015a) algorithm that searches through the variable space in order
to minimize the squared prediction error during cross-validation). They concluded
that the techniques performed similarly in terms of predictive ability on the val-
idation dataset. Our results also show not much difference between the different
techniques, and an even worse predictive performance for the models based on a
search optimizing the cross-validation R2 without limiting the number of predic-
tor variables (no constraint on the increase in R2 for adding a variable). Those
models have a better cross-validation R2 compared to the classic approach, but
when applying this technique in the nested cross-validation setting of CV2, the R2
is lower. This means that, despite the cross-validation during variable selection,
there is some overfitting. To have generalizable models, it seems important to
limit the number of predictor variables.
The regularized linear model, LASSO, performed slightly better than the classic
linear model (CV2 R2 of 0.26 vs 0.24). The differences are, however, very small
and therefore it is not possible to draw clear conclusions. But, LASSO, without
supervised variable selection based on predefined effects as in the classic model,
did not perform worse. The non-linear SVR model (based on all variables and
forward CV) performed similarly when looking at the CV2 R2 and EV compared
to the best linear models. Introducing non-linearities in the model by transform-
ing predictor variables seems to be enough for the linear model to perform as well
as the non-linear model. On the other hand, it would maybe not be possible to
obtain much higher R2 values with any technique due to the high variability in the
data itself. Weichenthal et al. (2016a) also compared multiple linear regression and
a non-linear approach. The non-linear model had a higher model R2, but when
evaluating the model with cross-validation the difference was no longer signifi-
cant. To conclude, using SVR as a non-linear technique did not yield compelling
improvements over linear regression for the data set in this study.
Evaluation of the performance
It is difficult to compare the obtained performance to that of other studies. Firstly,
it is not always clear how the model performance is exactly computed. Secondly,
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often different methods are used (different metrics or cross-validation approaches)
and, as explained above, the choice of the method to evaluate the performance
can have a large impact on the obtained values. Further, the number of sampling
locations can vary greatly. Based on a resampling exercise, Basagan˜a et al. (2012)
conclude that often a high R2 is found for LUR models based on a small number
of measurement sites, but that this does not necessarily reflect the true predictive
ability. For example, in the ESCAPE project, typically high R2 values are obtained
in many of the project’s publications (e.g. in Eeftens et al. (2012a), a median model
R2 of 0.89 for PM absorbance is obtained). However, the models and evaluation
are based on a low number of sampling locations per study area (20 sites in Eeftens
et al. (2012a)). When having a large number of measurement locations, it is more
difficult to get predictions with high R2 values (Basagan˜a et al., 2012; Hasenfratz
et al., 2015). Finally, the lower quality of the data due to the mobile monitoring
methodology can also impact the obtained values. Part of the unexplained variance
can be attributed to uncertainty in the data itself. We may expect a lower model
fit because of an increased variation in concentration (Kanaroglou et al., 2013;
Montagne et al., 2015).
In this study, a CV1 R2 of 0.35 for the classic model is found, although when
rebuilding the model during cross-validation (CV2), it decreases to 0.24. For the
different models obtained in each iteration of CV2, the validation in one zone
yields a negative R2 (Table 10.S1), but the EV is positive for all models (ranging
between 0.28 and 0.53 for the different folds). This means that for this specific
zone (zone 1 in Figure 10.1) the absolute values are not predicted well. When
comparing to other studies using mobile monitoring, similar performances were
found. Hasenfratz et al. (2015) obtained an R2 of 0.38 for a yearly map with
10-fold cross-validation based on mobile tram measurements. In the study of
Kanaroglou et al. (2013), a LUR model for SO2 with a resolution of 50 m was built
using mobile van measurements and they obtained an R2 of 0.30 for a 50 % hold-
out cross-validation data set (without rebuilding but with a fixed set of selected
variables). Hankey and Marshall (2015a) also used on-road bike measurements,
and the LUR model for BC showed an R2 of 0.20 to 0.35 using a random 1/3 hold-
out cross-validation. A higher R2 of 0.50 based on a validation dataset was found
by Weichenthal et al. (2016b) for a UFP model. However, the validation data
were scattered throughout the study area (they used those locations with a lower
number of data points), and therefore possibly not spatially independent.
The performance during the CV2 cross-validation in this study is lower compared
to CV1 and varies considerably between folds: a pooled R2 of 0.24 is found for
the classic linear model, R2 values for the individual folds of CV2 range between
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-0.65 and 0.52. The variability in the selected predictor variables (Tables 10.S1
and 10.S2) and the variation in performance between the different folds during
CV2 can be caused by differences in land use between the different zones. This
lower performance during CV2 cross-validation indicates that the model still has
difficulty to be generalized for the full city and that the performance in predicting
the concentrations for locations were no measurements took place (outside of the
study area) is limited. In the study of Hankey and Marshall (2015a) mentioned
above, they also performed a systematic validation using data from two routes to
predict the third route, leading to low R2 values (0.01 to 0.20 for BC). A possi-
ble reason they gave was that the range spanning the predictor variables within
each of the routes was not fully balanced. In the study of Patton et al. (2015),
measurements were performed in 4 different neighbourhoods. When models built
for one of the neighbourhoods were transferred to the other neighbourhoods, the
models performed poorly (R2 < 0.17, compared to R2 of 0.23 to 0.42 for the
neighbourhood-specific models). These two studies also have difficulties to gener-
alize the model to other parts of the same city. This evaluation of the transferabil-
ity of the models is similar to the spatial cross-validation in this study, although
the neighbourhoods in Patton et al. (2015) are not contiguous but around 3 to
12 km apart, and the routes in Hankey and Marshall (2015a) also cover a larger
area (about 8 x 12 km2).
Evaluation of the residuals
The model residuals exhibit a considerable spatial autocorrelation. The map of
the residuals shows that typically certain streets or part of streets are under- or
overestimated in their entirety. This indicates that not yet all explanatory factors
are captured in the predictor variables. On the other hand, the spatial autocorrela-
tion in the residuals is also to be expected when using mobile monitoring, because
of the short distances between sampling locations. The measured concentrations
separated by short distances are likely influenced by similar emission sources and
thus any location that is underestimated by the model likely also has neighbours
that are underestimated (Hankey and Marshall, 2015a). Further, the model resid-
uals also show a clear relation with the BC concentrations (underestimation of
high concentrations and overestimation of low concentrations), and given that the
measured BC concentrations themselves are strongly spatially autocorrelated, the
residuals will be as well.
Some studies try to remove the spatial autocorrelation in the residuals of the LUR
model with an additional model (Li et al., 2012; Kanaroglou et al., 2013). This can
be useful for larger areas where regional differences in background concentrations
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occur (e.g. the study area in Li et al. (2012) was 160 x 161 km2). In such case, the
non-local variation will be more important and this is not captured by the LUR
model. However, this is less relevant when focusing on the smaller scale area of
the city centre of Antwerp in this study (no differences in the regional background
within the study area).
10.4.2 Selected predictor variables
The traffic intensity variables are the primary selected variables in all models. For
example, the SVR model has a CV1 R2 of 0.29 when only trafload 50 is used as
predictor variable, and 0.39 when also including a variable on heavy traffic and
the sky view factor. Several of the other variables about address density, industry,
airport, port or urban green areas are included in some of the models, but only the
traffic variables are included consistently in each model during the CV2 procedure.
On the other hand, the models that were forced to not include traffic variables
had a low performance. This confirms that traffic is the main factor influencing
the local BC concentrations. It also emphasizes the importance of the availability
of traffic data when building LUR models. The problem with the traffic intensity
variables is that they are not always easily accessible. Hoek et al. (2008) reported
that several LUR studies have successfully explored the use of the length of specific
road types without traffic intensity data (e.g. Henderson et al., 2007). However,
in the present study, the traffic intensity data were essential to obtain models that
could predict the BC concentrations.
In the test with different initial sets of predictor variables (Table 10.3), we have
also built models for a scenario without the availability of the sky view factor and
the cycling-specific bike lane data (distance to traffic) because these data are rather
specific and not generally available. Given the lower performance of the models,
those predictor variables have a clear added value in explaining the variability in
BC concentrations in the urban environment. Eeftens et al. (2013) also concluded
that street canyon indicators such as the sky view factor could be valuable to
consider in air pollution models. The results correspond with the findings in Peters
et al. (2014) that traffic intensity, distance to the traffic and street topology are
determinant for cyclist exposure.
10.4.3 Mobile monitoring as the basis for LUR models
A limited number of studies have used mobile monitoring to build LUR models,
and more research is needed to determine best practices (Hankey and Marshall,
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2015a). When using mobile monitoring as the basis for LUR models, an important
aspect is how to aggregate the mobile measurements into a suitable form that can
be fed into the model. Based on the analysis in Chapter 6, we adopted a 50 m res-
olution along the roads and the trimmed mean as the aggregation statistic.
Firstly, the data at 1 s resolution were aggregated over a segment of an approxi-
mately equal length of 50 m along the road network. In Chapter 6, the effect of
different resolutions on the data quality was analysed. They argue that using a
higher resolution (e.g. 20 m) results in a higher variability in the data, leading to a
need for more repeated measurements, while a lower resolution (e.g. 100 m) brings
no significant advantage. Of course, this depends on the number of repeated mea-
surements that are performed, and on the speed of the mobile platform. Hankey
and Marshall (2015a) also used this approach, aggregating measurements at equal
interval distances along the sampling routes. They tested LUR models based on
different spatial resolutions, but found little difference in performance and chose
for 100 m. In Patton et al. (2014a), a higher resolution of 20 m was used. We-
ichenthal et al. (2016b) assigned the collected data to the mid-points of each road
segment, which resulted in a mean resolution of 162 m. Another approach instead
of aggregating the mobile measurements along the sampling route, is aggregating
to a regular grid. For example, Hasenfratz et al. (2015) used a grid of 100 by 100 m
and Hasenfratz et al. (2015) a 50 m grid. Such high spatial resolutions are needed
to portray the steep concentration gradients found near roads and to minimize
exposure misclassification (Batterman et al., 2014).
Secondly, the different passages (aggregated measurement along a 50 m segment)
were aggregated to an average concentration at each sampling location using the
trimmed mean. This statistic was used to reduce the impact of extreme values
on the average concentration of a segment and gives a better estimate of the true
mean compared to the arithmetic mean (Chapter 6). Hankey and Marshall (2015a)
tested different metrics. They chose the median concentration in their best-case
models because this gave a lower error than for the mean concentration. They
also showed that lower percentiles yield a better model performance compared
to higher percentiles, suggesting that lower percentile (cleaner-air) conditions are
more correlated with local land use than higher percentile conditions. The higher
percentiles will indeed exhibit a greater variability due to accidental factors. This
is partly addressed by using the trimmed mean (or the median in their case).
In the following chapter (Chapter 11), we will take a spatio-temporal modelling
approach that uses the actual passages and accounts for the temporal variation in
the data and thus does not require these decisions.
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Mobile monitoring is a suitable method to collect data to build LUR models (Ka-
naroglou et al., 2013; Patton et al., 2014a; Hankey and Marshall, 2015a). The
strength of mobile measurements is the ability to monitor many locations, leading
to a high spatial density of sampling locations in the study area. This gives a
higher spatial resolution than can be achieved with fixed site monitoring. In this
study, 1457 sampling locations were included, and the study of Hankey and Mar-
shall (2015a) used 1101 locations. Basagan˜a et al. (2012) showed that building
LUR models to characterize local air pollution levels in complex urban settings
should be based on a larger number of measurement sites than the 20–100 sites
that are typically used in LUR studies, and thus the large number of sampling
locations obtained by mobile monitoring can yield a more adequate dataset for
such LUR models. Mobile monitoring also holds some drawbacks. Due to mea-
suring at many locations for only a short time period, an increased variation in
the measured concentrations can be expected. This may result in a lower model
fit (Kanaroglou et al., 2013; Montagne et al., 2015). To cope with this, a sufficient
number of repeated measurement runs is needed to get a reliable estimate of the
average concentration at each location (Chapter 6). Further, mobile measurements
will more likely be limited to the day-time hours when people are active and to
publicly accessible locations (streets, squares, urban green, etc.).
Dekoninck et al. (2015) present an alternative approach to obtain a city-wide air
pollution map using mobile measurements by linking road traffic noise to air qual-
ity concentrations. Based on mobile noise measurements, partially combined with
BC measurements, a model is built to estimate the yearly average BC concentra-
tion from the noise measurements. The model can then be applied at locations
were only noise measurements are performed. Mapping noise using mobile mea-
surements would need less repeated measurement to characterize each location
compared to mapping BC concentration levels. The noise measurements also add
local traffic data including traffic dynamics to the model. Model-based traffic in-
tensity data (as used in this chapter) are more coarse and often do not present
the local traffic dynamics at smaller roads very well. But, on the other hand, the
advantage is that a LUR model based on those traffic intensity data can also be ap-
plied at all locations with similar land use characteristics where no measurements
are performed.
10.4.4 Limitations of this study
The applicability of the LUR models obtained in this study is restricted by the
characteristics of the input (pollution) data. The measured concentrations are
representing street-level (bicycle or pedestrian) daytime exposure values. Further,
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the LUR models are applied in a relatively small study area. The question how
well the model would perform at a larger scale (e.g. including the peripheries and
not only the city centre of Antwerp) remains unanswered. The goal of the present
study was to obtain an annual average map and we did not distinguish between
different seasons. In some other studies, separate models are built for different
seasons, as the influencing factors may vary (e.g. Li et al. (2012) modelled summer
and winter seasons separately). But in this case study, we did not have enough
data to split the dataset per season.
All conclusions on data quality discussed in Chapter 7 on the dataset of oppor-
tunistic measurements used in this study are valid here as well. Although the
measurement campaign obtained a high spatial coverage, there is still a rather
large uncertainty on the average concentration levels at a spatial resolution of
50 m due to a limited number of measurements for many of the locations and
sampling bias. Despite this uncertainty, large spatial patterns within the city are
clearly captured with the mobile campaign, which could be modelled with the
LUR approach.
10.5 Conclusion
The goal of this chapter was to develop and evaluate LUR models to predict annual
average BC concentrations in the urban environment based on opportunistic mo-
bile measurements. We can conclude that mobile monitoring is suited for building
LUR models. It can provide the high spatial resolution data needed to character-
ize the spatial variability in the complex urban environment. It also enables to
evaluate the LUR model at a high spatial resolution. The LUR models obtained
in this study explain a significant part of the variance in the BC concentrations.
The relatively low R2 values can be partly attributed to the high variability in the
data itself due to the mobile monitoring methodology. However, there is still a sys-
tematic underestimation of the high concentrations and overestimation of the low
concentrations, indicating that not all explanatory factors are already captured in
the predictor variables. When using the LUR models to predict the concentra-
tions at locations were no measurements were made, one has to be aware of the
potentially low performance in predicting absolute values.
Different model building techniques were tested. LASSO, a regularized linear
model, performed slightly better than the classic supervised approach, and the
non-linear SVR technique did not show much improvement over a linear model.
But, due to the generally low R2 and the small differences, it is not possible to draw
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clear conclusions on which model building technique is preferred. We illustrated
the importance of a careful evaluation approach for estimating the predictive per-
formance of the model using an appropriate cross-validation scheme. It is crucial
to use independent data (also spatially) for the validation and to not include those
test data during variable selection in the model building procedure.

















Table 10.S1: Overview of the selected predictor variables and performance metrics for the classic linear model. Results
are shown for the model based on all data and for the different models obtained in each iteration of the spatial cross-
validation.
CV1 (model built CV2 (cross-validation with rebuilding)
using all data) 1 2 3 4 5 6 pooled
Performance
R2 0.35 -0.65 0.06 0.3 0.25 0.4 0.52 0.24
EV 0.35 0.28 0.36 0.37 0.28 0.4 0.53 0.25
RMSE 1.05 1.26 1.07 0.95 1.28 1.07 1.03 1.13
Selected features
address 1000 - - - x - - -
airport 5000 x - x x - x x
industry 5000 - - - - x - -
port 3000 - - - - - x -
port 5000 - - x - - - x
res hd 100 - x - - - - -
res hd 1000 x x - - x x x
trafload 100 x - x x x - x
trafload 50 x x x x - x x
trafload 50/distance to traffic - - - - x - -
trafload heavy 300 - x - - - x -
trafnear - - - - x - -
trafnear/distance to traffic x x x x - x x


















































Table 10.S2: Overview of the selected features and performance metrics for the forward CV SVR model. Results are
shown for the model based on all data and for the different models obtained in each iteration of the spatial cross-validation.
CV1 (model built CV2 (cross-validation with rebuilding)
using all data) 1 2 3 4 5 6 pooled
Performance
R2 0.40 0.19 0.24 -0.03 0.18 0.37 0.24 0.24
EV 0.41 0.26 0.31 0.17 0.23 0.41 0.35 0.26
RMSE 1.00 0.88 0.96 1.15 1.33 1.09 1.29 1.14
Selected features
address 100 - - - - - x -
airport 1000 - - x - - x -
airport 3000 - - - - - - x
industry 1000 - - - - x - -
port 3000 - - - x - - -
roadlength 300 - - - x - - -
skyviewfactor x x x - x x -
trafload 50 x - x x - x -
trafload 50/skyview - x - - x - x
trafload heavy 300 - x - - - - -
trafloadhv fraction 1000 - - - - - - x
trafloadhv fraction 300 x - x - x x -
trafnear - - - - x - -
trafnear/dist near - x - - - - -
trafnear/distance to traffic - - - - - - x
trafnear heavy/dist near x x x - - x -
trafnear heavy/distance to traffic - - - x - - x
urban green 500 - - x x - - -

CHAPTER 11
A spatio-temporal land use
regression model to assess
street-level exposure to black
carbon
11.1 Introduction
Land use regression (LUR) modelling is used to assess spatial variation, for exam-
ple in epidemiological studies to estimate exposure to air pollution (Jerrett et al.,
2005; Hoek et al., 2008; Brauer et al., 2008; Beelen et al., 2014). In most cases, the
LUR models focus on the spatial variation in annual average concentrations and do
not include a temporal dimension. However, in many applications, the temporal
variability is an important factor for the exposure. For example, spatio-temporal
models can be used in epidemiological studies focusing on an individual-specific
period (e.g. pregnancy (Ghosh et al., 2012) or days before death (Maynard et al.,
2007)), in short-term exposure studies or to provide personalized exposure infor-
mation based on GPS tracks.
To incorporate the temporal dimension in LUR models, different approaches are
used in literature: temporal adjustment of annual average model output (e.g.
Brauer et al., 2008; Wu et al., 2011; de Nazelle et al., 2013), more complex hier-
archical (Szpiro et al., 2010; Li et al., 2013) or semiparametric (Gryparis et al.,
2014) models, separate models for each typical hour (Dons et al., 2013b) or for
each time period (Hasenfratz et al., 2015; Mueller et al., 2016). A temporal LUR
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model can also be obtained by including time-dependent data that are related with
the temporal variability of the air quality in the model (e.g. Maynard et al., 2007;
Patton et al., 2014a; Montagne et al., 2015; Ragettli et al., 2014). Possible time-
dependent variables include meteorological variables (wind speed and direction,
temperature) and air pollution measurements at fixed monitoring stations.
In this chapter, a spatio-temporal LUR model to predict street-level exposure is
developed by incorporating time-dependent variables in addition to the spatial
predictor variables. The approach builds further upon the models obtained in
the previous chapter, but instead of using the average concentration of all mea-
surements at each location as in the previous chapter, hourly BC concentrations
are used as the target to build the LUR model. The model will be validated by
predicting the exposure during the trips made by the city wardens and compared
with other methods to assess this exposure. The potential to use the opportunistic
measurements to develop a dynamic real-time pollution map is discussed.
11.2 Materials and methods
11.2.1 Mobile air quality monitoring
The same dataset of mobile BC measurements as in the previous chapter for the
spatial LUR model is used (the opportunistic measurement campaign with the
collaboration of city wardens). For a more detailed description of the campaign and
data processing, see Section 7.2.1. Three teams of city wardens performed mobile
measurements while on surveillance tour, walking or cycling in the city. These
surveillance tours do not follow fixed routes or times. The measurements at 1 s
resolution are aggregated over segments of approximately 50 m resolution along the
roads. This results in several passages, where one passage is a continuous period of
time that measurements are performed in a segment. But, instead of aggregating
the passages to one average BC concentration for each sampling location (50 m
segment) as in the previous chapter, the passages within one hour at the same
sampling location are averaged. This results in a dataset where each data point
(hourly passage) is characterized by (x, y, t) with t the timestamp with hourly
resolution. This resulted in 30,099 hourly data points that are used for building
the spatio-temporal LUR model.
For the validation of the model, the data are also aggregated to trips. A trip is
the path that one team of city wardens followed on their surveillance tour during
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one day. For each trip, the average BC concentration is calculated. In total, for
the three teams combined, there are 136 trips spread over 110 days.
11.2.2 LUR model and predictor variables
To build the spatio-temporal LUR model, a non-linear regression technique, sup-
port vector regression (SVR) using a radial basis function (RBF) kernel (Smola
and Scho¨lkopf, 2004), is used. The same spatial predictor variables are used as in
the previous chapter (see Table 10.1 for an overview). In addition, time-dependent
predictor variables are included in the model. These variables are all obtained from
monitoring stations of the Flemish Environmental Agency (VMM), and comprise:
wind speed and temperature at one location 5 km north of the study area (sta-
tion BETM802) and BC concentrations at several stations in the region (stations
BETR801, BETR802 (urban traffic), BELAL01 and BETM802 (suburban back-
ground), BETN016 and BETN029 (rural background)). The urban traffic stations
are located within the study area. All time-dependent variables have an hourly
resolution.
All predictor variables are included in the model (the ‘SVR no selection’ method
from the previous chapter). The model itself is evaluated using spatio-temporal
cross-validation (see the next section for the different cross-validation schemes).
Due to computational constraints, the hyperparameters are optimized once based
on all data (using spatial cross-validation), and not for each fold during cross-
validation separately. In other words, no nested cross-validation is used. Further,
all predictor variables are scaled (by subtracting the mean and scaling to unit
variance) during model building. All regression analyses are performed using the
Python package scikit-learn (Pedregosa et al., 2011).
11.2.3 Model evaluation: spatio-temporal cross-validation
The following metrics are used to evaluate model performance: coefficient of deter-
mination (R2), explained variance (EV) and root mean squared error (RMSE, in
µg m−3) (see Eq. (10.1-10.2)). In the previous chapter, a spatial cross-validation
scheme was used to guarantee spatially independent data during model evaluation
(given the high spatial autocorrelation in BC concentrations). Here, we also have
to deal with the temporal autocorrelation in the BC concentrations. Therefore,
the following cross-validation (CV) schemes are distinguished:
• Spatial cross-validation: the study area is divided in six zones, and to
guarantee spatially independent data, the model is built based on data of
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five of the zones and evaluated for the sixth zone (see Figure 10.1 for the
zones).
• Temporal cross-validation: similarly as for the spatial CV, but now the
dataset is divided in time to have temporally independent validation data.
In practice, when evaluating the model for the data of day t, the data of day
t− 2 until day t+ 2 are left out to build to model.
• Spatio-temporal cross-validation: combination of the spatial and tem-
poral CV. To evaluate the model for the data of one zone of day t, the data
of that zone for all days and the data of days t− 2 to t+ 2 for all zones are
left out. This is illustrated in Figure 11.1 (the black and the hatched area is
excluded from model building).
• Minimal cross-validation: to evaluate the model for the data of one zone
of day t, only the data of that spatial zone for days t−2 to t+2 are excluded
from model building, and not the data of all zones during those days and of
all days in that zone. In Figure 11.1, the excluded data is represented by the
black and doubly hatched area.
The time window of ± two days is based on a temporal autocorrelation analysis
of the measurements at the fixed VMM monitoring station (the mobile measure-
ments itself had no full temporal coverage, and consequently it was not possible
to calculate the temporal autocorrelation based on these measurements). The au-
tocorrelation decreases drastically with increasing time lags, and for a time lag of
three days the autocorrelation has dropped to the noise level. Therefore, a time
window of ± two days is used to ensure temporally independent data.
11.2.4 Evaluation strategies
Using the cross-validation schemes, the model is evaluated in different ways. In
a first step, the model is evaluated at different aggregation levels: the same ag-
gregation level as the one for which the model was built (i.e. hourly passages), a
spatial aggregation and a temporal aggregation. For the spatial evaluation, both
the predicted and measured passages are aggregated to an annual average map (in
the same way as the passages were treated in the previous chapter to obtain the
data for the spatial LUR model, i.e. filtered on a minimum of five passages per
location and using the trimmed mean). For the temporal evaluation, the predicted
and measured passages are now aggregated over all locations for each day.
In a second step, the spatio-temporal LUR model is evaluated on a trip basis. As
defined above, a trip is the path that one team of city wardens followed on their
CHAPTER 11 A SPATIO-TEMPORAL LAND USE REGRESSION MODEL 215
Figure 11.1: Illustration of the spatio-temporal cross-validation scheme: to
predict the values of zone 4 and day 9 (black area), all data of the hatched
area is excluded from model building. In the minimal cross-validation
scheme, only the data of the doubly hatched area is excluded.
surveillance tour during one day. To evaluate the model based on these trips,
the hourly BC concentrations for all locations and all time periods are predicted
using cross-validation. The predicted average trip exposure is then calculated by
combining the predicted concentrations with the GPS track of the trip. Note that
the predictions within one trip can come from different folds of the cross-validation
and thus from different models.
Next to the spatio-temporal LUR model, the average trip exposure is also esti-
mated with some other methods: (i) based on a fixed monitoring station, (ii) based
on a spatial LUR model and (iii) based on a spatial LUR model with temporal
adjustment. For the first method, based on a fixed VMM monitoring station, the
hourly BC concentration at station BETR801 or BETR802 is used as the city-
wide concentration estimate (these stations are located within the study area at a
traffic site: BETR802 at the street side and BETR801 30 m away from the street
at the same site). For the method based on a spatial LUR, the prediction of
the SVR model (no variable selection, spatial cross-validation CV1) obtained in
the previous chapter is used to estimate the BC concentration for each location
during the trip. Then, a temporal adjustment is used to convert the annual av-




11.3.1 Spatio-temporal LUR model
An hourly spatio-temporal LUR model is built based on hourly passage data.
When evaluating the model performance at the same aggregation level as the one
for which the model was built, a low performance is obtained: R2 of 0.15 (EV of
0.18) without cross-validation. When using the spatio-temporal cross-validation
scheme, the performance decreases to an R2 of 0.08 (EV of 0.09). Using the
predictions based on the spatio-temporal cross-validation, the model was then
evaluated at a spatial and temporal aggregation level. The spatial evaluation
yielded an R2 of 0.29 and EV of 0.34 (Figure 11.2a). The daily averages for the
temporal evaluation are shown in Figure 11.2b and this comparison resulted in
an R2 of 0.49 and EV of 0.57. When the BC concentrations at the monitoring
stations are left out as predictor variables, the performance of the model is similar
based on the spatial evaluation, but the temporal variability is not captured well
(R2 of 0.14, EV of 0.29 for the temporal evaluation).
11.3.2 Validation using trips
In a second step, the spatio-temporal LUR model is evaluated on a trip basis. The
136 trips have an average duration of 2.8 h and BC concentration of 3.3 µg m−3,
but there is a large variability among the the trips (Figure 11.3). When comparing
the predicted and the measured trip exposure, an R2 of 0.72 is obtained using the
minimal spatio-temporal CV scheme (Figure 11.4a). The other cross-validation
schemes result in slightly higher or lower R2 values (Table 11.1).
To benchmark these results, some other methods to estimate the exposure during
the trips are implemented for comparison. First, the exposure is estimated based
on the measurements from a fixed VMM monitoring station. This resulted in an
R2 of 0.23 (Figure 11.4b) for station BETR801. When using station BETR802
(at the same traffic site but at the street side), the same R2 but a lower EV (0.34
instead of 0.47) is obtained. Second, a spatial LUR is used. This will only explain
the spatial differences in the trip exposure due to the followed route. Using only
this spatial LUR, an explained variance of 0.15 is obtained (Figure 11.4c). Third,
a temporal adjusted spatial LUR model yielded an R2 of 0.56 (Figure 11.4d). An
overview of the results is given in Table 11.1.
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(a)
(b)
Figure 11.2: Evaluation of the spatio-temporal LUR model on a (a) spatial
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Figure 11.3: Overview of (a) the length in hours and (b) the average con-
centration of the trips of the city wardens.
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(a) (b)
(c) (d)
Figure 11.4: Scatterplots of the average concentration during trips based on
the measured and predicted BC concentrations for (a) the spatio-temporal
LUR model (using the minimal cross-validation), (b) the hourly values at
fixed VMM monitoring station, (c) the spatial LUR model and (d) the
temporally adjusted spatial LUR model.
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Table 11.1: Overview of the evaluation results based on the trips for the
different methods and cross-validation schemes.
R2 EV RMSE
Spatio-temporal LUR
Minimal CV 0.72 0.75 0.9
Spatial CV 0.75 0.75 0.9
Temporal CV 0.58 0.61 1.1
Spatio-temporal CV 0.61 0.61 1.1
VMM hourly values 0.23 0.47 1.5
Spatial LUR model 0.14 0.15 1.6
Spatial LUR model - adjusted 0.56 0.57 1.2
11.4 Discussion
11.4.1 Different approaches for temporal LUR models
Temporal adjustment of annual average concentrations is a frequently used ap-
proach to obtain temporally resolved air pollution estimates (e.g. Brauer et al.,
2008; Wu et al., 2011; Ghosh et al., 2012; de Nazelle et al., 2013; Dons et al.,
2014a). Typically, the temporal variability is introduced by scaling the annual
concentrations based on a fixed site monitoring station. When the model is built
using temporally integrated data (e.g. passive NO2 samplers) and thus building
a spatio-temporal LUR is not possible, temporal adjustment is a straightforward
method to introduce temporal variability. However, this method assumes a stable
spatial variability over time. For this reason, Wu et al. (2011) argued that this may
not be an improvement or even introduce larger exposure estimation errors than
unadjusted (annual average) LUR estimates. Dons et al. (2013b) built separate
LUR models for each hour of the day. The hourly LUR models can be considered
as annual average models with an hourly temporal resolution, and thus only focus
on diurnal variability and are not really spatio-temporal models.
In this study, we included the temporal variability in the LUR modelling ap-
proach by using time-dependent variables in combination with the spatial pre-
dictor variables. In literature, several studies used the same approach to build
spatio-temporal LUR models. Most of these studies conducted repeated short-
term measurements at several locations to obtain the data to build the model.
For example, Montagne et al. (2015) measured for 30 min at 80 locations in three
different seasons. Patton et al. (2014a, 2015), on the other hand, conducted con-
tinuous mobile monitoring to build their spatio-temporal LUR model as in this
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thesis. Typical variables that are included in these studies are meteorological
variables (wind speed and direction, temperature, precipitation, atmospheric sta-
bility), time (linear and sinusoidal functions of year, day, and hour), day of the
week or indication of weekday/weekend and dynamic traffic intensity (Maynard
et al., 2007; Rose et al., 2011; Patton et al., 2014a, 2015). Often, measurements
of a fixed site monitoring station are included as well (Rose et al., 2011; Saraswat
et al., 2013; Patton et al., 2014a; Ragettli et al., 2014; Montagne et al., 2015).
Those measurements can capture the temporal variability in the urban or regional
background and include this information in the model. In the study of Patton
et al. (2014a), adding central site measurements as a predictor variable instead of
meteorological variables did not improve the model. However, they modelled UFP
concentrations in close proximity of a highway and wind effects, which were not
captured by the central site, were an important factor. Ragettli et al. (2014), on
the other hand, found that the concentration at a central station was the most
important predictor in their UFP model. Also in the present study, the fixed site
BC measurements were essential to model the temporal variability well.
In this study, the measurements of several fixed monitoring stations were included
in the model (including both traffic and urban background stations). It should be
further investigated what the effect is of including different stations, and how the
model would perform if no traffic stations or no stations at all were available in
the study area itself. For the spatial variation, the traffic intensity is an important
variable, as we have shown in the previous chapter. However, the actual traffic
intensity also shows a temporal variability, while the traffic predictor variables
used in the models are static (daytime averages). When data from a dynamic
traffic model would be available, this could potentially improve the model.
Another approach to build a spatio-temporal LUR model is building separate mod-
els for each time period, based only on the measurements performed during that
time period. Hasenfratz et al. (2015) and Mueller et al. (2016) built such models
based on mobile measurements (using a tram-based sensor network). The problem
with this approach, as noted by Hasenfratz et al. (2015), is that it becomes more
difficult to obtain accurate models for higher time resolutions, as the number of
measurements is reduced. Therefore, they extended their approach by combining
the measurements of the modelled time period with measurements from a selection
of past time periods based on similarity in meteorological conditions. Mueller et al.
(2016) developed models with a high temporal and spatial resolution of 30 min and
10 m by 10 m. They limited predictions in each time period to those locations for
which the predictor variables are included in the range of the predictor variables
for the locations used to build the model. To increase the area captured by the
222 11.4 DISCUSSION
model in each time period, the sensor network should be expanded. The approach
of instantaneous models can capture the varying spatio-temporal variability bet-
ter, but it can only be used for periods when real-time measurements are available.
In case of the opportunistic campaign in this study, insufficient measurements for
each time period were available to use such an approach.
11.4.2 Model performance
The spatio-temporal LUR model shows a low performance when evaluating the
model at the same aggregation level as the one for which the model is built, i.e.
the hourly passages. However, a good performance should not be expected at this
level. The passages do not represent hourly means at the specific location, rather
they are a momentary concentration level that can be influenced by many other
factors and events (e.g. a passing car) that cannot be included in the predictor
variables, and therefore cannot be predicted by the model. To get a more meaning-
ful evaluation, the data have to be aggregated in a certain way to average out part
of the inexplicable variance. Therefore, the model is evaluated at a spatial and
temporal level. The model is also evaluated based on trips, and this is discussed
in the next section.
The spatial evaluation gives comparable results to the spatial LUR model of the
previous chapter. Based on the spatio-temporal model, an R2 of 0.29 and EV of
0.34 is obtained, whereas the spatial LUR model yielded an R2 and EV of 0.30
(CV1 performance of the SVR model without variable selection, Table 10.2). This
confirms that the spatio-temporal model captures the spatial differences in BC
concentrations at least as good as the spatial model. The explained variance is
even slightly higher. Although the increased complexity of the model (more data
points and higher variability in the data points) could lead to a lower R2, some
reasons can explain the comparable performance. First, more data is used to build
the spatio-temporal model because no passages are excluded (the criterion to have
at least five passages for each sampling location is not imposed here). Second, more
predictor variables are included in the model (the time-dependent variables). Part
of the variability in the dataset, even after aggregation for the spatial model, is
still due to temporal variations in BC concentrations. In the spatio-temporal LUR
model, this variation is also modelled (partly). The temporal evaluation shows that
the spatio-temporal model captures the larger (daily) temporal variations in the
BC concentration levels rather well. Of course, this daily temporal variation is
also present in the measured BC concentrations at the monitoring stations which
are used as input of the model, so this good performance is expected.
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Comparing the model performance obtained in this study to literature is diffi-
cult given the specific set-up of the measurement campaign and the evaluation
approach. Patton et al. (2014a) also built an hourly LUR model based on mo-
bile measurements (for UFP, using a spatial resolution of 20 m). Validating the
model on 1 s resolution, they obtained cross-validation R2 values of 0.38 to 0.47.
However, the reported R2 values are for the training dataset and not for the val-
idation dataset. It is therefore not possible to compare the R2 values with the
performance obtained in the present study. In the study of Mueller et al. (2016)
mentioned above, correlations in the range of 0.67–0.77 are obtained. However, in
this evaluation the mobile measurement data were aggregated for 15 min time in-
tervals instead of using the actual data with a resolution of 10 m and 5 s as included
in the model. During this time interval, the tram has already travelled a distance
of several hundred meters up to a few kilometres. This kind of evaluation is rather
comparable to a trip-based evaluation as discussed in the next paragraph.
11.4.3 Predicting street-level exposure during trips
The model is evaluated for its ability to predict the average exposure during trips,
making use of the trips of the city wardens. Those trips also form the basis of the
data to build the model, but cross-validation is used to ensure the evaluation is per-
formed with independent data. The results show that the spatio-temporal model
can predict the trip exposure well (R2 values between 0.58 and 0.75 depending
on the CV scheme). The spatio-temporal LUR model also performs better com-
pared to the other methods. It is clear that the temporal variations in the BC
concentration levels are the largest determinant of the trip exposure. The spa-
tial LUR model can only explain 15 % of the variance, while the prediction based
on the fixed monitoring station yields an explained variance of 47 % (but gives
larger errors leading to a lower R2 of 0.23). The temporally adjusted spatial LUR
model also gives good results, but the spatio-temporal LUR model yields higher
R2 values. The temporal adjustment is constant for the full study area, while
the spatio-temporal LUR model can show different temporal profiles at different
locations. Dekoninck et al. (2013) used a similar trip-based approach to validate
a spatio-temporal model. They predicted cyclist’s BC exposure using an instan-
taneous model based on mobile noise measurements. The average trip exposure
was predicted with a correlation of 0.78 (Pearson coefficient). However, this model
used simultaneous noise measurements to predict the BC concentration. This has
the advantage of including real-time estimates of the traffic intensity. In our model,
no measurements are made by the person for whom the trip exposure is predicted
and therefore our model is more generally applicable.
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Real-time dynamic pollution maps
The spatio-temporal model can also provide a dynamic pollution map. Consider a
situation where data are collected continuously in an unstructured way. A model
can be constructed that is continuously updated with these new data. The R2
and EV of the different CV schemes can then be regarded as the predictive ability
of the model under different circumstances. The minimal CV scheme gives the
predictive ability of such a model at a location where previously measurements
were performed, while measurements are performed during the same period at
other locations in the city to update the model in real-time. However, as in the
case of the city wardens, data collection can be confined to specific areas of the
city. For other areas no data will be available at all. The spatial CV scheme then
reflects the predictive ability of the model for locations where no measurements
were performed at all, but measurements can still be conducted during the same
time period at other locations in the city. Data collection can be confined in time
as well (e.g. the city wardens did not measure each day). The temporal CV scheme
then reflects a situation where no measurements are available for the time period
for which the prediction is made, but measurements have been performed during
other time periods at the same location. The most stringent scheme, the spatio-
temporal CV, relates to a situation where one wants to predict the BC exposure
at a location in the city where no measurements were made and at a time when no
measurements are performed at other locations. The predictive ability of the model
varies for the different CV schemes (R2 of 0.58 – 0.75, Table 11.1). The highest
R2 values are obtained for the spatial and minimal CV scheme. Thus, adding
simultaneous information from similar locations in the other zones increases the
predictive ability of the model.
The outlined situations demonstrate the potential of developing a dynamic, real-
time pollution map based on measurements that are continuously made throughout
the city. By performing continuous but unstructured opportunistic measurements,
we are able to dynamically estimate trip exposure with good performance. Po-
tentially, when more devices are deployed and measuring simultaneously or when
more measurements are included over time, the model can continue to improve.
We have to note that the actual spatio-temporal LUR model in this thesis did not
result in a real-time map, as all data of the full measurement campaign were used
(not only the past data but also the future data). However, this work demon-
strated the potential of the spatio-temporal LUR model as an approach to obtain
a real-time map. Further research could explore more intelligent ways to update
the model compared to just adding the new measurements to the dataset (e.g.
attributing more weight to recent measurements, selective use of historical mea-
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surements). It could also be investigated how many measurements are required
to obtain a model with good performance. This is, however, beyond the scope of
this thesis.
Real-time dynamic pollution maps can provide personalized exposure information.
For example, they can be used to estimate exposure of cyclists or pedestrians
to traffic-related pollution based on a GPS track, or to find the least polluted
route. Some other studies on dynamic pollution maps exist. For example, in the
OpenSense project, PNC pollution maps were developed based on a tram-based
mobile network (Hasenfratz et al., 2015; Mueller et al., 2016). As explained above,
Mueller et al. (2016) modelled PNC at a high spatio-temporal resolution using
only the instantaneous measurements (30 min time resolution). Hasenfratz et al.
(2015) combined instantaneous measurements with selected historical measure-
ments to improve models with a temporal resolution of 12 h. In the CITI-SENSE
project, a data-fusion-based technique is used to combine real-time crowdsourced
measurements from a stationary network of low-cost sensors with the output of a
dispersion model. This approach allows to produce near-real-time, high-resolution
maps of air quality in the urban environment (Schneider et al., 2015). Mobile
measurements, however, do not provide a sufficient temporal resolution at one
particular location to be suitable for this data fusion approach.
11.5 Conclusion
We demonstrated the use of a spatio-temporal LUR model to estimate the short-
term street-level exposure to BC. A spatio-temporal LUR model was built by in-
cluding meteorological and fixed site BC measurements into the model. The model
could capture the spatial variation as well as the spatial LUR model, and the fixed
site BC measurements were essential to model the temporal variability. Exposure
estimates based on the hourly LUR models were more accurate than based on a
fixed site monitoring station and a spatial LUR model, and can be used to esti-
mate exposure of cyclists or pedestrians to traffic related pollution based on a GPS
track. We demonstrated the potential of building a real-time dynamic pollution









12.1 Urban air quality
Despite the improvements in air pollution levels over the last decades in Europe,
air pollution still has a considerable impact on our health and well-being. It
leads to many, avoidable premature deaths and an increase in cardiovascular and
respiratory diseases. The large majority of the population in Europe is still exposed
to PM levels that are considered harmful by the WHO. Air pollution is a factor
that affects all people living in a city, independently of their personal life style,
and that can be improved with targeted action.
The urban environment shows a high variability in traffic-related air pollutant
concentrations. The measurement campaigns in this thesis confirm this, and em-
phasize the small spatial scale of this variation. In the city of Antwerp, average
BC concentrations ranging between 2 and 20 µg m−3 are observed at different
locations (at a spatial resolution of 20 m). Large gradients over short distances
between different urban micro-environments occur. For example, a 2–3 times in-
crease over a distance of 50 m at the border of an urban green is observed. Also
within one street, large differences are measured. The Plantin en Moretuslei has
a rather constant traffic intensity throughout the street, but nevertheless shows
pollution hotspots that have BC concentration levels 2–3 times higher than the
rest of the street.
This high variability indicates the importance of data with a high spatial resolution
to get an accurate picture of the pollution levels in a city. Further, it indicates
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the importance of local sources and urban planning for the pollution levels of –
in this case – BC and UFP. These conclusions can probably be extended to other
traffic-related pollutants such as NO2. At the same time, this large variability also
indicates the potential to significantly improve the air quality in cities through local
actions.
Pollution maps with a high resolution can be used to visualize and communicate air
pollution levels, and to understand the variability and identify possible hotspots.
They can be used to estimate the concentration level at the residential address
as a proxy for personal exposure in epidemiological research, or be integrated in
personal exposure models that include time-activity patterns based on GPS tracks.
In this thesis, we have investigated methods to draw pollution maps based on
mobile monitoring and on regression models. We have evaluated the use of a spatio-
temporal model for outdoor exposure assessment of cyclists or pedestrians.
12.2 Mobile monitoring for air quality mapping
This thesis has evaluated the potential of mobile monitoring to map the urban
air quality. We have demonstrated that mobile measurements can provide data
with a spatial detail that would not be possible with stationary measurements
although maybe not of the same quality at each location. The spatial detail of the
observed patterns in the urban air pollution levels clearly shows the added value of
mobile monitoring as a complement to stationary monitoring. In this way, hotspots
can be identified and the importance of local sources and street geometry can be
investigated. The mobile monitoring approach also provides an accessible tool
for local measurement campaigns with the participation of volunteers, NGOs or
local governments. The airQmap platform and its applications show the potential
of this approach. Mobile monitoring will typically not result in a map with full
spatial coverage, but it can provide data to build and validate land use regression
models or to validate street-level dispersion models.
The spatial resolution of the measurements is increased at the expense of the tem-
poral coverage. This leads to issues on spatial and temporal representativeness
that can interfere with the real-life applicability of mobile monitoring. To be rep-
resentative and useful for personal or community decision making, large quantities
of data are required. Mobile measurements have to be repeated regularly and
processed carefully. We have developed a set of guidelines on the set-up and data
processing of mobile monitoring campaigns, which are summarized in Chapter 8,
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and we have showed that by following these guidelines valuable results can be
obtained.
Different mobile monitoring approaches can be followed. We have defined a tar-
geted and opportunistic data collection scheme. Targeted, deliberately planned
monitoring campaigns can be set up to deliver repeated measurements. This type
of monitoring can, for example, be used by authorities or action groups to map
a certain area or investigate possible hot-spots. However, this approach is labour
intensive compared to stationary measurements. Opportunistic data collection
campaigns, on the other hand, take advantage of existing infrastructure or the
normal daily routines of commuters or employees. The specific set-up of oppor-
tunistic data collection can vary a lot, from unstructured data collection (e.g.
city wardens moving throughout the city) to structured data collection following
fixed routes. In this thesis we have only explored one specific case. Unstructured
data collection leads to some additional challenges and complicates the data in-
terpretation. Due to sampling bias, there is a larger uncertainty on the obtained
concentration levels. The targeted campaign (Chapters 5 and 6) resulted in higher
quality data, but only a limited number of streets was monitored in this case study.
Opportunistic data collection can be a way to gather the large quantities of data
that are required for mobile monitoring.
Regardless of the potential, it is important to acknowledge the limitations of mo-
bile monitoring. Even with sound data collection and processing, the lack of
temporal coverage is inherent to the mobile monitoring methodology, and will al-
ways introduce additional uncertainty. Mobile monitoring will typically result in
street-level exposure specific to the used mobile platform. To what extent it can
be extrapolated to other transport modes, or to what extent it is representative
for residential exposure in a city has, as far as we know, not yet been studied in
detail.
Alternatives to mobile monitoring to obtain air quality data at a high spatial
resolution exist. A dense network of stationary sensors can also give additional
insight. However, the application of such networks is currently still limited by the
cost and quality of sensors (see below). When one has access to a limited number of
higher quality instruments only, mobile monitoring is a more appropriate approach.
Dispersion models are also often used to provide more spatial detail than the fixed
monitoring stations. However, models remain an approximation of reality and
structural and parametric uncertainties affect the modelled results considerably
(Kumar et al., 2011). This is discussed in more detail in the next section.
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12.3 High-resolution pollution maps
One of the goals of this thesis was to draw pollution maps with a high spatial
resolution. Based on the mobile measurements of the opportunistic campaign, a
land use regression (LUR) model was developed. The mobile measurements could
capture the small-scale variability, and the question is whether these local patterns
can be modelled and thus be predicted at other locations in the city. Based on the
exercise in this thesis, we can conclude the model is not yet capable of capturing the
local patterns, given the relatively low performance. This can indicate a limitation
of the LUR modelling approach to model the small-scale variability within the
urban environment. Possibly, this result can also be attributed to the quality of
the data. The uncertainty on the data did possibly not allow capturing the more
subtle interactions between the different predictor variables. Data from a more
intensive mobile monitoring campaign would maybe lead to better results.
Dispersion models are also used to draw pollution maps. However, most dispersion
models do currently not predict street-level concentrations, unless they are explic-
itly coupled with a street canyon module (as is for example done in the study of
Lefebvre et al. (2013)). Such models are, however, complex and require detailed
input data. This leads to high costs in terms of manpower to deploy the model.
To verify whether dispersion models can capture small-scale variability within the
city, more validation is needed. Mobile monitoring can deliver the data needed for
this. Compared to empirical LUR models, a clear advantage of dispersion models
is the ability to perform scenario analyses.
Model-based pollution maps can be used to identify possible hotspots at locations
where no measurements were made. However, the spatial LUR model in this
thesis can probably not be used for that purpose, as it only captured the broad
spatial trends. Traditionally, pollution maps from LUR and dispersion models
are also used in epidemiological research to estimate the concentration level at
the residential address as a proxy for personal exposure. Whether the street-level
LUR models developed based on mobile in-traffic data can be used as outdoor
LUR models should be further investigated. LUR models are typically developed
based on measurements at the facade, which can be further away from the street.
The street-level LUR models also have the potential to be integrated in personal
exposure models that include time-activity patterns based on GPS tracks. In
such exposure models it could serve as the sub-model for the transport micro-
environment. The results of the spatio-temporal LUR model in Chapter 11 showed
promising results to model the cyclist exposure based on the GPS track of the trip,
and the LUR model performed better compared to an estimate based on the fixed
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monitoring station. This technology has the potential to unobtrusively monitor
the exposure of large groups of individuals at low cost (de Nazelle et al., 2013).
However, the actual usefulness in epidemiological research is still to be investigated
(Dons et al., 2014b). Models are inherently limited since peak events will never be
modelled. The dominance of the occurrence of peaks in explaining the variation
in short-term personal exposure shows the limits of a modelling approach.
This thesis has also paid attention to the validation procedure of LUR models.
We illustrated the importance of a careful evaluation approach for estimating the
predictive performance of the model using an appropriate cross-validation scheme.
It is crucial to use independent data (also spatially) for the validation and to not
include those test data during variable selection in the model building procedure.
Future LUR studies should more rigorously perform the validation of their models
to get a better idea of the predictive ability of LUR models.
12.4 Real-time dynamic pollution maps
In a future scenario, several measurement devices can be constantly measuring
throughout the city, carried around by people in their daily routines or attached
to moving platforms. These measurements could be used to generate a real-time
dynamic pollution map. The spatio-temporal LUR model in this thesis was an
exercise in generating such a pollution map based on opportunistic data. The
actual model did not result in a real-time map, as all data of the full measurement
campaign were used, but it demonstrated the potential of the spatio-temporal
LUR model as a first step towards a real-time map. Based on the opportunistic
campaign, a good performance in estimating trip exposure was obtained.
Such real-time pollution maps can be used for providing personalized information
about air quality to citizens. A potential application is to estimate exposure of
cyclists or pedestrians to traffic-related pollution based on a GPS track, or to find
the least polluted route. Many challenges still have to be tackled. Further research
could explore more intelligent ways to update the model by combining real-time
measurements with historic measurements in the model. Another topic is how to
deal with data of different sources (mobile and stationary, structured and unstruc-
tured, different sensors, model output), typically with different characteristics and
of different quality, and to combine them into one pollution map.
The methods to draw pollution maps presented in this thesis can be implemented
in different ways. A limited number of measuring devices can already be used in
targeted or opportunistic mobile monitoring campaigns, possibly with the partic-
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ipation of volunteers, city services or other organizations. This approach provides
possibilities for interested parties to implement mobile monitoring campaigns at
the present time. The availability of low-cost sensors would enable a larger-scale
and possibly participatory deployment of sensors.
12.5 Low-cost sensing devices
In this thesis, the micro-aethalometer has been used as the instrument for conduct-
ing mobile measurements. This is an easy-to-use, relatively reliable instrument.
Further improvements are desirable, including a better stability regarding tem-
perature and humidity changes, increased battery lifetime, higher flow rate for a
lower uncertainty, and methods to correct for filter loading. But, the main hurdle
for a more widespread use is the cost of the instrument, which makes it unsuitable
for large-scale opportunistic or participatory campaigns.
The choice to focus on the micro-aethalometer in this thesis was made during
this PhD research. At the start of the research, four years ago, it was the idea
to both use a relatively high-quality but more expensive device, such as the
micro-aethalometer, and low-cost gas sensors. More specifically, as part of the
EveryAware project, a sensor box was built based on commercially available low-
cost gas sensors at the time. However, during the first use cases, it was observed
that the performance was not good enough to conduct high-quality mobile mea-
surements. Therefore, we chose to focus on the use of the micro-aethalometer in
this thesis. At this point in time, the question can be raised how things have
changed. Despite the progress in sensors and sensing devices, we would probably
still make the same choice given the context of the project. Nonetheless, sensors
have improved a lot over the last years, and a similar exercise as in the EveryAware
project, i.e. combining a sensor array and field calibration, would probably already
give more promising results.
The use of low-cost sensors would enable larger-scale measurement campaigns.
It would make it possible to set up uncoordinated, opportunistic data collection
that can deliver the high amounts of data needed for obtaining representative
maps with high spatial coverage or for building real-time dynamic pollution maps.
However, the current generation of commercially available low-cost sensors is not
yet readily usable for ambient air quality monitoring. Some encouraging examples
show the potential, but knowledge of the sensing principles and electronics design,
and experience in complex data processing and field calibration is still required
to yield valuable results. This poses a high barrier to use such sensors. Recently,
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some commercial, integrated devices that include strategies to increase perfor-
mance became available. But, these devices are more expensive, and no rigorous
validation is publicly available. However, the technology is advancing rapidly and
the availability of usable sensors for ambient air quality monitoring will possibly
be a matter of several years (EPA, 2013; Theunis et al., 2016a).
Using low-cost sensors for mobile monitoring introduces additional challenges.
More research is needed in this field to investigate the validity of field calibration
in a changing environment and the performance at a high temporal resolution. Up
to now, we are not aware of a validation of this use case, as most comparisons with
references devices are stationary. Given the above, low-cost sensors probably have
more potential for stationary applications in the short-term. Nevertheless, also in
a dense network of static sensors, the field calibration is a challenging task.
12.6 Citizen science and participatory monitor-
ing
There is an increasing awareness and public interest around air quality issues and
a healthy environment in general, and this also results in an increasing active
participation. The multiple citizen science projects that have been conducted or
started over the last years illustrate this trend. However, the emergence of citizen
science projects is hindered by the available instruments. The will of communi-
ties to measure is ahead of the availability of readily usable low-cost sensors and
the full potential interest in citizen science projects cannot yet be fulfilled. For
example, the Air Quality Egg and AirCasting projects have both already built an
extensive toolkit including sensing devices, data communication and visualisation
platforms, smartphone applications, etc., while the actual sensors they use deliver
data of poor quality. For this reason, Ringland plans to use passive samplers in
the CurieuzeNeuzen project. This is a long-established, often-used and low-cost
method to measure NO2, but with the disadvantage that it does not give data in
real time and cannot capture temporal variations (or only at a very low resolution
if the tubes are replaces every few weeks).
Many citizen science projects focus on a stationary network of sensors due to the
limitations of the sensors available. Higher quality devices such as the micro-
aethalometer are not suitable for large-scale projects or bottom-up citizen science
projects due to the cost of the device. But, such devices are already useful for par-
ticipatory projects in close collaboration with scientific institutions as the portable
monitor in personal and mobile monitoring studies using a limited number of in-
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struments. Current examples of this approach are the opportunistic campaign
with the participation of the city wardens, personal monitoring studies, and appli-
cations using the airQmap platform involving volunteers. In the future, low-cost
sensors will increase the opportunities to conduct mobile measurements in larger-
scale participatory campaigns and citizen science projects and to collaboratively
map the urban air quality.
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