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SET-VALUED STOCHASTIC DIFFERENTIAL EQUATION
IN M-TYPE 2 BANACH SPACE
ITARU MITOMA*, YOSHIAKI OKAZAKI, AND JINPING ZHANG
Abstract. Let (Ω,F , {Ft}, P ) be a complete probability space with filtra-
tion {Ft}, (X ,H, µ) an abstract Wiener space of M-type 2, and {Bt : t ≥ 0}
an X -valued Brownian motion such that the distribution of the random func-
tion t−1/2Bt : Ω → X is µ for any t > 0. We consider the strong solutions
to a set-valued stochastic differential equation with a set-valued drift and a
single valued diffusion driven by dBt. Under some suitable conditions, the
existence and uniqueness of strong solutions are obtained.
1. Introduction
Theory of classical stochastic differential equations is widely used and general-
ized in several ways. There are several references that consider stochastic integrals
and stochastic differential equations in abstract Banach spaces (see for example
[2, 4, 3, 7, 8, 9, 16, 17, 23, 22] etc.).
Among these references, Da Prato, G. and Zabczyk, J. ([7]) presented a compre-
hensive theory of abstract stochastic integrals and stochastic differential equations
in Hilbert spaces, in which the integrator is a cylindrical Brownian motion. The
paper [22] is devoted to the stochastic integral in certain Banach spaces named
UMD, where the integrator is a cylindrical Brownian motion and the integrand is
operator valued. In [23], the authors defined stochastic integration of operator-
valued functions with respect to the Banach space-valued Brownian motion in a
weak sense connected with the dual operator. In a separable M-type 2 Banach
space, Brzezniak [2] studied the stochastic integral with respect to a finite di-
mensional Brownian motion and the corresponding stochastic partial differential
equations. Stochastic integration of operator-valued functions with respect to the
Banach space-valued Wiener process is described briefly in [4, 3].
Theory of stochastic differential inclusions is another way to generalize classical
stochastic differential equations, which has widespread applications to mathemat-
ical economics, stochastic control theory etc. In this area, we would refer to nice
surveys [14, 15].
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Another way to extend the classical theory is to consider set-valued differential
equations directly rather than inclusions ( [20, 24, 26]).
In this paper, we continue to proceed the set-valued stochastic differential equa-
tion in a separable Banach space X along this line. At first, mainly based on the
work [4, 3], we study precisely stochastic integrals of B(X ,X )-valued random
functions with respect to an X -valued Brownian motion, where B(X ,X ) is the
set of all bounded linear operators from X to X . Let L2((X , µ),X ) denote a
separable Banach space of all Borel measurable functions f : (X ,B(X ), µ) →





The completion of B(X ,X ) in norm ‖| · ‖| is a separable Banach space. And
then, based on the work of [26], we study the existence and uniqueness of strong











, t ∈ [0, T ], (1.1)
where cl stands for the closure in X , both Xs and a(s,Xs) are set-valued, b(s,Xs)
is B(X ,X )-valued, and {Bt} is an X -valued Brownian motion. The sum of a
set X and an single point y is defined as X + y = {x+ y;x ∈ X}.
There exist quite a few works treating stochastic differential or integral inclu-
sions, and most of them deal with these subjects in finite dimensional settings.
However the set-valued stochastic differential equation of the type (1.1) is a rather
new subject if we compare it with those stochastic inclusions, and further the space,
where (1.1) is considered, belongs to a certain class of Banach spaces including
Hilbert spaces.
Under these circumstances, we obtain
Theorem 1. Suppose a(·, ·) and b(·, ·) are jointly measurable, H-bounded and
satisfy Lipschitz conditions in the following sense :
H({0}, a(t,X)) + ‖|b(t,X)‖| ≤ C(1 +H({0}, X)), X ⊂ X , t ∈ [0, T ]
for some constant C, and
H(a(t,X), a(t, Y )) + ‖|b(t,X)− b(t, Y )‖| ≤ DH(X,Y ), X, Y ⊂ X , t ∈ [0, T ]
for some constant D, where H(A,B) is the Hausdorff distance between sets A and
B. Then for any given L2-integrably bounded set-valued random variable X0, the
equation (1.1) has a unique H-continuous solution.
The paper is organized as follows. Section 2 is preliminaries of set-valued ran-
dom variables and set-valued stochastic processes. Section 3 is devoted to the
stochastic integration of B(X ,X )-valued functions by an X -valued Brownian
motion. Section 4 is on set-valued integrals of set-valued stochastic processes with
respect to the Lebesgue measure in time interval [s, t]. In Section 5, first we present
set-valued stochastic differential equations and prove the existence and uniqueness
of strong solutions.
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2. Preliminaries
Let (Ω,F , P ) be a complete probability space, and {F t}t≥0 a filtration satisfying
the usual conditions such that F0 includes all P -null sets in F . The filtration is
non-decreasing and right continuous. Let B(E) be the Borel field of a topological
space E, E∗ the dual space of E. < x, x∗ > (or < x∗, x >) denotes the canonical
bilinear form for x ∈ E and x∗ ∈ E∗. Let (X , ‖ · ‖) be a separable Banach space
X equipped with the norm ‖ · ‖ and K(X ) (resp. Kb(X ), Kc(X )) the family
of all nonempty closed (resp. closed bounded, closed convex) subsets of X . Let
p be 1 ≤ p < +∞ and Lp(Ω,F , P ; X ), denoted briefly by Lp(Ω;X ), the Banach







is finite. f is called Lp-integrable if f ∈ Lp(Ω;X ).
The expectation operator of a random function X will be denoted by E[X]. A
set-valued function F : Ω → K(X ) is said to be measurable if for any open set
O ⊂ X , the inverse F−1(O) := {ω ∈ Ω;F (ω) ∩ O 6= ∅} is in F . Such a function
F is called a set-valued random variable. Let M(Ω,F , P ;K(X )) be the family of
all set-valued random variables, briefly denoted by M(Ω;K(X )).
A mapping g from a measurable space (E1,A1) into another measurable space
(E2,A2) is called A1/A2-measurable if g−1(B) = {x ∈ E1; g(x) ∈ B} is in A1 for
all B ∈ A2.
For any open subset O ⊂ X , set
ZO := {E ∈ K(X );E ∩O 6= ∅},
C := {ZO;O ⊂ X , O is open},
and let σ(C) be the σ-algebra generated by C. We have ,(see [26]),
Proposition 2.1. A set-valued function F : Ω → K(X ) is measurable if and only
if F is F/σ(C)-measurable.










If A,B ∈ Kb(X ), then H(A,B) is called the Hausdorff distance of A and B. It is
well known that Kb(X ) equipped with the H-metric, denoted by (Kb(X ),H), is
a complete metric space.
The following results are also well known. (see for example [11], [18]).
Proposition 2.2. (i) For A,B,C,D ∈ K(X ), we have
H(A+B,C +D) ≤ H(A,C) +H(B,D)
and also
H(cl(A+B), cl(C +D)) ≤ H(A,C) +H(B,D).
(ii) For A,B ∈ K(X ), µ ∈ R, we have
H(µA, µB) = |µ|H(A,B).
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For F ∈M(Ω,K(X )), the family of all Lp-integrable selections is defined by
SpF (F) := {f ∈ Lp(Ω,F , P ; X ); f(ω) ∈ F (ω) a.s.}.
In the following, SpF (F) is denoted briefly by SpF . If SpF is nonempty, F is said
to be Lp-integrable. F is called Lp-integrably bounded if there exits a function
h ∈ Lp(Ω,F , P ;R) such that ‖x‖ ≤ h(ω) for any x and ω with x ∈ F (ω). It
is equivalent to that ‖F‖K ∈ Lp(Ω;R), where ‖F (ω)‖K := sup lima∈F (ω) ‖a‖.
The family of all measurable K(X )-valued (resp. Kc(X )-valued) Lp-integrably
bounded functions is denoted by Lp(Ω,F , P ;K(X )) (resp. Lp(Ω,F , P ;Kc(X ))).
Write them for brevity as Lp(Ω;K(X )) (resp. Lp(Ω;Kc(X ))).
Let Γ be a set of measurable functions f : Ω → X . Γ is called decomposable with
respect to the σ-algebra F if, for any finite F-measurable partition A1, · · · , An and
for any f1, · · · , fn ∈ Γ, χA1f1 + · · · + χAnfn is in Γ, where χA is the indicator
function of set A, i.e.,
χA(ω) :=
{
1 if ω ∈ A,
0 if ω /∈ A.
Proposition 2.3. (Hiai-Umegaki [11]) Let Γ be a nonempty closed subset of
Lp(Ω,F , P ; X ). Then there exists an F ∈ M(Ω;K(X )) such that Γ = SpF if
and only if Γ is decomposable with respect to F .
Lemma 2.4. Let F be in M (Ω;K(X )). Then F is Lp-integrably bounded if and
only if SpF is nonempty and bounded in L
p(Ω;X ).
Proof. The case of p = 1 is due to Hiai-Umegaki [11]. By a manner similar to that
of p = 1, we can also prove the statement for 1 < p < +∞. ¤
Let R+ be the set of all nonnegative real numbers and B+ = B(R+). An
X -valued stochastic process f = {ft; t ≥ 0} (or denoted by f = {f(t); t ≥ 0})
is defined as a function f : R+ × Ω −→ X with F-measurable section ft for
each t ≥ 0. We say f is measurable if f is B+ ⊗ F -measurable. The process
f = {ft; t ≥ 0} is called F t-adapted if ft is F t-measurable for every t ≥ 0.
In a fashion similar to the X -valued stochastic process, a set-valued stochastic
process F = {Ft; t ≥ 0} is defined as a set-valued function F : R+ ×Ω −→ K(X )
with F-measurable section Ft for each t ≥ 0. It is called measurable if it is B+⊗F -
measurable, and F t-adapted if for any fixed t, Ft is F t-measurable.
Proposition 2.5. Let F = {Ft : t ≥ 0} be an F t-adapted and measurable set-
valued stochastic process. Then there exists an F t-adapted and measurable selec-
tion f = {ft : t ≥ 0} such that
ft(ω) ∈ Ft(ω) for all (t, ω) ∈ R+ × Ω.
Proof. Let Σ :=
⋂
t≥0{Z ∈ B+ ⊗ F : Zt ∈ F t}, where Zt = {ω; (t, ω) ∈ Z}.
We know that Σ is a σ-algebra on R+ × Ω. A function f : R+ × Ω → X (or a
set-valued function F : R+ × Ω → K(X )) is measurable and F t-adapted if and
only if it is Σ-measurable. Therefore according to Kuratowski-Ryll-Nardzewski
Measurable Selection Theorem (see e.g., [6]), for every F t-adapted and mea-
surable K(X )-valued stochastic process F = {Ft : t ≥ 0}, there exists an
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F t-adapted and measurable X -valued selection f = {ft : t ≥ 0} such that
ft(ω) ∈ Ft(ω) for all (t, ω) ∈ R+ × Ω. ¤
3. Stochastic Integrals With Respect to a Banach Space
Valued Brownian Motion
In this section, we study the stochastic integrals with respect to a Banach space
valued Brownian motion.
In order to define stochastic integral in a Banach space with respect to a Banach
space valued Brownian motion, we need some lemmata and known results.
Lemma 3.1. Let (Ω,F , P ) be a probability space, E a separable Banach space and
X : Ω → E a random variable. If for every x∗ ∈ E∗, < x∗, X(ω) >= 0 a.s., then
X(ω) = 0 a.s.
Proof. Let ν be the distribution induced by X, that is ν(A) := P (X−1(A)) for
A ∈ B(E).
Since E is separable, ν is a Radon measure. Let S be the support of ν, i.e., S
is the minimal closed subset satisfying ν(S) = 1.
S can be obtained as follows: Let C be the family of all closed subsets of E
with ν(C) = 1, i.e.






then ν(S) = 1.
We can show ν(Sc) = ν(
⋃
C∈C C
c) = 0 since ν(Cc) = 0, where Cc denotes
the complement of C in E and Cc is open. In fact, for every compact set K ⊂⋃
C∈C C









c) = 0. Set Ω0 := X−1(S). Then P (Ω0) = ν(S) = 1.
Assume the statement ‘X(ω) = 0 a.s.’ does not hold, which implies S 6= {0}
(Indeed, if S = {0}, then P (X−1({0})) = 1 and X(ω) = 0 a.s.). So we can find
x0 6= 0, x0 ∈ S. Take x∗ ∈ E∗ such that < x∗, x0 >= 1. Then U := {x ∈ E| <
x∗, x >6= 0} is open and x0 ∈ U , which implies ν(U) > 0. In fact, if ν(U) = 0,
then ν(S \ U) = 1, which contradicts to the minimality of S since S \ U ⊂ S and
S \ U 6= S. So it follows that
ν({x ∈ E| < x∗, x > 6= 0}) = P ({ω ∈ Ω| < x∗, X(ω) >6= 0}) > 0,
which contradicts the assumption and completes the proof. ¤
Definition 3.2. ([3])Let (X ,H, µ) be an abstract Wiener space,(write briefly
AWS), such that X is a separable Banach space,H is a separable Hilbert space,
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where ‖ · ‖2H = (·, ·) and (·, ·) is the inner product of H. The Hilbert space H is
called the reproducing kernel Hilbert space, RKHS, of (X , µ).
Remark 3.3. Let (X , ‖ ·‖) be a separable Banach space with Gaussian measure µ,
by Theorem 4.4 in [17] or Theorem 2 in [21], there exists a Hilbert space H densely
embedded in X such that (X ,H, µ) is an AWS. Therefore X ∗ ⊂ H∗ = H ⊂ X
and X ∗ is densely embedded in H.
Let (X ,H, µ) be an AWS. The set of all bounded linear operators from X
to X is denoted by B(X ,X ). Let L2((X , µ),X ) denote the set of all Borel





‖f(x)‖2µ(dx))1/2 < +∞. (3.1)
Analogously, we define the set L2((X , µ),R).
Remark 3.4. Since for a separable Banach space X , its cylindrical σ-algebra is
equal to its Borel fields, for any f ∈ B(X ,X ), f is continuous, therefore f is






thus B(X ,X ) is a subspace of L2((X , µ),X ). But B(X ,X ) is not complete
with respect to the norm ‖| · ‖|.
Define R : X ∗ −→ L2((X , µ),R) by R(x∗) =< x∗, · >X ∗×X ,the canonical
map, then we have H := X ∗L
2((X ,µ),R)
. The transpose
i := R∗ : H∗ = H −→ X ∗∗
satisfies i(H) ⊂ X by [1], Theorem 3.2.3.
Let {x∗n} ⊂ X ∗ such that {R(x∗n) : n ∈ N} is a C. O. N. S in
H = X ∗L
2((X ,µ),R)
. Set en := R(x∗n) and xn := R
∗(en) = i(en) ∈ X . Then we




< x∗n, x > xn, µ a.s., (3.2)
(see [1], Theorem 3.5.1).
Lemma 3.5. Define a mapping
ψ : (x, T ) ∈ X ×B(X ,X ) −→ T (x) ∈ X ,
where the σ-algebra on B(X ,X ) is the Borel σ-algebra induced from the space
L2((X , µ),X ), which is denoted by B(B(X ,X )), Then ψ(x, T ) = T (x) is bi-
measurable, i.e. for any A ∈ B(X ), ψ−1(A) ∈ B(X )⊗B(B(X ,X )).




< x∗n, x > xn
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< x∗n, x > T (xn).




n, u > T (u)µ(du) (the Bochner integral in X ). In
fact, for any u∗ ∈ X ∗,
< u∗, T (xn) >=< u∗, T ◦ i(en) >








T (u) < x∗n, u > µ(du) >,
where the Bochner integral
∫
X T (u) < x
∗
n, u > µ(du) <∞ makes sense since∫
X















n, u > T (u)µ(du) ∈ X .
For any fixed n,
B(X ,X ) 3 T −→ T (xn) ∈ X







Then for every n, < x∗n, x > T (xn) is bi-measurable.
Since for every T ∈ B(X ,X ) and every x ∈ X 0




< x∗n, x > T (xn),
it follows that ψ(T, x) is bi-measurable. ¤
Suppose (Ω,F , P ) is a complete probability space and let (X ,H, µ) be an AWS.
An X -valued continuous stochastic process {Bt}t≥0 is called an X -valued
Brownian motion if
(i) B0 = 0 a.s.,
(ii) the distribution of the random function t−1/2Bt : Ω → X is µ for any t > 0,
(iii) (Bt−Bs) is independent of Fs for any t > s ≥ 0, where F t is the complete
filtration including the σ-algebra generated by Bs, s ∈ [0, t].
Remark 3.6. From the above definition, we know that X -valued Brownian motion
{Bt}t≥0 is an X -valued martingale with mean-zero. For any x∗ ∈ X ∗, the process
{< x∗, Bt >}t≥0 is a real valued Brownian motion.
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‖z‖pµ(dz) < +∞. (3.3)
Definition 3.7. ([3]) A Banach space (X , ‖ · ‖) is called M-type 2 if and only if









Assume X is a real separable M-type 2 Banach space and T ∈ (0,+∞). Let
L2(Ω × [0, T ];B(X ,X )) be the space of measurable and F t-adapted operator
valued stochastic processes








We notice that L2(Ω × [0, T ];B(X ,X )) is not complete in ‖ · ‖L2 . For the sim-
plicity, L2(Ω× [0, T ];B(X ,X )) is denoted by L2(B(X ,X )).
Lemma 3.8. Let {Bt}t∈[0,T ] be an X -valued Brownian motion, s, t ∈ [0, T ] and
s < t. For any f ∈ L2(B(X ,X )), we have






Proof. Define the mapping
ψ : (x, ξ) 3 X ×B(X ,X ) −→ ξ(x) ∈ X ,
then by Lemma 3.5, ψ : X × B(X ,X ) −→ X is bi-measurable, i.e. for any
A ∈ B(X ),
ψ−1(A) ∈ B(X )⊗B(B(X ,X )).
For any A ∈ B(X ) and B ∈ B(B(X ,X )), set
µBt−Bs(A) := P (Bt −Bs ∈ A), νfs(B) := P (fs ∈ B)
and
γ(A) := P (fs(Bt −Bs) ∈ A) = P
(
(fs, Bt −Bs) ∈ ψ−1(A)
)
.
Since Bt −Bs and fs are independent,
P
(
(fs, Bt −Bs) ∈ ψ−1(A)
)
= µBt−Bs ⊗ νfs(ψ−1(A))
where µBt−Bs ⊗ νfs is the product measure on X ×B(X ,X ).
















































which completes the proof. ¤
Lemma 3.9. For f ∈ L2(B(X ,X )), 0 ≤ s < t ≤ T , each x∗ ∈ X ∗, we have
< E[fs(Bt −Bs)], x∗ >= 0, (3.6)
and
< E[fs(Bt −Bs)|Fs], x∗ >= 0 a.s. (3.7)










Thus one can take expectation and conditional expectation of fs(Bt −BS) under
σ-algebra Fs.
Take any x∗ ∈ X ∗,
< fs(Bt −Bs), x∗ >=< Bt −Bs, f∗s x∗ >,
where f∗s is the adjoint operator of fs and f∗s x∗ is in X
∗.
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< fs(x), x∗ >2 µ(dx)
]
= (t− s)E[‖f∗s x∗‖2H
]
.





∗, ej)ej and noticing that {ej : j = 1, 2, ...} forms a
complete orthonormal system of H, we have





Therefore ‖f∗s x∗ − Y k‖2H is monotonically decreasing, and E[‖f∗s x∗‖2H] is finite.















































































< Bt −Bs, ej >
]
= 0
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since for each ej , E
[
< Bt −Bs, ej >
]
= 0, which yields (3.6).




< Bt −Bs, f∗s x∗ > |Fs






















(t− s)E[‖f∗s x∗ − Y K‖2H
]
= 0.

























































< Bt −Bs, ej > |Fs
]
= 0 a.s.,
which yields (3.7). ¤
Corollary 3.10. For f ∈ L2(B(X ,X )), 0 ≤ s < t ≤ T , we have
E[fs(Bt −Bs)] = 0.
Proof. It can be obtained by (3.6). ¤
Theorem 3.11. For f ∈ L2(B(X ,X )), 0 ≤ s < t ≤ T , we have
E[fs(Bt −Bs)|Fs] = 0 a.s.
Proof. By Lemma 3.1 and Lemma 3.9, immediately we get the result. ¤
Let L2step(B(X ,X )) be the subspace of those f ∈ L2(B(X ,X )) for which
there exists a partition 0 = t0 < t1 < ... < tn = T such that ft = ftk for
t ∈ [tk, tk+1), 0 ≤ k ≤ n− 1, n ∈ N.
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fti(Bti+1 −Bti) + ftk(Bt −Btk).
We have the following lemmata which are crucial for defining the Itô integral
successfully.
Lemma 3.12. For f ∈ L2step(B(X ,X )), we have IT (f) ∈ L2(Ω,F , P ; X ),
E[IT (f)] = 0 and






where CX is the constant appeared in 3.7.
Proof. For any integer 0 ≤ k ≤ n− 1, let Mk =
∑k−1
i=0 fti(Bti+1 − Bti), Then Mk
is F tk -measurable. By Corollary 3.10, E[Mk] = 0, E[IT (f)] = E[Mn−1] = 0 and
E[Mk|F tk−1 ] = E[Mk−1 + ftk−1(Btk −Btk−1)|F tk−1 ]
= Mk−1 +E[fk−1(Btk −Btk−1)|F tk−1 ]
= Mk−1 a.s. (By Theorem 3.11)
That is to say, {Mk,F tk : 0 ≤ k ≤ n− 1} is an X -valued martingale. According
to (3.3) and (3.4), we obtain









































Then IT (f) ∈ L2(Ω,F , P ;X ) and the proof is complete. ¤
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Lemma 3.13. For any f ∈ L2(B(X ,X )), there exits a sequence
fn ∈ L2step(B(X ,X )) such that fn → f in ‖ · ‖L2 .







which implies ∫ T
0
‖|ft‖|2dt < +∞ a.s.
5 Setting ft(ω) = 0 ∈ B(X ,X ) for all t /∈ [0, T ], we get∫ +∞
−∞
‖|ft‖|2dt < +∞ a.s.
Since the completion B(X ,X )
L2((X ,µ),X )
of B(X ,X ) in L2((X , µ),X ) is a
separable Banach space with respect to the norm ‖| · ‖|, by the Lemma 4.2 in [25],





‖|ft+s − ft‖|2dt = 0.
By a manner similar to that of K.Itô (page 176-178, [13]), we can construct the
desired sequence of step operators which approximates f in ‖ · ‖L2 . ¤
Definition 3.14. For any f ∈ L2(B(X ,X )), by Lemma 3.13, there exists a
sequence {fn : n = 1, 2, ...} ⊂ L2step(B(X ,X )), such that fn → f with respect
to ‖ · ‖L2 . By (3.8), the corresponding integral sequence {It(fn) : n = 1, 2, ...}
converges in L2(Ω,X ). The limit is denoted by
∫ t
0
fsdBs, which is called stochastic
integral of f with respect to X -valued Brownian motion. For any interval [s, t] ⊂
[0, T ], the integral
∫ t
s
fudBu is defined similarly.
About the stochastic integral, we have the following results.
Theorem 3.15. Let X be an AWS of M-type 2. {Bt}t∈[0,T ] is the X -valued
Brownian motion. For f ∈ L2(B(X ,X )), we have











(iii) there exists a t-continuous (in the norm of X ) version of
∫ t
0
fs(ω)dBs(ω) for t ∈ [0, T ],









= 1 for all t, 0 ≤ t ≤ T.
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Proof. By Lemma 3.12 and Definition 3.14, it is not difficult to get the result, see
[12], [13]. ¤
From now on, we always assume that
∫ t
0
fs(ω)dBs(ω) means a t-continuous
version of the integral.
4. Set-valued Integrals With Respect to Lebesgue Measure
This section is on set-valued integrals of set-valued stochastic processes with
respect to the Lebesgue measure on time interval [s, t], which are studied in detail
in [26]. Now we review it briefly.
Let p be 1 ≤ p < ∞, X a separable Banach space, T a positive real number,
(Ω,F ,F t, P ) a complete probability space with filtration {Ft; t ∈ [0, T ]} and λ the







fτdτ for [s, t] ⊂ [0, T ]. Let Lp(([0, T ]×Ω),B([0, T ])⊗F , λ×P ;X ),
denoted briefly by Lp([0, T ] × Ω; X ), be the Banach space of equivalence classes
of X -valued, B([0, T ])⊗F-measurable functions f : [0, T ]× Ω → X such that
∫
[0,T ]×Ω
‖f(t, ω)‖pdλdP < +∞. (4.1)
Let L p(X ) be the family of all B([0, T ]) ⊗ F -measurable, F t-adapted, X -









‖f(t, ω)‖pdλdP < +∞,
and L p(K(X )) the family of all B([0, T ])⊗F -measurable, F t-adapted, set-valued
stochastic processes F = {Ft,Ft; t ∈ [0, T ]} such that {‖Ft‖K}t∈[0,T ] is in L p(R).
For a B([0, T ])⊗F -measurable set-valued stochastic process {Ft,Ft; t ∈ [0, T ]},
a B([0, T ])⊗F-measurable selection f = {ft,Ft; t ∈ [0, T ]} is called L p-selection
if f = {ft,Ft; t ∈ [0, T ]} is in L p(X ). The family of all L p-selections is denoted
by Sp(F (·)).




{Z ∈ B([0, T ])⊗F : Zt ∈ F t},
we have, by a manner similar to the proof of Proposition 2.5, that Sp(F (·)) is
nonempty and
Sp(F (·)) = {f ∈ Lp([0, T ]×Ω,ΣT , λ×P ;X ); ft(ω) ∈ Ft(ω) for a.e. (t, ω)
}
, (4.2)
where Lp([0, T ] × Ω,ΣT , λ × P ; X ) is the Banach space of equivalence classes of
X -valued, ΣT -measurable functions f : [0, T ]× Ω → X satisfying (4.1).
For a set-valued stochastic process {Ft,Ft; t ∈ [0, T ]} ∈ L p(K(X )), and for




fudu; (fu)u∈[0,T ] ∈ Sp(F (·))
}
, (4.3)




fu(ω)du is the Bochner integral with respect to the Lebesgue measure
λ on the interval [s, t]. By [5, Theorem 9.41], f is Bochner integrable on the
interval [s, t] if and only if its norm function ‖f‖ is Lebesgue integrable, that is,∫ t
s
‖fu‖du < +∞.
For each f ∈ Sp(F (·)), we have ∫ T
0
‖fu‖pdu < +∞ a.s., which means there
is a P -null set Nf , such that for all ω ∈ Ω \ Nf and for 0 ≤ s < t ≤ T ,∫ t
s
‖f(u)‖pdu < +∞. For ω ∈ Nf , we define
∫ t
s
fudu = 0. Then for each
f ∈ Sp(F (·)), ∫ t
s
fudu is well defined for all ω ∈ Ω. Moreover, the process
{∫ t
0
fudu : t ∈ [0, T ]} is continuous, measurable and Ft-adapted. Hence Λs,t is
a subset of Lp(Ω,F t, P ;X ) ⊂ Lp(Ω;X ).
We define the decomposable closed hull of Λs,t with respect to Ft by
deΛs,t :=
{
g ∈ Lp(Ω,F t, P ; X ); for any ε > 0, there exist a finite
Ft-measurable partition{A1, · · · , An} of Ω and







f iudu‖Lp(Ω,Ft,P ;X ) < ε
}
.
By Proposition 2.3, deΛs,t determines an F t-measurable set-valued function
Is,t(F ) : Ω → K(X )
such that the family of all Lp-integrable selections of Is,t(F ) is
SpIs,t(F )(F t) = deΛs,t.
Particularly, I0,t(F ) will be denoted by It(F ) for brevity. Therefore {It(F ); t ∈
[0, T ]} is an F t-adapted set-valued stochastic process. The joint measurability of
{It(F ); t ∈ [0, T ]} will be discussed in Lemma 4.5.
Definition 4.1. For a set-valued stochastic process {Ft,Ft; t ∈ [0, T ]} belongs to
L p(K(X )), the set-valued random variable Is,t(F ) defined as above is called the
set-valued integral of {Ft,Ft; t ∈ [0, T ]} with respect to the Lebesgue measure on
the interval [s, t]. We denote it by
∫ t
s
Fudu := Is,t(F ).
Theorem 4.2. For a set-valued stochastic process {Ft,Ft; t ∈ [0, T ]} belongs to
L p(K(X )), the set-valued integral
∫ T
0
Fs(ω)ds is convex a.s.
Proof. We have proved this theorem in [26]. Here we give only a sketch of the
proof. Obviously, SpIT (F )(FT ) is nonempty. According to [6, Corollary 1.6], it
suffices to prove that
SpIT (F )(FT ) = de
{ ∫ T
0
fsds; f ∈ Sp(F (·))
}
is convex. It is noticed that if cl
{ ∫ T
0
fsds; f ∈ Sp(F (·))
}
is convex, then the set
of all selections SpIT (F )(FT ) is convex, where cl denotes the closure in Lp(Ω;X ).
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, A ∈ B([0, T ]).
The space ([0, T ],B([0, T ]), λ) is non-atomic. Hence by the result in [24, p.162],
the closure of the range of µ is convex in (Lp(Ω;X ), Lp(Ω;X )). It is not difficult
to get the set cl
{ ∫ T
0
fsds; f ∈ Sp(F (·))
}
is convex, which yields that the set
SpIT (F )(FT ) is convex. Then the integral IT (F )(ω) is convex a.s. ¤
If F is separable with respect to the probability measure P , then the space
Lp
(
[0, T ] × Ω,B([0, T ]) ⊗ F , λ × P ; X
)
is separable by the same reason as in
the proof of the separability of Lp (Ω;X ) in [25]. Therefore Sp(F (·)) is separable
since it is a closed subset of Lp ([0, T ]× Ω; X ). Hence we can find a sequence
{fn = (fnt )t∈[0,T ];n ∈ N} ⊂ Sp(F (·)) such that
Sp(F (·)) = cl{fn;n ∈ N},
where cl stands for the closure in Lp ([0, T ]× Ω; X ). Moreover, for 0 ≤ s ≤ t ≤ T ,
the equality
SpIs,t(F )(F t) = de
{ ∫ t
s
fnu du;n ∈ N
}
holds.
Theorem 4.3. Assume F is separable with respect to the probability measure P .
Then for a set-valued stochastic process {Ft,Ft; t ∈ [0, T ]} ∈ L p(K(X )), there
exists a sequence {fn;n ∈ N} ⊂ Sp(F (·)) such that
Ft(ω) = cl{fnt (ω);n ∈ N} for a.e. (t, ω),
and, for 0 ≤ s ≤ t ≤ T ,
Is,t(F )(ω) = cl
{ ∫ t
s
fnu (ω)du;n ∈ N
}
a.s,
where cl denotes the closure in X .
Proof. Here also we will give only a sketch of the proof. For 0 ≤ s ≤ t ≤ T , Is,t(F )
is in M(Ω;K(X )) and SpIs,t(F )(Ft) is nonempty. Then by [6, Theorem 1.0], there
exists a sequence {gis,t; i ∈ N} ⊂ SpIs,t(F )(Ft) such that
Is,t(F )(ω) = cl{gis,t(ω); i ∈ N} for all ω ∈ Ω.
Note that in the above equation, the sequence depends on s and t.
Since
SpIs,t(F )(Ft) = de
{ ∫ t
s
fudu; f ∈ Sp(F (·))
}
,
by the separability of Sp(F (·)), there exists a dense sequence {fn;n ∈ N} in
Sp(F (·)) such that
SpIs,t(F )(Ft) = de
{ ∫ t
s
fnu du;n ∈ N
}
for 0 ≤ s ≤ t ≤ T.
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It is not difficult to prove that the sequence {fn;n ∈ N} is just the desired
sequence. ¤
Then we have the following theorem (see [26]).
Theorem 4.4. Assume F is separable with respect to P . Then for a set-valued
stochastic process {Ft,Ft; t ∈ [0, T ]} ∈ L p(K(X )), SpIs,t(F )(F t) is nonempty and
bounded in Lp(Ω,F t, P ; X ) for 0 ≤ s ≤ t ≤ T .
Lemma 4.5. Assume F is separable with respect to P . Let a set-valued stochastic
process {Ft,Ft; t ∈ [0, T ]} be in L p(K(X )). Then there exists a B([0, T ]) ⊗ F-
measurable version {Ĩs,t(F ); t ∈ [s, T ]} of {Is,t(F ); t ∈ [s, T ]} such that Is,t(F )(ω)
equals to Ĩs,t(F )(ω) a.s. and Ĩs,t(F )(ω) ∈ Kb(X ) for all s ≤ t ≤ T and almost
sure ω, where s ∈ [0, T ) is arbitrarily fixed.
Proof. If F is separable, it can be obtained by using Theorem 4.3. ¤
From now on, if F is separable, we will always assume that the set-valued inte-
gral of {Ft,Ft; t ∈ [0, T ]} ∈ L p(K(X )) means the B([0, T ])⊗F-measurable ver-





By Lemma 4.5 and properties of Hausdorff distance, we obtain
Theorem 4.6. Assume F is separable with respect to P . For set-valued stochastic
processes {Ft,Ft; t ∈ [0, T ]} and {Gt,Ft; t ∈ [0, T ]} ∈ L p(K(X )), set








: [0, T ]× Ω → R.
Then φ(·, ·) is B([0, T ])⊗F-measurable.
Proposition 4.7. Assume F is separable with respect to P . Then for a set-valued
stochastic process {Ft,Ft; t ∈ [0, T ]} ∈ L p(K(X )), the equality
It(F )(ω) = cl
{
Is(F )(ω) + Is,t(F )(ω)
}
holds for 0 ≤ s < t ≤ T and almost sure ω, where cl stands for the closure in X .
Proof. By Theorem 4.3 and Lemma 4.5, it is not difficult to get the desired result.
¤
By properties of Hausdorff distance and Proposition 4.7, we have
Lemma 4.8. Assume F is separable with respect to P . Then for a set-valued sto-
chastic process {Ft,Ft; t ∈ [0, T ]} ∈ L p(K(X )), the set-valued integral {It(F ); t ∈
[0, T ]} is H-continuous in t a.s.
The following lemma is important to study the solution of differential equation
in the next section. It was proved in [26] in detail. Here we give the outline of the
proof.
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Lemma 4.9. Assume F is separable with respect to P . For set-valued stochastic













Proof. Let {f i : i ∈ N} be the dense subset of Sp(F (·)). Then we have
Ft(ω) = cl
{
f it (ω) : i ∈ N
}
a.e. (t, ω)






f is(ω)ds : i ∈ N
}
.
For each i ≥ 1, we can choose a sequence {gij : j ∈ N} ⊂ Sp(G(·)), such that




















































(k → +∞) a.e. (s, ω). (4.4)
By (4.4), the Lebesgue dominated convergence theorem and the Hölder inequality,




















Similarly, let {gm : m ∈ N} be a dense sequence of Sp(G(·)). Then
Gt(ω) = cl
{
gmt (ω) : m ∈ N
}
a.e. (t, ω)






gms (ω)ds : m ∈ N
}
.
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holds for all t and almost sure ω. ¤
5. Set-valued Stochastic Differential Equations
In this section, we study strong solutions to a set-valued stochastic differential
equation. Let (Ω,F ,F t;P ) be a filtered probability space, (X , ‖ · ‖) an AWS of
M-type 2 and {Bt} the X -valued F t-adapted Brownian motion. Let the functions
a(·, ·) : [0, T ]×K(X ) → K(X ) be (B([0, T ])⊗ σ(C)) /σ(C)-measurable and b(·, ·) :
[0, T ]×K(X ) → B(X ,X ) be (B([0, T ])⊗ σ(C)) /B(B(X ,X ))-measurable.
Lemma 5.1. Let {Xt : t ∈ [0, T ]} be an F t-adapted, measurable set-valued sto-
chastic process, then the following statements hold:
(i) a(t,Xt(ω)) : [0, T ]× Ω → K(X ) is (B([0, T ])⊗F) /σ(C)-measurable and for
fixed t ∈ [0, T ], a(t,Xt(·)) is F t/σ(C)-measurable, and
(ii) b(t,Xt(ω)); [0, T ]× Ω → B(X ,X ) is (B([0, T ])⊗F) /B(B(X ,X ))-meas-
urable and for fixed t ∈ [0, T ], b(t,Xt(·)) is F t/B(B(X ,X ))-measurable.
Proof. It can be proved by using the property of composition of measurable func-
tions. For the detail of the proof, one might refer to Lemma 4.1 in [26]. ¤
Assume the above functions a(·, ·) and b(·, ·) also satisfy the following conditions:
H({0}, a(t,X)) + ‖|b(t,X)‖|
≤ C(1 +H({0}, X)), X ∈ K(X ), t ∈ [0, T ] (5.1)
for some constant C, and
H(a(t,X), a(t, Y )) + ‖|b(t,X)− b(t, Y )‖|
≤ DH(X,Y ), X, Y ∈ K(X ), t ∈ [0, T ] (5.2)
for some constant D.
Let X0 be an L2-integrably bounded set-valued random variable. Assume a(·, ·)
is (B([0, T ])⊗ σ(C)) /σ(C)-measurable, b(·, ·) is (B([0, T ])⊗ σ(C)) /B(B(X ,X ))-
measurable and both a(·, ·) and b(·, ·) satisfy the conditions (5.1) and (5.2). Then,
by Lemma 5.1, it is reasonable to define the set-valued stochastic differential equa-
tion as follows:
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Definition 5.2. An F t-adapted, H-continuous in t almost surely and measurable











for t ∈ [0, T ] a.s. (5.3)
is called a strong solution of the equation (5.3).
In the following, we will study the existence and uniqueness of the solutions to
(5.3).
Theorem 5.3. Assume F is separable with respect to P . Let T > 0, and let
a(·, ·) : [0, T ] × K(X ) → K(X ) and b(·, ·) : [0, T ] × K(X ) → B(X ,X ) be
measurable functions satisfying conditions (5.1) and (5.2). Then for any given
L2-integrably bounded initial set-valed random variable X0, there exists a strong
solution to (5.3).
Proof. As a manner similar to that of solving the ordinary stochastic differential
equation, we can use the successive approximation method to construct a solution
to equation (5.3).




t (ω) inductively as follows:





a(s, Y ks )ds+
∫ t
0
b(s, Y ks )dBs
)
. (5.4)
By Proposition 2.2, Lemma 4.9 and condition (5.2), we have
E
[













a(s, Y ks )ds+
∫ t
0








a(s, Y k−1s )ds+
∫ t
0







a(s, Y ks )ds,
∫ t
0




b(s, Y ks )dBs,
∫ t
0







a(s, Y ks )ds,
∫ t
0




b(s, Y ks )dBs −
∫ t
0







a(s, Y ks )ds,
∫ t
0







b(s, Y ks )dBs −
∫ t
0
b(s, Y k−1s )dBs‖2
]





































ds for k ≥ 1, t ∈ [0, T ].
Similarly, we have, by the L2-integrably boundedness of X0,
E
[





where A1 < +∞ and is independent of t. So by the induction on k we obtain
E
[









, k ≥ 0, t ∈ [0, T ],
where A2 := max{1, A1, (2D2(T + CX ))}.








= ‖H(Y mt , Y nt )‖L2





















→ 0 as n→ +∞,
which means {Y nt ;n ∈ N} is a Cauchy sequence in the complete metric space






H2(Y nt , Ỹt)
]
= 0 for every t ∈ [0, T ].
Taking Proposition 2.2, Lemma 4.9 and Doob’s inequality into account, we can
prove the convergence is also uniform in t ∈ [0, T ] by the manner exact similar
to that in [26]. Therefore the sequence {Y kt ; k ∈ N} converges to Yt uniformly in
[0, T ] a.s. By Lemma 4.8 and the definition of the stochastic integral, every Y kt is
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H-continuous in t, so that the limit Yt is also H-continuous in t a.s. Further it is
clear that for any fixed t, Yt = Ỹt a.s., so that we can replace Ỹt by Yt.
It remains to show that Yt satisfies equation (5.3). Indeed, for each integer
n ≥ 0,





a(s, Y ns )ds+
∫ t
0































which, together with (5.5), verify the existence of a solution to (5.3). ¤
Again taking Proposition 2.2, Lemma 4.9 and Gronwall’s lemma, we have , by
the manner exact similar to that in [26],
Theorem 5.4. Under the same condition as that in Theorem 5.3, the solution to
equation (5.3) is strongly unique in the sense that
P
(
H(Xt, X̂t) = 0 for all t ∈ [0, T ]
)
= 1
if Xt and X̂t are solutions to (5.3) with the same initial value X0.
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