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1. Introduction
The LLL algorithmwas published in 1982 by Lenstra et al. [6]. It is a lattice basis reduction method.
Without loss of generality, we start with a nonsingular upper triangular matrix R, for otherwise
a general matrix of full column rank can be reduced to a nonsingular upper triangular matrix by
say the QR decomposition [3]. Let R be a nonsingular upper triangular matrix of order n. Then L =
{Rx| for all integer vectors x ∈ Zn} generates a lattice grid of dimension n. The columns of R form
a basis for L; for example, if R is a diagonal matrix, then L forms a rectangular lattice. In general, a
nonsingular upper triangular matrix generates a skewed lattice grid.
As an example, consider Fig. 1. The lattice grid on the left is generated by
R0 =
⎡⎢⎣
√
51
2
− 7√
51
0
√
2√
51
⎤⎥⎦ = (
√
51
2
)⎡⎣1 − 1451
0 2
√
2
51
⎤⎦ ≈ (√51
2
) [
1 −0.2745
0 0.0555
]
. (1)
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Fig. 1. The grid on the left is generated by the unreduced matrix R0, while the grid on the right is generated by the reduced
matrix R1 produced from R0 by the LLL algorithm.
The LLL algorithm reduces R0 to
R1 =
[
1 − 1
2
0 1√
2
]
≈
[
1 −0.5
0 0.7071
]
, (2)
which generates the grid on the right. Fig. 1 presents a geometrical interpretation of a reduced basis.
The grid produced by the reduced basis formed by the columns of R1 is less skewed than the grid
produced by the unreduced basis formed by the columns of R0. Note that, relative to the ﬁrst column
of the corresponding matrix, the second column of the reduced R1 is “larger” than the second column
of the unreduced R0.
Can the LLL algorithm be improved? In Section 2, we describe a matrix interpretation of the LLL
algorithm published in 2008 [7]. Building on this work [7], we develop in Section 3 a pivoting scheme
that can further reduce a lattice basis. A proof of termination of the pivoted algorithm is given in
Section 4. In Section 5, we use a class of ill-conditioned reduced matrices to illustrate the advantages
of adding pivoting to the LLL algorithm. Finally, in Section 6, we give two examples to show the impact
of our algorithm on applications in the problems of searching a closest lattice point [1] and verifying
integer parameter estimates [4].
2. LLL algorithm
Let us describe the LLL algorithm in terms of matrix operations [7]. The algorithm computes the
QRZ decomposition of an upper triangular matrix R:
R = QR˜Z−1, (3)
where the matrix Q is orthogonal, the upper triangular matrix R˜ is reduced [7], and the matrix Z is
unimodular [2, p. 9].
Deﬁnition 1 (Unimodular). A nonsingular integer matrixM is unimodular if det(M) = ±1.
It follows from the deﬁnition that a nonsingular integer matrixM is unimodular if and only ifM−1
is an integer matrix.
Deﬁnition 2 (Reduced basis [7]). A nonsingular upper triangular matrix R is reduced if
|ri,i| 2|ri,j|, for all 1 i < j n, (4)
and
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r2i,i + r2i−1,i ωr2i−1,i−1, for all 2 i n, (5)
where 0.25 < ω < 1.
In [6] it is suggested that one choose ω = 0.75 for typical applications. The triangular matrix R0
in (1) is not reduced because condition 5 is not satisﬁed for 0.25 < ω < 1, whereas the triangular
matrix R1 in (2) is reduced for 0.25 < ω 0.75. For R0 and R1, condition 5 requires that the second
column cannot be too small relative to the ﬁrst column.
The LLL algorithm comprises the following two building blocks. In the ﬁrst procedure, we use a
to denote the integer that is closest to a given real number a.
Procedure 1 (Decrease(i, j)). Given R and Z , calculate γ = ri,j/ri,i and form
Zij = In − γ eieTj ,
where ei is the ith unit vector. Then apply Zij to both R and Z:
R ← RZij and Z ← ZZij.
Thus, if |ri,i| < 2|ri,j| in the old R, then in the updated R, we have |ri,i| 2|ri,j|, thereby satisfying
condition (4).
Procedure 2 (SwapRestore(i)). Given R, Z , and Q , compute the plane reﬂection
Ji =
[
c s
s −c
]
,
such that
Ji
[
ri−1,i−1 ri−1,i
0 ri,i
]
P =
[
rˆi−1,i−1 rˆi−1,i
0 rˆi,i
]
, where P =
[
0 1
1 0
]
.
Then apply Qi = diag([Ii−2 Ji In−i]) and permutation Πi = diag([Ii−2 P In−i]) to R, Z , and Q :
R ← QiRΠi, Z ← ZΠi, Q ← QQi.
The above procedure swaps columns i − 1 and i of R, and subsequently restores its upper triangular
structure. If in the old R, we have r2i,i + r2i−1,i < ωr2i−1,i−1, where |ri−1,i| |ri−1,i−1|/2. Then in the
updated R, we get r2i,i + r2i−1,i ωr2i−1,i−1, satisfying condition (5).
Algorithm 1 (Matrix LLL algorithm [7]). Given an n × n nonsingular upper triangular R = [ri,j] and a
parameter ω, where 0.25 < ω < 1, this algorithm computes an orthogonal matrix Q and an integer
unimodular matrix Z . The algorithm overwrites R, so that the new upper triangular matrix R equals
QTRZ and its columns form a reduced basis.
set Z ← I and Q ← I;
k ← 2;
W1 while k n
I1 if |rk−1,k/rk−1,k−1| > 1/2
I1.1 Decrease(k − 1, k);
endif
I2 if r2k,k + r2k−1,k < ωr2k−1,k−1;
I2.1 SwapRestore(k);
I2.2 k ← max(k − 1, 2);
else
F1 for i = k − 2 downto 1
I3 if |ri,k/ri,i| > 1/2
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I3.1 Decrease(i, k);
endif
endfor
I2.3 k ← k + 1;
endif
endwhile
In the algorithm, if |ri,i| < 2|ri,k| for some k > i on line I1 (respectively, line I3), Decrease(i, k) is
called on line I1.1 (respectively, I3.1) to ensure that the new ri,i and ri,k satisfy the ﬁrst condition (4). If|rk−1,k−1| 2|rk−1,k| satisfying (4) but
r2k,k + r2k−1,k < ωr2k−1,k−1
on line I2, then SwapRestore(k) is called on line I2.1 so that the new rk−1,k−1, rk−1,k , and rk,k satisfy the
second condition (5).
In the original LLL algorithm, the matrix R is given in the form R = DU, where D denotes the
diagonal part of R and U is upper triangular with a unit diagonal. Thematrices D2 and U are calculated
by applying the modiﬁed Gram–Schmidt orthogonalizationmethod to a general matrix of full column
rank. The original LLL algorithm is square-root-free by working with D2 and U. See [6] for details on
avoiding square roots, and see [7] for the relations between the original LLL algorithm and the matrix
version.
Example 1. Let R0 be the matrix in (1) and let ω = 0.75. It is easily veriﬁed that R0 satisﬁes the ﬁrst
condition (4) but not the second condition (5). Applying SwapRestore followed by Decrease, we get
the QRZ decomposition:
R0 = Q1R1Z−11 =
⎡⎢⎣− 7√51
√
2√
51√
2√
51
7√
51
⎤⎥⎦[1 − 12
0 1√
2
] [
0 1
1 3
]−1
, (6)
where R1 is same as the matrix given in (2). The matrix R1 satisﬁes both conditions (4) and (5), and is
thus reduced.
Fig. 1 shows that the grid generated by the reduced R1 is less skewed than the one generated by
the original unreduced R0. The difference may be quantiﬁed by using condition numbers. In terms of
the traditional 2-norm condition number, we have
cond(R0) = 19.39 and cond(R1) = 1.97.
Thus, the condition number of a reducedmatrix may bemuch smaller than that of the original matrix.
In other words, the LLL algorithm could vastly improve the conditioning of a matrix.
How does the LLL algorithm improve the conditioning of a triangular matrix? The ﬁrst condition
(4) requires that the off-diagonal entries of a reduced R be small relative to the diagonal ones. For
a triangular matrix, possible sources of ill conditioning include large off-diagonal elements and big
variations in sizes of the diagonal elements [5, p. 142]. Thus, by enforcing condition (4), the procedure
Decrease improves matrix conditioning. The second condition (5) requires that the diagonal elements
cannot decrease too rapidly from top to bottom. The strictness of the ordering is controlled by the value
of ω: as ω becomes smaller, the diagonal elements can decrease more rapidly. Although procedure
SwapRestore itself does not affect matrix conditioning, it pushes up and to the left small diagonal
elements so that procedure Decreasemay operate. The LLL algorithm can improvematrix conditioning
when procedure SwapRestore is followed by procedure Decrease.
3. A pivoting scheme
Let ω be ﬁxed. In this section, we introduce a pivoting strategy into the LLL algorithm that may
improve conditioning by further reducing the off-diagonal elements.
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Consider a nonsingular 2 × 2 upper triangular matrix:
R = η
[
1 a
0 b
]
, (7)
where ηb /= 0. Suppose that the matrix is already in the reduced form, that is,
|a| 1
2
and a2 + b2 ω. (8)
Permuting its columns, we get
RΠ = η
[
a 1
b 0
]
.
To restore the triangular structure, we apply the reﬂection:
F = 1√
a2 + b2
[
a b
b −a
]
and get the new upper triangular matrix:
R˜ = FRΠ = η
√
a2 + b2
⎡⎣1 aa2+b2
0 b
a2+b2
⎤⎦ . (9)
The procedure Decreasewill decrease the size of its (1, 2)-entry when
|a|
a2 + b2 >
1
2
.
Equivalently,
a2 + b2 < 2|a|,
or
(ηa)2 + (ηb)2 < 2|η||ηa|. (10)
In summary, suppose the matrix R in (7) is reduced; that is, a and b satisfy condition (8). If η, a and b
also satisfy condition (10) and if we apply procedure SwapRestore, the resultant matrix R˜ in (9) is no
longer reduced. The application of the procedure Decrease to R˜will decrease the size of its (1, 2)-entry.
Thus, in addition to conditions (4) and (5), we introduce a third condition:
(ηa)2 + (ηb)2  2μ|η||ηa|, (11)
where 0 < μ < 1. For an n × nmatrix, we write condition (11) as
r2i,i + r2i−1,i  2μ|ri−1,i−1| · |ri−1,i|, (12)
where 0 < μ < 1. However, we are only interested in reduced matrices that do not satisfy (12). Thus,
2μ|ri−1,i−1| · |ri−1,i| > r2i,i + r2i−1,i ωr2i−1,i−1,
or
μ|ri−1,i−1|(2|ri−1,i|) > r2i,i + r2i−1,i ω|ri−1,i−1| · |ri−1,i−1|.
It follows that
μ(2|ri−1,i|) > ω|ri−1,i−1|.
From (4), we have
2|ri−1,i| |ri−1,i−1|.
Hence for reduced matrices that do not satisfy (12), we must enforce that
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1 > μ > ω. (13)
What is the effect of reducing the size of (1, 2)-entry of a 2 × 2 upper triangular matrix? We will
show that the 2-norm condition number is improved. Without loss of generality, consider the upper
triangular matrix[
1 x
0 y
]
.
Its singular values are the square roots of
(x2 + y2 + 1) ±
√
(x2 + y2 + 1)2 − 4y2
2
.
It then follows that its 2-norm condition number is
(x2 + y2 + 1) +
√
(x2 + y2 + 1)2 − 4y2
2|y| ,
showing that the condition number is improved when |x| is decreased.
Lemma 1. Given a 2 × 2 upper triangular matrix R, if condition (4) is not satisﬁed, then the procedure
Decrease reduces the 2-norm condition number of R.
Since SwapRestore applies orthogonal transformations, we have the following lemma.
Lemma 2. Given a 2 × 2 upper triangularmatrix R, the procedure SwapRestore does not affect the 2-norm
condition number of R.
The two lemmas say that if R in (7) satisﬁes (8) and (10), then by applying SwapRestore, R is
transformed into R˜ and cond(˜R) = cond(R). The application of Decrease then reduces cond(˜R). Con-
sequently, the condition of R is reduced.
Example 2. We proceed further with Example 1. Let R1 be the matrix in (2) and let ω = 0.75. Choose
μ so that ω < μ < 1. Recall that the matrix R1 satisﬁes conditions (4) and (5). However, it does not
satisfy condition (12). Applying procedure SwapRestore and then procedure Decrease, we get the QRZ
decomposition
R1 = Q2R2Z−12 =
⎡⎢⎣− 1√3
√
2√
3√
2√
3
1√
3
⎤⎥⎦
⎡⎣
√
3
2
√
3
6
0
√
2√
3
⎤⎦ [0 1
1 1
]−1
. (14)
Recall that cond(R0) = 19.39 and cond(R1) = 1.97. The condition number is further reduced to
cond(R2) = 1.41.
Putting the decompositions (6) and (14) together, we have
R0 = QR2Z−1 =
⎡⎢⎣ 3√17 − 2
√
2√
17
2
√
2√
17
3√
17
⎤⎥⎦
⎡⎢⎣
√
3
2
√
3
6
0
√
2√
3
⎤⎥⎦ [1 1
3 4
]−1
.
We get
R2 =
⎡⎣
√
3
2
√
3
6
0
√
2√
3
⎤⎦ = (√3
2
) [
1 1
3
0 2
√
2
3
]
≈
(√
3
2
) [
1 0.3333
0 0.9428
]
. (15)
The ﬁnal upper triangular R2 satisﬁes all three conditions (4), (5) and (12). We propose to say that R2
is strongly reduced.
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Fig. 2. The grid on the left is generated by matrix R1 and the one on the right is generated by matrix R2. The grids illustrate that
a reduced basis can be further reduced via pivoting.
The grids generated by R1 and R2 in Fig. 2 show that pivoting can further reduce a reduced lattice
basis.
Deﬁnition3 (Strongly reduced basis).Choose scalarsω andμ so that 0.25 < ω < μ < 1. Anonsingular
upper triangular matrix R is said to be strongly reduced if it satisﬁes conditions (4), (5) and (12):
|ri,i| 2|ri,j|, for all 1 i < j n,
r2i,i + r2i−1,i ωr2i−1,i−1, for all 2 i n
and
r2i,i + r2i−1,i  2μ|ri−1,i−1| · |ri−1,i|, for all 2 i n.
Algorithm2 (Pivoted LLL algorithm).Given an n × n nonsingular upper triangularmatrix R = [ri,j] and
two parameters ω and μ, where 0.25 < ω < μ < 1, this algorithm computes an orthogonal matrix
Q and an integer unimodular matrix Z . The algorithm overwrites R, so that the new upper triangular
matrix R equals QTRZ and its columns form a strongly reduced basis.
set Z ← I and Q ← I;
k ← 2;
W1 while k n
I1 if |rk−1,k/rk−1,k−1| > 1/2
I1.1 Decrease(k − 1, k);
endif
I2 if r2k,k + r2k−1,k < ωr2k−1,k−1;
I2.1 SwapRestore(k);
I2.2 k ← max(k − 1, 2);
else
I4 if r2k,k + r2k−1,k < 2μ|rk−1,k−1| · |rk−1,k| % pivoting
I4.1 SwapRestore(k);
I4.2 Decrease(k − 1, k);
I4.3 k ← max(k − 1, 2);
else
F1 for i = k − 2 downto 1
I3 if |ri,k/ri,i| > 1/2
I3.1 Decrease(i, k);
endif
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endfor
I2.3 k ← k + 1;
endif
endif
endwhile
4. Termination
In [6, p. 521], a proof of the termination of Algorithm 1 is given. After incorporating pivoting, will
Algorithm 2 always terminate? In this section, we present an afﬁrmative answer. The proof presented
in [6, p. 521] is based on a lemma and a theorem in lattice theory, and the proof is qualitative in that it
establishes the number of iterations as ﬁnite without giving an explicit upper bound. In comparison,
our proof is based on matrices and is quantitative in that it derives an explicit upper bound for the
number of iterations.
To prove that Algorithm 2 terminates, we ﬁrst show that the number of calls to the procedure
SwapRestore is ﬁnite. If the condition on line I2 in Algorithm 2 is true, then SwapRestore(k) (line I2.1)
is called; in particular,[
rˆk−1,k−1 rˆk−1,k
0 rˆk,k
]
=
[
c s
s −c
] [
rk−1,k−1 rk−1,k
0 rk,k
] [
0 1
1 0
]
.
We then have
rˆ2k−1,k−1 = r2k−1,k + r2k,k < ωr2k−1,k−1.
Similarly, when the condition on line I4 is true, SwapRestore(k) (line I4.1) is called and we have
rˆ2k−1,k−1 = r2k−1,k + r2k,k < 2μ|rk−1,k−1| · |rk−1,k|μr2k−1,k−1,
since 2|rk−1,k| |rk−1,k−1| after the execution of the “if” statement on line I1. Note that the
Decrease(k − 1, k) on line I4.2 does not change rˆk−1,k−1 and rˆk,k . In summary, every time when
SwapRestore(k) (line I2.1) or pivoting (lines I4.1 and I4.2) is carried out, the value of the (k − 1, k − 1)st
entry of R is reduced by a positive factor smaller than
√
ω or
√
μ, a constant strictly less than one. On
the other hand, the product rˆ2k−1,k−1 rˆ2k,k = r2k−1,k−1r2k,k stays invariant. Consider the products
dj =
j∏
i=1
|ri,i|, for j = 1, . . . , n − 1,
and let
ν = max(ω,μ) < 1.
Each time when SwapRestore(k) is called, dk−1 is reduced by a positive factor smaller than
√
ν , while
the other d1, . . . , dk−2, dk, . . . , dn−1 remain unchanged. If SwapRestore is called inﬁnitely many times,
then there must exist at least one dj which is reduced by a factor smaller than
√
ν inﬁnitely many
times. Since ν < 1, dj would approach zero. Note that dj = | det(Rj)|, where Rj denotes the jth leading
principal submatrix of the updated R. It follows that if SwapRestore is called inﬁnitelymany times then
det(Rj)would approach zero, contradicting the fact that R is nonsingular. Thus, the number of calls to
SwapRestore(k) is ﬁnite.
Now we derive an upper bound for the number of iterations of the “while” loop. Consider any one
dj . If it is reduced by the factor
√
ν for a total ofMj times, where
Mj = 2 ln(Du/dj)
ln ν
,
u denotes the unit numerical roundoff and D = | det(R)|, then dj is reduced to νMj/2dj = Du. For
any Nj > Mj , we have ν
Nj/2dj < Du and we say that the submatrix Rj after it is reduced Nj times is
numerically singular, since its determinant is smaller, relative toD = | det(R)|, than the roundoff error
u. Let dmax = max(dj). Then an upper bound for the number of calls to the procedure SwapRestore is
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M = 2(n − 1) ln(Du/dmax)
ln ν
,
since there are n − 1 leading principal submatrices of R. FromAlgorithm 2, the loop index k is possibly
decremented by one (line I2.2 or line I4.3) only after SwapRetore is called. Hence themaximumnumber
of times the loop index k is decremented is M. Since k is initialized to 2 and its values range from 2
to n + 1, it can be incremented at mostM + n − 1 times. The structure of Algorithm 2 reveals that in
each iteration of the “while” loop, either SwapRestore (line I2.1 or line I4.1) is called or k is incremented
(line I2.3). The “while” loop thus iterates at most 2M + n − 1 times.
As a bonus, we can derive an upper bound to the number of calls to procedure Decrease. We note
that the parameter k is incremented (line I2.3) at most M + n − 1 times, and that the value of k is
at most n when the “for” loop (line F1) is executed. Thus, the procedure Decrease is called at most
(n − 2)(M + n − 1) times.
5. A class of ill-conditioned reduced matrices
The LLL algorithm does not always improve the conditioning of an upper triangular matrix. In
this section, we show that our pivoted algorithm can signiﬁcantly improve the condition of a class of
matrices that are reduced and ill-conditioned.
We generalize an n × n example given in Luk and Tracy [7], also in [3, p. 260]:
Tξ = diag(1, ξ , ξ2, . . . , ξ n−1) ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −0.5 −0.5 · · · · · · −0.5
1 −0.5 · · · · · · −0.5
1
. . . · · · −0.5
. . .
. . .
...
1 −0.5
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (16)
where 0 < ξ  1. We get the example in [7] when ξ = 1. The matrix becomes very ill-conditioned
when n 	 2. Indeed, its inverse is given by
T
−1
ξ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1.50/2 1.51/2 · · · · · · 1.5n−2/2
1 1.50/2 · · · · · · 1.5n−3/2
1
. . . · · · 1.5n−4/2
. . .
. . .
...
1 1.50/2
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
· diag(1, ξ−1, ξ−2, . . . , ξ−(n−1)).
In the following, we show how our pivoted algorithm can signiﬁcantly improve the conditioning of
the matrix in (16). We begin with the leading 2 × 2 submatrix of Tξ :
T
(2)
ξ =
[
1 − 1
2
0 ξ
]
.
Note that T
(2)
ξ can also be viewed as a generalization of the matrix R1. For T
(2)
ξ to be reduced, we want
ξ2 + 0.25ω;
that is,
ξ 
√
ω − 0.25.
At the same time, for T
(2)
ξ to be not strongly reduced, we have
ξ2 + 0.25 < μ;
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that is,
ξ <
√
μ − 0.25.
Putting both bounds together, we get that when
√
ω − 0.25 ξ <
√
μ − 0.25, (17)
the matrix T
(2)
ξ is reduced but not strongly reduced. It is easy to check that the n × n matrix Tξ is
reduced, but not strongly reduced if ξ satisﬁes the inequalities in (17).
Our Algorithm 2 can improve the condition of Tξ , andwe illustratewith its leading 3-by-3 principal
submatrix T
(3)
ξ . Let
μ = 0.9, ω = 0.75 and ξ = √ω − 0.25 = 1/√2.
The matrix T
(3)
ξ is reduced:
T
(3)
ξ =
⎡⎢⎢⎢⎣
1 − 1
2
− 1
2
1√
2
− 1
2
√
2
1
2
⎤⎥⎥⎥⎦ ≈
⎡⎢⎢⎣
1 −0.5 −0.5
0.7071 −0.3536
0.5
⎤⎥⎥⎦ . (18)
However, the leading 2-by-2 principal submatrix is not strongly reduced because it does not satisfy
condition (12). After applying the pivoting scheme, viz., SwapRestore(2) and Decrease(1, 2), we change
T
(3)
ξ to⎡⎢⎢⎢⎢⎣
√
3
2
√
3
6
0
2√
6
− 3
2
√
6
1
2
⎤⎥⎥⎥⎥⎦ ≈
⎡⎢⎢⎣
0.8660 0.2887 0
0.8165 −0.6124
0.5
⎤⎥⎥⎦ .
Now, its trailing 2-by-2 submatrix does not satisfy condition (4). Thus, Decrease(2, 3) reduces the
matrix to⎡⎢⎢⎢⎢⎣
√
3
2
√
3
6
√
3
6
2√
6
1
2
√
6
1
2
⎤⎥⎥⎥⎥⎦ ≈
⎡⎢⎢⎣
0.8660 0.2887 0.2887
0.8165 0.2041
0.5
⎤⎥⎥⎦ .
Next, the trailing 2-by-2 submatrix of the above matrix does not satisfy condition (5), and
SwapRestore(3) transforms it into⎡⎢⎢⎢⎢⎢⎣
√
3
2
√
3
6
√
3
6√
7
2
√
6
√
2√
21
2√
7
⎤⎥⎥⎥⎥⎥⎦ ≈
⎡⎢⎢⎣
0.8660 0.2887 0.2887
0.5401 0.3086
0.7559
⎤⎥⎥⎦ .
Then the leading 2-by-2 principal submatrix of the above matrix does not satisfy condition (5), and
SwapRestore(2) changes it into⎡⎢⎢⎢⎢⎣
3
2
√
6
1√
6
1√
6
7
2
√
21
1
2
√
21
2√
7
⎤⎥⎥⎥⎥⎦ ≈
⎡⎢⎢⎣
0.6124 0.4082 0.4082
0.7638 0.1091
0.7559
⎤⎥⎥⎦ .
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Table 1Apply Algorithm 2 to improve the condition of Tξ using n = 20 and μ = 0.9.
ω ξ = √ω − 0.25 κ(Tξ ) κ(T̂ξ ) # pivotings # Decrease
0.89 0.80 2.7 × 105 2.0 × 101 1 503
0.85 0.77 4.7 × 105 3.5 × 101 2 502
0.80 0.74 1.0 × 106 7.4 × 101 2 506
0.75 0.71 2.4 × 106 1.7 × 102 3 547
0.70 0.67 6.3 × 106 4.4 × 102 2 526
0.60 0.59 6.3 × 107 4.3 × 103 5 557
0.50 0.50 1.4 × 109 8.9 × 104 8 578
Finally, Decrease(1, 2) and Decrease(1, 3) further reduce the (1, 2) and (1, 3)-entries and produce
T̂
(3)
ξ =
⎡⎢⎢⎢⎢⎣
3
2
√
6
− 1
2
√
6
− 1
2
√
6
7
2
√
21
1
2
√
21
2√
7
⎤⎥⎥⎥⎥⎦ ≈
⎡⎢⎢⎣
0.6124 −0.2041 −0.2041
0.7638 0.1091
0.7559
⎤⎥⎥⎦ .
As shown in the preceding, although only one pivoting is invoked, the pivoting triggers a sequence of
calls to SwapRestore and Decrease. Consequently, the conditioning is improved. Speciﬁcally,
cond
(
T
(3)
ξ
)
= 3.69 and cond
(
T̂
(3)
ξ
)
= 1.64.
We ran bigger experiments with n = 20. As before, we usedμ = 0.9. But we tried different values
ofω that are less thanμ. Results are presented in Table 1, where κ(Tξ ) denotes the condition number
of the initial matrix Tξ and κ(T̂ξ ) denotes the condition number of the ﬁnal matrix T̂ξ after applying
Algorithm 2. When ξ = 1, κ(Tξ ) = 7.6 × 103. As ξ gets smaller, the matrix Tξ becomes worse con-
ditioned. The original LLL algorithm cannot decrease κ(Tξ ) because the matrix Tξ is already reduced.
Amazingly, our pivoted LLL algorithm decreases the condition numbers by about 104, as illustrated by
the values of κ(Tξ ) and κ(T̂ξ ) in Table 1. The small numbers of pivotings and calls to Decrease show
that our new algorithm can be very cost effective.
6. Examples
In this section, we give two examples to show the impact of our pivoted LLL algorithm on some
applications. The ﬁrst example is about the general problem of searching for a closest lattice point to a
given point. The second example concerns integer parameter estimation in global positioning systems
(GPS).
In our experiments, a random matrix A of order n with a speciﬁed condition number κ > 1 was
generated as follows. First, we generated n singular values evenly spaced between 1 and κ−1. Then
two random orthogonal matrices U and V of order n were obtained from the QR decompositions of
two randommatrices with entries uniformly distributed between 0 and 1. Finally, A = UΣVT, where

 denotes the diagonal singular value matrix.
In both examples, n = 20 and the parameterω = 0.75 in the LLL algorithm. Each entry in the tables
represents the average of 10 random cases.
Example1. In solving theproblemof searching for a closest latticepoint toagivenpoint, basis reduction
algorithms can be used as a preprocessing stage to signiﬁcantly improve the speed and numerical
stability [1, p. 2206]. The reason, as pointed out in [1, p. 2202], is that reduced basis vectors are short
and “reasonably” orthogonal to each other. In this example, we compare the orthogonality of basis
vectors. We measure the orthogonality, denoted by φ, by an approximation of the average size of the
off diagonal elements of RTR, where R is the upper triangular matrix in the QRZ decomposition (3);
that is,
φ ≡ 1√
n(n − 1)‖R
TR − diag(RTR)‖F .
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Table 2 Condition numbers and orthogonality before and after the LLL reduction or the pivoted LLL reduction. The parameter
μ in the pivoted method is set to 0.75, equal to ω in LLL.
Condition κ Orthogonality φ
Original LLL Pivoted Original LLL Pivoted
104 19.12 16.91 0.07046 0.05424 0.04777
105 20.89 17.44 0.06999 0.04412 0.03746
Table 3 Values of |r1,1| and the determinants of the (n − 1)st order leading principal submatrix of R, denoted by Rn−1, before
and after the application of the LLL reduction algorithm or the pivoted LLL algorithm. The parameter μ in the pivoted method
is set to 0.9.
|r1,1| Determinant of Rn−1
Original LLL Pivoted Original LLL Pivoted
0.5902 0.4271 0.3587 1.591 × 10−8 3.236 × 10−11 2.772 × 10−11
0.5728 0.3900 0.3214 1.007 × 10−8 3.599 × 10−12 3.130 × 10−12
Table 2 shows that the LLL algorithm can signiﬁcantly improve the orthogonality of the columns
of R, and that our pivoted algorithm can make further improvements. Consequently, as shown in the
table, the condition number is reduced. When the parameterμ in the pivoted method is set to a value
closer to 1 (such as 0.9, compared against ω = 0.75 in the LLL algorithm), the improvement by the
pivoted algorithm becomes even greater.
Example 2.Weconsider integer parameter estimation in linearmodels. In [4], the authors show that by
using the LLL algorithm, the integer least-squares problem associated with estimating parameters can
be solved efﬁciently in practice. They propose an upper bound and a lower bound for the probability of
correct integerparameter estimates to verify the estimates in [4, p. 2938]. In aq-dimensional sublattice,
the bounds depend on the determinant of the sublattice and the minimum norm of the basis vectors
for the sublattice [4, p. 2942]. In terms ofmatrices, the determinant of a q-dimensional sublattice is the
determinant of the qth order leading principal submatrix of R in the QRZ decomposition (3) and the
minimumnormis theminimumnormof theﬁrstq columnsofR. For simplicity, in this example,weonly
compare the norm of the ﬁrst column of R, namely |r1,1|, which is often theminimum column norm of
a reduced R, and the determinant of Rn−1, denoting the (n − 1)st order leading principal submatrix of
R. Table 3 shows that our pivoted algorithm produces smaller |r1,1| and smaller determinants of Rn−1
than the LLL algorithm. Consequently, the pivoted LLL algorithm can provide sharper bounds for the
probability of correct integer parameter estimates.
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