A set A of non-negative integers is called a Sidon set if all the sums a 1 + a 2 , with a 1 ≤ a 2 and a 1 , a 2 ∈ A, are distinct. One of the best studied problems on Sidon sets is the determination of the maximum possible size F (n) of a Sidon subset of [n] = {0, 1, . . . , n − 1}. Thanks to results of Chowla, Erdős and Turán from the 1940s, it is known that F (n) = (1 + o (1)) √ n. In this paper we study Sidon subsets of sparse random sets of integers, replacing the 'dense environment' [n] by a sparse, random subset R of [n], and ask how large a subset S ⊂ R can be, if we require that S should be a Sidon set.
Introduction
Recent years have witnessed vigorous research in the classical area of additive combinatorics. An attractive feature of these developments is that applications in theoretical computer science have motivated some of the striking research in the area (see, e.g., [26] ). For a modern treatment of the subject, the reader is referred to [25] . In this paper, we investigate a natural problem in probabilistic additive combinatorics. Among the best known concepts in additive number theory is the notion of a Sidon set. We investigate Sidon subsets of random sets of integers, and obtain surprisingly tight bounds on their relative density.
A set A of non-negative integers is called a Sidon set if all the sums a 1 + a 2 , with a 1 ≤ a 2 and a 1 , a 2 ∈ A, are distinct. One of the best studied problems on Sidon sets is the determination of the maximum possible size F (n) of a Sidon subset of [n] = {0, 1, . . . , n − 1}. In 1941, Erdős and Turán [7] showed that F (n) ≤ (1 + o(1)) √ n. In 1944, Chowla [3] and Erdős [6] , independently of each other, proved that F (n) ≥ (1 + o(1)) √ n. Consequently, it is known that F (n) = (1 + o(1)) √ n. For a wealth of related material, the reader is referred to the classical monograph of Harberstam and Roth [10] and to a recent survey by O'Bryant [19] and the references therein.
Here, we investigate Sidon subsets of sparse, random sets of integers, that is, we replace the 'environment ' [n] by a sparse, random subset R of [n] , and ask how large a subset S ⊂ R can be, if we require that S should be a Sidon set.
Investigating how classical extremal results in 'dense' environments transfer to 'sparse' settings has proved to be a deep line of research. A fascinating example along these lines occurs in the celebrated work of Tao and Green [9] , where Szemerédi's classical theorem on arithmetic progressions [24] is transferred to certain sparse, pseudorandom sets of integers (see [20, 21, 25] for more in this direction).
Much closer examples to our setting are a version of Roth's theorem on 3-term arithmetic progressions [22] for random subsets of integers [17] , and the far reaching generalizations due to Schacht [23] and Conlon and Gowers [4] . For the sake of brevity, we shall not discuss this further and refer the reader to [23] , [11, Chapter 8] , and [15, Section 4] .
Let us now state a weak, but less technical version of our main result. Let F (R) = max |S|, where the maximum is taken over all Sidon subsets S ⊂ R. Standard methods give that, almost surely, that is, with probability tending to 1 as n → ∞, we . On the other hand, the results of Schacht [23] and Conlon and Gowers [4] imply that, if m = m(n) n 1/3 , then, almost surely, we have
Thus F ([n] m ) undergoes a sudden change of behaviour at m = n 1/3+o (1) . The following abridged version of our results already gives us quite precise information on F ([n] m ) for the whole range of m.
There exists a constant b = b(a) such that almost surely
Furthermore,
Thus, the function b = b(a) is piecewise linear. The graph of b = b(a) is given in Figure 1 . The point (a, b) = (1, 1/2) in the graph is clear from the Erdős-Turán and Chowla results [3, 6, 7] mentioned above. The behaviour of b = b(a) in the interval 0 ≤ a ≤ 1/3 is not hard to establish. The fact that the point (1/3, 1/3) could be an interesting point in the graph is suggested by the results of Schacht [23] and Conlon and Gowers [4] . It is somewhat surprising that, besides the point a = 1/3, there is a second value at which b = b(a) is "critical," namely, a = 2/3. Finally, we find it rather interesting that b = b(a) should be constant between those two critical points.
In Section 2, we state our results in full. We in fact determine F ([n] m ) up to a constant multiplicative factor for the range of m ≤ n 2/3−δ for any fixed δ > 0; for the remaining values of m, we shall not be off by more than a polylogarithmic factor. On the other hand, understanding the fine behavior of F ([n] m ) remains open. For example, it would be interesting to decide whether, for any constant α, there is a constant β = β(α) such that, if m = αn 1/3 , then F ([n] m ) = (β + o(1))m holds almost surely. Also it would be interesting to determine the behavior of F ([n] m ) for m ≥ n 2/3−δ up to a constant multiplicative factor.
2 Main results 2.1 Statement of the main results. Our first result corresponds to the range 0 ≤ a ≤ 1/3 in Theorem 1.1.
Our next result covers the range 1/3 ≤ a < 2/3 in Theorem 1.1.
where c 1 is a positive absolute constant.
We now turn to the point a = 2/3 in Theorem 1.1.
then, almost surely, we have (2.7)
where c 4 is a positive absolute constant.
We remark that Theorems 2.2 and 2.3 consider ranges that overlap (functions m = m(n) of the form n 2/3−δ for some 0 < δ < 1/3 are covered by both theorems). Finally, we consider the range 2/3 ≤ a ≤ 1 in Theorem 1.1.
Theorem 2.4. There exist positive absolute constants c 5 and c 6 for which the following holds.
2.2 Organization. The next section is devoted to some preliminaries. In Section 4, we consider the upper bounds in Theorems 2.2-2.4. Section 5 is devoted to the proof of the key lemma that is required in the proofs of those upper bounds. Section 6 contains a key lemma for the proofs of the lower bounds in Theorems 2.2-2.4. The proof of Theorem 2.1, which is based on a deletion argument, is given in Section 7.
In Section 8, we consider the proofs of the lower bounds in Theorems 2.2-2.4. For simplicity, we omit "floor" and "ceiling" symbols in our formulae when they are not essential. Definition 3.1. We shall say that an event in the probability space of the random sets [n] p or in the probability space of the random sets [n] m holds with overwhelming probability if the probability of failure of that event is O(n −C ) for any constant C, that is, if the probability of failure is superpolynomially small. Lemma 3.1. Let 1 ≤ m = m(n) < n and p = p(n) be such that np = m. Let P be an event in the probability space of the random sets [n] p . If [n] p has P with overwhelming probability, then [n] m has P ∩
[n] m with overwhelming probability.
3.2 Modular Sidon sets. Instead of working with integer arithmetic, it will be more convenient to work in the cyclic group of order n. A set A ⊂ [n] will be called a mod-n-Sidon set if all the sums (a 1 +a 2 ) mod n, with a 1 ≤ a 2 and a 1 , a 2 ∈ A, are distinct. For R ⊂ [n], we let F mod n (R) = max |S|, where the maximum is taken over all mod-n-Sidon sets S ⊂ R. We shall simply write F mod (R) for F mod n (R) if there is no danger of confusion.
The following lemma may be used to translate results from the modular setting to the non-modular setting.
Taking R = [n] p , Lemma 3.2 easily implies the following corollary.
also holds with overwhelming probability.
3.3 Monotonicy. In this section, we give two monotonicity results. First, one can easily observe the following fact (see, e.g., [12, Lemma 1.10]).
Fact 3.1. Let p = p(n) and q = q(n) be such that 0 ≤ p < q ≤ 1, and let a(n) > 0 and b(n) > 0 be functions of n.
≥ a(n) holds with overwhelming probability, then F mod ([n] q ) ≥ a(n) holds with overwhelming probability.
holds with overwhelming probability.
Statements (i) and (ii) in Fact 3.1 are, in fact, equivalent. We state them both explicitly just for convenience. Our second monotonicity result is, in some sense, a converse to Fact 3.1.
holds with overwhelming probability. Then, with overwhelming probability, This is our main lemma.
Lemma 4.1. Let t, s = t/ω and σ be such that
We give the proof of Lemma 4.1 in Section 5. Very roughly speaking, we shall encode some relevant arithmetic information using certain Cayley-type graphs, and, using certain methods developed for counting graphs with a specified number of vertices and edges that contain no 4-cycles, we shall obtain upper estimates for |B(t)|.
Lemma 4.1 above will be used in the form of the following immediate corollary. 
Proof of the upper bound in Theorems 2.2.
We first prove a binomial, modulo n version of the upper bound in Theorem 2.2.
, with overwhelming probability, we have
Proof. Let 0 < δ < 1/3 be given. Choose η > 0 small enough so that
Choose ω ≥ 4 so that
Finally, choose c so that
We shall now prove that we may take c 2 = c.
Next we observe that condition (4.12) holds, and hence Corollary 4.1 gives that (4.20)
Making use of (4.19) and the fact that tσ = ωsσ = ω(n 2 p 3 ) 1/3+η , we see that the upper bound in (4.20) is at most
which, by (4.17) and the fact that p ≥ 2n −2/3 , is at most
To complete the proof, it suffices to note that (4.18) implies that ξ < 1.
The upper bound in (2.5) in Theorem 2.2 follows from Lemma 3.1, Corollary 3.1, and Theorem 4.1.
Proof of the upper bound in Theorem 2.3.
We prove the following result, which, again by Lemma 3.1 and Corollary 3.1, suffices to establish the upper bound in (2.7) in Theorem 2.3.
, and let
Then, with overwhelming probability, we have
Proof. We again use Corollary 4.1. In order to apply that result with p = p(n) given in (4.23), we let s = (n log n) 1/3 and t = ωs, where
Also, we take σ = 1/4. Before using Corollary 4.1, we first check condition (4.12) holds for all large enough n:
log n log n 1/3 = 27 + o(1) ≥ 4.
• σ < 1 holds by the definition of σ = 1/4.
• s
and 2 log(σs)
Since the condition of Lemma 4.1 is satisfied, the only thing we shall check for the proof of Theorem 4.2 is whether the base of the exponential in (4.13) is less than 1. That is, whether
Note that
We claim that
Indeed, condition (4.29) is fulfilled with the choice (4.25) of ω: as ω ≥ 2(log n)/ log(1+α), we have t 2/ω ≤ n 2/ω ≤ 1 + α and hence
if n is large enough, as α ≤ n 1/3 . Combining (4.27) and (4.29) implies (4.26), which completes the proof of Theorem 4.2.
Proof of the upper bound in Theorem 2.4.
In view of Lemma 3.1 and Corollary 3.1, it suffices to prove the following result.
holds with overwhelming probability. Furthermore, if
then, with overwhelming probability,
Proof. The right-hand side of (4.32) is equal to the right-hand side of (4.30) when p = n −1/3 (log n) 5/3 . Hence, by Fact 3.1, it is enough to prove that (4.32) holds with overwhelming probability for all p as in (4.31). To that end, let p = p(n) as in (4.31) be given.
Set ω = log n, σ = 1/2 and t = 6 √ np log n. With this choice of parameters, the first two inequalities in (4.12) are clearly satisfied. Recalling (4.31), we see that the third inequality in (4.12) also holds.
Having verified (4.12), we invoke Corollary 4.1 and obtain that the probability that [n] p should contain a mod-n-Sidon set of t elements is at most
completing our proof. a solution (a 1 , a 2 , b 1 , b 2 ) if a 1 , a 2 , b 1 and b 2 are in A.
The following simple remark gives equivalent conditions for a set A ⊂ [n] to be a mod-n-Sidon set. (ii) A does not contain any solution
In view of the above fact, we introduce the following definition. 5.2 A Cayley-type graph. Our approach for counting the number of mod-n-Sidon sets of a given cardinality contained [n] is based on encoding some arithmetic information in some graphs. It will be convenient to consider edge-labelled graphs, which may have loops, but will have no multiple edges. Note that G A will have a loop labelled 2u mod n at the vertex u if 2u mod n ∈ A.
Our next observation states that a solution of equation (5.34) contained in A can be regarded as a closed walk of length 4 in G A and vice versa. We will use the following notation for walks in G A .
Notation 5.1. Let v ∈ [n] and a i ∈ A (1 ≤ i ≤ l) be given. The unique walk of length l in G A starting at v and whose ith edge is labelled a 1 a 2 . . . a l ) . In view of the above fact, we introduce the following terminology.
We have the following fact. The following fact gives an equivalent condition for a closed walk (0, a 1 b 1 a 2 b 2 ) to be nontrivial. Proof. Suppose v is connected to u ∈ A by a rainbow walk W of length 2 in G A and suppose the middle vertex w of W is nonzero. By Fact 5.3, it is enough to show that the graph G A∪{v} contains a nontrivial closed walk of length 4.
Since u and v are in A ∪ {v}, the graph G A∪{v} contains the edges {0, u} and {0, v}. These edges together with the edges {u, w} and {w, v} in W form the closed walk (0, u(u + w)(v + w)v) of length 4 in G A∪{v} . The corresponding solution is u + (v + w) = (u + w) + v. Since w = 0 and u = v, the solution is nontrivial. Hence the closed walk (0, u(u + w)(v + w)v) in G A∪{v} is nontrivial. This completes the proof.
Remark 5.1. The converse of Proposition 5.1 also holds, but this fact will not be required in the proof of Lemma 4.1.
5.3
Proof of Lemma 4.1. Lemma 4.1 gives an upper bound on the cardinality of the family of modn-Sidon sets of size t. The idea of the proof, based on a method introduced in [14] (see also [8, 16] ), is as follows. For a suitably chosen s < t, each mod-n-Sidon set of size t is generated in two phases:
(i) The first s elements are chosen arbitrarily to form a mod-n-Sidon set B 0 .
(ii) The remaining t − s elements are chosen by Algorithm 5.1, given below.
Note that, in general, there will be many ways of extending the set B 0 from phase (i) in phase (ii). To reflect this fact, Algorithm 5.1 will be a non-deterministic algorithm. To spell it out: certain steps of the algorithm will involve arbitrary choices; corresponding to each sequence of choices we shall have a specific output set of t − 2s elements, extending B 0 .
We will show that, when the first s elements of phase (ii) are chosen, the set of all "candidates" for the remaining t − 2s elements is very small, and this will let us prove Lemma 4.1. The logical structure of the proof of Lemma 4.1, which is based on two propositions and three lemmas, is as in the following diagram. Before we proceed, we mention a technical point: Algorithm 5.1 may output some 'bad' sets A, that is, such that B 0 ∪ A is not a mod-n-Sidon. However, we shall show in Proposition 5.2 that any set A with B 0 ∪A a mod-n-Sidon can be generated by that algorithm, by appropriate non-deterministic choices during its execution. We shall show that the number of possible outputs of Algorithm 5.1 is suitably bounded from above, whence our bound on the number of mod-n-Sidon sets will follow.
We now introduce some notation. We may now describe our algorithm, Algorithm 5.1. The reader may find Figure 2 of some help while reading this algorithm. As mentioned before, the reason we are interested in this algorithm is given in Proposition 5.2 (see also the paragraph before Fact 5.5).
Algorithm 5.1. With input an integer t and a modn-Sidon set B 0 ⊂ [n] with |B 0 | = s < t, this algorithm outputs, non-deterministically, when it does not fail, a set A = {a 1 , . . . , a t−s } ⊂ [n] \ B 0 . We shall show that the family A(t, B 0 ) of all possible outputs A contains the family of all sets A ⊂ [n] \ B 0 with |A | = t − s such that A ∪ B 0 is a mod-n-Sidon set.
The algorithm proceeds as follows.
2. For 0 ≤ i ≤ t − s suppose we have already defined the "candidate sets" C 0 ⊃ C 1 ⊃ · · · ⊃ C i and a 1 , . . . , a i ∈ A, with a j ∈ C j−1 for all 1 ≤ j ≤ i.
3. If i = t − s, output A = {a i : 1 ≤ i ≤ t − s} and stop.
4. If i < t − s and C i = ∅, then the algorithm fails and stops, and there is no output.
Suppose now that i < t − s and that
Let y 1 , . . . , y |Ci| be the vertices of G 2 B0 [C i ] listed in a maxdeg order. Pick l i+1 with 1 ≤ l i+1 ≤ |C i | arbitrarily, and set a i+1 = y li+1 . (This is the key non-deterministic step in the algorithm.) 6 . Set L i = {y j : 1 ≤ j ≤ l i+1 } and let R i be the neighbourhood of y li+1 in the graph
Step 2.
Note that, in
Step 5, we have freedom in the choice of a i+1 , reflecting the fact that there are possibly many sets A with B 0 ∪ A a mod-n-Sidon set. Let A(t, B 0 ) be the family of all the possible outputs of Algorithm 5.1 when it is run on input (t, B 0 ). Proof. Let A 0 as in the statement of the lemma be given. It suffices to show that there exist suitable nondeterministic choices l i+1 in Step 5. Let us give an inductive proof of this fact. Suppose 0 ≤ i < t − s, and assume that the algorithm has already determined the sets C 0 ⊃ C 1 ⊃ · · · ⊃ C i and the vertices a 1 , . . . , a i ∈ A 0 , with a j ∈ C j−1 for all 1 ≤ j ≤ i. Furthermore, suppose that, when making the non-deterministic choice in Step 5 to choose l j+1 (0 ≤ j < i), we have chosen the smallest integer l with 1 ≤ l ≤ |C j | satisfying that y l ∈ A 0 .
The crucial remark is that every vertex in A 0 \ {a 1 , . . . , a i } must be in
Indeed, no vertex in A 0 \ {a 1 , . . . , a i } may be in 0≤j<i L j since the l j+1 is the smallest integer l with 1 ≤ l ≤ |C j | satisfying that y l ∈ A 0 \ {a 1 , . . . , a j }. Moreover, by Proposition 5.1, no vertex in A 0 \ {a 1 , . . . , a i } may be in 0≤j<i R j . Since i < t − s = |A 0 |, the set A 0 \ {a 1 , . . . , a i } is non-empty. We take as l i+1 the smallest integer l with 1 ≤ l ≤ |C i | such that y l ∈ A 0 . Clearly, Proposition 5.2 says that |A(t, B 0 )| is an upper bound for the number of mod-n-Sidon sets A with |A| = t that contain B 0 . Therefore, the total number of mod-n-Sidon sets of cardinality t is at most B0 |A(t, B 0 )|, where the sum is over all possible B 0 . To give upper bounds for |A(t, B 0 )| we shall study how |C i | decreases as i increases when Algorithm 5.1 runs, and we shall apply the following fact.
Fact 5.5. Let t > 2s. Suppose Algorithm 5.1 has produced the output A = {a 1 , . . . , a t−s } and let C 0 ⊃ · · · ⊃ C t−s be the sets C i built in this execution of that algorithm. Let A * = {a 1 , . . . , a s }. Then every element in A \ A * = {a s+1 , . . . , a t−s } belongs to C s .
We shall show that, if s is suitably large, then |C s | is small, and hence A \ A * is confined to a small set. This will imply that |A(t, B 0 )| cannot be too large.
Lemma 5.1. Suppose 0 < σ < 1 and s are such that
We shall prove Lemma 5.1 in Section 5.4. Lemma 4.1 follows easily from Lemma 5.1.
Proof. [Proof of Lemma 4.1 (assuming Lemma 5.1)]
Recall that B(t) denotes the family of all mod-n-Sidon sets of cardinality t contained in [n] . Also, recall that, by the assumptions in Lemma 4.1, we have s = t/ω and σ with ω ≥ 4, 0 < σ < 1 and s 3 n ≥ 2 log(σs) 1 − σ .
For every mod-n-Sidon set B 0 ∈ [n] s , consider the
A ∈ B(t). In order to count the number of such sets A, we first note that the number of possibilities for the 'initial segment' A * = {a 1 , . . . , a s } of A is trivially at most n s . Proposition 5.2 tells us that every set A that we are interested in can be generated by Algorithm 5.1. Fact 5.5 yields that the number choices for the set
, where C s is as in the statement of Fact 5.5. Owing to the assumption s 
Note that if ω ≥ 4, then ω − 2 ≥ ω/2, and hence C ≤ eω2 1−2/ω < 6ω, which completes the proof of Lemma 4.1.
In order to complete the proof of Lemma 4.1, it remains to prove Lemma 5.1.
5.4
Proof of Lemma 5.1. In this section we will prove Lemma 5.1. For notational convenience we first adjust some of the notation and terminology used in Algorithm 5.1. Let us first recall that, in Step 5 in that algorithm, we considered the vertices of G (c) The definition of C i+1 in Step 7 of Algorithm 5.1 can be rewritten as 
This together with (5.39) and (5.40) yields that 
To get a lower bound on |R i (y l )|, we estimate |E( G)|. Define the auxiliary bipartite graph G = G B0 as follows. Set V ( G) = C i ∪ [n]. (For u ∈ C i , consider two copies of u: one in C i and the other in [n].) For y ∈ C i and v ∈ [n], if {y, v} ∈ E(G B0 ), then we add the edge (y, v) ∈ C i × [n] to E( G).
In order to estimate |E( G)|, we consider the set of 2-paths in G:
where
We first observe that |E( G)| ≤ |P|. To check this, let {y 1 , y 2 } ∈ E( G). By the definition of G, the vertices y 1 and y 2 are connected by a rainbow walk of length 2 in G B0 , with the middle vertex different from 0. Since this walk is a rainbow walk, we have y 1 = y 2 . Also, this rainbow walk can be broken to two edges (y 1 , v), (y 2 , v) ∈ E( G), where v ∈ [n] \ {0}, and hence (y 1 , v), (y 2 , v) ∈ P. Now suppose for a contradiction that |E( G)| < |P|. For an edge {y 1 , y 2 } ∈ E( G), where 
By the convexity of f (x) = x 2 , we infer that
Owing to our assumption | C i | > n/(σs), we have
and hence, from (5.47), we have
Consequently, in view of (5.43), the last inequality yields that
which is equivalent to (5.42), and hence this completes the proof of Lemma 5.2.
Nontrivial solutions in random sets
Based on Definition 5.2, recall that a solution (a 1 , a 2 , b 1 , b 2 ) of (5.34) is called a nontrivial solution if it satisfies the second (or equivalently third) condition in Fact 5.1. Let us define a random variable that will be important for us.
Lemma 6.1 below gives an estimate for X required in the proofs of the lower bounds in Theorems 2.2-2.4. Lemma 6.1. Fix 0 < δ < 1/12 and suppose p ≥ n −3/4+δ . Then, with overwhelming probability, we have X = n 3 p 4 (1 + o(1)).
Lemma 6.1 may be proved by applying a concentration result due to Kim and Vu [13] . 
Proof. We use the usual deletion method. Let S be the hypergraph defined as follows:
• The vertex set of S is [n].
• For every nontrivial solution (a 1 , . . . , a l ) of (5.34) such that the a i 's are distinct elements of [n], we add the hyperedge {a 1 , . . . , a l } to S. Markov's inequality implies that we almost surely have The lower bounds in Theorems 2.2-2.4 are obtained combining two lower bounds, given separately below.
The first lower bound relies on a result on independent sets in hypergraphs. Before stating the result, we introduce some definitions. A hypergraph is called simple if any two of its hyperedges share at most one vertex. A hypergraph is r-uniform if all its hyperedges have cardinality r. A set of vertices I of a hypergraph is independent if it contains no hyperedge of the hypergraph. We shall use the following extension of a celebrated result due to Ajtai, Komlós, Pintz, Spencer and Szemerédi [1] , obtained by Duke, Lefmann and the third author [5] . Theorem 8.1. Let H be a simple r-uniform hypergraph with N vertices and average degree at most t r−1 for some t. Then H has an independent set of size at least Combining Lemma 6.1 and Theorem 8.1, one may prove the following result, which is the binomial, modulo n version of the lower bound in Theorem 2.2. with overwhelming probability.
Based on Corollary 3.1 and Lemma 3.1, we obtain a uniform, non-modular version of Theorem 8.2. with overwhelming probability.
Corollary 8.1 gives the lower bound in (2.5) and in (2.7) in Theorems 2.2 and 2.3.
We now consider a different argument. For larger m = m(n), it turns out that, instead of using Theorem 8.1, it is better to make use of a result by Komlós, Sulyok, and Szemerédi [18] . For a set A of integers, recall that F (A) is the maximum size of a Sidon set contained in A. This proves the lower bound in (2.9) in Theorem 2.4.
