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Introduction
For many practical problems, the degree to which components of the statistical model can be speci ed in a parametric form varies dramatically. When the model is misspeci ed, the resulting model t can be biased and the possibility for making wrong inferences exists. On the other hand, when part of the model is amenable to parametric tting, it is useful to do so in order to have a more analytically tractable model and be able to use traditional inference techniques. Even in the most common form of nonparametric regression where the mean function is left unspeci ed, it is common to assume that the observations are uncorrelated, which can be viewed as a \parametric" assumption on the distribution of the errors. Violation of that assumption has a serious e ect on the optimal bandwidth for estimating that mean function (e.g. Opsomer (1997) ).
Most models for spatial data assume a stationary process implying a constant variance. When the data are heteroskedastic, naively assuming a constant variance when tting a variogram can lead to badly biased estimates of the correlation function. To appreciate this problem, one need only consider that the variance of the di erence between two observations depends not only on their correlation but also on their individual variances. In our experience, heteroskedasticity is common in spatial data but rarely can be t by a parametric model. In this article, we consider an application where it appears reasonable to accept a (roughly) linear relationship between dependent and independent variables and the observations clearly display spatial dependence, but where the shape of the spatial variance cannot be speci ed a priori. The proposed approach blends elements of parametric and nonparametric tting and is applicable a wide range of problems, in particular those that involve spatially distributed observations. We begin by describing the application that motivated this research. Economists at the Center for Agricultural and Rural Development at Iowa State University (CARD) are developing models to evaluate the impact of federal and state agricultural policies on the nitrogen water pollution in the Midwest and Northern Plains of the U.S. (Wu, Lakshminarayan and Babcock (1996) ), at both the regional and the local level. Local prediction is achieved by using the 128,591 National Resources Inventory (NRI) points in the re-gion of interest as the basis for the evaluation of pollution impact: the NRI database provides measurements on many landuse and soil variables of interest, as well as sampling weights allowing statistically valid area predictions based on the point predictions (Nusser and Goebel (1997) ).
Nitrogen pollution occurs via two primary pathways: by nitrogen runo into surface waters, and by leaching through the soil into the groundwater. In the current article, we will focus on the prediction of nitrogen runo . Table  1 shows the variables used in the model. They are further described in Wu et al. (1996) . A map of the study region containing the locations of weather stations is given in Figure 1 . The estimated variance function also displayed there will be discussed later.
INSERT TABLE 1 HERE.
Nitrogen runo from non-point sources such as agricultural practices is typically unobservable, especially at the scale of interest in this study. The Water Quality and Erosion Productivity Impact Calculator (EPIC-WQ, see Sharpley and Williams (1990)), a widely used deterministic biogeophysical process model, provides, at least conceptually, a convenient tool for predicting the nitrogen runo at the NRI points. Running the model for all NRI points would be very computation-intensive, and any change in any of the input variables would require re-running the EPIC-WQ model. It was therefore decided to estimate a statistical \metamodel" on a representative subset of 11,403 data points, and use this metamodel in place of EPIC-WQ to predict nitrogen runo at the remaining observation points. Another advantage of this approach is the estimation of coe cients and accompanying condence intervals for the covariate e ects, providing additional insights in the nature of the e ect of agricultural practices (represented by NRATE and the dummy variables in Table 1 ) on nitrogen pollution.
The original approach of Wu et al. (1996) The location and interaction terms were included to improve the t of the model, and the transformation was selected to remove some of the observed departures from the usual assumptions that the errors are homoscedastic and normally distributed. Nevertheless, the residuals still exhibited both severe heteroskedasticity, as well as spatial correlation. As noted in Carroll and Ruppert (1988) , transformations of the dependent variable only remove heteroskedasticity when it depends on the mean. They are therefore not appropriate in cases where spatial location appears to cause most of the variance e ects. This was con rmed for this dataset: when using the proposed model, transformation of the dependent variable no longer had any noticeable e ect on the goodness of t of the model (see Section 4).
In the current paper, we demonstrate how a combination of universal kriging and nonparametric variance function estimation can be used to develop an improved regression model for this problem, while maintaining the interpretability of mean function model (1) . The choice of kriging is motivated by the fact that one of primary uses of this model is the prediction of Y N03 at the large number of points not included in the regression observations, a situation for which kriging has well-known optimality properties (Cressie (1993) ). Since the residuals of the OLS t of model (1) exhibited signi cant heteroskedasticity as well, the explicit inclusion of a spatial variance function is expected to further improve the t of both the mean and the correlation function. A generalization of the nonparametric variance estimation approach of Ruppert, Wand, Holst and H ossjer (1997) is used to estimate the variance function.
Section 2 proposes a model that explicitly accounts for the heteroskedasticity and spatial correlation in the data, and Section 3 describes the approach used in estimating its various components. In Section 4, the model estimates are discussed. Section 5 addresses the use of universal kriging for predicting the nitrogen runo values at the remaining NRI points not included in the metamodel. As mentioned above, many points share the same \location" x i , with n i ranging from 1 to 221 for the N = 329 weather stations in our dataset.
There is also a computational reason for working with these approximate locations instead of the actual point locations: only this reduction in the true dimension of the spatial variance-covariance matrix allows us to use \o -theshelf" packages to perform the computations. The remaining errors u ij at a given weather station location x i were assumed to be independent, since the correlation is taken to be spatial. In the kriging context, the variance function associated with the u ij is referred to as the nugget e ect. If no replicates are available, the nugget e ect would be estimated from the spatial error process v " (x i ) 1=2 " i . Step 0: (Initialization step) Set b = I. n i :
Step Step 7: Repeat Steps 1{6 R iter times.
Of course, the local linear smoothing in Steps 3 and 4 could be replaced by higher degree local polynomial regression. After the estimation steps have been completed, predictions can be made as will be discussed in Section 5. v " (x i ) is negative. As n i increases, the probability thatṽ " (x i ) is negative decreases. While negative values forṽ " (x i ) are in principle not a problem, it is highly undesirable to have negative variance estimates b v e , since they would result in a negative de nite covariance matrix c V " . For p = 3, only 9 locations had negative variance estimates, and all were located at the the North and North-West boundaries of estimation region, making it very likely that they are the result of \boundary e ects," a common nuisance in nonparametric regression similar to extrapolation problems in parametric regression. We therefore decided to add a local averaging step at each iteration of the algorithm to \correct" any negative estimates. Note that this step only changes the negative estimates and leaves all the other values unchanged.
Estimation of the Correlation Function by Variogram Fitting
In
Step 5, the correlation function is estimated parametrically by variogram tting. Because heteroskedasticity is known to cause spurious patterns in variograms, it is important to remove that e ect before estimating the correlation function. Hence, the spatial residuals r i have to be normalized. What the normalizing constants should be is a somewhat subtle issue. If we ignore the errors caused by the estimation of the mean and variance functions and 
We can therefore construct a \bias-corrected" variogram based on (6). Let
For a given distance t, let S(t) = f(i; i 0 ) : kx i ?x i 0 k 2 (t )g with a given bin size and n(t) = jS(t)j. The INSERT FIGURE 1 HERE.
INSERT FIGURE 2 HERE.
In Figure 3 , the bias-adjusted variogram of the standardized residuals b " i is displayed as well as the weighted least squares tted variogram function. The spatial correlation decreases rapidly as distance increases, and is only important for points at short distances of each other.
INSERT FIGURE 3 HERE.
The goodness of t of a model such as this can be evaluated using data splitting techniques (e.g. Picard and Berk (1990) ), and this approach was applied to a comparison between using the transformed and untransformed EPIC-WQ predicted nitrogen runo values as dependent variables. This analysis was performed by tting the model on 90% of the data and predicting on the remaining 10%, and did not show any signi cant di erence in average prediction error between the transformed and untransformed models. As mentioned in Section 1, this is not surprising since the heteroskedasticity was now explicitly accounted for in the model itself.
Model Predictions
The purpose for developing this metamodel is to be able to predict the potential nitrogen runo at a set of 128,591 NRI points. As the prediction and estimation points use the same set of weather station locations, the spatial residuals " i can be considered a lattice process (Cressie (1993) 
Conclusions
We have described a method for tting spatial data that combines parametrically speci ed mean and correlation functions with an unspeci ed spatial variance function. It can easily be generalized to other situations with different parametric models, or to situations without replication at the spatial locations. An iterative procedure to estimate the parameters and nonparametric regressions was explained in this article. However, no attempt was made to prove optimality or convergence properties for our algorithm, nor do more than sketch its theoretical properties under simplifying assumptions. 
