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MAXIMAL ESTIMATES FOR THE BILINEAR SPHERICAL
AVERAGES AND THE BILINEAR BOCHNER-RIESZ
OPERATORS
EUNHEE JEONG AND SANGHYUK LEE
Abstract. We study the maximal estimates for the bilinear spherical average
and the bilinear Bochner-Riesz operator. First, we obtain Lp ×Lq → Lr esti-
mates for the bilinear spherical maximal function on the optimal range. Thus,
we settle the problem which was previously considered by Geba, Greenleaf,
Iosevich, Palsson and Sawyer, later Barrionevo, Grafakos, D. He, Honz´ık and
Oliveira, and recently Heo, Hong and Yang. Secondly, we consider Lp×Lq →
Lr estimates for the maximal bilinear Bochner-Riesz operators and improve
the previous known results. For the purpose we draw a connection between the
maximal estimates and the square function estimates for the classical Bochner-
Riesz operators.
1. Introduction and main theorems
Let d ≥ 2 and m be a measurable function on Rd × Rd. The bilinear multiplier
operator Tm associated with m is defined by
Tm(f, g)(x) =
∫
Rd×Rd
e2πix·(ξ+η)m(ξ, η)f̂(ξ)ĝ(η)dξdη,
for Schwartz functions f and g in S(Rd). The study on Lp×Lq → Lr boundedness
of Tm has a long history. After appearance of the seminal work of Lacey and
Thiele [28, 29] on the boundedness of the bilinear Hilbert transform, there have
been attempts to extend the earlier results to the bilinear multiplier operators with
less regular m. We refer the interested reader to [16, 35, 50] and references therein
for more on background and related results. In this note we are concerned with
maximal bounds on the bilinear counterparts of a couple notable operators, the
bilinear spherical average and the bilinear Bochner-Riesz operator.
The bilinear spherical maximal function. Let d ≥ 2 and dσd−1 be the induced
surface measure on the sphere Sd−1 in Rd. The spherical maximal function
Sf(x) = sup
t>0
∫
Sd−1
|f(x− ty)|dσd−1,
was first studied by Stein in [46]. He showed that, for d ≥ 3, ‖Sf‖Lp(Rd) ≤
C‖f‖Lp(Rd) holds if and only if dd−1 < p ≤ ∞. By considering a suitable input
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function f , Stein also showed that Lp boundedness of S fails for p ≤ dd−1 and
d ≥ 2. The case d = 2 turned out to be much more difficult than the problem for
d ≥ 3. This is due to the fact that the classical strategy based on L2 estimate does
not work since S is unbounded on L2(R2). The remaining case was later obtained
by Bourgain [7]. Afterward, Mockenhaupt-Seeger-Sogge provided a new proof for
Bourgain’s result which relies on the local smoothing estimate for the wave operator
[36].
In the first part of this paper, we mainly discuss Lp × Lq → Lr boundedness of a
bilinear analogue of S. The bilinear spherical maximal function M is defined by
M(f, g)(x) = sup
t>0
∫
S2d−1
|f(x− ty)g(x− tz)|dσ2d−1(y, z).
The operator M first appeared in [19] and, subsequently, studied by Barrionevo-
Grafakos-D.He1-Honz´ık-Oliveira [3], Grafakos-D.He-Honz´ık [20], and Heo-Hong-
Yang [24]. Let 1 ≤ p, q ≤ ∞ and 0 < r ≤ ∞ satisfy the Ho¨lder relation
(1.1)
1
p
+
1
q
=
1
r
.
In a recent work [3], Barrionevo, Grafakos, D.He, Honz´ık, and Oliveira showed that
(1.2) ‖M(f, g)‖Lr(Rd) . ‖f‖Lp(Rd)‖g‖Lq(Rd)
holds when ( 1p ,
1
q ) is in a open triangle with vertices A = (1, 0), B = (0, 1), O =
(0, 0) for d ≥ 2, and in a open quadrilateral with vertices A, C = (2d−102d−5 , 2d−102d−5 ),
B, O for d ≥ 8. (See Figure 1). For 1 ≤ p, q, r ≤ ∞ (the Banach triangle case),
they utilized the boundedness of linear maximal operators which are associated
with multipliers of limited decay (see Rubio de Francia [37]). To extend the range
of exponents outside the Banach triangle, they obtained L2 × L2 → L1 bound for
M via a wavelet decomposition. In [20], Grafakos, D. He, and Honz´ık obtained a
bilinear analogue of Rubio de Francia’s result in [37] and as its application they
obtained the estimate (1.2) for p = q = 2 when d ≥ 4. The result in [20] was
very recently improved by Heo, Hong, and Yang [24]. Their argument relies on a
decomposition and the asymptotic expansion of the Fourier transform of dσ2d−1.
More precisely, they proved the estimate (1.2) for ( 1p ,
1
q ) which is contained in the
open hexagon with vertices A, D = (d−3d−2 , 1), E = (
2d−2
2d−1 ,
2d−2
2d−1), F = (1,
d−2
d−2 ), B
and O when d ≥ 4. They also obtained the estimate (1.2) in an open hexagon
including the Banach triangle when 2 ≤ d ≤ 3. (See [24, Theorem 1]).
The following is our first result which completely characterizes p, q, r for which (1.2)
holds.
Theorem 1.1. Let d ≥ 2. Let 1 ≤ p, q ≤ ∞ and 0 < r ≤ ∞. Then, the estimate
(1.2) holds if and only if r > d2d−1 and (1.1) holds except the case (p, q, r) = (1,∞, 1)
or (∞, 1, 1). In addition, we have weak estimates in terms of Lorentz spaces:
(1.3) ‖M(f, g)‖Lr,u(Rd) . ‖f‖Lp,s(Rd)‖g‖Lq,t(Rd).
(a) If p = r = 1 and (1.1) holds, then (1.3) holds with u = t =∞ and s = 1.
1To avoid possible confusion, we add his first initial.
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Figure 1. Lp × Lq → Lr boundedness of M, d ≥ 2.
Additionally, if d ≥ 3, we have the following:
(b) If p = 1, q = dd−1 , and (1.1) holds, then (1.3) holds with u =∞ and s = t = 1.
(c) If 1 < p < dd−1 , r =
d
2d−1 , and (1.1) holds, then (1.3) holds with u = ∞ and
s, t satisfying 1s +
1
t =
2d−1
d and s, t > 0.
The assertions (a)–(c) are also true when the roles of (p, s) and (q, t) are inter-
changed.
Actually, we obtain estimates for a stronger maximal operator, see Remark 2.2.
Necessity of the condition (1.1) and r > d2d−1 is easy to see. Indeed, since
M(f(R·), g(R·))(x/R) =M(f, g)(x), ∀R > 0,
by scaling one can easily see that ‖M(f, g)‖r/(‖f‖p‖g‖q) ∼ Rd( 1r− 1p− 1q ) for any
R > 0 as long as the estimate (1.2) is true. And it was shown in [3] that the
estimate (1.2) fails when r ≤ d2d−1 . This was done by testing variants of the function
against (1.2) which was used by Stein to show the sharp range of boundedness of the
spherical maximal function. The failure of (1.2) for r < d2d−1 can also be verified
by a simpler Knapp type example (see Proposition 3.3).
Our result is based on a simple observation that M can be bounded by a product
of the Hardy-Littlewood maximal function M and the (linear) spherical maximal
function S (see Lemma 2.1). This is done by a kind of slicing argument. As
a consequence, Theorem 1.1 is verified by making use of the known bounds for
M and S, and interpolation. The argument which we use to prove Theorem 1.1
continues to work for the general k–linear maximal operator. See Remark 2.3 for
more details.
The estimates for p, q satisfying 1r =
1
p+
1
q =
2d−1
d are of special interest and it seems
likely that the weak estimates in this case can be further improved. These estimates
correspond to the critical endpoint estimate for S with p = dd−1 . For the spherical
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maximal function Bourgain [6] showed the estimate ‖Sf‖
L
d
d−1 ,∞
. ‖f‖
L
d
d−1 ,1
when
d ≥ 3 but failure of such estimate when d = 2 was shown by Seeger, Tao, and
Wright [44].
Localized maximal function. Let us consider the maximal operator S˜ which is given
by taking supremum over t ∈ [1, 2]:
S˜f(x) = sup
1≤t≤2
∫
Sd−1
|f(x− ty)|dσd−1(y).
Though the estimate for S˜ looks weaker than that for S, by using the Littlewood-
Paley theory (for example, see [38]), one can deduce the Lp-bound for S from the
estimate for the truncated maximal operator S˜. Thanks to the localization in t,
f 7→ S˜f exhibits Lp-improving properties, that is to say,
(1.4) ‖S˜f‖v ≤ C‖f‖u
with some u < v. This was observed in the work of Mockenhaupt-Seeger-Sogge [36]
with d = 2. Later on, Schlag [39] characterized almost complete set of (u, v) for
which (1.4) holds when d = 2. Schlag and Sogge [40] extended such result to the
higher dimensions, d ≥ 3, but the estimates on the borderline were missing. One
of the authors [30] obtained most of the (left open) endpoint estimates for S˜ on the
borderline for d ≥ 2 but there are still a few endpoint estimates of which validities
are not settled yet. See Theorem 3.4 below.
As in the linear case, we consider a localized bilinear maximal function M˜ given by
(1.5) M˜(f, g)(x) = sup
1≤t≤2
∣∣∣ ∫
S2d−1
f(x− ty)g(x− tz)dσ2d−1(y, z)
∣∣∣.
Thanks to the localization of t, the operator (f, g) 7→ M˜(f, g) is free of scaling
invariance. Thus, it is natural to expect that
‖M˜(f, g)‖Lr(Rd) ≤ C‖f‖Lp(Rd)‖g‖Lq(Rd)
holds true on a wider range of p, q, r which do not necessarily satisfy the Ho¨lder
relation (1.1). In particular, we manage to obtain the sharp range of exponents p, q
when r is in a certain region. See Section 3.
The maximal bilinear Bochner-Riesz operator. We now consider the bilinear Bochner-
Riesz operator Bαλ of order α ≥ 0, which is a bilinear multiplier operator defined
by
Bαλ (f, g)(x) =
∫∫
Rd×Rd
e2πix·(ξ+η)
(
1− |λξ|2 − |λη|2)α
+
f̂(ξ)ĝ(η)dξdη, λ > 0,
for f and g in S(Rd). Here, r+ = r for r > 0 and r+ = 0 for r ≤ 0, and f̂ is
the Fourier transform of f given by
∫
Rd
e−2πix·ξf(x)dx. The bilinear Bochner-Riesz
operator is not only a model operator of which multiplier has singularities with non-
vanishing Gaussian curvature, but also a natural bilinear extension of the classical
Bochner-Riesz operator Rαλ which is given by
Rαλ(f)(x) =
∫
Rd
e2πix·ξ(1− |λξ|2)α+ f̂(ξ)dξ, f ∈ S(Rd).
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The study of the Bochner-Reisz operator has its origin at understanding summa-
bility of the Fourier series. Especially, related to norm convergence of the Fourier
series, Lp-boundedness of the Bochner-Reisz operator has been studied. The con-
jecture, which is known as the Bochner-Riesz conjecture, is stated as follows: For
1 ≤ p ≤ ∞ except p = 2, the operator Rαλ is bounded on Lp(Rd) if and only if
α > α(p) = max
{
d
∣∣∣1
2
− 1
p
∣∣∣− 1
2
, 0
}
.
This was proved by Carleson and Sjo¨lin [13] for d = 2. For d ≥ 3 substantial
progresses have been achieved for the last couple of decades but the conjecture still
remains open. We refer to [18, 7, 49, 31, 8, 22] and references therein for details.
The maximal operator Rα∗ = supλ>0 |Rαλ | has been of interest in its connection to
pointwise convergence of the Fourier series, and the maximal estimate may also
be regarded as a vector valued generalization of the estimate for Rαλ . It is also
conjectured that for p > 2 the maximal operator Rα∗ is bounded on Lp(Rd) if and
only if α > α(p). For d = 2 the conjecture was shown to be true by Carbery [9]. For
d ≥ 3 partial results are known although the corresponding pointwise convergence
with the optimal order was shown by Carbery-Rubio de Francia-Vega who used L2
weighted inequality [11]. See [14, 43, 31, 34, 1, 32] and references therein for more
details and recent results. When 1 < p < 2, it turned out that Lp-boundedness of
Rα∗ is different to that of Rαλ . An additional necessary condition was shown by Tao
[48].
Recently, Lp×Lq → Lr boundedness of the bilinear multiplier operators (including
that of the bilinear Bochner-Reisz operator Bαλ ) has been studied by several authors
[21, 17, 4, 5, 27]. In particular, the authors of [27] used a new idea which splits
the interaction between two variables ξ and η in the Fourier side, and made a
connection between the boundedness of Bα1 and the square function estimates for
the (linear) Bochner-Riesz operator. Consequently, they managed to improve the
previous known results and obtained some sharp bounds when d = 2.
The maximal estimates for Bαλ were recently studied in [23, 20]. Grafakos, D.He,
and Honz´ık [20] showed that the maximal operator Bα∗ = supλ>0 |Bαλ | is bounded
from L2(Rd)×L2(Rd) to L1(Rd) for α > 2d+34 . In [20], L2×L2 → L1 boundedness
was shown for general maximal operators supt>0 |Tm(t·)(f, g)| of which (bilinear)
multiplier m has a limited decay (see [20, Theorem 1.1]). As an application, they
obtained the aforementioned result on the L2 ×L2 → L1 boundedness of Bα∗ . This
estimate can be interpolated with other easier estimates to give the Lp × Lq → Lr
bound for the other exponents p, q, and r with some range of α. However, these
estimates seem to be far from being optimal.
From now on, we set
Bα∗ (f, g) = sup
λ>0
|Bαλ (f, g)|.
The second half of this paper is devoted to improving the range of α for which the
maximal operator Bα∗ is bounded from Lp(Rd) × Lq(Rd) to Lr(Rd) when p, q ≥
2. Especially, we adopt the decomposition strategy in Jeong-Lee-Vargas [27] and
draw a connection between boundedness of Bα∗ and the square function estimates
associated with the classical Bochner-Riesz operator. More precisely, for 0 < δ ≪ 1
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and a smooth function ϕ supported in [−1, 1], we consider a square function Sϕδ
which is given by
(1.6) Sϕδ f(x) =
(∫ 2
1/2
∣∣∣ϕ( t− |D|2
δ
)
f(x)
∣∣∣2dt)1/2.
It is conjectured that for s ≥ 2dd−1 and ǫ > 0, there exists C = C(ǫ) such that
(1.7) ‖Sϕδ f‖Ls(Rd) ≤ Cδ−
d−2
2
+ dp−ǫ‖f‖Ls(Rd).
The estimate (1.7) has been studied by many authors ([9, 14, 33, 32]). The con-
jecture (1.7) not only implies the maximal Bochner-Riesz conjecture but also has
various applications (see [10, 33] and references therein). The most recent result for
the estimate (1.7) can be found in Lee-Rogers-Seeger [33] and Lee [32] (see Theorem
5.3 below).
We now introduce some notations to present our result. For ν ∈ [0, d−12d ], we set
D1(ν) =
{
(u, v) ∈ [0, 1/2]2 : u, v ≤ ν}, D2(ν) = {(u, v) ∈ [0, 1/2]2 : u, v ≥ ν},
D3(ν) =
{
(u, v) ∈ [0, 1/2]2 : u < ν < v or v < ν < u}.
The regions Dj(ν), 1 ≤ j ≤ 3, are pairwise disjoint and
⋃3
j=1Dj(ν) = [0, 1/2]2. We
define a real valued function α∗1/ν : [2,∞]2 → R by
(1.8)
α∗1/ν(p, q)=

α(p) + α(q) + 1 = d(1− 1/p− 1/q), (1/p, 1/q) ∈ D1(ν),
1 + 2(1−1/p−1/q)1−2ν α(1/ν), (1/p, 1/q) ∈ D2(ν),
1 + α(p) ∨ α(q) + α(1/ν)( p−2(1−2ν)p ∧ q−2(1−2ν)q ), (1/p, 1/q) ∈ D3(ν).
Here α(p) = max{d| 1p − 12 | − 12 , 0} is the critical index for the Lp-boundedness of
the Bochner-Riesz operator. Our result for Bα∗ is the following.
Theorem 1.2. Let d ≥ 2 and p ≥ 2dd−1 . Let 2 ≤ p, q ≤ ∞ and r satisfy 1r = 1p + 1q .
Suppose that for s ≥ p the estimate (1.7) holds with C independent of ϕ whenever
ϕ ∈ CN ([−1, 1]) for some N ∈ N. Then for any α > α∗p(p, q) we have
(1.9) ‖Bα∗ (f, g)‖Lr(Rd) . ‖f‖Lp(Rd)‖g‖Lq(Rd).
Here CN ([−1, 1]) is a class of smooth functions supported in [−1, 1] and with nor-
malized CN -norm. (See Section 5 for its precise definition).
Though the statement looks a bit complicated, the main estimates are those esti-
mates with α > α(p)+α(q)+1 while p, q, r satisfy 1p +
1
q =
1
r and p, q > p ≥ 2dd−1 or
(p, q) = (2, 2). Compared with Lp × Lq → Lr boundedness of Bα1 in [27, Theorem
1.1], the lower bound α(p) + α(q) + 1 on α is exactly 1 larger than that for Bα1
even when p = q = 2. Roughly speaking, this results from controlling the maximal
function by products of square functions via the Sobolev embedding type inequality
which is based on the fundamental theorem of calculus. (see Section 4). In fact,
unlike the linear case we have to apply this argument twice to control the bilinear
maximal function. It is not difficult to see that the constant C in the estimate (1.7)
depends only on CN -norm of ϕ for some large N . Thus, from currently the best
known result regarding the estimates (1.7) (Theorem 5.3) and Theorem 1.2 we get
the following.
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Corollary 1.3. Let d ≥ 2 and let 2 ≤ p, q ≤ ∞ and 1 ≤ r ≤ ∞ satisfy 1p + 1q = 1r .
Then the estimate (1.9) holds whenever α > α∗ps(p, q), where ps = ps(d) in Theorem
5.3.
In particular we note that α∗ps(2, 2) = 1 <
2d+3
4 for any d ≥ 2. Thus Corollary
1.3 improves the previously known result due to Grafakos-D.He-Honz´ık [20] in any
dimension. Moreover, using a decay of the kernel of Bαλ , one easily sees that Bα∗
is bounded from Lp(Rd) × Lq(Rd) to Lr(Rd) for all 1 ≤ p, q, r ≤ ∞ satisfying
1
p +
1
q =
1
r and α > d − 12 . So, by further interpolation with these trivial bounds,
we can improve the range of α for which (1.9) holds.
To show Theorem 1.2 we mainly rely on the decomposition strategy from [27] which
reduces the problem to dealing with the sublinear operator f → ‖Dϕδ,kf‖l∞(Z),
where Dϕδ,k is a square function given by (5.1). Each D
ϕ
δ,k contains a linear operator
Sϕ
0,δ,2k
of which multiplier is supported in the balls of radius 2kδ1/2 which are
centered at the origin. So the supports of multipliers of Sϕ
0,δ,2k
, k ∈ Z, do not
overlap boundedly. To get around this lack of orthogonality near the origin we
consider the operator f → ‖Dϕδ,kf‖l∞(Z) instead of f → ‖Dϕδ,kf‖l2(Z). Though
the latter is more efficient in capturing cancellation due to orthogonality, the first
works better for controlling the maximal function when orthogonality between the
operators is relatively weak.
The rest of the paper is organized as follows. In Section 2 and Section 3 we pro-
vide a proof of Theorem 1.1 and obtain boundedness of M˜. In Section 4 we re-
duce the problem of obtaining estimate for Bα∗ to that for an auxiliary operator
supk∈Z
∫ 2
1 |Bδ2kt|dt. In Section 5 we introduce the square function Dϕδ,k and obtain
its maximal bound. By modifying the decomposition lemma in [27], we provide a
proof of Proposition 4.1 in Section 6.
Throughout this paper, we use the notation A . B for positive A and B, which
means that A ≤ CB for some C > 0 independent of A and B. Sometimes we write
A .ǫ B when the implicit constant depends on ǫ > 0. We denote by F−1f the
inverse Fourier transform of f , that is to say, F−1f(x) = ∫
Rd
e2πix·ξf̂(ξ)dξ. For
k ∈ N, x ∈ Rk, and r > 0, Bk(x, r) denotes the k-dimensional ball in Rk centered
at x and of radius r.
2. Proof of Theorem 1.1
In this section we prove Lp×Lq → Lr boundedness of the bilinear spherical maximal
function M. As mentioned before, the boundedness is a direct consequence of a
pointwise bound for M and the known results regarding the (sub)linear spherical
maximal function. We start by making an observation concerning pointwise bound
for M.
Lemma 2.1. Let d ≥ 2. For any x ∈ Rd
(2.1) M(f, g)(x) . Mf(x) Sg(x) and M(f, g)(x) . Sf(x)Mg(x).
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Here M is the Hardy-Littlewood maximal function and S is the spherical maximal
function.
Proof. This pointwise estimate is obtained by a kind of slicing argument which
decomposes the sphere S2d−1 into a family of lower dimensional spheres.
Let F be a continuous function defined on R2d and (x, y) ∈ Rd×Rd. We first claim
that
(2.2)
∫
S2d−1
F (x, y)dσ2d−1(x, y)
=
∫
Bd(0,1)
∫
Sd−1
F (x,
√
1− |x|2 y)(1− |x|2) d−22 dσd−1(y)dx.
Here dσd−1 is the induced surface measure on Sd−1. Assuming this for the moment,
we proceed to show (2.1). From the equality (2.2), we see that the bilinear spherical
mean is controlled by∣∣∣ ∫
S2d−1
f(x− ty)g(x− tz)dσ(y, z)
∣∣∣
≤
∫
Bd(0,1)
|f(x− ty)|
∫
Sd−1
|g(x− t
√
1− |y|2 z)| dσd−1(z)(1− |y|2) d−22 dy
≤ Sg(x)
∫
Bd(0,1)
|f(x− ty)| (1− |y|2) d−22 dy.
We note that (1− |y|2) d−22 ≤ 1 on Bd(0, 1) because d ≥ 2. Hence we get∫
Bd(0,1)
|f(x− ty)|(1− |y|2) d−22 dy ≤
∫
Bd(0,1)
|f(x− ty)|dy .Mf(x),
which yields the desired estimate M(f, g)(x) . Mf(x) Sg(x). The other one
follows by interchanging the roles of f and g. It remains to show (2.2).
To obtain (2.2), we make use of the Dirac measure on a hypersurface. Let Ω be a
(k−1)-dimensional surface in Rk given by Ω = {w ∈ Rk : Φ(w) = 0}. If ∇Φ(w) 6= 0
whenever w ∈ Ω, then it is well-known [25, p.136] that
(2.3)
∫
Rk
G(w)δ(Φ)dw =
∫
Ω
G(w)
dν(w)
|∇Φ(w)| ,
where dν is the induced surface measure on Ω. Since S2d−1 ⊂ Rd × Rd is the level
set Φ−1(0) of Φ(x, y) = |x|2 + |y|2 − 1, by (2.3), we have∫
S2d−1
F (x, y)dσ2d−1(x, y) = 2
∫
Rd×Rd
F (x, y)δ(Φ)dxdy.
For any x ∈ Rd, we set Φx(y) = Φ(x, y) and Ωx = Φ−1x (0) ⊂ Rd. Then Ωx is empty
unless |x| < 1, and |∇Φx(y)| = 2
√
1− |x|2 6= 0 on Ωx for |x| < 1. By applying
(2.3) again with Φx(y), we obtain
2
∫
Rd×Rd
F (x, y)δ(Φ)dxdy =
∫
Bd(0,1)
∫
Ωx
F (x, y)
dνx(y)√
1− |x|2 dx,
where dνx is the surface measure on Ωx. Since Ωx is the (d− 1)-dimensional sphere
of radius
√
1− |x|2, the equality (2.2) follows from scaling.
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Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. We first prove the necessity part for the estimate (1.2). As
mentioned above, the estimate (1.2) fails unless p, q and r satisfy (1.1) and r >
d
2d−1 , which follows from scaling and the counterexample of Barrionevo-Grafakos-
D.He-Honz´ık- Oliveira [3, Proposition 7] (see the paragraph below of Theorem 1.1).
Hence, by symmetry, it is enough to show thatM is not bounded from Lp×Lq → Lr
with p = 1 = r and q = ∞. To the contrary, suppose that M was bounded from
L1(Rd) × L∞(Rd) to L1(Rd). If we take g(x) = 1, by (2.2) we have, for any
f ∈ L1(Rd),
M(f, g)(x) = |Sd−1| sup
t>0
∫
B(0,1)
|f(x− ty)|(1− |y|2) d−22 dy
&M(f)(x).
Thus, the assumption for M yields ‖M(f)‖L1(Rd) . ‖f‖L1(Rd) for all f ∈ L1(Rd).
This contradicts the fact that the Hardy-Littlewood maximal function M is not
bounded on L1(Rd).
We now deal with the sufficiency part for the estimate (1.2). To obtain bound-
edness of M, we shall rely on bilinear interpolation. There is a lot of literature
regarding multilinear interpolation but it is usually required for the operator to be
linear. See, [26], [15] and [2] for discussion on interpolation in quasi-Banach spaces.
However the operator M is sublinear. To avoid technicality related to interpola-
tion of bi-(sub)linear operator we consider a linearized operator. For a nonnegative
measurable function τ : Rd → R+ = {t : t ≥ 0}, define an operator
Aτ (f, g)(x) =
∫
S2d−1
f(x− τ(x)y)g(x − τ(x)z)dσ2d−1(y, z).
To obtain Lp × Lq → Lr boundedness of M, by the Kolmogorov- Seliverstov-
Plessner’s stopping time argument it is sufficient to show
‖Aτ (f, g)‖Lr(Rd) ≤ C‖f‖Lp(Rd)‖g‖Lq(Rd)
with C bound independent of τ . Since |Aτ (f, g)| ≤ M(f, g), by Lemma 2.1 we see
|Aτ (f, g)(x)| .Mf(x)Sg(x). It is well known that, for 1 < p ≤ ∞,
‖Mf‖Lp(Rd) . ‖f‖Lp(Rd), ‖Mf‖L1,∞(Rd) . ‖f‖L1(Rd).
Also, we have ‖Sf‖Lp(Rd) . ‖f‖Lp(Rd) if and only if p > dd−1 . Thus, by the pointwise
bound for Aτ and Ho¨lder’s inequality, we obtain for 1 < p ≤ ∞, dd−1 < q ≤ ∞ and
r satisfying (1.1),
(2.4) ‖Aτ (f, g)‖Lr(Rd) ≤ ‖Mf‖Lp(Rd)‖Sg‖Lq(Rd) . ‖f‖Lp(Rd)‖g‖Lq(Rd).
Similarly, using the weak L1 bound of the Hardy-Littlewood maximal function, we
also have, for p = 1, dd−1 < q ≤ ∞ and r satisfying (1.1),
(2.5) ‖Aτ (f, g)‖Lr,∞(Rd) . ‖f‖L1(Rd)‖g‖Lq(Rd).
Then, interpolation between these estimates (2.5) yields the estimate (2.4) for p = 1,
d
d−1 < q < ∞ and r satisfying (1.1). By symmetry, the estimates (2.4) also hold
when the roles of f and g are interchanged. Thus, applying the bilinear (complex)
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interpolation, we have (2.4) for p, q, r satisfying 1r =
1
p +
1
q and (
1
p ,
1
q ) in the gray
region of Figure 1, the closed pentagon [AGHBO] excluding the closed interval
[GH ] and the points A and B. Note that the implicit constant of (2.4) depends
only on p, q, and d. Therefore we obtain all the estimates (1.2) on the optimal range.
We next consider the weak estimates which are included in (a), (b) and (c). The
estimates in (c) follow from (a), (b), and interpolation. As in the above, to show
the maximal bound (1.3) it is enough to show
‖Aτ (f, g)‖Lr,u(Rd) ≤ C‖f‖Lp,s(Rd)‖g‖Lq,t(Rd)
with a bound C independent of τ . Thus, (a) follows from the estimate (2.5) with
q =∞ and r = 1. We now show (b) and (c). Let d ≥ 3. Using the restricted weak
type bound due to Bourgain [6], we get
‖Aτ (f, g)‖
L
d
2d−1 ,∞
. ‖Mf‖L1,∞‖Sg‖
L
d
d−1 ,∞
. ‖f‖1‖g‖
L
d
d−1 ,1
,(2.6)
which shows (b). Interchanging the roles of f and g we also have
‖Aτ (f, g)‖
L
d
2d−1 ,∞
. ‖f‖
L
d
d−1 ,1
‖g‖L1.
Hence, trivially ‖Aτ (χF , χG)‖
L
d
2d−1 ,∞
. |F | 1p |G| 1q for any measurable set F and
G and for p, q satisfying 1 ≤ p, q ≤ dd−1 and 1p + 1q = 2d−1d . Since L
d
2d−1 ,∞ is
d
2d−1 -convex, the estimates imply ‖Aτ (f, g)‖L d2d−1 ,∞ . ‖f‖Lp, d2d−1 ‖g‖Lq, d2d−1 for p,
q satisfying 1p +
1
q =
2d−1
d and 1 ≤ q ≤ dd−1 . This can be further improved with
bilinear interpolation to give
‖Aτ (f, g)‖
L
d
2d−1 ,∞
. ‖f‖Lp,s‖g‖Lq,t
for p, q, s, t satsifying 1p +
1
q =
2d−1
d and 1 < q <
d
d−1 and
1
s +
1
t =
2d−1
d . See Janson
[26] or Bak-Oberlin-Seeger [2, Lemma 2.1 and Proposition 2.3] for the bilinear
interpolation. Thus we prove (c). 
Remark 2.2. The same results as in Theorem 1.1 also hold for the stronger bilinear
maximal function M which is given by
M(f, g)(x) = sup
t,s>0
∫
S2d−1
|f(x− ty)g(x− sz)|dσ2d−1(y, z), f, g ∈ S(Rd).
Indeed, we consider a linearized operator
Aτ,σ(f, g)(x) =
∫
S2d−1
f(x− τ(x)y)g(x − σ(x)z)dσ2d−1(y, z)
with arbitrary measurable functions τ and σ. By the same slicing argument which
yields (2.2), we have
Aτ,σ(f, g)(x) . Mf(x) Sg(x) and Aτ,σ(f, g)(x) . Sf(x)Mg(x),
hence the previous argument works for the operator M.
The results on the spherical maximal function have been extended to maximal
averages over general hypersurfaces [40, 41, 42] which vary depending each point.
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Naturally, in a similar manner one may consider a bilinear maximal operator M
given by
M(f, g)(x) = sup
0<t≤1
∣∣∣ ∫
R2d
f(y)g(z)δ(Φt(x, y, z))ψt(x, y, z)dydz
∣∣∣, f, g ∈ S(Rd),
where Φt and ψt are certain smooth functions subject to suitable conditions (for
example, see [41, 42]). It seems to be an interesting problem to characterize the
exponents p, q, r for which M is bounded from Lp(Rd)×Lq(Rd) to Lr(Rd), however
we do not attempt to do it in the present paper.
Remark 2.3. Our method based on the slicing argument also extends to the general
k-linear case. More precisely, for any k ≥ 2, let the k-(sub)linear spherical maximal
function Mk be given by
Mk(f1, · · · , fk)(x) = sup
t>0
∫
Skd−1
k∏
j=1
fj(x− tyj)dσkd−1(y1, · · · , yk).
Applying our argument inductively, we see thatMk is bounded from Lp1(Rd)×· · ·×
Lpk(Rd) to Lr(Rd) if 1 < p1, · · · , pk ≤ ∞, 1p1 + · · ·+ 1pk = 1r , r > dkd−1 and d ≥ 2.
3. Localized bilinear spherical maximal function
In this section we study the localized bilinear spherical maximal function M˜ de-
fined by (1.5). Using the Lp-improving property for S˜, we show Lp × Lq → Lr
boundedness of M˜ for exponents p, q, r which do not satisfy the Ho¨lder relation.
We also obtain necessary conditions on p, q, r for Lp × Lq → Lr boundendess of
M˜. See Propositions 3.2 and 3.3 below. Consequently, we obtain the sharp range
of p, q while r is restricted in a certain region.
Theorem 3.1. Let d ≥ 2, 1 ≤ p, q ≤ ∞, and 0 < r ≤ d or d(d−1)d−2 ≤ r <∞. Then
the estimate
(3.1) ‖M˜(f, g)‖Lr(Rd) ≤ C‖f‖Lp(Rd)‖g‖Lq(Rd)
holds for 1r ≤ 1p + 1q < min{ 2d−1d , 1+ dr}. Conversely, the estimate (3.1) holds only
if 1r ≤ 1p + 1q ≤ min{ 2d−1d , 1 + dr}. Furthermore, when r = ∞, the estimate (3.1)
holds if and only if 0 ≤ 1p + 1q ≤ 1 for all d ≥ 2.
In particular, when d = 2, Theorem 3.1 gives (3.1) for 1 ≤ p, q ≤ ∞, and 0 < r ≤ 2
provided that 1r ≤ 1p + 1q < 32 . Theorem 3.1 follows from Proposition 3.2 and
Proposition 3.3.
Proposition 3.2. Let d ≥ 2, 1 ≤ p, q ≤ ∞ and 0 < r ≤ ∞. Then the estimate
(3.1) holds if r > d2d−1 and
1
r ≤ 1p + 1q < min{1 + dr , 2d−1d , 1r + 2(d−1)d } for d ≥ 3,
and if r > 23 and
1
r ≤ 1p + 1q < min{1 + 1r , 32} for d = 2. Moreover, the estimate
(3.1) also holds for 1p +
1
q = 1 +
1
r if r > 2 for d = 2 and r =∞ for d ≥ 3.
Proposition 3.3. Let d ≥ 2, 1 ≤ p, q ≤ ∞, and 0 < r ≤ ∞. If the estimate (3.1)
holds then 1r ≤ 1p + 1q ≤ min{ 2d−1d , 1 + dr}.
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1
r
O
1
p
2
1
3
2
C
1
4
A
B
D
(I) d = 2
1
r
O
1
p
2
1
2d−1
d
A
B
C
D
E
(II) d ≥ 3
Figure 2. The range of p and r for M˜ : Lp × Lp → Lr. Proposi-
tion 3.2 and Proposition 3.3 give boundedness (the gray region) and
unboundedness (the white region), respectively. Here, O = (0, 0),
A = (12 , 0), B = (
2d−1
2d ,
d−1
d2 ), C = (
2d−1
2d ,
1
d), D = (
2d−1
2d ,
2d−1
d ),
and E = ( 2d−32(d−1) ,
d−2
d(d−1)).
Figure 2 shows the range of p and r for which M˜ is bounded from Lp(Rd)×Lp(Rd)
to Lr(Rd). Boundedness of M˜ remains open when ( 1p , 1r ) is in the slashed region
(the closed triangles with vertices A,B,C for d = 2 and E,B,C for d ≥ 3) and the
dashed borderlines in Figure 2.
We now prove Proposition 3.2 and Proposition 3.3. We begin with recalling the
known bounds for S˜. For d ≥ 2, let us set Vd1 = (0, 0), Vd2 = (d−1d , d−1d ), Vd3 =
(d−1d ,
1
d ), and V
d
4 = (
d2−d
d2+1 ,
d−1
d2+1 ). By ∆(d) we denote the closed quadrangle with
vertices Vd1,V
d
2,V
d
3,V
d
4 when d ≥ 3 and the closed triangle with Vd1,Vd2 = Vd3,Vd4
when d = 2.
Theorem 3.4 ([30]). Let d ≥ 2 and 1 ≤ p, q ≤ ∞. Then
(3.2) ‖S˜f‖Lq(Rd) ≤ C‖f‖Lp(Rd)
holds if ( 1p ,
1
q ) is in ∆(d) \ {Vd2,Vd3,Vd4}. Conversely, if the estimate (3.2) holds,
then ( 1p ,
1
q ) ∈ ∆(d) \ {Vd2}. If d = 2, the restricted weak type (p, q) bound for S˜
holds with ( 1p ,
1
q ) = V
d
4 and if d ≥ 3, with ( 1p , 1q ) = Vd2,Vd3, and Vd4.
Proof of Proposition 3.2. As before, to avoid unnecessary technicality we consider
a linearized operator. Let κ : Rd → [1, 2] be a measurable function and define an
MAXIMAL ESTIMATES FOR BILINEAR OPERATORS 13
operator
A˜κ(f, g)(x) =
∫
S2d−1
f(x− κ(x)y)g(x − κ(x)z)dσ2d−1(y, z).
It is sufficient to show that there is a constant C, independent of the measurable
function κ, such that
(3.3) ‖A˜κ(f, g)‖Lr(Rd) ≤ C‖f‖Lp(Rd)‖g‖Lq(Rd)
for p, q, r as in Proposition 3.2.
Since κ(x) ∈ [1, 2], using the same argument (the equality (2.2)) as before, we easily
see that
(3.4) A˜κ(f, g)(x) . |f | ∗ χB(x) Sg(x)
and
(3.5) A˜κ(f, g)(x) . |f | ∗ χB(x)
( ∞∑
l=0
2−l(
d−2
2
)
S˜(g(2−l/2·))(2l/2x)
)
,
where B = Bd(0, 2), the d-dimensional ball of radius 2. Indeed, the estimate (3.4) is
a direct consequence of the equality (2.2). To show (3.5), we dyadically decompose
the ball Bd(0, 1) away from its boundary. For l ≥ 1, let us set Al = {y ∈ Rd :
1− 2−l−1 ≤ |y| ≤ 1− 2−l−2}, and
Il =
∫
Al
|f(x− κ(x)y)|(1 − |y|2) d−22
∫
Sd−1
|g(x− κ(x)
√
1− |y|2 z)| dσd−1(z) dy,
I0 =
∫
Bd(0, 3
4
)
|f(x− κ(x)y)|(1 − |y|2) d−22
∫
Sd−1
|g(x− κ(x)
√
1− |y|2 z)| dσd−1(z) dy.
Then by (2.2) it follows that
A˜κ(f, g)(x) ≤
∞∑
l=0
Il.
Note that, for y ∈ Al, 1−|y|2 = (1−|y|)(1+|y|) ∼ 2−l and κ(x)Al = {κ(x)y : y ∈ Al}
is included in Bd(0, 2) because 1 ≤ κ(x) ≤ 2. Hence, by scaling we have
Il . 2−l(d−22 )|f | ∗ χB(x)S˜(g(2−l/2·))(2l/2x), l ≥ 1.
Since 1 − |y| ∼ 1 for y ∈ Bd(0, 3/4), we have I0 . |f | ∗ χB(x)S˜g(x). Thus we get
(3.5).
We first use (3.4) to obtain the estimate (3.3). Let d ≥ 2 and r > d2d−1 . By Young’s
convolution inequality, it is clear that ‖|f | ∗ χBd(0,2)‖Lp2(Rd) . ‖f‖Lp1(Rd) for any
1 ≤ p1 ≤ p2 ≤ ∞. Combining this with the known bounds for S, we have
(3.6) ‖A˜κ(f, g)‖Lr(Rd) ≤ ‖|f | ∗ χB‖Lu(Rd)‖Sg‖Lq(Rd) . ‖f‖Lp(Rd)‖g‖Lq(Rd)
for 1r =
1
u +
1
q ,
1
q < min{ d−1d , 1r}, and 1u ≤ 1p ≤ 1. Moreover, if r > dd−1 , then the
estimate (3.6) also holds for q = r and 0 ≤ 1p ≤ 1 because of the previous estimate
for S. By symmetry we may interchange the roles of f and g. So, we have (3.3) for
1
r− 1p ≤ 1q ≤ 1 and 1p ≤ 1r if r > dd−1 , and for 1r− 1p ≤ 1q ≤ 1 and 1p < d−1d if r ≤ dd−1 .
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Thus, from (complex) interpolation we obtain the estimate (3.3) whenever ( 1p ,
1
q ,
1
r )
is in T(r)× { 1r}, where T(r) is given by
T(r) :=
{(
1
p ,
1
q ) ∈ [0, 1]2 : 1r ≤ 1p + 1q ≤ 1 + 1r}, if r > dd−1 ,
{( 1p , 1q ) ∈ [0, 1]2 : 1r ≤ 1p + 1q < 2d−1d }, if r ≤ dd−1 .
Therefore we obtain the desired estimates for d = 2.
We turn to the case d ≥ 3. By using the inequality (3.5), we can further extend
the range of p, q for (3.3), when r < d−1d . We let r <
d−1
d . If (
1
q ,
1
r ) ∈ ∆(d) \
{Vd2,Vd3,Vd4}, Theorem 3.4 and scaling imply
‖S˜(g(2−l/2·))(2l/2x)‖Lr(Rd) . 2
ld
2
( 1q− 1r )‖g‖Lq(Rd).
Using this and (3.5), we see for any 1 ≤ p ≤ ∞,
‖A˜κ(f, g)‖Lr(Rd) . ‖|f | ∗ χB‖L∞(Rd)
∥∥∥ ∞∑
l=0
2−l(
d−2
2
)
S˜(g(2−l/2·))(2l/2x)
∥∥∥
Lr(Rd)
.
( ∞∑
l=0
2−
l
2
(d−2−d( 1q− 1r ))
)
‖f‖Lp(Rd)‖g‖Lq(Rd).
Thus, we have (3.3) whenever 1 ≤ p ≤ ∞, 1q − 1r < d−2d , and (1q , 1r ) ∈ ∆(d) \
{Vd2,Vd3,Vd4}.
For (1q ,
1
r ) in ∆(d) \ {Vd2,Vd3,Vd4} we separately consider the following three cases:
A :
1
d
<
1
r
<
d− 1
d
, B :
1
r
<
d− 2
d(d− 1) , C :
d− 2
d(d− 1) ≤
1
r
≤ 1
d
.
In the case A, (1q ,
1
r ) ∈ ∆(d) \ {Vd2,Vd3,Vd4} if and only if 1r ≤ 1q < d−1d , so
1
q − 1r < d−2d holds. Thus we have (3.3) for 1 ≤ p ≤ ∞ and 1r ≤ 1q < d−1d . Notice
that the estimate (3.3) is also true for 1r − 1q ≤ 1p ≤ 1 and 1q ≤ 1r (see (3.6)). From
this and symmetry, we see that the estimate (3.3) holds for max{ 1r − 1q , 0} ≤ 1p ≤ 1
and 1q <
d−1
d , or max{ 1r − 1p , 0} ≤ 1q ≤ 1 and 1p < d−1d . Then interpolation between
these estimates gives the estimate (3.3) for 1d <
1
r <
d−1
d and (
1
p ,
1
q ) ∈ D(r) which
is given by
D(r) :=
{
(
1
p
,
1
q
) ∈ [0, 1]2 : 1
r
≤ 1
p
+
1
q
<
2d− 1
d
}
,
d
d− 1 < r < d.
In the caseB, (1q ,
1
r ) ∈ ∆(d)\{Vd2,Vd3,Vd4} if and only if 1r ≤ 1q ≤ dr , so 1q− 1r < d−2d .
Thus we have (3.3) for 1 ≤ p ≤ ∞ and 1r ≤ 1q ≤ dr . In the case C, (1q , 1r ) is in
∆(d) \ {Vd2,Vd3,Vd4} whenever 1q − 1r < d−2d . (Note that there is q◦ such that
( 1q◦ ,
1
r ) ∈ ∆(d) but 1q◦ − 1r ≥ d−2d ). Hence, we have (3.3) for 1 ≤ p ≤ ∞ and
1
r ≤ 1q < 1r + d−2d . We now define the set D(r) for the cases B and C by
D(r) :=
{(
1
p ,
1
q ) ∈ [0, 1]2 : 1r ≤ 1p + 1q < dr + 1}, if 1r < d−2d(d−1) ,
{( 1p , 1q ) ∈ [0, 1]2 : 1r ≤ 1p + 1q < 1r + 2d−2d }, if d−2d(d−1) ≤ 1r ≤ 1d .
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Then by symmetry and applying interpolation again, we have (3.3) for ( 1p ,
1
q ) ∈
D(r), 0 ≤ 1r ≤ 1d . As a result, we see that the estimate (3.3) holds for p, q, r
whenever ( 1p ,
1
q ) is in D(r) ∪ T(r) and r > d2d−1 , which completes the proof. 
Proof of Proposition 3.3. It is easy to see that the estimate (3.1) is impossible when
1
p +
1
q <
1
r , since the bilinear spherical mean is commutative with simultaneous
translation [4]. So it is enough to show that the exponents p, q, r should satisfy
1
p +
1
q ≤ min{ 2d−1d , 1 + dr } whenever we assume that the estimate (3.1) holds.
Now we assume (3.1). We first show that 1p +
1
q ≤ 2d−1d . Let us fix 0 < ǫ◦ ≪ 1
sufficiently small. For 0 < δ ≤ ǫ◦, we set
fδ = χBd(0,δ) and gδ = χBd(0,C1δ),
where C1 is a constant chosen later. Let A := {x ∈ Rd : 1√2 ≤ |x| ≤ 1√2 + ǫ◦}. Then
we claim that, for any x ∈ A and 0 < δ ≤ ǫ◦,
(3.7) M˜(fδ, gδ)(x) ≥ Cδ2d−1
with C > 0 independent of δ. So, the estimate (3.1) implies
|A| 1r δ2d−1 . δ dp+ dq , 0 < δ ≪ 1,
which yields 1p +
1
q ≤ 2d−1d by letting δ → 0.
We now show (3.7). To do so, for x ∈ A we set
E1x = {y ∈ Rd : |x/|x| −
√
2y| ≤
√
2δ/(1 +
√
2ǫ◦)} and
E2x = {z ∈ Rd : |z| = 1, |x/|x| − z| ≤
√
2C2δ/(1 +
√
2ǫ◦)},
where C2 is a constant which is chosen later. Then for x ∈ A and y ∈ E1x it is
easy to check that fδ(x −
√
2|x|y) = 1 and |√1− |y|2 − 1/√2| ≤ C3δ for some
C3 > 0 depending only on ǫ◦. We now put C2 = C3. Then for z ∈ E2x |x −√
2|x|√1− |y|2z| ≤ 3C2δ, hence gδ(x −√2|x|√1− |y|2z) = 1 when we choose C1
so that C1 > 3C2. From this and (2.2), we see that for x ∈ A
M˜(fδ, gδ)(x) ≥
∣∣∣ ∫
S2d−1
fδ(x−
√
2|x|y)gδ(x−
√
2|x|z)dσ2d−1(y, z)
∣∣∣
≥
∫
E1x
fδ(x−
√
2|x|y)
∫
Sd−1∩E2x
gδ(x−
√
2|x|z)dσ(z)(1 − |y|2) d−22 dy
≥ (1/
√
2− C2δ)d−2|E1x|σ(E2x) ∼ δdδd−1, 0 < δ ≪ 1.
Here the implicit constant only depends on ǫ◦, hence we obtain (3.7).
We next show that 1p +
1
q ≤ 1 + dr . We fix small ǫ > 0 and set for 0 < δ ≤ ǫ
fδ = χB(0, 1√
2
+2δ)\B(0, 1√
2
−2δ) and gδ = χB(0, 1√
2
+C1δ)\B(0, 1√
2
−C1δ)
for some 1 < C1 < 2
−3/2ǫ−1 which is to be chosen later. Then, if |x| ≤ δ and
1√
2
− δ ≤ |y| ≤ 1√
2
we have fδ(x− y) = 1 and 1√2 ≤
√
1− |y|2 ≤ 1√
2
+C2δ for some
C2 depending only on ǫ. Hence, gδ(x −
√
1− |y|2z) = 1 for |z| = 1, |x| ≤ δ, and
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1√
2
− δ ≤ |y| ≤ 1√
2
, if we choose C1 so that C1 > C2 + 1. Thus, by the equality
(2.2) we have for |x| ≤ δ
M˜(fδ, gδ)(x) ≥
∫
S2d−1
fδ(x − y)gδ(x− z)dσ2d−1(y, z)
&
∫
{y : 2−1/2−δ≤|y|≤2−1/2}
fδ(x− y)
∫
Sd−1
gδ(x−
√
1− |y|2z)dσ(z)dy
& δ.
The Lp × Lq → Lr boundedness of M˜ implies δ1+ dr . δ 1p+ 1q , 0 < δ ≪ 1, hence we
get the desired 1p +
1
q ≤ 1 + dr . 
4. Proof of Theorem 1.2
In this section, we reduce the maximal estimate for the bilinear Bochner-Riesz
operator to that for a maximal operator generated by bilinear multiplier operators
of which multipliers supported in a thin annulus. To do this, we break Bαλ into a
sum of auxiliary operators Bδλ, 0 < δ ≤ 1/4, by decomposing the multiplier of Bαλ
dyadically away from its singularity {(ξ, η) : |ξ|2 + |η|2 = 1/λ2}.
More precisely, let us choose ψ ∈ C∞0 ([ 12 , 2]) and ψ0 ∈ C∞0 ([− 34 , 34 ]) such that
(1− t)α+ =
∑∞
j=2 2
−jαψ(2j(1− t)) + ψ0(t), 0 ≤ t < 1. Using this, we have
(4.1) Bα∗ (f1, f2)(x) ≤
∑
δ∈D
δα sup
λ>0
|Bδλ(f1, f2)(x)| + sup
λ>0
|Tmλ(f1, f2)(x)|,
where D is the set of positive dyadic numbers ≤ 1/4,
Bδλ(f, g)(x) =
∫∫
Rd×Rd
e2πix·(ξ+η)ψ
(1− |λξ|2 − |λη|2
δ
)
f̂(ξ)ĝ(η)dξdη,
and Tmλ is a bilinear multiplier operator with multiplier mλ = m(λ·) and m(ξ, η) =
ψ0(|ξ|2+ |η|2). Since m is smooth and supported in a compact set, it is easy to see
that supλ>0 |Tmλ(f1, f2)(x)| is dominated by the product of the Hardy-Littlewood
maximal functions of f and g. Hence we have, for 1 < p, q ≤ ∞ and r satisfying
1
r =
1
p +
1
q , ∥∥∥ sup
λ>0
|Tmλ(f1, f2)|
∥∥∥
Lr(Rd)
. ‖f1‖Lp(Rd)‖f2‖Lq(Rd).
Thus, the major task is to get bound on the maximal function supλ>0 |Bδλ(f1, f2)| in
terms of δ. From now on we focus on obtaining estimates for the maximal operator
Bδ∗(f1, f2) := sup
λ>0
|Bδλ(f1, f2)|, 0 < δ ≤ 1/4.
To deal withBδ∗, we adopt the standard arguments relating the maximal operator to
the square function ([12, 47]). Especially, by the fundamental theorem of calculus,
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|F (t)| ≤ |F (s)|+ ∫ 21 |F ′(τ)|dτ , 1 ≤ s, t ≤ 2. Hence we obtain
Bδ∗(f1, f2)(x) = sup
k∈Z
sup
1≤λ≤2
∣∣Bδ2kλ(f1, f2)(x)∣∣
≤ sup
k∈Z
( ∫ 2
1
∣∣Bδ2kt(f1, f2)(x)∣∣dt+ ∫ 2
1
∣∣ ∂
∂t
Bδ2kt(f1, f2)(x)
∣∣dt).
Notice that δ ∂∂tB
δ
2kt satisfies the same quantitative properties asB
δ
2kt when 1 ≤ t ≤
2, since ∂∂tB
δ
2kt is also a bilinear multiplier operator with a multipliermt(2
ktξ, 2ktη)
where mt(ξ, η) =
−2
tδ (|ξ|2 + |η|2)ψ′(1δ (1 − |ξ|2 − |η|2)). Hence in order to estimate
Bδ∗ it suffices to consider the operator
(f1, f2) → sup
k∈Z
∫ 2
1
∣∣Bδ2kλ(f1, f2)(x)∣∣dλ.
In fact, Theorem 1.2 is an immediate consequence of Proposition 4.1 below.
Proposition 4.1. Let d ≥ 2 and 2 ≤ p, q <∞ and 1 ≤ r ≤ ∞ satisfy 1p + 1q = 1r .
Set p > 2dd−1 . Suppose that for s > p the estimate (1.7) holds uniformly in φ ∈
CN◦([−1, 1]) for some N◦ ∈ N. Then we have, for 0 < δ ≤ 1/4 and ǫ > 0,
(4.2)∥∥∥ sup
k∈Z
∫ 2
1
∣∣Bδ2kλ(f1, f2)(x)∣∣dλ∥∥∥
Lr(Rd)
≤ Cǫδ−αp(p,q)+1−ǫ‖f1‖Lp(Rd)‖f2‖Lq(Rd).
Here CN◦([−1, 1]) is a class of smooth functions defined in Section 5 and αp is given
by (1.8).
From Proposition 4.1 (and Theorem 5.3), we particularly see that, for any ǫ > 0,∥∥∥ sup
k∈Z
∫ 2
1
∣∣Bδ2kλ(f1, f2)(x)∣∣dλ∥∥∥
L1(Rd)
≤ Cǫδ−ǫ‖f1‖L2(Rd)‖f2‖L2(Rd).
Compared with the linear case, there is no gain of δ-exponent in this step. More
precisely, its linear counterpart is the estimate
(4.3)
∥∥∥∥sup
k∈Z
( ∫ 2
1
|ψ
(1− |2ktD|2
δ
)
f |2dt
)1/2∥∥∥∥
L2(Rd)
. δ1/2‖f‖L2(Rd),
which follows from Plancherel’s theorem and the Littlewood-Paley inequality. The
positive power of δ in (4.3) offsets the negative power of δ which occurs in the
standard argument relating the maximal estimate to the square function estimate.
So, one can prove L2-boundedness of Rα∗ for α > 0. However, this is not the
case with the bilinear maximal operator, hence we only obtain L2 × L2 → L1
boundedness of Bα∗ for α > 1.
Before finishing this section, we make a remark on the negative results regarding
Lp×Lq → Lr boundedness of Bα∗ . A necessary condition for Lp×Lq → Lr bound-
edness of Bα∗ was obtained by D. He in [23]. He showed that Bα∗ is unbounded from
Lp(Rd) × Lq(Rd) to Lr(Rd) if α < 2d−12r − 2d−12 , by adopting the counterexam-
ple for the maximal Bochner-Riesz operator in [48]. In particular this shows that
L2 × L2 → L1 boundedness holds only if α ≥ 0.
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5. Lp-estimate for a mixed square function
In this section we obtain Lp(l∞)-estimates for a square function Dϕδ,k defined by
(5.1), which plays a key role in the proof of Propositions 4.1.
To define Dϕδ,k, let I = [−1, 1] and consider the class of smooth functions
CN(I) :=
{
ϕ : suppϕ ⊂ I, ‖ϕ‖CN (R) := max
0≤n≤N
‖ d
n
dtn
ϕ‖L∞(R) ≤ 1
}
.
For ϕ ∈ CN(I) and positive numbers ρ, δ, λ > 0, we define a (linear) multiplier
operator Sϕρ,δ,λ by setting
F−1(Sϕρ,δ,λf)(ξ) = ϕ(ρ− |λξ|2δ )f̂(ξ), f ∈ S(Rd),
and a mixed square function Dϕδ,k, k ∈ Z, by
(5.1) Dϕδ,kf(x) =
( ∑
ρ∈δZ∩[0,2]
∫ 2
1
|Sϕ
ρ,δ,2kλ
f(x)|2dλ
)1/2
, f ∈ S(Rd).
From now on, we write Sϕρ,δ = S
ϕ
ρ,δ,1 for simplicity.
Proposition 5.1. Let d ≥ 2, 2 ≤ p < ∞, and N ≥ d. Suppose that, for any
0 < δ ≤ 1/4,
(5.2)
∥∥∥( ∫ 1
1/2
|Sϕt,δf(x)|2dt
)1/2∥∥∥
Lp(Rd)
≤ Cδ−β‖f‖Lp(Rd)
holds with some β ≥ − 12 , and C independent of ϕ ∈ CN(I). Then for any ǫ > 0 we
have
(5.3)
∥∥ sup
k∈Z
|Dϕδ,kf(x)|
∥∥
Lp(Rd)
.ǫ δ
−β− 1
2
−ǫ‖f‖Lp(Rd)
with C independent of ϕ ∈ CN+1(I) and 0 < δ ≤ 1/4.
Using Plancherel’s theorem, it is easy to check that the estimate (5.2) holds with
p = 2, β = − 12 , and a uniform C as long as ϕ ∈ CN(I) for any N ∈ N. This is
essentially due to Stein [45]. Hence Corollary 5.2 below is a direct consequence of
Proposition 5.1.
Corollary 5.2. Let d ≥ 2, 0 ≤ δ ≤ 1/4, and N ≥ d+1. Then, for any ǫ > 0, there
is a constant C = C(ǫ) such that∥∥ sup
k∈Z
|Dϕδ,kf |
∥∥
L2(Rd)
. δ−ǫ‖f‖L2(Rd)
holds with C uniform as long as ϕ ∈ CN (I).
Before proving Proposition 5.1, we recall the square function Sϕδ associated with the
Bochner-Riesz operator, which is given by (1.6). As mentioned in the introduction,
the sharp Lp-estimate for Sϕδ (the estimate (1.7)) has been studied by various
authors. Among them currently the best known results were obtained by Lee-
Rogers-Seeger [33] and Lee [32]. We summarize them in Theorem 5.3 below.
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Theorem 5.3. [33, 32] Let d ≥ 2. Then the estimate (1.7) holds if p > ps(d) =
min{p0(d), 2(d+2)d }, where p0(d) = 2 + 124d−6−k , d ≡ k (mod 3), k = 0, 1, 2.
Since the square function presented in the estimate (5.2) is bounded by Sϕδ f(x),
by Theorem 5.3 and Proposition 5.1 we can obtaine Lp(l∞)-estimate for the mixed
square function Dϕδ,k for p ≥ 2.
We now prove Proposition 5.1.
Proof of Proposition 5.1. To estimate Dϕδ,kf, we first decompose the interval [0, 2]
into dyadic subintervals as follows:
[0, 2] = [0, 4δ] ∪ [4δ, 2], [4δ, 2] =
j◦⋃
j=−1
Ij :=
j◦⋃
j=−1
[4δ, 2] ∩ [2−j−1, 2−j],
where j◦ is the smallest integer satisfying 4δ ≥ 2−j◦−1. Then by the triangle in-
equality, the left-hand side of (5.3) is bounded by
∑j◦
j=−1 Ij + II, where
(Ij)p =
∫
Rd
(
sup
k∈Z
∫ 2
1
∑
ρ∈δZ∩Ij
|Sϕ
ρ,δ,2kλ
f(x)|2dλ
)p/2
dx, −1 ≤ j ≤ j◦,
(II)p =
∫
Rd
(
sup
k∈Z
∫ 2
1
∑
ρ∈δZ∩[0,4δ]
|Sϕ
ρ,δ,2kλ
f(x)|2dλ
)p/2
dx.
Note that each Sϕρ,δ,λ satisfies, for t > 0,
(5.4) Sϕρ,δf(x) = S
ϕ
tρ,tδ ft1/2(t
−1/2x), and Sϕρ,δ,tf(x) = S
ϕ
ρ,δ ft(t
−1x),
where ft = f(t ·). By these relations and scaling, in order to prove Proposition 5.1,
it suffices to deal with I0 and II. More precisely, we will show that for 0 < δ ≤ 1/4
max { I0, II } . δ−β− 12 ‖f‖Lp(Rd)(5.5)
with uniform implicit constant as long as ϕ ∈ CN+1(I). Indeed, by the first relation
in (5.4), for −1 ≤ j ≤ j◦ we see that
Ij ≤ 2jd/2p
∥∥∥( sup
k∈Z
∫ 2
1
∑
ρ∈2jδZ∩[1/2,1]
|Sϕ
ρ,2jδ,2kλ
f2j/2 |2
)1/2∥∥∥
Lp(Rd)
.
Since 2−j ≥ 2−j◦ > 4δ, 2jδ < 1/4 for any 0 < δ ≤ 1/4. Thus we can apply (5.5) to
obtain Ij . (2jδ)−β− 12 ‖f‖Lp(Rd). Here the implicit constant is independent of the
choice of ϕ ∈ CN+1(I), δ, and j. Note that −β − 12 ≤ 0. Taking the summation
over j, we have, for any ǫ > 0,
‖ sup
k∈Z
|Dϕδ,kf |‖Lp(Rd) . j◦δ−β−
1
2 ‖f‖Lp(Rd) ≤ Cǫδ−β−
1
2
−ǫ‖f‖Lp(Rd)
with Cǫ uniform for 0 < δ <
1
4 and ϕ ∈ CN+1(I), since j◦ = O(log(1/δ)).
We now tern to the proof of (5.5). We first estimate I0. To do this, let us define
the Littlewood-Paley projection operator Pm, m ∈ Z, by
P̂mf(ξ) = β(2
−m|ξ|)f̂(ξ),
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where β is a smooth cutoff function supported in the interval [ 12 , 2] and satisfying
0 ≤ β ≤ 1 and ∑m∈Z β(2−mt) = 1 for t > 0. Since suppϕ ⊂ [−1, 1], ρ ∈ [1/2, 1],
λ ∈ [1, 2], and 0 < δ ≤ 1/4, we see that
ϕ
(ρ− |2kλξ|2
δ
)
β(2−mξ) ≡ 0 except − 3 ≤ m+ k ≤ 2.
Using this we see that for any k ∈ Z
(5.6) Sϕ
ρ,δ,2kλ
f =
∑
m∈Z :
−3≤m+k≤2
Sϕ
ρ,δ,2kλ
(Pmf).
Note that for each k the number of non-vanishing m is at most 6. Thus, inserting
(5.6) into I0 and applying the second relation in (5.4), Ho¨lder’s inequality, and
lp ⊂ l∞, (I0)p is bounded by a constant multiple of
(5.7)∑
k∈Z
∑
m∈Z :
−3≤m+k≤2
(∫ 2
1
(2kλ)2d/p
∥∥∥( ∑
ρ∈δZ∩[1/2,1]
|Sϕρ,δ,1(Pmf)2kλ|2
)1/2∥∥∥2
Lp(Rd)
dλ
)p/2
.
It was shown in [27, Lemma 2.3] that Lp-boundedness properties of the square
function in (5.2) and the discretize square function in the above are essentially
equivalent when p ≥ 2. Hence by the assumption (5.2) we see that∥∥∥( ∑
ρ∈δZ∩[1/2,1]
|Sϕρ,δ,1(Pmf)2kλ|2
)1/2∥∥∥
Lp(Rd)
. δ−β−
1
2 ‖(Pmf)2kλ‖Lp(Rd)
. δ−β−
1
2 (2kλ)−d/p‖Pmf‖Lp(Rd)
holds with the implicit constant independent of ϕ ∈ CN+1(I) and 0 < δ ≤ 1/4.
Putting this back into (5.7), we have
I0 . δ−β− 12
(∑
k∈Z
∑
m∈Z :
−3≤m+k≤2
‖Pmf‖pLp(Rd)
)1/p
. δ−β−
1
2 ‖(
∑
m∈Z
|Pmf |2)1/2‖Lp(Rd) . δ−β−
1
2 ‖f‖Lp(Rd),
since p ≥ 2. For the last inequality we use the Littlewood-Paley inequality.
It remains to estimate the term II, which is much simpler. Since Sϕρ,δ,λ is a multi-
plier operator, this can be written as Sϕρ,δ,λf(x) = λ
−dKρ,δ(λ−1·) ∗ f(x), where
Kρ,δ(x) =
∫
Rd
e2πix·ξϕ
(ρ− |ξ|2
δ
)
dξ.
From integration by parts, we see that |Kρ,δ(x)| ≤ Cρ,δ,ϕ δd/2(1 + δ1/2|x|)−d−1.
Especially, when ρ ≤ 4δ, the constant Cρ,δ,ϕ depends only on the Cd+1-norm of
ϕ. Hence the constant is independent of the choice of ϕ ∈ CN+1(I), ρ ≤ 4δ, and
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0 < δ ≤ 1/4 whenever N ≥ d. Applying the kernel estimate in the above,
(5.8)
|Sϕ
ρ,δ,2kλ
f(x)| . (2kλδ−1/2)−d
∫
Rd
(
1 + 2−kλ−1δ1/2|x− y|)−d−1|f(y)| dy
.
∞∑
j=0
2−j
(
2kλδ−1/22j
)−d ∫
Bd(x,2kλδ−1/22j)
|f(y)| dy
.
∞∑
j=0
2−jMf(x) .Mf(x)
holds uniformly for ϕ ∈ CN+1(I), 0 ≤ ρ ≤ 4δ, and k ∈ Z. Here M is the Hardy-
Littlewood maximal function. Inserting this into II, we get
II . ‖Mf‖Lp(Rd) . ‖f‖Lp(Rd),
which completes the proof. 
6. Proof of Proposition 4.1
To verify Proposition 4.1, we adopt the idea in [27] which decomposes the bilinear
operator into a sum of products of linear operators. The decomposition lemma
(Lemma 3.1 in [27]) reduces the problem of obtaining Lp × Lq → Lr estimates
for the auxiliary bilinear operator Bδ1 to that for a sum of products of two linear
multiplier operators. In what follows we show that the argument also works for the
maximal estimate. We reformulate the decomposition argument as a single lemma
(Lemma 6.1 below) which was implicit in [27, Section 3]. This provides a pointwise
bound on the auxiliary operator Bδλ by a sum of product of two linear operators
Sφρ,δ,λ and S
φ
̺−ρ,δ,λ. Since the proof of Lemma 6.1 is already contained in [27] we
only provide a brief of sketch.
Lemma 6.1. [27] Let d ≥ 2, N ∈ N, 0 < δ ≤ 1/4, and ǫ > 0. Set δ˜ = δ1+ǫ. Then
there exists C = C(ψ,N) such that for any λ > 0∣∣Bδλ(f1, f2)(x)∣∣ ≤ C×∑
̺∈δ˜Z∩[1−4δ,1+2δ]
∑
ρ∈δ˜Z∩[0,2]
( ∑
a,b∈N∪{0} :
0≤a+b≤N
Ca,bδ
ǫ(a+b)
∣∣∣Sϕa
ρ,δ˜,λ
f1(x)S
ϕb
̺−ρ,δ˜,λf2(x)
∣∣∣
+ δǫN
∫
R
∣∣∣ψ̂(τ)Tmδ˜̺,ρ(λ·,λ·,τ)(f1, f2)(x)∣∣∣ dτ),
where, ϕa and ϕb are in CN (I) for 0 ≤ a, b ≤ N , and
Tmδ˜̺,ρ(λ·,λ·,τ)(f1, f2)(x) =
∫
R2d
e2πix·(ξ+η)mδ˜̺,ρ(λξ, λη, τ)f̂1(ξ)f̂2(η)dξgη.
Here mδ˜̺,ρ satisfies, for all multi-indices β and γ, |β|+ |γ| ≤ N,
(6.1) |∂βξ ∂γηmδ˜̺,ρ(ξ, η, τ)| ≤ C(1 + |τ |)N δ˜−|β|−|γ|
with C independent of ρ and ̺.
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Sketch of the proof of Lemma 6.1. Let ϕ be a smooth function supported in [−1, 1]
and satisfying
∑
k∈Z ϕ(t+ k) = 1 for all t ∈ R. Then we can write
(6.2)
Bδλ(f1, f2)(x) =∑
̺∈δ˜Z∩[1−4δ,1+2δ]
∑
ρ∈δ˜Z∩[0,2]
∫
Rd×Rd
e2πix·(ξ+η)ψ
(1− |λξ|2 − |λη|2
δ
)
× ϕ
(ρ− |λξ|2
δ˜
)
ϕ
(̺− ρ− |λη|2
δ˜
)
f̂1(ξ)f̂2(η)dξdη,
since ψ is supported in [1/2, 2]. By the inversion formula, the multiplier of Bδλ is
expressed by
ψ
(1− |λξ|2 − |λη|2
δ
)
=
∫
R
ψ̂(τ)e2πiτ(
̺−|λξ|2−|λη|2
δ )e2πiτ(
1−̺
δ )dτ.
Applying Taylor’s theorem for e2πiτ(
̺−|λξ|2−|λη|2
δ ), we have
e2πiτ(
̺−|λξ|2−|λη|2
δ ) =
∑
0≤a+b≤N
ca,b
(
τ(ρ− |λξ|2)
δ
)a(
τ(̺ − ρ− |λη|2)
δ
)b
+
(
remainder
term
)
.
Inserting this into the first expression (6.2) and properly arranging the involved
terms, we get the desired decomposition. In fact, the terms in the sum
∑
0≤a+b≤N
give rise to Sϕa
ρ,δ˜,λ
f1S
ϕb
̺−ρ,δ˜,λf2 and the remainder term to Tmδ˜̺,ρ(λ·,λ·,τ)(f1, f2). We
refer to [27, Proof of Lemma 3.1] for the details. 
Once we have Lemma 6.1 and the square function estimates in Section 5, proof of
Proposition 4.1 is rather routine.
Proof of Proposition 4.1. Fix ǫ > 0 and set δ˜ = δ1+ǫ. Thanks to Lemma 6.1, it
suffices to obtain, for any ̺ ∈ δ˜Z ∩ [1/2, 2] and 0 ≤ a, b ≤ N , the desired bound on
(6.3)
∥∥∥ sup
k∈Z
∫ 2
1
∑
ρ∈δ˜Z∩[0,2]
∣∣Sϕa
ρ,δ˜,2kλ
f1(x)S
ϕb
̺−ρ,δ˜,2kλf2(x)
∣∣dλ∥∥∥
Lr(Rd)
and
(6.4)
∥∥∥ sup
k∈Z
∫ 2
1
∫
R
∣∣ψ̂(τ)Tmδ˜̺,ρ(2kλ·,2kλ·,τ)(f1, f2)(x)∣∣dτdλ∥∥∥Lr(Rd),
where N is a large integer which will be chosen later, ϕa and ϕb are in CN (I), and
mδ˜̺,ρ satisfies the estimate (6.1).
Since ϕa, ϕb ∈ CN (I) for all 0 ≤ a, b ≤ N , Proposition 5.1 and Corollary 5.2 give
the estimate
(6.5) (6.3) .ǫ δ˜
−αp(p,q)+1−ǫ‖f1‖Lp(Rd)‖f2‖Lq(Rd)
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whenever N is large enough. Here the implicit constant is independent of ̺ and
0 ≤ a, b ≤ N . More precisely, by Ho¨lder’s inequality, we have
(6.3) ≤
∏
j=1,2
∥∥∥( sup
k∈Z
∫ 2
1
|Dj(fj)|2 dλ
)1/2∥∥∥
Lpj (Rd)
,
where p1 = p, p2 = q, D1(f1) =
(∑
ρ∈δ˜Z∩[0,2]
∣∣Sϕa
ρ,δ˜,2kλ
f1
∣∣2)1/2, and D2(f2) =(∑
ρ∈δ˜Z∩[0,2]
∣∣Sϕb
̺−ρ,δ˜,2kλf2
∣∣2)1/2. Note that D1 = Dϕa
δ˜,k
and D2 ≤ Dϕb
δ˜,k
, since ̺ ∈ δ˜Z
and Sϕa
ρ,δ˜
f ≡ 0 whenever ρ ∈ δ˜Z is negative. Moreover, by interpolation between
the estimates in Proposition 5.1 and Corollary 5.2, we see that Dϕa
δ˜,k
satisfies
∥∥ sup
k∈Z
|Dϕa
δ˜,k
|∥∥
Lp(Rd)
.
{
δ˜−α(p)−ǫ if p < p ≤ ∞,
δ˜−α(p)(1−
2
p )/(1− 2p )−ǫ if 2 ≤ p ≤ p,
if N > max{N◦, d+ 1}. This yields the estimate (6.5).
We now consider the term (6.4). Since Tmδ˜̺,ρ(2kλ·,τ) is a bilinear multiplier operator,
we may write (6.4) as∥∥∥ sup
k∈Z
∫ 2
1
∫
R
∣∣∣ψ̂(τ)∫
R2d
K δ˜̺,ρ(x − y, x− z)f1(y)f2(z)dydz
∣∣∣dτdλ∥∥∥
Lr(Rd)
,
where K δ˜̺,ρ(y, z) = F−1(mδ˜̺,ρ(2kλ·, 2kλ·, τ))(y, z). Notice that mδ˜̺,ρ satisfies (6.1).
Thus, by integration by parts, it is easy to see that the absolute value of the kernel
K δ˜̺,ρ is bounded by
C(1 + |τ |)N (2kλ)−2d(1 + 2−kλ−1δ˜|y|)−d− 12 (1 + 2−kλ−1δ˜|z|)−d− 12
with C > 0 independent of ρ, ̺, and δ˜, if N > 2d. Similarly as in (5.8), by Ho¨lder’s
inequality we see
(6.4) . δ˜−2d
∥∥∥ ∫ 2
1
∫
R
|ψ̂(τ)|(1 + |τ |)NMf1(x)Mf2(x)dτdλ
∥∥∥
Lr(Rd)
. δ˜−2d‖Mf1‖Lp(Rd)‖Mf2‖Lq(Rd) . δ˜−2d‖f1‖Lp(Rd)‖f2‖Lq(Rd).
Here the second inequality holds because of ψ ∈ S(R).
Combining all of the above estimates, we have for any ǫ > 0∥∥∥ sup
k∈Z
∫ 2
1
|Bδ2kλ(f1, f2)(x)|dλ
∥∥∥
Lr(Rd)
. δ−αp(p,q)+1
(
δ−ǫαp(p,q) + δαp(p,q)−2d+ǫ(N−2d−2)
)‖f1‖Lp(Rd)‖f2‖Lq(Rd).
By choosing a sufficiently large N to be αp(p, q)−2d+ǫ(N −2d−2) > 0, we obtain
the desired estimate (4.2). This completes the proof.
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