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Abstract-Using a pair of finite-state automata to model the transmitter-receiver protocol in a data 
communications system. we derive lower bounds on the size of automata needed to achieve reliable 
communication across an error-prone channel. We also show that, at the cost of increasing the size of the 
automata,  transmission rate close to the theoretical maximum can be achieved. 
1. INTRODUCTION 
In data communications systems, error-detecting and correcting codes are used to improve the 
probability of correct transmission of data, while keeping the redundancy, and hence tran- 
mission delay, fixed. Communications protocols, on the other hand, are used to assure the 
reliable transmission of messages, but at the expense of occasionally incurring arbitrarily long 
delays. While the average transmission rates of both kinds of systems are similar, there is the 
possibility that encoding/decoding devices for protocol-oriented systems can be made 
significantly simpler. 
In this paper we employ finite-state automata to model communications protocols used to 
assure the reliable transmission of data across an error-prone channel. A number of authors 
have already used finite-automaton models for the purpose of proving the correctness of 
certain protocols[l]. Here we regard a protocol as a pair of communicating finite automata for 
somewhat different purposes: 
(1) obtaining lower bounds on the complexity of protocols needed to achieve reliable 
communication i the presence of transmission errors and 
(2) obtaining bounds on the average transmission rate, measured as a function of the 
probability that a bit will be lost during transmission. 
2. THE MODEL 
As a model we use a system consisting of a transmitter-receiver pair communicating over an 
error-prone channel, as shown in Fig. 1. For input, the transmitter sees a sequence of bits. 
These bits are communicated to the receiver, which is to print as output exactly the same input 
sequence as was read by the transmitter. 
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Fig. 1. Model of transmission. 
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The transmitter and receiver will each be represented by a finite-state automaton. We make 
the following assumptions about our model: 
(1) the automata re synchronous and 
(2) the symbols transmitted over the channel at each clock time are 0, 1, or null which is 
represented by A. 
We defer comments on the motivation for these assumptions until the details of the model have 
been explained. 
The transmitter and receiver each have a channel on which to send signals to the other. 
Automaton A, the transmitter, also has an input buffer from which it can read bits and 
automaton B, the receiver, has an output buffer on which it can print bits. 
Formally, the move of A is based on: 
(1) its current state, 
(2) its perception of the symbol transmitted by B at the previous move, and 
(3) the current symbol in the input buffer. 
In one move, A: 
(a) changes tate, 
(b) transmits 0, 1, or A to B, and 
(c) chooses whether or not to advance the input, (i.e. read the next input symbol). 
The move of B is based only on its current state and its perception of the symbol transmitted 
by A at the previous move. In one move B changes tate, transmits 0, 1 or A to A and, if it 
chooses, writes 0 or 1 on the output. Initially, each automaton sees A on the channel. 
The state diagrams of A and B are represented in a conventional manner. In Fig. 2(a) we see 
a move in which A, in state q, seeing symbol a on the input and symbol b on the channel from 
B, goes to state q’ and transmits c on the channel to B. The * indicates that the input is 
advanced, and we omit * if we do not intend that the input be advanced. In Fig. 2(b) we see a 
move in which B, in state q seeing b on the channel from A, goes to state q’, transmits c to A 
and outputs d. If no output is desired, the label is simply b/c. 
Transmission errors 
Symbols sent between A and B may be corrupted by the channel. In this paper we shall 
consider thk following three kinds of transmission error: 
(1) a deletion error in which a 0 or 1 is sent and a A is received, 
(2) a mutation error in which a 0 or 1 is sent and a 1 or 0, respectively, is received, and 
(3) an insertion error in which a A is sent and a 0 or 1 is received. 
For much of this paper we shall concentrate only on deletion errors, since these seem to be 
the errors most often encountered in practice. 
Robustness of protocols 
A protocol is a pair of finite automata acting as the transmitter-receiver pair in the 
communications systems model. We say a protocol is robust under a certain class of errors if 
for all input sequences 
(1) the output at all times is a prefix of the input sequence and 
(2) there exists a constant c such that at all times, if no transmission error occurs within c 
transitions and the sequence of bits in the input buffer has not yet been completely copied into 
the output buffer, then at least one more output symbol is printed by the receiver. 
(a) for A (b) for B 
Fig. 2. Transition notation for transmitter and receiver. 
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Fig. 3. Two-state transmitter and receiver. 
The first condition specifies that each output symbol printed is always a copy of the 
corresponding input symbol. The second condition says that in the absence of errors each input 
symbol will always be transmitted to the output with a fixed delay. 
Example 1. In Fig. 3 we see two automata, a transmitter with states p and q, and a receiver 
with states r and s. Although we omit a proof that the protocol defined by this pair is robust 
for deletion errors, we should point out that the transmitter is designed to send the current input 
symbol at alternate times, but to skip a time unit, by staying in state p whenever an 
acknowledgment (symbol 1 is used by the receiver to acknowledge ither a 0 or 1) is sent by the 
receiver. The transmitter advances its input only upon receipt of the acknowledgment. The 
receiver senses that the transmitter has received its acknowledgment by the fact that an extra 
time unit elapses between transmissions, and to remain in synchrony, the receiver stays in state 
s for one time unit upon receipt of a transmitted symbol. Figure 4 shows a possible sequence of 
events as input 0101 is transmitted. 
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Fig. 4. Possible sequence of transition on input 0101. 
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The first three steps represent he successful transmission and acknowledgment of the first 
input symbol. At step (I), the input 0 is transmitted; it is successfully received, emitted and 
acknowledged at step (2). At step (3) the acknowledgment is received, and the input is 
advanced. 
Steps (4)-(8) show what happens when a symbol sent by the transmitter is lost (converted 
into A). The 1 transmitted at step (4) is lost, so it is retransmitted at step (6) and successfully, 
received and acknowledged by step (8), whereupon the input is advanced. 
Steps (9)-(15) show the loss of two successive acknowledgments of the same symbol. At 
step (9) a 0 is transmitted, it is received and printed at step (lo), but the acknowledgment is lost. 
Thus, at step (11) the symbol is retransmitted. Since the receiver is in state r rather than s at 
step (12), the receiver knows not to print another 0; it simply acknowledges the 0 again. 
However, the acknowledgment is again lost, so a third transmission occurs at step (13). At step 
(14) a third acknowledgment is generated which is then successfully received by the transmitter 
at step (15). 
Finally the transmitter successfully sends the remaining input symbol at steps (16)-( 18). At 
step (19), the input is exhausted and the transmission ceases.? cl 
Motivation for the model 
There are two aspects of the model that deserve some discussion: the assumption of 
synchronism and the types of errors assumed. Synchronism can be achieved by the 
availability of accurate clocks at both transmitter and receiver. As long as a signal is received from 
time to time, the time clocks can remain in synchronism, and it is unlikely that our inability to 
synchronize the clocks sufficiently often will be the chief failure mode of the system. 
The assumption that deletion errors are treated as the loss of a symbol and its replacement by A 
also requires comment. In fact, most transmission systems allow one to recognize that a symbol has 
been sent but, when received, has been distorted beyond certain recognition. The motivation for 
treating all such errors as if A, rather than an “error symbol” had been received, models error 
handling in recently developed systems uch as Datakit [2]. Errors could be detected by any of a 
number of subsystems ina cascade of devices concerned with the modulation and demodulation of
signals. At each stage, it is not always clear to what subsystem errors should be reported or 
acknowledged. The replacement of errors by null, therefore, turns out to be a useful concept for 
structuring the design of the overall system. 
3. ON THE COMPLEXITY OF TRANSMITTERS AND RECEIVERS 
In this section we examine the minimal complexity that a pair of communicating automata 
must have under deletion errors. Our measure of complexity is the number of states that are 
required to implement a robust transmitter or receiver, since the number of states is closely 
related to the amount of logic needed to implement hese circuits. The main result is that no 
one-state transmitter or receiver is capable of participating in the correct transmission of 
sequences of bits, even if the communication alphabet is as large as we like. However, robust 
pairs of two-state communicating automata exist; one such is the pair shown in Fig. 3. 
THEOREM 1 
No one-state transmitter can transmit data robustly under deletion errors, even if the 
alphabet used for signals between transmitter and receiver is arbitrarily large. 
Proof. Let the one state be q. We make the following observations about state q. 
(1) On the signal A from the receiver, the input cannot be advanced no matter what the input 
symbol is; otherwise, all communication signals could become A, while the input is advanced an 
arbitrary amount. If the receiver makes no output while this is happening, it is easy to show that 
the system cannot “remember” how many inputs it has read. If, say, the receiver outputs O’s, 
while 0 on the transmitter input causes an input advance, we could put l’s on the input, let the 
transmitter do whatever it wishes, but convert all signals to the receiver into A, and the receiver 
will continue to output 0’s. 
tWe could allow transitions on A input to allow the automata to “idle” when no transmission is called for. 
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(2) There must be some symbol that the receiver can send the transmitter to cause the input 
to be advanced if the input symbol is 0. If not, a 0 input could never be advanced. 
Let us now consider the behavior of the system on input sequences 0 and 00. Consider in 
particular, what happens when the transmitter is sent a signal by the receiver that causes the 
transmitter to advance the input for the first time, and suppose the output to this time is x. If 
that signal is erroneously changed to A by the channel, and the input sequence is 0, then by 
observation (1) the input is not advanced, 0remains on the input, and the system will eventually 
read 0, output some string y and halt. If, however, the signal were correctly received and the 
input advanced, 0 would still remain if the original input sequence were 00. The system would 
again read 0, output y and halt. But then xy could be the output for either 0 or 00.0 
Using similar techniques we can show that there are no correct single state receivers. 
THEOREM 2
No one-state receiver can be part of a robust transmitter-receiver pair. 
Somewhat surprisingly, two states are sufficient for a robust transmitter-receiver pair, 
THEOREM 3 
There exists a pair of two-state automata cting as a robust transmitter-receiver pair under 
deletion errors. 
Proof. One pair was shown in Fig. 3. To verify the roubustness of this pair, we shall 
show that the pair will always copy the input to the output, assuming that the only errors are 
conversions of O’s and l’s to A’s on the channel between the transmitter and receiver. Consider 
the combined transition diagram for the transmitter-receiver pair. We can represent he total 
state as 
0 t ; r 
where t and I are the transmitter and receiver states, x is the symbol being sent from 
transmitter to receiver, and y the symbol being sent in the opposite direction. The transition 
diagram is shown in Fig. 5. Transitions labeled error represent he loss of the symbol in 
transmission and all other transitions represent combined moves of the two automata. We 
assume that a is the current input symbol. The input is seen to be advanced exactly when we 
return to the start state. It is easy to check that all paths from the start state and back result in 
the output of exactly one a, with exactly one advance of the input, or result in no output and no 
advance. 0 
Fig. 5. Transition diagram for two-state transmitter pair. 
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4. LIMITS ON TRANSMISSION RATE 
We now derive a lower bound on transmission speed as a function of p, the probability that 
any bit will be deleted during transmission. To get a lower bound on transmission rate, we 
exhibit a particular strategy for designing transmitter-receiver pairs. The general idea is to read 
a group of K bits from the input and encode them in N > K bits, in such a way that with very 
high probability the receiver can recover the transmitted sequence uniquely, even though nulls 
may occur. 
We need the following definitions. A code with parameters (N, M) is a set of M pairs 
(xiv Bi), 15 i 5 M, where the xi’s are binary N-sequences, and the Bi’s are disjoint subsets of 
{0, I, A}N, the set of possible received N-sequences. If M = 2K, the xi’s can be put in l-l 
correspondence with the sequences of K input bits. 
Thus when the ith input K-sequence appears, I s i 5 M = 2K, the N-sequence xi is 
transmitted. If the received N-sequence (which belongs to {0, 1, A}N) lies in Bi, the receiver 
decodes it as the jth input K-sequence. No error occurs when xi is transmitted and the received 
sequence lies in Bi. If we set things up so that whenever xi is transmitted, it is impossible for 
the received sequence to lie in Bi, j# i, then an error can occur only when the received 
sequence does not belong to i? Bi. (The occurrence of this event is, of course, known to the 
i-l 
receiver.) Let.P, be the probability of this event. The following variation of the channeI coding 
theorem for the binary erasure channel is established in the appendix. 
LEMMA 
Let R < 1 - p, and e > 0 be arbitrary. Then for N sufficiently large, there exists a code with 
parameters (N, [2RN]), with P, < E. 
Thus the ratio K/N can be made arbitrarily close to 1 - p, and P, can be made arbitrarily small, 
when N is sufficiently large. 
To make the transmission completely reliable, we have the transmitter acknowledge the 
receipt of a sequence y in UB, by sending a signal (say 1) k times while the transmitter waits 
before sending the next group of N bits. The probability that none of the k acknowledgments is 
received by the transmitter is pk. If none of the acknowledgments is received, the transmitter 
repeats its message. 
We must now arrange that the receiver can tell whether the transmitter has received its 
acknowledgment. There are many ways to do this, and we shall consider only one simple 
scheme here The transmitter attaches to the beginning of each packet of N bits, either k l’s or 
k O’s depending on whether the number of the packet being transmitted is odd or even. If the 
receiver fails to get any of the first k bits, it assumes the entire packet of N is undecodable and 
does not acknowledge it. If the receiver detects the same prefix of k bits on two consecutive 
packets, it deduces that its acknowledgment was not received, and the transmitter has repeated 
the present packet. 
We now calculate the expected number of channel transmission steps needed to send a 
packet of N bits. The probability of error is P, The probability that an acknowledgment is not 
received by the transmitter is pk, and the probability that nothing of the k-bit prefix is received 
is also pk. Therefore the probability, say PO, that a second transmission of the data is necessary 
is bounded from above by P, + 2p li. Since the probability that exactly j repetitions are required 
to transmit a packet is pi-‘( 1 - p,,), the expected number of repetitions is 
g, jp&‘(l-pO)=(l-pJ’<(l-P,-2~‘)~‘. 
Finally since each repetition requires an extra 2k transmission steps of overhead, the expected 
overhead is 2k( 1 - P, - 2~‘)~‘. This can be made a negligible fraction of N by choosing 
k = d/N, and letting N +a (so that P, can be made small with K/N < 1 - p). Thus we have 
proved 
THEOREM 4 
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The ratio of transmitted bits to steps of the transmitting and receiving automata can 
approach 1 -p, where p, 0 5 p I 1, is the probability that any bit will become null during 
transmission. 
5. TRANSMISSION IN THE PRESENCE OF MULTIPLE ERROR TYPES 
Let us now consider transmission i  the presence of mutation and insertion errors as well as 
deletion errors. If all three types of errors are possible, then reliable transmission cannot be 
achieved. 
There is no robust protocol for deletion, mutation and insertion errors. 
Proof. Consider the sequence of symbols u sent between the transmitter and receiver over 
the channel, when trying to communicate a single 0 from the input buffer to the output buffer. 
There is some sequence of l’s that when placed in the input buffer will cause at least as many 
steps to be made as the length of u. By insertion, deletion, and mutation errors, we can cause 
the sequence (T to be transmitted across the channel when this number of l’s is present, thereby 
causing an erroneous 0 output in response to the first 1 input. Cl 
When only two of the three error types are permitted, it becomes possible to have robust 
transmission. We shall describe a method for the mutation-deletion case and the insertion- 
deletion case; the mutation-insertion case has a solution similar to the first case. 
In general, the solution strategies we use involve the transmission of a bit, the ac- 
knowledgment of the bit, and the acknowledgment bythe transmitter of the acknowledgment by
altering the way the next bit is sent. This strategy avoids the danger that an infinite sequence of 
acknowledgments might be needed, or that two identical bits cannot be distinguished by the 
receiver from a single transmitted bit and a lost acknowledgment. Note how the pair of Fig. 3 
follows this strategy, with a one-step delay used by the transmitter to signal receipt of the 
receiver’s acknowledgment. 
THEOREM 6 
There is a robust protocol for mutuation and deletion errors. 
The protocol is defined by the pair shown in Fig. 6, and the combined state diagram is shown 
in Fig. 7. Intuitively, since mutation errors are present, there is no point in using more than one 
Fig. 6. Robust protocol for deletion and mutation errors. 
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Fig. 7. Combined transition diagram. 
symbol of the transmission alphabet. Thus we use only the symbol #, which might stand for 0 
or 1. The actual symbol to be communicated is represented by the relative phases of the 
transmitter and receiver, as they travel around their respective three-state cycles. To transmit a 
new 0, the transmitter skips one time unit, and to transmit a 1, it skips two time units, in its 
normal three-time-unit cycle. 0 
We can also achieve reliable transmission i  the presence of insertion and deletion errors, as 
indicated in the following theorem. 
THEOREM 7 
There is a robust protocol for insertion and deletion errors. 
Proof. The transmitter keeps sending 0 or 1, depending on which it wishes to communicate. 
So we can indicate new bits, the bit being communicated alternates with a “parity bit” that 
changes with each new bit. The receiver acknowledges bits by continuously sending the parity 
bit back to the transmitter, and the transmitter indicates receipt of the acknowledgment by 
changing the parity bit, at the same time that it begins to transmit a new bit from its input 
buffer. 0 
The results of this section can be easily extended to general channel alphabets and general 
error types. Let Z be the channel alphabet; in our model X was {0, 1, A}. We can represent he 
possible errors in the form of a directed graph, called the error graph as follows. We have one 
node for every symbol in Z and an arc a + b if symbol b can be received when a is sent. For 
example, the error graph for the case of mutation and deletion errors is shown in Fig. 8. 
Fig. 8. Error graph for mutation and deletion errors. 
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We assume that for any n E 8, there is the possibility that a will not be distorted by the 
channel, and therefore there is a loop at each node of the error graph. A directed graph is 
complete if it contains all possible arcs; i.e., for every pair of nodes x, y it contains the arcs 
x+y and y+x. 
THEOREM 8 
There is a robust protocol for a given channel alphabet and class of errors if and only if the 
error graph is not complete. 
Proof. (If.) Suppose the error graph is not complete and x + y is an arc that is missing from 
it. Consider the pair of automata of Theorem 6, with x in place of A, and y in place of 6. If a 
symbol other than x or y is received by an automaton, it is interpreted as x. The proof that this 
pair achieves robust communication is similar to that for the pair in Fig. 6 under mutation and 
deletion errors. 
(Only if.) The proof here is essentially that of Theorem 5. 0 
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APPENDIX 
We begin with some definitions. Let x E (0, l}N and let A(x) be the set of y E {0, 1, A)” that can be obtained from x by 
changing some of the binary digits of x into A’s. For y E A(x), let 
Q(y 1 x) = ~~"'(1 - P)~-~~‘, 
where d(y) is the number of h’s in y. If y g A(x), set Q(y 1 x) = 0. Q(y 1 x) is the conditional probability that y is received, given 
that x is transmitted. 
We are assuming that he channel accepts binary inputs and changes them to nulls with probability p, 0 _c p 5 1. The channel 
transmits an input digit perfectly with probability I- p. We are also assuming the channel acts on successive input bits 
independently. 
A code (N, M) is defined as a set of M pairs (Xi, Bi), 1 I i I M, where xi E {0, l)N, and Bi C (0, I, II}~, with the properties, 
(a) BiftBi=0, i#j 
(b) Bi I-I Ah) = 0, i# j. (Al) 
The error probability given that xi is transmitted is 
P, = 
YZ, 
Qb I xi) = Pr{BT 1 xi} 
where B? is the complement of Bi with respect o (0, 1, A}“. The overall error probability is 
We can now prove the following result. 
LEMMA 
Let R < I- p and c > 0 be arbitrary. Then, for N sufficiently large, there exists a code (N, [2RN]), with P, <Q. 
Proof. For x E {0, l}N, let 
T(x) a (u E A(x): d(y) < N(p + S)} W) 
where S > 0 is a parameter whose value will be chosen 1ater.t Let (xl.. ., XY) be an arbitrary set of M binary N-sequences. 
Define, for 15 i 5 M, 
Bi = T(xi)- U T(Xi) 
jLI (A4) 
tNote that by the law of large numbers, when xis the channel input, the channel output will, with very high probability, 
belong to T(x). 
214 A. V. AHO et al. 
Note that the Br’s, 15 i I M, are specified by xi’s, 1 2 i 5 M. Also the Bi’s satisfy conditions (Al), With the Bi’s so defined 
(xi, Bi), 1 < i CM, is a code (N, M). For this code 
P, = h 8, y&, Q(Y Ixi) = -$ $, T $i(y. xi. . . XM)Q(Y I xi). 
where 
$i(y9xl,...,xtn)= 
I, when y t Bi 
0, when y E Bi 
The inner summation i the right member of (As) is over all y E {O, 1, A}N. Since 
Bf = T’(xi)u u,T(x,), 
we can write 
Si(Y, Xl, . . . . XM) 5 1 - Jl(y, Xi) + s* Jl(y, x,), 
where 
Thus (As) becomes 
(A7) 
Now Z [l - Jl(y, xr)lQ(y 1 xi). which equals izN~P+dr 
N 
0 
j p’( I - P)~-‘. is the probability that the channel creates N(p + 6) or 
more &tlls in an N-bit transmission. Let this probability be 5~. By the law of large numbers, [N +O as N +m. We can rewrite 
(A7) as 
Let /(XI,. . . , XM) denote the right side of (A8). 
Our strategy isas follows. Imagine an experiment inwhich M random N-sequences Xi, 15 i 5 M, are chosen independently 
and with uniform distribution from {0, IjN. Then /(XI,. . ., XM) is a random variable. We shall show that the expectation of
f(X), . ., XU), which we denote f(N, M), goes to zero a_s N tends to infinity, with M 5 2R” and R < 1 - p. Since there must be 
at least one set {xt, . ., xhj such that f(x’f, . . ., xfi) 5 f(N, M), we can use (x7,. . . xhj to define the code that satisfies the 
lemma. Now, 
(A9) 
The expectation on the right is taken withy held fixed. For fixed y, +(y, xi) and Q(y / Xi) are independent random variables. SO 
that 
EJl(y, Xi)Q(y 1 Xi) = Wty, XiEQ(Y 1 Xi). 
Now EJl(y, xi) = {number of x’s such that y E T(x)}/~~ 
Therefore, 
= 1 
d(y) > N(P + 6) 
%‘-N, d(y)5 N(p + 6). 
EJl(y, Xi) 5 2N’p+“-N. 
Substituting back into (A@, we obtain 
f(N, M) 5 (N + & $, & c EQ(y 1 Xi)2-“-P’N(2N0 
Y 
Since the term in brackets is identically I, we have 
f(N, M) = Ef(x,, .,X,w) 5 5N +(M - l)2-“-P’N+N6. 
Setting S = ((I + p) - R)/2 > 0, we see that for M 5 2*, f-0. completing the proof. 
