The CAPM can account for the spread in the average returns of portfolios sorted by book-tomarket ratios over the long-run from 1926-2001. In contrast, other studies document strong evidence of a book-to-market effect using post-1963 data, but they do so by relying on asymptotic standard errors. We show that making inferences that rely on asymptotic distributions is misleading. Using robust small sample inference, we fail to find a statistically significant bookto-market effect. The differences between the small sample and the asymptotic distributions can be attributed mostly to persistent time-varying betas. Rather than incorporating additional risk factors to explain these portfolio returns, our results suggest using a conditional CAPM with time-varying betas.
Introduction
Over the post-1963 period normally considered by researchers, there is significant evidence using conventional asymptotic inference that the CAPM does not hold. In particular, beginning with Basu (1983) , researchers have found a book-to-market effect where stocks with high bookto-market ratios have higher average returns than what the CAPM predicts (a book-to-market premium). In contrast, over the long-run from 1926 to 2001, the standard unconditional CAPM can explain the spread between the returns of portfolios formed by sorting stocks on their bookto-market ratios, using asymptotic standard errors. The difference in the results between the post-1963 sample and the pre-1963 sample is driven by changes in the systematic risk exposures (betas) of book-to-market portfolios across the two periods. The strong evidence of a book-tomarket premium in the post-1963 period, but the lack of evidence over the long-run of a value premium, raises two concerns.
The first concern is that the post-1963 sample, which has a length of less than 40 years, may not be long enough for asymptotic standard errors to be appropriate in the presence of persistent shocks. That is, there may be no deviations from the CAPM in the long-run, but persistent shocks may produce a spurious result in a smaller sample. Hence, the book-to-market effect in the post-1963 sample may appear to be significant using an asymptotic distribution, but may not be statistically significant when we employ the correct small sample distribution to conduct statistical inference. In other words, the book-to-market effect may have problems similar to the size effect -an effect which appears to have been a sample specific phenomenon (Black, 1993; Jagannathan and McGrattan, 1995) or due, in the first place, to incorrect statistical inference (Chan and Chen, 1988; Knez and Ready, 1997) . 1 Moreover, further analysis of the data shows that stocks with high book-to-market ratios were risky in the early part of the 1900's with high betas, but not risky in the latter part of the 1900's with low betas (see also Adrian and Franzoni, 2002; Campbell and Vuolteenaho, 2002 ). According to the CAPM, the beta of a stock should drive expected returns, but stock betas vary over time. There are also large variations in the factor loadings of industry portfolios (Fama and French, 1997; Ang and Liu, 2003) and portfolios sorted by size or book-to-market ratios (Ferson and Harvey, 1999) . Therefore, small sample inference should also incorporate this time-varying nature of systematic risk.
To address these concerns, we estimate a conditional CAPM with time-varying betas. We 1 Since the size effect was discovered by Banz (1981) , the size premium has been negligble. From 1981 to also allow for time-variation in market risk premia and stochastic systematic volatility. We use this model to construct a small sample distribution corresponding to the post-1963 sample, under the null that the unconditional CAPM holds. Over the post-1963 sample, the portfolio of highest decile book-to-market ratio stocks (value stocks) has a CAPM α that is 0.60% per month higher than the CAPM α of the portfolio of lowest decile book-to-market ratio stocks (growth stocks). The t-statistic from an asymptotic normal distribution of this difference is highly significant (2.51). However, accounting for time-varying beta and using the small sample distribution to conduct statistical inference leads to a very different conclusion.
We find that the correct p-value for the observed difference over the post-1963 sample in the CAPM α's between the lowest and highest book-to-market portfolios is 0.246, compared to the asymptotic p-value of 0.012. Therefore, we cannot reject that the CAPM explains the book-to-market effect both over the whole sample and over the post-1963 sample. However, we continue to find a statistically significant book-to-market effect among medium-sized stocks, but not among the smallest stocks. Applying our methodology to the momentum and the reversal effects, we find that the momentum effect remains significant in the presence of small sample biases, but the reversal effect does not.
Our approach to modelling time-varying betas uses persistent latent processes. This approach has several advantages over other approaches in the literature. First, we capture timevarying expected returns of stocks in a flexible framework without having to rely on exogenous predictors. Shanken (1990) , Harvey (1991, 1993) , Cochrane (1996) , and others use instrumental variables in linear specifications to capture predictable time-variation in the betas. However, Harvey (2001) finds that the results in estimating time-varying expected return models crucially depend on the set of regressors. We avoid this problem by inferring the betas directly from the returns without using exogenous predictors.
Another common approach to capturing time-varying betas is to use GARCH processes (Conrad, Gultekin and Kaul, 1991; Bekaert and Wu, 2000) . In GARCH models, betas are timevarying but the variations in the betas are strictly driven by past innovations in returns and do not have independent random components. Hsieh (1991) and Danielsson (1994) find that the GARCH family of models does not remove all non-linear dependencies in stock return data, but autoregressive stochastic volatility models provide better goodness-of-fit of non-linear stock return dynamics.
Second, we directly model the variation in the betas across time. Franzoni (2001) , Adrian and Franzoni (2002) , Campbell and Vuolteenaho (2002) , and Lewellen and Nagel (2003) docu-ment that the betas of book-to-market portfolios change over time, but they do so by estimating their constant beta models over different subsamples of data. Thus, they document time-varying betas using models that assume constant betas. In contrast, we explicitly allow for the betas to vary endogenously and avoid modelling inconsistencies.
Our paper overturns the conventional wisdom in the literature that the book-to-market premium is significant over the long-run. Davis (1994) and Davis, Fama and French (2000) argue for the existence of a book-to-market premium prior to 1963 and claim that the Fama and French (1993) three-factor model explains the size and value effect better than the characteristics model of Daniel and Titman (1997) . However, neither Davis (1994) nor Davis, Fama and French (2000) run a simple CAPM regression, or test for the significance of size or bookto-market factors relative to the one-factor CAPM. Hence, Davis, Fama and French claim that returns on value stocks are anomalous relative to the CAPM without even testing the CAPM! We find that the unconditional CAPM explains the returns on book-to-market portfolios over the full sample ) and prior to 1963. Using conventional asymptotic standard errors, the CAPM only fails to explain the value premium after 1963. However, using robust inference, we also fail to reject that the CAPM holds over the post-1963 period. Our work provides an alternative route to attributing the book-to-market premium post-1963 to additional sources of risk (for example, Fama and French, 1993) . Instead, we believe that the apparently strong book-to-market premium can be accounted for by a conditional single-factor model, using robust statistical inference.
Our paper is related to two contemporaneous papers by Petkova and Zhang (2003) and Lewellen and Nagel (2003) . Both papers test whether a conditional CAPM can explain the book-to-market effect. Petkova and Zhang (2003) argue that positive shocks to the betas of value stocks coincide with positive shocks to the market risk premium. However, Lewellen and Nagel (2003) contend that no reasonable degree of covariation in conditional betas and market risk premia can generate the high average returns associated with value stocks. Neither paper investigates how small sample distributions affect the inference of the book-to-market CAPM anomaly, nor consistently models the time-variation of both portfolio betas and time-varying conditional market returns. We show that the effects of small sample biases dwarf the effects of accounting for the book-to-market premium by allowing value stock betas to be correlated with market risk premia.
Our paper is also related to a large literature in finance on small sample problems, or "Peso problems". These studies usually focus on term structure (Bekaert, Hodrick and Marshall, 2001 ) or foreign exchange markets (Evans, 1996) . Rietz (1988) and Goetzmann and Jorion (1999) consider a small sample problem in the aggregate stock market. In contrast, our study focuses on small sample inference for the cross-section of stock returns. Another related field is the data-snooping literature (Lo and MacKinlay, 1990; Conrad, Cooper and Kaul, 2003) .
Even if a set of firm characteristics has been chosen a priori (perhaps by data-snooping), correct small sample inference is still necessary to judge the correct in-sample statistical significance of a pattern in the cross-section of stock returns.
While our study focuses only on US data, using international data may alleviate some of the small sample problems. Fama and French (1998) document size and book-to-market effects using international data. However, since there are common shocks across various markets, using international data does not eliminate the concerns that the observed patterns are samplespecific. Furthermore, other studies like Bossaerts and Fohlin (2000) find that in some countries, the book-to-market effect goes in the opposite direction from the U.S., while Zhang (2002) finds the book-to-market effect much weaker in the UK and Japan than in the U.S. The short samples available with international data only further emphasizes the need for correct small sample inference.
The remainder of the paper is organized as follows. Section 2 describes the book-to-market portfolios used in this study. Section 3 develops a time-varying beta model and describes the estimation technique. Section 4 presents the estimation results and discusses the robustness of the book-to-market effect to small sample biases. We also examine the momentum and the reversal effects. Section 5 concludes.
The Book-to-Market Effect over the Long-Run
Following Fama and French (1993) , we analyze the book-to-market effect by examining the returns on portfolios formed by sorting stocks on their past book-to-market ratios and on their past market capitalization (size). Appendix A fully describes the data used in our study. We examine the evidence for the book-to-market effect over the long-run in Section 2.1. Section 2.2 documents the time-varying nature of the betas of the book-to-market portfolios.
Returns on Book-to-Market Portfolios
In Table 1 , we show that the unconditional CAPM holds for portfolios formed by book-tomarket ratios over the long-run, but not over the 1963-2001 subsample. Panel A lists summary statistics for the full sample from 1926:07 to 2001:12, while Panels B and C cover the subsamples from 1926:07 to 1963:06 and from 1963:07 to 2001: 12, respectively. For each of these subsamples, we report average monthly returns, average monthly volatilities, betas, and α's from an unconditional CAPM estimated over each subsample. We also report t-statistics for the significance of the α's, as well as the statistics on a book-to-market strategy ('10-1' portfolio) which is a zero-cost portfolio that goes long the decile 10 book-to-market portfolio and goes short the decile 1 book-to-market portfolio. These t-statistics are computed using Newey-West (1987) standard errors, which are robust to heteroskedasticity and autocorrelation effects, but are valid only asymptotically.
Panel A examines the book-to-market effect over the entire sample, which represents 75 years of data. Overall, there is a weakly increasing relationship between the mean returns and the book-to-market ratios. The difference in returns between value stocks and growth stocks is 48 basis points per month and is asymptotically statistically significant at the 5% level. However, once we control for the CAPM, the individual α's are not significant and we observe no pattern between the α's and the book-to-market ratios. The asymptotic t-statistic for the difference in the α's between the lowest and highest book-to-market decile portfolios is only 0.97.
Hence, we conclude that there is no evidence of a book-to-market effect over the full sample, even using asymptotic standard errors. 2 In contrast, most prior empirical work documenting the book-to-market effect has focused on the period after 1963:07, which we show in Panel C. This latter sample has received significantly more attention than the earlier sample because data on firm book values are more readily available on COMPUSTAT after this date. The raw average monthly returns of the portfolios over this period exhibit an increasing pattern across the book-to-market decile portfolios.
The difference in returns between the value stocks and the growth stocks is 53 basis points per month, which is asymptotically statistically significant with a t-statistic of 2.16. Once we control for the CAPM over this sample, the α's become strictly increasing and the spread in the expected returns widens to 60 basis points per month, with a Newey-West t-statistic of 2.51.
Looking at the individual α's, it is clear that the book-to-market effect comes not from the growth stocks having negative α's, but from value stocks having large positive α's. We show below that the reason why the book-to-market effect appears significant in the post-1963 sample, but not over the full sample, is due to the asymptotic p-values being very different from the 2 A Gibbons-Ross-Shaken (1989) (GRS) test for joint significance of the α's across all portfolios fails to reject at the 5% level over 1926 . Even from 1963 , the GRS test p-value is borderline significant with a p-value of 0.05.
p-values from the robust small sample distribution.
Perhaps it is not surprising that the CAPM performs well in the pre-1963 period, since, it may be (counter-factually) argued that the theory was developed because it worked well in the data prior to the publications of the model (Sharpe, 1964; Lintner, 1965) . However, the discrepancies of the strong book-to-market effect post-1963, which is not observed pre-1963 or over the whole sample, raises the concern that the post-1963 period is a small sample consisting of only about one-half the data available. The literature often measures the significance of the book-to-market premium by using standard asymptotic standard errors, as reported in Table   1 , but these may not reflect the correct small sample distribution. In order to make robust inference about the book-to-market effect over small samples, we need to properly account for small sample biases. Table 1 shows a remarkable drift in the betas of the book-to-market portfolios over time. In Panel B, from 1926:07 to 1963:06, stocks with the highest book-to-market ratios have the highest betas. On the other hand, Panel C shows that after 1963 value stocks have low betas but high raw mean returns. Thus, controlling for the CAPM exacerbates the book-to-market effect in the post-1963 sample. To visually illustrate the variations in the betas that we observe in the data, we plot the rolling estimates of the betas over time in Figure 1 , following Franzoni (2001) .
Betas of Book-to-Market Portfolios Across Time
We obtain rolling estimates of the time-varying betas by regressing past 60 months of portfolio returns on the market return. Table 2 reports some properties of the 60-month rolling OLS betas. We report the 60th autocorrelations of the returns on value and growth stocks, the book-to-market strategy and various portfolios sorted by size and book-to-market over the whole sample period. We focus on the 60th order autocorrelation since it is the first autocorrelation that does not use overlapping information. The standard errors around these values are computed using GMM with 60 NeweyWest (1987) lags to remove the MA(59) effect. We then compute the first-order autocorrelation implied by the 60th autocorrelation if the true latent betas follow an AR(1) process. This is accomplished by taking the 60th root of the 60th autocorrelation. The standard error for the implied monthly autocorrelation is computed using the delta-method. All the implied monthly autocorrelations for the betas are highly persistent, with an estimate of 0.993 for book-to-market strategy. Table 2 also reports the unconditional standard deviation of the rolling (overlapping) 60 month betas. For growth stock and value stock portfolios, they are 0.11 and 0.38, respectively.
For the book-to-market strategy, the OLS betas exhibit a large degree of time-variation, with a volatility of 0.47. It is difficult to back out the implied monthly estimate of the monthly timevarying beta volatility from the volatility of the rolling 60-month betas because of the impact of the complexity of the 60-month average filter on the implied monthly volatility. However, the true monthly betas of the book-to-market strategy must be at least this volatile, and the 60-month smoothing would be expected to substantially dampen the true monthly volatility of the betas. Nevertheless, we check if the model we develop below can match the implied volatility of the 60-month smoothed betas observed in data. In summary, the time-variation of betas is important, and since time-varying betas imply time-varying systematic risk, we should take into account time-varying betas in statistical inference of the book-to-market effect.
A Model of Time-Varying Latent Betas
In this section, we develop a conditional CAPM with latent time-varying betas. Section 3.1 formulates the model and Section 3.2 discusses the estimation of the model. In Section 3.3, we detail the creation of a small sample distribution corresponding to the July 1963 to December 2001 period.
The Model
The rolling 60-month betas, as shown in Figure 1 , give us an idea of the time-variation in the betas. While the rolling 60-month regression is a common procedure for assessing time-varying betas (since as early as Fama and MacBeth, 1973) , the rolling regression is subject to several statistical concerns. First, there are 59 overlapping observations between the estimates of betas from one month to the next. Furthermore, if the true monthly betas are time-varying, then the use of the past 60 months to estimate the true beta at time t is actually an estimate of the average betas over the last 60 months. Hence, by construction, the series of OLS betas always lags the true variation in the betas. Moreover, the true variation in the betas is substantially smoothed by using the 60-month filter. The overlapping intervals also induce a 59 lag moving average error in the estimation of the time-series of the betas which may affect our inference. To alleviate these concerns, we develop a model in which the betas vary over time, but the betas can be estimated without recourse to using an imprecise rolling OLS estimator.
To formalize the idea of time-varying betas in a model, we take the true betas to be an unobservable process. The stock return is then an application of a conditional CAPM, in which the betas are time-varying, but latent. We apply the model to investigate the robustness of the cross-sectional effects that are commonly estimated as the difference between extreme decile or quintile portfolios. For example, we model the excess return of a strategy that goes long highest decile book-to-market stocks and goes short lowest decile book-to-market stocks, denoted by r i,t , together with the excess return on the market portfolio, r m,t :
where ε i,t and ε m,t are standard normals. In equation (1) , the asset return, r i,t , depends on a latent time-varying beta, β i,t−1 , the excess return on the market, r m,t , and an idiosyncratic volatility shock u i,t . The conditional expected return for stock i can be written as:
The systematic component of an asset's return is β i,t µ t and the idiosyncratic volatility of the stock's return isσ i . Since equation (1) represents a one-factor model, E t−1 (ε i,t ε m,t ) = 0 by construction.
We assume that the latent beta, β i,t , follows a persistent process:
where ε βi,t is a standard normal. The processes for the conditional market risk premium, µ t , and stochastic systematic volatility, v t , are given by:
and ln
where we allow the normally distributed zero mean, unit standard deviation shocks ε µ,t and ε v,t to be correlated with correlation parameter ρ v . This captures a leverage effect, and allows conditional expected returns and stochastic volatility to be negatively correlated. In (3), we allow the market risk premium to be a slowly mean-reverting latent process. This is the same specification used in the portfolio allocation literature, beginning with Merton (1971) (see , Campbell and Viceira, 1999, for a recent application). We model log volatility as a latent AR(1) process, following Jacquier, Polson and Rossi (1994). The log process restricts volatility to be always positive and induces fat tails in the distribution for the market return.
Our model falls within a class of conditional CAPM models initially developed by Harvey (1989), Shanken (1990) , Ferson and Harvey (1991 , Ferson and Korajczyk (1995) , Jagannathan and Wang (1996) and Cochrane (1996) . Most of these studies use instrumental variables to model the time-variation of betas. Our betas are also time-varying but instead of relying on instrumental variables, we parameterize the beta itself as an endogenous latent process. This has the advantage of not relying on exogenous predictor variables to capture the time-variation in the betas and avoids any potential omitted variable biases from misspecifying the set of predictor variables (see Harvey, 2001; Brandt and Kang, 2002) . Instead, we infer the betas directly from portfolio returns.
The standard unconditional CAPM which satisfies OLS assumptions, is a special case of this model. In this setting, there is no time-variation in the beta (φ i = σ β,i = 0), and the market return is normally distributed (µ t = µ 0 and v t =v, ∀t). We refer to this standard case as the 'OLS CAPM'. More generally, in equations (1) to (3), we assume that shocks to the beta process, ε i,t , are uncorrelated with shocks to market risk premia, ε µ,t . This implies a simple unconditional one-factor model, in which the unconditional return of a portfolio i is:
whereβ = E(β t ) andμ = E(µ t ). In this set-up, the time-varying betas are uncorrelated with market risk premia, so the model remains an unconditional one-factor model. Hence, the unconditional CAPM holds, but the small sample distributions of the specification are affected by introducing time-variation in the factor loadings, causing them to differ from a CAPM estimated under OLS assumptions.
We also calibrate cases where the betas and the market risk premium are correlated. In this case, unconditional returns are given by:
where cov(β i,t , µ t ) = 0, if shocks to the betas and shocks to risk premia are correlated. Jagannathan and Wang (1996) linearly instrument β it and µ t and show that this conditional CAPM specification implies an unconditional multi-factor model. Petkova and Zhang (2003) claim that the cov(β i,t , µ t ) term can account for the point estimate of the value spread, while Lewellen and Nagel (2003) argue that this term cannot be significant. Both these studies estimate cov(β i,t , µ t ) = 0 in models that inconsistently incorporate dynamic factor loadings. We examine how this covariance term impacts point estimates of the value spread in our model, while also examining the impact on the small sample distribution of correlated beta and risk premia shocks.
One feature of markets that this model is not designed to capture is time-varying idiosyncratic volatility. Campbell et al. (2001) show that idiosyncratic volatility has been noticeably trending higher for individual stocks. Incorporating time-varying idiosyncratic volatility would introduce a difficult identification problem between the time-varying betas and idiosyncratic risk. Incorporating time-varying idiosyncratic risk would only exacerbate the small sample problems we document, hence our small sample analysis is conservative. We also apply the model to stock portfolios, where idiosyncratic risk is lower than at the firm level. Moreover, as a first cut for book-to-market portfolios, modelling stochastic volatility by time-varying systematic risk is consistent with the data. For example, Table 1 documents that the higher total volatility for the book-to-market decile portfolios over 1926-1963 is associated with higher betas over this period. Second, during the 1920's and 1930's, systematic volatility is very high.
Estimating the Model
We estimate our model using a Metropolis-Hastings and Gibbs sampling algorithm. Specifically, we estimate the process for the betas and the market risk premium by using the forwardbackward algorithm of Carter and Kohn (1994) . We estimate the latent stochastic volatility (1) to (3) can be updated using standard conjugate draws, except where non-standard informative priors are used. Appendix B provides a full description of the estimation method. Gibbs sampling is ideal for estimating latent factor models where maximum likelihood functions are difficult to derive. In our case, deriving a maximum likelihood estimator requires integrating out the three latent factor processes. The estimation method we use is very fast and does not entail a potentially difficult optimization that makes other methods, like GMM, difficult to implement. The Gibbs sampler also produces inferred estimates of the time-series of betas, time-varying market risk premia, and stochastic systematic volatility as a by-product. A further advantage is that we can impose some prior information on parameters, particularly on the parameters that determine the speed of mean reversion of µ t and β i,t that would otherwise lead to identification problems (see the discussions in Brennan, 1998; Johannes, Polson and Stroud, 2002).
In particular, the mean-reversion parameters of the betas (φ i ) and the mean-reversion parameter of the market risk premium (φ m ) are difficult to identify. With non-informative priors, φ i and φ m are almost zero, and the estimates for the betas and market expected returns become degenerate, making β i ≈ r it and µ t ≈ r mt . This makes the likelihood function infinite. We have strong prior beliefs that the betas and conditional expected returns are persistent, so φ i and φ m should be close to 1, but also must be bounded at 1 to maintain stationarity. Lamoureux and Our approach to specifying a prior on φ i is as follows. We use our estimates about the mean reversion rate of the 60-month rolling betas in Table 2 to help formulate our prior on φ i . For each portfolio we estimate, we impose a uniform distribution from 4 standard errors below the implied values of φ i to 0.9999 as our prior on φ i . Similarly, we expect that the estimate for φ m would also be likely close to 1. In the predictability literature, excess market returns are generally predicted by very persistent variables, such as dividend yields, short rates and term spreads. We impose a uniform prior for φ m between 0.9 and 0.9999.
An additional advantage of the Bayesian estimation technique is that it reflects sampling
uncertainty about the parameters of the model. This exact finite sample inference is crucial for the small sample inference we conduct. In particular, the estimation method produces a joint distribution of the parameters. Rather than using an asymptotic normal distribution, as in maximum likelihood estimation, we can use the posterior parameter distribution in the Monte
Carlo small-sample analysis we conduct below. In each of our estimations, we use a burnin period of 3000 observations, and simulate a sample of 10,000 to represent the posterior distributions of the parameters and latent variables. Our results are generated using Ox version 3.32 (see Doornik, 2002 ).
Robust Statistical Inference
To We also generate small sample distributions from models with constant betas, a constant market risk premium and/or constant market volatility. We obtain estimates of constant parameters using standard OLS estimated over the entire sample from 1926:07 to 2001:12. For models with a constant parameter, we shut off the time-variation by holding that variable fixed at the value implied from an OLS regression. In the simulations of each model, we take into account parameter uncertainty. 4 However, when we shut off the time-variation in some variable, we hold that variable fixed at the point estimates of the unconditional moment. This approach isolates the effect of separately allowing time-variation in each variable.
Empirical Results
In this section, we begin by presenting our estimates of the time-varying beta model in Section 4.1. In Section 4.2, we conduct small sample inference of the book-to-market effect in the post-1963 sample. In Section 4.3, we discuss the impact of introducing correlations between shocks to betas and market risk premia. To further analyze the book-to-market effect, we break the effect down by firm size in Section 4.4. In Section 4.5, we reverse the question at hand and ask how much variation in the betas is needed to explain the book-to-market effect. Section 4.6 examines the robustness of the momentum and reversal effect to small sample bias. Finally, Section 4.7 provides an interpretation of the role of small sample effects in statistical inference. Table 3 lists the parameter estimates for the CAPM by OLS and the time-varying beta CAPM described by equations (1) through (3). We estimate these models using the value stock portfolio, the growth stock portfolio (book-to-market decile 10 and 1 portfolios, respectively) and the book-to-market strategy which goes long value stocks and shorts growth stocks. We also estimate the model for the book-to-market portfolios within each of the five size quintile groups, but we do not report the model estimates for brevity. All estimates are made using the full sample.
Model Estimates
The OLS estimates of the betas for value and growth stocks are 1.42 and 1.01, respectively.
The OLS estimate for the beta of the book-to-market strategy is 0.41. Since pinning down the unconditional means of persistent processes requires extremely long samples, there is a slight discrepancy between the point estimates of the unconditional betas implied by OLS and those implied by the time-varying CAPM. However, these point estimates are within 2 standard error bounds of each other. The implied unconditional betas from the time-varying beta models are given by β 0i /(1 − φ i ). For value stocks, the implied unconditional beta is 1.21, while it is 1.05 for growth stocks. For the book-to-market strategy, the implied unconditional beta is 0.16.
Hence in the long-run, value stocks do have higher betas than growth stocks. We also note that the idiosyncratic volatility of value stocks is around 4.3% per month, which is higher than that of the growth stocks at around 2.2% per month. Note that in Figure 2 , the estimated beta of the value stock portfolio exhibit greater variation than the beta of the growth stock portfolio. The beta of growth stocks wiggles around 1.0. In contrast, the beta of value stocks wanders from over 3.0 during the late 1930's to close to 0.5 in
2001
. This large variation implies that estimating the correct CAPM risk-adjustment for these stocks is difficult. An unconditional α, with its asymptotic standard error, is computed using an average estimate of the time-varying betas. This implies that taking into account the timevariation of the betas in small sample distributions may give potentially very different results from using asymptotic normal distributions.
In Table 3 , the estimated conditional volatility of the betas is around 0.16 (0.07) for value (growth) stocks. The conditional volatility of the beta of the book-to-market strategy is about 0.24. To confirm that the estimates of conditional volatility of the portfolio betas implied by the model match the variability of OLS betas found in the data, we compare the variability of 60-month moving averages of the inferred betas in Figure 2 to the variability of the 60-month rolling betas reported in Table 2 . The match is very close. For the growth (value) stock portfolio, the implied 60-month moving average volatility of the betas is 0.09 (0.33), compared to 0.11 (0.38) in data. For the book-to-market strategy, the implied rolling 60-month beta average volatility is 0.42, compared with 0.47 in data. Hence, our time-varying beta estimates generate a similar degree of variability in the betas that matches the data closely.
Panel B of Table 3 shows the parameter estimates of the time-varying market risk premia and stochastic volatility process. The conditional mean is persistent, with an autocorrelation of 0.97, and shocks to the conditional mean are small, with a volatility of 0.3% per month. Log variance is also a persistent process (autocorrelation = 0.96), which is only slightly conditionally negatively correlated with the conditional mean of the market (-3.1%). However, the unconditional correlation between µ t and v t is -26.7%, so volatility increases during times of low conditional means. This is consistent with many studies that find negative correlations between market volatility and expected returns (see, for example, Campbell and Hentschel, 1992) .
In Figure 3 , we plot estimates of the implied market conditional mean and conditional volatility. In Panel A, the estimates of the µ t process are fairly smooth, but they have large standard error bounds that often encompass zero. Pinning down conditional means is notori- 
Small Sample Inference on the Post-1963 Book-to-Market Premium
We report the result of our robust inference in Table 4. The table reports conditional CAPM estimated over this period for the book-to-market effect (see Table 1 ). This value has an asymptotic p-value of 0.012 using Newey-West (1987) standard errors. Controlling for small sample bias, this point estimate has a p-value of 0.043 under the OLS CAPM. (The 5% significance level for an α corresponds to 58 basis points per month using the OLS CAPM.)
Hence, if the OLS assumptions of constant betas and an I.I.D. market return hold, small sample bias alone does not cast doubt over the significance of the book-to-market effect.
In the next column labelled 'T-V µ, v,' we introduce time-variation in the market return so that both µ t and v t are time-varying. The p-value of the book-to-market strategy α increases slightly to 0.046, but the small sample distribution of the unconditional CAPM α is almost unchanged. Allowing a non-normal market return process has little impact on the small sample distribution of α because the beta remains constant. In both the OLS CAPM and the T-V µ, v model, the estimates of the coefficients in an OLS market regression are unbiased. Allowing µ t and v t to vary only causes the residuals to become noisier. Moreover, the variation of µ t is very persistent and its small time-variation is dominated by the volatility effect (see Figure 3) .
Hence, allowing for the market return to be time-varying causes few small sample distortions.
In contrast, the small sample inference of the α of the book-to-market strategy over the post-1963 sample is very different once we allow the beta to be time-varying. Allowing only for time-variation in the beta (T-V β) but keeping the market return I.I.D. produces a small sample p-value of 0.146. If we allow for both the beta and the market return to vary (T-V β, µ, v), the small sample p-value increases to 0.246. Since the beta is a highly persistent process (with an autocorrelation of φ i = 0.989 from Table 3 ), it can take very long swings away from the unconditional beta. In small samples, the average beta can be substantially above or below the true unconditional beta. This makes it likely that extreme α's can occur in small samples even though the true α is zero. Hence, taking into account the time-varying nature of the factor loadings, we fail to reject the null that the CAPM holds over 1963:07 to 2001:12.
Allowing the market return to be non-I.I.D. has a dramatic effect on the small sample distribution only when the beta is time-varying. In this case, the regular OLS assumptions do not hold, since both the beta and the market return are endogenous RHS variables. In small samples, long, persistent swings of the betas exacerbate any small time-variation in the conditional mean of the market. In extreme cases, betas can be very high (low) over the small sample, while market returns can also be high (low), increasing the dispersion of the α's. 
Correlated Beta Shocks
In our T-V β, µ, v model, the conditional betas are orthogonal to the market return process. conditional latent betas and latent risk premia, together with stochastic volatility, in an internally consistent fashion. In contrast, other approaches estimate the correlation between betas and market risk premia by using instrumental variables and effectively treating them as observable, rather than inferring the true latent processes from returns.
In Table 5 , we ask how the small sample distribution of the book-to-market strategy α changes when shocks to the betas are correlated with shocks to the market risk premium. The 50th percentile of the small sample distribution corresponds to the median point estimate of α as the correlations are changed. The first column labelled '0%' repeats the percentiles and the pvalues of from the T-V β, µ, v model from Table 4 , where the correlation between betas and the market risk premium is zero. Moving from a 0% to a 99% conditional correlation increases the median α from zero to 0.63% per month. Contrary to Lewellen and Nagel (2003) , it is possible to produce high book-to-market α's when β t and µ t are correlated. However, the correlation between the beta and market risk premia must be close to 1. While we cannot reject that the unconditional CAPM can account for the book-to-market premium even for a 0% correlation, Table 5 shows that the small sample p-values increase when betas and market risk premia are correlated. This is because in samples when the beta is high, the market return is also likely to be high. This increases the dispersion of returns and pushes out the tails of the distribution of α.
Hence, allowing for positively correlated betas and market risk premia exacerbates the impact of small sample bias.
Robust Inference on the Interactions of Book-to-Market and Size
If there are any deviations from the CAPM to be found, Table 1 suggests that it would be found among the highest book-to-market decile stocks. On average, the value stock decile comprises only 2.6% of the market, so most value stocks are small stocks. We now consider a refinement of the book-to-market strategy that controls for the impact of size by examining the α's of portfolios sorted by both size and book-to-market. We focus on the '5-1 α's', which are the differences in the α's between the returns on the highest quintile book-to-market stocks and the returns on the lowest quintile book-to-market stocks within each size quintile. Controlling for size augments the point estimates of the book-to-market premium, particularly in the first size quintile.
Panel A of Table 6 shows statistically significant α's using asymptotic Newey-West (1987) p-values over the whole sample for the first three size quintiles. However, within the fourth and the fifth size quintiles, there is little evidence of deviations from the CAPM over the whole sample. Post-1963, the book-to-market effect is asymptotically significant for all size quintiles, except for the largest stocks. This finding is consistent with Loughran (1997) who also finds that book-to-market has no explanatory power among the largest stocks in the post-1963 sample. , we find significant book-to-market effects in all but the largest two size quintiles. These results are unchanged when we allow for time-variation in market risk premia and stochastic volatility (T-V µ, v). However, when we allow the betas to vary over time (T-V β and T-V β, µ, v), we no longer find a significant book-to-market effect in the smallest size quintile as well. Hence, even with robust small sample distributions, we continue to find some deviations from the CAPM among medium-sized stocks. Among the smallest stocks, we fail to reject the null hypothesis that the unconditional CAPM holds.
It may be surprising that the large point estimate of the α of the book-to-market strategy among the smallest stocks (1.03% per month) is not statistically significant controlling for small sample bias. The reason is that the volatility of small stocks is relatively high, and these stocks exhibit the largest time-variation in the betas among all the size quintiles. The large variation in beta implies that extreme α's are more likely to be observed in small samples.
The Effect of the Variability of the Betas on Small Sample p-values
Incorporating the time-variation of the betas plays a very important role in the small sample p-values of the book-to-market effect. While it is clear that betas do vary over time, to help us understand how the level of variability in the betas impacts the small sample p-values of the α's, we ask the question of how small the variation in the betas must be in order to reject the null hypothesis. We can compare this estimate with the empirical variation in betas estimated from data.
We simulate out a small sample distribution of the α's of the value minus growth portfolios for the overall sample and within each size quintile. The small sample distribution is generated according to the time-varying beta model model described by equations (1) Table 4 , we fail to reject that there is no book-to-market effect. In order for the null to be rejected, we would need σ β to be approximately less than 0.08. This is more than three standard deviation bounds below the empirical estimate.
Panel B shows the impact of varying σ βi on the small sample p-values for the book-tomarket effect within each size quintile. For the book-to-market strategy within the largest stock quintile (size quintile 5), we cannot reject the null that there is no book-to-market effect even if there is no variation in the betas. For the smallest stocks (size quintile 1), a level of 0.47 for the variability of the beta would produce a p-value of 0.05. However, the point estimate of σ βi is 0.692, which is beyond the scale of the graph. Similarly, for size quintile 4, altering σ βi within a two standard deviation bound cannot decrease the p-value of the α point estimate below 0.05.
For the other size quintiles 2 and 3, σ βi can be as high as 0.17 and we would conclude that the book-to-market effect cannot be explained by a conditional CAPM with time-varying betas.
Hence, the main reason why we reject the null of α = 0 in Table 6 for size quintiles 2 and 3 is because the variation in betas for these portfolios is relatively low, relative to the large point estimates of the value spread in these size quintiles. For these portfolios, even if we increase the variation in beta more than two standard deviations beyond their empirical estimates, we still reject the null. In summary, we find that when movements in beta are taken into account, an unconditional CAPM can explain the overall book-to-market effect and the book-to-market effect in the smallest and largest stocks. Only among medium-sized stocks is there evidence to reject the null of a zero book-to-market premium.
Small Sample Momentum and Reversal Effects
We can test the robustness of other CAPM anomalies to small sample bias in the cross-section We turn first to the robustness of the momentum strategy in Panel A of Table 7 . Over the whole sample, the CAPM α's of quintile portfolios sorted on 12-2 returns, reflect a spread of 1.15% per month between the winner stocks and the loser stocks. This difference increases to 1.39% per month over the post-1963 period (not shown in the table). Post-1963, the momentum spread between quintile portfolios 5 and 1 is highly significant according to asymptotic p-values (0.000). When we control for small sample biases, the momentum effect remains highly statistically significant. The effects of incorporating time-varying betas or time-varying market returns do almost nothing to change the p-values from 0.000. The rejection of the null is not due to a lack of time-variation in the momentum strategy betas. In fact, the conditional variability of the betas is 0.44 per month, much larger than the conditional variation of the book-to-market strategy (which is 0.05 per month, from Table 3 ).
Panel B of Table 7 shows that the reversal effect is much weaker than the momentum effect.
The difference in the α's of long-run winner stocks and long-run loser stocks is -0.63% per month over the full sample. Over the post-1963 period, the difference in α's is -0.55% per month. While this point estimate is asymptotically highly significant (p-value = 0.014), the reversal effect is not robust in small samples. Even a small sample distribution produced by an OLS CAPM with constant betas cannot reject the null that the reversal premium is zero.
Allowing for time-varying betas, market risk premia and stochastic volatility increases the small sample p-value to 0.369. Overall, when we control for small sample biases, we can no longer conclude that there is a statistically significant reversal effect in the data.
Interpretation of Small Sample Inference
Traditional inference of various patterns in the cross-section of returns relies on the use of asymptotic normal distributions to declare a particular pattern anomalous to the CAPM. The inference that is used for the unconditional CAPM generally assumes OLS assumptions, so that betas do not vary over time, and the market return is treated as an exogenous regressor.
Even using heteroskedastic consistent standard errors within an OLS framework do not take into time-varying betas or other endogenous regressors. Naturally, OLS assumptions do not hold in the data, and the small sample distribution for a CAPM α may be very different from an asymptotic normal distribution.
We find that incorporating stochastic market conditional means and volatilities do not have In all of our models estimated an unconditional CAPM holds. Stock betas may persistently vary through time, the conditional mean of the market may be predictable, and the market volatility may be time-varying, but as long as the time-variation of the betas is uncorrelated with market risk premia, these conditional models imply an unconditional CAPM. These models provide a base case because these conditional models do not imply multi-factor unconditional models. If betas are positively correlated with market risk premia, then our work shows that the effects of small sample biases on the distribution of CAPM α's increase. Our results are also not dependent on the full sample period to estimate the model. If our models are estimated on only the post-1963 data, we still fail to reject that the unconditional CAPM can account for the book-to-market effect.
Although the unconditional CAPM α is the standard tool to interpret cross-sectional pat-terns, it is not the most powerful statistic to measure deviations from the CAPM, particularly in small samples. We leave the development of a statistic with better small sample properties for future research. However, the failure to reject the null hypothesis that the book-to-market premium is zero in post-1963 data is not due to the standard α statistic having low power. We find book-to-market effects for medium-sized (but not the smallest-sized) stocks. We reject that the CAPM can account for momentum portfolio spreads. The Appendix demonstrates that the power of the standard α statistic is not low.
Some studies like Barberis and Shleifer (2003) suggest that some patterns, like the bookto-market effect, appear and disappear over time. Our work provides a range of p-values of book-to-market, momentum and reversal effects that are robust to small sample biases. Even an investor who does not want to take an extreme stand on the null that no effect existed within a particular sample period can use these p-values to judge the strength of these effects relative to her own significance level. Our work serves as a cautionary flag that the appearance of anomalous returns in particular sample periods can be generated under the null of the CAPM. If estimating an unconditional α and inferring the significance of that α is hard in small samples, then estimating conditional α's is even more treacherous.
Conclusion
Since the disappearance of the size effect since the 1980's, the book-to-market effect is the remaining CAPM anomaly that many researchers consider to be a significant risk factor (see for example, Fama and French, 1993) . However, the CAPM performs remarkably well over the long-run, from 1927 to 2001. Using asymptotic statistical inference, the book-to-market effect is significant in the post-1963 sample, the sample on which most studies have focused, but the book-to-market premium is insignificant in both the pre-1963 sample and over the full sample.
The difference in these results is due to the fact that the correct small sample distribution is very different from the asymptotic distribution.
We find that once we account for small sample effects, we fail to reject that there is an overall book-to-market premium in the post-1963 sample. Hence, our results suggest that there is no need for additional risk factors to explain the book-to-market effect. However, a more detailed analysis of the book-to-market effect subdivided both by size and book-to-market ratios suggests that deviations from the CAPM may exist, but only it exists only among medium-sized stocks, not among the smallest-sized stocks. We also find robust significant deviations from the CAPM using momentum portfolios but fail to find evidence of a reversal effect.
Our results demonstrate the importance of taking into account small sample bias in the study of various cross-sectional patterns relative to the CAPM. We find that accounting for timevariation in the betas of test assets causes the small sample distribution of CAPM alpha's to look very different from the asymptotic distributions commonly used in the literature. In contrast, taking into account the changing conditional mean of the market and stochastic systematic volatility causes fewer size distortions in small samples. Overall, we find that using asymptotic distributions can lead to many spurious rejections of the null that the CAPM holds.
B Estimation of the Model
We estimate the model described by equations (1)- (3) by Gibbs sampling. We first describe the estimation of the market process, and then the estimation of the latent beta process.
Estimation of the Market Process
We repeat the market process here for ease of reference:
and
where
The set of parameters we draw is (θ, {µ t }, {v t }), where θ = (µ 0 , φ m , σ µ , v 0 , δ, σ v , ρ v ) is the set of parameters of the model (B-1), and {µ t } ({v t }) is the vector of latent conditional means (variances). Denote the data by y t = r m,t and Y = {y t }. We can view equation (B-1) as the hierarchical structure of several conditional distributions: (i) p(Y |θ, {µ t }, {v t }) is the distribution of the data given the conditional means and volatilities, (ii) p({µ t }|θ, {v t }) is the distribution of the conditional mean, which is an AR(1) process, (iii) p({v t }|θ, {µ t }) is the distribution of the conditional volatility, which is a log-normal AR(1) process , and finally (iv) p(θ) reflects the prior belief about the parameters of the process for the conditional mean and volatility. 
Drawing the Conditional Mean Regression Parameters (P1)
It is hard to pin down φ m without imposing prior information. Our procedure for drawing φ m is to use a Random-Walk Metropolis algorithm with a random walk proposal for φ m bounded from φ L to φ U . Because the random walk is bounded, this is equivalent to drawing from a uniform over φ L to φ U . The acceptance probability for the (g + 1)th draw is:
where g µ is the vector of residuals of the µ t innovations {(µ t − µ g 0 − φ g m µ t−1 )} from the gth draw. Once φ m is drawn, we compute µ 0 to match the unconditional market risk premium in dataμ, by setting µ 0 =μ(1 − φ m ).
Drawing (P2) and (P3)
Conditional on volatility, the parameters v 0 and δ are just regression parameters. These parameters can be updated by a standard conjugate normal draw. We draw the variance parameters σ µ , σ v , and ρ v in the covariance matrix
, from an Inverted Wishart distribution, assuming a Jeffrey's prior. For details, see Zellner (1971) .
Drawing the Conditional Mean Process (P4)
We can decompose the distribution for the latent conditional means as:
We can sample {µ t } in one-step using the Carter and Kohn (1994) forward-filtering backward-sampling (FFBS) algorithm. This entails running a Kalman filter forward with an AR(1) state equation: µ t = µ 0 +φ m µ t−1 +σ µ ε 1,t , and a heteroskedastic observation equation: y t = µ t−1 + √ v t−1 ε 2,t , where the conditional variances v t are known.
Drawing the Conditional Volatility Process (P5)
Updating the volatility states requires single state updating (see Rossi, 1994 and . For a single state update, the joint posterior for volatility is:
(B-4)
as the time t residual of the µ t process. To find the distribution p(v t |v t−1 , µ t , µ t−1 ) ≡ p(v t |v t−1 , µ t ), we use the fact that µ t and ln v t are jointly normal. Hence, the distribution of ln v t conditional on µ t is normally distributed:
This implies that we can write:
The other two expressions in (B-4) are:
Substituting equations (B-5)-(B-7) into the joint posterior (B-4), combining the log-normal terms and completing the square, allows us to write:
If ρ v = 0, then the posterior distribution in (B-8) reduces to Jacquier, Polson and Rossi (1994) . Since this distribution is not recognizable, we use a Metropolis draw. As suggested by Cogley and Sargent (2003), we use a log-normal density as a proposal:
The acceptance probability for the (g + 1)th draw is:
To draw v t at the beginning and the end of the sample, we integrate out the initial and end values of v t by drawing from the log-normal AR(1) process in (B-1), following Jacquier, Polson and Rossi (2003).
Estimation of the Latent Beta Process
Estimation of the latent beta process is simplified by assuming that the market process and beta process are orthogonal. Hence, in the Gibbs sampler, draws of the betas and the parameters of the beta process, are conditional on the market returns being known. We repeat the latent beta process here for ease of reference:
where E(ε i,t ε βi,t ) = 0. The set of parameters we estimate is θ = (β 0i , φ i , σ βi ,σ i ). The Gibbs sampler algorithm iterates by drawing over the following distributions: Q1) Constant Beta Parameter β 0i , Q2) Volatility Parameters σ βi ,σ i , Q3) Mean-Reversion Beta Parameter φ i , and Q4) Latent Conditional Beta States {β i,t }.
We denote the data by y t = (r i,t r m,t ) and Y = {y t }.
Drawing (Q1) and (Q2)
Given a normal prior, the posterior distribution for β 0i is also normal. The volatility parameters can be updated by Inverse Gamma distributions, assuming Inverse Gamma priors (see Zellner, 1971 ).
Drawing the Mean-Reversion Beta Parameter (Q3)
We set up an Independence Metropolis draw to use prior information to help identify φ i . We use a normally distributed prior p(φ i ) and draw φ i from a uniform proposal q(φ i ), bounded between φ L and φ U . The acceptance probability for the (g + 1)th draw is given by:
where the posterior π(
Drawing the Conditional Beta Process (Q4)
Drawing {β i,t } conditional on the other parameters and the data is accomplished by the multi-move CarterKohn (1994) FFBS algorithm. In the Kalman filter, we can treat the beta process {β i,t−1 } as a state equation, and the stock return as an observation equation. The market returns enter the observation equation as exogenous variables. To see this, re-write the expected return of stock i as:
This system is a standard Kalman filter with time-varying coefficients. Since the market return is exogenous, the observation equation has a time-varying constant term a(y t ) =β i r mt , and a time-varying factor loading, h(y t ) = (β i + r mt ). Once the Kalman filter is run forward, we can backward sample through time following Carter and Kohn (1994).
C Size and Power
To determine the power of the robust small sample test, we examine the alternative hypothesis that the bookto-market strategy (a strategy of going long the decile 10 book-to-market portfolio and going short the decile 1 book-to-market portfolio) has an α not equal to zero. We set up the alternative by changing the stock return in equation (1) to accommodate a non-zero alpha:
where α = 0. To construct the power function, we vary α from zero (the null hypothesis) to 100 basis points per month. The empirical estimate of α over the 1963-2001 period is 60 basis points per month (see Table 1 ). In our power analysis, we hold the other parameters of the DGP constant at their empirical estimates in Table 3 . For a fixed α = 0, we construct the distribution under the alternative hypothesis described by equation (C-1).
In Panel A of Appendix Table A-1, we report the empirical size of a standard asymptotic test of α = 0 corresponding to a nominal size of 5%. using a normal distribution with 3-lag Newey-West (1987) standard errors. The empirical size for the sample length of 462 months, the same as the 1963-2001 sample, is 16.4%. The empirical size for the full sample length (906 observations) is 18.4%. The large over-rejection leads to the spurious rejection of the null of α = 0 using the asymptotic test under the small sample distribution.
In Panel B, we report empirical size-adjusted power for a size level of 5% (under the null when α = 0). For the sample lengths of 462 and 906 months, power is low to moderate when α = 0.60%, which corresponds to the estimated book-to-market premium in the post-1963 sample. The power when T = 462 (T = 906) is 31% (40%). For an α = 1.00%, approximately the level of the value-growth spread among the smallest quintile stocks in a Fama-French (1993) 5 × 5 double-sort of stocks by book-to-market ratios and size, the power reaches 63% (78%) for T = 462 (T = 906). Power in this case ranges from moderate to high. Note that for the book-to-market strategy in the smallest size quintile, power is high, yet we fail to reject the null that the CAPM holds. The table reports the summary statistics for the value-weighted book-to-market portfolios. Each month, stocks listed on NYSE, AMEX and Nasdaq are sorted according to their past book-to-market ratios into deciles of lowest book-to-market stocks (decile 1; growth stocks) to highest book-to-market stocks (decile 10; value stocks). Panels A, B, and C report the average monthly returns and monthly volatilities over the sample period. The panels also report the CAPM We calculate their 60th autocorrelations and take their 60th roots as measures of the implied monthly mean-reversion parameters. We also report the unconditional standard deviation of the 60-month rolling betas. The 'Value Stock Portfolio' of Panel A in the column labelled 'Book-to-Market Deciles' is the highest bookto-market decile 10 portfolio, while the 'Growth Stock Portfolio' of Panel B is the lowest book-to-market decile 1 portfolio. The 'Value Stock Portfolio' in the other columns are the highest quintile 5 book-to-market portfolio within each size quintile, while the 'Growth Stock Portfolio' is the lowest quintile 1 book-to-market portfolio within each size quintile. The 'Book-to-Market Strategies' in Panel C are returns on a strategy of going long the value stock portfolio and going short the growth stock portfolio in each column. 
where r i,t is an excess rate of return on a portfolio and r m,t is the excess rate of return on the market portfolio. Constant idiosyncratic volatility of portfolio return is σ i . The return shocks, u i,t and u m,t , are independent standard normals. The conditional moments, β i,t , µ t and ln v t , follow latent AR(1) processes, where the shocks, ε i,t , ε µ,t and ε v,t are standard normals where the correlation between ε µ,t and ε v,t is ρ v , and between others is zero. For the columns labelled 'OLS CAPM', conditional moments are all held constant (β i,t = β 0i , µ t = µ 0 , and ln v t = v 0 ∀t) and the parameter estimates are obtained using GMM. The standard errors are computed using 3 Newey-West This table reports the small sample p-values for the statistical significance of the difference between the return on the decile 10 book-to-market portfolio (value stocks) and the return on the decile 1 book-to-market portfolio (growth stocks) over the sample period covering 1963:07 to 2001:12 (462 months). For each of the 10,000 simulated observations from the Gibbs sampling of the parameters of the model described by equations (1) through (3) (the 'T-V β, µ, v' model in Table 4 ), we simulate a time-series of 462 observations for r i,t and r m,t . We report the distributions for the unconditional CAPM α's of the book-to-market strategy under the simulations. The conditional betas of the book-to-market strategy are simulated with shocks that are positively correlated with shocks to market risk premia of varying degrees. The bottom row reports the rwo-sided p-values for the post-1963 α. Each month, stocks listed on NYSE, AMEX and Nasdaq are sorted according to their past book-to-market ratios into deciles of lowest book-to-market stocks (decile 1; growth stocks) to highest book-to-market stocks (decile 10; value stocks). For each portfolio, we estimate the market beta using the past 60 monthly observations in the sample period. The plot graphs the probability density function (pdf) of the book-to-market strategy α's under the 'T-V β, µ, v' model, where betas, market risk premia and systematic volatility vary through time, as described by equations (1) The plots show the small sample p-values of the post-1963 book-to-market effect, generated from the 'T-V β, µ, v' model, where betas, market risk premia and systematic volatility vary through time (equations (1)-(3) ). The parameters of the model are taken from Table 3 , except for the parameters that determine the variability of the beta: σ β,i . We vary this parameter from 0 to 0.5 and compute small sample p-values for the book-to-market strategy alpha's. Panel A shows the small sample p-values for the overall book-to-market effect, while Panel B shows the small sample p-values for the book-to-market effect within each size quintile. The marker 'X' shows the mean values of the estimated σ β 's while the parentheses show the 95% confidence interval for the estimates of σ β from data.
Appendix Tables   Table A- (1)- (3)). Panel B reports the size-adjusted power (corresponding to a 5% size) for the test under alternatives where α = 0. The book-to-market strategy is the difference between the return on the decile 10 bookto-market portfolio (value stocks) and the return on the decile 1 book-to-market portfolio (growth stocks). For each entry, we simulate 10,000 samples of length T = 462 or T = 906.
