This brief report derives the N in the penalty term of the Schwarz's (1978) Bayesian information criterion (BIC) for two-parameter logistic item response models. The results in this study show that the N is the number of persons for fixed item models, whereas it is the number of observations (the Number of Persons times the Number of Items) for random item models. Given these results, the authors recommend researchers to calculate the BIC or to validate the BIC value that shows in the output of software instead of accepting the output value without a further check of implicit assumptions made for the software.
is to provide a derivation, based on the previous derivations of BIC in general (e.g., Kass & Raftery, 1995, p. 779) . It focuses on two-parameter logistic (2PL) item response models for binary responses. The derivation below is applicable to the one-parameter, two-parameter, and three-parameter item response models for the binary responses. Schwarz (1978) derived the BIC as an asymptotic approximation of the Bayesian posterior probability of a candidate model M:
where y is data, q is a set of parameters, P yjq, M is the likelihood of data y evaluated at parameter estimatesq. K is the number of parameters, and N is sample size. For a large sample size, the order O N À1 ð Þ term can be dropped in Equation 1. Below, the derivation of N is presented for (a) the 2PL item response model having a random person effect and a fixed item effect and (b) the 2PL item response model having a random person effect and a random item effect. In the derivations, the notation for the candidate model M as it appears in Equation 1 is omitted for reasons of simplicity.
Random Person Effect and Fixed Item Effect
The 2PL item response model can be specified as
where j is an index of person (j = 1, . . . , J ), i is an index of item (i = 1, . . . , I), y ji is an item response, a i is an item discrimination parameter, b i is an item location parameter, and u j is a latent variable. To identify the model, a standard normal distribution can be set on u j . For a sample of J independent persons, the marginal probability of the data, y = y 1 , . . . , y j , . . . , y J Â Ã 0 , is
where q i = ½a i , b i 0 and P u j À Á is a prior distribution for u j . The marginal probability of the data y can be approximated using Laplace approximation (Tierney & Kadane, 1986) :
where u = u 1 , . . . , u J ½ 0 and A is the expected information matrix of item parameter estimates, q = ½â,b 0 .
For a sample of J independent persons, the A in Equation 4 approaches J Á I j (q), where J is the number of persons and I j (q) is the Fisher information (or expected information) of item parameter estimates for a person j (Thissen & Wainer, 1982, p. 411) :
where À € P j (q) is minus the second derivative of the loglikelihood function (called the Hessian matrix or the observed information). The matrix of I j (q) is a (K3K) matrix (e.g., 2I32I matrix for the 2PL item response models). Thus, jjAjj[jjJ
, the approximation is written as logP y ð Þ = logP yju;q
In Equation 6, logP(u), (K=2)log(2p), and (1=2)logjjI j jj have an error of order O(1). When ignoring the terms having an error of order O(1), Equation 6 is
As presented in Equation 7, N in BIC is J .
Random Person Effect and Random Item Effect
Item parameters in Equation 2 can be random effects in specialized measurement problems (see De Boeck, 2008 , for a discussion). For a sample of J independent persons and a sample of I independent items, the marginal probability of the data, y = y 11 , . . . , y ji , . . . , y JI Â Ã 0 , is
where j i = a i , b i ½ 0 and P(j i ) is a prior distribution of item parameters. When item parameters are random, the log-normal distribution can be imposed on item discrimination parameters (a i ;logN (0, s a )) and the normal distribution can be imposed on item location parameters (b i ;N (0, s b )). In such a case, there are three parameters (q = ½m, s a , s b 0 ), where m is a grand mean across persons and items, s a is a variance of a random item discrimination parameter, and s b is a variance of a random location parameter. Using the Laplace approximation, the marginal probability of the data y can be approximated as follows:
where j = j 1 , . . . , j i , . . . , j I ½ 0 and A is the expected information matrix of the parameter esti-
For a sample of independent pairs of person j and item i, A in Equation 9 approaches JI ð Þ Á I ji q ð Þ, where J is the number of persons, I is the number of items, and I ji q ð Þ is the Fisher information of parameter estimates for a person j and an item i:
where À € P jiq is minus the second derivative of the loglikelihood function. When IH ji is a K3K ð Þmatrix (i.e., K = 3 for q = m, s a ,
can be rewritten as logP(y) = logP yju, j;q
where logP(u), logP(j), (K=2)log(2p), and (1=2)logjjI ji jj are all approximations with an error of order O(1). Ignoring the O(1) terms, Equation 11 results in the following equation:
It follows from Equation 12 that N is JI for item response models with random item parameters.
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Note
1. In Mplus, the one-parameter item response model with a random person effect and a random item effect can be fit using Bayesian analysis so that a likelihood-based Bayesian information criterion (BIC) is not available.
