guidelines. In the first set, controllers were evolved that allowed a Khepera robot to perform a simple memory task in the real world. In the second set, controllers were evolved for the Sussex University gantry robot that were able to distinguish visually a triangle from a square, under extremely noisy real-world conditions, and to steer the robot toward the triangle. In both cases, controllers that were reliably fit in simulation displayed extremely robust behavior when downloaded into reality.
The artificial evolution of control architectures typically involves the constant and repetitive testing of hundreds upon thousands of individuals as to their ability to behave in a certain way or to perform a certain task. In the case of real robots, this testing procedure is far from a trivial matter and [with the exception of certain hybrid approaches (Thompson, 1995; Nolfi, Floreano, Miglino, & Mondada, 1994a) ] can be done in only one of two ways: Control architectures either must be evaluated on real robots in the real world, or they must be evaluated in simulations of real robots in the real world. Both of these approaches are problematic.
The evaluation of control architectures for real robots must be done in real time, which makes the entire evolutionary process prohibitively slow (Mataric and Cliff, 1996) . For example, Mataric and Cliff (1996) cite the evolution of collision-free navigation in a Khepera robot, which, in the experiments reported by Floreano and Mondada (1994) , took a total of 65 hours (100 generations at 39 minutes per generation) to evolve.1 It is difficult to see how this approach can scale up, if the behaviors in which we are interested require thousands or even millions of generations. Nonetheless, even if we are resigned to an evolutionary process that takes years rather than days, then there are other problems that must be faced. The process must be automated, which begs questions about such concerns as how data are to be collected for fitness evaluations and how the robot will be placed at the start of fitness trials without human intervention. Power must be supplied continuously to robots in situations in which batteries have limited life spans and tethering by a permanent power lead is not always possible. In addition, machines break down, especially under the sort of continuous random battering that the real-world evaluation approach advocates. Clearly, the alternative simulation approach would be preferable, as it avoids all these problems and can run at faster than real time.
Several experimenters, including Jakobi, Husbands, and Harvey (1995) , Beer and Gallagher (1992) , and Miglino, Lund, and Nolfi (1995) have shown that it is possible to evolve in simulation control architectures for a real robot. Now that this is no longer in doubt, the question becomes one of whether the technique will scale up.
In Mataric and Cliff (1996) , the authors argue that if behavioral transference can be guaranteed only when a carefully constructed, empirically validated simulation is used, then as robots and the behaviors we want to evolve for them become more complicated, so do the simulations. The level of complexity involved, they argue, would make such simulations so computationally expensive that all speed advantages over real-world evolution are lost and so difficult to design that the time taken in development outweighs time saved by fast evolution.
Clearly, the main challenge for the simulation approach to evolutionary robotics is to invent a general theoretical basis and methodology on which fast-running simulators can be easily and cheaply built that guarantee the transference of evolved behaviors from simulation to reality. As has been demonstrated in several reports (Jakobi et al., 1995; (Brogan, 1991) . This is true here also: Nonbrittle control strategies and behaviors that constantly correct themselves as they go, either through explicit feedback loops or implicitly via the environment [as in Braitenberg's vehicles (Braitenberg, 1984) The point is that unless the way in which values are returned within this interval in simulation is the same as the way in which they are returned in reality, then it is an implementation aspect of the simulation and has no real-world basis. If the way in which values are returned within the interval 0 to 13 is randomly varied from trial to trial, however, then evolving controllers cannot rely on how they arise within this interval (the implementation aspect), but only on the fact that they do (the base set aspect).
In other cases, the implementation aspects of a simulation will be obvious to us as we have put them in especially to make the modeling process easier or to reduce computational overheads. For example, we may note that certain of the robotenvironment interactions we would like to include in our base set are very simple to model when the robot is located within certain areas of its environment and are very difficult to model in others. To make the job of building our simulation easier, therefore, we might model the real robot-environment interactions for when the robot is situated in the easy-to-model areas, and implement arbitrary interactions for when the robot is situated in the hard-to-model areas. In this case, the interactions between the virtual robot and its environment when it is situated in the easy-tomodel areas are base set aspects of the simulation, and the interactions between the virtual robot and its environment when it is situated in the hard-to-model areas are implementation aspects of the simulation. By randomly varying these implementation aspects from trial to trial in a way that makes them completely unreliable, reliably fit controllers will employ strategies that rely on the robot-environment interactions in the easy-to-model areas, while completely ignoring any interactions between the robot and its environment in the hard to model areas. Extra care must be taken in this sort of situation to ensure that the base set aspects of the simulation are comprehensive enough to allow reliably fit controllers to evolve, however. There is a real danger, if we are overzealous in our lust for computational expediency, that we may effectively exclude so many real-world features from the simulation that what is left is insufficient for successful behavior.
Once the implementation aspects have been made explicit, we must then tackle the task of injecting randomness into the implementation aspects of the simulation. In many cases, it will be tempting merely to add large amounts of noise to everything that is not a base set aspect and to leave it at that. However, if this noise is in itself reliable in the sense that evolving controllers can always count on it being there, then they can and will (see Jakobi et al., 1995) evolve to use it to achieve high fitness.
The secret is to vary the implementation aspects of the simulation randomly from trial to trial as opposed to during each trial only. As a fitness evaluation consists of several trials, each controller will be subjected to several different instances of each implementation aspect-noisy, absolute, black, white, big, small or whateverdepending on the nature of the particular aspect and the ways in which it can be varied. As long as there is nothing that all instances of a particular implementation aspect have in common, then reliably fit controllers will be totally independent of that aspect, or they will not be reliable.
Of course, in practice, it might be very difficult to ensure that there is nothing that all instances of any particular implementation aspect have in common. However, if the implementation aspects of a simulation are made unreliable enough, then it is so much harder for evolution to find a way of using them reliably than it is for evolution to find a way of totally ignoring them that we can be extremely confident that controllers that evolve to be reliably fit will be base set exclusive.
3.3 Ensuring that reliably fit controllers are base set robust
To ensure that reliably fit control architectures are base set robust, we must be able to ensure that they can cope with the differences between the base set of robotenvironment interactions on which a particular simulation is founded and the base set aspects of that simulation. We may approach this by adapting ideas borrowed from Husbands and Harvey (1992) (with further elaborations in Husbands, Harvey, and Cliff, 1993) . The concept is that by randomly varying the base set aspects of a simulation by a small amount, from trial to trial, reliably fit individuals will have to be able to cope with a certain amount of variation in order to be reliable. There will, therefore, be a selection pressure in favor of controllers that are better able to cope with slightly different versions of each base set aspect and, thus, in favor of controllers that are better able to cope with the differences between the base set aspects of the simulation and the base set of robot-environment interactions in reality. Hence, to evolve reliably fit individuals that are base set robust, all we need is some way of knowing how much random variation must be applied to the base set aspects of the simulation and the best way in which to apply it.
As has already been said, rarely is it possible to simulate even the smallest portion of the world completely accurately. However, it also is rare that a simulation builder will not have at least some idea of how inaccurate his or her simulation is, and this seems a sensible way to work out limits on the amount of random variation we need to apply to the base set aspects of a simulation in order to ensure that successful evolved controllers will be base set robust.
As to how this variation should be applied, there are lessons to be learned from experiments reported in Jakobi et al. (1995) . In those experiments, extra noise was added to the simulation over and above that present in reality, and controllers were able to evolve that made use of the extra noise in such a way that they were reliably fit in simulation but failed miserably when downloaded onto the real robot. However, this extra noise was reliably present during every trial, so evolving controllers that relied on its presence were still able to be reliably fit. In other words, evolving controllers were faced with the same base set aspects of the simulation at every fitness trial, and these base set aspects were significantly different from the real base set of robot-environment interactions (i.e., they were much noisier). Given this fact, it is unsurprising that evolved controllers were unable to cross the reality gap as they had not evolved to be able to cope with lots of different instances of each base set aspect but only with a single instance that had no basis in reality.
For there to be a selection pressure in favor of controllers that can cope with slightly differing versions of each base set aspect of a simulation, these aspects need to be varied between trials and not during them. There should, of course, be noise on sensors and actuators during each trial, as there will also be noise on sensors and actuators in the real world. However, this noise should be regarded as an integral part of the base set of robot-environment interactions on which the simulation is founded and not something extra to it. Noise levels should be altered between trials along with all the other base set aspects of a simulation. They should not remain steady throughout the evolutionary process at unrealistic levels.
Minimal simulations
A careful inspection of the last two sections will reveal that nowhere is it implied that the base set aspects of a simulation should reflect reality as closely as possible, nor that the number of implementation aspects of a simulation should be kept to a bare minimum. In this lies the potential power of the radical envelope-of-noise hypothesis. A The task in the real world.
5.8 cm in diameter and approximately 3 cm high. Eight infrared sensors, which respond to nearby objects, are placed around the robot body as shown in Figure 2 . In a different mode, these sensors may also be used to detect ambient light levels in the vicinity of the robot, with very rough directional sensitivity (see K-Team, 1993) . Several different groups (Jakobi et al., 1995; Michel, 1995; Miglino et al., 1995) have built Khepera simulators on which they have successfully evolved control architectures that cross the reality gap. For this reason, the Khepera is an ideal platform on which to test the radical envelope-of-noise hypothesis.
The aim
The aim of the experiments was to evolve a behavior for the Khepera robot that was at least one step up from the simple reactive behaviors that have been prevalent in the evolutionary robotics literature thus far. The behavior that was selected is shown diagrammatically in Figure 3 . As a Khepera robot begins to negotiate a T-maze, it passes through a beam of light shining from one of the two sides, chosen at random.
To score maximum fitness points, the control architecture must &dquo;remember&dquo; on which side of the corridor the light went on and, on reaching the junction, must turn down the corresponding arm of the T-maze. This behavior involves several elements: Not only must controllers guide the robot down the corridors without touching the sides and negotiate the junction at the end of the first corridor (simple reactive behaviors both), but they also must involve a dependence on some internal or (less likely in this case) external state that allows them to &dquo;remember&dquo; which side the lamp was on so that they can take the correct turn at the junction. 
The minimal simulation
The minimal simulation used in the experiments was designed with low computational overheads firmly in mind. To give some idea of its simplicity, it contains two look-up tables, one containing 72 values and one containing 80, and approximately 300 lines of commented C code that employ nothing more mathematically complicated than floating point arithmetic. In fact, it does not model a T-maze at all-or rather it does not model all aspects of a T-maze-but only a sufficiently large base set of robot-environment interactions for the evolution of successful behaviors. First, we will describe the way in which the simulation of a T-maze was constructed from two different phases of a simple continuous corridor model, and then we will describe how the corridor model itself was put together. Figure 4 shows the two phases of the T-maze simulation. In the first phase, the virtual robot had to travel down a simple corridor, where it received a light signal from either one side or the other. After it had traveled a predetermined distance, it suddenly was popped out of the first corridor, rotated through 90 degrees, and popped into the middle of a second corridor for phase 2. It then had to choose whether to turn left or right, depending on which side the light had been on, in order to gain maximum fitness points. Now, although this twin corridor set-up varies significantly from a T-maze, the two have enough in common that evolving control architectures that are prohibited from relying on any of the differences still are able to sense enough of their environment to perform the task successfully. In particular, the robot-environment interactions governing the way in which the robot, traveling down a straight corridor, is confronted with a wall straight across its path and a second corridor stretching off to either side all were modeled.
The differences between the simulation and the real-world T-maze all occur around the T-junction. When the virtual Khepera robot suddenly appears in the second corridor facing the wall at the start of phase 2, there is a continuous wall directly behind it (see Fig. 4 ). In reality, when the Khepera is confronted with a wall across its path and is forced to make its decision about which way to turn, there is a complicated junction in the wall behind it (see Fig. 3 The experiments described here were designed to test the radical envelope-of-noise hypothesis (i.e., whether control architectures that have evolved to perform reliably a task in a simulation created according to the methodology outlined in section 3 would transfer successfully to reality). However, for the T-maze task described earlier, it is no simple matter to evolve reliably fit controllers in simulation in the first place. For this reason, the evolutionary machinery is described briefly here. The controllers themselves were arbitrarily recurrent neural networks. The number of neurons in a network was fixed for each evolutionary run (usually ten neurons), but all the links to a neuron from other neurons (up to a maximum of three) were genetically determined. Networks were forced to be bilaterally symmetrical by effectively evolving only half the network and reflecting it across the midline.6 All nonmotor neurons had simple step threshold activation functions of the following form: _ where Aj is the activation of the jth neuron, T is the threshold of the jth neuron, and w is the weight on the connection from the ith neuron to the jth neuron.
The activations of motor neurons were calculated using a slightly different output function:
Thresholds were real numbers in the range ±1.0, and weights on links were real numbers in the range of ~2.0. Figure 7, The genetic algorithm was a steady-state distributed genetic algorithm (Collins & Jefferson, 1991) with a population of 100 individuals arranged on a virtual 10 x 10 grid. At each iteration, a random location was chosen on the grid and a breeding pool constructed from the nine individuals of the 3 x 3 square centered on that location. Two probabilistically fit parents were chosen from this breeding pool according to a linear rank-based selection procedure, and an offspring was constructed by a process of crossover and mutation. This offspring then replaced a probabilistically unfit member of the same breeding pool according to an inverse linear rank-based selection procedure. Single-point crossover was applied with probability 0.7, and the expected number of bitwise mutations per genotype, according to a Poisson distribution, was 2. At each offspring event, not only was the offspring's fitness evaluated, but the fitnesses of both parents also were reevaluated in an attempt to cope with the noise inherent in the evaluation process. Figure 7 shows a typical example of the sort of neural network that consistently evolved within approximately 1000 generations (where a generation was taken to be 100 offspring events). This is the simulated equivalent of 300 x 15 x 10 x 100 = 45,000,000 seconds, or more than 17 months of continuous real-world evolution, and takes approximately 4 hours to run as a single user on a SPARC Ultra (Sun Microsystems, California). The network reliably achieved near-optimal fitness within the simulation. To determine whether the network would transfer successfully across the reality gap, the network was downloaded onto a Khepera robot, and its ability to perform the task in the real world was tested. Sixty different trials were performed one after another, 20 in each of three different widths of corridors, the light being on the left for 10 trials and on the right for the other 10. The consequent robot behaviors were filmed from above so that the exact path taken by the Khepera robot on each trial could be extracted using basic image-processing techniques and overlaid on aerial views of the setup. The results of this process are the six images in Figure 8 .
Experimental results
In the top pair of images, the corridor is only 11 cm wide, and the paths taken by the Khepera robot on all 20 occasions are tightly constrained. In the second pair of images, where the corridor is 18 cm wide, and especially in the bottom pair of images, where the corridor is 23 cm wide, the paths taken by the Khepera robot are less constrained. Nonetheless, the Khepera still turns the correct way at the Tjunction, even though on several occasions it must turn through greater than 90 degrees in order to accomplish this. Note that the path taken in most cases was nearoptimal and that in every case the task was performed satisfactorily, which satisfied the criteria decided in section 2 for a control architecture to transfer successfully from simulation to reality. Figure 9 , was developed at Sussex University for research into the evolution of visually guided behaviors. It Figure 9 The gantry arena, with obstacles. is best thought of as a hardware simulation of a small, wheeled, mobile robot on top of which a camera is placed, that has been specifically designed so that control architectures can be tested automatically and safely in a highly controlled manner (Husbands, Harvey, Jakobi, Thompson, & Cliff, 1997) . Figure 10 (Fig. 11) was not on in the right way, the controllers failed. To remedy this sensitivity to differing lighting conditions, a set of lamps were strung up above the gantry robot, each turning on and off at different frequencies, to provide extreme real-world noise with which evolving controllers had to cope. The previously fit controllers failed completely when the &dquo;disco lights,&dquo; as they are known at Sussex, were switched on. As yet, no new controllers have been evolved on the gantry robot using realworld evolution that are able to cope with the extra uncertainty provided by these lights. Therefore, it was decided that evolving reliably fit control architectures in a simulation built according to the methodology laid out in section 3, and determining whether these control architectures were able to perform the task satisfactorily in the real-world environment with the disco lights switched on, would provide a good test of the radical envelope-of-noise hypothesis. Figure 12 A typical image returned by the camera of the gantry robot. The robot is facing the corner of the arena and the triangle can be seen on the left. The white circles labeled a, b, and c are examples of pixels that project onto the triangle, ceiling, and wall, respectively. Pixel a will return a value between 14 and 15, pixel b will return a value between 0 and 15, and pixel c will return a value between 0 and 13. In the experiments reported in section 5, each visual input was made up of exactly one pixel the coordinates within the camera image of which were genetically determined.
The minimal simulation ~ '
In the experiments reported in Harvey et al. (1994) , both the neural network control architectures and the morphology of their visual inputs were genetically determined. In the simulation experiments reported here, a different type of control architecture was used (see later), although both neural networks and the visual morphology of their inputs again were genetically determined. The main difference between the two, as far as a simulation is concerned, is that in Harvey et al. (1994) , each visual input to the neural network consisted of the average gray-level value of a genetically specified circular subregion of the camera image, whereas in the experiments reported here, each visual input consisted of the gray-level value of exactly one genetically specified pixel of the camera image (Fig. 12) . In fact, these are not so different with respect to a simulation, as the average value of each circular visual field in Harvey et al. (1994) was just the average value of 25 randomly sampled pixels from within the field. A simulation of either, therefore, must contain a model of how specific pixels of the camera image acquire values in response to the orientation and position of the robot within its environment.
Under the disco lights suspended above the gantry, the values returned by pixels of the camera image vary widely with respect to both time and the direction of the camera. Even if we know the exact location within the arena onto which a particular pixel projects, there is little we can say about exactly what the value of that pixel will be. However, a few general things that hold true except in certain special circumstances: If a pixel projects onto a wall but not onto a shape, then it will return a value within the range of 0 to 13; if a pixel projects onto either the triangle or the square, then it will return a value between 14 and 15; and if a pixel projects onto either the floor or the ceiling of the arena, it will return a value between 0 and 15. Because these facts about pixel values within the disco-light environment are almost always in effect, and because they are enough to distinguish the white triangle and square from the black walls of the arena (for those pixels that project onto a wall of the arena), they are all that we needed to model. In fact, it was logically essential to include in the model only one visual aspect in order that evolving control architectures would be able to perform the shape discrimination task; this aspect was the way in which pixels that project onto the walls of the arena acquire gray-scale values in response to the orientation and position of the robot. If a pixel projects onto the floor or ceiling, the value it returns will have nothing to do with squares or triangles, so there is no point in allowing evolving control architectures to rely on it. This is especially true when one considers the extra modeling required. For example, if the strategy employed by a control architecture that is reliably fit within the simulation depends on a pixel that projects onto the floor, then the simulated value of that pixel would have to be reasonably true to life, or the control architecture would fail when downloaded into reality: It would have evolved to rely on something that was true of the simulation but not true of the real world. For this reason, the values returned by pixels that projected onto the floor or ceiling of the arena were treated as implementation aspects of the simulation.
The base set of robot-environment interactions on which the simulation was founded, therefore, had just two members: The encoding scheme was chosen to allow genotypes to grow under genetic control with a minimum amount of phenotypic disruption, thus allowing arbitrary levels of complexity to evolve according to species adaptation genetic algorithm-like (SAGA-like) principles (Harvey, 1992) .
Development took place in a two-dimensional space, the position of each neuron (apart from the four motor neurons; see Fig. 14) being genetically determined within that space. Each link within the network to any particular neuron was genetically specified in terms of the desired position of the neuron from which the link originated. In the first part of this article, a theoretical investigation was made into the circumstances under which evolved robot controllers are able to cross the reality gap. It was suggested that a sufficient condition is that evolved controllers are both base set exclusive and base set robust. The radical envelope-of-noise hypothesis then was stated: If random variation is applied in specific ways to all aspects of the simulation, then control architectures that evolve to be reliably fit within the simulation will be base set robust and base set exclusive and therefore will successfully cross the reality gap. It was further argued that if the hypothesis were well founded, then it would be possible to create minimal simulations that were easy to build and computationally cheap.
The second part of the article detailed two sets of experiments that together provide some evidence for the hypothesis. In the first set, controllers with internal state were evolved to solve a simple T-maze task using a minimal simulation of a Khepera robot. In the second set, controllers were evolved to discriminate visually between two shapes using the Sussex University gantry robot. In both cases, evolved controllers were able successfully to cross the reality gap, exhibiting extremely robust behaviors when downloaded onto the real robots. In particular, the controllers evolved for the gantry robot performed significantly better than any others that had been evolved previously using alternative evolutionary methodologies.
In Mataric and Cliff (1996) , the authors suggest that as robots and the behaviors we want to evolve for them become more and more complex, simulations will become either so computationally expensive that all speed advantages over real-world evolution will be lost or so difficult to design that the time taken in development will outweigh the time saved in reality. This (Jakobi, 1997b) . It therefore is possible to create minimal simulations for robots that employ complex motor modalities.
The point is that whether a minimal simulation is easy to construct and runs fast depends not on the complexity of the behavior we want to evolve when using it, nor on the complexity of the robot that it simulates, but only on the complexity of the base set of robot-environment interactions necessary to underlie the behavior.
Provided these are simple enough, then the behavior or the robot (or both) can be arbitrarily complex.
Worries as to whether minimal simulation techniques will scale up can therefore be reduced to worries about whether the robot-environment interactions employed by the robots and control architectures of the future will be prohibitively complex. It is too early to say whether this will or will not be the case, but consider two points: (1) that results in insect and invertebrate neuroscience suggest that many complex behaviors often are accomplished by way of simple interactions with the environment rather than complicated ones (Wehner, 1987; Horridge, 1992; Collett, 1996) ; and (2) that control strategies grounded in complex robot-environment interactions can lead to prohibitively heavy real-time processing requirements (Brooks, 1991) .
This latter fact has fueled the trend in mobile robotics over the last few years from the internal world model-making robots of the seventies (Nilsson, 1984) to the current low-level behavior-based robotics of the present day (Chiel, Beer, Quinn, & Espenschied, 1992 
