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a b s t r a c t
In this paper, under the condition of two pairs of paralleled lower and upper solutions,
some new multiple solution theorems are obtained by using the fixed point index theory.
The theoretical results are applied to the nonlinear Hammerstein integral equation.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In nonlinear functional analysis, the study of existence of multiple solutions for nonlinear operator equations is useful
and interesting both in theory and in application. Much attention has been attached to this problem by a number of authors,
see [1–6]. We note that the famous Amann’s and Leggett–Williams’ three-solution theorems as well as the results in [3–5]
created only compression results. In [6], Sun established the two-point expansion fixed point theorem, the results in [7,8]
improved the above theorem. Motivated by Sun [6], Guo et al. [9] showed an expansion three-solution theorem.
Furthermore, Zhang [10] considered multiplicity of fixed points for nonlinear operators via two pairs of paralleled lower
and upper solutions, under suitable conditions, the existence of at least six distinct fixed points of nonlinear operators was
proved. For some abstract results concerning the condition of two pairs of paralleled lower and upper solutions, the reader is
referred to recent papers [11,12]. We should point out that Avery et al. [13] and Anderson et al. [14] also created expansion
results.
The purpose of this paper is mainly to study multiplicity of solutions of nonlinear operator equations with the condition
of two pairs of paralleled lower and upper solutions, our main results improve and extend ones in [9,10]. Our idea comes
from [7,8].
Let E be an ordered Banach space, P ⊂ E be a cone in E. P is called solid if it contains interior points, i.e., P◦ ≠ ∅. Every
cone P in E defines a partial ordering in E given x ≤ y iff y − x ∈ P . If x ≤ y and x ≠ y, we write x < y; if cone P is
solid and y − x ∈ P◦, we write x ≪ y. A cone P is said to be normal if there exists a constant N > 0, such that θ ≤ x ≤ y
implies ∥x∥ ≤ N∥y∥, the smallestN is called the normal constant of P . An operator A is strongly increasing, i.e., x < y implies
Ax ≪ Ay. If A is a linear operator, A is strongly increasing implies A is strongly positive. Assume D is a subset of E, operator
A:D −→ E is continuous. If for any relatively noncompact bounded set S ⊂ D, we have γ (A(S)) < γ (S), then A is called
a condensing operator on D, where γ (S) denotes the Kuratowski measure of noncompactness of bounded set S. For more
discussions about cone and partial ordering, we suggest that one refer to [9,15] for details.
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Lemma 1.1 (See [16]). (The lack of direction property of the fixed point index.) Let P be a cone in E, Ω be a bounded open set,
and θ ∈ Ω . Assume that A: P ∩Ω −→ P is a condensing operator, and Ax ≠ x, ∀x ∈ P ∩ ∂Ω . Suppose that there exists y0 ∈ P,
y0 ≠ θ such that
x = Ax+ τy0, ∀ τ ≥ 0, x ∈ P ∩ ∂Ω.
Then i(A, P ∩Ω, P) = 0.
2. Main results
Through this section, we always assume that E is a real Banach space, P,Q are both normal cones in E, Q ⊂ P,Q ≠ {θ},
where θ denotes the zero element of E.
Theorem 2.1. Let A: P −→ P be a condensing increasing operator, A(P) ⊂ Q . Suppose that the following conditions are satisfied
(i) there exist x1, x2, y1, y2 ∈ P, such that x1 < y1, x2 < y2, x1 < Ax1, Ay1 < y1, x2 < Ax2, Ay2 < y2, x1 ≰ y2, x2 ≰ y1;
(ii) there exist h ∈ P \ {θ} and a functional f :Q −→ R+ with f (x) −→ +∞(∥x∥ −→ +∞), such that Ax ≥ f (x)h,∀x ∈ Q ;
(iii) for any ε > 0, there exists δ > 0 such that −ϵe ≤ Ay− Ax ≤ ϵe for any x, y ∈ Q with ∥y− x∥ < δ and e ∈ Q \ {θ};
(iv) there exist λ1, µ1, γ1, λ2, µ2, γ2 > 0 and positive integers m1, n1,m2, n2 such that
Am1x1 ≥ x1 + µ1e, An1y2 ≤ y2 − λ1e, x1 ≤ γ1h,
Am2x2 ≥ x2 + µ2e, An2y1 ≤ y1 − λ2e, x2 ≤ γ2h.
Then A has at least six fixed points in P.
Remark 2.1. Condition (i) in Theorem 2.1 is called two pairs of paralleled lower and upper solutions.
Proof. Define the sets
Q1 = {x ∈ Q |x ≥ x2}, Ω = {x ∈ Q1|Ax ≱ x1}.
Then Ω is an open subset of Q1. Since y2 > x2, Ay2 < y2, x1 ≰ y2, thus Ay2 ≱ x1. This implies that y2 ∈ Ω . That is to say,
Ω is nonempty. We can assert that Ω is bounded. Otherwise, by the conditions (ii) and (iv), there exists y˜ ∈ Ω such that
f (y˜) ≥ γ1, therefore, we have Ay˜ ≥ f (y˜)h ≥ γ1h ≥ x1. This is a contradiction with y˜ ∈ Ω .
Set
Ω1 = {x ∈ Q1| there exists λ > 0 such that Ax ≤ y2 − λe}.
By x1 ≰ y2, we can know thatΩ1 is a subset ofΩ . Furthermore, we can show thatΩ1 is an open set by the condition (iii).
According to the increasing property of A and the condition (iv), we have
Ax2 ≤ A(Ax2) ≤ · · · ≤ An1x2 ≤ An1y2 ≤ y2 − λ1e.
Hence, Ax2 ∈ Ω1. This implies thatΩ1 is a nonempty open subset of Q1.
Set
Ω2 = {x ∈ Q1|Ax ≱ x1 and Ax ≰ y2}.
Then Ω2 is an open subset of Ω , and Ω2 ∩ Ω1 = ∅. We can prove that Ω2 ≠ ∅. Otherwise, Q1 can be expressed by
Q1 = Σ1∪Σ2, whereΣ1 = {x ∈ Q1|Ax ≥ x1},Σ2 = {x ∈ Q1|Ax ≤ y2}, andΣ1,Σ2 are both closed subsets of Q1. By x1 ≰ y2,
we can get that Σ1 ∩ Σ2 = ∅, furthermore, we have that A(x1 + x2) ∈ Σ1 and Ay2 ∈ Σ2. Therefore, Q1 is not a connected
set, which is a contradiction with the fact that Q1 is a convex set.
Without loss of generality, support that A has no fixed points onΩ \(Ω1∪Ω2) ⊃ ∂Ω∪∂Ω1∪∂Ω2, where ∂Ω, ∂Ω1, ∂Ω2
denote the boundary ofΩ,Ω1,Ω2 relative to Q1, respectively.
Now, we will prove that
y ≠ tAy+ (1− t)Ax2, y ∈ ∂Ω1, t ∈ [0, 1]. (2.1)
Assume, by contradiction, that there exist y0 ∈ ∂Ω1 and t0 ∈ [0, 1] such that
y0 = t0Ay0 + (1− t0)Ax2.
Then y0 ≤ Ay0 ≤ y2. It follows from the increasing property of A that
y0 ≤ Ay0 ≤ · · · ≤ An1y2 ≤ y2 − λ1e.
This implies that y0 ∈ Ω1, which is a contradiction with y0 ∈ ∂Ω1. So, (2.1) holds. By the homotopy invariance and
normalization of the fixed point index, we have
i(A,Ω1,Q1) = i(Ax2,Ω1,Q1) = 1. (2.2)
Set
Q2 = {x ∈ Q |x ≤ y1}, Ω3 = {x ∈ Q2| there exists ζ > 0 such that Ax ≥ x1 + ζ e}.
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By the increasing property of A and the condition (iv), we obtain that
Ay1 ≥ A(Ay1) ≥ A(A2y1) ≥ · · · ≥ Am1y1 ≥ Am1x1 ≥ x1 + µ1e,
this implies that Ay1 ∈ Ω3.
We will show that
i(A,Ω3,Q2) = 1. (2.3)
Suppose that there exist x0 ∈ ∂Ω3 and t0 ∈ [0, 1] such that
x0 = t0Ax0 + (1− t0)Ay1.
Then x0 ≥ Ax0 ≥ x1. It follows from the increasing property of A that
x0 ≥ Ax0 ≥ · · · ≥ Am1x0 ≥ Am1x1 ≥ x1 + µ1e.
Thus x0 ∈ Ω3, which is a contradiction with x0 ∈ ∂Ω3. According to the homotopy invariance and normalization of the fixed
point index, we have
i(A,Ω3,Q2) = i(Ay1,Ω3,Q2) = 1.
In the following, we will prove that
x ≠ Ax+ te, ∀t ≥ 0, x ∈ ∂Ω. (2.4)
Suppose that there exist x˜0 ∈ ∂Ω and t˜0 > 0 such that x˜0 = Ax˜0 + t˜0e. Thus x˜0 ≥ x1 + t˜0e ≥ x1. Hence,
x˜0 ≥ Ax˜0 ≥ Am1 x˜0 ≥ Am1x1 ≥ x1 + µ1e.
By condition (iii), for ϵ = µ12 , there exists δ > 0, such that Ax ≥ Ax˜0 − µ12 e ≥ x1 + µ22 e for any x ∈ Q1 with ∥x − x˜0∥ < δ.
Since x˜0 ∈ ∂Ω , there exists {zk} ⊂ Ω such that zk −→ x˜0. For k sufficiently large, we have Azk ≥ x1 + µ12 e, which is a
contradiction with {zk} ⊂ Ω . Thus (2.4) holds. According to the lack of direction property of the fixed point index, we have
i(A,Ω,Q1) = 0. (2.5)
Therefore, by (2.2) and (2.5) and the additivity of the fixed point index, we have that
i(A,Ω2,Q1) = i(A,Ω,Q1)− i(A,Ω1,Q1) = 0− 1 = −1. (2.6)
Set
Ω4 = {x ∈ Q2|Ax ≰ y2}.
By essentially the same argument as (2.5), we have
i(A,Ω4,Q2) = 0. (2.7)
Set
Ω5 = {x ∈ Q2|Ax ≱ x1, and Ax ≰ y2}.
By essentially the same way as (2.6), we have
i(A,Ω5,Q2) = i(A,Ω4,Q2)− i(A,Ω3,Q2) = −1. (2.8)






4 such that x
∗
1 ∈ Ω1, x∗2 ∈ Ω3, x∗3 ∈
Ω2, x∗4 ∈ Ω5. By essentially the same way as (2.6) and (2.8), we can obtain that A has the fifth fixed point x∗5 ∈ Ω6, the sixth
fixed point x∗6 ∈ Ω7, where
Ω6 = {x ∈ Q |x ≥ x1, x ≱ x2, and x ≰ y1},
Ω7 = {x ∈ Q |x ≤ y2, x ≱ x2, and x ≰ y1}. 
Corollary 2.1. Assume that P is a solid cone, A: P −→ P is a condensing increasing operator, A(P) ⊂ Q , and the conditions
(i) and (ii) in Theorem 2.1 are satisfied. In addition, x1, x2, y1, y2 ∈ P◦ ∩Q , there exist γ1, γ2 > 0 such that x1 ≤ γ1h, x2 ≤ γ2h.
Then A has at least six fixed points in P.
Proof. Since x1, y2 ∈ P◦, according to the proof of Theorem 2.1, we only need to redefine
Ω1 = {x ∈ Q1|x ≪ y2}, Ω3 = {x ∈ Q2|x ≫ x1},
Ω,Ω2,Ω4,Ω5 remain unchanged. ThenΩ1 is still a nonempty open subset ofΩ , andΩ1 ∩Ω2 = ∅.
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Suppose that there exist y0 ∈ ∂Ω1 and t0 ∈ [0, 1) such that
y0 = t0Ay0 + (1− t0)Ax2.
Hence, y0 < t0y2 + (1− t0)y2 = y2, which implies that y0 ∈ Ω1. This is a contradiction.
According to the homotopy invariance and normalization of the fixed point index, we have
i(A,Ω1,Q1) = 1.
In the same fashion, we can obtain
i(A,Ω3,Q2) = 1.
The proof of remainder is the same as that of Theorem 2.1, the proof is complete. 
By Theorem 2.1 and Corollary 2.1, we can prove the following theorems.
Theorem 2.2 (See [10, Theorem 1.3.1]). Assume that P is a solid cone, A: E −→ E is a condensing operator, A = KF , where
K : E −→ E is a linear and strongly positive operator, F : E −→ E is a strict increasing operator. Furthermore, there exist u∗ ∈ P◦
and a constant β > 0 such that
Kx ≥ β∥Kx∥u∗, ∀x ∈ P. (2.9)
In addition, suppose that there exist x1, x2, y1, y2 ∈ E such that
x1 < y1, x2 < y2, x1 ≰ y2, x2 ≰ y1,
x1 < Ax1, Ay1 < y1, x2 < Ax2, Ay2 < y2.
Then A has at least six distinct fixed points in E.
Theorem 2.3. Assume that A: P −→ P is a condensing increasing operator, A(P) ⊂ Q , and the conditions (ii), (iii), and
(iv) of Theorem 2.1 are satisfied. Suppose that
(i) there exist x1, x2, y1, y2 ∈ P, such that x1 < Ax1, Ay1 < y1, x2 < Ax2, Ay2 < y2, x1 ≰ y1, x2 ≰ y2, x1 < y2. Then A has
at least three fixed points ϕi(i = 1, 2, 3) in P satisfying
x1 ≰ ϕ1 ≰ y1, ϕ1 < y2;
x1 < ϕ2 < y2; x2 ≰ ϕ3 ≰ y2, ϕ3 > x1.
Remark 2.2. Theorem 2.1 improves and extends Theorem 2.2 in the following two aspects. (1) The requirement that P is a
solid cone is removed in Theorem 2.1. (2) The condition (2.9) in Theorem 2.2 is replaced by the condition (ii) in Theorem 2.1,
it is easy to see that this condition is weaker than (2.9).
3. Applications to integral equations




k(x, y)f (y, u(y))dy = u(x), ∀x ∈ G, (3.1)
where G is a bounded closed domain of RN . For convenience, we make the following assumptions.
(H1) k:G×G −→ R1 is nonnegative continuous and k ≢ 0 on G×G, there exist a closed set G0 ⊂ G,mesG0 > 0, and ϵ0 > 0
such that k(x, y) ≥ ϵ0k(z, y),∀x ∈ G0, y, z ∈ G;
(H2) there exists b > 0 such that
G0
k(x, y)dy ≥ b

G
k(x, y)dy, ∀x ∈ G;
(H3) f :G × R+ −→ R+ is continuous, f (x, 0) = 0, for each x ∈ G, f (x, u) is increasing in u, and limu→+∞miny∈G0 f (y, u)= +∞.
Let E = C(G) denote the space consisting of all continuous functions on G,
P = {u ∈ E|u(x) ≥ 0,∀x ∈ G}.
Then E is a real Banach space, P is a normal cone in E, and E = P − P . Define Q = {u ∈ E|minx∈G0 u(x) ≥ ϵ0∥u∥}, where ϵ0
is the same as (H1), then Q is a cone in E, and Q ⊂ P . Denote e(x) =

G k(x, y)dy,∀x ∈ G, then e ∈ P \ {θ}.
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Lemma 3.1 (See [7]). Assume that (H1)–(H3) hold. Then A: P −→ P is a completely continuous increasing operator, A(P) ⊂ Q ,
and e ∈ Q , and the conditions (ii) and (iii) in Theorem 2.1 are satisfied.
Theorem 3.1. Assume that (H1)–(H3) hold, and the following conditions are satisfied
(H4) there exist u1, u2, v1, v2 ∈ P, such that u1 < v1, u2 < v2, u1 < Au1, Av1 < v1, u2 < Au2, Av2 < v2, u1 ≰ v2, u2 ≰ v1;
(H5) for each x ∈ G0, f (x, u) is strictly increasing in u. Then the integral equation (3.1) has at least six solutions.
Proof. According to Lemma 3.1, it suffices to verify that the conditions (i) and (iv) of Theorem 2.1 are satisfied. (H4) implies
that A2v2, Au1, A2v1, Au2 ∈ Q , and
A(A2v2) ≤ A2v2, Au1 ≤ A(Au1), Au1 ≰ A2v2,
A(A2v1) ≤ A2v1, Au2 ≤ A(Au2), Au2 ≰ A2v1,
Au1 < A2v1, Au2 < A2v2. Condition (i) of Theorem 2.1 holds.
For y ∈ G0, Au1(y) − u1(y) > 0, which together with the condition (H5), we have that there exists δ > 0 such that





k(x, y)[f (y, Au1(y))− f (y, u1(y))]dy ≥ δbe(x), ∀x ∈ G.
In a similar fashion, we can show that
A2v2 − A(A2v2) ≥ δbe(x), ∀x ∈ G.
A(Au2)− Au2 ≥ δbe(x), ∀x ∈ G.
A2v1 − A(A2v1) ≥ δbe(x), ∀x ∈ G.
It is easy to check that
Au1 ≤ ∥f (·, u1)∥e, Au2 ≤ ∥f (·, u2)∥e.
Thus, condition (iv) of Theorem 2.1 is satisfied. The proof is complete. 
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