Analysis of the component processes involved in spoken-word recognition is critical for the development of theories of spoken language understanding. A primary distinction that must be made in such an analysis is one that has had a long history in cognitive psychology: the distinction between automatic and controlled processes (Neely, 1977; Posner & Snyder, 1975; . In the context of speech processing, this distinction can most simply be formulated as that between automatic perceptual processes, which act upon the information in the speech signal whenever listeners hear their native language, and controlled attentional processes, which listeners can bring to bear as they respond to the demands of particular listening situations. The listening situation we investigate here is a phonological priming experiment in which we attempted to separate the automatic phonological processes that are involved in word recognition from expectancy-based strategies that listeners can use in response to the experimental task.
Priming methodologies have been used extensively to investigate the processing involved in word recognition. Priming tasks typically involve a sequence of a prime followed, in close temporal proximity, by a target item. In this methodology, the relationship between the prime and the target is manipulated and often includes overlap along semantic or form-based dimensions. In the present research, we investigated priming effects in the case in which the prime and the target are related in form. In phonological priming experiments, prime and target overlap can involve phonological coincidence at the beginning or at the end of items, and this overlap may consist of a varying number of shared phonemes. The following historical survey of the phonological priming literature illustrates that it is rife with controversy, particularly with respect to the distinction between automatic and strategic processes.
In a phonological priming experiment using spoken Dutch words, Dutch listeners were taught varying expectancies and relatedness relations about the phonological form of target words, given particular primes. They learned to expect that, after a particular prime, if the target was a word, it would be from a specific phonological category. The expectancy either involved phonological overlap (e.g., honk-vonk, "base-spark"; expected related) or did not (e.g., nest-galm, "nest-boom"; expected unrelated, where the learned expectation after hearing nest was a word rhyming in -alm). Targets were occasionally inconsistent with expectations. In these inconsistent expectancy trials, targets were either unrelated (e.g., honk-mest, "base-manure"; unexpected unrelated), where the listener was expecting a related target, or related (e.g., nest-pest, "nest-plague"; unexpected related), where the listener was expecting an unrelated target. Participant expectations and phonological relatedness were thus manipulated factorially for three types of phonological overlap (rhyme, one onset phoneme, and three onset phonemes) at three interstimulus intervals (ISIs; 50, 500, and 2,000 msec). Lexical decisions to targets revealed evidence of expectancy-based strategies for all three types of overlap (e.g., faster responses to expected than to unexpected targets, irrespective of phonological relatedness) and evidence of automatic phonological processes, but only for the rhyme and three-phoneme onset overlap conditions and, most strongly, at the shortest ISI (e.g., faster responses to related than to unrelated targets, irrespective of expectations). Although phonological priming thus has both automatic and strategic components, it is possible to cleave them apart.
target item presented in noise. The participants' task was identification of the target. Amount of overlap and signalto-noise ratio were varied. The results showed significant facilitatory priming effects, which increased with increasing phonological overlap and stimulus degradation. But as a hint of future controversies, a second series of experiments in which similar materials were used showed different results (Slowiaczek & Pisoni, 1986) . Although primes facilitated responses to targets when the primes and the targets were identical, no facilitatory priming was observed for primes sharing one, two, or three phonemes from onset at either interstimulus interval (ISI; 50 or 500 msec). These differences in results were attributed to task differences: The former experiments used identification in noise, and the latter experiments employed auditory lexical decision. Radeau, Morais, and Dewier (1989) pursued this explanation, examining phonological relatedness in both lexical decision and shadowing (i.e., repetition of the target word), using minimal ISIs, and presenting stimuli in the clear. They claimed that whereas lexical decision was more prone to strategic effects involving response biases (see, e.g., Balota & Chumbley, 1984) , shadowing tasks were not as susceptible to such postaccess processing. In lexical decision, Radeau et al. (1989) observed significant inhibition for prime-target word pairs with one-or two-phoneme overlap. For shadowing, inhibitory effects were also observed, although much reduced in magnitude. These inhibitory effects disappeared when nonword primes were used. Radeau et al. (1989) suggested that the interference effect was an artifact of the design-that is, a lexical decision task that included targets that were identical to their primes. Phonological relatedness was thus claimed to produce interference effects in lexical decision, due to involvement of postlexical strategic checking mechanisms.
The results of Goldinger, Luce, Pisoni, and Marcario (1992) suggest that facilitation due to one-phoneme onset overlap in lexical decision may also be due to strategic processes. In an attempt to distinguish strategic effects from automatic effects, Goldinger et al. systematically manipulated the proportion of related trials (note also that the materials were presented in noise). Goldinger et al. found that one-phoneme facilitatory priming could be attenuated by reducing the proportion of related priming trials from 50% to approximately 10% of all trials. In fact, under these conditions, the facilitatory effects became inhibitory. These results led Goldinger et al. to conclude that this type of phonological priming (one-phoneme onset overlap, with lexical decision in noise) appears to be due to a response bias (see also Goldinger, 1998b) . Slowiaczek and Hamburger (1992) used shadowing in order to minimize the influence of strategic bias effects. They found facilitatory priming (faster repetition of targets) in the one-phoneme overlap condition and inhibitory priming (slower repetition of targets) in conditions with greater overlap (two-and three-phoneme overlap). Inclusion or exclusion of an identical priming condition did not affect either of these effects, suggesting that the presence of identical prime-target pairs did not induce an identitybased strategy. Slowiaczek and Hamburger therefore interpreted these results in terms of automatic processes. They proposed that the facilitation was due to excitation at a prelexical phoneme level and that the inhibition was the result of competition between words at the lexical level.
Further research, however, has shown that this conclusion was premature. Hamburger and Slowiaczek (1996) , using primed shadowing, contrasted response times (RTs) for conditions with low relatedness proportions and short ISIs with RTs for conditions with high relatedness proportions and long ISIs. They found that one-or two-phoneme overlap resulted in facilitation only in conditions that maximized strategic effects (a high relatedness proportion and a long ISI), whereas three-phoneme overlap consistently resulted in interference, regardless of relatedness proportion or ISI. The low-similarity facilitation thus seems to be strategic, related to participants' expectancies, and distinct from the high-similarity interference, which appears to be automatic and, most likely, due to lexical competition.
In order to ascertain the locus of these priming effects, Radeau, Morais, and Seguí (1995) undertook a study in which frequency relations between the prime and the target were manipulated. If phonological effects involve lexical representations, varying the frequency relations between the prime and the target (high-frequency prime with low-frequency target or the reverse) should influence the amount of priming. They observed no priming or weak unreliable inhibition for word-initial overlap. The effect occurred only in the low-high condition in which the shadowing task and a short ISI were used. Radeau et al. (1995) concluded that the initial inhibitory effects are lexical, rather than a result of response bias. Goldinger (1999) has reported, however, that even discouraging expectancy effects by using a low relatedness proportion in a shadowing task does not necessarily ensure that response biases are not present. Rather than varying relatedness proportion and examining its effect on the amount of priming in related trials, Goldinger (1999) examined the control trials over time, in order to assess the possible costs associated with avoiding false-positive errors on the unrelated trials. For the high-expectancy, as well as the low-expectancy, condition, RTs to control trials became longer over the course of the experiment, relative to a pure control condition with no related trials. These results suggest that even when procedures minimize strategic influences, response biases cannot be completely removed. But a further aspect of the data tempers this conclusion. Slowiaczek (1996, 1999) showed that the inhibitory effect in shadowing with a three-phoneme onset overlap became stronger as expectancy biases became weaker (i.e., when shifting from high-to low-expectancy conditions). In contrast, the facilitatory effect with a one-phoneme onset overlap disappeared as expectancy biases were reduced. Furthermore, Monsell and Hirsh (1998) found evidence of inhibition due to multiple-phoneme onset overlap under conditions in which strategic effects are likely to be small (in lexical decision in which responses were made on every trial, with many intervening items between the primes and the targets). Thus, although it may be impossible to remove all response biases under low-expectancy conditions, it would appear, on the basis of these results, that at least the inhibition observed with multiple-phoneme onset overlap is not due to such biases.
The story does not end there, however. Pitt and Shoaf (2002) recently investigated shadowing latencies for primes and targets sharing three overlapping onset phonemes. As in Goldinger (1999) and Hamburger and Slowiaczek (1999) , performance at multiple points during the experiment was investigated. Pitt and Shoaf examined not only the unrelated control trials, but also responses to a subset of related items at different positions within the experimental sequence. Their argument was as follows: If differences were found across position for the related trials, they would be more likely to be due to response biases than to lexical competition (which should be constant over time). Responses to phonologically related prime-target pairs resulted in an initial slowdown that was attributed to a surprise effect (the first target to overlap with a prime being unexpected). This slowdown decreased over time as participants appeared to adopt a response strategy to deal more effectively with prime and target overlap. Pitt and Shoaf claimed that manipulations to discourage biases, such as relatedness proportion or ISI, do not succeed in eliminating them and that sometimes a single related trial can induce such a strategy. This summary of onset priming research clearly shows evidence of disagreement concerning the nature and locus of the phonological priming effects. A number of consistent findings, however, have emerged from this literature-most important, a listing of variables that affect onset phonological priming. Amount of phonological overlap (i.e., one-, two-, or three-phoneme overlap) can change the direction of the observed priming effect, from facilitation to inhibition. Variation in relatedness proportion, task, and ISI also have been shown to contribute to participants' expectancies within the experimental context, thereby inducing or shaping possible response biases.
A consensus appears to have been reached concerning the facilitation observed when primes and targets share one onset phoneme (e.g., bone-beach) . This facilitation appears to be due to strategic processes. In shadowing, the effect depends on a high relatedness proportion (Goldinger, 1999; Hamburger & Slowiaczek, 1996; Slowiaczek & Hamburger, 1992) . Under these conditions, participants seem to learn that targets often begin in the same way as the preceding primes and, thus, appear to prepare the production of those initial segments, thereby repeating the targets more quickly. In lexical decision, this facilitation has been found only when there was a high relatedness proportion and when stimuli were presented in noise (Goldinger, 1998b; Goldinger et al., 1992) . Under these conditions, it appears that participants can use the expectation of a shared initial segment to benefit recognition of the target in the noise.
Controversy remains, however, about the effects of multiple-phoneme onset overlap (e.g., sweep-sweet).
The pattern of results is not consistent. Inhibition with this kind of overlap has been observed in lexical decision (Monsell & Hirsh, 1998; Radeau et al., 1989; Slowiaczek & Pisoni, 1986 ) but has often been statistically nonsignificant (Praamstra, Meyer, & Levelt, 1994; Radeau et al., 1995) . It could be attributed to participant strategies in some cases (Radeau et al., 1989; Slowiaczek & Pisoni, 1986) but probably not in all (Monsell & Hirsh, 1998) . Likewise, although inhibition has been observed with the same kind of overlap in shadowing (Goldinger, 1999; Hamburger & Slowiaczek, 1996; Radeau et al., 1989; Slowiaczek & Hamburger, 1992) , and although it has been claimed that this inhibition is due to automatic processes of lexical competition, and not to expectancy strategies (Hamburger & Slowiaczek, 1996 , 1999 , the recent findings of Pitt and Shoaf (2002) suggest that it could, after all, reflect expectancy effects and that participants adjust the way they respond to related trials over the course of an experiment. One purpose of the present experiment was, therefore, to disentangle the automatic and strategic components of the inhibitory priming that appears when primes and targets share multiple phonemes at onset.
Offset Overlap
In addition to phonological priming effects in which prime and target overlap involves coincidence at the beginning of items, overlap can also consist of primes and targets in which there is coincidence at the end of words. It again appears that there are both automatic and strategic effects, given this kind of overlap. In many of the earliest studies, rhyme priming (overlap of the stressed vowel and the rest of the word) was investigated. Unlike the phonological onset literature, studies on offset overlap have consistently shown strong facilitation when targets have been preceded by rhyming primes. Meyer, Schvaneveldt, and Ruddy (1974) found robust facilitation in a visual lexical decision experiment when pairs of words rhymed. Hillinger (1980) and Jakimik, Cole, and Rudnicky (1985) broadened these results to include auditorily presented words, and Burton, Jongman, and Sereno (1996) showed similar effects in a shadowing task.
In order to investigate degree of phonological similarity from word offset, Slowiaczek et al. (1987) varied overlap from one phoneme to three phonemes (traditional rhyme priming). Using a word identification in noise task, Slowiaczek et al. (1987) found that correct identification increased with increasing overlap from offset. Radeau et al. (1995) replicated this consistent pattern of facilitation for two-phoneme final overlap conditions. They further observed only minimal reduction of the facilitation at longer ISIs and in a shadowing task, whereas there was no effect of prime-target relative frequency on the priming effects, encouraging them to conclude that final overlap phonological priming effects are due to automatic prelexical processes and that these effects are impervious to the influence of strategic bias.
Slowiaczek, McQueen, Soltano, and Lynch (2000) explicitly tested this claim by varying relatedness proportion and simultaneously increasing phonological overlap from offset. Although their data, in general, show increased facilitation for increasing overlap conditions, high relatedness proportions did produce greater facilitation, and responses to unrelated trials tended to become slower later in the experiment, both of which suggest weak strategic components. Slowiaczek et al. (2000) argued, however, that although nonrhyming overlap can produce facilitation, presence of rhyme overlap, rather than absolute or proportional amount of segmental overlap, is the best predictor of the priming effects. Slowiaczek et al. (2000) concluded that final overlap phonological facilitation can be accounted for by two processes: automatic activation of prelexical perceptual representations and a bias based on the salience of rhyme overlap. Norris, McQueen, and Cutler (2002) showed reliable rhyme priming effects in auditory lexical decision for word targets. When foils were included (i.e., trials in which targets almost rhymed with their primes, which were meant to discourage use of a response strategy), the facilitatory rhyming effects were attenuated, suggesting that an important component of this facilitation is strategic. In a similar set of experiments with shadowing, however, although there was some reduction in the amount of priming when foils were included, these differences were not significant. Both word and nonword targets showed similar facilitatory priming, which did not change significantly in the presence of foils. Norris et al. therefore suggested that, in addition to the strategic component of rhyme priming seen in lexical decision, there exists a component that is nonstrategic and that appears to be due to automatic processing, which operates prior to lexical access. That is, there appears to be some benefit from the fact that the prime and the target activate the same prelexical representations.
The offset priming research thus shows consistent evidence of facilitation (see also Dumay et al., 2001; Emmorey, 1989; Monsell & Hirsh, 1998; Praamstra et al., 1994; Radeau, Besson, Fonteneau, & Castro, 1998; Spinelli, Seguí, & Radeau, 2001; Titone & Connine, 1997) . Increasing the amount of phonological overlap (one-phoneme, two-phoneme, or three-phoneme overlap) significantly increases the amount of facilitation observed, but this increase seems to be mediated by whether the overlap constitutes a rhyme. Variations in relatedness proportion, task, and ISI have been shown to influence the priming effects much less than in onset priming, thereby supporting the notion that final overlap facilitation reflects automatic prelexical processes. The absence of offset overlap facilitation in cross-modal versions of the task-both when there is an auditory prime and a visual target (Spinelli et al., 2001 ) and when there is a visual prime and an auditory target (Dumay et al., 2001 )-supports the view that the locus of these automatic processes is within the speech-processing system. Furthermore, the repeated demonstration that facilitation of responses to rhyming word targets is equivalent after word and nonword primes (Dumay et al., 2001; Monsell & Hirsh, 1998; Slowia czek et al., 2000) confirms that the locus of the automatic processes is prelexical. Most authors have, therefore, assumed that rhyme-based facilitation reflects the repeated activation of prelexical representations: The processing of the target is facilitated because its recognition involves the use of many of the same prelexical representations as were activated when the rhyming prime was heard (see, e.g., Slowiaczek et al., 2000) . Nevertheless, there is also clear evidence of a strategic component to rhyme-based facilitation. In lexical decision, there is no facilitation on rhyming trials in the presence of foil trials that discourage a rhyme-based strategy (Norris et al., 2002) .
Adapting Neely (1977) to Phonological Priming
Despite the large number of phonological priming studies in the past 2 decades, a number of questions remain unanswered. First, with respect to multiple-phoneme onset overlap, is the inhibition that can sometimes be observed due to automatic or controlled processes? Second, with respect to rhyme overlap, if the facilitation is due, at least in part, to automatic processes, why is it absent in lexical decision when strategic biases have been controlled for? Third, more generally, why is this automatic facilitation not detected with one-or multiple-phoneme onset overlap? In the present experiment, we sought to answer these questions.
It should be clear from the above review that the pattern of phonological priming depends on the position and degree of overlap between primes and targets. We therefore separately examined rhyme overlap, one-phoneme onset overlap, and three-phoneme onset overlap. With respect to word-final overlap, robust phonological facilitation appears to depend, primarily, neither on the absolute number of overlapping phonemes nor on the proportional segmental overlap but, instead, on whether primes and targets rhyme (Slowiaczek et al., 2000) . Related primes and targets in the final-overlap condition therefore rhymed with each other. Furthermore, because all the items were monosyllabic, overlap in syllabic structure between rhyming primes and targets was controlled: All the rhyming pairs shared exactly their rime (i.e., nucleus plus coda). In all cases, the overlap consisted of three phonemes (i.e., the vowel nucleus plus two coda consonants), such that both absolute and proportional segmental overlap was also controlled.
For direct comparison with the rhyme overlap condition, we also tested the effects of three-phoneme onset overlap. In this condition, absolute and proportional segmental overlap was again controlled, as was overlap in syllabic structure (two onset consonants plus the vowel nucleus). As was discussed above, multiple-phoneme onset overlap can result in inhibitory priming effects, at least under some conditions. The present design allowed us to test for these effects, using a degree of phonological overlap that was closely matched in syllabic and segmental structure to that used in the rhyme overlap condition. Finally, we examined the case of one-phoneme onset overlap, for which facilitatory effects have previously been observed. Segmental overlap (both absolute and propor-tional) was again matched between conditions, as was syllabic structure overlap (primes and targets always shared their onsets; one onset consonant in each case).
It should also be clear from the preceding review that a satisfactory account of phonological priming will depend on distinguishing between automatic and strategic components of the priming effects. In previous studies, strategic involvement has been tested by examining the time course of performance over the duration of an experiment (e.g., Goldinger, 1999; Pitt & Shoaf, 2002) or by manipulations that were intended to increase or decrease the use of particular strategies (e.g., Goldinger et al., 1992; Hamburger & Slowiaczek, 1996; Norris et al., 2002; Radeau et al., 1989) . In the present study, we took a different approach. We attempted to induce the operation of an expectancybased strategy and then test for effects of phonological overlap on lexical decision both when the expectations of the learned strategy were met and on occasional unexpected trials. We thus hoped to be able to cleave automatic and strategic effects apart. Crucially, this manipulation allowed us to test for automatic effects despite the simultaneous operation of expectancy strategies. Thus, for example, would there be evidence of automatic facilitation with rhyme overlap? It is possible that Norris et al. (2002) failed to detect reliable facilitation with rhyme overlap in lexical decision in the presence of foils because the facilitation was masked by strategic effects (i.e., although the foils may have blocked the operation of a bias to respond yes when targets rhymed with their foils, their presence could have induced a checking strategy). The use of unexpected but phonologically related trials in the present design should allow automatic effects to be measured even in the presence of an expectancy strategy.
The factorial manipulation of relatedness and expectancy has been used successfully in the domain of semantic priming (Neely, 1977) . In its simplest form, semantic priming refers to the finding that participants respond more quickly to a target word (e.g., doctor) when it is preceded by a related prime word (e.g., nurse), as compared with an unrelated control (e.g., bread; Meyer & Schvaneveldt, 1971) . Much of the early research on semantic priming attributed the observed facilitatory semantic priming effects to the automatic cognitive mechanism of spreading activation (e.g., Schvaneveldt & Meyer, 1973) . Additional research, however, suggested that some of the priming effects may involve attentional, strategic processing (e.g., Posner & Snyder, 1975) .
In a novel and theoretically pivotal semantic priming experiment, Neely (1977) attempted to cleave automatic spreading activation from limited-capacity attentional mechanisms. To unconfound these mechanisms, Neely separately manipulated two variables. First, the prime and the target were either semantically related or unrelated, in order to assess the automatic activation that was assumed to spread between preexisting semantically related primes and targets. For example, for a given semantic category prime, bird, participants expected a target to be chosen from the same category, such as robin, resulting in a prime-target pair such as bird-robin. Second, participants' conscious attention was manipulated by varying whether the target was expected given the prior prime word. To accomplish this, a priming word that was semantically unrelated to the target item was used to direct the participants' attention to an expected target item. For example, some categories such as body were consistently associated with exemplars from a different category, such as building parts, resulting in a prime-target pair such as body-door. Expected prime-target pairs, where attention was directed, were contrasted to unexpected prime-target combinations. Using relatedness and expectancy, Neely contrasted four basic conditions: expected-related (ER) conditions such as bird-robin, expected-unrelated (EU) conditions such as body-door, unexpected-related (UR) conditions such as body-heart, and unexpected-unrelated (UU) conditions such as body-sparrow or bird-arm. Both relatedness and expectancy were modulated by a temporal manipulation, stimulus onset asynchrony (SOA). At short SOAs, priming effects that reflected automatic spreading activation were predominant. At longer SOAs, when there was enough time to engage attention, priming effects reflected the slower limited-capacity attentional mechanisms. Neely (1977) thus succeeded in separating automatic priming from attentional strategies within the semantic domain. The present experiment applied this methodology to the phonological domain. Dutch listeners made lexical decisions to Dutch words and nonwords, which were preceded by limited sets of prime words. Through instructions and practice trials, the participants learned to expect, after specific primes, that targets, if they were words, would have a particular phonological form. Thus, in the case of rhyme overlap (see Table 1 ), the listeners could learn to expect that the targets would be words if they rhymed, for example, with the prime honk ("base"). In the critical phase of the experiment (i.e., after the expectation had been learned), the targets would either match that expectation (ER trials; e.g., honk-vonk) or mismatch the expectation (UU trials; e.g., honk-mest). In addition, the listeners learned phonologically unrelated expectations (e.g., they learned to expect words that rhymed with -alm after the prime nest, "nest"). Again, the targets could either match or mismatch this expectation, generating EU (e.g., nest-galm) and UR (e.g., nest-pest) trials.
On the basis of the previous literature on rhyme priming, we expected to observe automatic facilitation (i.e., faster and/or more accurate responses on related trials than on unrelated trials) and expectancy biases (i.e., faster and/or more accurate responses on expected than on unexpected trials). We also manipulated the amount of time between primes and targets (ISIs of 50, 500, and 2,000 msec). Because the facilitation due to repeated activation of the same prelexical representations by the prime and the target should decay over time, we predicted that the automatic effect would be strongest at the shortest ISIs. We also predicted that the expectancy bias would be strongest at the longest ISIs, for three reasons: because the listeners would have more time to apply an expectancy strategy, because the relevant information would appear late in the primes and the targets, and because the expectancy bias could not be used by the listeners to predict how the targets would begin.
Other groups of listeners learned expectancies about the first phoneme of the targets based on the first phoneme of the primes (one-phoneme onset overlap; see Table 1 ). Given the consensus in the literature that the facilitation that can be observed when primes and targets share one onset phoneme is due to expectancy biases alone, we predicted that under these conditions, there would be no automatic effects (i.e., responses to related targets that were equivalent to those to unrelated targets). An expectancy bias (i.e., responses to expected targets would be faster and/or more accurate than those to unexpected targets) was predicted. This expectancy bias should be strongest at the longest ISIs, because the listeners would have more time to apply the strategy.
Yet other groups of listeners took part in the threephoneme onset overlap conditions (see Table 1 ). It was difficult to make strong predictions about the results of this subexperiment, because of the confusion in the past literature on multiple-phoneme onset overlap. The results of Pitt and Shoaf (2002) , but not those of Slowiaczek (1996, 1999) , suggest that there should again be expectancy biases (i.e., responses to expected targets that were faster and/or more accurate than those to unexpected targets). As with the other types of phonological overlap, we should also perhaps expect to see stronger expectancy effects at longer ISIs. Automatic effects are more complex. One possible outcome was that there would be facilitation (i.e., better performance on related than on unrelated targets), as was predicted for rhyme overlap. Although facilitation with multiple-phoneme onset overlap has not been observed before, this could be because it was masked by inhibitory expectancy biases. Under the present conditions, however, where it ought to be possible to separate automatic from strategic processes, and where there was as much phonological overlap as in the rhyme overlap subexperiment (three phonemes in each case), it was possible that automatic facilitation would be detected. An alternative outcome was that there would be automatic inhibition (i.e., performance better on unrelated than on related targets). This would be consistent with results in some of the preceding literature (e.g., Hamburger & Slowiaczek, 1996; Monsell & Hirsh, 1998) and could be explained in the same way-namely, that it was due to competition between activated lexical hypotheses. If participants are led to expect a target with an onset slithat is phonologically unrelated to the onset of the prime tro-(e.g., prime-target pairs such as trog-slim, "troughclever"), and if there is evidence that listeners are using this expectation to benefit performance on expected trials, inhibition on UR trials (e.g., trog-trom, "trough-drum") can be taken to be due to lexical competition. A third possible outcome, however, was that there would be neither automatic facilitation nor automatic inhibition. That is, these two effects could cancel each other out. The present experiment, given the control we have over expectancy biases, may therefore give some indication of the relative strength of prelexical facilitation and lexical inhibition in phonological priming with a large amount of initial overlap.
METHOD Design
The experiment involved the between-participants manipulation of the nature of the phonological overlap between primes and targets, forming three subexperiments: (A) rhyme overlap, (B) onephoneme onset overlap, and (C) three-phoneme onset overlap. In all cases, targets were spoken Dutch words or nonwords, and the participants were required to make lexical decisions on those targets. All subexperiments were run in five different versions, each with a different group of participants but each with the same target words. These versions differed with respect to the ISI between primes and targets and with respect to the nature of the control condition. Version 1 (A1, B1, and C1) used a 50-msec ISI and an auditory tone as the control prime. Version 2 (A2, B2, and C2) used a 50-msec ISI and phonologically unrelated spoken words as control primes. Version 3 (A3, B3, and C3) used a 500-msec ISI and the tone control, and Version 4 (A4, B4, and C4) used a 2,000-msec ISI and the unrelated word control. In Version 5 (A5, B5, and C5), no primes were presented before the targets; Version 5 thus provided baseline measures of unprimed target responses.
The design was the same for all three types of phonological overlap. In each case, four priming conditions were tested, as defined by the relationship between primes and targets and by the instructions given to the participants. As is shown with examples in Table 1 , phonological relatedness and participant expectations were manipulated factorially. In the ER condition, the target had a phonological form that both matched the expectations of the participant (given the prime) and was phonologically related to the prime, according to the type of overlap that was investigated in a given subexperiment (e.g., in the rhyme overlap case, honk-vonk, "base-spark"). Thus, for example, in Subexperiment A, given the prime honk, the target vonk was expected, because the participant had been led to expect a word rhyming with /ɔŋk/, given the prime honk, and vonk was related because it does indeed rhyme with honk. In the EU condition, the target was again expected, given the prime, but was phonologically unrelated to that prime (e.g., nest-galm, "nest-boom"). In this condition, given the prime nest, the participant had been led to expect a word rhyming with /ɑlm/, such as galm, but these two words have no sounds in common. In the UR condition, the target was unexpected but related (e.g., nest-pest, "nest-plague"). Given the prime nest, the target pest does not rhyme with /ɑlm/, as would be expected, but rather the prime and the target were related phonologically (e.g., nest and pest rhyme). Finally, in the UU condition, the target was both unexpected, given the prime, and phonologically unrelated to that prime (e.g., honk-mest, "base-manure"), since, given the prime honk, the target mest does not end with /ɔŋk/, as would be expected, and has no sounds in common with honk. Note that these four conditions required three instantiations of the appropriate kind of phonological overlap in the targets. Thus, in the example above, the conditions required target words ending with the rimes /ɔŋk/, /ɑlm/, and /εst/. It was impossible to find sufficient words within any subexperiment for the same set of three instantiations of phonological overlap to be used throughout that experiment. As will be described in more detail below, different sets of materials were therefore constructed, with each set containing the same four priming conditions. Thus, for example, the set with the rimes /ɔŋk/, /ɑlm/, and /εst/ was one of six different sets of items used in the rhyme overlap subexperiment.
Each such set of experimental items, together with control, filler, and practice items (see below) formed a block of trials. Each block involved only three different primes. One prime normally cued phonologically related word targets (as specified in the instructions for that block, and as occurred in practice, filler, and ER experimental trials; e.g., honk) but was also followed by phonologically unrelated nonword targets (in both the practice trials and the main part of the block) and was occasionally paired with an unexpected, unrelated word target (i.e., in UU trials). The second prime normally cued phonologically unrelated word targets (again as indicated in the instructions, and as occurred in practice, filler, and EU experimental trials; e.g., nest) and was also followed by unrelated nonwords but was sometimes followed by an unexpected, related word target (i.e., in UR trials).
The third prime was used in the control experimental trials and was also followed by nonword targets. In contrast to the other two primes, the control prime was the same in all blocks: a tone in Versions 1 and 3 of each subexperiment, and in Versions 2 and 4, a word that was unrelated to all the target words that it preceded in that subexperiment. The control trials consisted of the control prime used in that version of the experiment, followed by one of three types of control targets. These targets matched the three specific instantiations of phonological overlap in a given block. Thus, in the control-expected-related (XER) condition, targets had the same phonological structure as was expected in the ER condition (for the above example set, words that rhymed with /ɔŋk/). Targets in the control-expected-unrelated (XEU) condition had the same phonological structure as was expected in the EU condition (e.g., words rhyming with /ɑlm/). Targets in the control-unexpected (XU) condition had the same phonological structure as occurred (unexpectedly) in the UR and UU conditions (e.g., words rhyming with /εst/). These control conditions thus provided measures of performance on targets for which the prime provided no phonological expectancies. In Versions 1-4 of each subexperiment, these measures were collected within participants (but between items). In Version 5, baseline performance was also measured with new participants (but within items) on targets that were presented without any primes.
Before each block, the participants had to be instructed about which specific kinds of targets they ought to expect in that block, given the specific primes used in that block. They then received practice trials, which gave them the opportunity to learn those expectations (there were no unexpected trials during the practice sessions), followed by the main part of that block. After a given block, new instructions and practice were provided for the following block. In addition, each participant received an extra practice block at the beginning of the experiment, which involved yet another set of three instantiations of the appropriate kind of phonological overlap in the targets and specific instructions for those materials. This initial practice block contained no unexpected targets and provided the participants with initial training in learning to expect particular phonological patterns in targets, given primes with particular phonological patterns.
The expectancy instructions in any given block informed the participants that, after a given prime, a particular phonological structure in the following target would be predictive of the lexical status of that target. Specifically, the instructions took the following form: If you hear X, then you can expect that if the following item is a word, it will have a particular structure Y (i.e., begins or ends with a given sound or sounds). The practice trials in that block then reinforced those expectancies: If a target was a word, it always had the expected phonological structure, given the preceding prime; if a target was a nonword, it did not have the structure that was expected after that prime, nor did it have any actual phonological overlap with that prime. Note, however, that words and nonwords were equally likely as targets after any given prime.
In summary, each subexperiment measured lexical decision performance on word targets that could have either an expected phonological form, given a particular prime, or an unexpected form and that could also be either phonologically related or unrelated to that prime. Any given participant had to deal with only one abstract type of phonological overlap (i.e., rhyme, one-phoneme, or threephoneme overlap), but given the constraints of the Dutch language, he or she had to learn different specific instantiations of those expectancies over the course of the experiment, in a number of different blocks. After an initial practice block, new sets of specific instructions were provided, and practice trials with those specific phonological expectancies were administered.
Materials
A: Rhyme overlap. Six blocks of items were constructed, consisting in each case of 24 Dutch words, 24 nonwords (which were phonologically legal in Dutch) that served as targets, and 2 additional words that served as primes. All the items were monosyllabic. The word targets had a mean frequency of occurrence of 29 per million words, according to the CELEX database (Baayen, Piepenbrock, & van Rijn, 1993) . All the items had a three-phoneme rime comprising a vowel and a consonant cluster and an onset that was either one or two consonants. That is, in terms of consonant-vowel (CV) structure, all of them had either a CVCC or a CCVCC form. Each item appeared in only one block.
In order to meet the constraints of the expectancy and relatedness conditions, the words in a given block all ended with one of three rimes. In the main part of a given block, there were six target words with each of these three rimes. One of these rimes was designated for use in the experimental ER trials (e.g., /ɔŋk/, to continue the earlier example; see Table 1 ). One of the prime words used specifically in that block therefore also had the same rime (e.g., honk). Of the six target words with this rime, two appeared in ER trials (e.g., honk-vonk), two in XER control trials, and two in filler trials. Of the six target words with the second rime (e.g., /ɑlm/), two were used in EU trials (e.g., nest-galm), two in XEU control trials, and two in filler trials. Of the remaining targets with the third rime (e.g., /εst/), two were used in UR trials (e.g., nest-pest), two in UU trials (e.g., honk-mest), and two in XU control targets. The other prime used specifically in that block also had this rime (e.g., nest).
In the main part of each block, there were 18 nonword targets. Six were paired with one of the prime words that was specific to that block, 6 were paired with the other specific prime, and the remaining 6 were paired with control primes. Each block began with a set of practice trials, six with word targets and six with nonword targets. Three of the practice word targets were paired with the prime used in ER and UU trials (e.g., the prime honk) and, indeed, rhymed with that prime (i.e., these trials were equivalent to ER trials). The other three practice word targets were paired with the prime used in EU and UR trials (e.g., the prime nest) and had the same rime as the words used in EU trials (e.g., the rime /ɑlm/; these trials were thus equivalent to EU trials).
In ER and UR trials, the primes and the targets shared three phonemes. Proportional overlap was also matched: On average, there was 70.0% overlap of ER targets with their primes and 72.5% over-lap of UR targets with their primes. Other than the phonological overlaps required for these experimental conditions, the primes and the targets shared no other segments. Thus, the nonword targets shared no phonemes with their matched primes, and the word targets also shared no phonemes with their primes, except for their rimes in related (ER and UR) trials. To achieve this, it was necessary to individually pair primes and targets in each block, and because of limitations in available materials, this constraint determined to some extent which sets of three rimes could be used within a block. Furthermore, the phonetic similarity of the three critical rimes within each block was kept as low as possible in order to make it easier for the participants to learn the expectancy mappings in each block. Individual selection of items for specific blocks and for specific prime-target pairings meant that it was impossible to rotate target items across experimental conditions. Any particular target word appeared in only one condition, paired with only one prime. These pairings are listed in the Appendix.
In addition to the stimuli for the six main blocks, a further set of 2 prime words, 18 target words, and 18 nonwords was selected for the initial practice block. Finally, 1 additional word was selected for use as the control prime that would be used in every block of trials in Versions 2 and 4 of the rhyme overlap subexperiment. This was the word nu, "now" (/ny/), which had no coda (i.e., had a CV structure different from all the targets') and did not overlap phonologically with any of the word targets (in fact, the vowel /y/ appeared only in three nonword targets in the entire subexperiment).
B: One-phoneme onset overlap. Material selection was very similar to that used in the rhyme overlap subexperiment. Blocks of materials again comprised 24 word targets, 24 nonword targets, and 2 word primes. All the items were again monosyllabic. They all had a single onset consonant (a CVC, CVCC, or CVCCC structure). The word targets had, according to the CELEX count, a mean frequency of 90 per million. Each target appeared only once. Within each block, the materials were assigned to conditions on the basis of sets of three consonants (as opposed to the sets of three rimes used in the rhyme overlap subexperiment). Thus, for example, one block involved the consonants /z/, / / and /p/ (see Table 1 ). In this block, there were a prime beginning with /z/ (zeep, "soap"), 6 target words beginning with /z/, including two for use in ER trials (e.g., zoon, "son"), and 3 practice target words beginning with /z/. There were also a prime beginning with / / (wieg, "cradle") and 6 targets with the same onset, including 2 for use in UR trials (e.g., worst, "sausage") and UU trials (e.g., wijs, "wise"). Finally, there were 6 targets beginning with /p/, including 2 for use in EU trials (e.g., poes, "cat"), and 3 practice targets beginning with /p/. The items were further divided across conditions (control and filler word trials, nonword trials, and practice trials) and were assigned to blocks, following exactly the same procedure as that in the rhyme overlap subexperiment. Critically, all phonological overlap between the primes and the targets was avoided, except for their onset consonants in related trials. On average, there was 30.0% segmental overlap of ER targets with their primes and 31.2% segmental overlap of UR targets with their primes.
In contrast to the rhyme overlap subexperiment, however, there were only five experimental blocks. These five blocks, plus the initial practice block, required 18 different consonants; this exhausted the set of possible singleton onset consonants in Dutch for which enough words could be found. The full set of materials is given in the Appendix. The prime used for the control trials in Versions 2 and 4 of this subexperiment was ooi, "ewe" (/o j/). This word was again chosen to be phonologically distinct from all the targets: It had no onset consonant and, thus, had a different CV structure from all the targets, and it overlapped with only one target in the entire subexperiment (i.e., the VC sequence /o j/ appeared in only one experimental target and, hence, did not follow the prime ooi).
C: Three-phoneme onset overlap. The final set of materials consisted of six experimental blocks (again each comprising 2 prime words, 24 target words, and 24 target nonwords) and an initial practice block. All the items were again monosyllabic. They all began with a two-consonant onset cluster and ended with one, two, or three consonants (i.e., CCVC, CCVCC, and CCVCCC structures). The word targets had a mean frequency of 18 per million according to CELEX. All the targets appeared only once. The procedure of item selection, pairing of primes and targets, and assignment to conditions and blocks was the same as that in the other two subexperiments, except that, here, the phonological overlap that was manipulated was the first three phonemes (the CCV sequences) of the stimuli (see the Appendix). Each block involved three different onsets divided across the expectedness and relatedness conditions (e.g., as is shown in Table 1 , the set based on /knɑ/, /trɔ/, and /sli/). As in the other subexperiments, there was no phonological overlap between primes and targets, except on the ER and UR trials. Proportional segmental overlap was again matched across conditions: There was, on average, 70.0% overlap of ER targets with their primes and 68.8% overlap of UR targets with their primes. Note, therefore, that in terms of proportional, as well as absolute, overlap, these conditions were matched to those in the rhyme overlap subexperiment. The word used as the control prime in Versions 2 and 4 of the three-phoneme onset overlap subexperiment was hooi, "hay" (/ ho j/). Once again, this was chosen to avoid phonological overlap with any targets in this subexperiment (the CV structure was distinct from all targets, and neither /h/ nor /o j/ appeared in any target).
Procedure
A female native speaker of Dutch recorded all of the stimuli in a sound-damped recording booth onto Digital Audio Tape, sampling at 48 kHz with 16-bit quantization. The stimuli were redigitized, sampling at 16 kHz, during transfer to a computer running Xwaves speech-editing software. Individual speech files for each prime and target were made using Xwaves, and these files were then transferred to the personal computer that was used for running any particular version of the experiment.
In addition to the speech materials, a 500-Hz sinusoidal tone was made. This was used as the control prime in Versions 1 and 3 of each subexperiment. The tone was 600 msec long, which corresponded to the average duration of the primes (rhyme overlap, 602 msec; one-phoneme onset overlap, 540 msec; three-phoneme onset overlap, 517 msec). The mean durations of the targets were as follows: rhyme overlap, 645 msec; one-phoneme onset overlap, 567 msec; and three-phoneme onset overlap, 600 msec.
Although different versions of the experiment were run in different rooms, the experimental setup was the same in each case: The participants sat in separate sound-damped booths and listened to the stimuli over Sennheiser headphones; the experiment was controlled by a personal computer running NESU software; and written instructions were given. ISI was varied across the different versions of the experiment (50, 500, or 2,000 msec).
Each experimental session for Versions 1-4 of each subexperiment began with an initial set of instructions that explained that the listener's task was to make lexical decisions on the second word in two-word sequences, using response buttons labeled ja (yes) and nee (no), and that the first word in the sequence could be used to make predictions about the second word. None of the items in the instruction sessions was used in subsequent experimental trials. The instructions specified that within the first block of trials, there were only three words that would appear as the first word in the sequence (or only two words and a tone in Versions 1 and 3). One such word contained phonological material that was the same as that in the words it predicted (i.e., as in ER trials); the second word did not (i.e., as in EU trials). Thus, for example, the instructions in the rhyme overlap subexperiment stated that if the listeners heard start, id., they could expect that if the following item was a real Dutch word, it would usually rhyme with start, but that if they heard dump, id., they could expect that if the next item was a word, it would usually rhyme with /εns/. In the latter case, the listeners were told not to expect words rhyming with dump; they were told to shift their at-tention and expect a different phonological form. Finally, they were told that the third word (e.g.. nu in Versions 2 and 4 of the rhyme overlap subexperiment) or the tone (in Versions 1 and 3) could not be used to predict anything about the lexical status of the second item conditional on phonological structure. That is, they were told that, after this control prime, a word was equally likely to contain each of the three phonological structures specified for that block (e.g., /ɑrt/, / mp/ and /εns/). Example trials were provided as part of the written instructions.
After these instructions, the listeners received the initial practice block of trials. The 18 word and nonword targets for that subexperiment were presented, with their preceding primes, in random order. Each of the three primes occurred equally often, half with word targets and half with nonword targets. Each word target was consistent, given its prime, with the expectancies set up in the instructions (e.g., in the rhyme subexperiment, all words following start did rhyme with start; and all words following dump rhymed in /εns/). All nonword targets were phonologically unrelated to their preceding primes.
After this initial block, the main experimental blocks were presented. Before each block, new instructions were provided that were modeled on the initial instructions but specified the specific phonological expectancies that were appropriate for the upcoming block. For example, if the block was in the rhyme subexperiment and corresponded to the examples listed in Table 1 , the listeners were told to expect that if they heard honk, they should expect that if the following item was a real word, it would usually rhyme with honk, and that if they heard nest they should expect that if the next item was a word, it would usually rhyme with /ɑlm/.
Each experimental block began with 12 practice trials, which served to provide the listener with the opportunity to learn the new phonological expectancies. No target item presented during practice was used in the experimental trials. There were 6 trials with each of the two primes specific to that block (e.g., honk and nest); half appeared with word targets, and half with nonword targets. All the words were again consistent with the expectancies set up in the immediately preceding set of instructions, and all the nonwords were phonologically unrelated to their primes. Each trial was presented twice, for a total of 24 practice trials, in a single fixed random order of presentation.
The main part of the block was split into two sections. First, there were 8 filler trials containing four word targets (two after each block-specific prime, and all four consistent with expectancies) and 4 nonword targets (one after each block-specific prime and two after the control primes). These 8 trials were presented in random order. Second, with no pause (i.e., this break was not detectable by the participants), 28 experimental trials were presented. Fourteen of these trials had word targets that, depending on the pairing with one of the three primes, formed either one of the four experimental priming conditions (2 trials each in the ER, EU, UR, and UU conditions) or one of the three control conditions (2 trials each of XER, XEU, and XU). The other trials had nonword targets: five after each of the two block-specific primes and four after the control primes). Again, these 28 trials were presented in random order. Thus, in the main part of an experimental block as a whole (i.e., 36 trials, including the filler trials), word and nonword targets were equally likely, and each of the two block-specific primes occurred equally often. There were only four unexpected word targets per block, and these occurred relatively late in each block (i.e., after at least 8 filler trials).
Two orders of presentation of the blocks within each subexperiment were constructed (for the five blocks in the one-phoneme overlap subexperiment; for the six blocks in the other two subexperiments). The first order, in each subexperiment, was based on the constraint that successive blocks should have critical overlaps that were as distinct as possible. This was to make it easier for the participants to learn the new expectancy mappings and to minimize confusion over blocks about what the expectancies were. The second order of presentation in each subexperiment was the reverse of the first. Block order was a between-participants factor. This procedure was the same for Versions 1-4 of each subexperiment (i.e., for each ISI and each type of control prime for each type of overlap). The procedure was simplified in Version 5 of each subexperiment, however. In this version of the experiment, no primes were presented. The targets were identical to those in the other versions and were presented in exactly the same orders as in the other versions (but without the primes). The instructions were also simplified, since the participants in this version did not have to learn any phonological expectancies: The participants were asked to make lexical decisions on each auditory stimulus.
Participants
A: Rhyme overlap. Sixty-six members of the Max Planck Institute participant pool were paid for their participation. They had no known hearing problems. At least 12 of them participated in each of the five versions of this subexperiment (14 in A1, 50-msec ISI with tone control prime; 13 in A2, 50-msec ISI with unrelated word control prime; 15 in A3, 500-msec ISI with tone control prime; 12 in A4, 2,000-msec ISI with unrelated word control prime; and 12 in A5, unprimed baseline).
B: One-phoneme onset overlap. Sixty further volunteers from the same population were paid for their participation. They had no known hearing problems. Twelve of them participated in each of the five versions of this subexperiment (B1, B2, B3, B4, and B5).
C: Three-phoneme onset overlap. A further 63 volunteers from the same population were paid for their participation. They had no known hearing problems. At least 12 of them participated in each of the five versions of this subexperiment (14 in C1, 12 in C2, 13 in C3, 12 in C4, and 12 in C5).
RESULTS

Preliminary Analyses
The accuracy data from the four versions of each subexperiment that had primes (Versions 1-4) were examined first. In the three-phoneme onset overlap subexperiment, three word targets were labeled as nonwords on 100% of the trials in Versions C1 and C3 (and two of these three words had 100% no responses in Versions C2 and C4). These three words were excluded from all subsequent analyses. Mean RTs and mean error rates for each of the 105 cells of the design were then computed. These values are listed in Tables 2 and 3 .
Selection of baseline. The experiment included three different measurements of baseline performance against which performance in the four critical priming conditions could be compared. Two of these measures were within participants but between items. In addition to the experimental trials, the listeners in Versions 1-4 received control trials: The listeners in Versions 1 and 3 heard target words preceded by tone primes, and the listeners in Versions 2 and 4 heard target words preceded by prime words that were phonologically unrelated to the targets. The targets in these control conditions were, however, different words from those in the experimental conditions. The third baseline measure was between participants but within items: The listeners in Version 5 heard the targets used in the other four versions, but they received no primes and no expectancy instructions.
Visual inspection of Tables 2 and 3 should make clear that the between-items control conditions used in Versions 1-4 (XER, XEU, and XU) cannot be used as baseline measures. If these conditions had provided stable measures of auditory lexical decision when uninfluenced either by the phonological relatedness of the prime or by an expectancy based on that prime, there would have been few or no differences among the three control conditions. There were, however, large differences in both speed and accuracy among these conditions. Pairwise t tests by both participants (t 1 ) and items (t 2 ) were carried out comparing RTs in the XER, XEU, and XU conditions in Versions 1-4 of each subexperiment. Four of the RT differences between these conditions were significant by both participants and items: B1, XEU versus XU [mean difference, 58 msec; t 1 (11) . A further 9 of the 36 RT differences (spread across all three overlap subexperiments) were significant either by participants only or by items only. In analogous analyses of the error data, 10 of the differences were significant either by participants only or by items only (again, there were some significant differences within each of the three overlap subexperiments). These differences probably reflect between-word differences in frequency and/or familiarity. Given the existence of these differences in the control conditions, any differences between responses to the control items and those to items in the experimental conditions are difficult, if not impossible, to interpret. It is also highly likely, however, given these results, that some of the differences among the experimental conditions were also due to between-items differences, rather than to the experimental manipulations. Version 5 of each subexperiment provided measures of unprimed lexical decisions on each of the targets. As is shown in Tables 2 and 3 , there were indeed large differences in the speed and accuracy of responses to the targets in the experimental conditions even when no primes were presented. The data from Version 5 of each subexperiment were therefore used as the baseline against which performance in the other four versions was compared.
Data preparation. The unprimed data were used in two ways to prepare the primed data in the four experimental conditions. The control data within Versions 1-4 of each subexperiment (i.e., the XER, XEU, and XU data) were not considered further. First, words were excluded from all further analysis if one quarter or more of the listeners who heard those words in Version 5 judged them to be nonwords. Five words in the rhyme overlap subexperiment ( flink, slips, tips, mocht, and stomp) had unprimed error rates of 25% or higher and were thus excluded, leaving 12, 9, 11, and 11 words in the ER, EU, UR, and UU conditions, respectively. Four words in the one-phoneme overlap subexperiment (teen, sof, cel, and sas) were excluded for the same reason (leaving 9, 10, 8, and 9 words in the ER, EU, UR, and UU conditions, respectively). Finally, eight words were excluded using this criterion in the three-phoneme overlap subexperiment (knar, kwam, tronk, grol, prof, prol, zweemt, and klonk; this left 10, 12, 8 , and 10 words in the ER, EU, UR, and UU conditions, respectively).
Second, the latency and error data in Versions 1-4 for these remaining items were adjusted to take into account between-item variability. The primed RT for each item was subtracted from the unprimed grand mean RT for that item. This adjustment was made for each item within each participant in Versions 1-4, prior to by-participant analyses, and for each item in Versions 1-4, prior to by-item analyses. The same adjustments to the error rates in the primed versions were made using the item error rates from Version 5. Positive values of these adjusted measures reflect faster or more accurate responses in primed than in unprimed conditions; negative values reflect slower or less accurate responses in primed than in unprimed conditions. Finally, performance in Versions 1 and 2 was compared within each subexperiment. The only difference between these two versions, both of which had an ISI of 50 msec, was in the control primes: In Version 1, the control prime was the 500-Hz tone; in Version 2, it was one of the three unrelated words (nu, ooi, or hooi, depending on the subexperiment). This comparison thus provides a measure of whether the presence of a tone on each control trial had an effect on performance in the experimental trials different from that of the repeated presentation of the same unrelated prime word on each control trial. ANOVAs with either participant (F 1 ) or item (F 2 ) as the repeated measure were carried out on the RT and error data for the experimental trials in each subexperiment. Expectancy and relatedness were within-participants and between-items factors; the factor control type (tone vs. word) was a between-participants and within-items factor. There was a main effect of control type in only one of the six analyses (that for errors in Subexperiment A). The listeners were less accurate (by 7%, on average) on the experimental targets with rhyme overlap when the control prime was a word than when the control prime was a tone [F 1 (1,25) . This interaction reflected the fact that the relatedness effect was larger with word control primes than with tone control primes (by 8%, on average). The control primes therefore appear to have influenced the size of the relatedness effect but not the direction of the effect. In none of these analyses did the control type factor significantly interact with expectancy, nor were any of the three-way interactions significant. There was, however, one other significant interaction of control type with relatedness [in the RT analysis of Subexperiment B, one-phoneme onset overlap; F 1 (1,22) ϭ 9.77, p Ͻ .005; F 2 (1,32) ϭ 14.73, p Ͻ .001]. This interaction is related to a speed-accuracy trade-off in the 50-msec ISI data in Subexperiment B, which will be discussed below.
These analyses thus show that performance on the experimental trials did not vary systematically as a function of the type of control trials present within the same experiment. In subsequent analyses, the data from Versions 1 and 2 were, therefore, combined. For the main analyses, adjusted RTs and error rates for each of the three types of phonological overlap in each of the four experimental priming conditions were compared for three ISIs: 50 msec (combining Versions 1 and 2), 500 msec (Version 3), and 2,000 msec (Version 4). These data are shown in Table 4 .
A. Rhyme Overlap
The adjusted RT and accuracy results in the rhyme overlap subexperiment were submitted to repeated measures ANOVAs. Expectancy and relatedness were within-participants and between-items factors; ISI was a between-participants and within-items factor. The mean adjusted latency and accuracy data in each of the four experimental conditions at each of the three ISIs are plotted in Figure 1 .
In the overall analysis, there was a relatedness effect. Responses were faster and more accurate to targets that rhymed with their primes (e.g., honk-vonk and nest-pest) than to targets that did not rhyme with their primes (e.g., honk-mest and nest-galm). This difference, however, was not fully reliable in the latency analysis [RTs, F 1 (1,51) In the rhyme overlap subexperiment, therefore, the results were as predicted. The listeners were faster and more accurate on targets that actually rhymed with their primes than on phonologically unrelated targets, but only at the shortest ISI. At longer ISIs, there were no significant relatedness effects, except in error rates when there was a 2-sec delay. The processing benefit due to actual phono- logical overlap between primes and targets therefore appears to decay over time. Furthermore, the listeners were able to learn rhyme-based expectancies, such that lexical decisions were biased in favor of expected targets. This expectancy bias was observed most clearly at longer ISIs: It was significant only when there was a 2-sec delay between primes and targets. These results suggest that there is an automatic component of rhyme overlap phonological priming that influences lexical decision performance (particularly at short ISIs), despite any expectancies that the listener may have, and a strategic expectancy bias that builds up with increasing ISI.
B. One-Phoneme Onset Overlap
Parallel analyses were performed on the adjusted data in the one-phoneme onset overlap subexperiment. The mean results in each of the four experimental conditions at each of the three ISIs are plotted in Figure 2 F 2 (2,64) ϭ 6.26, p Ͻ .005], with the effect of expectancy tending to be stronger at longer ISIs.
Subanalyses were again then performed for each ISI condition. The expectancy effect in latencies was significant by both participants and items at each ISI [50 msec, F 1 (1,23) ϭ 15.18, p Ͻ .001, and F 2 (1,32) ϭ 7.18, p Ͻ .05; 500 msec, F 1 (1,11) ϭ 9.73, p Ͻ .01, and F 2 (1,32) ϭ 15.92, p Ͻ .001; 2,000 msec, F 1 (1,11) ϭ 32.56, p Ͻ .001, and F 2 (1,32) ϭ 19.41, p Ͻ .001]. Likewise, the expectancy effect in the accuracy data was also fully reliable at all three ISIs [50 msec, F 1 (1,23) ϭ 13.63, p Ͻ .005, and F 2 (1,32) ϭ 13.32, p Ͻ .001; 500 msec, F 1 (1,11) ϭ 11.61, p Ͻ .01, and F 2 (1,32) ϭ 10.77, p Ͻ .005; 2,000 msec, F 1 (1,11) ϭ 12.24, p Ͻ .01, and F 2 (1,32) ϭ 19.10, p Ͻ .001]. At each ISI, therefore, responses were faster and more accurate to target words that matched the listeners' expectancies than to those that mismatched their expectancies. There was no significant relatedness effect in either speed or accuracy at any ISI, nor did the relatedness and expectancy effects interact significantly, with one exception: at 50-msec ISI, in the latency analysis [F 1 (1,23) ϭ 27.35, p Ͻ .001; F 2 (1,32) ϭ 4.59, p Ͻ .05]. At this ISI, there was a large expectancy advantage for related targets (101 msec, on average) but only a very small advantage for unrelated targets (12 msec, on average). This interaction appears to reflect a speed-accuracy trade-off. Although the relatedness-expectancy interaction in the errors was not fully reliable [F 1 (1,23) ϭ 4.81, p Ͻ .05; F 2 (1,32) ϭ 1.65, p Ͼ .2], the expectancy effect was stronger for unrelated targets (18%, on average) than for related targets (9%, on average). As is shown in Figure 2 , this trade-off appears to be due primarily to responses in the UU condition (e.g., zeep-wijs), which, at 50 msec, were fast but inaccurate. Furthermore, this trade-off appeared only in Version 1 (50-msec ISI with tone control primes) and, thus, appears to also account for the interaction of control type and relatedness mentioned earlier in the comparison of Versions 1 and 2. The speed-accuracy trade-off also disappeared at longer ISIs.
The results for the one-phoneme overlap condition were, therefore, also consistent with our predictions. There was a robust effect of expectancy at all ISIs, with a tendency for this effect to become stronger at longer ISIs (the interaction of ISI with expectancy was not fully reliable). The listeners were able to learn to make use of phonological expectancies to bias their lexical decisions, both when the target words were phonologically related to the primes (e.g., zeep-zoon, where both begin with /z/) and when the targets were phonologically unrelated to the primes (e.g., faster and more accurate responses to poes, after the prime wieg, when listeners had been told to expect, after wieg, that if the target was a word, it would begin with a /p/).
These results contrast with those for rhyme overlap. In the one-phoneme onset overlap case, the phonological information involved in the expectancies appeared at the beginnings of the stimuli and, thus, could be used both rapidly and predictively (i.e., to anticipate the phonological form of the onsets of the targets). It could therefore be used in the development of an expectancy strategy even at 50-msec ISI. In contrast, rhyme overlap appears at the ends of the stimuli and, thus, cannot be used as rapidly or as predictively as onset overlap.
Furthermore, there were no reliable effects of phonological relatedness, given overlap of one onset phoneme. Responses were not faster or more accurate to targets that shared their first consonant with their primes than to targets that were phonologically unrelated to their primes. These results again contrast with those for rhyme overlap, where a relatedness effect was found at short ISIs. It appears that a single consonant is not sufficient phonological overlap for automatic facilitation of processing to be observed.
C. Three-Phoneme Onset Overlap
The adjusted data in each of the four experimental conditions in the three-phoneme onset overlap subexperiment were analyzed in the same way. The mean results at each of the three ISIs are plotted in Figure 3 . Overall, responses to expected targets (e.g., knap in knak-knap and slim in trog-slim) were faster than responses to unexpected targets [e.g., tros in knak-tros and trom in trog-trom; F 1 (1,48) ϭ 39.92, p Ͻ .001; F 2 (1,36) ϭ 12.40, p Ͻ .005]. Responses to expected targets were also more accurate than responses to unexpected targets [F 1 (1,48) ϭ 18.27, p Ͻ .001; F 2 (1,36) ϭ 25.74, p Ͻ .001]. There was also a relatedness effect in the latency analysis [F 1 (1,48) ϭ 17.48, p Ͻ .001; F 2 (1,36) ϭ 2.07, p Ͼ .1]. Since this RT effect was significant only by participants, it appears that it is carried by some items, but not by all. In the error analysis, however, the relatedness effect was fully reliable [F 1 (1,48) ϭ 22.20, p Ͻ .001; F 2 (1,36) ϭ 10.39, p Ͻ .005]. Responses were more accurate for related targets that had the same first three phonemes as their primes (e.g., trom in trog-trom) than for unrelated targets (e.g., tros in knak-tros). There was also an interaction between expectancy and relatedness that was significant only by participants in the RT analysis [F 1 (1,48) Figure 3 , the expectancy ϫ relatedness interaction in the error data was carried mainly by the poor performance on the UU trials (e.g., knak-tros).
Pairwise comparisons confirmed the pattern that is evident in the error rates in Figure 3 -namely, that performance was poorer on the UU trials (e.g., knak-tros) than on the other types of trials. The only significant differences were those involving the UU condition: Error rates were lower on EU trials (e.g., trog-slim) than on UU trials [F 1 (1,48) ϭ 31.75, p Ͻ .001; F 2 (1,20) ϭ 43.53, p Ͻ .001] and were lower on UR trials (e.g., trog-trom) than on UU trials [F 1 (1,48) ϭ 37.53, p Ͻ .001; F 2 (1,16) ϭ 12.45, p Ͻ .005].
In addition, there was an effect of ISI, but this effect was only marginally significant by items in the latency and error analyses [RTs, F 1 (2,48) Ͻ 1, and F 2 (2,72) ϭ 3.04, p ϭ .05; errors, F 1 (2,48) Ͻ 1, and F 2 (2,72) ϭ 2.86, p ϭ .06]. No other effects were significant by both participants and items in either the latency or the error analysis.
Subanalyses for each ISI produced similar patterns of results. At the 50-msec ISI, in the latency analysis, the expectancy effect was fully reliable [F 1 (1,25) ϭ 17.52, p Ͻ .001; F 2 (1,36) ϭ 5.76, p Ͻ .05], but the relatedness effect was significant only by participants [F 1 (1,25) ϭ 19.51, p Ͻ .001; F 2 (1,36) ϭ 3.35, p ϭ .08], and the interaction was also significant only by participants [F 1 (1,25) ϭ 6.04, p Ͻ .05; F 2 (1,36) Ͻ 1]. In the error analysis, however, this pattern was statistically fully robust. Responses were more accurate on expected than on unexpected targets [F 1 (1,25) ϭ 9.58, p Ͻ .005; F 2 (1,36) ϭ 13.36, p Ͻ .001] and were more accurate on related than on unrelated targets [F 1 (1,25) ϭ 10.44, p Ͻ .005; F 2 (1,36) ϭ 7.17, p Ͻ .05], and these two effects interacted [F 1 (1,25) ϭ 13.32, p Ͻ .005; F 2 (1,36) ϭ 10.35, p Ͻ .005]. As in the overall analysis, pairwise comparisons examining this interaction showed that error rates were lower on EU trials than on UU trials [F 1 (1,25) At the 2,000-msec ISI, the only significant effect in the latency analysis was that of expectancy: Expected targets were responded to more rapidly than unexpected targets [F 1 (1,11) ϭ 13.04, p Ͻ .005; F 2 (1,36) ϭ 9.79, p Ͻ .005]. In errors, neither the expectancy [F 1 (1,11) ϭ 4.22, p ϭ .06; F 2 (1,36) ϭ 21.72, p Ͻ .001] nor the relatedness [F 1 (1,11) ϭ 4.11, p ϭ .07; F 2 (1,36) ϭ 4.72, p Ͻ .05] effect was fully reliable, but the interaction was [F 1 (1,11) ϭ 10.84, p Ͻ .01; F 2 (1,36) ϭ 10.02, p Ͻ .005]. The only significant pairwise comparisons were, once again, those involving the UU trials: There were fewer errors on EU trials than on UU trials [F 1 (1,11) ϭ 7.91, p Ͻ .05; F 2 (1,20) ϭ 29.20, p Ͻ .001], and there were fewer errors on UR trials than on UU trials [F 1 (1,11) ϭ 9.07, p Ͻ .05; F 2 (1,16) ϭ 9.31, p Ͻ .01].
In contrast to the results for both of the other types of overlap, those for three-phoneme onset overlap therefore appear to reflect both expectancy and relatedness effects and their interaction, at all three ISIs. There were main effects of both relatedness (although this was fully reliable only by participants in the latency analysis) and expectancy. In the rhyme overlap subexperiment, relatedness effects were strongest at the shortest ISI, and expectancy effects were strongest at the longest ISI. Here, however, the relatedness and expectancy effects tended to overlap more in time. Nevertheless, the relatedness effect was stronger at shorter ISIs (as in the rhyme subexperiment), and the expectancy effect was present at all ISIs and tended to build up over time (as in the one-phoneme onset overlap subexperiment). The results for three-phoneme onset overlap are thus consistent with the earlier findings and suggest that both automatic and controlled processes were operating under these conditions.
The evidence for the role of automatic processes in three-phoneme onset priming was that the listeners were faster and more accurate on targets that overlapped phonologically with their primes (e.g., knak-knap) than on phonologically unrelated targets (e.g., knak-tros). This processing benefit, due to actual phonological overlap between primes and targets, decayed over time for both three-phoneme onset overlap and rhyme overlap (recall that the rhyme manipulations also involved threephoneme overlap, but at word offset). Three-phoneme overlap therefore appears to be as effective in producing facilitation when it appears at word onset as when it appears at word offset. The facilitation due to repeated activation of the same prelexical representations by prime and target appears to decay over time. In the introduction, we suggested that there may be automatic inhibitory effects with three-phoneme onset overlap (due to competition between candidate words). There was, however, no trace of such effects. It would appear, therefore, that at least under the conditions tested here, facilitation due to segmental overlap in onset position seems to dominate any inhibition due to lexical competition. We will return to this issue in the Discussion section.
The evidence for the role of controlled processes in the three-phoneme onset overlap condition was the robust effect of expectancy at all ISIs. This effect became stronger at longer ISIs-a pattern identical to that found with onephoneme onset overlap. The listeners were thus able to make use of phonological expectancies to bias their lexical decisions. As in the one-phoneme onset overlap case, the phonological information involved in the expectancies appeared at the beginning of the stimuli and, thus, could be used by the listeners, even at the shortest ISIs, to anticipate the phonological form of the target onsets.
Unlike the results for rhyme or one-phoneme onset overlap, the three-phoneme overlap condition exhibits clear interaction effects at all ISIs. The interaction of the relatedness and the expectancy effects suggests that the automatic and the controlled processes underlying these effects are not independent. Note that this interaction was significant only by participants in the latency data but was fully reliable in error rates. Two aspects of this interaction are noteworthy. First, it appears that the application of an expectancy strategy overrode any benefit that might have been due to actual phonological overlap, but only when the expectancy was confirmed. Thus, responses to ER targets (e.g., knak-knap) were no faster or more accurate than those to EU targets (e.g., trog-slim). A word beginning kna, for example, appears to have been no better a match to the expectancy triggered by knak than a word beginning sli was a match for the expectancy triggered by trog. In contrast, however, when the expectancy was not confirmed, performance was very poor (in UU trials, such as knak-tros), unless there was actual phonological overlap available (in UR trials, such as trog-trom). The automatic facilitation due to phonological overlap between the prime and the target in these trials appeared most clearly when there was no contributing effect of expectation. Second, it appears that the processing benefit due to actual phonological overlap dominated any effect due to expectancy. Thus, responses to ER targets were not faster or more accurate that those to UR targets. A word beginning with kna, for example, appears to have been just as good a match to knak as an unexpected, yet phonologically related, prime-target pair (e.g., trog-trom). However, when the prime and the target were not related, expectancy effects predominated, and performance for EU targets (e.g., trog-slim) was better compared with that for UU targets (e.g., knak-tros). Thus, in three-phoneme onset overlap, the interaction of expectancy and relatedness at all three ISIs appears as a phonological relatedness effect for unexpected prime-target pairs and as a strategic expectancy bias for unrelated prime-target pairs.
It is important to note that the bias in this subexperiment appears to act primarily to disfavor unexpected or unrelated targets, rather than to favor expected or related targets. As is shown in Figure 3 , the functions for the expected or related trials are close to the zero line (both in RTs and errors), whereas functions for the UU trials are well below zero. That is, performance for expected or related targets is close to that for these targets when unprimed, whereas that for the UU targets is considerably worse than when they are unprimed. This pattern contrasts with the expectancy effects and relatedness effects observed for the other two types of phonological overlap. For the one-phoneme onset overlap case, the expectancy bias appears to speed responses to expected targets more than it slows responses to unexpected targets. Similarly, for rhyme overlap, relatedness appears to speed responses to related targets more than it slows responses to unrelated targets. These differences may reflect the difficulty of processing expectancies and relatedness relations on the basis of different types of phonological overlap. Sequences of three onset phonemes are longer and more complex than single onset phonemes. Furthermore, threephoneme onset sequences do not have the familiarity and salience of rhyming sequences, nor do they correspond to a single subsyllabic structure. That is, even though our rhyme overlap manipulations also involved three phonemes, listeners are much more familiar with manipulat-ing rhymes than alliterations, and the rhyming sequences corresponded to the rimes of the target words (the nucleus plus the coda of the syllables), whereas the three-phoneme onset sequences consisted of the onset plus the nucleus of the syllables (i.e., not to a single subsyllabic structure).
The demanding task of processing expectancies and relatedness relations on the basis of three onset phonemes may thus have acted primarily to impair performance on unexpected and unrelated targets. The listeners had the tendency to make no responses to UU targets, such as tros after knak (on about one in five such trials), and to be very slow on correct yes responses to these targets. Detection of a mismatch in expectations and phonological overlap would lead to this pattern of performance. In contrast, any phonological or expectancy match appears to have been beneficial. Specifically, performance on UR trials (e.g., trog-trom) was quite good. It is possible that automatic facilitation arising from repeated activation of prelexical representations corresponding to the /trɔ/ sequence may have speeded recognition of trom and, thus, counteracted the inhibitory effects due to an expectancy mismatch. EU trials (e.g., trog-slim) also show better performance. It is possible that a response bias based on expectancy could have speeded recognition of slim, despite the lack of actual phonological overlap. On this view, then, the reason why performance on ER trials (e.g., knak-knap) was no better than that on EU trials (e.g., trog-slim) is that once the match with expectancies was detected, a yes response could be initiated, regardless of phonological overlap. Because there were never any partial overlap trials (e.g., a target word beginning with /kni/ after knak), detection of an expectancy match could, in principle, occur relatively early, and a yes response could be initiated immediately. In summary, then, the interaction of expectancy and relatedness effects with three-phoneme onset overlap appears to reflect both automatic and controlled processes. 1
DISCUSSION
Our application of the Neely (1977) paradigm to phonological priming was successful. We were able to cleave automatic processes from strategic biases. In the case of rhyme overlap, we found evidence of automatic facilitatory processes, particularly at short ISIs (50 msec), and evidence of expectancy-based strategies, particularly at long ISIs (2,000 msec). This is the pattern that we predicted. We have suggested that the facilitatory effect of actual phonological overlap (the relatedness effect) is due to the repeated activation of the same prelexical representations by the prime and the target. As was observed, this effect should become weaker over time, as the activation of prelexical representations caused by the prime returns to resting levels. We also predicted that the expectancy effect would tend to be largest at the longest ISI, for a number of reasons. More time between the prime and the target gives participants more time to apply an expectancy strategy. Furthermore, since the expectancy concerned word-final information, the listeners had to wait longer for the matching information before they could deploy the strategy. Rhyme overlap thus shows fast-acting automatic facilitatory effects that fade rapidly over time, as well as slower strategic effects that appear only at the longest ISIs.
There was neither a relatedness effect nor an expectancy effect in the rhyme overlap subexperiment with a 500-msec ISI. One possible explanation for this finding is simply that at 500 msec, the automatic mechanism responsible for the relatedness effect observed at a 50-msec ISI has a short enough time course for there to be no significant facilitation and that there was not enough time for the listeners to apply the expectancy strategy seen at the 2,000-msec ISI. The automatic facilitation can be observed at the shortest, 50-msec ISI, but the processing benefit due to actual overlap decays rapidly. Consequently, at the 500-msec ISI, the facilitation due to repeated activation of the same prelexical representation of the prime and the target is not evident anymore. In a complementary fashion, the slower-acting expectancy effect that can be observed at the longest ISIs does not have enough time at a 500-msec ISI to be fully engaged. For rhyme overlap, the phonological information involved in the expectancies appeared at the end of the stimuli and, therefore, could not be used as rapidly to anticipate subsequent target items. Rhyme overlap thus shows neither automatic nor strategic effects at the intermediate ISI condition.
An alternate explanation for the lack of either a relatedness or an expectancy effect with rhyme overlap at the 500-msec ISI is that the listeners may have been discouraged from applying an expectancy strategy. They may have noticed the UR trials (e.g., nest-pest), because of the salience of rhyme overlap (Slowiaczek et al., 2000) , and thus have chosen to abandon any expectancy bias. The UR trials could, thus, have acted in a way similar to that of the foils that Norris et al. (2002) showed could act to suppress rhyme-based response biases. If this account were correct, one might predict that there would be evidence of an expectancy bias early in the experiment (i.e., before the participants noticed the UR trials). An analysis comparing performance over experimental blocks failed to find support for this prediction. Nevertheless, it is possible that the participants detected the very first UR trial (cf. Pitt & Shoaf, 2002) . On this account, the reason why the participants did use an expectancy strategy at the 2,000-msec ISI is that they had enough time not only to detect the UR trials, but also to choose to ignore them. That is, the 2,000-msec ISI gave the participants enough time to apply the expectancy biases that they had learned from the instructions and during the practice trials in a rigorous fashion, without being misled by the UR "foils." It is, then, possible that the patterns at the 500-msec ISI were due, in part, to there being little time to apply a strategy and, in part, to the disruptive effect of the UR trials. Whatever the explanation for the 500-msec data, however, it is clear that rhyme overlap can produce automatic facilitation at short ISIs and can be used in expectancy strategies at long ISIs.
We are, therefore, in a position to answer one of the questions posed in the introduction. Norris et al. (2002) observed reliable facilitation at short ISIs in auditory lexical decision with rhyme overlap materials, but this facilitation was much reduced when foils were included in the experiment. Why was this the case, if rhyme overlap facilitation is due to automatic prelexical processes? We suggested earlier that this may have been because the presence of foils could induce a checking strategy, which masked the automatic facilitation. In the present experiment, we did detect automatic effects in the auditory lexical decision task at short ISIs. It therefore appears likely that such automatic effects in Norris et al.'s study were indeed masked by a checking strategy. Thus, although it is clear that lexical decision performance can be influenced by strategic processes, automatic facilitation can be detected by the lexical decision task, at least under some circumstances. The facilitation observed in standard versions of the task and, indeed, in other tasks, such as shadowing (Slowiaczek et al., 2000) , is probably due, in part, to automatic prelexical processes and, in part, depending on foil manipulation, to rhyme-based strategies.
The results for one-phoneme onset overlap were also as predicted. Most authors agree that previous demonstrations of facilitation when primes and targets shared their first phoneme were due to expectancy strategies and not to automatic processes. In line with this view, we observed expectancy effects due to one-phoneme onset overlap at all ISIs and no relatedness effects. Two aspects of these results should be noted. First, why were there expectancy effects even at the 50-msec ISI, when these effects emerged only at the 2,000-msec ISI in the rhyme overlap subexperiment? We explain this as follows: There are rapid expectancy effects with single onset phonemes because such expectancies are relatively easy to apply (they involve only single phonemes) and because the primes could be effectively used to predict how the targets would begin. The listeners could rapidly make use of phonological expectancies to bias their lexical decisions, since overlapping phonological information appeared in onset position. The effect of expectancy also tended to become stronger at longer ISIs, since the listeners had more time to apply an expectancy strategy. Second, why was there no evidence of automatic facilitation with one-phoneme onset overlap, when actual phonological overlap of rimes did produce facilitation? The most plausible answer is that there was simply not enough overlap to generate a detectable facilitatory effect. The activation of the prelexical representation of the initial sound of the prime should benefit processing of the target, just as when a three-phoneme rime is repeated, but it is reasonable to assume that the benefit for single-phoneme overlap will be smaller than that for multiple-phoneme overlap. In the one-phoneme overlap case, then, a single onset consonant was not enough phonological overlap to produce automatic facilitation but was sufficient for listeners to make use of phonological expectancies to bias their lexical decisions and produce reliable expectancybased effects even at the shortest ISIs.
As we have already discussed, there was evidence of both expectancy-based strategies and automatic facilitation in the three-phoneme onset overlap conditions. We suggested that listeners developed a strategy of responding no when targets mismatched with the expectancy set up by the prime (i.e., in UU trials, such as knak-tros), and a strategy of responding yes when targets matched expectancies (i.e., in ER trials [e.g., knak-knap] and in EU trials [e.g., trog-slim] ). Furthermore, in UR trials, such as trog-trom, the facilitation due to overlapping phonemes appears to have counteracted the inhibition due to the mismatch in expectancies. The pattern of results for three-phoneme onset overlap, therefore, was different from that for rhyme overlap. Nevertheless, it appears that both sets of results are consistent with the idea that there are both automatic and controlled components in phonological priming. The reason for the differences between overlap conditions is simply that the position of the overlap differed. Overlap position should not influence automatic prelexical facilitation, since the same number of phonemes are reactivated on related trials in both the rhyme and the three-phoneme onset overlap conditions. In contrast, overlap position does have a strong effect on the nature of the strategies that are developed: Onset overlap can be used to predict the onset of the target before the target is heard, whereas rhyme overlap cannot; furthermore, rhymes are more salient than alliterations. Thus, although the instructions and training on expectancies were the same in both subexperiments, the listeners developed different response strategies in reaction to the kind of overlap they encountered.
In the introduction, we discussed evidence of inhibition arising from multiple-phoneme onset overlap. It has been argued that this inhibition is due to the automatic mechanism of lexical competition (e.g., Slowiaczek & Hamburger, 1992) : If the prime sweep, for example, is reactivated by the target sweet, sweep will compete strongly with sweet, delaying recognition of sweet. We pointed out, however, that the pattern of previous results was inconsistent. Some studies showed a significant inhibitory effect (Goldinger, 1999; Hamburger & Slowiaczek, 1996 , 1999 Monsell & Hirsh, 1998; Pitt & Shoaf, 2002; Radeau et al., 1989; Slowiaczek & Hamburger, 1992; Slowiaczek & Pisoni, 1986) , but others did not (Praamstra et al., 1994; Radeau et al., 1995) . In addition, it has been suggested that such inhibitory effects, when found, may instead be due to expectancy effects (Pitt & Shoaf, 2002) . One of our present goals for three-phoneme onset overlap was, therefore, to try to cleave the expectancy effects from the automatic effects (whether facilitatory or inhibitory). We found in our experiments evidence of automatic activation decreasing over time and strategic effects increasing over time. The complex interaction of these effects observed in the present data may be able to help explain the inconsistent pattern of results found in the literature.
These findings do not mean, however, that there are no automatic competition effects with multiple-phoneme onset overlap. Dufour and Peereman (2003) have recently argued that inhibitory effects should be larger when the prime and the target have few competitors than when they have many competitors, because the reactivated prime will compete more effectively with the target when there are fewer other words in the competition process. Their results, from a study in French, were in line with this prediction. Word pairs such as beurre-boeuf ("butter-beef "), which come from sparse lexical neighborhoods (i.e., there are few words that begin in the same way), produced a significant inhibitory priming effect. Dufour and Peereman found no inhibition, however, for word pairs that come from dense neighborhoods. Note also that these findings challenge the suggestion that these inhibitory effects are due to the surprise caused by UR trials (Pitt & Shoaf, 2002) . Such an expectancy effect should not vary as a function of lexical neighborhood density. One reason, therefore, why we may have failed to observe an inhibitory effect is that the targets in our experiment had many competitors. By necessity, our targets all came from dense neighborhoods: In order to construct the conditions of the experiment, we had to choose large sets of items that began in the same way. An expectancy after a given prime could be trained, and then tested, only if there were multiple words available that all began in the same way as that prime. It appears to be impossible to use the Neely (1977) design to test for inhibitory onset overlap effects in sparse lexical neighborhoods.
Given our results, however, one can also ask why Dufour and Peereman (2003) failed to detect facilitation. One account might be that since onset overlap in their study was only two phonemes, the automatic facilitation was minimal. But Radeau et al. (1995) , for example, have observed facilitation with two-phoneme overlap in final position. Another account might be that for their manycompetitor words, facilitation and inhibition cancel each other out, whereas for their few-competitor words, inhibition dominates. But if so, we ought not to have observed facilitation with our many-competitor words. A more likely explanation, therefore, is that strategic processing also influenced performance in the French study. On this view, the net effect of facilitation and weak inhibition with many-competitor words is facilitation (as observed in the present study), but this facilitation can be blocked by some kind of strategy. We suggested earlier that the reason why Norris et al. (2002) failed to detect rhyme-based facilitation in lexical decision in the presence of foils may have been that the foils induced a checking strategy. Similarly, it is possible that the participants in Dufour and Peereman's study detected the overlapping prime-target pairs and, thus, adopted a strategy of checking whether the targets began in the same way as the primes. This could have counteracted any net automatic facilitatory effect in the many-competitor condition but may not have removed all of the net automatic inhibitory effect in the few-competitor condition.
The general message here is that for multiple-phoneme onset overlap conditions, three different factors are at work: automatic prelexical facilitation, lexical competition, and strategic processes (and there is, of course, more than one possible kind of strategy that listeners could use). We suggest that it is the complex interplay of these factors that has led to the confusing picture in the previous literature on multiple-phoneme overlap. As Dufour and Peereman (2003) have shown, automatic prelexical facilitation can be modulated through manipulating such factors as lexical neighborhood density. Also, the nature of the task (Radeau et al., 1989) , the proportion of related trials (Hamburger & Slowiaczek, 1996) , and the position of those trials in the experiment (Pitt & Shoaf, 2002) can all influence the kind of strategies listeners employ. The Neely (1977) procedure adopted here appears to be one way to control for listener strategies-namely, by explicitly manipulating them within the context of the experiment. Given the effects of strategies and lexical competition in earlier studies, it has not previously been possible to observe a facilitatory effect of multiple-phoneme onset overlap. But there really should be such an effect if, as many authors have argued, the facilitation observed with rhyme overlap is due to the repeated activation of prelexical representations; this benefit should not depend on the position of the overlap. The Neely design made it possible to view this facilitation.
We interpret our results as evidence for models of spoken-word recognition in which there is an abstract prelexical level of processing. Several models, including TRACE (McClelland & Elman, 1986) , Shortlist (Norris, 1994) , the neighborhood activation model (Luce & Pisoni, 1998) , and the distributed cohort model (Gaskell & Marslen-Wilson, 1997) , assume that there is an intermediate stage of processing that mediates between lowlevel auditory processing and the mental lexicon. In other models, however, no such prelexical stage of processing is specified (e.g., the lexical access from spectra model of Klatt, 1979 , and the episodic model of Goldinger, 1998a) . The evidence on automatic facilitatory priming effects due to phonological overlap challenges the latter models. As we described in the introduction, it has been shown that the facilitation due to rhyme overlap arises only when both primes and targets are in the auditory modality (Dumay et al., 2001; Spinelli et al., 2001) and that this facilitation does not depend on the lexical status of the prime (Dumay et al., 2001; Monsell & Hirsh, 1998; Slowiaczek et al., 2000) . Such findings support our claim that the facilitation is due to prelexical processes. If this claim is correct, however, it ought to be possible to observe facilitation with multiple-phoneme overlap irrespective of position of the overlap. It has been a problem in the previous phonological priming literature that such facilitation has not been found. The demonstration of facilitation in the three-phoneme onset overlap subexperiment solves this problem and, therefore, reinforces the earlier interpretation of automatic facilitatory effects in phonological priming. Although the different models with a prelexical level make different assumptions about the nature of prelexical representations, our results do not speak to this issue. The facilitation could be due to repeated activation of, for example, featural, phonemic, or syllabic representations. Nevertheless, our results do suggest that there is some kind of abstract prelexical level of processing.
We began this article by making the distinction between automatic and controlled processes in speech perception. In order to understand phonological priming, it is evi-dently essential to make this distinction. It is possible to draw conclusions about the nature of the automatic processes in the speech perception system only if it can be established that effects are not due to task-specific strategies. Although this has been our focus, it is important to emphasize that expectancy strategies (or other kinds of task-related biases) are not simply nuisance variables that have to be controlled. The success of the present paradigm-the fact that listeners were indeed able to learn to use phonological expectancies to shape their lexical decision responses-demonstrates that listeners can do a lot to modulate how they respond in different listening situations. If they can do so in a laboratory experiment, they can do so in everyday listening too. Controlled processes are thus very much a part of speech perception. Theories of spoken-word recognition must, therefore, seek to account not only for the automatic components that are involved in listening to speech, but also for the ability of listeners to manipulate the speech that they are hearing and to respond to speech in a situation-specific manner. Nevertheless, in order to develop such theories, it is necessary to cleave these controlled processes from the automatic components of the speech recognition system. Titone, D., & Connine, C. M. (1997) . Syllabification strategies in spoken word processing: Evidence from phonological priming. Psychological Research, 60, 251-263.
NOTE
1. Another possible explanation for the results in this subexperiment, for which we thank an anonymous reviewer, is that the participants may have noticed that when there was a phonological relationship between the prime and the target, the target was always a word. They could, therefore, have developed a strategy of responding yes whenever they detected phonological overlap. In combination with the expectancy-based strategy encouraged by the instructions, this overlap-based strategy could account for the results. Performance in the EU trials would benefit from the expectancy strategy, that in the UR trials from the overlap strategy, and that in the ER trials from both strategies, making all three types of trial easier than UU trials. We cannot definitively rule this possibility out, but we prefer our proposed explanation for three reasons. First, the overlapbased strategy makes the wrong predictions for rhyme overlap. This kind of overlap would, if anything, be noticed more easily than three-phoneme onset overlap, given the salience of rhyme, but a different pattern of results was observed in the rhyme-overlap subexperiment than the overlap strategy predicts. Second, there is evidence within the three-phoneme onset overlap subexperiment that the relatedness effect gets weaker at longer ISIs. This finding is consistent with the account in which the relatedness effect is due to an automatic process but is inconsistent with a strategy-based explanation. Third, we think that it is unlikely that the participants would notice that form overlap was present only when the targets were words and that, even if they did, they would be unlikely to develop an overlap-based response strategy. This is because there were just as many trials with word targets in which there was no phonological overlap as trials with word targets that did overlap with their primes.
