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algorithm, some existing underdetermined BSS algorithms and GMM-based algorithms will be performed in the simulation for performance comparison.
The remainder of this study is organized as follows: Section II presents the fundamental of BSS consisting of mixing model and recovery methods. Section III introduces the standard PSO and GMM. Section IV presents details of the proposed algorithm. Section V presents several BSS simulations and displays the compared results. The validity of appended parameters are analyzed and confirmed in Section VI. Section VII draws a brief conclusion for this work.
Underdetermined Blind Source Separation

Mixtures in Sparse Representation
In a situation where the sparse source signals are unobservable, ( ) ( ) ( and t=1, …, N is the instant time of sampling. The term "Sparse" means that only a small number of the s i differs significantly from zero. The degree of sparsity is evaluated by the probability density function (PDF) as follows:
where i α is the probability that a source is inactive, ( ) ⋅ δ denotes Dirac's delta and () i i s f is the PDF of the ith source when it is active (Luengo et al, 2005) . The actual acoustics have a higher degree of sparsity in the frequency domain than in the time domain. Consequently, this study addresses the source signals that fulfill the requirements of sparse in the frequency domain and not in the time domain.
The available sensor vector ( ) ( ) ( is an unknown mixing matrix and is nonsingular. The definition of an underdetermined case is one that satisfies m n ≥ . Because two is the most applicatory number of sensors to such a BSS problem, 2 = m is considered in this study. Therefore, eq. (2) could be rewritten as
where the components of mixing matrix could be presented as www.intechopen.com The feasibility of applying such an algorithm to identify sparse representation is affected by the sparsity of source signals and the density of mixing vectors. Then, the assumption that the distance between two arbitrary mixing vectors is less than the doubled sum of variances of distribution for the corresponding mixtures is held in this study.
The process of BSS can be divided into two steps: the first is the unknown mixing matrix identification which will be discussed in Section IV. The second is source signals recovery by the estimation of mixing matrix, described in the next subsection.
Source Signal Recovery
According to the estimated mixing matrix, sparse source signals can be recovered by maximizing the posterior distribution that is formed as (Shi et al, 2004) ( )()() (
According to eq. (2) and Bayes' rule, the log-likelihood can be obtained by taking the logarithm of eq. (2): 
Therefore, the original signals can be recovered gradually by the following iteration:
where the superscript of S indicates the iteration index.
Introduced Techniques
Gaussian Mixture Model
A Gaussian mixture PDF for d-dimensional random vectors X is a weighted sum of 
Generally, the expectation-maximization (EM) algorithm is a widely used procedure for maximum-likelihood (ML) estimation. It is an iterative algorithm where in each iteration over the same database a monotonic increase in the log-likelihood, ( )
, where
Θ is the value of the parameter set Θ at iteration k (Hedelin & Skoglund, 2000) , (Nikseresht & Gelgon, 2008) . A poor initialization of set Θ would have great effect upon final performance; however, some elements are hard to give suitable initial values by experience of user. Consequently, this paper replaces the iterative method by PSO to obtain a more precise solution.
Heuristic Learning
The PSO is a population based optimization technique proposed by (Eberhart & Kennedy, 1995) . The population is referred to as a swarm. The particles move and fast converge to local and/or global optimal position(s) over a small number of generations.
A swarm in PSO consists of a number of particles. Each particle represents a potential solution to the optimization task. All of the particles iteratively explore potential solutions through evolution. Each particle moves to a new position according to the new velocity which includes its previous velocity, and the directional vectors according to its own past best solution and global best solution. The best solution is then kept; each particle accelerates in the directions of not only the local best solution but also the global best position. If a particle discovers a new solution better than the global best solution, other particles will move closer to it in order to explore the region with more depth (Gudise & Venayagamoorthy, 2003) .
Let sz denotes the swarm size. In general, there are three attributes, the particles' current position p i , current velocity v i , and local best position Pb i , for particles in the search space to present their features. Each particle in the swarm is iteratively updated according to the aforementioned attributes. Assuming that the fitness function ( ) ⋅ f is to be minimized, the new velocity of every particle is updated as
where Pb ij denotes the local best position of the ith particle and Gb j (g) denotes the global best position at the gth generation. For all the index of dimension,
v is the velocity of the jth dimension of the ith particle, 1 α and 2 α denote the acceleration coefficients, r 1 and r 2 are elements from two uniform random sequences in the range (0, 1), g is the number of generations and has to be bounded in [Vmin,Vmax] . The new position of a particle is calculated as follows:
( ) ( ) ( )
The local best position of each particle is updated by
And the global best position Gb found from all particles during the previous three steps is defined as
Since Kennedy and Eberhart (Eberhart & Kennedy, 1995) introduced PSO in 1995, many researchers have worked on improving its performance in various ways. One of the variants called the standard PSO (Lin &. Feng, 2007) , introduced by Shi and Eberhart (Shi & Eberhart, 1998) , incorporates a parameter called inertia weight of velocity 0 α into the original PSO.
The new velocity update algorithm is shown as follows:
This plays the role of balancing the global search and local search. It can be a positive constant or even a positive linear or nonlinear function of time. This value is typically setup to vary linearly from 1 to near 0 during the course of a training run. Note that this is reminiscent of the temperature adjustment schedule found in Simulated Annealing algorithms. The inertia weight is also similar to the momentum term in a gradient descent neural network training algorithm.
Although there are numerous variants for PSO, these methods spend too much time finishing fitness evaluations, and will present similar results in the early parts of convergence. To reach requirements of on-line separation, only a limited amount of computational time is available to produce a reasonable solution. These limitations will require an efficient and simple method. Hence, the variant of PSO with inertia weight is chosen (Shi & Eberhart, 1998) . 
Identify Mixing Vector by PSO-based GMM
t=1,2,...,N; then, the search space of PSO become compact.
Improved PSO
Some potential improvements can be made to the exploration of PSO. In Fig. 1 , which presents the distribution of mixtures, it could be seen that the two directions formed by the gathering mixtures imply two real mixing vectors. According to PSO's evolution, Gb would slowly approach these directions. In Fig. 1 Fig. 1 could be calculated. The result should reveal that the dotted lines are closer to the real mixing vectors than the solid lines.
Since mixtures gather toward the mixing vectors, cluster centers are more likely to produce a better solution than Gb . Moreover, it not only substantially improves Gb during initial generations, but also fine tunes Gb during final generations. Consequently, cluster information is the more preferable guide for particles compared to Gb . The factor Gb is replaced with cluster centers bv C in eq. (12), which could be rewritten as: In other words, mixtures with a larger ξ have a greater effect upon the cluster center that it belongs to, whereas others are noisy or even voiceless. 
Objective Function
As for the fitness function of the PSO, the property of sparse mixture distribution is introduced into our design. Since mixtures respectively gather toward mixing vectors and the vector length of mixtures is in respect to the energy of the signal, the fitness function is defined as
where the differential angle between the ith mixture vector and the nearest estimated vector is calculated by:
Consequently, a small fitness value implies a more accurate estimate to mixing vectors.
Disturbance
Additionally, in order to prevent the search from falling into a local optimum, a disturbance operation is added to PSO. Every current particle is allotted a random value between 0 and 1. A particle will carry out the disturbance sequence if its random value is less than a disturbance rate d P . A disturbance particle is produced by:
where r μ is a randomly selected dimension of the particle, and ε is a tiny disturbance factor. PSO begins with more uniformly scattered particles during initial generations, but incorporates more gathered particles during final generations, in the distribution of particles. Therefore, the value of d P should be dependent upon the current evolutionary state of PSO.
A floating d P was decided to serve this purpose, its change is in respect to linear monotonic increase:
where D P is the maximal d P choosing from interval [ ] 1 , 0 , g is the current generation of PSO, and G is the maximal generation for evolution of PSO.
Algorithm Procedure
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The procedure which uses the proposed GMM-PSO to deal with the underdetermined BSS problem is explained in Fig. 2 , and the detail is described as following steps:
Step 1. Two mixtures mixed by eq. (3) is received.
Step 2. The both mixtures are transformed into frequency domain.
Step 3. (Start PSO) The initial particles are randomly produced from interval [ ] 1 , 0 .
Step 4. Fitness values are calculated by eq. (20) for each particle.
Step 5. Pb and Gb are updated by eq. (14) and eq. (15) respectively.
Step 6. The cluster centers C bv are calculated by eq. (19) according the Gb; and then, replaces Gb.
Step 7. New particles are produced according to eq. (18).
Step 8. Disturbance is carried out according a rate referred from eq. (23).
Step 9. If terminational condition is reached, i.e. G g = , then procedure goes to next step (End PSO); otherwise, it goes back to the Step 4.
Step 10. According to the final Gb to restructure mixing matrix; and then, recover signals are evaluated by eq. (8).
Further, there are several sub-steps in the Step 4 explaining how to evaluate fitness values: Sub-step 1. Particle are inputted one by one. Sub-step 2. The mixtures are classified into n classes by eq. (21) according to a particle. Sub-step 3. The fitness value is calculated by eq. (20). Sub-step 4. The fitness values of all particles are outputted. Three other underdetermined algorithms with state of the art are tested in the following simulations to compare with the proposed algorithm. Here, the first one is named PF proposed in (Bofill & Zibulevsky, 2001) , the second one is named GE proposed in (Shi et al, 2004) , and the last one is our previous work which named FC proposed in (Liu et al, 2006) .
In order to confirm validation and robustness of these algorithms, four sparse signals recorded from real sounds are taken for the source signals whose waveforms are shown in Fig. 3 and Fig. 4 . In the first BSS case, the first three source signals are mixed by a wellconditioned mixing matrix as 
Results
After two simulations are implemented by the involved algorithms, the compared data about estimating accuracy are presented in Table 1 and Table 2 . The both tables describe the real mixing vectors, the average of estimated mixing vectors and the MSE of the four algorithms for well-conditioned case and ill-conditioned case. From these tables, it could be observed that GE algorithm's performance is always unacceptable in all cases. PF algorithm just work acceptably in well-conditioned case, but it fail in ill-conditioned case. FC algorithm is valid in all cases, but its MSE is not better than that of proposed PSO-GMM algorithm.
In order to compare the improved PSO and standard PSO, their average fitness curves are shown in Fig. 7 (well-conditioned case) and Fig. 8 (ill-conditioned case) . Form both figures, it could be observed that improved version has better convergent ability on speed and depth; particularly, that in Fig. 8 
Discussion
In comparing the proposed PSO-GMM with related BSS algorithms, the performance of GE algorithm is sensitive to predefined parameters. Tt exhibited a large value in MSE because of the lack of perfect initiations. Unfortunately, there is no rule or criterion that can be referred to for choosing suitable initiations. The PF algorithm is available in wellconditional case, and it does not involves any random initiation. However, the PF algorithm is not robust enough to deal with a complex problem because its settings of parameters is not for general-purpose; moreover, there are no instructions to guide a user on how to adjust them to suit other specific cases. The FC algorithm and PSO-GMM algorithm are efficient and robust enough to handle whether a general toy BSS case or an advanced BSS case. For further comparison between the both algorithms, it can be discovered that PSO method explores variant potential solutions; therefore, its accuracy is more excellent than FC algorithm. For the different PSO versions, the improved PSO exhibits a better convergent curve because it have the additional mechanism which enhances and replaces the globel best solution to rapidly drag particles toward a solution with an exact direction and distance during whole generations. 
Conclusion
This study addresses on the BSS problem which involves sparse source signals, underdetermined linear mixing model. Some related algorithms have been proposed, but are only tested on toy cases. For robustness, GMM is introduced to learn the distribution of mixtures and find out the unknown mixing vectors; meantime, PSO is used to tune the parameters of GMM for expanding search range and avoiding local solutions as much as possible. Besides, a mechanism is proposed to enhance the evolution of PSO. For simulations, a simple toy case which includes distinguishable mixing matrix and a difficult case which includes close mixing vectors are designed and tested on several state of the art algorithms. Simulation results demonstrate that the proposed PSO-GMM algorithm has the best accuracy and robustness than others. Additionally, the comparison between standard PSO and improved PSO shows that improved PSO is more efficient than standard PSO.
