Error measures are important for assessing uncertainty in surrogate predictions. We use a suite of test problems to appraise a few error estimations for polynomial response surface and kriging. In addition, we study the performance of cross-validation error measures that can be used with any surrogate. We use a large number of experimental designs to obtain the variability of error estimates with respect to experimental designs for each problem. We find that the (actual) errors for polynomial response surfaces are less sensitive to the choice of experimental designs than kriging errors. This is attributed to the variability in the maximum likelihood estimates of the kriging parameters. We find that no single error measure outperforms other measures on all test problems. Computationally expensive integrated local error measures (standard error for polynomials and mean square error for kriging) estimate the actual root mean square error very well. The distribution-free cross-validation error characterized actual errors reasonably well. While estimated root mean square error for polynomial response surface is a good estimate of the actual errors, process variance for kriging is not. We explore methods of simultaneously using multiple error measures and demonstrate that the geometric means of combinations of multiple error measures improve the assessment of the actual errors compared to the individual error measures.
Introduction
Surrogate based optimization is very attractive for computationally expensive problems. We construct surrogate models to evaluate the performance of systems using a limited amount of data and apply the optimization to the surrogates. Different error measures are used to assess the accuracy of surrogates (Queipo et al. [1] and the reference within). These measures are also used for determining sampling locations in many surrogate-based optimization methods like EGO ( [2] , [3] ) and for adaptive sampling. The success of these optimization methods depends on the accuracy of the error estimation.
Error measures can be broadly classified as parametric (model based) or distribution-free (model independent). Parametric error measures are typically based on some statistical assumptions. For example, prediction variance for polynomial response surface approximation is developed assuming that the data contains normally distributed noise with zero mean and same variance 2 σ in all data and no correlation. When these statistical assumptions are not satisfied, as is usually the case, the accuracy of the resulting error estimates is questionable. On the other hand, model independent error measures are not based on any statistical assumption. However, they may have higher computational cost.
Error measures can further be characterized as global or local error estimates. Global error measures provide a single number for the entire design space, for example, process variance (parametric) for kriging or predicted residual sum of squares (model independent) estimate for polynomial response surface approximation. Local or pointwise error measures estimate error at some point in the entire design space. Examples of the parametric pointwise error measures are standard error for polynomial response surfaces, and mean square errors for kriging. Recently, Goel et al. [4] proposed using standard deviation of responses from multiple surrogates as a model independent pointwise error measure. While global error measures are practical for assessing the overall quality of surrogates, local error measures assess the quality in different regions.
While there have been some earlier efforts in appraising the efficiency of leave-one-out global error estimation measures by, e.g., Meckesheimer et al. [5] , there is a lack of systematic study to assess the accuracy of different error measures. The primary goal of this paper is to appraise the global performance of different error measures with the help of a variety of test problems. Specifically, we focus on estimated variance of noise, estimated standard error for polynomial response surfaces, process variance and mean squared error for kriging, and predicted residual sum of squares (PRESS) for both surrogates. Among these error measures, estimated standard error and mean squared error are local error measures and all other measures are global error measures. We chose these error measures because of two reasons. Firstly, polynomial response surface and kriging are the most popular surrogates in industry. Secondly, mostly practitioners use these error measures to assess the quality of the surrogates. We account for the influence of experimental designs on error estimates by considering a large number of experimental designs obtained using a combination of Latin hypercube sampling and D-optimality criterion. Noting the difficulties in identifying regions of high uncertainty using a single error estimation measure, we explore the idea of simultaneously using multiple error measures that is motivated from our previous work on ensemble of surrogates [4] . Here, we examine the idea of combining different error measures to better estimate the actual errors.
The paper is organized as follows. We briefly describe relevant error estimation measures in next section. Description of different test problems and the numerical procedure followed are delineated in Section III. We compare different error measures and demonstrate the benefits of combining multiple error measures in the Section IV. Finally, we recapitulate the major conclusions.
II.

Error Estimation Measures
Error in approximation at any design point ( ) x e is defined as the difference between the actual function ( ) x y and the predicted response ˆ( ) x y . If the actual function is known, the accuracy of different surrogates can be compared using the global prediction metrics, for example, maximum absolute error, or the integrated local error measures like root mean square error in the entire design space. The choice of appropriate measure depends on the application. The maximum absolute error may be more important for design of critical components but for most applications the root mean squared error (RMSE) in the design space (integrated local error measure) serves as a good measure of accuracy of approximation.
We integrate the pointwise (or local) error measures to estimate the root mean square error in desired space, as follows,
where ( ) x e is the estimated error at the design point x in the considered design space V. We evaluate Equation (1) using a numerical integration technique [6] as, where j ξ is the weight used for integration, and N test is the number of test points. Note that the above equation can be used with any pointwise error measure.
Since the actual response in the design space is unknown (that is the primary reason of developing surrogates), we cannot compute the actual errors. So we appraise the quality of surrogates using appropriate error estimation measures like prediction variance or mean square errors. These error measures are usually based on certain assumptions on the actual functions, for example noise in the data for polynomial response surface approximations, Gaussian process for kriging, etc. The model independent (distribution-free) error measures that do not make any assumption on the data or the surrogate model are also being developed. In this section, we briefly describe the formulation of relevant parametric and model independent error measures for two popular surrogates.
A. Error Measures for Polynomial Response Surface Approximation
Polynomial response surface approximation (PRS, [7] ) is still the most popular surrogate model among practitioners. The observed response y(x) of a function at a point x is represented as a linear combination of the basis functions vector ( ) f x (mostly monomials are selected as basis functions) and the true coefficient vector β , and the error ε . The error in the approximation ε is assumed to be uncorrelated, and normally distributed with zero mean and 2 σ variance. That is, 
where N represents the normal distribution. The polynomial response surface approximation of the observed response y(x) is,
where β is the estimated coefficient vector of size 1 N β × , where N β is the number of coefficients in the polynomial response surface model. The error in approximation at i th data point is given as ˆ. 
where p is the order of loss function, and N s is the number of sampled design points. We can minimize the absolute error or the maximum absolute error by using p=1 or p = ∞ , respectively. However, here we use the conventional quadratic loss function (p = 2) that minimizes the sum of square of the residuals in approximation, unless specified otherwise. This loss function is the most popular because we can obtain the coefficient vector β from the solution of a linear system of algebraic equations,
where X is the matrix of linear equations constructed using the basis functions ( ) f x , and y is the vector of observed responses at N s data points. The estimated variance of noise (or root mean square error) in approximation is given by,
For more details on polynomial response surface approximation, we refer the reader to the texts by Myers and Montgomery [7] and Khuri and Cornell [8] . The square root of estimated variance of noise ˆp rs σ is often used as a rough estimate of the average actual root mean square error over the entire design space.
The actual absolute error in PRS approximation at a point x is given as
The standard error ( ) x es e (square root of prediction variance, [7] ) is used to characterize the pointwise actual error in approximation as, and X is the matrix of linear equations constructed using ( ) f x . This error estimate is based on the statistical assumption of uncorrelated noise in the data. While standard error is a local error measure, we use Equation (1) with e es to obtain the integrated local error measure that is compared with the relevant actual root mean square error.
B. Error Measures for Universal Kriging
Kriging (KRG) is named after the pioneering work of D.G. Krige (a South African mining engineer) and is formally developed by Matheron [9] . Universal kriging estimates the response y(x) at a design point x as the sum of a polynomial trend model ( ) x 
The systematic departure components are assumed to be correlated as a function of distance between the locations under consideration. The Gaussian function is the most commonly used correlation function. The Gaussian correlation between some point x and the i th design point
where N v is the number of variables in the problem.
The predicted response at some point x is
where ( ) r x is the vector of correlations between the point x and the design points (whose components are given by Equation (12)), R is the matrix of correlations among design points, y is the vector of observed responses at data points, X is the Gramian design matrix constructed using basis functions in the trend model at the design points, and ( ) f x is the vector of basis functions in the trend model at point x. Note that, kriging interpolates data but may yield errors at unsampled locations.
Martin and Simpson [10] compared the maximum likelihood approach and a cross-validation based approach to estimate kriging parameters , j j β θ and found that the maximum likelihood approach to estimate kriging parameters was the best. We adopt the maximum likelihood approach to estimate kriging parameters ,
The estimated process variance associated with the kriging approximation is given as,
where β is the approximation of the coefficient vector β in Equation (11), and is given as
We note that the Equation (14) underestimates the actual process variance because this equation does not account for the fact that correlations R and r are estimated (Den Hertog et al. [12] ). We explore if the square root of process variance ˆk rg σ is a global estimate of root mean square of actual error in the entire design space.
The pointwise (local) estimate of actual error in kriging approximation is given by computing the mean squared error ( ) x ϕ as follows [11] .
( )
is the process variance (Equation (14)), and 1 is the vector of ones. Similar to the standard error for polynomial response surface approximation, the mean squared error also is a pointwise mean square estimate of the actual error. We use the square root of mean square error (MSE) to compare with the actual absolute error.
As before, we integrate the mean square error ( ) x mse e using Equation (1) to compare with the actual root mean square error.
Note that, the integrated local error measures can characterize the actual root mean square error in an arbitrarily selected design domain whereas the global error measures are independent of the domain size (depend only on the data).
C. Model Independent Error Estimation Measure -Generalized Cross-validation Error
The error estimation measures discussed so far are suitable for particular surrogates. Next we discuss error measures that can be used with any surrogate (model independent or distribution-free error measures).
Generalized cross-validation error (GCV), also known as PRESS (predicted residual sum of squares) in the polynomial response surface approximation terminology ( / s GCV PRESS N = ), is estimated by using the data at s N points as follows. We fit surrogate models to 1 s N − points by leaving one design point at a time and predict response at the left out point. Then GCV is defined as, 
We use the square root of generalized cross-validation error to estimate actual root mean square error in the approximation and compare its performance with other global error estimation measures. Though we have shown a global GCV, a local counterpart of the GCV can also be developed.
An analytical estimate of GCV is available for polynomial response surface approximation (Myers and Montgomery [7] ). Mitchell and Morris [13] and Currin et al. [14] provided computationally inexpensive expressions to evaluate cross-validation error for kriging using a constant trend model while holding other model parameters constant. Martin [15] , and Congdon and Martin [16] extended this analytical estimate of cross-validation error to account for more complex trend functions while keeping the model parameters constant. However, here we estimate GCV using Equation (18) . While we study leave-one-out GCV, Meckesheimer et al. [5] studied the influence of number of points in sub-samples to compute cross-validation error and gave their recommendations on sub-sample size to estimate GCV for different surrogates. They recommended using leave-one-out GCV for both polynomial and kriging models as is used in this study.
D. Ensemble of Error Estimation Measures
Finally, we explore the concept of an ensemble of error measures that is inspired by our previous work on the ensemble of surrogates [4] . Since there are many error estimation measures for different surrogates, we can simultaneously use the information to better estimate the actual errors. In this context, a few ideas are as follows.
1. Simultaneously use multiple error measures to identify regions of high errors. This idea is useful to reduce the probability of failing to detect high error regions using a single error measure. 2. Identify a suitable error measure using a cross-validation based approach, that is, we can compare predicted errors and actual errors at data points while computing the cross-validation errors using a suitable criterion and select the best error measure. 3. Get a better estimate of the actual errors by averaging different predicted error measures. This idea can be applied to different surrogates and error measures. A detailed study of different approaches to use an ensemble of error measures is given by Goel [17] . We only demonstrate results for the averaging of multiple error measures in this study for the sake of brevity.
III. Test Problems and Testing Procedure
We illustrate the numerical procedure adopted to evaluate the capabilities of different error measures in Figure 1 . Firstly, we describe the test problems used in this study, followed by a stepwise description of the numerical procedure used to compare different error measures.
A. Test Problems
To test the predictive capabilities of different error measures, we employ two types of problems ranging from two to six variables: (i) analytical functions (Dixon-Szegö [18] ) that are often used to test the global optimization methods, and (ii) engineering problem: a cantilever beam design problem (Wu et al. [19] ) that is extensively used as a test problem in reliability analysis. This problem has three variables. The choice of parameters is given in Table 1 [18] .
b. Hartman-6 (HM6) This instance of the problem has six design variables and the parameters used in the function are tabulated in Table 2 The cantilever beam design problem (Figure 2 ) that is widely used for reliability analysis is illustrated as follows. The displacement of the beam G d , is defined as:
where D o is the allowable initial deflection of the beam (taken as 2.25"), L is the length of the beam (fixed at 100"). We develop surrogate models of G d as a function of the Young's modulus (E), the horizontal loading (F x ), the vertical loading (F y ), the width (w), and the thickness (t) of the beam. The ranges of the design variables are given in Table 3 .
B. Testing Procedure
For each example, we appraise the capabilities of different error measures as shown in the loop in Figure 1 . A detailed description of each step is as follows.
III.B.1. Create experimental designs (ED)
We select an experimental design to construct surrogate models of the example problem. There are different experimental designs that cater to bias and noise errors, for example Latin hypercube sampling [20] is a stratified sampling plan that reduces the bias error, or D-optimal design [7] minimizes the D-efficiency defined as,
where M is the moment matrix. Goel et al. [21] demonstrated that a combination of the Latin hypercube sampling (LHS) and the D-optimality criterion to construct experimental designs is helpful in reducing noise and bias errors simultaneously. In this procedure, we generate a large sample of LHS points using MATLAB [22] routine 'lhsdesign' with 'maximin' criterion that maximizes the minimum distance between points. We allocate a maximum of 100 iterations for optimization. We use this LHS sample as the initial grid of points for MATLAB routine 'candexch' to select N s design points without duplication, using D-optimality criterion. We allow a maximum of 40 iterations to find the D-optimal design from the large LHS sample. The number of design points (N s ), order of the polynomial to estimate D-optimality, and the number of points used in the large LHS sample (N lhs ) are given in Table 4 . We note that there is an uncertainty in the results due to the random components in experimental designs and the possibility of convergence to local optima for both LHS and D-optimal design. To reduce this uncertainty due to the choice of experimental design, we present results based on multiple instances of experimental designs for all problems. As shown in Appendix, a small number (100) of experimental designs yields high variability in the predicted accuracy of error estimates. Hence, we estimate results using 1000 experimental designs.
III.B.2. Surrogate construction
Next, we construct surrogate models using the data evaluated at ED sampled points. The order of polynomial used for polynomial response surface approximation is given in Table 4 . We used Equation (7) for PRS approximation in the least squares sense. We used the kriging software developed by Lophaven et al. [11] with a linear trend model and the Gaussian correlation function. Lophaven et al. [11] require bounds on the parameters governing the Gaussian distribution that were taken as [0.01, 200]. To reduce the risk of getting stuck into local optima, while estimating kriging parameters using the maximum likelihood function, we use five initial guess for the optimizer used by Lophaven et al. [11] . We select the model that maximizes the likelihood function. The surrogate models were constructed in the normalized design space for all the problems, such that the minimum value of any design variable was translated to zero and the maximum value was translated and scaled to one.
III.B.3. Global error estimates
We estimated global error measures, namely, estimated root mean square error for PRS (Equation (8)), process variance for kriging (Equation (14)), and generalized cross-validation errors for each surrogate using Equation (18) . These error measures characterize the actual RMS errors in approximation in the entire design domain.
III.B.4. Test points and pointwise error estimates
To evaluate the actual RMS errors in the entire design domain, we identify the location of test points. For two-and three-dimensional spaces, the surrogate models were tested using a uniform grid of v N p points where N v is the number of variables, and p is the number of points along each direction (given in Table 4 ). We used 2000 points ‡ , selected via optimized LHS, to assess the performance of different error estimation measures for the cantilever beam design problem and the Hartman function with six variables. We computed the pointwise responses and the actual absolute errors at these test points using different surrogates. We also evaluated the pointwise errors namely, estimated standard error (Equation (10)) for PRS, and mean square error (Equation (17)) for kriging.
III.B.5. Integrated pointwise error estimates
To have a fair comparison of the global error measures that characterize the actual RMS errors with the local error measures, we use the integrated local error measures. We numerically integrate predicted and actual errors in the entire design domain using Equation (2) to get the root mean square errors. In low dimensional spaces, we use a uniform grid of test points so the weights ( i ξ ) are determined according to the trapezoidal rule.
For the cantilever beam design problem and the Hartman function with six variables, we use a quasi-random set of test points so we choose 1 i ξ = in Equation (2) . As discussed earlier, the integrated local error measures may characterize the integrated actual errors better in the selected domain of interest.
III.B.6. Error ratios
To compare the global error prediction capabilities of different error measures, we estimate the ratio of predicted global error or the root mean square local error measure with the actual root mean square error in the entire design space. The desired value of this ratio is one. A value less than one indicates that the actual RMS error is underestimated by the predictor, and a value greater than one indicates that the global error measure overestimates the magnitude of actual RMS error. Finally, we summarize the results for 1000 experimental designs using its mean and coefficient of variation.
IV. Results and Discussion
A. Errors in Approximations
We normalized the actual RMS error by the range of any individual function in the entire design space, and show the mean and coefficient of variation of the normalized actual RMS errors based on 1000 EDs in Table 5 . A low value of the normalized actual RMS error indicates good approximation of the actual function. Polynomial response surface approximation was a good surrogate for all problems, except the Hartman function with three variables (10% or more errors in approximation). Kriging performed reasonably well for all the problems, except the Camelback function and the Hartman function with six variables. Notably, the PRS model yielded much lower coefficient of variation compared to other surrogate models. This suggests that the PRS model is a more reliable approximation. The higher variability in the kriging approximation is attributed to the variability in maximum likelihood estimates of the model parameters.
B. Accuracy of Error Measures
We summarize the mean and coefficient of variation (based on 1000 EDs) of the ratio of the predicted (global and integrated local) and the actual RMS errors for different problems in Table 6 . The graphical representation of different error measures for polynomial response surface approximation and kriging, are presented in Figure 3 and Figure 4 . ‡ We observed that 2000 LHS points estimate the mean of the Hartman-6 function with reasonable accuracy. Using the trapezoidal rule the mean was estimated as -0.511 and the coefficient of variation of the mean was -0.019, and the mean estimated using the LHS points was -0.522 and the coefficient of variation of the mean was -0.018.
No single error measure outperforms all other error measures. We observe that the predicted (global and integrated local) error estimates for polynomial response surface approximation (PRS) provide more accurate (mean value is close to one) and robust (low coefficient of variation) estimates of the actual RMS error than their kriging counterparts. This is remarkable because the error in the examples considered here is bias error rather than noise, where kriging is supposed to perform better. For PRS, the parametric global (estimated RMSE) and the integrated local (standard error) measures underestimate the actual RMS errors but have the lowest variation (low coefficient of variation) with the choice of ED and the problem. The model independent global error measure (generalized cross validation error) overestimates the actual RMS error and yields low coefficient of variation with respect to the problem and the experimental design for PRS.
For kriging, the model based global error measure (process variance) significantly overestimates the actual RMS errors. This error measure is very sensitive to the choice of ED and the nature of the problem. The mean squared error that is a parametric local error measure provides the best estimate of the actual RMS error for kriging. It has the lowest variation with the experimental designs and the selection of the test problem. As was observed for PRS, the GCV serves as a good measure of the actual RMS error for kriging too. This measure overestimates the actual RMS error but has low sensitivity with respect to the choice of experimental design and the test problem compared to the global parametric error measure. Compared to the GCV for PRS, the GCV for kriging has higher overestimate and larger variation with the experimental design and the problem. There are some interesting observations from the results shown in Table 5 and Table 6. 1. The variation in the actual RMS error in PRS approximation with respect to the experimental designs is lower than the variation in its error estimates (estimated root mean square error, and standard error), possibly because the fitting process is not influenced by the statistical assumptions while the error estimate is governed by the assumptions that do not apply to the data, 2. Often the actual RMS error is underestimated by one error measure and overestimated by others such that we can benefit by averaging different error measures, 3. The integrated parametric local error measures (though computationally expensive) provide an accurate and reliable estimate of the actual RMS error in the design space. The other advantage is that these error measures can be directly tailored to account for the size of domain in consideration, 4. For PRS, the estimated RMSE is the best error measure, and 5. Though computationally expensive, model independent global error measure-the cross-validation errorperforms well for both surrogates. This measure overestimates the actual RMS errors. We conclude that despite relatively higher computational cost compared to the parametric global error measures, it is useful to estimate the parametric local errors especially when the cost of error prediction is significantly lower than the cost of acquiring the data.
C. Averaging Multiple Error Measures
As suggested in previous section, we may better estimate the magnitude of the actual RMS error by averaging different error estimates. To explore this possibility, we compared the global error estimates obtained using the geometric mean § of, i) the GCV and the estimated root mean square error (global measures) for PRS, ii) the GCV (global measure) and the integrated standard error (local measure) for PRS, and iii) the GCV (global measure) and the integrated mean squared error (local measure) for kriging, with the actual RMS errors in PRS or kriging, respectively. The mean and the coefficient of variation (based on 1000 experimental designs) of the ratios of the predicted and the actual RMS errors for different problems are summarized in Table 7 .
We compare the performance of the averaged error measures with the performance of its constituent error measures, i.e., columns 2 and 3 in Table 7 is compared to columns 3 and 5 in Table 6 ; columns 4 and 5 in Table  7 with columns 4 and 5 in Table 6 ; and columns 6 and 7 in Table 7 with columns 8 and 9 in Table 6 . We observe that compared to the individual error measures, the average of errors is consistently closer to one for different problems and results in similar coefficient of variation with respect to different experimental designs. The averaged error measure is significantly better than the worse of the two error measures and is at par or better than the better of the two. Thus, we can say that averaging of the error measures may be beneficial.
V.
Conclusions and Future Work
We compared the accuracy of different error estimators using a suite of analytical and engineering test problems. The main conclusions of the paper are as follows:
1.
We found that, though the error in approximation is due to model inadequacy instead of noise, the error measures for polynomial response surface approximations were better than those for kriging.
2.
While the estimated root mean square error for PRS estimated the actual root mean squared errors accurately, the process variance for kriging performed poorly. § Geometric mean g of two numbers x and y is defined as g xy = .
3.
On the other hand, computationally expensive integrated parametric pointwise error measures (standard error for polynomials and mean squared error for kriging) characterized the actual root mean square errors very well for both surrogates. 4.
The model independent global error measures (PRESS) provided a robust estimate of the actual RMS errors but they overestimated the actual RMS errors for both PRS and kriging. 5.
We observed improvement in prediction capabilities by simultaneously using multiple error measures. The geometric averaging helped reduce variability in the error predictions and yielded better error estimates compared to the individual error measures. In this study, we appraised different error measures according to the global error estimation metrics. We observed that ensemble of error measures holds promise but more research is needed to explore the suitability of different error measures for averaging, and other methods of combining error measures. We also intend to study the local error estimation capabilities of different error measures i.e., how well different error measures characterize the actual error field?
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VIII. Appendix: Influence of Number of Experimental Designs
We show the improvement in the actual error characterization ability by using the geometric averaging of multiple error measures. We estimate the mean and coefficient of variation (CV) of the ratio of averaged predicted RMS errors and actual RMS errors based on 100 experimental designs (Table 8) . We note that most results are not significantly different than those given in Table 7 (based on 1000 experimental designs) and the conclusions derived earlier are valid with fewer experimental designs too. However, the coefficient of variation of the mean values (CV/ ED N ) given in Table 8 (N ED = 100) is significantly higher than the CV of the mean values given in Table 7 (N ED = 1000). The consequence of this result is clear for Hartman-3 example problem where the predicted mean ratio of geometric average of kriging error measures and the actual RMS error obtained from 100 experimental designs (mean is 1.20, and the coefficient of variation of the mean is 0.021) is statistically different than the corresponding mean ratio obtained using 1000 experimental designs (mean is 1.33 and CV of the mean is 0.01). This result clearly demonstrates the importance of using 1000 experimental designs instead of 100 experimental designs. 
