ABSTRACT Maculopathy is a collective group of diseases that damages the central region of a retina known as macula. The major two forms of maculopathy are macular edema (ME) and central serous chorioretinopathy (CSCR). Different researchers have worked on the identification of these macular disorders using optical coherence tomography (OCT) images. However, to the best of our knowledge, no research is reported until now that can automatically extract retinal information for the grading of ME and CSCR as per clinically significant ME (CSME), non-clinically significant ME (non-CSME), Type-I CSCR, and Type-II CSCR clinical standards from OCT images. Therefore, this paper presents a novel structure tensor graph searches (ST-GS)-based segmentation framework that combines a structure tensor and graph theory to automatically extract retinal and choroidal layers along with fluid pores followed by automated reconstruction of 3-D retinal surfaces. The ST-GS can extract retinal information even from highly degraded OCT scans. Furthermore, the proposed system automatically grades ME and CSCR pathologies as CSME and non-CSME and Type-I CSCR and Type-II CSCR, respectively. The proposed system extracts seven distinct features, and it is trained on 30 (10 healthy, 10 ME, and 10 CSCR) labeled OCT volumes containing 3840 brightness scans (B-scans). After that, 90 (30 healthy, 30 CSCR, and 30 ME) unlabeled OCT volumes containing 11520 B-scans were used for testing the proposed system, where it correctly classified 88 out of 90 cases with the sensitivity, specificity, and accuracy ratings of 96.77%, 100%, and 97.78%, respectively. Furthermore, the proposed system has achieved a mean dice coefficient of 0.875±0.0342 and 0.92±0.0258 for extracting cyst and serous fluids, respectively.
I. INTRODUCTION
Human retina mainly consists of two regions i.e. the macular and the ocular region. Macular region is where the vision is formed. Maculopathy tends to damage the macular region resulting in vision loss or even blindness. The two major macular syndromes are macular edema (ME) and central serous chorioretinopathy (CSCR), also known as central serous retinopathy (CSR). ME is mainly found in diabetic patients, where the retinal blood vessels become thinned because of hyperglycemia and leak proteins or other fluid deposits within retinal layers. CSCR is caused due to leakage of serous within retinal pigment epithelium (RPE) layer. In case of CSCR, the neurosensory retina remains in contact while it is distorted in case of ME. ME is clinically graded into two stages depending upon the severity of retinal thickness as defined by the study of early treatment diabetic retinopathy (ETDRS) [1] . Edema within the diameter of 500 micrometers centered at fovea is considered to be severe, because it significantly causes vision loss or blindness. This stage is termed as clinically significant macular edema (CSME). The retinal edema outside this limit is known as non-clinically significant macular edema (non-CSME). CSCR is also graded into two stages. Usually serous accumulates under the neurosensory retina and this type of condition leads to Type I CSCR. CSCR due to serous formation beneath RPE [2] is known as Type II CSCR. Figure 1 depicts healthy, CSCR and ME affected retinal OCT scans along with different severity levels. Maculopathy can be identified through different testing techniques. The most commonly used techniques are fundography, fundus fluorescein angiography (FFA) and OCT. FFA is the best technique to visualize macular pathology, however it is invasive and many people are allergic to the dye that is injected in the vein. OCT is the recently introduced technique that can objectively detect early syndromes of macular and ocular disorders. OCT is based on Michelson interferometer principle [3] and the major advantage of OCT over other techniques is that it can detect early symptoms of maculopathy. Different researchers have presented their findings about ME and CSCR from OCT scans. Hannouche et al. [4] assessed fundography, bio-microscopy, FFA and OCT to detect diabetic foveal edema. They concluded that OCT can give objective evaluation about the severity of maculopathy as compared to other techniques. Zhang et al. [5] proposed the use of OCT in the early treatment of diabetic macular edema (DME). Shrestha et al. [6] proposed the effective usage of OCT imaging in aligning the macula after ME surgery. Their study involved 60 patients. Mokwa et al. [7] drew a comparison between OCT imaging technique, FFA and fundus photography (FP) for detecting exudative and non-exudative macular degeneration. They concluded that FP best indicates the RPE changes and drusen in case of age related macular degeneration (AMD). However, OCT is more sensitive in detecting minor changes in case of CNV. Helmy et al. [8] proposed classification of cystoid macular edema (CME) based on OCT findings in 104 eyes of 86 patients. They concluded that OCT provides better characterization of CME, and hence is very useful technique in quantitative measurement. Ferrara et al. [9] identified the distinctive features of RPE and choroid that appears in OCT scans of patients suffering from CSCR. They considered 15 eyes of 13 patients in their study. Wani et al. [10] diagnosed CSCR from 48 eyes and concluded that OCT is an effective technique that can be used as a complement to FFA for the detection of CSCR.
Teke et al. [11] compared FFA and OCT for evaluating the abnormalities in 100 CSCR patients and concluded that both techniques can help and back the clinicians to detect CSCR. Ahlers et al. [12] discussed the alteration in the retinal layers of CSCR affected OCT scans. They studied 18 subjects of CSCR and concluded that OCT imaging is more useful as it provides exact information regarding morphological changes along with retinal microstructure. Mitarai et al. [13] found the changes at leakage points in CSCR affected OCT scans. They included 26 subjects in their study out of which 23 were men and 3 were women, and concluded that OCT noninvasively detects the morphologic alteration with much ease in case of CSCR.
Some researchers have automatically detected ME using OCT images. Wilkins et al. [14] identified the retinal fluid by annotating ILM and RPE and have evaluated their system on the dataset consisting of 16 eye patients. They achieved the average specificity of 96% and mean sensitivity of 91% for detecting retinal fluid. Sugruk et al. [15] proposed an automated method for classifying diabetic macular edema (DME) and AMD subjects. For classifying DME subjects, they have extracted cyst segments with accuracy of 86.6% while for detecting AMD, they clipped nerve fiber layer (NFL) from OCT scans to extract RPE and achieved an accuracy of 100% for AMD subjects. Zhang et al. [16] extracted retinal layers for the diagnosis of cystoid macular edema (CME) through adaptive boosting. Their achieved accuracy was 98.6%. Srinivasan et al. [17] proposed a fully automated SVM based method to detect DME, AMD and healthy subjects from retinal OCT scans. The accuracy of their proposed system was 100% for AMD cases, 100% for DME cases and 86.67% for healthy cases respectively. Recently Rashno et al. [18] proposed a fully automated neutrosophic transformation and graph based shortest path method to segment cyst regions from DME affected OCT scans. However, to the best of our knowledge there is no technical paper available that can automatically grade ME into CSME, non-CSME and CSCR into Type-I CSCR and Type-II CSCR from OCT images.
Previously we have proposed automated systems in [19] - [22] to diagnose ME, CSCR and AMD from OCT volumes. However, the proposed system is an upgraded version of our previous work [19] - [22] with the significant new contributions. In [19] , we presented an automated system for the diagnosis of ME and CSR subjects through reconstruction of 3D retinal surfaces. The method proposed in [19] was a 3D solution for the objective diagnosis of ME and CSR pathologies, however it lacks the ability to automatically grade ME and CSR subjects according to CSME, non-CSME, Type-I and Type-II clinical standards. In [20] and [21] , we proposed an automated diagnostic system for screening healthy and maculopathy subjects from 2D OCT brightness scans (B-scans). The methods proposed in [20] and [21] only take 2D B-scans as input and therefore the diagnosis is based on single B-scan acquired from foveal location. The system VOLUME 6, 2018 proposed in [21] utilized a structure tensor based segmentation framework for extracting retinal layers from CSR and ME pathologies. In [21] and [22] , there were limitations of poor quality scans i.e. the retinal layer segmentation does not work well for poor quality images as already discussed in [21] and [22] . Furthermore, the system proposed in [22] only utilized retinal layers for diagnosing healthy and ME subjects, however the extraction and visualization of cyst fluid also indicate the major findings in diagnosing ME clinically which is missing in [22] .
To summarize, the major contributions of this paper are:
• This paper presents a structure tensor graph searches (ST-GS) framework that combines tensors and graph theory to extract up to eight retinal and choroidal layers from OCT scans regardless of scan quality or the retinal pathology. ST-GS framework outperforms our original structure tensor based segmentation framework [20] - [22] by providing better layers segmentation even from highly degraded scans as shown in Figure 13 .
• Apart from just diagnosing maculopathy, the proposed framework is first of its kind that can automatically measure the severity of the underlying disease and grades it accordingly as per CSME, non-CSME, Type-I CSCR and Type-II CSCR clinical standards.
• It is worth noting that the proposed system presents a highly detailed presentation of 3D retinal thickness surfaces which are further utilized in diagnosing maculopathy through hierarchical SVM based classification model.
• The proposed system achieved the sensitivity, specificity and accuracy ratings of 96.77%, 100% and 97.78% and a mean dice coefficient of 0.875±0.0342 and 0.92±0.0258 for extracting cyst and serous fluids respectively.
Rest of the paper is organized as follows: Section II explains the proposed system in detail, section III highlights the performance and results achieved by the proposed system in automatically grading macular subjects, section IV presents a detailed discussion about the proposed system along with its applications and section V outlines conclusions and future directions.
II. PROPOSED METHODOLOGY
The detailed block level diagram of proposed system is presented in Figure 2 . At first, an input OCT volume is loaded into the proposed system where each frame F ∈ R M×N (M denote the rows and N denote the columns of F) is processed individually. F is then passed to the structure tensor graph searches (ST-GS) framework from which the 2D structure tensor is extracted and then the highly coherent tensor is automatically selected by measuring the degree of coherency [20] - [22] . Afterwards, the coherent tensor is digitalized using 6 passes of hysteresis threshold and later on decomposed into an undirected graph from which the retinal and choroidal layers are automatically traced. After extracting the layers information, ILM and RPE are utilized in obtaining fluid regions by generating a binary mask which is multiplied with the original scan. Furthermore, ILM and RPE are also used to generate retinal thickness profiles in each B-scan to extract the thickness level of retina. This process is repeated for all the frames within OCT volume and the extracted thickness as well as fluid profiles are used to reconstruct 3D retinal surfaces and macular fluids. These surfaces are then utilized in obtaining discriminating featureset to screen maculopathy subjects from normal ones and then to characterize maculopathy cases as ME or CSCR positive through hierarchical SVM based classification model. Furthermore, the proposed system automatically analyzes the severity of diagnosed maculopathy by extracting clinically significant features for each macular syndrome. To the best of our knowledge, this is the first ever framework that is able to grade the severity levels of ME and CSCR syndromes from OCT scans according to the clinical standards. Furthermore, the proposed system has been applied on 15,360 B-scans of different retinal pathologies, which clearly indicates the robustness of the proposed system.
A. OCT DATASET ACQUISITION
The dataset used in this research contains OCT volumes of 120 subjects in which 69 were male and 51 were female. There are 15,360 B-scans (3,840 B-scans for training and 11,520 B-scans for validation) within the dataset in which there are 5,120 healthy, 5,120 CSCR and 5,120 ME affected B-scans. The dataset has been acquired using TOPCON 3D OCT 3000 machine in Armed Forces Institute of Ophthalmology (AFIO), Rawalpindi and all the scans are labeled by multiple expert ophthalmologists. Apart from scan labeling, the expert ophthalmologists also annotated the retinal and choroidal layers as well as fluid segments based upon their experience in an isolated room. The detailed description about the dataset is tabulated in Table 1 .
B. STRUCTURE TENSOR GRAPH SEARCHES (ST-GS) FRAMEWORK
ST-GS is an improved version of original structure tensor based segmentation framework [20] - [22] which combines coherent tensors with state of the art graph theory for extracting up to eight retinal and choroidal layers regardless of the image quality or the retinal pathology. ST-GS works by computing coherent tensor of OCT B-scan F (x, y) within OCT volume V OCT (x, y, z) and tracing each layer iteratively from the best selected tensor. The detailed explanation about structure tensor is already presented in [20] - [22] and here we are only focusing on the improvements which we made in the existing framework to generalize it for the extraction of retinal and choroidal layers from OCT images irrespective of the scan quality or retinal pathology. After extracting a coherent tensor, it is digitalized through 6 passes of hysteresis threshold. Hysteresis thresholding uses two thresholds t l and t h . If the pixel within an image is lower than t l then the respective pixel in the resultant image is set to 0 and if the pixel is higher than t h , then the respective pixel in the resultant image is set to 1. However, for those pixels which are in between t l and t h , their respective pixel in the resultant image is set to 1 if they are neighbors with the pixels which are greater than t h . Afterwards, thick edges from the binarized tensor are adjusted through morphological skeletonization and the skeletonized scan is decomposed into an undirected graph, where each pixel corresponds to a node and adjacent nodes are connected to each other via 4-neighbor connectivity. ST-GS then automatically traces each layer iteratively. The tracing algorithm works in a way that it first generates binary map for each retinal layer and initializes the seed points within the graph. At each iteration, the seed points traverse to nearest node by measuring the intensity differences. If the intensity difference between two or more nodes is same, then top seed points give priority to downward nodes. Similarly, the bottom seed points give priority to upward nodes. When the top or bottom seed point observes a transition between foreground and background pixel, then they include that pixel into the respective layer map and change the foreground pixel to background. The whole algorithm converges when the initialized seed points becomes equal. The block diagram of the whole ST-GS framework is shown in Figure 3 for the randomly selected scan where τ XX , τ XY , τ YX and τ YY denotes the obtained tensors at respective orientations and i denotes the iteration of graph searches algorithm.
Retina comprises of various retinal layers such as ILM, retinal nerve fiber layer (RNFL), ganglion cell layer (GCL), inner plexiform layer (IPL), inner nuclear layer (INL), outer plexiform layer (OPL), outer nuclear layer (ONL), inner segment (IS), outer segment (OS), retinal pigment epithelium (RPE) and Bruch's membrane (BM). Beneath BM lies choroid. Retinal layers segmented from 3 randomly selected CSCR, healthy and ME cases are shown in Figure 4 . It can be observed from Figure 4 that in case of healthy subjects, all retinal layers are closely intact whereas in case of CSCR and ME, retinal layers are detached due to fluid spaces in between them. Table 2 shows the axial scans (A-scans) mean separation between retinal layers of all 3 types of retinal disorders. It can be observed from the tabulated data that in case of healthy subjects, mean value for all retinal layers is less as compared to CSCR and ME cases.
C. MACULAR FLUIDS EXTRACTION
After segmenting retinal layers, ILM and RPE are used to automatically extract fluid segments by creating a retinal mask F Mask (x, y). F Mask (x, y) is a binary map that is created by keeping all the pixels in between ILM and RPE as 1's and rest of the pixels as 0's. After creating a mask, it is multiplied with F (x, y) to extract neurosensory retina F N (x, y) as expressed in Eq. (1) .
After extracting F N (x, y), the macular fluids are automatically obtained by digitalizing F N (x, y) through Otsu's threshold. Figure 5 shows the extracted fluid segment for the randomly selected scan. The proposed system is extremely robust in extracting fluid segments while preserving the retinal portion as it is evident from Figure 6 , where due to the presence of fluid, some of the retinal portions are isolated. However, the proposed system efficiently discriminates those portions from the fluid affected area.
D. 3D ANALYSIS
After extracting the retinal and choroidal layers, the proposed system generates the B-scan thickness profile by taking the absolute difference between extracted ILM and RPE layers. This process is repeated for all the B-scans within OCT volume V OCT (x, y, z), yielding a retinal thickness map T R M×N as expressed below: where M denotes the height of the map, N denotes the width of the map, K denotes the total frames within V OCT (x, y, z) and it is equal to 128 in AFIO dataset as described in Table 1 , T A denotes the total number of A-scans within each B-scan and it is equal to 951 in AFIO dataset as shown in Table 1 . After generating T, its spatial coordinates along with its intensities are used to reconstruct 3D retinal surfaces which depicts the objective visualization of maculopathy. In [19] , we also reconstructed the retinal surfaces for the healthy, ME and CSCR subjects. However in the proposed system, we significantly improved the reconstruction of 3D retinal surfaces as compared to [19] as demonstrated in the result section. Figure 7 shows the reconstructed 3D retinal surface of a randomly selected CSCR subject from AFIO dataset. The level of detailing especially in the thickening region can be easily observed in Figure 7 . This high-resolution reconstruction was achieved by decomposing the retinal surface into a 3D polygon ρ 3D where the surface normal at each vertex of a polygon is computed by taking an average of the cross product between its tangent vectors. After computing the surface normal, their intensities at each vertex is computed through Phong reflection model [25] that computes the intensities at each vertex 'v' through:
where R m is a directional vector and it is calculated as:
I v denotes the calculated intensity at vertex v, L m is the directional vector from v to the light source m, ℵ denotes the surface normal at v, V is the directional vector pointing towards the camera, N l is the total number of light sources, i m,d and i m,s defines the intensity of diffuse and specular component of the m th light source respectively, k a is the ambient reflection constant, k s is the specular reflection constant, k d is the diffuse reflection constant, α is the shinning constant, i a is the intensity of the ambient lightning, i s is the specular lightning intensity and i d is the intensity of diffuse lightning component where i a , i d and i s are initialized through the color intensities of retinal thickness surface. The dot symbol '.' denotes the dot product and all the vectors in Eq. (12) and (13) are normalized.
Apart from extracting 3D retinal surfaces, the proposed system also generates the fluid volume by stacking all the fluid scans within an OCT volume. These fluid B-scans are further utilized in grading the maculopathy.
E. MACULOPATHY CLASSIFICATION AND GRADING 1) MACULOPATHY CLASSIFICATION
After generating the 3D retinal information from the candidate OCT volume, the proposed system utilizes it to diagnose as well as grade the underlying retinal condition. The proposed system utilizes hierarchical SVM based classification model which first categorizes the candidate subject as healthy or diseased through the set of discriminating features, extracted from the retinal information. If the candidate is diagnosed as diseased then the proposed system categorizes the subject as ME or CSCR. Furthermore, the diagnosed maculopathy is automatically graded as per clinical standards by the proposed system. To the best of our knowledge, the proposed system is first of its kind in grading the severity of ME and CSCR syndromes as per CSME, non-CSME, Type-I and Type-II clinical standards. First of all, the proposed system utilizes retinal thickness map T and the fluid volume to generate set of 2D and 3D features as shown in Table 3 . First four features are used to diagnose the candidate subject as healthy and diseased through hierarchical SVM model. If the candidate subject is diagnosed as having maculopathy then the proposed system uses the remaining three features for categorizing ME or CSCR. Table 4 shows some of the features extracted from 5 randomly selected subjects of each type along with the mean and standard deviation value of entire dataset. It can be observed from Table 4 that all 7 features deviated more in case of randomly selected diseased subject 1, 2, 3, 4 and 5 as compared to healthy subjects. This is due to increased fluid density across volumetric scans of ME and CSCR affected eyes.
In order to classify the candidate subject as healthy or diseased, the first four extracted features f 1 , f 2 , f 3 , f 4 are passed to the first stage of SVM classification model. If the candidate subject is classified as diseased then the second stage of SVM classification model classifies the subject as having ME or CSCR through the remaining set of extracted features f 5 , f 6 , f 7 . The reason for using SVM based classification model is because it is fast [26] and it has high performance for binary classification tasks. Also, the SVM employed in the proposed classification system uses the cascade of multilayer perceptron (MLP) and Gaussian Radial Basis Function (RBF) kernel and it is hierarchical which means that at first it is used to diagnose candidate scan as healthy or diseased. If it is diagnosed as diseased then it is further classified as ME or CSCR. The classification model in the proposed system was trained on the set of 30 labeled OCT volumes and it is validated on 90 volumes. The performance of the classification model in training phase was measured using k-fold cross validation where the value of 'k' was iterated from 2 to 12 in step of 2. The maximum accuracy is achieved for k equals to 10 as shown in Table 5 and the respective trained model is chosen for classification.
After training the classification model, it was used to diagnose the random retinal subjects. For diagnosing the test candidate(s), same features are extracted from their retinal information and a diagnosis is made by the proposed system that whether the subject is healthy, ME or CSCR positive. The performance of the classification model is measured through accuracy, sensitivity and specificity ratings which are VOLUME 6, 2018 
2) MACULOPATHY GRADING
Apart from diagnosing the maculopathy, the proposed system grades it according to the clinical standards. Clinically, the presence of retinal thickening within the diameter of 500 microns centered at fovea is considered as severe and therefore it is graded as CSME [1] . However, the symptoms of ME outside this limit are graded as non-CSME. For CSCR, if the serous accumulates under the neurosensory retina but above the RPE, then it is graded as Type I CSCR. However, if the serous is formed beneath RPE then it is graded as Type II CSCR [2] . If the candidate subject is diagnosed as ME positive then foveal B-scans of the respective subject are automatically analyzed within the diameter of 500 microns centered at foveal location. If there is a presence of fluid segments within the region in any of the scan then the ME is further graded as CSME. If the proposed system is unable to find the fluid segments within the region then the patient is graded as having non-CSME. Similarly, if the patient is diagnosed as having CSCR then the proposed system localizes serous fluid with respect to extracted RPE. If the majority of serous fluid is found to be beneath the RPE then the diagnosed CSCR is further graded as Type-I. Otherwise if the majority of serous fluid is found to be in between neurosensory retina and RPE then the CSCR is graded as Type-II. Figure 8 shows some of the randomly selected ME and CSCR affected B-scans that are further graded as per clinical standards. Apart from this, the complete flow diagram of the proposed system for the classification as well as grading of maculopathy is shown in Figure 9 and Table 6 shows the description of the dataset which has been graded as per clinical standards by multiple expert ophthalmologists. The proposed system is highly sensitive in picking small retinal variations which are fully utilized in grading the maculopathy. Furthermore, all those retinal variations can be clearly observed on the reconstructed 3D retinal surfaces as well.
TABLE 6.
Grading description (the grading information is also described in Table 1 as well). Figure 10 shows some of the graded B-scans along with the corresponding reconstructed surfaces. It can be observed from Figure 10 that the proposed system presents a highly detailed representation of 3D retinal thickness. Furthermore, all the pathological variations of maculopathy can also be clearly visualized.
III. RESULTS
The proposed system was tested on the dataset that is acquired in AFIO, Rawalpindi Pakistan and it has been validated by multiple expert ophthalmologists. The dataset has overall 10. Graded 3D retinal surfaces (A) CSME graded B-scan, (B) 3D retinal surface of a CSME subject, (C) non-CSME graded B-scan, (D) 3D retinal surface of a non-CSME subject, (E) Type-I CSCR graded B-scan, (F) 3D retinal surface of a Type-I CSCR subject, (G) Type-II CSCR graded B-scan, (H) 3D retinal surface of a Type-II CSCR subject.
120 OCT volumes from which 30 are used for training the classification model, while 90 are used for validating the proposed system. Out of those 90 volumes, 30 scans depict healthy pathology, 30 scans are of ME and the remaining 30 scans show the CSCR pathology. The proposed system was able to correctly predict all the diseased scans and 28/30 healthy scans. All the predictions have been cross validated by expert ophthalmologists and Table 7 shows the overall performance of the proposed system. Furthermore, the ST-GS framework has been validated against manual annotations for different retinal pathologies by measuring the mean error rate. Mean error rates are computed by taking the absolute difference of ST-GS segmented layers from manual annotations and then taking their mean. Table 8 shows the mean retinal layers segmentation error from five randomly selected samples of each category. Moreover, FIGURE 11. Confusion matrices showing the performance of (a) ME grading as CSME and non-CSME, (b) CSCR grading as Type-I and Type-II. the performance of the proposed system to automatically grade maculopathy on the validation set is depicted by the confusion matrices in Figure 11 . Figure 12 shows some of the randomly selected B-scans healthy, CSCR and ME subjects. The extracted fluid is represented by the cyan color while the retinal layers follow the color scheme as shown in Figure 4 . The robustness of proposed ST-GS framework can be easily seen from Figure 12 where ST-GS is able to extract up to eight retinal and choroidal layers from scans showing different retinal pathological conditions. Moreover, the proposed system is able to automatically extract macular fluids with high precision as evident from Figure 12 .
Apart from this, the proposed system utilizes the extracted retinal information to reconstruct 3D retinal thickness surfaces. Previously we proposed an automated framework to reconstruct 3D retinal surfaces [19] . However, this paper presents a significantly improved 3D representation of retinal thicknesses. The comparison of the proposed system with [19] is presented in Figure 14 .
FIGURE 14.
Comparison of 3D retinal surface reconstruction: (A) reconstructed surface of a CSME subject using [19] , (B) reconstructed surface of a CSME subject through the proposed system, (C) reconstructed surface of a non-CSME subject using [19] , (D) reconstructed surface of a non-CSME subject through the proposed system, (E) reconstructed surface of a Type-I CSCR subject using [19] , (F) reconstructed surface of a CSME subject through the proposed system, (G) reconstructed surface of a Type-II CSCR subject using [19] , (H) reconstructed surface of a Type-II CSCR subject through the proposed system, (I) reconstructed surface of a healthy subject using [19] , (J) reconstructed surface of a healthy subject through the proposed system. Please note here that the method proposed in [19] only reconstructs retinal surfaces irrespective of disease grading.
The extraction of macular fluids by the proposed system has been validated by measuring the dice coefficient between the auto-extracted fluid and the fluid annotations which were performed by expert ophthalmologists. Dice coefficient is computed through [27] :
where DC represents the dice coefficient, X denotes the auto-extracted fluid maps and Y denotes the fluid annotations marked by the expert ophthalmologists. The fluid markings have been made in AFIO dataset by two expert ophthalmologists based on their own experience and without any assistance. Those markings were the ground truth to validate the fluid extraction of the proposed system. Table 9 shows the dice coefficient on 10 randomly selected maculopathy subjects (5 ME and 5 CSCR) having different severity levels. These dice coefficients are computed using the fluid annotations marked by both ophthalmologists. As evident from Table 9 , the fluid extraction by the proposed system is extremely robust where the proposed system achieved a mean dice coefficient of 0.875±0.0342 in between both markings of ME subjects and a mean dice coefficient of 0.92±0.0258 for extracting serous fluid from CSCR affected subjects. The proposed system has been thoroughly compared with our previous work [19] - [22] , where the proposed system produces better results in extracting retinal and choroidal layers, macular fluids and reconstructing 3D retinal thickness surfaces. The retinal layers extraction through our previous framework had a limitation on the quality of acquired scan however the proposed ST-GS framework can automatically extract retinal and choroidal layers irrespective of the scan quality. This is accomplished through efficient graph searches which are sensitive to even small retinal variations and due to which the low intensity components of retinal layers are automatically traced. Figure 13 shows some of the ME affected scans on which our previous segmentation framework did not perform well, whereas ST-GS is able to efficiently capture the retinal and choroidal layers information.
Furthermore, the reconstruction of 3D retinal surfaces by the proposed system is also compared with [19] where the proposed system outperformed [19] by providing high resolution details and presentation of retinal anomalies as compared to [19] . Figure 14 shows some of the 3D retinal thickness surfaces from normal as well as maculopathy affected subjects, where it can be observed that the proposed system provide significantly better presentation of retinal thickening due to presence of macular fluids as compared to [19] . It is also worth noting that the method proposed in [19] only reconstructs the retinal surfaces irrespective of the knowledge about their grading on clinical standards, whereas the proposed system efficiently reconstructs 3D retinal surfaces which reflects highly detailed retinal variations under different disease severity levels as shown in Figure 14 .
IV. DISCUSSION
We have proposed an automated system that can be used for the automated diagnosis and grading of ME, CSCR and healthy pathology from OCT volumetric scans. ME and CSCR are the macular disorders which are frequently associated with diabetes. These disorders mostly affect the young generation between 30-50 years. OCT is an eye testing technique which provides an objective evaluation of retinal pathology. Symptoms of retinal diseases appear at early stages in OCT scans. It is also possible to estimate the severity of retinal disorders from OCT imagery. The proposed system is based on novel ST-GS framework to extract up to eight retinal layers and the macular fluid pathology followed by the robust reconstruction of 3D retinal profiles from OCT scans. To the best of our knowledge, the proposed system is first of its kind that provides fully automated diagnosis of ME and CSCR pathologies along with their severity analysis and grading as per clinical standards. Moreover, the performance of the proposed system is remarkable as shown in Table 7 . The automated grading and 3D profiling of maculopathy takes one minute on average using 4th generation core i7 (1.8 GHz) processor with 8 GB RAM. The proposed system was tested on local dataset acquired in AFIO Rawalpindi, where the proposed method correctly classified all of ME and CSCR volumes. Previously, we have reported retinal and choroidal layers segmentation framework in [20] - [22] , however they had a limitation on the quality of the scan for accurate segmentation. ST-GS framework proposed in this paper can efficiently extract up to eight retinal and choroidal layers from the scans irrespective of their acquisition quality or the type of pathology they depict. This is clearly evident from Figure 13 .
Furthermore, the proposed system has been randomly tested on different scans depicting different retinal pathology where the proposed system efficiently extracts the retinal information which leads towards objective grading and 3D visualization of retinal pathology. The proposed system also acts as an aid to ophthalmologists to mass screen retinal patients across different geographical areas of the world. Auto-generated 3D profiles and maculopathy grading reports from the proposed system can also support the diagnosis of ophthalmologists through quantitative numbers and standardize measurements.
V. CONCLUSION
We have presented a novel OCT based clinical decision support system that can diagnose and grade ME and CSCR. The proposed method relies on the robust generation of 3D retinal profiles and retinal fluid through ST-GS based segmentation framework. Apart from this, the proposed system utilizes hierarchical SVM classification model for the diagnosis of normal, ME and CSCR subjects. The diseased candidates are further graded based upon the disease severity level.
The proposed system is randomly tested on the validation set consisting of 90 OCT volumes, out of which 60 are diseased (30 ME affected volumes and 30 CSCR affected volumes) and the remaining 30 depicts healthy pathology. The dataset has been annotated by multiple ophthalmologists. The classification in the proposed framework is done by extracting different 2D and 3D features from each candidate OCT volume and then passing it to the hierarchical SVM based classification system. After that the proposed system automatically measures the severity of the disease by grading it according to clinical standards. Currently we have applied this system for the automated diagnosis and severity analysis of ME and CSCR. However, it can be used for the grading and 3D profiling of other retinal diseases as well. 
