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Abstract
We construct perturbative frameworks for studying nonequilibrium spin-
polarized quark matter. We employ the closed-time-path formalism and use
the gradient approximation in the derivative expansion. After constructing
self-energy-part resummed quark and gluon propagators, we formulate two
kind of mutually equivalent perturbative frameworks: The first one is formu-
lated on the basis of the initial-particle distribution function, and the second
one is formulated on the basis of “physical”-particle distribution function. In
the course of construction of the second framework, the generalized Boltzmann
equations and their relatives directly come out, which describe the evolution of
the system. The frameworks are relevant to the study of a magnetic character
of quark matters, e.g., possible quark stars.
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I. INTRODUCTION
Recent possible discovery of a quark star [1,2] renews our interest in the study of quark
matters. It has been pointed out [3] the possibly of existing quark liquid in a ferro-magnetic
phase. For analyzing the magnetic property of quark matters in a consistent manner [4–6],
it is necessary to construct a self-energy-part resummed quark and gluon propagators in a
spin-polarized quark matter, and thereby frame a perturbation theory.
The spin-polarized quark matter is, in general, out of equilibrium. For dealing with such
systems, we employ the closed-time-path formalism [4,5]. In this formalism, propagators,
vertices, and self-energy parts enjoy (2 × 2)-matrix forms, denoted “ˆ”. Let Gˆ(x, y) be a
generic two-point function. Fourier transforming with respect to x− y (Wigner transforma-
tion), we have Gˆ(P,X) with X = (x+y)/2. We assume that Gˆ(P,X) depends weakly on X .
Then, as usual, employing a derivative expansion (DEX), we use the gradient approximation:
Gˆ(P ;X) ≃ Gˆ(P ; Y ) + (X − Y )µ∂Y µGˆ(P ; Y ) .
We refer to the first term on the right-had side (RHS) as the leading part (term) and to
the second term as the gradient part (term). Throughout this paper, we assume that the
density matrix is color singlet, so that the quark and gluon propagators are diagonal in color
space and independent of color index. Then, we drop the color index throughout.
The plan of the paper is as follows. In Sec. II, the leading term in the DEX of the self-
energy-part resummed (SEPR) quark propagator is constructed. In Sec. III, we construct
the leading term of the SEPR gluon propagator in a Coulomb gauge. In Secs. II and III,
the argument X is dropped throughout. In Sec. IV, we present the gradient terms of the
quark and gluon propagators. Then, we frame two mutually equivalent perturbative frame-
works. One framework is constructed in terms of the “bare”-number-density function (and
its relative), and the other, which we call physical-N scheme, is constructed in terms of the
“renormalized”-number-density function (and its relative). The latter scheme accompanies
the generalized Boltzmann equation for the “renormalized”-number-density function and its
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relatives. The form for the leading part of the SEPR gluon propagator in a covariant gauge
is given in Appendix D.
II. QUARK PROPAGATOR
A. Preliminaries
Spin-polarization vector
We define a spin-polarization vector S(P ) as follows. For a timelike (P 2 = p20 − ~p 2 > 0)
mode, we choose Sµ = (0, ~ζ) (≡ ζµ) [~ζ 2 = 1] in the rest frame, where P µ = (ǫ(p0)
√
P 2,~0).
Similarly, for a spacelike (P 2 < 0) mode, we choose Sµ = (0, ~ζ) in the “p0 = 0 frame,” where
P µ = (0,
√−P 2 ~ξ) (≡ √−P 2 ξµ) [~ξ 2 = 1, ~ξ · ~ζ = 0]. S(P ) in any frame, where P µ = (p0, ~p),
is obtained through a Lorentz transformation:
Sµ(P ) = θ(P 2)


~p · ~ζ
[
P µ + ǫ(p0)
√
P 2 nµ
]
√
P 2 [
√
P 2 + |p0|]
+ ζµ


+θ(−P 2)

−
~p · ~ζ
[
P µ + ǫ(~p · ~ξ)√−P 2 ξµ
]
√−P 2 [√−P 2 + |~p · ~ξ|] + ζ
µ

 ,
(2.1)
S · P = 0 , S2 = −1 , (2.2)
nµ = (1,~0) .
When a magnetic field is applied along the ~ζ direction, p0 > 0 modes with positive (negative)
charge go to the state Sµ(P ) (−Sµ(P )), while their “antiparticle” counterparts (p0 < 0
modes) go to the state −Sµ(P ) (Sµ(P )). In what follows, the concrete form (2.1) is not
used, but only the properties (2.2) will be used.
The projection operators P±(P ) onto the states of definite polarization (±) reads
Pρ(P ) = 1 + ρǫ(p0)γ5S
/ (P )
2
.
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Orthogonal basis in Minkowski space and the standard form
As an orthogonal basis in Minkowski space, we choose
P µ , Sµ ,
Nµ = nµ − p0
P 2
P µ + S0Sµ , (N2 = S20 − ~p 2/P 2) ,
eµ⊥ = iǫ
µνρσPνNρSσ , (e2⊥ = −P 2N2) .
A generic (4 × 4)-matrix function A(P,N,S, e⊥) in a Dirac-matrix space is written in the
from,
A = A′1 + A
′
2γ5 + A
′
3P/ + A
′
4N/ + A
′
5S/ + A′6e⊥/
+A′7γ5P/ + A
′
8γ5N/ + A
′
9γ5S/ + A′10γ5e⊥/
+A′11P/N/ + A
′
12P/S/ + A′13P/ e⊥/ + A′14N/S/
+A′15N/e⊥/ + A
′
16S/ e⊥/ . (2.3)
We decompose A into four parts,
A =
∑
ρ, σ=±
PρAPσ ≡
∑
ρ, σ=±
PρAρσPσ , (2.4)
and write Aρσ in the form,
Aρρ = Aρρ1 + A
ρρ
2 P/ + A
ρρ
3 N/ + A
ρρ
4 P/N/ ,
Aρ−ρ = γ5
[
Aρ−ρ1 + A
ρ−ρ
2 P/ + A
ρ−ρ
3 N/ + A
ρ−ρ
4 P/N/
]
.
(2.5)
It is a straightforward task to obtain
Aρρ1 = A
′
1 + ρǫ(p0)A
′
9 , A
ρρ
2 = A
′
3 − ρǫ(p0)N2A′15 ,
Aρρ3 = A
′
4 + ρǫ(p0)P
2A′13 , A
ρρ
4 = A
′
11 + ρǫ(p0)A
′
6 ,
Aρ−ρ1 = A
′
2 − ρǫ(p0)A′5 , Aρ−ρ2 = A′7 + ρǫ(p0)A′12 ,
Aρ−ρ3 = A
′
8 + ρǫ(p0)A
′
14 , A
ρ−ρ
4 = A
′
16 − ρǫ(p0)A′10 .
(2.6)
We refer Eq. (2.5) to as the standard form (SF) and Aρσ or Aρσj to as an SF-element of A.
It is to be understood that the (bare and self-energy-part resummed) propagators and the
self-energy part, which appear in the following, are to be written in the SF.
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B. Bare propagator
First of all, we note that the bare propagator matrix Sˆ(P ) and the self-energy-part
resummed propagator matrix Gˆ(P ) enjoy the “symmetry” property,
Sˆ†(P ) = −τˆ1γ0
t
Sˆ(P )γ0τˆ1 , Gˆ
†(P ) = −τˆ1γ0
t
Gˆ(P )γ0τˆ1 , (2.7)
which results from the hermiticity of the density matrix. Here, τˆ1 is the first Pauli matrix,
† acts on Dirac gamma matrix function, e.g., (AP/ )† = A∗P µγ†µ, and
t
Sˆ(P ) denotes the
transpose of the (2× 2) matrix function Sˆ(P ), etc.
The bare propagator Sˆ(P ) is an inverse of Sˆ−1(P ) = (P/ −m)τˆ3. A general solution to
Sˆ−1Sˆ = SˆSˆ−1 = 1 is
Sˆ(P ) = Sˆ(0)(P ) + SK(P )Mˆ+ , (2.8)
Sˆ(0)(P ) =
∑
ρ=±
Pρ
[
SˆRA(P )− fρ(SR − SA)Mˆ+
]
, (2.9)
SK(P ) = −
∑
ρ=±
Cρ−ρ(P ) (∆R(P )−∆A(P ))
×Pργ5(P/ −m)N/P−ρ , (2.10)
where the suffix “K” stands for the “Keldish component” and
SˆRA(P ) =

 SR 0
SR − SA −SA

 ,
Mˆ± =

 1 ±1±1 1

 ,
SR(A) = (P/ +m)∆R(A)(P ) =
P/ +m
P 2 −m2 ± ip00+ ,
(2.11)
fρ(P ) = θ(p0)Nρ(|p0|, ~p)
+θ(−p0)
[
1− N¯ρ(|p0|,−~p)
]
. (2.12)
Here SR(A) is the retarded (advanced) propagator, and Nρ(|p0|, ~p) [N¯ρ(|p0|,−~p)] (ρ = ±)
is the “bare” number-density function of a quark [an antiquark] with polarization ρS(P ),
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energy |p0| (=
√
~p 2 +m2), and momentum ~p [−~p]. SK in Eq. (2.10) connects opposite
polarization states. From Eqs. (2.7), (2.8), and (2.10), we have
(C+−(P ))
∗ = C−+(P ) .
The derivative expansion is an efficient device for dealing with quasiuniform systems near
equilibrium or nonequilibrium quasistationary systems. For such systems, SK is small when
compared to Sˆ(0).
C. Dyson equation
The self-energy-part (Σˆ) resummed propagator Gˆ obeys the Dyson equation,
Gˆ(P ) = Sˆ(P )[1 + Σˆ(P )Gˆ(P )] = [1 + Gˆ(P )Σˆ(P )]Sˆ(P ) . (2.13)
We write Gˆ and Σˆ in SFs,
Gˆ =
∑
ρ, σ=±
PρGˆρσPσ , Σˆ =
∑
ρ, σ=±
PρΣˆρσPσ .
It is worth mentioning that, for the system that enjoys an azimuthal symmetry around
the ~ζ-direction, Σˆ, and then also Gˆ, are independent of Eµ⊥, provided that we choose
~ξ =
~p× ~ζ/|~p× ~ζ|. Then, from Eqs. (2.3) - (2.6), we have
Σˆρ−ρ4 = 0 (ρ = ±) ,
Σˆ++j = Σˆ
−−
j (j = 2, 3, 4) .
Same relations hold for Gˆ’s.
Substituting the SFs for Sˆ, Σˆ, and Gˆ in Eq. (2.13), we obtain coupled equations,
Gˆρσ = Sˆρσ +
(
SˆΣˆGˆ
)ρσ
= Sˆρσ +
(
GˆΣˆSˆ
)ρσ
(ρ, σ = ±) , (2.14)
where
(
SˆΣˆGˆ
)ρσ ≡ ∑ξ, ζ=± SˆρξΣˆξζGˆζσ, etc. The relation that involves (...)ρσ is to be under-
stood to hold when sandwiched between projection operators Pρ ...Pσ. We write Eq. (2.14),
with obvious notation, as
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Gˆ = Sˆ+ SˆΣˆGˆ = Sˆ+ GˆΣˆSˆ , (2.15)
where bold-face letters denote (2× 2)-matrix in a “polarization space”.
From Eq. (2.7), we obtain the symmetry relations for the SF-elements of Gˆρσ (cf. Eqs.
(2.4) and (2.5)),
(
Gˆρσj (P )
)∗
= −σρσj τˆ1
t
Gˆσρj (P )τˆ1 , (2.16)
where
σρσj =


+ for (ρσ, j) = (ρρ, 1) , (ρρ, 2) , (ρρ, 3) ,
(ρ− ρ, 2) , (ρ− ρ, 3) ,
(ρ− ρ, 4) ,
− for (ρσ, j) = (ρρ, 4) , (ρ− ρ, 1) .
Similar relations hold for Σˆρσj ’s.
Let us introduce (2× 2)-matrix function f in the polarization space,
f = diag (f+, f−) .
Then Sˆ is written as
Sˆ = Sˆ(0) + SKMˆ+ , (2.17)
Sˆ(0) = SˆRA1− f(SR − SA)Mˆ+
SK = (SR(P )− SA(P )) γ5N/C(P ) , (2.18)
C(P ) =

 0 C+−(P )
C−+(P ) 0

 .
Among the components of Σˆ, is a relation,
Σ11 +Σ12 +Σ21 +Σ22 = 0 . (2.19)
Then, Σˆ is written as
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Σˆ = Σˆ(0) −ΣKMˆ− , (2.20)
Σˆ(0) =

 ΣR 0−ΣR +ΣA −ΣA

− (ΣRf − fΣA)Mˆ− ,
(2.21)
ΣR = Σ11 +Σ12 = −Σ22 −Σ21 , (2.22)
ΣA = Σ11 +Σ21 = −Σ22 −Σ12 , (2.23)
ΣK = fΣ11 −Σ11f + fΣ21 +Σ12(1− f) . (2.24)
From Eq. (2.16) with Σˆρσj for Gˆ
ρσ
j , we obtain the symmetry relations,
(
ΣρσRj(P )
)∗
= σρσj Σ
σρ
Aj(P ) ,(
ΣρσKj(P )
)∗
= −σρσj ΣσρKj(P ) .
Among the components of Gˆ, is a relation,
G11 +G22 = G12 +G21 . (2.25)
Then, Gˆ is written as
Gˆ = Gˆ(0) +GKMˆ+ , (2.26)
Gˆ(0) =

 GR 0
GR −GA −GA

− (GRf − fGA)Mˆ+ ,
(2.27)
GR = G11 −G12 = −G22 +G21 , (2.28)
GA = G11 −G21 = −G22 +G12 , (2.29)
GK = G11f − fG11 + fG21 +G12(1− f) . (2.30)
It is worth mentioning that, for equilibrium systems, ΣK = GK = 0. From Eq. (2.16),
follows the symmetry relations,
(
GρσRj(P )
)∗
= σρσj G
σρ
Aj(P ) ,(
GρσKj(P )
)∗
= −σρσj GσρKj(P ) . (2.31)
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Substitution of Eqs. (2.17), (2.20), and (2.26) into Eq. (2.15) yields
Gˆ(0) = Sˆ(0) + Sˆ(0)Σˆ(0)Gˆ(0) = Sˆ(0) + Gˆ(0)Σˆ(0)Sˆ(0) ,
(2.32)
GK = SK + SRΣRGK + SKΣAGA − SRΣKGA
= SK +GRΣRSK +GKΣASA −GRΣKSA .
(2.33)
From Eq. (2.32), we obtain
GR(A) =
[
P/ −m−ΣR(A)
]−1
, (2.34)
where use has been made of
(
Sˆ(0)−1
)ρσ
= δρσ(P/ −m)τˆ3. We get from Eq. (2.34), after some
manipulation,
GρρR =
[
P/ −m− ΣρρR − Σρ−ρR G(pre)−ρ−ρR Σ−ρρR
]−1
,
(2.35)
Gρ−ρR = G
(pre)ρρ
R Σ
ρ−ρ
R G
−ρ−ρ
R = G
ρρ
R Σ
ρ−ρ
R G
(pre)−ρ−ρ
R ,
(2.36)
where
G
(pre)ρρ
R =
[
P/ −m− ΣρρR
]−1
. (2.37)
As has been remarked above after Eq. (2.14), Eq. (2.37) is to be understood to mean
PρG(pre)ρρR
[
P/ −m− ΣρρR
]
Pρ
= Pρ
[
P/ −m− ΣρρR
]
G
(pre)ρρ
R Pρ = Pρ 1Pρ = Pρ .
(2.38)
Such an understanding also applies to Eq. (2.35). Concrete form for GR(A) will be given in
the next section.
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As for GK , Eq. (2.33), we show in Appendix A that
GK = G
(1)
K +G
(2)
K +G
(3)
K , (2.39)
G
(1)
K = −GRΣKGA , (2.40)
G
(2)
K = GR
[
γ5N/C(P )ΣA −ΣRγ5N/C(P )
]
GA
≡ GRHlGA , (2.41)
G
(3)
K = GRγ5N/C(P )− γ5N/C(P )GA . (2.42)
“l ” of Hl in Eq. (2.41) stands for the “leading part” of the DEX. As mentioned above
at the end of Subsec. B, for quasiuniform systems near equilibrium or nonequilibrium
quasistationary systems, G
(2)
K and G
(3)
K are much smaller than G
(1)
K . The SF for G
(1)
K will
be given in the next section. The standard forms for Hl in Eq. (2.41) and γ5N/C(P ) in
Eq. (2.42) are also given in the next section. The SFs for G
(2)
K and G
(3)
K are obtained by
repeatedly using the formulae in Appendix B.
D. Self-energy-part resummed propagator Gˆ
It is convenient to introduce
ˆ˜G
ρρ
=

 G
ρρ
R G
(1)ρρ
K
0 −GρρA

 , ˆ˜Σρσ =

 Σ
ρσ
R Σ
ρσ
K
0 −ΣρσA

 .
We observe that Eq. (2.35) and G
(1)ρρ
K in Eq. (2.40) are unified to a matrix equation,
ˆ˜G
ρρ
=
[
(P/ −m)τˆ3 − ˆ˜Σ
ρρ
− ˆ˜Σ
ρ−ρ ˆ˜G
(pre)−ρ−ρ ˆ˜Σ
−ρρ
]−1
, (2.43)
where
ˆ˜G
(pre)ρρ
=

 G
(pre)ρρ
R G
(pre)ρρ
K
0 −G(pre)ρρA


=
[
(P/ −m)τˆ3 − ˆ˜Σ
ρρ]−1
. (2.44)
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Forms for G
(pre)ρρ
R(A) and G
(pre)ρρ
K
The SF for (P/ −m)τˆ3 − ˆ˜Σ
ρρ
reads
(P/ −m)τˆ3 − ˆ˜Σ
ρρ
(P )
= −
[
mτˆ3 +
ˆ˜Σ
ρρ
1 (P )
]
+
[
τˆ3 − ˆ˜Σ
ρρ
2 (P )
]
P/
− ˆ˜Σ
ρρ
3 (P )N/ − ˆ˜Σ
ρρ
4 (P )P/N/ . (2.45)
One obtains the expressions for the SF-elements G
(pre)ρρ
Tj (T = R,A,K and j = 1 − 4)
through straightforward but tedious manipulation of Eq. (2.44), which includes Eq. (2.38).
Writing Σj ≡ ΣρρRj for short, we have
G
(pre)ρρ
Rj = σ
ρρ
j
(
G
(pre)ρρ
Aj
)∗
(j = 1− 4) ,
G
(pre)ρρ
R1 =
m+ Σ1
Dρρpre , G
(pre)ρρ
R2 =
1− Σ2
Dρρpre ,
G
(pre)ρρ
Rl = −
Σl
Dρρpre (l = 3, 4) ,
G
(pre)ρρ
Kj =
∑4
l=1N (l)j ΣρρKl
Im {[(m+ Σ1)2 −N2(Σ3)2][(Σ∗2 − 1)2 −N2(Σ∗4)2]}
(j = 1− 4) ,
where
Dρρpre =
[
(1− Σ2)2 −N2(Σ4)2
]
P 2 − (m+ Σ1)2 +N2(Σ3)2 (2.46)
and
N (1)1 = −
[
E
(+)
13 F24 + E
(+)
24 F13
]
, N (2)1 = −2F13ReF (−)1234 ,
N (3)1 = 2N2Re [F13H24 + F24H13] , N (4)1 = 2iN2F13ImF (+)1423 ,
N (1)2 = −2F24ReF (+)1234 , N (2)2 = −
[
E
(−)
24 F13 + E
(−)
13 F24
]
,
N (3)2 = 2N2F24ReF (+)1423 , N (4)2 = 2iN2Im [F13H24 + F24H13] ,
N (1)3 = −2Re [F13H24 − F24H13] , N (2)3 = −2F13ReF (−)1423 ,
N (3)3 = −
[
E
(+)
13 F24 − E(+)24 F13
]
, N (4)3 = 2iF13ImF (−)1234 ,
N (1)4 = −2iF24ImF (−)1423 , N (2)4 = 2iIm [−F13H24 + F24H13] ,
N (3)4 = 2iF24ImF (+)1234 , N (4)4 = −
[
E
(−)
13 F24 − E(−)24 F13
]
,
11
with
E
(±)
13 = |m+ Σ1|2 ±N2|Σ3|2 , E(±)24 = |1− Σ2|2 ±N2|Σ4|2 ,
F24 = Im
(1−Σ2)2−N2(Σ4)2
D
ρρ
pre
, F13 = Im
(m+Σ1)2−N2(Σ3)2
D
ρρ
pre
,
F
(±)
1234 = (m+ Σ1)(1− Σ∗2)±N2Σ3Σ∗4 ,
F
(±)
1423 = (m+ Σ1)Σ
∗
4 ± (1− Σ2)Σ∗3 ,
H13 = (m+ Σ1) Σ
∗
3 , H24 = (1− Σ2) Σ∗4 .
Form for GρρR(A) and G
(1)ρρ
K , Eqs. (2.35) and (2.40)
Using the definition (B.1) in Appendix B, one can write the quantity in the square
brackets in Eq. (2.43) as
(
P/ −m
)
τˆ3 − ˆ˜Σ
ρρ
−
[[
ˆ˜Σ⊗ ˆ˜G
(pre)
]
⊗ ˆ˜Σ
]ρρ
. (2.47)
The SF for this is obtained by the repeated use of the formulae in Appendix B:
Eq. (2.47) = −
[
mτˆ3 +
ˆ˜Σ
ρρ
1 + Aˆ
ρ−ρ
1
ˆ˜Σ
−ρρ
1 − P 2Aˆρ−ρ2 ˆ˜Σ
−ρρ
2 −N2Aˆρ−ρ3 ˆ˜Σ
−ρρ
3 − P 2N2Aˆρ−ρ4 ˆ˜Σ
−ρρ
4
]
+
[
τˆ3 − ˆ˜Σ
ρρ
2 − Aˆρ−ρ1 ˆ˜Σ
−ρρ
2 + Aˆ
ρ−ρ
2
ˆ˜Σ
−ρρ
1 −N2Aˆρ−ρ3 ˆ˜Σ
−ρρ
4 −N2Aˆρ−ρ4 ˆ˜Σ
−ρρ
3
]
P/
−
[
ˆ˜Σ
ρρ
3 + Aˆ
ρ−ρ
1
ˆ˜Σ
−ρρ
3 − P 2Aˆρ−ρ2 ˆ˜Σ
−ρρ
4 − Aˆρ−ρ3 ˆ˜Σ
−ρρ
1 − P 2Aˆρ−ρ4 ˆ˜Σ
−ρρ
2
]
N/
−
[
ˆ˜Σ
ρρ
4 + Aˆ
ρ−ρ
1
ˆ˜Σ
−ρρ
4 − Aˆρ−ρ2 ˆ˜Σ
−ρρ
3 + Aˆ
ρ−ρ
3
ˆ˜Σ
−ρρ
2 + Aˆ
ρ−ρ
4
ˆ˜Σ
−ρρ
1
]
P/N/ , (2.48)
where
Aˆρ−ρ1 =
ˆ˜Σ
ρ−ρ
1
ˆ˜G
(pre)−ρ−ρ
1 + P
2 ˆ˜Σ
ρ−ρ
2
ˆ˜G
(pre)−ρ−ρ
2 +N
2 ˆ˜Σ
ρ−ρ
3
ˆ˜G
(pre)−ρ−ρ
3 − P 2N2 ˆ˜Σ
ρ−ρ
4
ˆ˜G
(pre)−ρ−ρ
4 ,
Aˆρ−ρ2 =
ˆ˜Σ
ρ−ρ
1
ˆ˜G
(pre)−ρ−ρ
2 +
ˆ˜Σ
ρ−ρ
2
ˆ˜G
(pre)−ρ−ρ
1 −N2 ˆ˜Σ
ρ−ρ
3
ˆ˜G
(pre)−ρ−ρ
4 +N
2 ˆ˜Σ
ρ−ρ
4
ˆ˜G
(pre)−ρ−ρ
3 ,
Aˆρ−ρ3 =
ˆ˜Σ
ρ−ρ
1
ˆ˜G
(pre)−ρ−ρ
3 + P
2 ˆ˜Σ
ρ−ρ
2
ˆ˜G
(pre)−ρ−ρ
4 +
ˆ˜Σ
ρ−ρ
3
ˆ˜G
(pre)−ρ−ρ
1 − P 2 ˆ˜Σ
ρ−ρ
4
ˆ˜G
(pre)−ρ−ρ
2 ,
Aˆρ−ρ4 =
ˆ˜Σ
ρ−ρ
1
ˆ˜G
(pre)−ρ−ρ
4 +
ˆ˜Σ
ρ−ρ
2
ˆ˜G
(pre)−ρ−ρ
3 − ˆ˜Σ
ρ−ρ
3
ˆ˜G
(pre)−ρ−ρ
2 +
ˆ˜Σ
ρ−ρ
4
ˆ˜G
(pre)−ρ−ρ
1 . (2.49)
We observe that Eq. (2.48) with Eq. (2.49) is obtained from Eq. (2.45) through the following
substitutions (T stands for R,A, or K),
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ΣρρT1 → ΣρρT1 + T ρρ111 + P 2T ρρ221 +N2T ρρ331 − P 2N2T ρρ441 − P 2
[
T ρρ122 + T
ρρ
212 −N2T ρρ342 +N2T ρρ432
]
−N2
[
T ρρ133 + P
2T ρρ243 + T
ρρ
313 − P 2T ρρ423
]
− P 2N2 [T ρρ144 + T ρρ234 − T ρρ324 + T ρρ414] ,
ΣρρT2 → ΣρρT2 + T ρρ112 + P 2T ρρ222 +N2T ρρ332 − P 2N2T ρρ442 − T ρρ121 − T ρρ211 +N2T ρρ341 −N2T ρρ431
+N2
[
T ρρ134 + P
2T ρρ244 + T
ρρ
314 − P 2T ρρ424
]
+N2 [T ρρ143 + T
ρρ
233 − T ρρ323 + T ρρ413] ,
ΣρρT3 → ΣρρT3 + T ρρ113 + P 2T ρρ223 +N2T ρρ333 − P 2N2T ρρ443 − P 2
[
T ρρ124 + T
ρρ
214 −N2T ρρ344 +N2T ρρ434
]
−
[
T ρρ131 + P
2T ρρ241 + T
ρρ
311 − P 2T ρρ421
]
− P 2 [T ρρ142 + T ρρ232 − T ρρ322 + T ρρ412] ,
ΣρρT4 → ΣρρT4 + T ρρ114 + P 2T ρρ224 +N2T ρρ334 − P 2N2T ρρ444 −
[
T ρρ123 + T
ρρ
213 −N2T ρρ343 +N2T ρρ433
]
+
[
T ρρ132 + P
2T ρρ242 + T
ρρ
312 − P 2T ρρ422
]
+ [T ρρ141 + T
ρρ
231 − T ρρ321 + T ρρ411] . (2.50)
Here, for T = R and A,
Rρρijl = Σ
ρ−ρ
Ri G
(pre)−ρ−ρ
Rj Σ
−ρρ
Rl
and
Aρρijl = Σ
ρ−ρ
Ai G
(pre)−ρ−ρ
Aj Σ
−ρρ
Al ,
respectively, and, for T = K,
Kρρijl = Σ
ρ−ρ
Ri
[
G
(pre)−ρ−ρ
Rj Σ
−ρρ
Kl −G(pre)−ρ−ρKj Σ−ρρAl
]
+Σρ−ρKi G
(pre)−ρ−ρ
Aj Σ
−ρρ
Al .
Then, the expressions for GρρRj , G
ρρ
Aj , and G
(1)ρρ
Kj (j = 1− 4) are obtained from those of their
counterparts, in respective order, G
(pre)ρρ
Rj , G
(pre)ρρ
Aj , and G
(pre)ρρ
Kj with the above substitutions.
The forms for Hρσl in G
(2)ρσ
K , Eq. (2.41), and for γ5N/C
ρσ(P ) in G
(3)
K , Eq. (2.42)
The form for Hρσl is obtained by using the formulae in Appendix B:
Hρρl = −Cρ−ρ
(
N2Σ−ρρA3 −N2Σ−ρρA4 P/ + Σ−ρρA1 N/ − Σ−ρρA2 P/N/
)
+
(
N2Σρ−ρR3 −N2Σρ−ρR4 P/ − Σρ−ρR1 N/ + Σρ−ρR2 P/N/
)
C−ρρ ,
Hρ−ρl = γ5
[
Cρ−ρ
(
N2Σ−ρ−ρA3 −N2Σ−ρ−ρA4 P/ + Σ−ρ−ρA1 N/ − Σ−ρ−ρA2 P/N/
)
+
(
N2ΣρρR3 −N2ΣρρR4P/ − ΣρρR1N/ + ΣρρR2P/N/
)
Cρ−ρ
]
. (2.51)
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The form for γ5N/C
ρσ(P ) is given by Eq. (2.51) with
ΣρσA1 → δρσ , ΣρσAj → 0 (j = 2− 4) ,
ΣρσRj → 0 (j = 1− 4) .
The form for Gˆρ−ρ
Having obtained the expression for Gˆρρ, we can get the expression for Gˆρ−ρ from Eqs.
Eq. (2.36), (2.39) - (2.42), by repeatedly using the formulae in Appendix B.
III. GLUON PROPAGATOR
A. Preliminary
We adopt a Coulomb gauge. The result for a covariant gauge is summarized in Appendix
D.
As an orthogonal basis in Minkowski space, we choose
P˜ µ ≡ Pµ − p0nµ = (0, ~p) , ζ˜µ =
(
0, ~ζ − (~ζ · ~p) ~p/~p 2
)
,
nµ = (1,~0) , Eµ⊥ = ǫ
µνρσP˜ν ζ˜ρnσ .
(3.1)
These vectors are orthogonal with each other and their norms are
P˜ 2 = −~p 2 , ζ˜2 = −1 + (~ζ · ~p)2/~p 2 ,
n2 = 1 , E2⊥ = ~p
2ζ˜2 .
Incidentally, ǫµνρσP˜ρζ˜σ, ǫ
µνρσP˜ρnσ, and ǫ
µνρσ ζ˜ρnσ are not independent but are constructed
out of the above four vectors, e.g., ǫµνρσP˜ρζ˜σ = (E
µ
⊥n
ν − nµEν⊥), etc.
We define the projection operators,
PµνT (P ) = gµν −
nµnν
n2
− P˜
µP˜ ν
P˜ 2
, (3.2)
PµνL (P ) =
nµnν
n2
, (3.3)
PµνG (P ) =
P˜ µP˜ ν
P˜ 2
. (3.4)
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Although, n2 = 1, we have written n2 explicitly for later convenience. In the above defi-
nitions, ‘T ’, ‘L’, and ‘G’ stand, in respective order, for transverse, longitudinal, and gauge
fixing. (Following tradition, we call nµnν/n2 in Eq. (3.3) the “longitudinal projection oper-
ator”.) From Eqs. (3.1) - (3.4), one can show that
P˜µPµνU = PνµU P˜µ = δUGP˜ ν ,
nµPµνU = PνµU nµ = δULnν ,
ζ˜µPµνU = PνµU ζ˜µ = δUT ζ˜ν ,
(E⊥)µPµνU = PνµU (E⊥)µ = δUTEν⊥ . (3.5)
Let A be a generic second-rank tensor in Minkowski space, whose (µν)-component is
(A)µν = Aµν . Aµν is decomposed as
Aµν(P ) =
∑
U, V=T,L,G
PµρU (AUV )ρσ PσνV
≡ ∑
U, V=T,L,G
(PU · AUV · PV )µν , (3.6)
AµνTT = A
TT
1 PµνT + ATT2 ζ˜µζ˜ν − ATT
′
3 ζ˜
µEν⊥
+AT
′T
3 E
µ
⊥ζ˜
ν ,
AµνLL = A
LL
1 PµνL ,
AµνGG = A
GG
1 PµνG ,
AµνTL = A
TL
1 ζ˜
µnν + ATL2 E
µ
⊥n
ν ,
AµνLT = A
LT
1 n
µζ˜ν − ALT2 nµEν⊥ ,
AµνTG = A
TG
1 E
µ
⊥P˜
ν + ATG2 ζ˜
µP˜ ν ,
AµνGT = A
GT
1 P˜
µEν⊥ − AGT2 P˜ µζ˜ν ,
AµνLG = A
LG
1 n
µP˜ ν ,
AµνGL = −AGL1 P˜ µnν . (3.7)
From Eq. (3.5), follows (PU · AUV · PV )µν = AµνUV (U, V = T, L,G). We call Eqs. (3.6) and
(3.7) the standard form (SF) and refer AµνUV (U, V = T, L,G) or A
UV
j (U, V = T, T
′, L,G)
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to as an SF-element of Aµν . It is to be understood that the (bare and self-energy-part
resummed) propagators and the self-energy part, which appear in the following, are to be
written in the SF.
B. Bare propagators
Bare gluon propagator
First of all, we note that the bare propagator matrix Dˆ(P ) and the self-energy-part
resummed propagator matrix Gˆ(P ) enjoy the “symmetry” property,
(
Dˆµν(P )
)∗
= −τˆ1
t
Dˆνµ(P )τˆ1 ,(
Gˆµν(P )
)∗
= −τˆ1
t
Gˆνµ(P )τˆ1 ,
Dˆµν(P ) =
t
Dˆνµ(−P ) ,
Gˆµν(P ) =
t
Gˆνµ(−P ) . (3.8)
The first two equations results from the hermiticity of the density matrix.
Dˆµν(P ) is an inverse of
(Dˆ−1(P ))µν = −
[
P 2gµν − P µP ν + 1
λ
P˜ µP˜ ν
]
τˆ3 (3.9)
with λ a gauge parameter. A general solution to (D−1D)
µν
= gµν is written as
Dˆ = Dˆ(0) +DKMˆ+ , (3.10)
Dˆ(0) = DˆRA + f˜(DR −DA)Mˆ+ , (3.11)
DˆRA =

 DR 0
DR −DA −DA

 , (3.12)
DµνK = (DK)
µν
TT = −C˜µν (∆R(P )−∆A(P )) ,
(3.13)
C˜µν = CTT2 (P )ζ˜
µζ˜ν − CTT ′3 (P )ζ˜µEν⊥
+CT
′T
3 (P )E
µ
⊥ζ˜
ν , (3.14)
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where
f˜(P ) = θ(p0)N(|p0|, ~p)− θ(−p0)[1 +N(|p0|,−~p)] ,
DµνR = (D
µν
A )
∗
= −∆RPµνT −
1
P˜ 2
[
1 + λ
p20
P˜ 2
]
PµνL
− λ
P˜ 2
PµνG − λ
p0
P˜ 4
(P˜ µnν + nµP˜ ν) .
(3.15)
Here N is the number density of the transverse gluon and ∆R(A) is as in Eq. (2.11). From
Eqs. (3.8), (3.10), and (3.13), we have
(
CTT2
)∗
= CTT2 ,
(
CTT
′
3
)∗
= −CT ′T3 (3.16)
Note that, for the quasiuniform systems near equilibrium, CTT2 , C
TT ′
3 , and C
T ′T
3 are small
when compared to f˜ .
Bare ghost propagator
A bare Fadeev-Popov (FP) ghost propagator ˆ˜D is
ˆ˜D =
1
P˜ 2
τˆ3 . (3.17)
C. Dyson equation
Gluon sector
The self-energy-part (Πˆ) resummed propagator Gˆ obeys
Gˆ(P ) = Dˆ(P )− Dˆ(P )Πˆ(P )Gˆ(P ) . (3.18)
From Eq. (3.8), we obtain the symmetry relations, for the SF-elements of Gˆµν ,
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(
GˆUVj (P )
)∗
= −σUVj τˆ1
t
GˆV Uj (P )τˆ1 ,
GˆUVj (P ) =
t
GˆV Uj (−P ) (U, V = T, T ′, L,G) ,
(3.19)
where σUVj = σ
V U
j with σ
UU
j = + (U = T, L,G) and
σUVj =


+ for (UV, j) = (TL, 1) , (TG, 1)
− for (UV, j) = (TT ′, 3) , (TL, 2) ,
(TG, 2) , (LG, 1) .
Similar relations hold for
(
Πˆj
)
UV
’s.
Components of Πˆ follow the same relation as (2.19) and then Πˆ is written as
Πˆ = Πˆ(0) −ΠKMˆ− , (3.20)
Πˆ(0) =

 ΠR 0−ΠR +ΠA −ΠA

+ f˜(ΠR −ΠA)Mˆ− ,
(3.21)
ΠR = Π11 +Π12 , (3.22)
ΠA = Π11 +Π21 , (3.23)
ΠK = (1 + f˜)Π12 − f˜Π21 . (3.24)
From Eq. (3.19) with Πˆj for Gˆj, we obtain the symmetry relations (U, V,= T, T
′, L,G),
(
ΠUVAj (P )
)∗
= σUVj Π
V U
Rj (P ) , (3.25)(
ΠUVKj (P )
)∗
= −σUVj ΠV UKj (P ) , (3.26)
ΠUVRj (P ) = Π
V U
Aj (−P ) = σUVj (ΠUVRj (−P ))∗ ,
ΠUVKj (P ) = Π
V U
Kj (−P )
−ǫ(p0) [N(|p0|, ~p)−N(|p0|,−~p)]
×
(
ΠV URj (−P )− ΠV UAj (−P )
)
.
Components of G follow the same relation as (2.25) and then Gˆ is written as
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Gˆ = Gˆ(0) +GKMˆ+ , (3.27)
Gˆ(0) =

 GR 0
GR −GA −GA

+ f˜(GR −GA)Mˆ+ ,
(3.28)
GR = G11 −G12 , (3.29)
GA = G11 −G21 , (3.30)
GK = (1 + f˜)G12 − f˜G21 . (3.31)
For equilibrium systems, ΠK = GK = 0. From Eq. (3.19), follows the symmetry relations
(U, V,= T, T ′, L,G),
(
GUVAj (P )
)∗
= σUVj G
V U
Rj (P ) , (3.32)(
GUVKj (P )
)∗
= −σUVj GV UKj (P ) , (3.33)
GUVRj (P ) = G
V U
Aj (−P ) = σUVj (GUVRj (−P ))∗ ,
(3.34)
GUVKj (P ) = G
V U
Kj (−P )
+ǫ(p0) [N(|p0|, ~p)−N(|p0|,−~p)]
×
(
GV URj (−P )−GV UAj (−P )
)
. (3.35)
Substitution of Eqs. (3.10), (3.20), and (3.27) into Eq. (3.18) yields
Gˆ(0) = Dˆ(0) − Dˆ(0)ΠˆGˆ(0) , (3.36)
GK = DK −DRΠRGK +DRΠKGA −DKΠAGA .
(3.37)
Eq. (3.36) is formally solved to give
GR(A) =
[
D−1 +ΠR(A)
]−1
. (3.38)
For later convenience, we rewrite Eq. (3.38) as (cf. Eq. (3.9))
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GR =
[
D−10 +Π
′
R
]−1
, (3.39)
(D−10 )
µν = −P˜ 2
[
PµνT + PµνL +
1
λ
PµνG
]
, (3.40)
Π
′µν
R = Π
µν
R − p20 (PµνT + PµνG )
+p0(n
µP˜ ν + P˜ µnν) . (3.41)
The SF for GR(A) will be given in the next section.
As for GK , Eq. (3.37), through similar procedure as in the quark case (cf. Appendix
A), we obtain
GK = G
(1)
K +G
(2)
K +G
(3)
K ,
G
(1)
K = GRΠKGA ,
G
(2)
K = −GR
[
C˜ΠA −ΠRC˜
]
GA
≡ −GRH˜lGA , (3.42)
G
(3)
K = GRC˜− C˜GA ,
where C˜ is as in Eq. (3.14). SF-elements of H˜l is given in the next section. The SF elements
of GK is obtained by repeatedly using the formulae in Appendix C.
Ghost sector
The self-energy-part ( ˆ˜Π) resummed propagator ˆ˜G obeys
ˆ˜G(P ) = ˆ˜D(P )
[
1 + ˆ˜Π(P ) ˆ˜G(P )
]
=
[
1 + ˆ˜G(P ) ˆ˜Π(P )
]
ˆ˜D . (3.43)
Since, ˆ˜D, Eq. (3.17), is a diagonal (2×2)-matrix, ˆ˜Π is also diagonal. Then, from Eq. (3.43),
ˆ˜G is diagonal also. Among the components of ˆ˜Π ( ˆ˜G), there is the same relation as (2.19)
((2.25)). Then we have
ˆ˜Π = Π˜τˆ3 ,
ˆ˜G = G˜τˆ3 (3.44)
with Π˜ and G˜ real, and
G˜(P ) =
1
P˜ 2 − Π˜(P ) = −
1
~p 2 + Π˜(P )
. (3.45)
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D. Self-energy-part resummed gluon propagator
Form for
(
GR(A)
)
UV
Through a Slavnov-Taylor identity, (Gˆ1)UG (U = G, T, L) and (Gˆ2)TG (and then also
(Gˆ1)GU and (Gˆ2)GT via Eq. (3.19)) are related to the self-energy-part resummed FP-ghost
propagator ˆ˜G and the FP-ghost “pre self-energy part”1 ˆ˜Πµ.
The Slavnov-Taylor identity reads [7]:
GˆµνP˜
ν = λ
[
τˆ3
ˆ˜Πµ − Pµ
]
ˆ˜G
= λ
[
τˆ3
(
ˆ˜Πµ − p0nµτˆ3
)
− P˜µ
]
ˆ˜G . (3.46)
Here ˆ˜G(P ) is as in Eq. (3.44) with Eq. (3.45). As in Eq. (3.44), ˆ˜Πµ is diagonal (2×2)-matrix,
ˆ˜Πµ = Π˜µτˆ3 (Π˜
∗
µ = Π˜µ) . (3.47)
Substitution of the SF for Gˆµν into Eq. (3.46) yields
GGGR1 (P ) = G
GG
A1 (P ) = λ
1
P˜ 2
[
Π˜(P )− P˜ 2
]
G˜(P )
= −λ 1
P˜ 2
, (3.48)
GTGR1 (P ) = G
TG
A1 (P ) = λ
1
P˜ 2E2⊥
(
Eµ⊥Π˜µ(P )
)
G˜(P ) ,
(3.49)
GTGR2 (P ) = G
TG
A2 (P ) = λ
1
P˜ 2ζ˜2
(
ζ˜µΠ˜µ(P )
)
G˜(P ) , (3.50)
GLGR1 (P ) = G
LG
A1 (P ) = λ
1
P˜ 2n2
(
nµΠ˜µ(P )− p0
)
G˜(P ) ,
(3.51)
GGGK1 = G
TG
K1 = G
TG
K2 = G
LG
K1 = 0 . (3.52)
1 ˆ˜Πµ is evaluated by replacing the vertex factor gCabcP˜
µ at the “end vertex” with gCabc. Here
the “end vertex” is the vertex from which the outgoing ghost comes out of the diagram. Then, the
ghost self-energy part ˆ˜Π is related to ˆ˜Πµ through
ˆ˜Π = P˜µ ˆ˜Πµ.
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All the above quantities are real. In deriving Eq. (3.48), Eq. (3.45) has been used. Sub-
stituting Eqs. (3.48) - (3.52) into Eq. (3.35), we obtain GGTKj = G
GL
K1 = 0. From the above
formulae, we see that GˆµνUG (U = T, L,G) and Gˆ
µν
GU (U = T, L) vanish in the strict Coulomb
gauge (λ = 0).
We are now in a position to obtain (GR)UV (U 6= G, V 6= G) from Eq. (3.39). We divide
(GR)UV into two pieces, (GR)UV =
(
G
(λ=0)
R
)
UV
+
(
G
(λ)
R
)
UV
, the latter of which vanishes in
the strict Coulomb gauge (λ = 0).
Straightforward manipulation of Eq. (3.39) using the formulae in Appendix C yields, for
the SF-elements of G(λ=0) (≡ G(λ=0)R ) (ΠUVj ≡ ΠUVRj ),
DG(λ=0)TT1 = −
(
P˜ 2 −Π′TT1 − ζ˜2ΠTT2
) (
P˜ 2 −ΠLL1
)
+ ζ˜2n2ΠTL1 Π
LT
1 ,
DG(λ=0)TT2 = −
(
P˜ 2 −ΠLL1
)
ΠTT2 + P˜
2n4ΠTL2 Π
LT
2 + n
2ΠTL1 Π
LT
1 ,
DG(λ=0)T ′T3 = −
(
P˜ 2 −ΠLL1
)
ΠT
′T
3 − n2ΠLT1 ΠTL2 ,
DG(λ=0)LL1 = −
(
P˜ 2 −Π′TT1 − ζ˜2ΠTT2
) (
P˜ 2 −Π′TT1
)
+ P˜ 2ζ˜4n2ΠTT
′
3 Π
T ′T
3 ,
DG(λ=0)TL2 = −
(
P˜ 2 −Π′TT1 − ζ˜2ΠTT2
)
ΠTL2 − ζ˜2ΠTL1 ΠT
′T
3 ,
DG(λ=0)LT1 = −
(
P˜ 2 −Π′TT1
)
ΠLT1 − P˜ 2ζ˜2n2ΠLT2 ΠT
′T
3 , (3.53)
where
D =
[(
P˜ 2 −Π′TT1
) (
P˜ 2 −ΠLL1
)
− P˜ 2ζ˜2n4ΠLT2 ΠTL2
] (
P˜ 2 −Π′TT1 − ζ˜2ΠTT2
)
−ζ˜2n2ΠLT1
[(
P˜ 2 − Π′TT1
)
ΠTL1 + P˜
2ζ˜2n2ΠTT
′
3 Π
TL
2
]
+~p 2ζ˜4ΠT
′T
3
[(
P˜ 2 − ΠLL1
)
ΠTT
′
3 + n
2ΠTL1 Π
LT
2
]
.
Here, we note that, from Eq. (3.41), P˜ 2 −Π′TT1 = P 2 −ΠTT1 holds. The SF-elements of the
gauge-parameter dependent part G(λ) ≡ G(λ)R reads
DG(λ)TT1 = −P˜ 4ζ˜2n2
[(
P˜ 2 − Π′TT1 − ζ˜2ΠTT2
) {(
P˜ 2 − ΠLL1
)
ΠGT1 + n
2Π
′GL
1 Π
LT
2
}
+ζ˜2ΠGT2
{(
P˜ 2 −ΠLL1
)
ΠTT
′
3 + n
2ΠTL1 Π
LT
2
}
−ζ˜2n2ΠLT1
{
ΠGT1 Π
TL
1 −Π
′GL
1 Π
TT ′
3
}]
GTG1 ,
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DG(λ)TT2 = −
P˜ 2
ζ˜2ΠT
′T
3
[{
(P˜ 2 −ΠLL1 )ΠGT2 + n2Π
′GL
1 Π
LT
1
} (
P˜ 2 −Π′TT1
)2
+P˜ 2ζ˜2n4ΠTL2
(
P˜ 2 −Π′TT1
) {
ΠLT1 Π
GT
1 −ΠLT2 ΠGT2
}
−P˜ 2ζ˜4n2ΠT ′T3
{
(P˜ 2 − ΠLL1 )
(
ΠGT2 Π
TT ′
3 − ΠGT1 ΠTT2
)
+n2Π
′GL
1
(
ΠLT1 Π
TT ′
3 − ΠTT2 ΠLT2
)
+ n2ΠTL1
(
ΠGT2 Π
LT
2 − ΠGT1 ΠLT1
)}]
GTG1
−n
2
ζ˜2
ΠTL2 G
LG
1
ΠT
′T
3 G
TG
1
G
(λ)T ′T
3 D +
P˜ 2
ζ˜4
ΠTG1
ΠT
′T
3
GGT2 D ,
DG(λ)T ′T3 = P˜ 2
[
−P˜ 2ζ˜2n2ΠGT1
{(
P˜ 2 − ΠLL1
)
ΠT
′T
3 + n
2ΠLT1 Π
TL
2
}
−ΠGT2
{(
P˜ 2 −Π′TT1
)
(P˜ 2 −ΠLL1 )− P˜ 2ζ˜2n4ΠTL2 ΠLT2
}
−n2Π′GL1
{(
P˜ 2 −Π′TT1
)
ΠLT1 + P˜
2ζ˜2n2ΠLT2 Π
T ′T
3
}]
GTG1 ,
DG(λ)LL1 = ~p 2
[(
P˜ 2 − Π′TT1 − ζ˜2ΠTT2
) {(
P˜ 2 −Π′TT1
)
Π
′GL
1 + P˜
2ζ˜2n2ΠGT1 Π
TL
2
}
+ζ˜2ΠGT2
{(
P˜ 2 −Π′TT1
)
ΠTL1 + P˜
2ζ˜2n2ΠTL2 Π
TT ′
3
}
−P˜ 2ζ˜4n2ΠT ′T3
{
Π
′GL
1 Π
TT ′
3 −ΠGT1 ΠTL1
}]
GLG1 ,
DG(λ)TL2 = P˜ 2
[
−Π′GL1
(
P˜ 2 − Π′TT1
)2
+ P˜ 2ζ˜4n2ΠGT1
{
ΠTT2 Π
TL
2 −ΠTL1 ΠT
′T
3
}
+ζ˜2
(
P˜ 2 − Π′TT1
) {
−P˜ 2n2ΠGT1 ΠTL2 +ΠTT2 Π
′GL
1 − ΠGT2 ΠTL1
}
−P˜ 2ζ˜4n2ΠTT ′3
{
ΠGT2 Π
TL
2 −Π
′GL
1 Π
T ′T
3
}]
GTG1 ,
G
(λ)LT
1 = G
(λ)T ′T
3
GLG1
GTG1
. (3.54)
Here, GTG1
(
≡ GTGR1
)
and GLG1
(
≡ GLGR1
)
are as in Eqs. (3.49) and (3.51), respectively. GGT2(
≡ GGTR2
)
is obtained from GTGA2 , Eq. (3.50), with the help of Eq. (3.32).
(GA)UV is obtained from th above formulae with the substitutions Π
UV
j (≡ ΠUVRj ) →
ΠUVAj . G
TT ′
R3 , G
TL
R1 , and G
LT
R2 are obtained, in respective order, from G
T ′T
A3 , G
LT
A1 , and G
TL
A2 with
the help of Eq. (3.32) or Eq. (3.34).
Form for
(
H˜l
)
UV
in Eq. (3.42)
Straightforward computation using the formulae in Appendix C yields, for the SF-
elements of H˜l,
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(H˜l)
TT
1 = 2iζ˜
2E2⊥Im
(
CTT
′
3 Π
T ′T
R3
)
,
(H˜l)
TT
2 = 2iIm
{
−CTT2
(
ΠTTR1 + ζ˜
2ΠTTR2
)
+E2⊥C
T ′T
3
(
ΠTT
′
R3 +Π
TT ′
A3
)}
,
(H˜l)
TT ′
3 = ζ˜
2CTT2 Π
TT ′
A3 − CTT
′
3
(
2iImΠTTR1 + ζ˜
2ΠTTR2
)
,
(H˜l)
TL
1 = ζ˜
2CTT2 Π
TL
A1 −E2⊥CTT
′
3 Π
TL
A2 ,
(H˜l)
TL
2 = ζ˜
2CT
′T
3 Π
TL
A1 . (3.55)
(H˜l)
T ′T
3 , (H˜l)
LT
1 , and (H˜l)
LT
2 are obtained using Eqs. (3.32) and (3.35). Other SF-elements
than the above ones vanish.
IV. GRADIENT PARTS OF THE PROPAGATORS AND THE GENERALIZED
BOLTZMANN EQUATIONS
Here, we deduce the gradient terms of the quark and gluon propagators, and derive
generalized Boltzmann equations and their relatives. Procedure goes parallel to those in
[8–10], and then we describe briefly.
A. Quark sector
A configuration-space counterpart of F (P,X) is denoted by F (x, y):
F (x, y) =
∫
d 4P
(2π)4
e−iP ·(x−y)F (P,X)
(
X =
x+ y
2
)
,
≡ (F (P,X))IWT (x, y) .
If F (P,X) is independent of X, F (x, y) = F (x − y) ≡ (F (P ))IFT (x − y). Here “IWT”
(“IFT”) stands for an inverse Wigner (Fourier) transform.
1. Preliminary
Configuration-space counterparts of Eqs. (2.4) and (2.5) are, with obvious notation,
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A(x, y) =
∑
ρ, σ=±
[
Pρ · Aρσ · Pσ
]
(x, y) , (4.1)
Aρρ = Aρρ1 +
1
2
(
Aρρ2 · (i∂/ ) + (i∂/ ) · Aρρ2
)
+
1
2
(
Aρρ3 ·N/ +N/ ·Aρρ3
)
+
1
2
(
Aρρ4 · (i∂/ ) ·N/ + (i∂/ ) ·N/ · Aρρ4
)
,
Aρ−ρ = γ5
[
Aρ−ρ1 +
1
2
(
Aρ−ρ2 · (i∂/ ) + (i∂/ ) · Aρ−ρ2
)
+
1
2
(
Aρ−ρ3 ·N/ +N/ ·Aρ−ρ3
)
+
1
2
(
Aρ−ρ4 · (i∂/ ) ·N/ + (i∂/ ) ·N/ ·Aρ−ρ4
)]
.
Here we have used the short-hand notation F · G, which is a function whose “(x, y)-
component” is
[F ·G](x, y) =
∫
d 4z F (x, z)G(z, y) . (4.2)
For later use, we display the Wigner transform of FG = F ·G:
FG(P,X) = F (P,X)G(P,X)− i
2
{F (P,X), G(P,X)} , (4.3)
which is valid to the gradient approximation. The “Poisson bracket” in Eq. (4.3) is defined
as
{F, G} ≡ ∂F
∂Xµ
∂G
∂Pµ
− ∂F
∂Pµ
∂G
∂Xµ
. (4.4)
2. Bare propagator and counter-Lagrangian
We proceed as in [9]. We start from the expression for the free propagator Sˆ(x, y) (cf.
Eqs. (2.8) - (2.10)),
Sˆ(x, y) =
∑
ρ=±
Pρ · Sˆρ · Pρ + SKMˆ+ ,
Sˆρ =

 SˆR 0
SˆR − SˆA −SˆA


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−
(
SˆR · fρ − f ρ · SˆA
)
Mˆ+ ,
SK =
∑
ρ=±
Pρ ·
(
SR · γ5N/ · Cρ−ρ
−Cρ−ρ · γ5N/ · SA
)
· P−ρ .
For the time being, f
ρ
(x, y) and Cρ−ρ(x, y) in the above equations are left to be arbitrary.
Specification of them will be made in Subsubsec. 5. Sˆ in Eq. (2.8) is the leading part of the
derivative expansion (DEX) of Sˆ(P,X)
(
WT←− Sˆ(x, y)
)
. Straightforward calculation within
the gradient approximation yields
Sˆ
−1 · Sˆ = Sˆ · Sˆ−1 = 1 , (4.5)
Sˆ
−1
(x, y) =
(
i∂/ x −m
)
δ 4(x− y)τˆ3 − Lc(x, y)Mˆ− ,
Lc = Lc1 + Lc2 ,
Lc1 = i
∑
ρ=±
(
∂/Xfρ
)
Pρ
= i
∑
ρ=±
Pρ
[
P · ∂X
P 2
P/ +
N · ∂X
N2
N/ +
ρǫ(p0)
e2⊥
(e⊥ · ∂X)P/N/
]
fρPρ , (4.6)
Lc2 = i
∑
ρ=±
Pργ5
[
∂N/
∂Pα
∂Cρ−ρ
∂Xα
(P/ −m) +
(
∂/XCρ−ρ
)
N/
]
P−ρ
= i
∑
ρ=±
Pργ5
[{
−ρǫ(p0)
N2
N/ eµ⊥
∂Nµ
∂Pα
− P/N/
2N2
∂N2
∂Pα
−m
(
− P/
P 2
Nα +
N/
2N2
∂N2
∂Pα
− ρǫ(p0)
e2⊥
P/N/ eµ⊥
∂Nµ
∂Pα
)}
∂Cρ−ρ
∂Xα
+
{
ρǫ(p0)
P 2
P/ (e⊥ · ∂X) + P
/N/
P 2
(P · ∂X)
}
Cρ−ρ
]
P−ρ . (4.7)
Here 1/P 2 ≡ P/P 2, 1/N2 ≡ P/N2, and 1/e2⊥ = P/e2⊥, with P denoting to take the principal
part.
Eq. (4.5) tells us that the free action of the theory [6,9] is
A0 =
∫
d 4x d 4y ˆ¯ψ(x)Sˆ
−1
(x, y)ψˆ(y) , (4.8)
ˆ¯ψ = (ψ¯1, ψ¯2) , ψˆ =

 ψ1
ψ2

 .
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Since the term with Lc(x, y)
(
∈ Sˆ−1
)
in A0 is absent in the original action, we should
introduce a counteraction to compensate it:
Ac =
∫
d 4x d 4y ˆ¯ψ(x)Lc(x, y)Mˆ−ψˆ(y) , (4.9)
which yields a (two-point) vertex factor
iLc(x, y)Mˆ−
WT−→ i (Lc1(P,X) + Lc2(P,X)) Mˆ− . (4.10)
Here “WT” indicates to take Wigner transformation.
3. Dyson equation
Let us start with considering a “product” of A and B of the type (4.1) (cf. Eq. (4.2)),
C(x, y) = [A · B] (x, y)
=

 ∑
ρ, ξ, σ=±
Pρ · Aρξ · Pξ ·Bξσ · Pσ

 (x, y) .
(4.11)
Using Eq. (4.3), we obtain, for the Wigner transform of C to the gradient approximation,
C(P,X) =
∑
ρ, ξ, σ=±
[
PρAρξ(P,X)Bξσ(P,X)Pσ
+
i
2
Pρ
{
Aρξ
∂Pξ
∂Pµ
∂Bξσ
∂Xµ
−∂A
ρξ
∂Xµ
∂Pξ
∂Pµ
Bξσ
}
Pσ + ...
]
, (4.12)
where “ ... ” stands for other pieces of the gradient terms than the second term. Thanks to
the relation,
P±ρ∂Pρ
∂Pµ
=
∂Pρ
∂Pµ
P∓ρ ,
the second term vanishes, Pρ {...}Pσ = 0. Then, to the gradient approximation, C(x, y) in
Eq. (4.11) may be written as
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C(x, y) ≃

 ∑
ρ, ξ, σ=±
Pρ · Aρξ · Bξσ · Pσ

 (x, y) .
Thus, as in Eq. (2.15), we can use the (2 × 2) matrix notation in a “polarization space”,
(A)ρσ = Aρσ (ρ, σ = ±).
The self-energy-part
(
Σˆ(x, y)
)
resummed propagator Gˆ obeys
Gˆ = Sˆ+ Sˆ · Σˆ · Gˆ = Sˆ+ Gˆ · Σˆ · Sˆ , (4.13)
Sˆ =

 SR 0
SR − SA −SA

1
− (SR · f − f · SA − SK) Mˆ+ ,
SK = SR · γ5N/ ·C−C · γ5N/ · SA ,
C =

 0 C+−
C−+ 0

 .
For Gˆ and Σˆ, we have (cf. Eqs. (2.26) - (2.30), (2.20) - (2.24))
Gˆ =

 GR 0
GR −GA −GA


− [GR · f − f ·GA −GK ] Mˆ+ , (4.14)
Σˆ =

 ΣR 0
−ΣR +ΣA −ΣA


− [ΣR · f − f ·ΣA +ΣK ] Mˆ− ,
GK = GR · f − f ·GA +G12 ,
ΣK = −ΣR · f + f ·ΣA + Σˆ12 . (4.15)
Eq. (4.13) may be solved to give
GR(A)(x, y) =
[
1(i∂/ x −m)−1δ 4(x− y)
−ΣR(A)(x, y)
]−1
, (4.16)
GK = G
[1]
K +G
[2]
K +G
[3]
K , (4.17)
G
[1]
K = −GR ·ΣK ·GA , (4.18)
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G
[2]
K = GR ·
[
γ5N/ ·C ·ΣA
−ΣR ·C · γ5N/
]
·GA
≡ GR ·H ·GA , (4.19)
G
[3]
K = GR · γ5N/ ·C−C · γ5N/ ·GA . (4.20)
The form for the leading part of the DEX of Gˆ(X,P )
(
WT←− G(x, y)
)
is the Gˆ that is deduced
in Sec. II.
4. Gradient piece of the self-energy-part resummed propagator
Form for GR(A)
From Eq. (4.16), we obtain, for the component GρσR ,
GρρR (x, y) =
[(
i∂/ −m
)
δ 4(x− y)− ΣρρR
−Σρ−ρR ·G(pre)−ρ−ρR · Σ−ρρR
]−1
, (4.21)
Gρ−ρR (x, y) = G
(pre)ρρ
R · Σρ−ρR ·G−ρ−ρR
= GρρR · Σρ−ρR ·G(pre)−ρ−ρR , (4.22)
G
(pre)ρρ
R (x, y) =
[(
i∂/ −m
)
δ 4(x− y)− ΣρρR (x, y)
]−1
.
(4.23)
Solving Eqs. (4.21) and (4.22), we write the solutions as GρσR = G
(0)ρσ
R +G
(1)ρσ
R . Here, G
(0)ρσ
R
is the leading part of the DEX of GρσR , whose form has been obtained in Sec. II. The gradient
part G
(1)ρσ
R is obtained as
G
(1)ρρ
R =
i
2
G
(0)ρρ
R
[{(
G
(0)ρρ
R
)−1
, G
(0)ρρ
R
}
−
{
Σρ−ρR |G(pre)
−ρ−ρ
R |Σ−ρρR
}
G
(0)ρρ
R
−Σρ−ρR
{
G
(pre)−ρ−ρ
R , Σ
−ρρ
R
}
G
(0)ρρ
R −
{
Σρ−ρR , G
(pre)−ρ−ρ
R
}
Σ−ρρR G
(0)ρρ
R
]
=
i
2
[{
G
(0)ρρ
R ,
(
G
(0)ρρ
R
)−1}−G(0)ρρR
{
Σρ−ρR |G(pre)
−ρ−ρ
R |Σ−ρρR
}
−G(0)ρρR
{
Σρ−ρR , G
(pre)−ρ−ρ
R
}
Σ−ρρR −G(0)ρρR Σρ−ρR
{
G
(pre)−ρ−ρ
R , Σ
−ρρ
R
}]
G
(0)ρρ
R , (4.24)
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G
(1)ρ−ρ
R = −
i
2
[{
G
(pre)ρρ
R , Σ
ρ−ρ
R
}
G
(0)−ρ−ρ
R +
{
G
(pre)ρρ
R |Σρ−ρR |G(0)−ρ−ρR
}
+G
(pre)ρρ
R
{
Σρ−ρR , G
(0)−ρ−ρ
R
}]
= − i
2
[{
G
(0)ρρ
R , Σ
ρ−ρ
R
}
G
(pre)−ρ−ρ
R +
{
G
(0)ρρ
R |Σρ−ρR |G(pre)−ρ−ρR
}
+G
(0)ρρ
R
{
Σρ−ρR , G
(pre)−ρ−ρ
R
}]
,
where
{A|B|C} ≡ ∂A
∂Xµ
B
∂C
∂Pµ
− ∂A
∂Pµ
B
∂C
∂Xµ
. (4.25)
Then, GR(x, y) is written as (cf. Eq. (4.1))
GR(x, y) =
∑
ρ, σ=±
[
Pρ · (GρσR (P,X))IWT · Pσ
]
(x, y) ,
We write the solution to Eq. (4.23) as G
(pre)ρρ
R = G
(pre) (0)ρρ
R + G
(pre) (1)ρρ
R . The form for
G
(pre) (0)ρρ
R is given in Sec. II, while the form for G
(pre) (1)ρρ
R is given by Eq. (4.24) with the
following replacements,
G
(0)ρσ
R → G(pre)(0)ρσR , G(1)ρσR → G(pre)(1)ρσR , G(pre)∓ρ∓ρR → 0 .
GA(P,X) is obtained from GR(P,X) with ΣA’s for ΣR’s.
Form for ΣK , which is involved in G
[1]
K in Eq. (4.18)
Computation of Eq. (4.15) to the gradient approximation yields
ΣK = Lc1 + Lc2 −
∑
ρ, σ=±
Pρ ·
[
(ΣρσR fσ)IWT − (fρΣρσA )IWT − Σρσ12
]
· Pσ + Σ[1]K , (4.26)
Σ
[1]
K = −
i
2
∑
ρ, σ=±
Pρ [{fσ, ΣρσR }+ {fρ, ΣρσA }]Pσ . (4.27)
Lc1 and Lc2 in Eq. (4.26) come from Ac in Eq. (4.9) (see Eq. (4.10)). The standard forms
for Σ
[1]
K , H (Eq. (4.19)), and γ5N/ ·C and C · γ5N/ in Eq.(4.20) are given in Appendix E.
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5. Perturbation theories — Generalized Boltzmann equations and their relatives
The aim of this subsubsection is to construct perturbation theories. We are employing
the interaction picture in the sense of [11]. Then, the quark-gluon system of our concern is
characterized by a density matrix ρ at an initial time X0 = X0i , from which fρ(P,X
0
i , ~X)
and Cρ−ρ(P,X
0
i ,
~X) (cf. Eqs. (2.8) - (2.10)) are determined. It should be emphasized that
there is no information at this stage on how fρ(P,X) and Cρ−ρ(P,X) evolve in spacetime.
Then, in the course of construction of a perturbative framework, certain evolution equations
that describe the spacetime evolution for fρ and Cρ−ρ should be settled. As a matter of fact,
one can choose any forms for the evolution equations, on the basis of which a perturbative
framework is constructed. Different frameworks are physically equivalent in the sense that
they lead to the same result for the physical quantities (see below for more details). In the
sequel, we construct two kind of perturbative frameworks by employing two different forms
for the evolution equations.
As seen from Eq. (4.14), the propagator Gˆ is written in terms of GR, GA, and GK .
GR(P,X) [GA(P,X)] is analytic in an upper [a lower] half complex p0-plane. Then, in
calculating some quantity, the parts of Gˆ that are proportional to GR or to GA yield well-
defined contributions. Now, we observe that G
[1]
K and G
[2]
K , Eqs. (4.18) and (4.19), contain
GRGA. Since GA is essentially the complex conjugate of GR, GRGA is disastrously large on
the energy shells2, p0 = ±ω±(±~p,X), on which
Re (GρρR (P,X))
−1
p0 = ±ω±(±~p,X)
= 0 . (4.28)
As a matter of fact, in the narrow-width approximation, Im (GρρR )
−1 → ǫ(p0)0+, GρρRGρρA
develops pinch singularities at the energy shells in a p0-plane.
3 Then, G
[1]
K and G
[2]
K yield
diverging contribution. In practice, Im (GρρR )
−1 (∝ g2) is a small quantity, so that the contri-
2How to find the solution to Eq. (4.28) is given in Appendix F.
3This is a characteristic feature of nonequilibrium dynamics [12].
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butions, although not divergent, are large, which invalidates the perturbative scheme. These
large contributions come from the vicinities of the energy shells, on which Re (GρρR )
−1 ∼ 0.
Appropriate use of the first and second equalities of Eq. (2.36) together with Eq. (2.31)
shows that GρρRG
±ρ∓ρ
A and G
ρ−ρ
R G
±ρ∓ρ
A do not yield large contributions. This is because, in
general, the energy shells of GρρR and G
−ρ−ρ
R , and of G
(pre)ρρ
R and G
(pre)−ρ−ρ
R , do not coincide.
For the case of f+ = f−, however, this is not the case. For G
ρρ
RG
±ρ∓ρ
A , a large contribution
emerges from the region Re (GρρR )
−1 ∼ 0, and, for Gρ−ρR G±ρ∓ρA , large contributions emerge
from the regions Re (GρρR )
−1 ∼ 0 and from the region Re
(
G
(pre)ρρ
R
)−1 ∼ 0.
From Eqs. (4.18) and (4.19) with Eq. (4.26), we have for the (ρρ)- and (ρ−ρ)-components
(ρ = ±) of H − ΣK
(
= G−1R · (G[1]K +G[2]K ) ·G−1A
)
,
Hρρ − ΣρρK WT−→ −i
[
P · ∂X
P 2
P/ +
N · ∂X
N2
N/ +
ρǫ(p0)
e2⊥
(e⊥ · ∂X)P/N/
]
fρ + iΓ˜
ρρ
p − ΣρρB , (4.29)
Hρ−ρ − Σρ−ρK WT−→ −iγ5
[{
m
P 2
(N · ∂X) + ρǫ(p0)
P 2
(e⊥ · ∂X)
}
P/
−
{
ρǫ(p0)
N2
eµ⊥
∂Nµ
∂Pα
+
m
2N2
∂N2
∂Pα
}
N/
∂
∂Xα
−
{
1
2N2
∂N2
∂Pα
∂
∂Xα
−mρǫ(p0)
e2⊥
eµ⊥
∂Nµ
∂Pα
∂
∂Xα
− P · ∂X
P 2
}
P/N/
]
Cρ−ρ
+iΓ˜ρ−ρp − Σρ−ρB , (4.30)
Γ˜ρσp = i [(1− fσ)Σρσ12 + fρΣρσ21 + (fρ − fσ)Σρσ11 ] , (4.31)
ΣρσB = Σ
[1]ρσ
K −
[(
γ5N/ · C ·ΣA −ΣR · C · γ5N/
)ρσ]
WT
. (4.32)
The first term on the R.H.S. of Eq. (4.29) (Eq. (4.30)) comes from the counter Lagrangian
Lc1 (Lc2), Eq. (4.6) (Eq. (4.7)), in Eq. (4.26).
For later reference, we note that the physical number densities, N
(ph)
± (P,X) and
N¯
(ph)
± (P,X), are obtained through computing current density,
〈jµ(x)〉 ≡ Tr
[
ψ¯(x)γµψ(x)ρ
]
= − i
2
Tr {γµ [G21(x, x) +G12(x, x)] ρ} . (4.33)
Similarly, the physical C±∓(P,X), C
(ph)
±∓ (P,X), is obtained from
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〈jµ5 (x)〉 ≡ Tr
[
ψ¯(x)γ5γ
µψ(x)ρ
]
= − i
2
Tr {γ5γµ [G21(x, x) +G12(x, x)] ρ} . (4.34)
Bare-N scheme
As has been emphasized at the beginning of this subsubsection, fρ(P,X) in Eq. (4.29)
and Cρ−ρ(P,X) in Eq. (4.30) (X
0
i < X
0) have not been defined so far. For the purpose of
determining them, we impose here the condition that the counter Lagrangian Lc is absent,
Lc = 0:
P · ∂Xf (B)ρ = N · ∂Xf (B)ρ = e⊥ · ∂Xf (B)ρ = 0 , (4.35)
[m(N · ∂X) + ρǫ(p0)(e⊥ · ∂X)]C(B)ρ−ρ =
[
ρǫ(p0)e
µ
⊥
∂Nµ
∂Pα
+
m
2
∂N2
∂Pα
]
∂C
(B)
ρ−ρ
∂Xα
=
[
P 2
2
∂N2
∂Pα
∂
∂Xα
+mρǫ(p0)e
µ
⊥
∂Nµ
∂Pα
∂
∂Xα
−N2(P · ∂X)
]
C
(B)
ρ−ρ = 0 , (4.36)
where we have written f (B)ρ (C
(B)
ρ−ρ) for fρ (Cρ−ρ). Then, Eq. (4.29) (Eq. (4.30)), of
which the first term on the RHS is absent, is to be solved under the given initial data
fρ(P,X
0
i ,
~X) (Cρ−ρ(P,X
0
i ,
~X)). Eq. (4.35) is a “free Boltzmann equation” and its relatives
for the “bare” number densities, N (B)ρ (p0, ~p,X) = θ(p0)f
(B)
ρ (P,X) and N¯
(B)
ρ (|p0|, ~p,X) =
1− θ(−p0)f (B)ρ (p0,−~p,X), (cf. Eq. (2.12)).
The physical number densities, which are obtained from 〈jµ(x)〉 (Eq. (4.33)), and the
physical C
(ph)
ρ−ρ , which is obtained from 〈jµ5 (x)〉 (Eq. (4.34)), are functionals of f (B)σ and C(B)σ−σ:
f (ph)ρ (P,X) = θ(p0)N
(ph)
ρ (p0, ~p)
+θ(−p0)
[
1− N¯ (ph)ρ (|p0|,−~p)
]
= Fρ(P,X ; [f (B)σ ], [C(B)σ−σ]) ,
C
(ph)
ρ−ρ (P,X) = Gρ(P,X ; [f (B)σ ], [C(B)σ−σ]) .
Fρ and Gρ here contain large contributions mentioned above. Solving these equations for
f (B)ρ and C
(B)
ρ−ρ, , one obtains
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f (B)ρ = f
(B)
ρ (P,X ; [f
(ph)
σ ], [C
(ph)
σ−σ]) , (4.37)
C
(B)
ρ−ρ = C
(B)
ρ−ρ(P,X ; [f
(ph)
σ ], [C
(ph)
σ−σ]) . (4.38)
In the case of scalar theory [8], the physical number density is shown to obey the generalized
Boltzmann equation.
Computation of some physical quantity yields the expression F ([f (B)ρ ], [C
(B)
ρ−ρ]), which
includes large contribution. Substituting the RHS’s of Eqs. (4.37) and of (4.38) for, in
respective order, f (B)ρ and C
(B)
ρ−ρ in F , one obtains the expression F
′([f (ph)ρ ], [C
(ph)
ρ−ρ ]), which
does not include large contribution.
The perturbation theory thus constructed is called the “bare-N scheme” in [8].
Physical-N scheme
Here we aim at constructing a perturbation theory, on the basis of which no large con-
tribution appear. Then, in such a scheme, there are no large terms in the relations between
(f (ph)ρ , C
(ph)
ρ−ρ ) and (fρ, Cρ−ρ). This is achieved if the condition, Eq. (4.29) = Eq. (4.30) = 0,
could be imposed. This is, however, not possible. Nevertheless, it is possible to construct
the scheme that is free from the large contributions.
For determining so far arbitrary fρ(P,X) and Cρ−ρ(P,X) (X
0
i < X
0), we impose the
conditions,
Tr
(
P/ + Ωf (P,X)
)
(Eq. (4.29)) = TrN/ (Eq. (4.29))
= TrP/N/ (Eq. (4.29)) = 0 , (4.39)
Trγ5
(
P/ −m
)
N/ (Eq. (4.30))
= Trγ5
(
P/ − ΩC(P,X)
)
(Eq. (4.30))
= Trγ5N/ (Eq. (4.30)) = 0 . (4.40)
Here, Ωf (P,X) and ΩC(P,X) are arbitrary functions with the property,
Ωf(p0 = ±ω±(±~p,X), ~p,X)
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= ΩC(p0 = ±ω±(±~p,X), ~p,X)
=
[
(ω±(±~p,X))2 − ~p 2
]1/2
. (4.41)
As has been discussed in [8], this arbitrariness does not matter (see also subsubsection 6
below). Computation of Eqs. (4.39) and (4.40) yields, in respective order,
P · ∂Xfρ = 1
4
Tr
(
P/ + Ωf (P,X)
) [
Γ˜ρρp + iΣ
ρρ
B
]
,
(4.42)
N · ∂Xfρ = 1
4
TrN/
[
Γ˜ρρp + iΣ
ρρ
B
]
, (4.43)
e⊥ · ∂Xfρ = 1
4
ρǫ(p0)TrP/N/
[
Γ˜ρρp + iΣ
ρρ
B
]
, (4.44)
and [
N2P · ∂X − 1
2
(P 2 −m2)∂N
2
∂Pα
∂
∂Xα
]
Cρ−ρ
= −1
4
Trγ5(P/ −m)N/
[
Γ˜ρ−ρp + iΣ
ρ−ρ
B
]
, (4.45)
[mN · ∂X + ρǫ(p0)e⊥ · ∂X ]Cρ−ρ
= −1
4
Trγ5
(
P/ − ΩC(P,X)
) [
Γ˜ρ−ρp + iΣ
ρ−ρ
B
]
,
(4.46)[
ρǫ(p0)e
µ
⊥
∂Nµ
∂Pα
∂
∂Xα
+
m
2
∂N2
∂Pα
∂
∂Xα
]
Cρ−ρ
=
1
4
Trγ5N/
[
Γ˜ρ−ρp + iΣ
ρ−ρ
B
]
. (4.47)
These equations are the determining equations for fρ and Cρ−ρ, which are to be solved under
the given initial data, fρ(P,X
0
i ,
~X) and Cρ−ρ(P,X
0
i ,
~X), respectively.
After imposition of Eqs. (4.42) - (4.47), Hρ±ρ − Σρ±ρK , Eqs. (4.29) and (4.30), turns out
to
Hρρ − ΣρρK =
i
4P 2
(
P 2 − ΩfP/
)
Tr
(
Γ˜ρρp + iΣ
ρρ
B
)
,
(4.48)
Hρ−ρ − Σρ−ρK =
i
4P 2
γ5
(
P 2 − ΩCP/
)
×Trγ5
(
Γ˜ρ−ρp + iΣ
ρ−ρ
B
)
. (4.49)
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On the energy shells p0 = ±ω±, these quantities vanish, since (P 2−Ωf(C)P/ )(P 2+Ωf(C)P/ ) =
P 2(P 2 − Ω2f(C)). Then, the above mentioned large contributions, which turn out to be
diverging contributions in the narrow-width approximation, do not appear. Thus, G
[1]
K +
G
[2]
K turns out to be a well-behaved function. As a matter of fact, in the narrow-width
approximation,
G
[2]
K +G
[2]
K ∝
p0 ∓ ω±
(p0 ∓ ω±)2 + (0+)2 =
P
p0 ∓ ω±
(p0 ≃ ±ω±) ,
which is a well-defined distribution. In particular, the relations between the physical(
f (ph)ρ , C
(ph)
ρ−ρ
)
and (fρ, Cρ−ρ) contain no large term:
f (ph)ρ = fρ +∆fρ , C
(ph)
ρ−ρ = Cρ−ρ +∆Cρ−ρ (4.50)
with ∆fρ and ∆Cρ−ρ the perturbative corrections.
Proceeding as in [9], from Eq. (4.42) on the energy shells, one obtains a generalized
Boltzmann equation. In fact, the term with Γ˜ρρp on the RHS of Eq. (4.42) is proportional
to the net production rate. To avoid complete repetition, we do not reproduce it here.
6. Discussion
Here we like to mention a similarity between the two schemes presented here, the bare-
N scheme and the physical-N scheme, and those in the ultra-violet (UV) renormalization
scheme in quantum-field theory. For simplicity of presentation, taking a complex-scalar
theory, we focus on the mass renormalization and do not mention on the coupling constant-
and wave function-renormalizations.
Summary of the UV-renormalization theory
“Bare” UV renormalization scheme: The free Lagrangian density reads L0 =
−φ†(x)(∂2 + m2B)φ(x) with mB the bare mass. Computation of the physical mass Mph
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yields Mph = Mph(mB), which includes diverging terms. Solving this equation for mB, we
have mB = mB(Mph). Perturbative computation of some physical quantity F yields the ex-
pression F = F (mB), which contains, in general, UV-divergences. Substituting the equation
mB = mB(Mph) for mB in F (mB), one gets FR(Mph) ≡ F (mB(Mph)), which is free from
UV-divergence.
Physical UV renormalization scheme: One introduces new free Lagrangian L′0 =
−φ†(x)(∂2 +m2)φ(x) with m the renormalized mass. Then, the counter Lagrangian should
be introduced, Lc = Lm − L′m = φ†(x) [m2 −m2B]φ(x). m2 − m2B is determined so that
the perturbatively computed physical mass Mph is free from the UV-divergence. Thus, no
diverging term is involved in the relation Mph = Mph(m). However, there is arbitrariness
in the definition of the finite part of m, which is determined by imposing some condition.
This arbitrariness is called a “renormalization scheme dependence” (see, e.g., [13]). It is
well known that, when one computes some physical quantity F up to, say, nth order of
perturbation theory, the above arbitrariness affects F at the next to the nth order. The
renormalization scheme, in which m =M (ph), is convenient for many cases.
Summary of the two schemes presented above
Bare-N scheme: No counter Lagrangian is introduced. Computation of the physical
number densities (that are related to f (ph)ρ ) and C
(ph)
ρ−ρ , which are the functionals of f
(B)
ρ
and C
(B)
ρ−ρ, include large contributions. Perturbative computation of some quantity yields
the expression, which is written in terms of f (B)ρ and C
(B)
ρ−ρ and includes large contributions.
Rewriting it in terms of the physical quantities, f (ph)ρ and C
(ph)
ρ−ρ , one obtains the large-
contribution free form.
Physical-N scheme: We introduce a counter Lagrangian Lc = Lc1 + Lc2, which is de-
termined so that the perturbatively computed physical number densities and C
(ph)
ρ−ρ do not
contain large contributions. There is arbitrariness in the definition of the “finite parts” of fρ
and Cρ−ρ. The arbitrariness in the choice of the functions Ωf (Eqs. (4.42) and (4.48)) and
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ΩC (Eqs. (4.46) and (4.49)) is this arbitrariness. It is worth mentioning that, if we could
choose Ωf and ΩC so that fρ(P,X) = f
(ph)
ρ (P,X), Eq. (4.42) on the energy-shell turns out
to a genuine (generalized) Boltzmann equation. In the opposite case, the function that obey
the generalized Boltzmann equation is fρ and the physical f
(ph)
ρ is written as in Eq. (4.50).
Similar comment to the above one at the end of the Physical UV renormalization scheme
may be made here.
Correspondence
Above observation discloses the correspondence between the two schemes presented here
and those in the UV-renormalization scheme:
Bare scheme:
∫
d4xL0(x)↔ A0 in Eq. (4.8) with Lc = 0 ,
mB ↔ f (B)ρ and C(B)ρ−ρ ,
Mph ↔ f (ph)ρ and C(ph)ρ−ρ ,
Physical scheme:
∫
d4xL′0(x)↔ A0 ,∫
d4xLc(x)↔ Ac in Eq. (4.9) ,
m↔ fρ and Cρ−ρ ,
Mph ↔ f (ph)ρ and C(ph)ρ−ρ ,
Absence of
divergence↔ large contribution ,
Arbitrariness in m↔ Arbitrariness in Ωf and ΩC ,
Scheme with
m = M (ph) ↔ fρ = f (ph)ρ and Cρ−ρ = C(ph)ρ−ρ .
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B. Gluon sector
1. Preliminary
Configuration-space counterparts of Eqs. (3.6) and (3.7) are, with obvious notation,
Aµν(x, y) =
∑
U,V=T,L,G
JUV∑
j=1
[
RUVLj · A˜
UV
j · RUVRj
]µν
(x, y) , (4.51)
where JTT = 4, JLL = JGG = JLG = JGL = 1 and JTL = JLT = JTG = JGT = 2, and
4∑
j=1
[
RTTj · A˜
TT
j · RTTj
]µν
≡ PµρT ·ATT1 · (PT ) νρ + ζ˜
µ · ATT2 · ζ˜
ν
−ζ˜µ ·ATT ′3 · Eν⊥ + Eµ⊥ · AT
′T
3 · ζ˜
ν
,[
RLLj · A˜
LL
j · RLLj
]µν
≡ nµALL1 nν ,[
RGGj · A˜
GG
j · RGGj
]µν
≡ (i∂˜µ)AGG1 (i∂˜ν) ,
2∑
j=1
[
RTLj · A˜
TL
j · RTLj
]µν
≡ ζ˜µ · ATL1 nν + Eµ⊥ · ATL2 nν ,
2∑
j=1
[
RLTj · A˜
LT
j · RLTj
]µν
≡ nµALT1 · ζ˜
ν − nµALT2 · Eν⊥ ,
2∑
j=1
[
RTGj · A˜
TG
j · RTGj
]µν
≡ Eµ⊥ · ATG1 (i∂˜ν) + ζ˜
µ · ATG2 (i∂˜ν) ,
2∑
j=1
[
RGTj · A˜
GT
j · RGTj
]µν
≡ (i∂˜µ)AGT1 · Eν⊥ − (i∂˜µ)AGT2 · ζ˜
ν
,
[
RLGj · A˜
LG
j · RLGj
]µν
≡ nµALG1 (i∂˜ν) ,[
RGLj · A˜
GL
j · RGLj
]µν
≡ −(i∂˜µ)AGL1 nν ,
with ∂˜µ = ∂µ − nµ∂0 and ∂0 = ∂/∂X0.
2. Bare propagator and counter-Lagrangian
We proceed as in [10]. We start from the expression for the bare propagator Dˆ(x, y) (cf.
Eqs. (3.10) - (3.13)),
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Dˆ
µν
=
(
PT · DˆT · PT
)µν
+
(
PL · DˆL · PL
)µν
+ i∂˜µDˆG(i∂˜
ν)
+nµDˆLT (i∂˜
ν) + i∂˜µDˆTLn
ν +DKMˆ+ ,
DˆT =

 −∆R 0−∆R +∆A ∆A

− [∆R · f˜ − f˜ ·∆A]Mˆ+ ,
DL = −
[
1
P˜ 2
(
1 + λ
p20
P˜ 2
)]
IFT
τˆ3
−
[{
1
P˜ 2
(
1 + λ
p20
P˜ 2
)}
IFT
· f˜ − f˜ ·
{
1
P˜ 2
(
1 + λ
p20
P˜ 2
)}
IFT
]
Mˆ+ ,
DG = −λ
[
1
P˜ 4
]
IFT
τˆ3 − λ
[{
1
P˜ 4
}
IFT
· f˜ − f˜ ·
{
1
P˜ 4
}
IFT
]
Mˆ+ ,
DLT = DTL = −λ
[
p0
P˜ 4
]
IFT
τˆ3 − λ
[{
p0
P˜ 4
}
IFT
· f˜ − f˜ ·
{
p0
P˜ 4
}
IFT
]
Mˆ+ ,
DK = −ζ˜
µ ·
[
∆R · CTT2 − CTT2 ·∆A
]
· ζ˜ν + ζ˜µ ·
[
∆R · CTT ′3 − CTT
′
3 ·∆A
]
· Eν⊥
−Eµ⊥ ·
[
∆R · CT ′T3 − CT
′T
3 ·∆A
]
· ζ˜ν .
Dˆ in Eq. (3.10) is the leading part of the DEX of Dˆ(P,X)
(
WT←− Dˆ(x, y)
)
. Calculation
within the gradient approximation yields
(Dˆ
−1
)µν · Dˆ ρν = gµρ , (4.52)
(Dˆ
−1
)µν(x, y) =
(
gµν∂2 − ∂µ∂ν + 1
λ
∂˜µ∂˜ν
)
IFT
τˆ3 − Lˆµνc (x, y)
= τˆ3
[
PµνT (i∂)∂2 + PµνL (i∂)∂˜2 − ∂0
(
∂˜µnν + nµ∂˜ν
)
+ PµνG (i∂)
(
∂˜2
λ
+ ∂20
)]
IFT
−Lˆµνc (x, y) , (4.53)
Lˆµνc = L
µν
c Mˆ−
= 2iMˆ−
[(
P · ∂f˜
)
PµνT + P˜ · ∂˜f˜nµnν
+
{
1
P˜ 2
(
p20
P˜ 2
+
2
λ
)
P˜ · ∂˜f˜ + p0
P˜ 2
∂0f˜
}
P˜ µP˜ ν
−
{
p0
P˜ 2
P˜ · ∂˜f˜ + 1
2
∂0f˜
}
(nµP˜ ν + P˜ µnν) + P · ∂CTT2 (P,X)ζ˜µζ˜ν
−P · ∂CTT ′3 (P,X)ζ˜µEν⊥ + P · ∂CT
′T
3 (P,X)E
µ
⊥ζ˜
ν
]
. (4.54)
Here P · ∂f˜ = P µ∂f˜(P,X)/∂Xµ, etc.
From Eq. (4.52), we see that the free action of the theory is
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A0 = 1
2
∫
d 4x d 4y
t
Aˆµ(x)
(
Dˆ−1(x, y)
)
µν
Aˆν(y) ,
t
Aˆµ =
(
Aˆµ1 , Aˆ
µ
2
)
, (4.55)
where the color index is suppressed. Eq. (4.55) with Eq. (4.53) tells us that there emerges
a counteraction,
Ac = 1
2
∫
d 4x d 4y
t
Aˆµ(x)Lˆ
µν
c (x, y)Aˆ
ν ,
which yields a (two-point) vertex factor
iLˆ
µν
c (x, y) → iLµνc (P,X)Mˆ− .
3. Dyson equation
As in Sec. III, we use the (4× 4) matrix notation in Minkowski space. The self-energy-
part
(
Πˆ(x, y)
)
resummed propagator Gˆ(x, y) obeys
Gˆ = Dˆ− Dˆ · Πˆ · Gˆ , (4.56)
Dˆ =

 DR 0
DR −DA −DA


+
[
DR · f˜ − f˜ ·DA +DK
]
Mˆ+ .
For Gˆ and Πˆ, we have (cf. Eqs. (3.27) -(3.31) and (3.20) - (3.24).)
Gˆ =

 GR 0
GR −GA −GA


+
[
GR · f˜ − f˜ ·GA +GK
]
Mˆ+ ,
Πˆ =

 ΠR 0
−ΠR +ΠA −ΠA


+
[
ΠR · f˜ − f˜ ·ΠA −ΠK
]
Mˆ− ,
GK = −GR · f˜ + f˜ ·GA +G12 ,
ΠK = ΠR · f˜ − f˜ ·ΠA +Π12 . (4.57)
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Eq. (4.56) may be solved to give
GR(A) =
[
D−1R(A) +ΠR(A)
]−1
, (4.58)
GK = G
[1]
K +G
[2]
K +G
[3]
K ,
G
[1]
K = GR ·ΠK ·GA , (4.59)
G
[2]
K = GR · [ΠR ·C−C ·ΠA] ·GA
≡ −GR · H˜ ·GA , (4.60)
G
[3]
K = GR ·C−C ·GA , (4.61)
Cµν = ζ˜
µ · CTT2 · ζ˜
ν − ζ˜µ · CTT ′3 · Eν⊥
+Eµ⊥ · CT
′T
3 · ζ˜
ν
.
The form for the leading part of the DEX of Gˆ(X,P ), an Wigner transform of G(x, y), is
the Gˆ that is deduced in Sec. III.
4. Gradient piece of the self-energy-part resummed propagator
Form for GR(A)
We divide the Wigner transform of ΠR(A) ·GR(A) (cf. Eq. (4.58)) into two pieces (cf.
Eq. (4.51)),
ΠR(A) ·GR(A) WT−→ ΠR(A)(P,X)GR(A)(P,X) +
(
ΠR(A)GR(A)
)(1)
, (4.62)
(
ΠR(A)GR(A)
)(1)µν
=
i
2
∑
U,V,V ′=T,L,G
JUV∑
j=1
JV V ′∑
j′=1

∂RUVLj
∂Pµ
∂Π˜UVR(A)j
∂Xµ
RUVRj RV V
′
Lj′ G˜
V V ′
R(A)j′RV V
′
Rj′
−RUVLj
∂Π˜UVR(A)j
∂Xµ
∂RUVRj RV V ′Lj′ G˜V V ′R(A)j′RV V ′Rj′
∂Pµ
+
∂RUVLj Π˜UVR(A)jRUVRj RV V ′Lj′
∂Pµ
∂G˜V V
′
R(A)j′
∂Xµ
RV V ′Rj′
−RUVLj Π˜UVR(A)jRUVRj RV V
′
Lj′
∂G˜V V
′
R(A)j′
∂Xµ
∂RV V ′Rj′
∂Pµ


µν
. (4.63)
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Here, ΠR(A)(P,X) and GR(A)(P,X) are, in respective order, ΠR(A)(P ) and GR(A)(P ) in Sec
III. Using Eq. (4.62) in Eq. (4.58), we obtain the solution for GR(A)
(
= G
(0)
R(A) +G
(1)
R(A)
)
.
The form for the leading part G
(0)
R(A) is given in Sec. III. The gradient part is
G
(1)
R(A) = G
(0)
R(A)
[{
igµνP · ∂ − i
2
(P µ∂ν + ∂µP ν) +
i
2
λ
(
P˜ µ∂˜ν + ∂˜µP˜ ν
)}
G
(0)
R(A)
−
(
ΠR(A)G
(0)
R(A)
)(1)]
.
Form for ΠK , which is involved in G
[1]
K in Eq. (4.59)
In the following, we restrict ourselves to the strict Coulomb gauge, λ = 0, which is a
physical gauge. Computation of Eq. (4.57) to the gradient approximation yields
ΠµνK = −Lµνc +
∑
j
∑
UV=T,L
[
RUVLj ·
{(
f˜
[(
Π˜12
)UV
j
−
(
Π˜21
)UV
j
])
IWT
+ (Π˜12)
UV
j
}
· RUVRj
]µν
+Π
[1]µν
K +Π
[2]µν
K . (4.64)
In G
[1]µν
K , Eq. (4.59), Π
µν
K , and then L
µν
c in Eq. (4.64), are sandwiched between GR and
GA. Then, in the case of λ = 0, P˜
µP˜ ν and (nµP˜ ν + P˜ µnν) terms in Πµνc , Eq. (4.54), do not
contribute to G
[1]
K (cf. Sec. III).
The Standard forms for the gradient terms, Π
[1]µν
K and Π
[2]µν
K , and H˜ (Eq. (4.60)) are
given in Appendix G.
5. Generalized Boltzmann equation and its relatives
Structure of the theory is fully discussed in Sec. IVA5, so that we restrict ourselves to
giving a brief description of the physical-N scheme only.
Same reasoning as in Subsec. IVA applies here: G
[1]
K and G
[2]
K , Eqs. (4.59) and (4.60),
bring about disaster. This disaster would be overcome if the condition
ΠK − H˜ = 0 (4.65)
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could be imposed. This is, however, not possible. Eq. (4.65) may be imposed for the PµνT ,
nµnν , ζ˜µζ˜ν, and ζ˜µEν⊥ components, which read, in respective order,
2P · ∂f˜ = −i
[
(1 + f˜) (Π12)
TT
1 − f˜ (Π21)TT1
]
− iΠTTK1 − 2Im
(
ζ˜2E2⊥C
TT ′
3 Π
T ′T
R3
)
+ iH
(1)TT
1 ,
(4.66)
2P˜ · ∂˜f˜ = −i
[
(1 + f˜) (Π12)
LL
1 − f˜ (Π21)LL1
]
− iΠLLK1 , (4.67)
2P · ∂CTT2 = −i
[
(1 + f˜) (Π12)
TT
2 − f˜ (Π21)TT2
]
− iΠ(1)TTK2
−2Im
[
−CTT2
(
ΠTTR1 + ζ˜
2ΠTTR2
)
+ E2⊥C
T ′T
3
(
ΠTT
′
R3 +Π
TT ′
A2
)]
+ iH
(1)TT
2 , (4.68)
2P · ∂CTT ′3 = −i
[
(1 + f˜) (Π12)
TT ′
3 − f˜ (Π21)TT
′
3
]
− iΠ(1)TT ′K3
+i
[
ζ˜2CTT2 Π
TT ′
A3 + C
TT ′
3
(
ΠTTA1 − ΠTTR1 − ζ˜2ΠTTR2
)]
+ iH
(1)TT ′
3 . (4.69)
Proceeding as in [10], from Eqs. (4.66) and (4.67) on the energy shells, we obtain the
generalized Boltzmann equations for the transverse and the longitudinal modes, respectively.
(As a matter of fact, on the energy shells, the first term on the RHS of Eq. (4.66) (Eq.
(4.67)) is proportional to the net production rates of the transverse (longitudinal) mode.)
We do not reproduce them here. It should be remarked that, in the case of L mode, Eq.
(4.67), the “time-derivative term”, ∂0f˜ , in the Boltzmann equation comes from Π
LL
K1. More
precisely, the ∂0f˜ term comes from Π
[1]µν
K (with UV = LL), Eq. (G.1) in Appendix G, which
is in ΠLLK1 in Eq. (4.67). Eq. (4.68) [(4.69)] determines spacetime evolution of C
TT
2 [C
TT ′
3 ]
along P . An evolution equation for CT
′T
3 is obtained from Eqs. (4.69) and (3.16).
One cannot impose Eq. (4.65) for the remaining ζ˜µnν , nµζ˜ν, Eµ⊥n
ν , and nµEν⊥ compo-
nents. This is because, for these components, there are no counterpart of f˜ , CTT2 , C
TT ′
3 ,
and CT
′T
3 . For equilibrium systems, these modes are absent. Then, one can expect that,
for the quasiuniform systems near equilibrium, these modes do not yield disastrously large
contributions.
C. Ghost sector
The self-energy-part
(
ˆ˜
Π(x, y)
)
resummed propagator ˆ˜G(x, y) obeys
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ˆ˜
G = ˆ˜D · ˆ˜Π · ˆ˜G . (4.70)
ˆ˜
D is an inverse Fourier transform of ˆ˜D in Eq. (3.17). As in Eq. (3.44), ˆ˜D, ˆ˜Π, and ˆ˜G are
diagonal (2 × 2)-matrix functions, ˆ˜D = D˜τˆ3 =, etc. Solving Eq. (4.70), we see that the
gradient part of G˜(P,X) vanishes and
ˆ˜G(P,X) =
(
ˆ˜G(P,X)
)∗
=
1
P˜ 2 − Π˜(P,X) .
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APPENDIX A: RESUMMATION OF THE QUARK PROPAGATOR
Here we derive Eqs. (2.39) - (2.42). Formally solving Eq. (2.33), we obtain
GK = −GRΣKGA +G′K ,
G′K = GRS
−1
R SK (1 +ΣAGA) , (A.1)
where use has been made of Eq. (2.32). Since S−1R SK ∝ (P 2 − m2)δ(P 2 − m2) = 0, we
have G′K = 0. This means that the piece SK of the bare propagator disappears through
resummation, which is unnatural.
A correct G′K is obtained by substituting Eq. (2.18) for SK in Eq. (A.1) as follows:
G′K = GRS
−1
R (SR − SA) γ5N/C(P ) (1 +ΣAGA)
=
[
GRS
−1
R SRγ5N/ −GRS−1R γ5N/SA
]
C(P )
× (1 +ΣAGA)
= GRγ5N/C(P ) (1 +ΣAGA)
− (1 +GRΣR) γ5N/C(P )GA ,
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where use has been made of GRS
−1
R = (1+GRΣR), which follows from Eq. (2.32). This is
natural in the sense that
GK
Σˆ→0−→ SK .
APPENDIX B: “MULTIPLICATIONS” OF THE TWO STANDARD FORMS FOR
THE QUARK PART
We define “multiplications” of the functions of the type (2.5) as the products:
(A⊗B)ρσ ≡ AρρBρσ , [A⊗B]ρσ ≡ Aρ−ρB−ρσ . (B.1)
Straightforward manipulation yields the SFs (cf. Eq. (2.5)) of (A⊗ B)ρσ,
(A⊗ B)ρ±ρ1 = Aρρ1 Bρ±ρ1 ± P 2Aρρ2 Bρ±ρ2 ±N2Aρρ3 Bρ±ρ3
−P 2N2Aρρ4 Bρ±ρ4 ,
(A⊗ B)ρ±ρ2 = Aρρ1 Bρ±ρ2 ± Aρρ2 Bρ±ρ1 ∓N2Aρρ3 Bρ±ρ4
+N2Aρρ4 B
ρ±ρ
3 ,
(A⊗ B)ρ±ρ3 = Aρρ1 Bρ±ρ3 ± P 2Aρρ2 Bρ±ρ4 ± Aρρ3 Bρ±ρ1
−P 2Aρρ4 Bρ±ρ2 ,
(A⊗ B)ρ±ρ4 = Aρρ1 Bρ±ρ4 ± Aρρ2 Bρ±ρ3 ∓ Aρρ3 Bρ±ρ2
+Aρρ4 B
ρ±ρ
1 . (B.2)
[A⊗ B]ρ−ρj (j = 1−4) is given by (A⊗B)ρρj in Eq. (B.2) with B−ρ−ρj for Bρρj , and [A⊗ B]ρρj
is given by (A⊗ B)ρ−ρj in Eq. (B.2) with B−ρρj for Bρ−ρj .
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APPENDIX C: “MULTIPLICATION” OF THE TWO STANDARD FORMS FOR
THE GLUON PART
We define a “multiplication” of the functions, Aµν and Bµν , of the type, (3.6) with (3.7),
by Cµν = AµρB νρ . Straightforward computation yields the SF for C
µν :
CTT1 = A
TT
1 B
TT
1 + P˜
2ζ˜4n2AT
′T
3 B
TT ′
3 + P˜
2ζ˜2n4ATL2 B
LT
2 − P˜ 4ζ˜2n2ATG1 BGT1 ,
CTT2 = A
TT
1 B
TT
2 + A
TT
2 B
TT
1 + ζ˜
2ATT2 B
TT
2 + P˜
2ζ˜2n2ATT
′
3 B
T ′T
3
−P˜ 2ζ˜2n2AT ′T3 BTT
′
3 + n
2ATL1 B
LT
1 − P˜ 2n4ATL2 BLT2 + P˜ 4n2ATG1 BGT1
−P˜ 2ATG2 BGT2 ,
CTT
′
3 = A
TT
1 B
TT ′
3 + ζ˜
2ATT2 B
TT ′
3 + A
TT ′
3 B
TT
1 + n
2ATL1 B
LT
2 − P˜ 2ATG2 BGT1 ,
CT
′T
3 = A
TT
1 B
T ′T
3 + A
T ′T
3 B
TT
1 + ζ˜
2AT
′T
3 B
TT
2 + n
2ATL2 B
LT
1 − P˜ 2ATG1 BGT2 ,
CLL1 = ζ˜
2n2ALT1 B
TL
1 + P˜
2ζ˜2n4ALT2 B
TL
2 + A
LL
1 B
LL
1 − P˜ 2n2ALG1 BGL1 ,
CGG1 = −P˜ 4ζ˜2n2AGT1 BTG1 − P˜ 2ζ˜2AGT2 BTG2 − P˜ 2n2AGL1 BLG1 + AGG1 BGG1 ,
CTL1 = A
TT
1 B
TL
1 + ζ˜
2ATT2 B
TL
1 + P˜
2ζ˜2n2ATT
′
3 B
TL
2 + A
TL
1 B
LL
1 − P 2ATG2 BGL1 ,
CTL2 = A
TT
1 B
TL
2 + ζ˜
2AT
′T
3 B
TL
1 + A
TL
2 B
LL
1 − P˜ 2ATG1 BGL1 ,
CLT1 = A
LT
1 B
TT
1 + ζ˜
2ALT1 B
TT
2 + P˜
2ζ˜2n2ALT2 B
T ′T
3 + A
LL
1 B
LT
1 − P˜ 2ALG1 BGT2 ,
CLT2 = ζ˜
2ALT1 B
TT ′
3 + A
LT
2 B
TT
1 + A
LL
1 B
LT
2 − P˜ 2ALG1 BGT1 ,
CTG1 = A
TT
1 B
TG
1 + ζ˜
2AT
′T
3 B
TG
2 + n
2ATL2 B
LG
1 + A
TG
1 B
GG
1 ,
CTG2 = A
TT
1 B
TG
2 + ζ˜
2ATT2 B
TG
2 + P˜
2ζ˜2n2ATT
′
3 B
TG
1 + n
2ATL1 B
LG
1 + A
TG
2 B
GG
1 ,
CGT1 = A
GT
1 B
TT
1 + ζ˜
2AGT2 B
TT ′
3 + n
2AGL1 B
LT
2 + A
GG
1 B
GT
1 ,
CGT2 = P˜
2ζ˜2n2AGT1 B
TT ′
3 + A
GT
2 B
TT
1 + ζ˜
2AGT2 B
TT
2 + n˜
2AGL1 B
LT
1 ,
CLG1 = ζ˜
2ALT1 B
TG
2 + P˜
2ζ˜2n2ALT2 B
TG
1 + A
LL
1 B
LG
1 + A
LG
1 B
GG
1 ,
CGL1 = P˜
2ζ˜2n2AGT1 B
TL
2 + ζ˜
2AGT2 B
TL
1 + A
GL
1 B
LL
1 + A
GG
1 B
GL
1 .
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APPENDIX D: GLUON PROPAGATOR IN A COVARIANT GAUGE
Here we present a “translation table” to get the expressions for the gluon propagator in
a covariant-gauge from the Coulomb-gauge counterparts given in Sec. III.
An orthogonal basis in Minkowski space is given by Eq. (3.1) with the replacements4,
(
P˜ µ, ζ˜µ, nµ, Eµ⊥
)
⇒
(
P µ, ζ˜µ, n˜µ, Eµ⊥
)
, (D.1)
n˜µ ≡ nµ − n · P
P 2
P µ = nµ − p0
P 2
P µ
(n˜2 = − ~p
2
P 2
) .
Then, among the projection operators, Eqs. (3.2) - (3.4), PµνL and PµνG are replaced as
PµνL (P ) =
nµnν
n2
⇒ PµνL (P ) =
n˜µn˜ν
n˜2
,
PµνG (P ) =
P˜ µP˜ ν
P˜ 2
⇒ PµνG (P ) =
P µP ν
P 2
.
PT is the same as in Eq. (3.2).
Eq. (3.9) is replaced with
(Dˆ−1(P ))µν = −P 2
[
PµνT + PµνL +
1
λ
PµνG
]
τˆ3 ,
which is already in SF.
The SF-elements of DK in Eq. (3.13) are replaced by
DTTK2(P ) = 2πiC
TT
2 (P )ǫ(p0)δ(P
2) ,
DTT
′
K3 (P ) = 2πiC
TT ′
3 (P )ǫ(p0)δ(P
2) ,
DTLK1(P ) = 2πiC
TL
1 (P )ǫ(p0)δ(P
2) ,
DTLK2(P ) = 2πiC
TL
2 (P )ǫ(p0)δ(P
2) ,
DUVKj (P ) = 0 (otherwise) .
4It should be noted that Eµ⊥ = ǫ
µνρσPν ζ˜ρn˜σ = ǫ
µνρσP˜ν ζ˜ρnσ.
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In obtaining these, we have used the fact that
(
DˆUG
)µν
=
(
DˆGU
)µν
= 0 (U = T, L), which
is verified from the “bare counterparts” of Eq. (D.2), below. DµνR in Eq. (3.15) is replaced
with
DµνR = (D
µν
A )
∗ = −∆RPµνT +
d∆R
dP 2
P 2 (PµνL + λPµνG ) .
Eq. (3.16) is replaced with
(
CTT2
)∗
= CTT2 ,
(
CTT
′
3
)∗
= −CT ′T3 ,(
CTL1
)∗
= CLT1 ,
(
CTL2
)∗
= −CLT2 .
Eq. (3.17) is replaced by
˜ˆ
D(P ) =

 ∆R 0
∆R −∆A −∆A

 + f˜(∆R −∆A)Mˆ+ .
Introduction of Π′R, Eq. (3.39), is not necessary, D
−1
0 = D
−1 and Π′R = ΠR, and, Eqs.
(3.39) - (3.41) are deleted.
Description after Eq. (3.43) is replaced with the following one: Solving Eq. (3.43), we
obtain
ˆ˜G =

 G˜R 0
G˜R − G˜A −G˜A

 + [f˜(G˜R − G˜A) + G˜K] Mˆ+ ,
where
G˜R(P ) = G˜
∗
A(P ) =
1
P 2 − Π˜R(P )
,
G˜K(P ) = −G˜R(P )Π˜K(P )G˜A(P ) ,
Π˜R = Π˜
∗
A = Π˜11 + Π˜12 = −Π˜22 − Π˜21 ,
Π˜K = (1 + f˜)Π˜11 − f˜ Π˜21 .
Eq. (3.46) is replaced with
GˆµνP
ν = λ
[
τˆ3
ˆ˜Πµ − Pµ
]
ˆ˜G . (D.2)
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Eq. (3.47) is deleted.
Eqs. (3.48) - (3.52) are replaced by
GGGR1 (P ) = = λ
1
P 2 + ip00+
[
Π˜(P )− P 2
]
G˜R(P ) = −λ 1
P 2 + ip00+
,
GTGR1 (P ) = λ
1
(P 2 + ip00+)E2⊥
(
Eµ⊥Π˜Rµ(P )
)
G˜R(P ) ,
GTGR2 (P ) = λ
1
(P 2 + ip00+)ζ˜2
(
ζ˜µΠ˜Rµ(P )
)
G˜R(P ) ,
GLGR1 (P ) = λ
1
(P 2 + ip00+)n˜2
(
n˜µΠ˜Rµ(P )
)
G˜R(P ) ,
GGGK1 (P ) = −λ

 P 2
(
P 2 − Π˜R
)
G˜K
(P 2 + i0+)(P 2 − i0+) +
Π˜KG˜A
P 2 − ip00+

 = 0 ,
GTGK1(P ) = λ
1
E2⊥
[
Eµ⊥Π˜Rµ P
2G˜K
(P 2 + i0+)(P 2 − i0+) −
Eµ⊥Π˜Kµ G˜A
P 2 − ip00+
]
,
GTGK2(P ) = λ
1
ζ˜2
[
ζ˜µΠ˜Rµ P
2G˜K
(P 2 + i0+)(P 2 − i0+) −
ζ˜µΠ˜Kµ G˜A
P 2 − ip00+
]
,
GLGK1(P ) = λ
1
n˜2
[
n˜µΠ˜Rµ P
2G˜K
(P 2 + i0+)(P 2 − i0+) −
n˜µΠ˜Kµ G˜A
P 2 − ip00+
]
.
In Eqs. (3.53) - (3.54), the replacements (D.1) and
(
Π′j
)
UV
’s→ (Πj)UV ’s are made, and,
in the formulae in Appendix C, the replacement (D.1) is made.
APPENDIX E: STANDARD FORMS FOR THE QUANTITIES IN SEC. IV A
Standard form for Σ
[1]
K
From Eq. (4.27), we obtain, after some algebra,
Σ
[1]
K = −
i
2
∑
ρ=±
Pρ
[
2 {fρ, ReΣρρR }′ · Pρ +
{
f−ρ, Σ
ρ−ρ
R
}′ · P−ρ + {fρ, Σρ−ρA }′ P−ρ
+2
∂fρ
∂Xα
Re
{
P/
P 2
(P αΣρρR2 −NαΣρρR3 − ρǫ(p0)eα⊥ΣρρR4)
+
N/
N2
(
NαΣρρR2 +
1
2
∂N2
∂Pα
ΣρρR3 − ρǫ(p0)eµ⊥
∂Nµ
∂Pα
ΣρρR4
)
+
P/N/
P 2N2
ρǫ(p0)
(
−eα⊥ΣρρR2 − eµ⊥
∂Nµ
∂Pα
ΣρρR3 + ρǫ(p0)N
2Pˆ αΣρρR4
)}
50
+γ5
{
P/
P 2
(
P α(Λρ−ρ2 )α −Nα(Λρ−ρ3 )α + ρǫ(p0)eα⊥(Λρ−ρ4 )α
)
+
N/
N2
(
Nα(Λρ−ρ2 )α +
1
2
∂N2
∂Pα
(Λρ−ρ3 )α + ρǫ(p0)e
µ
⊥
∂Nµ
∂Pα
(Λρ−ρ4 )α
)
+
P/N/
P 2N2
ρǫ(p0)
(
eα⊥(Λ
ρ−ρ
2 )α + e
µ
⊥
∂Nµ
∂Pα
(Λρ−ρ3 )α + ρǫ(p0)N
2Pˆ α(Λρ−ρ4 )α
)}]
,
where
Pˆ α ≡ P α + P
2
2N2
∂N2
∂Pα
,
(Λρ−ρj )α ≡ Σρ−ρRj
∂f−ρ
∂Xα
+ Σρ−ρAj
∂f ρ
∂Xα
(j = 2, 3, 4) ,
{
f−ρ, Σ
ρ−ρ
R
}′ ≡ γ5 [{f−ρ, Σρ−ρR1 }+ {f−ρ, Σρ−ρR2 }P/
+
{
f−ρ, Σ
ρ−ρ
R3
}
N/ +
{
f−ρ, Σ
ρ−ρ
R4
}
P/N/
]
,
etc. Here, {..., ...} is as in Eq. (4.4).
Standard form for H in G
[2]
K in Eq. (4.19)
Straightforward manipulation of Eq. (4.19) yields
H =
∑
ρ, σ=±
Pρ · [Hρσl ]IWT · Pσ +H(1) ,
H(1) =
i
2
∑
ρ, σ=±
Pργ5
(
∂N/
∂Pα
∂Cρ−ρΣ
−ρσ
A
∂Xα
−N/
{
Cρ−ρ, Σ
−ρσ
A
})
Pσ
+
i
2
∑
ρ, σ=±
Pρ
(
−∂Σ
ρσ
R Cσ−σ
∂Xα
∂N/
∂Pα
+ {Cσ−σ, ΣρσR }N/
)
γ5P−σ , (E.1)
where Hρσl is as in Eq. (2.51). The SF for each term on the RHS of Eq. (E.1) reads
Pργ5 ∂N
/
∂Pα
∂Cρ−ρΣ
−ρρ
A
∂Xα
Pρ = Pρ∂Nµ
∂Pα
∂
∂Xα
[
Cρ−ρ
{
−P µΣ−ρρA2 −NµΣ−ρρA3 − ρǫ(p0)eµ⊥Σ−ρρA4
+
P/
P 2
(
−P µΣ−ρρA1 + P 2NµΣ−ρρA4 + ρǫ(p0)eµ⊥Σ−ρρA3
)
+
N/
N2
(
−N2P µΣ−ρρA4 −NµΣ−ρρA1 − ρǫ(p0)eµ⊥Σ−ρρA2
)
+
P/N/
P 2N2
(
−N2P µΣ−ρρA3 + P 2NµΣ−ρρA2 + ρǫ(p0)eµ⊥Σ−ρρA1
)}]
,
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Pργ5 ∂N
/
∂Pα
∂Cρ−ρΣ
−ρ−ρ
A
∂Xα
P−ρ = Pρ∂Nµ
∂Pα
γ5
∂
∂Xα
[
Cρ−ρ
{
P µΣ−ρ−ρA2 +N
µΣ−ρ−ρA3 − ρǫ(p0)eµ⊥Σ−ρ−ρA4
+
P/
P 2
(
P µΣ−ρ−ρA1 − P 2NµΣ−ρ−ρA4 + ρǫ(p0)eµ⊥Σ−ρ−ρA3
)
+
N/
N2
(
N2P µΣ−ρ−ρA4 +N
µΣ−ρ−ρA1 − ρǫ(p0)eµ⊥Σ−ρ−ρA2
)
+
P/N/
P 2N2
(
N2P µΣ−ρ−ρA3 − P 2NµΣ−ρ−ρA2 + ρǫ(p0)eµ⊥Σ−ρ−ρA1
)}]
,
Pρ∂Σ
ρρ
R Cρ−ρ
∂Xα
∂N/
∂Pα
γ5P−ρ = −Pρ∂Nµ
∂Pα
γ5
∂
∂Xα
[{−P µΣρρR2 −NµΣρρR3 − ρǫ(p0)eµ⊥ΣρρR4
+
P/
P 2
(
P µΣρρR1 + ρǫ(p0)e
µ
⊥Σ
ρρ
R3 + P
2NµΣρρR4
)
+
N/
N2
(
NµΣρρR1 − ρǫ(p0)eµ⊥ΣρρR2 −N2P µΣρρR4
)
+
P/N/
P 2N2
(
ρǫ(p0)e
µ
⊥Σ
ρρ
R1 − P 2NµΣρρR2 +N2P µΣρρR3
)}
Cρ−ρ
]
,
Pρ∂Σ
ρ−ρ
R C−ρρ
∂Xα
∂N/
∂Pα
γ5Pρ = −Pρ∂Nµ
∂Pα
∂
∂Xα
[{
−P µΣρ−ρR2 −NµΣρ−ρR3 + ρǫ(p0)eµ⊥Σρ−ρR4
+
P/
P 2
(
P µΣρ−ρR1 − ρǫ(p0)eµ⊥Σρ−ρR3 + P 2NµΣρ−ρR4
)
+
N/
N2
(
NµΣρ−ρR1 + ρǫ(p0)e
µ
⊥Σ
ρ−ρ
R2 −N2P µΣρ−ρR4
)
+
P/N/
P 2N2
(
−ρǫ(p0)eµ⊥Σρ−ρR1 − P 2NµΣρ−ρR2 +N2P µΣρ−ρR3
)}
C−ρρ
]
,
Pργ5N/
{
Cρ−ρ, Σ
−ρρ
A
}
Pρ = −Pρ
[
N2
{
Cρ−ρ, Σ
−ρρ
A3
}
−N2P/
{
Cρ−ρ, Σ
−ρρ
A4
}
+N/
{
Cρ−ρ, Σ
−ρρ
A1
}
− P/N/
{
Cρ−ρ, Σ
−ρρ
A2
}]
Pρ
−∂Cρ−ρ
∂Xα
Pρ
[
NαΣ−ρρA2 +
1
2
∂N2
∂Pα
Σ−ρρA3 − ρǫ(p0)eµ⊥
∂Nµ
∂Pα
Σ−ρρA4
+
P/
P 2
(
ρǫ(p0)e
α
⊥Σ
−ρρ
A2 + ρǫ(p0)e
µ
⊥
∂Nµ
∂Pα
Σ−ρρA3 −N2Pˆ αΣ−ρρA4
)
+
P/N/
P 2
(
−P αΣ−ρρA2 +NαΣ−ρρA3 + ρǫ(p0)eα⊥Σ−ρρA4
)]
Pρ ,
Pργ5N/
{
Cρ−ρ, Σ
−ρ−ρ
A
}
P−ρ = Pργ5
[
N2
{
Cρ−ρ, Σ
−ρ−ρ
A3
}
−N2P/
{
Cρ−ρ, Σ
−ρ−ρ
A4
}
+N/
{
Cρ−ρ, Σ
−ρ−ρ
A1
}
− P/N/
{
Cρ−ρ, Σ
−ρ−ρ
A2
}]
P−ρ
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+
∂Cρ−ρ
∂Xα
Pργ5
[
NαΣ−ρ−ρA2 +
1
2
∂N2
∂Pα
Σ−ρ−ρA3 + ρǫ(p0)e
µ
⊥
∂Nµ
∂Pα
Σ−ρ−ρA4
+
P/
P 2
(
−ρǫ(p0)eα⊥Σ−ρ−ρA2 − ρǫ(p0)eµ⊥
∂Nµ
∂Pα
Σ−ρ−ρA3 −N2Pˆ αΣ−ρ−ρA4
)
+
P/N/
P 2
(
−P αΣ−ρ−ρA2 +NαΣ−ρ−ρA3 − ρǫ(p0)eα⊥Σ−ρ−ρA4
)]
P−ρ ,
Pρ {Cρ−ρ, ΣρρR }N/ γ5P−ρ = Pργ5
[
N2 {Cρ−ρ, ΣρρR3} −N2P/ {Cρ−ρ, ΣρρR4}
−N/ {Cρ−ρ, ΣρρR1}+ P/N/ {Cρ−ρ, ΣρρR2}
]
P−ρ
+
∂Cρ−ρ
∂Xα
Pργ5
[
NαΣρρR2 +
1
2
∂N2
∂Pα
ΣρρR3 − ρǫ(p0)eµ⊥
∂Nµ
∂Pα
ΣρρR4
+
P/
P 2
(
ρǫ(p0)e
α
⊥Σ
ρρ
R2 + ρǫ(p0)e
µ
⊥
∂Nµ
∂Pα
ΣρρR3 −N2Pˆ αΣρρR4
)
+
P/N/
P 2
(P αΣρρR2 −NαΣρρR3 − ρǫ(p0)eα⊥ΣρρR4)
]
P−ρ ,
Pρ
{
C−ρρ, Σ
ρ−ρ
R
}
N/ γ5Pρ = Pρ
[
N2
{
C−ρρ, Σ
ρ−ρ
R3
}
−N2P/
{
Cρ−ρ, Σ
ρ−ρ
R4
}
−N/
{
Cρ−ρ, Σ
ρ−ρ
R1
}
+ P/N/
{
Cρ−ρ, Σ
ρ−ρ
R2
}]
Pρ
+
∂C−ρρ
∂Xα
Pρ
[
NαΣρ−ρR2 +
1
2
∂N2
∂Pα
Σρ−ρR3 + ρǫ(p0)e
µ
⊥
∂Nµ
∂Pα
Σρ−ρR4
+
P/
P 2
(
−ρǫ(p0)eα⊥Σρ−ρR2 − ρǫ(p0)eµ⊥
∂Nµ
∂Pα
Σρ−ρR3 −N2Pˆ αΣρ−ρR4
)
+
P/N/
P 2
(
P αΣρ−ρR2 −NαΣρ−ρR3 + ρǫ(p0)eα⊥Σρ−ρR4
)]
Pρ .
Standard forms for γ5N/ ·C and C · γ5N/ in G[3]K in Eq. (4.20)
Form for γ5N/ ·C in G[3]K in Eq. (4.20) is given by Eq. (E.1) with
ΣρσA1 → δρσ , ΣρσAj → 0 (j = 2− 4) ,
ΣρσRj → 0 (j = 1− 4) .
C · γ5N/ in Eq. (4.20) is given by Eq. (E.1) with
ΣρσR1 → −δρσ , ΣρσRj → 0 (j = 2− 4) ,
ΣρσAj → 0 (j = 1− 4) .
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APPENDIX F: ENERGY SHELLS OF G
ρρ
R (P,X)
To find the energy shells of GρρR , we need (G
ρρ
R (P,X))
−1
, the inverse of GρρR (P,X) (cf.
Eq. 4.28)). To the gradient approximation, we have
(GρρR )
−1
=
(
G
(0)ρρ
R +G
(1)ρρ
R
)−1
≃
(
G
(0)ρρ
R
)−1 − (G(0)ρρR )−1G(1)ρρR (G(0)ρρR )−1 . (F.1)
Here
(
G
(0)ρρ
R
)−1
is the (11)-element of Eq. (2.48) and G
(1)ρρ
R is as in Eq. (4.24). If we ignore
the gradient term in Eq. (F.1), the energy shells are obtained through
Re
(
G
(0)ρρ
R (P,X)
)−1
p0 = ±ω
(0)
±
(±~p,X)
∝ Dρρ
p0 = ±ω
(0)
±
(±~p,X)
= 0 ,
where Dρρ is given by Eq. (2.46) with the substitutions (2.50) being made. Then, the true
energy shells, p0 = ±ω±(±~p,X), are obtained from Eq. (F.1),
±∂Re
(
G
(0)ρρ
R (P,X)
)−1
∂p0 p0 = ±ω
(0)
±
(±~p,X)
(
ω±(±~p,X)− ω(0)± (±~p,X)
)
= Re
[(
G
(0)ρρ
R (P,X)
)−1
G
(1)ρρ
R (P,X)
(
G
(0)ρρ
R (P,X)
)−1]
p0 = ±ω
(0)
±
(±~p,X)
.
APPENDIX G: STANDARD FORMS FOR THE QUANTITIES IN SEC. IVB
Standard forms for Π
[1]µν
K and Π
[2]µν
K in Eq. (4.64)
From Eq. (4.57) with Eq. (4.64), we obtain
Π
[1]µν
K =
i
2
∑
j
∑
UV=T,L
[
RUVLj
{
f˜ , Π˜UVRj + Π˜
UV
Aj
}
RUVRj
]µν
, (G.1)
Π
[2]µν
K = 2iPµνT Re
[
ΠTGR1 −
ζ · P˜
P˜ 2
ΠT
′T
R3
]
(E⊥ · ∂)f˜ + 2i ζ˜
µζ˜ν
ζ˜2
Re
[(
−ζ · P˜
P˜ 2
ΠTTR2 +Π
TG
R2
)
(ζ˜ · ∂)f˜
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+{
ζ · P˜
P˜ 2
(
ΠT
′T
R3 − ΠTT
′
R3
)
−ΠTGR1
}
(E⊥ · ∂)f˜
]
+iζ˜µEν⊥
[
− 1
P˜ 2
ΠTT
′
R3 (P˜ · ∂˜)f˜ +
1
E2⊥
(
ΠTGR2 −
ζ · P˜
P˜ 2
ΠTTR2
)
(E⊥ · ∂)f˜
+
1
ζ˜2
(
ΠGTA1 +
ζ · P˜
P˜ 2
(
ΠTT
′
R3 +Π
TT ′
A3
))
(ζ˜ · ∂)f˜
]
+ 2inµnνReΠLGR1 ∂0f˜
+iζ˜µnν
[
ΠTGR2 ∂0f˜ −
1
ζ˜2
(
ΠGLA1 +
ζ · P˜
P˜ 2
ΠTLA1
)
(ζ˜ · ∂)f˜ + ζ · P˜
P˜ 2ζ˜2
ΠTLA2 (E⊥ · ∂)f˜
]
+iEµ⊥n
ν
[
1
P˜ 2
ΠTLA2 (P˜ · ∂˜)f˜ +ΠTGR1 ∂0f˜ −
ζ · P˜
P˜ 2ζ˜2
ΠTLA2 (ζ˜ · ∂)f˜
− 1
E2⊥
(
ΠGLA1 +
ζ · P˜
P˜ 2
ΠTLA1
)
(E⊥ · ∂)f˜
]
+iEµ⊥ζ˜
ν[...] + inµζ˜ν[...] + inµEν⊥[...] . (G.2)
[...]’s are obtained using Eq. (3.26).
Standard dorm for H˜ in Eq. (4.60)
We write H˜
µν
= H˜
(0)µν
+ H˜
(1)µν
, with H˜
(0)µν
the leading term and H˜
(1)µν
the gradient
term of the DEX of H˜µν(P,X). Straightforward manipulation of Eq. (4.60) yields
H˜
(0)µν
= PµρT ·
[(
H˜l
)TT
1
]
IWT
· (PT ) νρ + ζ˜
µ ·
[(
H˜l
)TT
2
]
IWT
· ζ˜ν − ζ˜µ ·
[(
H˜l
)TT ′
3
]
IWT
· Eν⊥
+Eµ⊥ ·
[(
H˜l
)T ′T
3
]
IWT
· ζ˜ν + ζ˜µ ·
[(
H˜l
)TL
1
]
IWT
nν + Eµ⊥ ·
[(
H˜l
)TL
2
]
IWT
nν
+nµ
[(
H˜l
)LT
1
]
IWT
· ζ˜ν − nµ
[(
H˜l
)LT
2
]
IWT
· Eν⊥ ,
with
(
H˜l
)UV
j
as in Eq. (3.55), and
H˜(1)µν = iPµνT Re
[
ζ˜2E2⊥
{
CTT
′
3 , Π
T ′T
R3
}
−2(ζ · P˜ )
{
ζ˜2CTT
′
3 (ζ˜·
↔
∂ )Π
T ′T
R3 −
1
P˜ 2
CTT
′
3 (E⊥ · ∂)ΠTTR1
}]
+iζ˜µζ˜νRe
[
−
{
CTT2 , Π
TT
R1
}
− ζ˜2
{
CTT2 , Π
TT
R2
}
+ E2⊥
{
CT
′T
3 , Π
TT ′
R3 − ΠTT
′
A3
}
−2ζ · P˜
P˜ 2
CTT2 (ζ˜·
↔
∂ )Π
TT
R2 + 2ζ˜
2CT
′T
3 (P˜ ·
↔
∂ )Π
TT ′
R3
+2(ζ · P˜ )
(
CTT
′
3 (ζ˜·
↔
∂ )Π
T ′T
R3 − CT
′T
3 (ζ˜·
↔
∂ )Π
TT ′
R3
)
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−2 ζ · P˜
P˜ 2ζ˜2
(
CTT2 (ζ˜ · ∂) + 2ReCTT
′
3 (E⊥ · ∂)
)
ΠTTR1
]
+
i
2
ζ˜µEν⊥
P˜ 2
[
P˜ 2ζ˜2
({
CTT2 , Π
TT ′
A3
}
+
{
CTT
′
3 , Π
TT
R2
})
+ 2P˜ 2
{
CTT
′
3 , ReΠ
TT
R1
}
−2CTT ′3 (P˜ · ∂˜)ΠTTA1 + 2(ζ · P˜ )
{
−CTT2
E⊥ · ∂
E2⊥
ΠTTA1 + C
TT
2 (ζ˜·
↔
∂ )Π
TT ′
A3
+CTT
′
3 (ζ˜·
↔
∂ )Π
TT
R2 + 2i(E⊥ · ∂)Im
(
CTT
′
3 Π
T ′T
R3
)
+
2
ζ˜2
CTT
′
3 (ζ˜ · ∂)ReΠTTR1
}]
+
i
2
ζ˜µnν
[
−ζ˜2
{
CTT2 , Π
TL
A1
}
+ E2⊥
{
CTT
′
3 , Π
TL
A2
}
−2ζ · P˜
P˜ 2
CTT2 (ζ˜·
↔
∂ )Π
TL
A1 + 2C
TT ′
3
(
ζ˜2(P˜ · ↔∂ )− (ζ · P˜ )(ζ˜· ↔∂ )
)
ΠTLA2
]
−iEµ⊥nν
[
ζ˜2
2
{
CT
′T
3 , Π
TL
A1
}
+
ζ · P˜
P˜ 2
CT
′T
3 (ζ˜·
↔
∂ )Π
TL
A1
]
+iEµ⊥ζ˜
ν[...] + inµζ˜ν[...]− inµEν⊥[...] ,
where A
↔
∂ B ≡ A∂B − A ←∂ B, and [...]’s are obtained using Eqs. (3.32) and (3.35).
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