Supervised training of neural networks for classification is typically performed with a global loss function. The loss function provides a gradient for the output layer, and this gradient is backpropagated to hidden layers to dictate an update direction for the weights. An alternative approach is to train the network with layer-wise loss functions. In this paper we demonstrate, for the first time, that layer-wise training can approach the state-of-the-art on a variety of image datasets. We use single-layer sub-networks and two different supervised loss functions to generate local error signals for the hidden layers, and we show that the combination of these losses help with optimization in the context of local learning. Using local errors could be a step towards more biologically plausible deep learning because the global error does not have to be transported back to hidden layers. A completely backprop free variant outperforms previously reported results among methods aiming for higher biological plausibility. Code is available. 1
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Introduction
Neural networks for classification are typically trained with a global cross-entropy loss, with the prediction error being back-propagated layer-by-layer from the output layer to hidden layers (D. E. Rumelhart, 1986) . The hidden layer weights cannot be updated before the forward and backward pass has completed. This backward locking prevents parallelization of the weight updates. It also prevents reuse of the memory used to store hidden layer activations. Several methods have been proposed to avoid the backward locking problem (Jaderberg et al., 2017; Gomez et al., 2017) .
Back-propagation of global errors is not biologically plausible for a number of reasons (Bengio et al., 2015) . Several more realistic alternatives have been proposed (Bengio, 2014; Lee et al., 2015b; Lillicrap et al., 2014; Nøkland, 2016; Scellier & Bengio, 2017) . These methods do not seem to scale to larger and more complicated problems like CIFAR10 and ImageNet (Bartunov et al., 2018) .
In this paper, we demonstrate that the backward-locking problem can be avoided by training hidden layers with locally generated errors. The local loss functions do not depend on a globally generated error, and the hidden layer weights can be updated during the forward pass. When the weights for a hidden layer have been updated, the gradient and the activations do not have to be kept in memory any more. This alleviates the memory requirements when training deep networks. Although we train all layers at the same time, locally generated errors also enables greedily training layers one-at-a-time, which can reduce the memory footprint even more, and also reduce the training time.
Using local errors could be a step towards more biologically plausible deep learning because the global error does not have to be propagated back to hidden layers. The global target can be projected back to hidden layers instead.
Despite the promise that local loss functions can make training faster, more memory efficient, more parallel and more biologically plausible, layer-wise supervised training has been poorly explored in the literature.
Related work 2.1. Local Loss Functions
Local loss functions have been used to pre-train hidden layers independently of the global loss, and this has in certain cases been shown to improve the performance after finetuning using global back-propagation (Hinton et al., 2006; Bengio et al., 2007; Salakhutdinov & Hinton, 2009; Erhan et al., 2010; Vincent et al., 2008; Paine et al., 2014; Dong et al., 2018) . Local loss functions have been used as an auxillary objective to improve performance (Lee et al., 2015a; Zhang et al., 2016; Szegedy et al., 2015; Wang et al., 2015; Weston et al., 2012) . Using supervised layer-wise loss functions, without fine-tuning, has also been explored previously (Mostafa et al., 2017; Malach & Shalev-Shwartz, 2018; Mar-arXiv:1901 .06656v1 [stat.ML] 20 Jan 2019 quez et al., 2018 . The best reported result on CIFAR-10 is 7.2% using local classifiers and ensembling, approaching the results of global backprop (Belilovsky et al., 2018) . Our contribution is to show that local classifiers combined with a local similarity matching loss can match global backprop in terms of test error.
Training hidden layers with synthetic gradients is another way to avoid the backward locking problem (Jaderberg et al., 2017) . This method uses local loss functions to train subnetworks to approximate the true gradient. The synthetic gradient modules are trained with an L2 loss to predict the true gradient from the layer above. The input to the module is the hidden layer activation and in some cases, the target vector. The method relates to layer-wise supervised training because the target information is used to train hidden layers. The method differs from our approach because we don't try to approximate a back-propagated gradient, instead we utilize the target vector to create an error signal independently of the layers above.
Similarity Measures in Neuroscience
Similarity measures have been used in the neuroscience field to characterize neural activity patterns. Representational similarity analysis (RSA) measures similarity of representations under different experimental conditions (Kriegeskorte et al., 2008a) . By comparing the activity associated with each pair of experimental conditions one can obtain a representational dissimilarity matrix (RDM), much like the similarity matrix we use in this work.
In addition to being a useful tool for analysis, experimental findings indicate that a similarity matching objective might operate in the mammal brain. Recodings in the inferior temporal (IT) cortex in monkeys show that neural responses to images are clustered according to object categories (Kiani et al., 2007) . The category clusters surprisingly match between humans and monkeys when exposed to the same real-world object images (Kriegeskorte et al., 2008b) .
Similarity Measures in Machine Learning
The similarity matching loss function in this paper can be related to previous work in unsupervised clustering and feature learning. Suppose we have n datapoints as the columns of matrix H = (h 1 , . . . , h n ). A decomposition of this matrix can be expressed as follows:
If we enforce orthogonality on C, requiring C T C = I, the minimization in (1) implements the subspace version of principal component analysis (PCA). If an L1 penalty is placed on G, the minimization performs sparse coding. Under the constraint that the n columns of G are one-hot cluster selectors, solving this minimization finds a k-means clustering of the data, where the k columns of C are the cluster centroids. Under the constraint that H, C, G ≥ 0, the minimization finds a non-negative matrix factorization (NMF) of the data. Each of these methods have been used for unsupervised feature learning in computer vision Raina et al., 2007; Lee & Seung, 1999) .
Given some self-similarity measure S(.), consider the objective: min
If S(.) measures the euclidian distance between data points, this minimization implements multidimensional scaling (MDS). If we define S(X) = X T X and constrain G to be ≥ 0, the minimization in (2) finds what is called the symmetric NMF (Kuang et al., 2012) . If instead of non-negativity we enforce orthogonality, requiring GG T = I, the minimization in (2) implements (Ding et al., 2005; Kuang et al., 2012) the family of methods called spectral clustering (Ng et al., 2002) . By choosing different similarity measures S(.) in the first term of (2), this minimization can perform different graph clustering objectives, namely ratio association, kernel clustering and normalized cuts (Kuang et al., 2012) .
Symmetric NMF can be implemented in a biologically plausible way, using Hebbian and anti-Hebbian learning rules, and such an implementation discovers sparse features when trained on natural images (Pehlevan & Chklovskii, 2014) .
The above are unsupervised clustering and feature learning methods. For our purposes in this paper, we use what can be seen as a supervised clustering loss, where two data points belong to the same cluster if they have the same label. Given a label matrix Y = (y 1 , . . . , y n ), whose columns are the one-hot encoded labels of the data, we minimize:
Here the matrix Y is fixed, and instead the parameters θ of N euralN et are adjusted to minimize the loss. A straightforward interpretation of this loss is that it encourages the neural network to learn representations of the data such that distinct classes have distinct representations.
This supervised clustering loss is related to methods like linear disciminative analysis (LDA) (Fisher, 1936) , and neighbourhood component analysis (NCA) (Goldberger et al., 2005) because they both utilize label information to perform clustering.
Method
We use standard convolutional and fully connected network architectures, but instead of globally back-propagating errors, each weight layer is trained by a local learning signal, that is not back-propagated down the network. The learning signal is provided by two separate single-layer sub-networks, each with their own distinct loss function. One sub-network is trained with a standard cross-entropy loss, and the other with a similarity matching loss (see Figure 1 ).
Similarity Matching Loss
The similarity matching loss measures the L2 distance between matrices, where the elements contain the pair-wise similarities between examples in a mini-batch. We denote this loss as L sim or sim loss. Given a mini-batch of hidden layer activations H = (h 1 , . . . , h n ), and a one-hot encoded label matrix Y = (y 1 , . . . , y n ), we have:
When H is the output of a linear layer, N euralN et(.) is a linear layer. When H is the output of a convolutional layer, N euralN et(.) is a convolutional layer with kernel size 3x3, stride 1 and padding 1, followed by a standard deviation operation over each feature map. This operation will reduce the dimension of the output to 2. S(X) is the adjusted cosine similarity matrix, or correlation matrix, of a mini-batch X. S(X) contains elements s ij where
Subscripts i and j denote indices in the mini-batch. x i denotes the mean-centered vector x i .
Prediction Loss
The prediction loss measures the cross-entropy between a prediction from a local classifier and the target. We denote this loss as L pred or pred loss.
The pred loss for a matrix H of hidden layer-activations:
where W is a weight matrix with width equal to the number of classes and height equal to hidden dimension, and Y is matrix of one-hot encoded targets. If H is the output of a convolutional layer, average-pooling is performed first to reduce the size, then the feature maps are flattened.
Biological Plausibility
A more biologically plausible version of the similarity matching loss is to replace N euralN et(.) in (4) with an average-pooling layer and a standard deviation operation, and apply the similarity matching objective directly on these features. Then no back-propagation is required to calculate the gradient for the hidden layer. To eliminate the requirement for the global target to be available at each hidden layer, the one-hot encoded target vector is replaced with a random transformation of the same target vector. We denote this loss as L sim−bio or sim-bio loss.
The L pred loss can be made more biologically plausible by using feedback alignment (Lillicrap et al., 2014) to transport the prediction error back to the hidden layer. To eliminate the requirement for the global target to be available at each hidden layer, the classifier is trained to predict a binarized random transformation of the target vector using a binary cross-entropy loss. We denote this loss as L pred−bio or pred-bio loss.
The experiment section includes one experiment on CIFAR-10 using these two versions, and their combination.
Combined Loss
We denote the weighted combination of the above loss functions as L predsim or simply as predsim loss.
And equally for the more biologically plausible loss functions. We denote this loss as L predsim−bio or simply as predsim-bio loss.
Experiments
We performed experiments on MNIST, Fashion-MNIST, Kuzushiji-MNIST, CIFAR-10, CIFAR-100, STL-10 and SVHN to evaluate the performance of the training method. We used fully-connected architetures and two VGG-like architectures that we found to perform well (Simonyan & Zisserman, 2014) . For each model we compared the performance when trained with the glob loss (i.e. standard global back-prop), the pred loss, the sim loss and the predsim loss. We also trained the best performing model with cutout regularization (Devries & Taylor, 2017) , keeping all hyper-parameters except the dropout rate identical, to see if it could improve the result further.
The architectures and hyper-parameters were chosen to give good performance for the predsim loss. The parameters were kept equal for all loss variations for a given dataset and architecture combination. Experiments were kept as simple as possible, and only dropout rate, learning rate, length of training, hidden layer dimension and average-pooling kernel size (used in the pred loss) varied across experiments.
We used two different simple VGG-like convolutional networks. Both consist of 2x2 max-pooling layers, 3x3 convolutional layers with stride 1 and padding 1, and fully connected layers. The first architecture is denoted VGG8B. The layers are conv128-conv256-pool-conv256-conv512-pool-conv512-pool-conv512-pool-fc1024-fc. The dimension of the output layer depends on the number of classes.
The second network is deeper and is denoted VGG11B.
The dimension of the output layer depends on the number of classes.
The experiments were executed using the PyTorch framework. For local loss functions, the computational graph was detached after each hidden layer to prevent backward gradient flow from the output loss. The output layer was trained normally with a cross-entropy loss function.
A batch size of 128 was used in all experiments. ADAM was used for optimization (Kingma & Ba, 2014) . The weighting factor β was set to 0.99 for all experiments with the predsim loss.
For networks trained with global or pred loss we used the ReLU non-linearity. For networks trained with sim or predsim loss we used leaky-ReLU with a negative slope of 0.01 (Maas et al., 2013) . Before each non-linearity we applied batch normalization (Ioffe & Szegedy, 2015) . After each non-linearity we applied dropout (Srivastava et al., 2014) , with equal dropout rate for all layers.
The training time was 100 epochs for MNIST and Kuzushiji-MNIST, 200 epochs for Fashion-MNIST, and SVHN, and 400 epochs for the other datasets. The learning rate was multiplied by a factor of 0.25 at 50%, 75% and 89% and 94% of the total training time. Because of the high number of experiments, we performed only single-time runs. We report the test error for the last training epoch.
In some of the experiments, the number of convolutional filters were multiplied by a factor of 2 or 3. This is denoted in the tables as (2x) or (3x) trailing the network name.
Despite the large number pf parameters, we were able to train the networks on a single GPU.
MNIST
MNIST consists of hand-written digits and is the most commonly used dataset within the deep learning community. The dataset is trivial to learn and good performance here does not say much about the performance on harder tasks. We have included these experiments here for completeness.
The initial learning rate was 5e-4. The average-pooling kernel size for the pred loss was chosen so that the input dimension to the local classifier was 1024. The dropout rate was 0.1 for MLP and 0.2 for VGG8B. For the cutout experiment, the cutout hole size was 14.
We used 2 pixel jittering for data augmentation as done in the CapsNet paper (Sabour et al., 2017) . We provide the CapsNet result here as a baseline for convolutional networks, even though better results have been achieved with ensembling and extensive data augmentation (Wan et al., 2013) . We provide the performance of the Ladder network as baseline for fully-connected networks (Rasmus et al., 2015) .
It is clear that jittering is helping substantially for all fullyconnected networks, but the best result is with the predsim loss. VGG8B with predsim loss and cutout is on par with CapsNet. 
Fashion-MNIST
Fashion-MNIST is a rather new dataset with different classes of clothing and is a drop-in replacement for MNIST (Xiao et al., 2017) . It is harder, but has the same size, input dimension and number of classes as MNIST.
The initial learning rate was 5e-4 for MLP and VGG8B, and 3e-4 for VGG8B(2x). The average-pooling kernel size for the pred loss was chosen so that the input dimension to the local classifier was 1024 for VGG8B and 2096 for VGG8B(2x). The dropout rate was 0.025 for MLP, 0.1 for VGG8B and 0.2 for VGG8b(2x). For the cutout experiment, the cutout hole size was 14.
As a baseline we show the test error for a WideResNet-28-10 with and without random erasing data augmentation (Zhong et al., 2017) . 2 This is to our knowledge the best published results on this dataset. Note that the baseline network has about 5 times more parameters than VGG8B. To make the comparison more fair, we also trained a version of VGG8B where the number of convolutional filters were doubled. This version performs better than the baseline, even though the number of parameters was smaller. 
Kuzushiji-MNIST
Kuzushiji-MNIST is another drop-in replacement for MNIST containing hand-drawn japanese characters (Clanuwat et al., 2018) .
The initial learning rate was 5e-4. The average-pooling kernel size for the pred loss was chosen so that the input dimension to the local classifier was 1024. The dropout rate was 0.2 for MLP and 0.3 for VGG8B. For the cutout experiment, the dropout rate was 0.15 and the cutout hole size was 14.
As a baseline we have included the first published results on this dataset, a PreActResNet-18 (He et al., 2016) with and without manifold mixup regularization (Clanuwat et al., 2018) . VGG8B with predsim loss and cutout achieved a test error that surpasses the baseline, even though the number of parameters was smaller.
CIFAR-10
CIFAR-10 consist of 50000 training images of dimension 32x32 pixels (Krizhevsky, 2009) . The dataset has 10 classes.
The initial learning rate was 5e-4 for MLP, VGG8B and VGG11B, and 3e-4 for VGG11B(2x) and VGG11B(3x). The average-pooling kernel size for the pred loss was cho- As a baseline we have included test error for WideResNet-40-10 with and without cutout (Devries & Taylor, 2017) . Note that better results have been reported using regularization and data augmentation techniques (Verma et al., 2018; Cubuk et al., 2018) . The predsim loss worked better than the other loss functions for the tested architectures. By multiplying the number of convolutional filters by 3, the VGG11B model trained with predsim loss approaches the test error of WideResNet. We also tested the backprop free training methods on this dataset, with a random target projection of size 128. The weighting factor β was set to 0.01 for the predsim-bio loss.
The initial learning rate was 5e-4 for VGG8B, and 3e-4 for VGG8B(2x). The average-pooling kernel size for the pred and sim loss was chosen so that the flattened output dimension was 4096. The dropout rate was 0.05 for VGG8B and 0.1 for VGG8B(2x).
The best published results on this task with no backpropagation is to our knowledge 16.9% using dense feedback alignment (Moskovitz et al., 2018) . The second best result is 18.0% using K-means and SVM . If we consider sign-concordant feedback as backprop free training, the best result is 12.6% (Moskovitz et al., 2018) . Our result with the predsim-bio loss surpasses these results by a large margin. 
CIFAR-100
CIFAR-100 consist of 50000 training images of dimension 32x32 pixels (Krizhevsky, 2009) . The dataset has 100 classes.
The initial learning rate was 5e-4 for MLP, VGG8B and VGG11B, and 3e-4 for VGG11B(2x) and VGG11B(3x). The average-pooling kernel size for the pred loss was chosen so that the input dimension to the local classifier was 4096. The dropout rate was 0.025 for MLP, 0.05 for VGG8B and VGG11B, 0.1 for VGG11B(2x) and 0.15 for VGG11B(3x). We were not able to improve the test error with cutout on this dataset, so this result is excluded from the table.
Because of the high number of classes, we limited the number of classes in each mini-batch to 20 until first drop in learning rate. This was to make the target similarity matrix S(.) less sparse, and we found that this improved the final result.
As a baseline we have included test error for WideResNet-40-10 with and without cutout (Devries & Taylor, 2017) . Note that better results have been reported using regularization and data augmentation techniques (Yamada et al., 2018; Cubuk et al., 2018) . The predsim loss worked better than the other loss functions for the tested architectures. By multiplying the number of convolutional filters by 3, the VGG11B model trained with predsim loss approaches the test error of WideResNet.
SVHN
SVHN is a dataset with house number images of dimension 32x32 pixels (Netzer et al., 2011) . The training set has 73257 images and the extra training set has 531131 images. We used both training sets in our experiments. No data augmentation was used. The initial learning rate was 3e-4. The average-pooling kernel size for the pred loss was chosen so that the input dimension to the local classifier was 2048. The dropout rate was 0.3. For the cutout experiment, the dropout rate was 0.15 and the cutout hole size was 16.
As a baseline, we show the test error for WideResNet-16-8 with and wihout cutout (Devries & Taylor, 2017) . Note that better results are reported with extensive data augmentation (Cubuk et al., 2018) . The predsim loss clearly worked better than the other loss functions for the tested architecture, but lags behind the test error for WideResNet. STL-10 is a dataset of images belonging to 10 classes . The image dimension is 96x96 pixels. The training dataset consists of 5000 labeled images and a lot of unlabeled images. We used only labeled images, and we did not use the prescribed testing protocol, we just trained one model on all training examples. No data augmentation was used, making this a difficult task because of the small amount of training data.
The network architecture here was identical to the earlier description, except that the first convolutional layer was replaced with a 7x7 kernel layer with stride 2. This was to reduce the feature map size early in the network.
The initial learning rate was 5e-4. The average-pooling kernel size for the pred loss was chosen so that the input dimension to the local classifier was 2048. The dropout rate was 0.1. For the cutout experiment, the cutout hole size was 48.
As a baseline we show the results for WideResNet-16-8 with and without cutout regularization (Devries & Taylor, 2017) . The authors use the same training and testing protocol as used here. Our result with predsim loss is better than the baseline. 
Discussion

Results with Local Loss Functions
Our first observation is that the local prediction loss (pred) achieved test errors close to those of global backpropagation. This is in line with previous work (Mostafa et al., 2017; Belilovsky et al., 2018) , but still interesting because hidden layers are decoupled from the layers above during training.
A surprising observation is that the local similarity matching loss (sim) is able to provide a remarkable good training signal for hidden layers. In some cases, the test error is lower than for a back-propagated global cross-entropy loss. The loss encourages examples from distinct classes to have distinct representations, measured by the cosine similarity. This can be seen as a kind of supervised clustering. This objective is sufficient to create a hidden representation that is suitable for classification, independently of the layers above.
The results indicate that training with a local cross-entropy (pred) or similarity matching (sim) loss alone does not match a global loss in terms of test error. However, if both loss functions are combined (predsim), the results improve significantly. The performance of the training method varies across architectures and datasets. Overall, we observe no loss in accuracy when comparing to global back-propagation in VGG-like architectures. This conclusion is based on the assumption that the global loss results for VGG architectures are representative. If we compare them with results for residual-free architectures reported in the literature and in open-source implementations, they seem to be equally good or better.
For supervised layer-wise training on CIFAR-10, we improve the state-of-the-art from 7.2% (Belilovsky et al., 2018) to 3.6% test error. Layer-wise training of VGG-like models is competitive with residual architectures trained with global back-propagation on several datasets. For STL-10 with no data augmentation, our result is the best reported.
We use dropout (Srivastava et al., 2014) , and batchnormalization (Ioffe & Szegedy, 2015) , for regularization. Without these, the results are much worse. We have demonstrated that more advanced regularization methods like cutout, (Devries & Taylor, 2017) , can improve the results further.
We found that VGG-like architectures work best with the proposed training method. For residual architectures like ResNet and WideResNet, we got better results when the residual connections were removed. We also tried to replace max-pooling layers with 2-strided convolutional layers, but this did not work equally well.
Avoiding a global loss function has several benefits for practical neural network training. The backward-locking problem is no longer a problem, and weights can be updated during the forward pass. This alleviates the memory requirements since activations do not have to be kept in memory for the backward pass. We trained all layers simultaneously, but using local loss functions can also enable greedy training of hidden layers one-by-one. It also allows for model and data parallelism, where different parts of the model can be trained on different GPU's, with each GPU processing different batches.
Decoupling Optimization from Generalization
We have compared test errors of various losses on a wide range of datasets. These results do not on their own help us disentangle effects on optimization from effects on generalization. Looking at the training error can shed light on this. In general, full backprop achieved a faster drop in training error, and as low or lower final training error, compared to the local losses in our experiments. This is not too surprising, considering it has access to the true gradient of the global loss at each layer.
On STL-10, the predsim loss achieved the best reported test error without using unlabeled data. This dataset is characterized by relatively large images (96x96), and few training examples (5000). Large models are prone to overfit on this data. Both backprop and each of the local losses were able to reach a training error < 0.2%. At the same time, each of the local losses found solutions with lower test error than that of backprop. This immediately suggests that local learning may provide an inductive bias towards solutions that generalize well.
Observing that the combined local loss generally achieves lower test error than each loss on their own, one could argue that the sim loss may be adding a regularizing effect. Looking at the training curves ( Figure 2) shows that this is not the full story. Here, the sim loss achieved a significantly lower training error than pred, and their combination in predsim achieved lower training error than either method on its own. In every experiment where the local losses could be compared, it held true that the predsim loss achieved a lower training error than either local loss on its own. This shows that both losses help optimization in the context of local learning in deep networks.
To summarize, our evidence points to full backprop generally achieving a faster drop in training error, and lower final training error, but that local learning in many experiments appeares to add an inductive bias that reduces overfitting. In the context of local learning, the sim and pred losses both help with optimization in a complementary way.
We have shown that the predsim loss can achieve strong test error results on many datasets. If our results come from better generalization, one could suspect local learning to perform worse on large datasets like ImageNet, where models are less prone to overfit. Due to time and compute constraints, we do not have ImageNet results in this paper. However, recent results from (Belilovsky et al., 2018) 
Biological Plausibility
We have proposed a combination of local loss functions that offers an alternative to end-to-end training with global backpropagation. Neither of the two losses provide backprop free training. However, the error does not have to be transported back through the whole network, a single step of backpropagation is sufficient.
If we remove the back-propagation requirement and add direct projections from the global target to hidden layers (predsim-bio), the performance deteriorated, but 7.8% error on CIFAR-10 is still the best reported result for backprop free methods. This method is biologically plausible in many ways, but some issues still exist. We use unrealistic weightsharing in convolutional layers, and we allow the weights to switch sign. We also use batch-normalization, which doesn't have a biologically realistic counterpart. The method is an offline algorithm since we use mini-batch training. In addition we have ignored that real neurons communicate with spikes.
Local loss functions could be a step towards a solution to the credit assignment problem (Bengio et al., 2015) . Using local classifiers to generate training signals has been investigated previously. Our contribution is to show that such classifiers can be trained with feedback alignment, and that the target can be replaced with a random projection of the target. We also show increased accuracy when the prediction loss is combined with a similarity matching loss.
With the backprop free pred-bio loss, the weight transport problem, (Grossberg, 1987) , is avoided because feedback alignment does not require symmetric weights. An online version of feedback alignment learning can be implemented in a biologically plausible way using multi-compartment neurons (Guerguiev et al., 2017) , and in cortical microcircuits for continuous learning without separate forward and backward passes (Sacramento et al., 2018 ). An online version of the sim-bio loss can be implemented using local Hebbian and anti-Hebbian learning rules, at least for unsupervised learning Giovannucci et al., 2018) .
Biologically plausible algorithms for error-driven learning have so far focused on how to transport the error back to hidden layers (Lillicrap et al., 2014; Nøkland, 2016) , or how to transport a target back to hidden layers (Xie & Seung, 2003; Bengio, 2014; Lee et al., 2015b; Scellier & Bengio, 2017; Whittington & Bogacz, 2017) . This work suggests that global error transportation is not a requirement for errordriven learning. Neither is it a requirement to propagate the global target backwards through the network. The hidden layers can be trained independently of the layers above, without loss in accuracy.
Appendices
A. Training and Test Errors Figure 3 . Training and test classification errors on all datasets with different loss functions. Note that the CIFAR100 runs are less comparable to each other, because the sim and predsim runs had batches sampled to have only 20 classes per batch during training, which we found to cause a higher training error, but lower test error.
B. Similarity Matching as a Complementary Objective
Although somewhat out of scope of this work, we performed some experiments with the sim loss as a local complementary loss. We trained the networks with global back-propagation combined with a local sim loss. In this way, hidden layers were trained based on a global cross-entropy loss, and back-propagated similarity matching losses from the layers above.
Hyper-parameters and training details were identical to the experiments with the local sim loss, except that we did not detach the computational graph.
The results are summarized in Table 9 . We can see that similarity matching is a powerful auxillary objective for classification, also in a global loss context. For all datasets we can see an improvement in test error compared to global back-propagation alone. 
