Error Estimation for Multi-Stage Runge-Kutta IMEX Schemes by Chaudhry, Jehanzeb H. et al.
A Posteriori Error Estimation for Multi-Stage
Runge-Kutta IMEX Schemes
Jehanzeb H. Chaudhrya, J.B. Collinsb, John N. Shadida,c
aDepartment of Mathematics and Statistics, The University of New Mexico, Albuquerque,
NM 87131
bDepartment of Mathematics, West Texas A&M University, Canyon, TX 79016
cComputational Mathematics Department, Sandia National Laboratories, Albuquerque, NM
87123
Abstract
Implicit-Explicit (IMEX) schemes are widely used for time integration meth-
ods for approximating solutions to a large class of problems. In this work, we
develop accurate a posteriori error estimates of a quantity-of-interest for ap-
proximations obtained from multi-stage IMEX schemes. This is done by first
defining a finite element method that is nodally equivalent to an IMEX scheme,
then using typical methods for adjoint-based error estimation. The use of a
nodally equivalent finite element method allows a decomposition of the error
into multiple components, each describing the effect of a different portion of the
method on the total error in a quantity-of-interest.
Keywords: a posteriori error estimation, adjoint operator, implicit-explicit
schemes, IMEX schemes, Runge-Kutta schemes, multi-stage methods
1. Introduction
In this paper we consider a posteriori error analysis for multi-stage implicit-
explicit (IMEX) schemes applied to autonomous nonlinear ODEs,{
y˙(t) = f(y(t)) + g(y(t)), t ∈ (0, T ],
y(0) = y0.
(1)
Here y(t) ∈ Rm, y˙ = dy/dt and f, g : Rm → Rm. The right hand side of
(1) is split such that g represents a much smaller time scale than f , and is
often referred to as the “stiff” term. Systems of the form (1) often arise from
spatial discretization of partial differential equations, for example, convection-
diffusion-reaction equations, and hyperbolic systems with relaxation [1], where
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f represents the convection term and g represents the diffusion or relaxation
term.
As opposed to a priori error bounds, a posteriori error estimates provide an
accurate computation of the discretization error in a particular approximation.
Accurate error estimation is a critical component of numerical simulations, being
useful for reliability, uncertainty quantification and adaptive error control. In
particular, we consider goal-oriented a posteriori error estimation. Often, the
aim of a numerical simulation is to compute the value of a linear functional of
the solution, a so called quantity-of-interest (QoI) defined as,
Q(y) ≡ (y(T ), ψ), (2)
where ψ ∈ Rm and (·, ·) denotes the standard Euclidean inner product. In
this paper we employ adjoint based a posteriori analysis to quantify error for a
given QoI. Adjoint based error estimation is widely used for a host of numerical
methods including finite elements, time integration, multi-scale simulations and
inverse problems [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. The error estimate weights
computable residuals of the numerical solution with the solution of an adjoint
problem to quantify the accumulation and propagation of error. Moreover, the
estimate also identifies different contributions to the total error.
Developing accurate and stable time integration of systems of the form (1)
is challenging as the term g represents time scales which are often order of mag-
nitudes smaller than the time scales for the component f [14]. IMEX schemes
offer an attractive option for such systems. These schemes treat the f compo-
nent explicitly while treating the g component implicitly. Hence, such schemes
attempt to minimize the computational cost by balancing the number of non-
linear solves needed for an implicit scheme with the small time step required to
maintain stability with an explicit scheme.
IMEX schemes are widely used for time integration methods for approximat-
ing solutions to a large class of problems [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24,
25, 26, 27, 28]. IMEX schemes may be divided into two classes: multi-step IMEX
schemes and multi-stage Runge-Kutta IMEX schemes (also termed here IMEX
RK). Multi-step IMEX schemes are a generalization of multi-step schemes like
Adams-Bashforth or backward differentiation formulas (BDF) and utilize solu-
tion values from previous time nodes to form the solution at the current time
node. IMEX multi-step methods can be designed with various stability proper-
ties such as A-stability, L-stability and strong-stability preservation (SSP) that
are desirable for a wide range of challenging systems [15]. Due to the inherent
data dependencies of higher-order multi-step methods these techniques often re-
quire start-up procedures that employ lower-order approximations with smaller
scaled time-step sizes to ramp up to the full formal approximation order. Addi-
tionally, to restart a calculation, additional old time step values for the solution
are required. In contrast multi-stage Runge-Kutta in general, and multi-stage
IMEX RK schemes specifically do not require ramping procedures and are self-
restarting methods. This is a desirable feature for long-time-scale integrations
with high-order accuracy. Additionally, multi-stage IMEX RK methods can
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also be designed with various stability properties such as A-stability, L-stability
and strong-stability preservation (SSP) [15]. For an extensive comparison of
multistep and multi-stage IMEX methods see [15] and the references contained
therein. In general both IMEX multi-step and multi-stage methods have sig-
nificant advantages and potential limitations when considering issues such as
stability, accuracy, memory usage, restarting, etc. for specific classes of chal-
lenging multiphysics systems. However the ability to allow both explicit and
implicit evaluation of operators in a multiple-time-scale multiphsyics system in-
tegration, in a well structured general mathematical method, is very appealing
as described above. This paper focuses on what we believe is the first develop-
ment of quantity-of-interest focused a posteriori error estimation for IMEX RK
type methods and complements our earlier work on IMEX multistep methods
[11].
Adjoint-based a posteriori error estimation is widely applied to finite element
approximations, as a variational formulation is needed to compute the error,
however, there is some recent work which considers finite difference methods.
Explicit multi-stage and multi-step time integrators are considered in [12] and
multi-step IMEX schemes were considered in [11]. Error estimates for the Lax-
Wendroff scheme were developed in [29] and certain Godunov methods were
analyzed in [30, 31, 32].
In this paper, we derive a posteriori error estimates for the multi-stage
Runge-Kutta IMEX schemes. To derive an estimate, we must first represent
the scheme as a finite element method. This is done by developing a finite ele-
ment method that is “nodally equivalent” to a certain IMEX scheme. A nodally
equivalent finite element approximation agrees with the IMEX approximation
at the discretization nodes, while still being defined on the entire temporal
domain. The error representation formula is then derived using well defined
methods. In addition, we decompose the error estimate into components repre-
senting different contributions to the error. In this way we are able to discuss
the contribution of the implicit and explicit portions of the method to the total
error in the quantity-of-interest.
The paper is organized as follows. In §2 we discuss the Runge-Kutta IMEX
schemes and formulate an equivalent finite element method. This equivalence
allows us to carry out a posteriori analysis in §3. Numerical examples arising
from the discretization of partial differential equations are presented in §4. The
examples are associated with linear and nonlinear convection diffusion type sys-
tems, a nonlinear Burger’s equation with dissipation, and a coupled system from
magnetohydrodynamics (MHD) representing propagation of an Alfven wave in
a viscous conducting fluid.
2. Preliminaries and Equivalent Finite Element Method
In this section, we introduce some notation, then give a brief review of
generic ν-stage IMEX Runge-Kutta schemes. For a more complete discussion
see [1, 14, 23]. Generic continuous Galerkin finite element methods are intro-
duced for solving (1), and then the idea of nodal equivalency is explained and
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the equivalent finite element method is derived. Convergence properties of fi-
nite element methods for time integration are discussed in [3]. The section is
concluded by showing second order convergence of the nodally equivalent finite
element solution.
2.1. Notation and Generic IMEX Runge-Kutta Schemes
We begin with some notation. All approximations discussed are based on a
discretization defined by the nodes
0 = t0 < t1 < . . . < tn < . . . < tN = T,
with time step kn = tn+1−tn. The IMEX approximation at each node is denoted
by Yn ≈ y(tn). Finally, for brevity we introduce notation for the subintervals
In := [tn, tn+1] and for sub-discretization nodes tn+τ := tn + knτ with τ ≤ 1.
Multi-stage IMEX schemes are defined by two Butcher tableaus, one for the
explicit method and another for the implicit method,
c A
w
d B
w˜
, (3)
where A ∈ Rν×ν and c,w ∈ Rν define the explicit method and B ∈ Rν×ν and
d, w˜ ∈ Rν define the implicit method. The components of A, c,w, B,d and w˜
are denoted as aij , ci, wi, bi,j , di and w˜i respectively for 1 ≤ i, j ≤ ν. The update
formula of the IMEX scheme is given by,
Y˜i = Yn + kn
i−1∑
j=1
aijf(Y˜j) + kn
ν∑
j=1
bijg(Y˜j), (4)
Yn+1 = Yn + kn
ν∑
i=1
(
wif(Y˜i) + w˜ig(Y˜i)
)
. (5)
Since the A matrix defines an explicit scheme, it must be strictly lower tri-
angular. The implicit schemes we consider are DIRK schemes, therefore the
matrix B is lower triangular. This condition ensures that f(y) is always eval-
uated explicitly. Butcher tableaus for some IMEX RK schemes are given in
§4.
In the analytical development that follows we assume that the ODE systems
of interest represent discretizations of PDE systems that have sufficient physical
dissipation to develop stable discretizations for sufficiently fine meshes. In this
context the numerical results that are presented to confirm the analysis are asso-
ciated with linear and nonlinear convection diffusion type systems, a nonlinear
Burgers’ equation with dissipation, and a coupled system from magnetohydro-
dynamics (MHD). The linearized form of these problems can be considered to
be special cases of general convection-diffusion-reaction type systems. Refer-
ences [15, 1] provide stability results for these types of systems integrated at
the time-step of interest with IMEX type methods. Adjoint analysis of systems
which are convection dominated or have no physical dissipation and can support
discontinuities is an active area of research and is beyond the scope of this study
(see e.g. [33, 34]).
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2.2. Finite Element Method
Adjoint-based error estimation requires that an approximate solution must
be defined for the entire domain [0, T ]. This is done by using a finite element
method to obtain the approximation. The same grid defined above is used to
define the space of continuous piecewise polynomials,
Cq = {w ∈ C0([0, T ];Rm) : w|In ∈ Pq(In), 1 ≤ n ≤ N}, (6)
where Pq(In) is the space of all polynomials of degree q or less on In. The
continuous Galerkin finite element method of order q+1 for (1), denoted cG(q),
is defined interval-wise by,
Find Y ∈ Cq such that Y (0) = y0 and for n = 0, . . . , N − 1,
〈Y˙ , vn〉In = 〈f(Y ) + g(Y ), vn〉In , ∀ vn ∈ Pq−1(In), (7)
where 〈·, ·〉[a,b] =
∫ b
a
(·, ·) dt denotes the L2([a, b]) inner product. Note that Y ∈
Pq(In) and hence its time derivative, Y˙ is well defined and easily obtained on
each interval In.
2.3. Equivalent Finite Element Method
In this section we construct a finite element method that is nodally equivalent
to a particular IMEX scheme. Nodal equivalence was developed in [12] to com-
pute error estimates for explicit Runge-Kutta and Adams-Bashforth schemes
and in [11] for multi-step IMEX schemes. Two approximations are nodally
equivalent if they are equal at the nodes tn of the discretization. Two meth-
ods are nodally equivalent if they produce nodally equivalent approximations.
Therefore the finite element approximation constructed in this section is a func-
tion Y (t) ∈ Cq with the property,
Y (tn) = Yn,
where Yn is defined by an IMEX RK scheme (5).
We develop a nodally equivalent finite element method for the generic IMEX
scheme defined by the Butcher tableaus (3). To obtain equivalency, we impose
further conditions on these schemes by requiring all the elements of d be distinct.
The reason for this restriction is discussed in Remark 1.
We begin by defining an approximation operator I : H1([0, T ];Rm) →
L2([0, T ];Rm). Denoting the restriction by InY = IY |In , the operator is de-
fined by,
InY (t) =
ν∑
i=1
Y˜i
ν∏
j=1,j 6=i
(t− tn+dj )
(tn+di − tn+dj )
. (8)
where Y˜i are the stage variables for the IMEX scheme. This operator approxi-
mates Y by interpolating through the stage variables from the IMEX scheme.
Using this, the equivalent finite element method is defined by:
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Find Y ∈ Cq such that Y (0) = y0 and for n = 0, . . . , N − 1,
〈Y˙ , vn〉In = 〈f(IY ), vn〉In,Qf + 〈g(IY ), vn〉In,Qg ∀ vn ∈ Pq−1(In), (9)
where the particular quadratures are defined by
〈ϕ〉In,Qf = kn
ν∑
i=1
wiϕ(tn+di), (10)
〈ϕ〉In,Qg = kn
ν∑
i=1
w˜iϕ(tn+di). (11)
Remark 1. We now see the reason for the condition that the elements of d be
distinct. If they were not distinct, then InY would be ill-defined at tn+di . It
is possible to develop a nodally equivalent method without this restriction, but
the definition would be considerably more complicated. We note that since the
operator I does not depend on the vector c there is no similar restriction on
the vector c. This is particular to autonomous systems, and would not be true
if f or g had explicit dependence on t.
Now we show that the FEM approximation in (9) is nodally equivalent to
its corresponding IMEX scheme approximation.
Theorem 1. The approximation Y (t) obtained from the finite element method
(9) is nodally equivalent to the approximation {Yn} obtained from the IMEX
scheme defined by the Butcher tableaus (3).
Proof. We begin by setting vn = 1 in (9), evaluate the left side 〈Y˙ , 1〉 and
rearrange to get,
Yn+1 = Yn + 〈f(IY ), 1〉In,Qf + 〈g(IY ), 1〉In,Qg . (12)
Now applying the quadrature rules and (8) which gives that InY (tn+di) = Y˜i,
Yn+1 = Yn + kn
ν∑
i=1
wif(InY (tn+di)) + kn
ν∑
i=1
w˜ig(InY (tn+di)) (13)
= Yn + kn
ν∑
i=1
wif(Y˜i) + kn
ν∑
i=1
w˜ig(Y˜i).
which is the update formula for the IMEX scheme.
2.4. Convergence of Equivalent Finite Element Method
We now prove that the above finite element method converges to the exact
solution as the mesh is refined. We consider second order or higher methods,
as IMEX schemes of interest are generally at least second order. The above
equivalency shows that Y (t) interpolates the exact solution y(t) at the nodes tn
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to at least second order for such an IMEX scheme, and therefore for sufficiently
small k and smooth y(t),
‖y(tn)− Y (tn)‖ ≤ Ck2, (14)
where k = maxn kn and ‖ · ‖ is the Rm norm.
The following lemma discusses stability of interpolation to perturbations in
the interpolated values [35].
Lemma 1. Let p(t) and p˜(t) interpolate the points (t0, z0), . . . , (tr, zr) and
(t0, z˜0), . . . , (tr, z˜r) respectively with Lagrange polynomial interpolation. If
max
t∈[t0,tr]
r∑
i=0
|`i(t)| = Λ <∞, (15)
where `i(t) are the Lagrange basis functions then
‖p− p˜‖∞,[t0,tr] ≤ Λ‖z− z˜‖∞, (16)
where ‖ · ‖∞,[t0,tr] is the L∞([t0, tr]) norm, ‖ · ‖∞ is the max norm, z =
[z0, . . . , zr]
T and z˜ = [z˜0, . . . , z˜r]
T
We now show convergence using a cG(1) method.
Theorem 2. If Y (t) is a cG(1) solution of (9) corresponding to an IMEX
scheme of at least second order, then for sufficiently small k,
‖y(t)− Y (t)‖∞ ≤ (C1 + C)k2, (17)
where C and C1 are constants independent of k.
Proof. By equivalence shown above we have that
‖y(tn)− Y (tn)‖ ≤ Ck2 ∀ n = 0, . . . , N − 1. (18)
Let I(t) be the continuous piecewise linear interpolant through the points (tn, y(tn)).
By definition, the restriction of Y (t) to In linearly interpolates the values Yn
and Yn+1. Using interpolation theory [36] and Lemma 1 we have,
‖y − Y ‖∞,[0,T ] = max
n
‖y − Y ‖∞,In (19)
≤ max
n
‖y − I‖∞,In + max
n
‖I − Y ‖∞,In
≤ C1k2 + max
n
{
max
(|y(tn)− Y (tn)|, |y(tn+1)− Y (tn+1)|)}
≤ (C1 + C)k2,
where the constant Λ = 1 from Lemma 1, since the linear Lagrange basis func-
tions are positive and sum to unity, and C1 is a constant from standard interpo-
lation theory. Therefore due to the convergence of the IMEX scheme, the finite
element solution also converges.
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3. A posteriori Analysis
In this section, we derive a posteriori error estimates based on adjoint opera-
tors. In particular, we derive estimates for the quantity (y(T )−Y (T ), ψ) where
the vector ψ specifies the QoI, see (2). The a posteriori analysis follows from
the equivalence of the Runge-Kutta IMEX scheme (5) with the finite element
method (9). Throughout this section, y denotes the solution to the continu-
ous ODE problem (1) whereas Y represents the solution to the finite element
method in (9). Theorem 1 and 2 ensure the error analysis of the finite element
solution also applies to the Runge-Kutta IMEX solution.
3.1. Adjoint Problem
There is no unique definition for adjoint operators corresponding to nonlinear
operators. We employ a definition which is standard for a posteriori analysis [4].
We consider the linearized operator,
Hy,Y =
∫ 1
0
df(z)
dy
+
dg(z)
dy
ds. (20)
where z = sy + (1 − s)Y . By the chain rule and the Fundamental Theorem of
Calculus, this definition implies,
Hy,Y (y − Y ) =
∫ 1
0
df(z)
dy
(y − Y ) + dg(z)
dy
(y − Y ) ds
=
∫ 1
0
df(z)
ds
+
dg(z)
ds
ds = (f(y)− f(Y )) + (g(y)− g(Y )) .
(21)
The linearized operator is used to define the adjoint problem for the quantity-
of-interest, {
−φ˙ = Hy,Y >φ, t ∈ (T, 0],
φ(T ) = ψ.
(22)
Notice that the adjoint problem is solved backwards in time.
3.2. Error Representations
Let e = y − Y be the error. We employ the notation ξn to denote the value
at time tn for some function ξ.
Lemma 2 (Error Representation on an Interval). On each interval In we have,
(en+1, φn+1) = (en, φn) + 〈f(Y ) + g(Y )− Y˙ , φ〉In . (23)
Proof. The proof is standard, e.g. see Section 8.1 in [37]. For completeness
we give it here. We begin by taking the L2(In) inner product of e with the
differential equation (22).
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0 = 〈e,−ϕ˙−Hy,Y >ϕ〉In
= 〈e,−ϕ˙〉In − 〈Hy,Y
>
ϕ〉In
= 〈e˙, ϕ〉In + (en, ϕn)− (en+1, ϕn+1)− 〈Hy,Y
>
ϕ〉In .
Now using (21) and (1) we obtain
0 = 〈e˙, ϕ〉In + (en, ϕn)− (en+1, ϕn+1)
+ 〈f(Y ) + g(Y ), ϕ〉In − 〈f(y) + g(y), ϕ〉In
= (en, ϕn)− (en+1, ϕn+1) + 〈f(Y ) + g(Y )− Y˙ , ϕ〉In .
Rearranging we obtain (23).
Theorem 3 (Error Representation). If y(t) and Y (t) are solutions of (1) and
(9) respectively, and ϕ is a solution of the adjoint problem (22), then the error
in the quantity-of-interest defined by ψ is given by,
Q(y − Y ) = (y(T )− Y (T ), ψ) = E1 + E2 + E3, (24)
where,
E1 =
N−1∑
n=0
E1n, E2 =
N−1∑
n=0
E2n, E3 =
N−1∑
n=0
E3n, (25)
and
E1n = 〈−Y˙ , φ− pinφ〉In + 〈f(IY ), φ− pinφ〉In,Qf + 〈g(IY ), φ− pinφ〉In,Qg ,
E2n = 〈f(Y ), φ〉In − 〈f(IY ), φ〉In,Qf ,
E3n = 〈g(Y ), φ〉In − 〈g(IY ), φ〉In,Qg .
(26)
Here pinφ represents a projection of φ|In onto the space Pq−1(In). The terms
E1, E2 and E3 represent the discretization, explicit and implicit contributions
to the error respectively.
Proof. Adding (23) over all intervals for n = 0, . . . , N − 1 we have,
N−1∑
n=0
(en+1, φn+1) =
N−1∑
n=0
[
(en, φn) + 〈f(Y ) + g(Y )− Y˙ , φ〉In
]
. (27)
Now
∑N−1
n=0 (en+1, φn+1) =
∑N−1
n=1 (en, φn) + (eN , φN ). Using this in (27) along
with the fact that the numerical solution satisfies the initial condition, i.e. e0 =
0, we arrive at,
(eN , φN ) =
N−1∑
n=0
[
〈f(Y ) + g(Y )− Y˙ , φ〉In
]
. (28)
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Adding and subtracting
∑N−1
n=0 〈f(IY ), φ〉In,Qf and
∑N−1
n=0 〈g(IY ), φ〉In,Qg to the
right hand side of (28) leads to,
(eN , φN ) =
N−1∑
n=0
[
〈−Y˙ , φ〉In + 〈f(IY ), φ〉In,Qf + 〈g(IY ), φ〉In,Qg + E2n + E3n
]
.
(29)
Now, since pinφ ∈ Pq−1(In), we have from (9) for n = 0, . . . , N − 1,
〈Y˙ , pinφ〉In − 〈f(IY ), pinφ〉In,Qf − 〈g(IY ), pinφ〉In,Qg = 0, (30)
Combining (29) and (30) completes the proof.
3.3. A posteriori analysis for time dependent quantities-of-interest
The QoI defined in (2) is based only on the final time of the solution. The
analysis above is easily modified for other quantities of interest. For example
consider the time dependent QoI,
Q˜(y) ≡
∫ T
0
(y(t), ψ˜(t)) dt, (31)
where the time dependent function, ψ˜ : R → Rm, specifies the QoI. Define the
adjoint problem as, {
− ˙˜φ = Hy,Y >φ˜+ ψ˜, t ∈ (T, 0]
φ˜(T ) = 0.
(32)
Note that this adjoint problem differs from (22) in the initial conditions and
data on the right hand side. This leads to the following error representation.
Theorem 4. If y(t) and Y (t) are solutions of (1) and (9) respectively, and φ˜ is
a solution of the adjoint problem (32), then the error in the quantity-of-interest
specified by ψ˜ is given by,
Q˜(y − Y ) =
∫ T
0
(y(t)− Y (t), ψ˜(t)) = E˜1 + E˜2 + E˜3, (33)
where,
E˜1 =
N−1∑
n=0
〈−Y˙ , φ˜− pinφ˜〉In + 〈f(IY ), φ˜− pinφ˜〉In,Qf + 〈g(IY ), φ˜− pinφ˜〉In,Qg ,
E˜2 =
N−1∑
n=0
〈f(Y ), φ˜〉In − 〈f(IY ), φ˜〉In,Qf ,
E˜3 =
N−1∑
n=0
〈g(Y ), φ˜〉In − 〈g(IY ), φ˜〉In,Qg .
(34)
Proof. The proof is similar to that of Theorem 3.
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3.4. Extension of the analysis for space-time discretization of PDEs
The primary aim of this article is to quantify the error due to time integration
using the IMEX Runge-Kutta schemes. Hence the analysis presented in this
article deals with the error in the numerical solution of an ODE system. As
mentioned earlier, such ODE systems often arise from spatial discretization of
partial differential equations. In this article, we ignore the error in the solution
to the PDE due to this spatial discretization. The extension of the analysis to
the case of PDEs to quantify the effect of spatial discretization follows directly
from the analysis of ODEs, e.g. see [11, 29] for details.
4. Numerical Experiments
4.1. Algorithmic Details
In this section we consider numerical examples for systems of ODEs of the
form (1) arising from the spatial discretization of PDEs. The spatial derivatives
are discretized using a second order central finite difference scheme in space.
The spatial discretization parameter is referred to as h.
In order to estimate the error with the error representation formulas, we
must,
• Solve the forward problem with an IMEX scheme to obtain the solution
{Yn}.
• Determine the equivalent finite element solution Y (t).
• Solve the associated adjoint problem using the finite element solution Y (t)
in the operator Hy,Y .
Let us assume we are using an IMEX scheme of order p. To find the equivalent
finite element solution we chose an order q for the finite element method. This
order is chosen to correspond to the IMEX scheme by setting q = p − 1. The
intermediate values of the solution on each subinterval In are determined by
solving a simple mass-matrix linear system.
Finally, the adjoint equation is solved. In theory, the adjoint is obtained by
linearizing around a combination of the discrete solution and the true solution.
In practice, we linearize around the discrete solution only [4]. Moreover, the
adjoint solution needs to be approximated numerically. We approximate the
adjoint solution using the cG(q+1) finite element method. The cG(q+1) finite
element method for the adjoint equation (22) is defined interval-wise by,
Find Φ ∈ Cq+1 such that Φ(T ) = ψ and for n = N − 1, . . . , 0,
〈−Φ˙, vn〉In = 〈H˜y,Y
>
Φ, vn〉In , ∀ vn ∈ Pq(In), (35)
where H˜y,Y is obtained by substituting y = Y in the expression for Hy,Y [4].
Notice that the adjoint problem is solved backwards in time. That is, the initial
conditions are posed at time t = T , which corresponds to the final time for
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the original ODE (1). The adjoint solution is computed interval by interval
by starting at the interval IN−1, then proceeding to IN−2 and so on until the
interval I0 is reached. Given the nodally equivalent finite element solution Y (t),
the computation of H˜y,Y on any interval In is straightforward. The higher
order approximation of the adjoint problem ensures that the error estimates are
accurate.
4.2. Examples
In this paper we examine three IMEX schemes in particular, IMEX Mid-
point(1,2,2), IMEX-SSP3(3,3,2) and IMEX-SSP3(4,3,3). The names of these
schemes are standard and use a triplet notation (s, σ, p) where s is the number
of stages in the implicit method, σ is the number of stages in the explicit method,
and p is the order of the method as a whole. The Butcher tableaus for these
schemes are shown in Tables 1, 2 and 3. The methods considered here consist of
an A-stable IMEX integrator (IMEX Midpoint(1,2,2)), and two IMEX integra-
tors of second- and third-order that have strong-stability-preserving properties
for the explicit operators and a L-stable property for the implicit integrator
(IMEX-SSP3(3,3,2) and IMEX-SSP3(4,3,3)). Here the IMEX midpoint rep-
resents a method of interest for parabolic problems with smooth solutions and
sufficient levels of physical dissipation [23]. The SSP L-stable methods represent
methods of interest for systems with hyperbolic character or parabolic behav-
ior with limited dissipation. In this context numerical solutions with poorly
resolved gradients and/or discontinuities can result [1, 14, 23, 15].
0 0 0
1/2 1/2 0
0 1
0 0 0
1/2 0 1/2
0 1
Table 1: Butcher Tableau for the explicit(left) and implicit(right) portion of the
IMEX scheme Midpoint(1,2,2).
0 0 0 0
1 1 0 0
1/2 1/4 1/4 0
1/6 1/6 2/3
γ γ 0 0
1-γ 1-2γ γ 0
1/2 1/2 - γ 0 γ
1/6 1/6 2/3
Table 2: Butcher Tableau for the explicit(left) and implicit(right) portion of
IMEX-SSP3(3,3,2). γ = 1− 1√
2
The approximation of the adjoint solution leads to an “error estimate” from
the error representation (24). The effectivity ratio measures the accuracy of the
estimate and is defined as,
ρeff =
Estimated error
True error
.
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0 0 0 0 0
0 0 0 0 0
1 0 1 0 0
1/2 0 1/4 1/4 0
0 1/6 1/6 2/3
α α 0 0 0
0 −α α 0 0
1 0 1− α α 0
1/2 β η 1/2− β − η − α α
0 1/6 1/6 2/3
Table 3: Butcher Tableau for the explicit(left) and implicit(right) portion
of IMEX-SSP3(4,3,3). α = 0.24169426078821, β = 0.06042356519705, η =
0.12915286960590
An accurate error estimate has an effectivity ratio close to one. In our examples,
the true solution is unknown and is approximated to a high degree of accuracy
using Matlab’s ODE solver.
We present four examples. The first two examples arise from the finite
difference discretization of scalar-valued PDEs which were previously considered
in [23]. In these examples we chose f to be the term arising from the first-order
spatial derivatives, while g represents the term arising from second-order spatial
derivatives. In the third example we illustrate how the choice of f and g effects
the components of the error estimate. The final example is a simplified 1D
Magneto-Hydrodynamics problem.
4.2.1. Linear PDE
Consider the scalar valued linear PDE{
u˙+ sin(2pix)ux = γuxx, (x, t) ∈ [0, 1]× (0, T ],
u(x, 0) = sin(2pix), x ∈ [0, 1], (36)
with periodic boundary conditions.
We choose the spatial discretization parameter as h = 1/40 and the QoI as
ψ = [1 0]>, where 1 is an (m/2 + 1) vector of all ones and 0 is an (m/2− 1)
vector of all zeros. QoIs of this form often arise from evaluating spatial integrals
of the PDE solution, u(x, t), at the final time, i.e. C
∫ b
a
u(x, t) dx.
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) -1.50E-06 0.99 1.96E-06 5.01E-06 -8.48E-06
SSP3(3,3,2) 6.11E-07 1.00 1.61E-06 2.19E-06 -3.20E-06
SSP3(4,3,3) 7.89E-09 1.14 4.97E-09 -2.56E-07 2.59E-07
Table 4: Results for the problem in §4.2.1 with the final time T = 2.0, kn =
1/40, and γ = 0.1 using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and IMEX-
SSP3(4,3,3)schemes.
In the first set of numerical experiments, we set the time step as kn = 1/40.
We report results for 2 different levels of diffusion coefficient, γ = 0.1 , 0.01, and
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Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) -1.71E-05 0.99 4.036E-06 -2.08E-05 -3.37E-07
SSP3(3,3,2) 1.08E-06 1.00 3.27E-06 -2.17E-06 -1.08E-08
SSP3(4,3,3) 6.41E-07 1.00 1.75E-08 5.37E-07 8.72E-08
Table 5: Results for the problem in §4.2.1 with the final time T = 2.0, kn =
1/40, and γ = 0.01 using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and IMEX-
SSP3(4,3,3)schemes.
evolve the solution to a final time of T = 2.0. Results are shown in Tables 4
and 5 respectively. The results indicate that the error estimate is quite accurate
for all schemes, as shown by the effectivity ratio.
In the second set of experiments, we increase the time step to kn = 1/10
and solve for two different final times of T = 1.0 and T = 2.0. The results in
Tables 6 and 7 indicate that the error estimate is quite accurate for all schemes,
as shown by the effectivity ratio. The error estimates are even accurate when
the error is quite large, as is seen in Table 7 for the case of the Midpoint(1,2,2)
scheme. The large error in this scheme is due to instabilities that develop in
the solution, see Figure 1a. The results for γ = 0.01 are shown in Tables 8 and
9 for T = 1.0 and T = 2.0 respectively. Once again the error estimates are
quite accurate. Moreover, the error estimates indicate instability in the IMEX-
SSP3(4,3,3) solution in addition to the Midpoint(1,2,2) solution for T = 2.0.
This is also seen in the plots of the solutions in Figure 2 where we observe
that IMEX-SSP3(3,3,2) remains stable whereas the other two schemes develop
instabilities after a certain time. The IMEX-SSP3(4,3,3) seems to be more
stable than the Midpoint(1,2,2) solution.
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) -4.53E-03 0.99 -7.43E-02 4.26E-02 2.72E-02
SSP3(3,3,2) 1.428E-03 0.99 3.37E-03 6.89E-03 -8.83E-03
SSP3(4,3,3) -5.83E-04 1.00 2.13E-04 -4.58E-03 3.78E-03
Table 6: Results for the problem in §4.2.1 with the final time T = 1.0, kn =
1/10, and γ = 0.1 using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and IMEX-
SSP3(4,3,3)schemes.
4.2.2. Damped non-linear Burger’s equation
The damped non-linear Burger’s equation is{
u˙+ uux = γuxx, (x, t) ∈ [−1, 1]× (0, T ],
u(x, 0) = sin(pix), x ∈ [−1, 1], (37)
which we consider with periodic boundary conditions. The QoI is again chosen
as ψ = [1 0]>, where 1 is an (m/2+1) vector of all ones and 0 is an (m/2−1)
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Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) -1.90E+02 1.00 -1.07E+03 1.45E+03 -5.72E+02
SSP3(3,3,2) 2.68E-06 1.00 2.62E-05 4.64E-05 -6.99E-05
SSP3(4,3,3) -1.89E-06 0.99 -6.30E-05 -1.91E-05 8.11E-05
Table 7: Results for the problem in §4.2.1 with the final time T = 2.0, kn =
1/10, and γ = 0.1 using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and IMEX-
SSP3(4,3,3)schemes.
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Figure 1: Plot of the value of m/2th component of the solutions (vertical axis)
of (36) for γ = 0.1 and kn = 1/10. The horizontal axis denotes the time, t.
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) -1.83E-01 0.99 -2.27E-1 9.34E-2 -4.944E-2
SSP3(3,3,2) 6.36E-03 1.00 1.12E-2 -8.63E-3 4 3.71E-3
SSP3(4,3,3) 8.51E-04 0.99 -8.72E-3 2.33E-3 7.24E-3
Table 8: Results for the problem in §4.2.1 with the final time T = 1.0, kn =
1/10, and γ = 0.01 using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and IMEX-
SSP3(4,3,3)schemes.
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) 3.22E+03 1.00 -1.41E+03 3.83E+03 8.00E+02
SSP3(3,3,2) 8.02E-03 1.00 -1.96E-03 8.31E-03 1.67E-03
SSP3(4,3,3) -1.46E+00 1.00 -2.24E+00 -3.28E-01 1.10E+00
Table 9: Results for the problem in §4.2.1 with the final time T = 2.0, kn =
1/10, and γ = 0.01 using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and IMEX-
SSP3(4,3,3)schemes.
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Figure 2: Plot of the value of m/2th component (vertical axis) of the solutions
of (36) for γ = 0.01 and kn = 1/10. The horizontal axis denotes the time, t.
vector of all zeros. We choose the spatial discretization parameter as h = 1/40,
the time step as kn = 1/20 and γ = 0.05. The results for two different values
of the final time, T , are shown in Tables 10 and 11. The error estimate is
again quite accurate, with effectivity ratios close to one. The IMEX-SSP3(4,3,3)
method has the least error for this example.
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) -8.13E-03 1.00 -1.80E-04 -1.98E-02 1.18E-02
SSP3(3,3,2) -6.84E-03 1.00 -1.64E-04 -8.47E-03 1.79E-03
SSP3(4,3,3) -2.30E-04 1.00 1.04E-05 7.14E-04 -9.55E-04
Table 10: Results for the problem in §4.2.2 with the final time T = 1.0 using
the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and IMEX-SSP3(4,3,3)schemes..
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) 1.10E-03 0.98 -7.17E-04 -4.00E-03 5.82E-03
SSP3(3,3,2) -1.16E-03 1.00 -5.98E-04 -1.51E-03 9.50E-04
SSP3(4,3,3) 1.35E-04 0.99 4.20E-06 3.59E-04 -2.28E-04
Table 11: Results for the problem in §4.2.2 with the final time T = 2.0 using
the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and IMEX-SSP3(4,3,3)schemes.
4.2.3. Effect of choice of f and g
The choice of f and g is often not obvious for complex problems. In this
example, we show how the components of the error estimate capture the effects
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of the choice of the explicit and implicit parts. To illustrate this, we reverse the
choice of f and g in the linear PDE of §4.2.1. That is, we set f as the term arising
from γuxx and g as term arising from sin(2pix)ux. The results for this choice
for the same QoI as in §4.2.1 are shown in Table 12 for γ = 0.075, kn = 1/40
and h = 1/20. We observe that this choice of f and g leads to instability for
the Midpoint(1,2,2) scheme, which has a large error relative to the IMEX-SSP
schemes. Moreover, we note that the contribution of the component E2, which
corresponds to the error due to integration of the explicit term, dominates the
error estimate and is significantly larger than the other two contributions, E1
and E3, as expected. These results are in contrast to the results in Tables 6–9,
where the component E2 is not the dominant term.
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) 1.75E+06 1.00 1.16E+05 1.64E+06 1.27E+04
SSP3(3,3,2) -4.48E-02 1.00 -6.22E-03 -3.92E-02 6.45E-04
SSP3(4,3,3) -7.14E-02 1.00 -1.95E-02 -5.16E-02 -2.11E-04
Table 12: Results for the problem in §4.2.3 with the final time T = 1.0 and an
unstable choice of f and g using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and
IMEX-SSP3(4,3,3)schemes.
4.2.4. 1D Magnetohydrodynamic Problem
For our final result, we consider a one-dimensional simplification of the three-
dimensional resistive magnetohydrodynamic equations [38, 39]. For clarity of
notation that follows we consider a right-handed coordinate system with axis
definitions (χ, ζ, ς) that corresponds to the typical (x, y, z) Cartesian system.
This problem is an analytic asymptotic model for the propagation of an Alfe´n
wave in a viscous conducting fluid that fills the half space above the χ-axis. The
solution is of the form B = (B(ζ, t), B0, 0) and v = (v(ζ, t), 0, 0). The resistive
MHD equations reduce to the transient term, the Lorentz force term, and the
viscous stress term in the χ-momentum equation,
∂v
∂t
=
B0
ρ
∂B
∂ζ
+
µ
ρ
∂2v
∂ζ2
, (38)
and the transient term, the induction transport term, and the magnetic diffusion
term for the χ-magnetic induction equation,
∂B
∂t
= B0
∂v
∂ζ
+
η
µ0
∂2B
∂ζ2
. (39)
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These equations are often used as a test for more complicated three-dimensional
MHD codes, as the 1D counterpart has an analytic solution,
v(ζ, t) =
U
4
[
e
−A0ζ
d
(
1− erf
(
ζ −A0t
2
√
dt
))
− erf
(
ζ −A0t
2
√
dt
)]
+ (40)
1
4
U
[
e
A0ζ
d
(
1− erf
(
ζ +A0t
2
√
dt
))
− erf
(
ζ +A0t
2
√
dt
)
+ 2
]
,
B(ζ, t) = −1
4
e
−A0ζ
d
(
−1 + eA0ζd
)
U
√
µρ
[
erfc
(
ζ −A0t
2
√
dt
)
+ e
A0ζ
d erfc
(
ζ +A0t
2
√
dt
)]
,
(41)
where d = η/µ0.
We consider this problem with parameters B0 = 10 and all other parameters
are set to 1. The initial conditions are chosen to be v = B = 0. Plots of the
true solution and IMEX solution for the velocity variable, v, at different times
for two IMEX different schemes are shown in Figure 3. For the IMEX solutions,
the boundary conditions are obtained from the exact solution. We discretize
the spatial domain with discretization parameter h = 5 × 10−3 to obtain a
system of the form (1), which we solve to final time T = 0.1 with time step
kn = 1 × 10−3. The second-order operators were integrated implicitly and the
first-order operators (corresponding to the Alfe´n wave) were treated explicitly,
see §4.2.4. The figure indicates that the solution for the Midpoint(1,2,2) scheme
in Figure 3a is unstable, whereas the solution for the IMEX-SSP3(3,3,2) in
Figure 3b scheme is quite accurate. The plot for the IMEX-SSP3(4,3,3) is
similar to Figure 3b. The accuracy of the solutions indicated by the figures is
also quantitatively identified by the error estimates in §4.2.4.
We choose a quantity-of-interest
∫ L
0
v dζ where ζ ∈ [0, L] belongs to the spa-
tial domain considered for the problem. We further decompose the solution as
y = [yv, yB ]
> with the components yv and yB corresponding to the (spatially dis-
cretized) variables v and B respectively. Similarly, we decompose f = [fv, fB ]
>,
g = [gv, gB ]
> and the adjoint solution φ = [φv, φB ]. For all runs, in the context
of the induction equation fB corresponds to the spatial discretization of the
term B0
∂v
∂ζ and gB corresponds to the spatial discretization of the term
η
µ0
∂2B
∂ζ2 ,
with fv and gv defined below for each example.
Finally, we decompose the error components from Theorem 3 as,
E1 = E1v + E1B , E2 = E2v + E2B , E3 = E3v + E3B , (42)
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Figure 3: Plot of v for the problem in (38) and (39) at different times. The
analytic solution, labeled v analytic, is a solid black line. The IMEX solu-
tion is label v imex. (a) Solution obtained using the Midpoint(1,2,2) scheme.
(b) Solution obtained using the IMEX-SSP3(3,3,2) scheme. The solution for
the midpoint scheme exhibits instabilities whereas the solution for the IMEX-
SSP3(3,3,2) scheme is quite accurate. The plot for the IMEX-SSP3(4,3,3) is
similar to the one for the IMEX-SSP3(3,3,2) scheme.
where,
E1v =
N−1∑
n=0
〈−Y˙v, φv − pinφv〉In + 〈fv(IY ), φv − pinφv〉In,Qf+ (43)
〈gv(IY ), φv − pinφv〉In,Qg ,
E2v =
N−1∑
n=0
〈fv(Y ), φv〉In − 〈fv(IY ), φv〉In,Qf , (44)
E3v =
N−1∑
n=0
〈gv(Y ), φv〉In − 〈gv(IY ), φv〉In,Qg , (45)
where Y = [Yv, YB ]
> is the IMEX solution. The definitions for the error contri-
butions corresponding to the B variables follow in a similar manner.
Implicit and Explicit components for the v equation. For our first result we split
the v components of the right hand side into both implicit and explicit parts.
We choose fv to correspond with
B0
ρ
∂B
∂ζ and gv to correspond with
µ
ρ
∂2v
∂ζ2 . The
results are shown in Tables 13 and 14. We observe that the error estimate has
effectivity ratio close to one, even when the actual error is quite large, as is the
case for the Midpoint(1,2,2) scheme. The unstable solution for this scheme is
depicted in Figure 3a.
Implicit components only for the v equation. For the next result, in the context
of the momentum equation we choose all the v components of the right hand
19
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) 1.73e+27 1.00 8.01 E+26 -2.10E+26 1.13E+27
SSP3(3,3,2) -3.30E-02 1.00 -3.033E-05 1.59E-01 -1.92E-01
SSP3(4,3,3) 5.19E-04 1.00 1.785E-04 8.71E-05 2.54E-04
Table 13: Results for the problem in §4.2.4 with the choice of f and g given in
4.2.4 and final time T = 0.1 using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and
IMEX-SSP3(4,3,3)schemes.
Scheme E1v E1B E2v E2B E3v E3B
Mid(1,2,2) 8.07E+26 -6.04E+24 -1.93E+26 -1.70E+25 9.51E+26 1.87E+26
SSP3(3,3,2) -2.92E-05 -1.06E-06 2.85E-03 1.56E-01 -1.89E-01 -3.02E03
SSP3(4,3,3) 1.73E-04 4.91E-06 4.90E-05 3.80E-05 3.76E-04 -1.22E-04
Table 14: Different components of the error contributions corresponding to the
results in Table 13.
side to be handled implicitly, thus setting fv = 0 and letting gv correspond
with B0ρ
∂B
∂ζ +
µ
ρ
∂2v
∂ζ2 . In this case both the Lorentz force term and the viscous
stress are integrated implicitly. Tables 15 and 16 show the results, and now we
observe that all three schemes are associated with much more accurate results.
Apparently in this case representing even one component of the first order terms
that compose the Alfven wave helps to stabilize the Midpoint(1,2,2) method.
Clearly, these results demonstrate the accuracy of the error estimate.
Scheme Comp. Err. Eff. Ratio E1 E2 E3
Mid(1,2,2) -4.88E-04 1.00 3.88E-06 3.22E-04 -8.14E-04
SSP3(3,3,2) -3.27E-02 1.00 -3.57E-07 1.55E-01 -1.87E-01
SSP3(4,3,3) 6.7628e-04 1.00 1.1075e-06 2.0620e-04 4.6897e-04
Table 15: Results for the problem in §4.2.4 with the choice of f and g given in
4.2.4 and final time T = 0.1 using the Midpoint(1,2,2), IMEX-SSP3(3,3,2) and
IMEX-SSP3(4,3,3)schemes.
Scheme E1v E1B E2v E2B E3v E3B
Mid(1,2,2) 1.38E-05 -9.97E-06 0 3.22E-04 -3.10E-03 2.28E-03
SSP3(3,3,2) 1.03E-06 -1.39E-06 0 1.55E-01 -1.85E-01 -2.87E-03
SSP3(4,3,3) -3.89E-06 5.00E-06 0 2.06E-04 4.51E-04 1.73E-05
Table 16: Different components of the error contributions corresponding to the
results in Table 15.
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5. Conclusions
We present adjoint-based a posteriori error estimation for multi-stage Runge-
Kutta IMEX schemes. These estimates are achieved by representing the IMEX
scheme as a finite element method, which uses particular quadratures to obtain
nodal equivalence with the IMEX scheme. This provides us with an approxima-
tion that equals the IMEX approximation at the nodes, but is defined for the
entire temporal domain. We then use this approximation to estimate the error
in the IMEX approximation. In addition, our analysis distinguishes between
error due to the discretization of the temporal domain, the explicit portion of
the scheme and the implicit portion of the scheme. This splitting of the error
into different contributions allows us to determine what portion of the method
is most responsible for inaccuracy, and can inform the user as to the best course
method to reduce the error.
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