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En l’actualitat la computació paral·lela i distribuïda ha assolit una gran importància dins de la ciència de
la computació i més concretament els sistemes d’arquitectura cluster, gràcies a la seva relació rendiment-
preu. Aquestes arquitectures permeten connectar diferents estacions de treball mitjançant xarxes d’àrea
local (LAN)1 per aconseguir la computació paral·lela i distribuïda d’aplicacions amb grans requeriments
de càlcul. Aquest tipus d’arquitectura cluster permet obtenir rendiments molt bons a un preu de construcció
molt baix en comparació amb els habituals supercomputadors.
Una variant força estesa en aquest tipus d’arquitectures són els sistemes multicluster. Es pot definir com
un conjunt de clusters interconnectats per una xarxa. Les xarxes que interconnecten aquests clusters poden
ser de caràcter local, cosa que ens permet saber l’ample de banda del que es disposa. Aquesta característica
fa que els sistemes multicluster siguin aptes per poder realitzar sistemes de predicció.
Els sistemes de predicció o simuladors són eines molt útils per ajudar en el desenvolupament dels
sistemes cluster i multicluster. Gràcies als simuladors es poden realitzar gran quantitat de proves sobre
diferents tipus de configuracions, sense tenir que realitzar aquestes configuracions de forma real, cosa que
comportaria una dedicació de temps molt gran i encara més si es tracta d’una arquitectura multicluster. Un
altre gran avantatge d’utilitzar un simulador és tenir la possibilitat, si el simulador ho permet amb relativa
facilitat, de configurar i implementar diferents tipus de polítiques de planificació, perquè d’aquesta manera
es pot estudiar quin tipus de política pot resultar més adequada als propòsits del l’arquitectura disponible,
fins hi tot permetria provar noves polítiques abans d’utilitzar-les o implementar-les en l’entorn real. En
qualsevol cas l’utilització d’un simulador fiable i acurat permet un gran estalvi de temps i aporta una gran
quantitat d’informació prèvia a l’execució real.
Per poder dur a terme aquestes simulacions sobre un entorn real, cal que el simulador s’aproximi el
màxim possible a les configuracions de l’arquitectura real, i això s’aconsegueix tenint un simulador força
genèric però al mateix temps amb múltiples possibilitats de configuració. És per aquest motiu que resulta
molt interessant disposar d’un simulador ben estructurat que tingui totes les seves parts funcionals ben
diferenciades. D’aquesta manera si en un moment determinat cal fer alguna ampliació o modificar algun
tipus de càlcul per adaptar el simulador a un determinat entorn real, es pugui fer de la manera més fàcil i
intuïtiva possible.
1LAN: Local Area Network
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1.1 Objectius del treball
L’objectiu principal d’aquest treball és el disseny i la implementació d’una eina de simulació per entorns
multicluster, per assolir aquesta meta s’han establert els següents objectius:
• Estudi de l’estat de l’art, el primer objectiu d’aquest treball és recopilar tota la informació possible
sobre els simuladors per entorns cluster i multicluster que existeixen en l’actualitat i mostrar una
descripció dels més significatius.
• Comparativa entre simuladors per entorns cluster, amb la informació obtinguda del primer ob-
jectiu es realitza una comparativa dels simuladors per entorns cluster més significatius, i es valora i
justifica quin d’ells pot resultar més adequat com a punt de partida per assolir l’objectiu principal del
treball.
• Disseny i implementació d’un simulador per entorns multicluster, aquest és l’objectiu principal
del treball. Utilitzant com a base o nucli un simulador per entorns cluster es dissenya i s’implementa
un nou simulador per entorns multicluster.
• Comprovar el correcte funcionament del nou simulador, finalment cal demostrar el correcte fun-
cionament del nou simulador i mostrar proves i estadístiques relacionades amb les característiques
més significatives.
1.2 Continguts del treball
Aquest treball es divideix en 5 capítols, en el capítol 2 es mostra la descripció i l’estudi de diferents
simuladors per entorns cluster, i també es justifica l’elecció d’un d’ells com a punt de partida per realitzar el
present treball. En el capítol 3 es detalla el disseny i la implementació del simulador per entorns multicluster
desenvolupat en aquest treball. A continuació en el capítol 4 es mostren les proves i resultats obtinguts en
l’execució del nou simulador, per tal de demostrar el seu correcte funcionament. I finalment en el capítol 5
s’exposen les conclusions extretes del treball i possibles treballs futurs a partir d’aquest.
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Capítol 2
Estudi d’eines de simulació per entorns
cluster
2.1 Treball previ
En aquest apartat s’expliquen els passos que s’han seguit per obtenir la informació necessària per realitzar
l’estudi dels diferents simuladors.
Inicialment la proposta de treball es centrava en l’estudi de dos simuladors: ClusterSim [7], simulador
per entorns cluster, i BeoSim [?, 4, 5], simulador per entorns multicluster.
• ClusterSim és una eina de simulació per entorns cluster, desenvolupada per la Universitat de PUC
Minas, Brasil. Tot i la dificultat per trobar informació sobre aquest simulador, s’acaba utilitzant
una pàgina web una mica obsoleta, on només un dels múltiples enllaços disponibles funciona cor-
rectament. És un simulador basat en Java, és a dir que pel seu funcionament únicament cal tenir
instal·lades les eines habituals de compilació i execució de Java. Però utilitzant les darreres versi-
ons de Java, ClusterSim no es compila correctament degut a alguns canvis soferts en l’herència de
classes.
• BeoSimés un dels pocs simuladors multicluster que existeixen, desenvolupat per la Universitat de
Clemson, Carolina del Sud, Estats Units. Es troba força documentació i treballs realitzats al voltant
d’aquest simulador. Però no es troba enlloc el software o el repositori per poder-lo instal·lar, ni tant
sols en la pròpia pàgina web del projecte hi ha cap enllaç per descarregar-lo ni cap explicació al
respecte. Una cosa bastant curiosa també, és que només s’ha observat una captura de pantalla com a
exemple d’aquest simulador i sempre és la mateixa en tots els llocs. La figura 2.1 correspon a aquesta
captura d’exemple del visualitzador de BeoSim anomenat BeoViz.
Després d’això i degut a la importància que es preveu per aquest simulador es decideix posar-se en
contacte via mail directament amb el director del projecte, el professor William M. Jones. En molt
poc temps es rep resposta del Sr. Jones informant de que el seu simulador no està disponible i que
resulta força complicat utilitzar-lo si no es coneix el seu disseny i implementació, fins i tot diu que
ell mateix té alguns problemes per fer-lo anar. A més, també afegeix que BeoSim i BeoViz es van
implementar com una eina d’ajut pel projecte del seu departament i que en cap moment es va tenir
en compte ni la seva robustesa ni la seva usabilitat.
A conseqüència d’aquest mail es decideix descartar BeoSim com a eina d’estudi del treball, però tot
i això és possible que en moments puntuals es pugui fer referència a aquest, ja que existeixen molts
estudis realitzats a partir d’aquest simulador.
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Figura 2.1:BeoViz: Visualitzador del simulador BeoSim
S’intenta buscar d’altres simuladors per entorns multicluster, sense cap altre resultat tret de BeoSim. Però,
sí es troben d’altres simuladors per entorns cluster, com són Maui [9], PROPHET [10], ClusterSchedSim
[11] o Veritas [12].
• Maui no és un simulador pròpiament dit, sinó que és un planificador real de treballs per entorns
basats en clusters i supercomputadors i a més és de lliure distribució. Pel seu correcte funcionament
necessita un gestor de recursos com ara PBS, LoadLeveler o SGE. Habitualment s’utilitza OpenPBS
que és també de lliure distribució. A més d’utilitzar-se com a planificador real d’entorns cluster,
permet l’opció d’executar-se en mode de simulació. Això fa que Maui pugui ser utilitzat com un
simulador per entorns cluster.
• PROPHET és un simulador per entorns cluster i grid1, esenvolupat per la Universitat de Vienna,
Austria. Per la informació obtinguda sembla un simulador força interessant i molt ben estructurat, i
fins i tot amb la possibilitat de simular entorns grid. Però malauradament no es troba disponible per
poder avaluar-lo.
• ClusterSchedSimés una eina de simulació per entorns cluster, desenvolupada per Y. Zhang i A.
Sivasubramaniam. Aquest simulador ha estat implementat a partir de ClusterSim, afegint diferents
polítiques de planificació i ampliant els paràmetres de configuració. Però no és un simulador gaire
utilitzat ni estudiat i per aquest motiu no es troba gaire informació.
• Veritas Cluster Server és un conjunt d’eines d’administració per entorns cluster, entre les quals es
troba un simulador. Es desenvolupat i distribuït per Symantec, per tant no és de lliure distribució i
cal comprar la seva corresponent llicència per poder utilitzar-lo.
A més de tots aquests simuladors, en Francesc Solsona també em facilita dues versions d’un simulador per
entorns cluster, anomenat SimCluster [1, 2].
• SimCluster és un simulador per entorns cluster per events implementat en Java. S’han realitzat dues
versions desenvolupades per estudiants de la UdL i presentades com a treballs final de carrera. En la
versió més recent, s’amplien les característiques inicials del simulador per fer-lo més complet i real.
Totes dues versions estan molt ben documentades i són molt fàcils d’utilitzar, únicament emprant les
eines habituals de compilació i execució de Java es poden fer anar sense cap tipus de problema.
1Grid: Conjunt d’estacions de treball connectades per xarxes d’àrea extensa , com ara Internet. Seria l’equivalent a un cluster però




ClusterSim [7, 8], també conegut com a Cluster Simulation Tool, és una eina de simulació implementada
en Java de codi obert, que permet definir estructures de cluster i les seves càrregues de treball emprant un
entorn gràfic, i avaluar el seu rendiment utilitzant una simulació. Suporta la visualització i la simulació de
clusters i dels seus treballs, per realitzar l’anàlisi. El modelat d’un cluster es composa per nodes d’un o varis
processadors on es poden definir: diferents planificadors de treball, paral·lelitz ció, diferents topologies de
xarxa, diferents mecanismes i tecnologies de pas de missatges, memòria compartida o distribuïda, etc. Els
treballs són representats utilitzant usuaris que inicien treballs que a la vegada estan composats per tasques,
que es defineixen a partir de la seva estructura interna i utilitzant probabilitats distributives.
ClusterSim va ser desenvolupat per Luís F. W. Góes, Luiz E. S. Ramos, Christiane V. Pousa i Carlos A.
Martins, l’any 2004 a la universitat de PUC Minas, Belo Horizonte, Minas Gerais, Brasil.
L’arquitectura de ClusterSim es composa de tres capes: entorn gràfic, entitats i nucli. L’entorn gràfic
està composat per uns editors que permeten la definició i la simulació dels clusters i de les seves càrregues
de treball. La segona capa està composada per tres entitats o classes principals: usuari, cluster i node.
Cadascuna d’elles es comunica amb la resta utilitzant l’intercanvi d’events que proporciona el nucli de
simulació. I la tercera capa és el propi nucli de simulació composat per una llibreria de simulació d’events
discrets anomenada JSDESLib (Java Simple Discrete Event Simulation Library).
Les característiques principals d’aquesta eina són:
• Entorn gràfic per definir l’estructura dels clusters i la seva càrrega de treballs.
• Disponibilitat del codi font i classes extensibles.
• Possibilitat de implementació de nous algorismes de planificació de treball, topologies de xarxa, ...
• Representació dels treballs amb probabilitats de distribució i diferents estructures internes com ara
instruccions de CPU, I/O, MPI.
• Possibilitat de definició de clusters amb nodes homogenis o heterogenis.
• Creació de fils d’execució independents per a cada simulació.
• Suporta algunes funcions de MPI (Message Passing Interface) col·l ctives i de punt a punt.
• Representació de xarxes amb característiques de la seva topologia, latència, ample de banda, percen-
tatge d’error, ...
• Suporta diferents algorismes de planificació de treballs i algorismes de planificació de nodes.
• Mòdul estadístic que calcula alguns paràmetres (mitjana d’utilització dels nodes, mitjana del temps
de simulació, mitjana del temps de resposta dels treballs, ...)
• Suporta algunes probabilitats de distribució (normal, exponencial, ...) per representar el grau de
paral·lelisme entre els treballs.
• Possibilitat d’especificar el temps de simulació i el temps entre acceptació de treballs.
• Suporta diferents topologies de comunicació (en anell, en arbre binari, ...), diferents models de con-
sistència de memòria i protocols de coherència.
• Entorn gràfic per definir clusters i càrrega de treballs que utilitzen memòria compartida distribuïda.
• I també entorn gràfic per definir automàticament el pas de missatges entre treballs.
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2.2.2 Instal.lació i execució
ClusterSim és una eina implementada en Java i per tant per utilitzar-la cal tenir instal·lada la plataforma
estàndard de desenvolupament de Java, JSDK (Java Standard Development Kit). Però amb les versions
més actuals de JSDK no es pot arribar a executar ClusterSim correctament, això es degut a uns canvis en
l’herència de classes de Java. Per aquest motiu cal accedir a l’apartat de versions antigues de Java Sun
Microsystems [16] i instal·lar la versió 1.4.2_05 de J2SDK, amb la qual es va desenvolupar l’última versió
de ClusterSim.
Un cop es té instal·lada la versió correcta de Java, cal compilar el simulador situant-se en el directori
on es troben els arxius font de ClusterSim i utilitzar la comandajav c de la següent manera:
javac *.java
Després per executar l’aplicació només cal utilitzar l’habitual comandajav de la següent manera:
java MainFrame
D’aquesta manera s’executa el codi de ClusterSim mostrant per pantalla el seu entorn gràfic, des d’on es
realitzen totes les configuracions i simulacions.
2.2.3 Configuració
ClusterSim s’utilitza íntegrament en el seu entorn gràfic. Per poder iniciar i obtenir les dades d’una simula-
ció primer cal configurar tot un seguit de propietats que es defineixen en els editors, obtenint principalment
dos arxius de configuració, un per la configuració del cluster amb extensió.clu i un altre per la configura-
ció de l’usuari amb extensió.usr
A continuació s’explica breument com obtenir aquest arxius de configuració utilitzant els editors que
facilita ClusterSim.
2.2.3.1 Configuració del cluster
Per realitzar la configuració d’un cluster cal utilitzar tres editors:
• L’editor de processadors, on es pot definir la seva freqüència i els cicles per instrucció. Cada
configuració es guarda en un arxiu amb extensió.cpu
• L’editor de nodes, on s’afegeixen el nombre de processadors que el composen utilitzant els arxius
de configuració de processadors.cpu generats anteriorment. També es poden definir tres caracte-
rístiques, el tipus d’algorisme de planificació, la velocitat de transferència de memòria principal i
velocitat de transferència de memòria secundària (totes dues en MB/s). Cada configuració es guarda
en un arxiu amb extensió.nod
• L’editor de clusters, on s’afegeixen el nombre de nodes que el composen utilitzant els arxius de
configuració de nodes.nod generats anteriorment. També es poden definir d’altres característiques
del cluster com ara la política de planificació, el tipus de distribució d’objectes i la configuració de
la xarxa. Cada configuració es guarda en un arxiu amb extensió.clu
6
2.2.3.2 Configuració de l’usuari
La configuració d’un usuari representa els treballs que un usuari executa en el cluster, és per això que la
configuració d’un usuari es pot entendre com la configuració de la càrrega de treballs que s’aplica en un
cluster.
Per realitzar la configuració d’un usuari cal utilitzar dos editors:
• L’editor de treballs , on mitjançant un entorn gràfic es poden definir les diferents tasques que com-
posaran el treball. Cada tasca també té un apartat de configuració força complet on es pot definir el
nombre i el tipus d’instruccions que executa i fins i tot el grau de paral·lelisme. També hi ha una
opció de configuració automàtica de treballs, on passant una sèrie de paràmetres es creen automàti-
cament les tasques que composen el treball. Cada configuració es guarda en un arxiu amb extensió
.job
• L’editor d’usuaris , on s’afegeixen els treballs que executarà aquest usuari indicant la probabilitat
de creació d’aquest treball (per coherència, la suma de tots els treballs que executi l’usuari hauria de
sumar 100% com a probabilitat de creació de tots ells). També es poden definir d’altres paràmetres
de configuració com ara el tipus de distribució de treballs i el nombre de treballs acceptats. Cada
configuració es guarda en un arxiu amb extensió.usr
2.2.4 Simulació
Per generar una simulació cal seguir els passos de configuració prèviament esmentats, obtenint finalment
els arxius de configuració de cluster i d’usuari. En l’apartat de simulació caldrà buscar aquests arxius.
També es pot definir el temps de simulació i la llavor oseed que és el valor que s’utilitza per generar els
nombres aleatoris de la simulació. En el cas de que el temps de simulació sigui 0 la simulació no s’aturarà
fins que no acabi. També es poden executar varies simulacions seqüencialment, afegint-les en l’apartat de
seqüència d’execució.
Finalment prement el botó d’inici de simulació s’obtindran els resultats i estadístiques de la simulació.
En la figura 2.2, es pot veure la finestra d’execució de la simulació amb uns resultats ja generats.




Maui Cluster Scheduler [9] és un planificador de treballs de codi obert, per a clusters i supercomputadors.
Maui suporta múltiples polítiques de planificació, prioritats dinàmiques, reserves de recursos i capacitats
de fairshare. A més permet programar, administrar i prioritzar amb sofisticats algorismes els treballs d’un
cluster. Actualment, l’ús de Maui està força estès i s’utilitza tant en àmbits acadèmics, com en àmbits
comercials.
Maui es va desenvolupar a mitjans dels 90 gràcies al suport de Cluster Resources, Inc. i l’ajuda desinte-
ressada de molta gent i institucions com ara el departament d’energia dels Estats Units (U.S. Department of
Energy), el laboratori nacional del Nord-oest pacífic (PNNL), el centre d’alta computació de la universitat
de Utah (CHPC), el centre de supercomputació de Ohio (OHC), la universitat del Sud de Califòrnia (USC),
el centre de supercomputació de San Diego (SDSC), entre molts d’altres.
Actualment Maui Cluster Scheduler continua amb el suport de Cluster Resources, Inc., tot i que han
desenvolupat una versió comercial a partir de Maui que s’anomena Moab Cluster Suite.
Maui té com a característica que interessa en aquest treball, la possibilitat d’executar-se en mode de
simulació, el que permet obtenir els mateixos resultats i estadístiques que s’obtenen quan s’està executant
de forma normal. Per aconseguir això, cal passar-li la configuració de la simulació utilitzant dos arxius
concrets on es defineixen les característiques dels nodes i dels treballs que s’hi executaran.
Una de les propietats que cal remarcar, és que Maui és un planificador de treballs, i per tant, pot trobar
quina és la millor opció per a l’execució d’un treball en un cluster, però el que no pot fer és assignar els
treballs o tasques als nodes. Per aquest motiu Maui necessita treballar conjuntament amb un sistema gestor
de recursos com ara OpenPBS, LoadLeveler o LSF.
2.3.2 Instal.lació
Com s’ha explicat en l’apartat anterior Maui necessita tenir instal·la prèviament un sistema gestor de
recursos per al seu correcte funcionament. Un dels gestors de recursos més estès i de lliure distribució és
OpenPBS.
OpenPBS [13, 14] és un sistema gestor de recursos, de codi obert, precursor del Portable Batch System,
PBS. Va ser desenvolupat per la NASA a principis dels anys 90. I treballa en entorns de xarxa multiplata-
forma basats en sistemes UNIX.
Abans d’instal·lar OpenPBS cal assegurar-se que es tenen instal·lats els mòdulstk8.0 i tcl8.0 en el
sistema. A més, per evitar errors de compilació de la llibreriaattr-atomic.o cal editar el codi de l’arxiu
/OpenPBS_2_3_16/buildutils/makedepend-sh i afegir entre les línies 578 i 579 el següent codi:
grep -v ”>$” |\





Tot seguit, es pot instal·lar sense cap problema, utilitzant les mateixes comandes anteriors.
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2.3.3 Configuració
Per executar correctament Maui cal primer de tot tenir configurat el gestor de recursos OpenPBS. A conti-
nuació es descriuen els passos a seguir per realitzar una configuració bàsica de OpenPBS per poder utilitzar
Maui en mode simulació.









Per fer això cal tenir privilegis de root i els paràmetres-t create del serveipbs_server només cal
activar-los el primer cop.
I finalment cal accedir a l’entorn de configuració de OpenPBS utilitzant la comanda:
qmgr
Un cop dins de l’entorn de configuracióqmgr, es defineixen certes propietats necessàries per poder utilitzar
Maui en mode simulació. Això serà, configurar el nostre equip com a servidor amb tot un seguit de
propietats bàsiques, configurar una cua per defecte amb les seves propietats més importants i configurar
un node per defecte que serà també el nostre equip. Totes aquestes configuracions es realitzen introduint
tot un seguit de comandes que es poden veure en l’apèndix 2. Amb tot això es té configurat el gestor de
recursos OpenPBS per poder treballar correctament amb Maui.
Per utilitzar Maui en mode simulació cal editar l’arxiu de configuraciómaui.cfg, quedant com es pot
veure en l’apèndix 3. A continuació es comenten les línies més importants que s’han modificat:
• SERVERHOST homepc, definició de l’equip servidor.
• RMCFG[HOMEPC] TYPE=PBS HOST=homepc PORT=15001, definició del gestor de recursos.
• SERVERMODE SIMULATION, definició del mode d’execució de Maui.
• SIMRESOURCETRACEFILE /usr/local/maui/traces/resource, definició de la ruta del arxiu de
configuració de recursos en mode simulació.
• SIMWORKLOADTRACEFILE /usr/local/maui/traces/workload, definició de la ruta del arxiu de
configuració de càrrega de treball en mode simulació.
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2.3.4 Simulació
El mode de simulació que proporciona Maui utilitza dos arxius de text per a la seva configuració. Un per
a la configuració dels recursos o dels nodes que composen el cluster, anomenat habitualmentresource i
un altre per a la configuració de la càrrega de treballs, anomenat habitualmentworkload. Aquests arxius
contenen tot un seguit de valors numèrics i paràmetres separats per un espai en blanc per definir una línia de
configuració, i si es vol definir més d’una línia de configuració s’utilitza el return per separar-les. Cada valor
d’aquests arxius de configuració, depenent de la seva posició, correspon a una propietat de configuració en
concret.
En l’apèndix 4, es pot veure una taula amb la descripció de cadascun dels valors de l’arxiuresource,
per a la configuració de recursos o nodes. I en l’apèndix 5, es pot veure una altra taula amb la descripció
de cadascun dels valors de l’arxiuworkload, per a la configuració de la càrrega de treballs.
Per acabar de completar la configuració de la simulació es pot utilitzar l’arxiu de configuració de Maui,
maui.cfg, on també es poden definir d’altres paràmetres que afecten a la simulació. A continuació es
mostra una breu descripció dels paràmetres més rellevants:
• SIMAUTOSHUTDOWN TRUE, si es configura com aTRUE la simulació finalitzarà quan no hi hagi cap
treball a la cua.
• SIMCPUSCALINGPERCENT 100, percentatge de l’escala de temps per la configuració de l’arxiuworkload.
• SIMEXITITERATION 0, iteració en que es finalitzarà la simulació i es mostrarà un resum dels resul-
tats.
• SIMINITIALQUEUEDEPTH 16, nombre de treballs que el simulador posarà inicialment a la cua.
• SIMJOBSUBMISSIONPOLICY NORMAL, tipus de política d’assignació de treballs.
• SIMNODECONFIGURATION NORMAL, indica si filtrarà o no els nodes utilitzant l’arxiu de configuració
de recursos.
• SIMNODECOUNT 0, nombre màxim de nodes que es poden configurar en l’arxiu de recursos (0 indica
il ·limitat).
• SIMSTOPITERATION 0, iteració en que s’aturarà la simulació (0 no s’atura).
• SIMTIMERATIO 10, increment de la velocitat de simulació (0 sense cap increment o temps real).
• SIMCOMTYPE ROUNDROBIN, tipus d’assignació dels treballs als nodes.
Un cop configurats tots els paràmetres desitjats i definits els dos arxius de configuració, ja es pot passar
a l’execució de la simulació. Maui s’executa íntegrament des de la línia de comandes, utilitzant diferents
instruccions per poder obtenir la informació desitjada. Per tant, per executar la simulació només cal utilitzar
la comanda habitual de Maui en background:
maui &
D’aquesta manera comença l’execució de la simulació en background i durant el procés de simulació
es poden utilitzar d’altres comandes de Maui per obtenir dades sobre l’estat de la simulació i resultats
d’aquesta. Les comandes més utilitzades són les següents:
• showq, mostra els treballs que s’estan executant durant la simulació i les seves característiques.
• showstats, mostra estadístiques sobre l’utilització dels recursos.
• showstate, mostra l’estat actual dels recursos.
• showconfig, mostra els valors actuals de tots els paràmetres definibles.
• checknode, mostra informació sobre el node indicat.
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• checkjob, mostra informació sobre el treball indicat.
• showres, mostra informació sobre la reserva de recursos pels treballs.
• diagnose, mostra informació sobre diferents aspectes dels recursos, de la càrrega de treball i de la
planificació.
En la figura 2.3 es pot veure la informació generada amb la comandashowq durant una simulació.




SimCluster 1.0 [1] és una eina de simulació implementada en Java de codi obert, que permet modelar
estructures de cluster homogènies i avaluar el comportament de diverses disciplines de planificació en un
entorn de simulació distribuït. Els nodes del cluster es modelen utilitzant un sistema de cues M/M/1, és
a dir, amb un sol servidor, i amb un temps entre arribades i un temps de servei exponencial. L’usuari pot
variar les condiciones de la simulació, la durada de la simulació, el tipus de planificació, el temps mig entre
arribades, el temps mig de servei, el nombre de tasques locals i distribuïdes, entre d’altres.
SimCluster ha estat desenvolupat per Joan Escobar Ortiz, a l’Escola Politècnica Superior de la Univer-
sitat de Lleida com a treball final de carrera durant l’any 2006.
La implementació de l’eina s’ha realitzat amb el llenguatge de programació d’alt nivell Java i les llibre-
ries DESMO-J, especialment orientades a la simulació d’events discrets. La implementació està pensada
utilitzant dos tipus d’entitats principals, els nodes o estacions de treball i els treballs o tasques. Els nodes
poden estar formats per d’altres entitats com ara els processadors que s’encarreguen d’executar les tasques.
L’execució de SimCluster es realitza per línia de comandes especificant tot un seguit de paràmetres
que determinaran les característiques de la simulació. Els resultats de les simulacions es poden observar
immediatament després de l’execució en la mateixa línia de comandes o també es poden consultar a partir
d’uns arxius HTML que es generen amb els resultats de la simulació.
Cal destacar que aquest simulador no diferencia entre treballs i tasques, ja que no té en compte si
un treball està format per diverses tasques, però si que distribueix els processos que arriben al cluster de
manera uniforme per a tots els nodes. Una possible interpretació del seu funcionament seria la següent:
quan un treball arriba al cluster es divideix en tantes tasques amb idèntiques característiques com nodes
tingui el cluster, tenint en compte que el paràmetre d’entradamst (temps mig de servei) en aquest cas faria
referència a les tasques.
2.4.2 Instal.lació i execució
SimCluster és una eina implementada en Java i per tant per utilitzar-la cal tenir instal·lada la plataforma
estàndard de desenvolupament de Java, JSDK (Java Standard Development Kit). I la llibreria de DESMO-J,
desmoj_all.jar, s’instal·la en el mateix directori on es troba el codi font del simulador SimCluster.
Un cop fet això, cal compilar el simulador situant-se en el directori on es troben els arxius font de
SimCluster i utilitzar la comandajavac de la següent manera:
javac -classpath desmoj_all.jar *.java
Després per executar l’aplicació s’utilitza la comandajava de la següent manera:
java -cp desmoj_all.jar:. SimCluster ST SP N q mat mst ptd com MSL MNL MWQT
On ST, SP, N, q, mat, mst, ptd, com, MSL, MNL i MWQT són els paràmetres d’entrada necessaris per realitzar
la simulació, tots ells es comenten en el següent apartat. S’aconsella utilitzar un script que implementi la
comanda d’execució per facilitar a l’usuari l’entrada de paràmetres, d’aquesta manera no cal copiar cada
cop tota la línia d’execució.
Un cop executada la comanda, el simulador mostra per la mateixa línia de comandes els resultats de la
simulació, i també es generen aquests mateixos resultats en uns arxius HTML en la mateixa ruta del codi
font, que es poden consultar amb qualsevol navegador web.
2.4.3 Simulació
Per generar una simulació només cal executar la comanda anteriorment esmentada amb els seus paràme-
tres d’entrada. Aquests paràmetres d’entrada determinen el tipus de simulació i la seva configuració. A
continuació es mostra la descripció de cadascun d’aquests paràmetres d’entrada:
• ST (Simulation Time), temps durant el que s’executa la simulació. El paràmetre ha de ser un sencer
(milisegons).
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• SP (Scheduling Policy), política de planificació per a tots els nodes del cluster. El paràmetre pot ser
LINUX o DFS.
– LINUX, planificació FIFO2.
– DFS, planificació que prioritzar tasques distribuïdes.
• N (Nodes), nombre de nodes que formen el cluster. El paràmetre ha de ser un sencer.
• q (Quantum), quantum de CPU que es dedica per l’execució d’un procés. El paràmetre ha de ser un
sencer.
• mat (Mean Arrival Time), temps mig entre les arribades dels processos al sistema. El paràmetre ha
de ser un sencer.
• mst (Mean Service Time), temps mig de servei dels processos. El paràmetre ha de ser un sencer.
• ptd (Portability Task Distributed), probabilitat que una tasca sigui local o distribuïda. Essent 0 la
màxima probabilitat que una tasca sigui local i 1 la màxima probabilitat que sigui distribuïda. El
paràmetre ha de ser un real comprés entre 0 i 1.
• com (Communication Portability), probabilitat que una tasca distribuïda es comuniqui amb altres
nodes del cluster. Essent 0 la màxima probabilitat que sigui local i no es comuniqui i 1 la màxima
probabilitat de que sigui distribuïda i es comuniqui. El paràmetre ha de ser un real comprés entre 0 i
1.
• MSL (Mean System Latency), temps mig que es triga en realitzar un canvi de context en el sistema
operatiu. El paràmetre ha de ser un sencer.
• MNL (Mean Network Latency), temps mig de retard de la xarxa. El paràmetre ha de ser un sencer.
• NWQT (Mean Waiting Queue Time), temps mig bloquejat en la cua d’espera per rebre un missatge de
comunicació.
Utilitzant aquests paràmetres d’entrada es realitza la simulació i finalitza mostrant per la mateixa línia de
comandes els resultats d’aquesta, a més també es generen els mateixos resultats en format HTML en la
mateixa ruta del codi font, que es poden consultar amb qualsevol navegador web. En les figures 2.4 i 2.5 es
poden veure els resultats d’una simulació.
Figura 2.4:Resultats per línia de comandes d’una simulació amb SimCluster 1.0
2FIFO (First In First Out): configuració de cues on el primer element en entrar és el primer en sortir.
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SimCluster 2.0 [2] és una eina de simulació implementada en Java de codi obert, que permet simular el
comportament d’un cluster no dedicat. Aquesta versió de SimCluster parteix de la versió 1.0, anteriorment
esmentada, afegint millores substancials. Entre les quals cal destacar l’aportació de noves polítiques de
planificació, noves característiques als treballs i als nodes per tenir en compte els requeriments de memòria
i la possibilitat de simular treballs en temps real.
Aquesta nova versió de SimCluster ha estat desenvolupada per Llorenç Toldrà Porta, a l’Escola Poli-
tècnica Superior de la Universitat de Lleida com a projecte final de carrera durant l’any 2006.
La implementació de l’eina, al igual que l’anterior versió, s’ha realitzat amb el llenguatge de progra-
mació d’alt nivell Java i les llibreries DESMO-J, especialment orientades a la simulació d’events discrets.
L’execució de SimCluster es realitza per línia de comandes especificant tot un seguit de paràmetres
que determinaran les característiques de la simulació. Els resultats de les simulacions es poden observar
immediatament després de l’execució en la mateixa línia de comandes.
Cal destacar que aquest simulador sí diferència entre treballs i tasques implementant en classes separa-
des el tractament per cadascuna d’aquestes entitats. Però, també cal dir, que tot i diferenciar entre treballs i
tasques no hi ha cap paràmetre que permeti especificar per quantes tasques està comprès un treball, es con-
tinua executant la simulació seguint el patró de l’anterior versió generant tantes tasques com nodes tingui
el cluster.
2.5.2 Instal.lació i execució
Com en l’anterior versió per utilitzar SimCluster cal tenir instal·lada la plataforma estàndard de desen-
volupament de Java, JSDK (Java Standard Development Kit). La llibreria de DESMO-J, desmoj_all.jar,
s’instal·la en el mateix directori on es troba el codi font del simulador SimCluster.
Un cop fet això, cal compilar el simulador situant-se en el directori on es troben els arxius font de
SimCluster i utilitzar la comandajavac de la següent manera:
javac -classpath desmoj_all.jar *.java
Després per executar l’aplicació s’utilitza la comandajava de la següent manera:
java -cp desmoj_all.jar:. SimCluster ST P N q mat MPL ptd com MSL MNL MWQT pts Mem
MMem RT PCCS prt t C T d
On ST, P, N, q, mat, MPL, ptd, com, MSL, MNL, MWQT, pts, Mem, MMem, RT, PCCS, prt, t, C, T i d són
els paràmetres d’entrada necessaris per realitzar la simulació, tots ells es comenten en el següent apartat.
S’aconsella utilitzar un script que implementi la comanda d’execució per facilitar a l’usuari l’entrada de
paràmetres, d’aquesta manera no cal copiar cada cop tota la línia d’execució.
Un cop executada la comanda el simulador mostra per la mateixa línia de comandes els resultats de la
simulació.
2.5.3 Simulació
Per generar una simulació només cal executar la comanda anteriorment esmentada amb els seus paràme-
tres d’entrada. Aquests paràmetres d’entrada determinen el tipus de simulació i la seva configuració. A
continuació es mostra la descripció de cadascun d’aquests paràmetres d’entrada:
• ST (Simulation Time), temps durant el que s’executa la simulació. El paràmetre ha de ser un sencer
(milisegons).
• P (Scheduling Policy), política de planificació per a tots els nodes del cluster. El paràmetre pot ser
LINUX, PRIO o CCS.
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– LINUX, planificació Round Robinf3.
– PRIO, planificació que prioritza les tasques que comuniquen.
– CCS, planificació que prioritza les tasques locals penalitzant el quantum de les distribuïdes
utilitzant el paràmetre d’entradaPCCS.
• N (Nodes), nombre de nodes que formen el cluster. El paràmetre ha de ser un sencer.
• q (Quantum), quantum de CPU que es dedica per l’execució d’un procés. El paràmetre ha de ser un
sencer.
• mat (Mean Arrival Time), temps mig entre les arribades dels processos al sistema. El paràmetre ha
de ser un sencer.
• MPL (Multiprogramming Level), quantitat de processos paral·lels que pot gestionar un node. El
paràmetre ha de ser un sencer.
• ptd (Portability Task Distributed), probabilitat que una tasca sigui local o distribuïda. Essent 0 la
màxima probabilitat que una tasca sigui distribuïda i 1 la màxima probabilitat que sigui local. El
paràmetre ha de ser un real comprés entre 0 i 1.
• com (Communication Portability), probabilitat que una tasca distribuïda es comuniqui amb altres
nodes del cluster. Essent 0 la màxima probabilitat que sigui local i no es comuniqui i 1 la màxima
probabilitat de que sigui distribuïda i es comuniqui. El paràmetre ha de ser un real comprés entre 0 i
1.
• MSL (Mean System Latency), temps mig que es triga en realitzar un canvi de context en el sistema
operatiu. El paràmetre ha de ser un sencer.
• MNL (Mean Network Latency), temps mig de retard de la xarxa. El paràmetre ha de ser un sencer.
• NWQT (Mean Waiting Queue Time), temps mig bloquejat en la cua d’espera per rebre un missatge de
comunicació.
• pts (Portability Task Size), probabilitat que un procés sigui gran o petit. Un procés gran és aquell
que tindrà uns requeriments de memòria de més del 50% del valor del paràmetre d’entradaMMem.
Essent 0 la màxima probabilitat que sigui petit i 1 la màxima probabilitat de que sigui gran. El
paràmetre ha de ser un real comprés entre 0 i 1, i determina la mida de memòria del treball.
• Mem (Node Memory), quantitat de memòria principal de que disposa un node. El paràmetre ha de ser
un sencer (Kpàgines).
• MMem (Maximum Memory), espai màxim que pot ocupar a memòria un procés. El paràmetre ha de
ser un sencer (Kpàgines).
• RT (Run Time), temps mig de servei dels processos. El paràmetre ha de ser un real.
• PCCS (Penalization CCS), percentatge de penalització que sofreix el quantum utilitzant la política
CCS. El paràmetre ha de ser un sencer entre 0 i 100.
• prt (Portability Real Time), probabilitat que una tasca sigui Real Time o no. Essent 1 la màxima
probabilitat que una tasca sigui Real Time i 0 la màxima probabilitat de que no ho sigui. El paràmetre
ha de ser un real comprés entre 0 i 1.
• t (Run Time Real Time), temps mig de servei dels processos Real Time. El paràmetre ha de ser un
real.
3Round Robin: mètode de selecció equitatiu i ordenat d’elements d’una llista, on habitualment es comença pel 1r element de la
llista i es continua de forma ordenada seleccionant un a un tots els elements fins a l’últim i després es torna a començar pel 1r .
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• C (CPU Time Real Time), temps mig de còmput dels processos Real Time. El paràmetre ha de ser
un real.
• T (Run Time), temps mig del període d’entrada a la CPU dels processos Real Time. El paràmetre ha
de ser un real.
• d (Deadline), temps mig en que els processos Real Time han d’acabar. El paràmetre ha de ser un
real.
Utilitzant aquests paràmetres d’entrada es realitza la simulació i finalitza mostrant per la mateixa línia de
comandes els resultats d’aquesta. En la figura 2.6 es pot veure els resultats d’una simulació.
Figura 2.6:Resultats per línia de comandes d’una simulació amb SimCluster 2.0
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2.6 Comparativa entre simuladors
2.6.1 Introducció
En aquesta secció es detallen les diferències i semblances entre aquests simuladors, tot realitzant un seguit
de proves en el màxim possible d’igualtat de condicions. Les proves es realitzen entre els tres simuladors
descrits anteriorment: ClusterSim, Maui i SimCluster.
Un dels principals problemes per realitzar la comparativa resideix en els paràmetres d’especificació de
les simulacions i sobretot en els valors i unitats de mesura resultants de cadascun dels simuladors, ja que
en alguns casos difereixen força entre ells. Això dificulta molt les tasques de comparació, ja que realitzar
simulacions amb condiciones exactament iguals per a tots els simuladors és totalment impossible, i si a més
els resultats es donen en diferents unitats de mesura tenim que les diferències entre els resultats numèrics
no són gens fiables, però si que ens permetrà fer-nos una idea de la seva precisió i usabilitat.
2.6.2 Paràmetres d’entrada a la simulació
En la forma d’especificar els paràmetres d’entrada, tots tres simuladors són molt diferents, cadascun d’ells
utilitza diferents tècniques per configurar els paràmetres d’entrada.
• Maui configura els paràmetres d’entrada única i exclusivament utilitzant arxius de configuració.
Principalment són dos,resource per configurar les propietats dels nodes o recursos del cluster i
workload on es configuren els diferents treballs o tasques que arriben al cluster. També utilitzant
l’arxiu de configuraciómaui.conf es poden modificar certs paràmetres que afecten a la simulació,
com ara la política d’assignació de treballs.
• ClusterSim realitza la configuració dels paràmetres a través del seu entorn gràfic introduint els valors
en els menús de configuració i després guardant aquestes configuracions en uns arxius. Per executar
la simulació també es fa per l’entorn gràfic del simulador passant certs paràmetres d’entrada i a més
el nom dels arxius anteriorment generats.
• SimCluster obté els paràmetres per a la configuració de la simulació a partir de la sentència d’e-
xecució del simulador per pas de paràmetres. Habitualment s’utilitza un arxiu script on s’escriu la
sentència a executar per evitar d’escriure cada cop tota la llista de paràmetres, que en el cas de la
versió 2.0 arriba a la xifra de 21 paràmetres.
En quant als paràmetres que utilitza cadascun dels simuladors també hi ha força diferències, sobretot en els
paràmetres que fan referència a la càrrega de treball, això es degut al tipus de simulació que es segueix en
cadascun d’ells.
• Maui té la configuració dels treballs més detallada dels tres simuladors, però també és la més feixuga,
ja que cal especificar fins a 44 paràmetres per a cadascun dels treballs que han d’arribar al cluster, el
que acaba suposant tenir que escriure un arxiu de configuració amb moltíssimes línies per realitzar
una simulació que s’ajusti mínimament a una real.
• ClusterSim utilitza un tipus de configuració específica per a cada treball, en aquest a més es poden
especificar característiques de les tasques que formen cadascun dels treballs. Però no cal especificar
cadascun dels treballs que s’executaran, sinó que utilitzant l’anomenada configuració d’usuari es pot
definir una freqüència d’arribada pels treballs, estalviant-nos d’aquesta manera una configuració per
a cadascun dels treballs especificats.
• SimCluster utilitza una configuració força genèrica pel que fa a càrrega de treball, no es configuren
individualment cadascun dels treballs, sinó que definint una freqüència d’arribada i utilitzant uns
paràmetres probabilístics es té si un treball serà d’un tipus o d’un altre, amb això el que s’obté és una
simulació més aleatòria en funció d’aquest paràmetres probabilístics.
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Per altra banda, els paràmetres que fan referència als recursos o nodes, que realment s’utilitzen en la
simulació, són força semblants i principalment són els relacionats amb la memòria principal.
• Maui té la configuració de recursos més àmplia de totes, però les dades més rellevants per a la
simulació acaben sent les mateixes que en els altres simuladors, que són les relatives a memòria
principal.
• ClusterSim no té tantes dades de configuració pels recursos com Maui, però és l’únic que permet
especificar la velocitat de processador.
• SimCluster seria el que té menys informació relativa a recursos o configuració de nodes, però tot i
així té les bàsiques referents a memòria principal.
2.6.3 Paràmetres de sortida de la simulació
La forma d’obtenir els resultats de les simulacions difereix entre cadascun dels simuladors.
• Maui obté els resultats durant el temps d’execució de la simulació utilitzant instruccions executades
des la línia de comandes, d’aquesta manera s’obtenen per pantalla els valors desitjats.
• ClusterSim obté els resultats automàticament per pantalla un cop finalitza la simulació.
• SimCluster mostra els resultats per pantalla un cop finalitzada la simulació i genera uns arxius
HTML on també es poden consultar els resultats de la simulació.
Els valors o paràmetres de sortida que s’obtenen en cadascun dels simuladors són força diversos i costa
trobar informació comparable entre tots tres. Els únics paràmetres de sortida comparables entre els tres
simuladors són els següents:
• Temps mig d’espera dels treballso Waiting Queue Time.
• Temps mig d’execució dels treballso Turnaround Time.
• Treballs executats. Però en el cas de ClusterSim s’han de comptabilitzar de manera manual i això
pot resultar força feixuc en simulacions amb molts treballs.
Cal destacar que ClusterSim no aporta massa informació de caràcter general de la simulació, però si en
canvi té informació de cadascun dels treballs executats. Per altra banda Maui i SimCluster tenen força
informació de caràcter general de la simulació i a més també mostren informació per cadascun dels nodes
del cluster.
Un dels principals problemes que es plantegen en la comparació entre els simuladors són les unitats de
temps. Cadascun dels simuladors utilitza una magnitud diferent.
• Maui utilitza hores amb una precisió de 2 decimals.
• ClusterSim utilitza segons amb una precisió de fins a 15 decimals.
• SimCluster utilitza milisegons amb una precisió de 5 decimals.
Entre ClusterSim i SimCluster no hi ha cap problema per comparar els resultats, ja que tots dos tenen molta
precisió en els seus resultats. Però en canvi Maui utilitza una magnitud molt gran i amb molt poca precisió.
Per aquest motiu els resultats de Maui poden arribar a ser força diferents dels altres dos simuladors. Una
petita diferència d’un decimal en Maui pot suposar una gran diferència en els altres dos simuladors que
tenen molta més precisió.
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2.6.4 Comparativa de resultats d’una simulació
En aquest apartat es mostra una comparativa entre els tres simuladors utilitzant uns paràmetres d’entrada
el més similars possibles per poder comparar amb quina precisió s’acosten els resultats i si són o no fia-
bles. Aconseguir tenir uns paràmetres d’entrada per simular una execució igual o molt similar per als tres
simuladors ha estat força complicat, degut a les seves diferències anteriorment esmentades.
Els paràmetres principals d’entrada utilitzats han estat els següents:
• Nombre de nodes: 4
• Temps mig entre arribades dels treballs: 30 segons
• Temps mig de servei dels treballs: 60 segons
I els resultats comparables obtinguts han estat els següents:
• ClusterSim:
1. Nombre de treballs servits: 20
2. Temps mig d’espera dels treballs: 28,288 seg.
3. Temps mig d’execució dels treballs: 88,464 seg.
• Maui :
1. Nombre de treballs servits: 20
2. Temps mig d’espera dels treballs: 0,03 hores = 108 seg.
3. Temps mig d’execució dels treballs: 0,37 hores = 1332 seg.
• SimCluster:
1. Nombre de treballs servits: 20
2. Temps mig d’espera dels treballs: 41,299 seg.
3. Temps mig d’execució dels treballs: 84,908 seg.
Es pot observar clarament com ClusterSim i SimCluster obtenen un resultats molt similars, mentre que
Maui sembla que són força diferents. Cal recordar que Maui el seus resultats de temps són en hores i això
fa que el marge d’error sigui molt gran al fer la conversió en segons.
En les figures 2.7, 2.8 i 2.9 es poden veure els resultats corresponents a aquesta comparativa.
Figura 2.7:Resultats de la comparativa en ClusterSim
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Figura 2.8:Resultats de la comparativa en Maui
Figura 2.9:Resultats de la comparativa en SimCluster
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2.6.5 Usabilitat
Pel que fa a la facilitat d’ús dels simuladors també existeixen diferències considerables entre ells, sobretot
entre Maui i els altres dos.
• Maui és el més complicat d’utilitzar amb diferència, tant en la instal·lació i configuració com a l’hora
de realitzar les simulacions. També cal dir que Maui no ha estat pensat per funcionar com a simulador
sinó que és un planificador amb l’opció de poder simular execucions. Com ja s’ha comentat en
apartats anteriors, Maui per realitzar les simulacions necessita uns arxius de configuració de traces
degudament creats, amb tota la informació de cada node i treball que s’executarà en el cluster. En
el cas de la definició dels treballs pot suposar tenir que definir un arxiu de traces amb moltíssimes
línies de configuració, una per cada treball que es vulgui executar.
• ClusterSim és el simulador més fàcil d’utilitzar, gràcies al seu entorn gràfic degudament estructurat,
és molt intuïtiu i únicament cal seguir un ordre lògic de configuració de les diferents entitats. Un
petit inconvenient d’aquest simulador és la seva dificultat per obtenir-lo i cal una versió adequada de
Java que actualment ja està obsoleta.
• SimClusterno presenta excessives dificultats per a la seva utilització, només cal executar la sentència
d’execució amb els paràmetres d’entrada escollits. Això, a primer cop d’ull, pot semblar força
feixuc si es pensa en que cada cop que es vol executar una simulació s’ha d’escriure la comanda
d’execució amb tots els seus paràmetres d’entrada. Però si s’utilitzen scripts, el procés d’execució
de la simulació és molt més senzill i ràpid, tot i que no és gens intuïtiu, ja que cal saber en tot
moment, l’ordre dels paràmetres d’entrada per definir correctament la sentència d’execució. També
cal destacar que la seva instal·l ció i configuració no presenta cap tipus de problema.
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2.7 Conclusions
Desprès d’instal·lar, configurar i realitzar diferents tipus de proves amb tots les simuladors, ja es pot tenir
una idea de quin pot ser més útil depenent dels resultats que es vulguin obtenir.
Si el cas és fer una simulació amb molta precisió del temps d’execució, sense necessitar gaires més
dades resultants, es aconsellable utilitzar ClusterSim. Ja que permet de manera molt senzilla i intuïtiva
definir diferents tipus de clusters.
Per altra banda, si el que es vol és fer una simulació amb resultats aproximats amb seqüències d’e-
xecució no massa llargues es recomana utilitzar Maui, tot i que resulta força complicat d’utilitzar és el
més fiable i el que permet més tipus de configuracions. Però cal tenir en compte que els arxius de traces
necessaris per la simulació poden ser força complicats de definir si es vol simular una execució molt llarga.
En canvi SimCluster es queda en mig dels dos anteriors, serveix tant per simulacions de precisió, ja
que els resultats són força acurats i diversos, com per simulacions on el que interessa és la configuració,
ja que potser és el que menys opcions de configuració té però contempla totes les configuracions bàsiques
necessàries per simular un entorn cluster.
L’equilibri que es dona en el simulador SimCluster entre precisió, configuració i usabilitat, fa que
sigui el simulador estudiat amb més bones qualitats per dur a terme l’objectiu principal d’aquest treball, la
implementació d’un simulador per entorns multicluster. A més, també cal destacar que el llenguatge Java
en que està implementat, obre moltes portes per poder ser ampliat i modificat amb certa facilitat. En canvi
l’adaptació de Maui a un entorn multicluster resultaria pràcticament impossible, perquè està pensat com un
planificador real i caldria modificar o adaptar no un simulador sinó un planificador real d’entorns cluster
a multicluster. I pel que fa a ClusterSim és un molt bon simulador per poder utilitzar com a base de la
implementació del nou simulador multicluster, però la poca documentació disponible i els pobres resultats
estadístics que s’obtenen de la simulació, fan que quedi descartat.
Per tant els simulador escollit com a nucli o base de simulació per crear un nou simulador per entorns
multicluster és SimCluster. Però també cal destacar algunes de les seves mancances més importants i que
s’intentaran solucionar en el nou simulador:
• Paràmetres d’entrada, el format dels paràmetres d’entrada pot resultar feixuc i poc entenedor. A
més, es troben a faltar algunes opcions de configuració.
• Nombre de tasques d’un treball, no permet definir el nombre de tasques que formen un treball
distribuït. El mecanisme que segueix és la creació de tantes tasques com nodes tingui el cluster.
Conseqüentment no controla l’assignació de les tasques als nodes de forma individual, és a dir, o
estan tots els nodes ocupats o estan tots lliures.
• Grau de multiprogramació o MPL 4, no permet executar més d’una tasca simultàniament en cada
node, o el que és el mateix, no permet un MPL > 1.
• Polítiques de planificació, existeixen 3 polítiques de planificació del cluster però per poder definir
noves polítiques o modificar les existents no resulta senzill, cal conèixer el codi del simulador força
bé. Per tant no està pensat per a la seva fàcil ampliació o modificació.
4MPL (MultiProgramming Level): Nombre de processos que poden executar-se simultàniament en una mateixa CPU.
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Capítol 3
Disseny i implementació de
SimMulticluster
Es pretén desenvolupar un simulador per events per entorns multicluster partint com a base del simulador
SimCluster 2.0 comentat en el capítol anterior. L’objectiu principal és desenvolupar les classes necessàries
per obtenir una capa de implementació per sobre del simulador de clusters original, totalment independent
i que simuli entorns multicluster. Aquesta independència ens permetrà poder utilitzar aquesta nova imple-
mentació amb qualsevol altre tipus de nucli de simulació que es vulgui implementar o adaptar d’entorns
cluster a multicluster.
3.1 Disseny del simulador
En aquest apartat es descriu el disseny del nou simulador, anomenat SimMulticluster, que ha estat pensat
tenint en compte l’estructura original de simulador per events i basat en el funcionament de METALO-
RAS1.
L’estructura física en la que s’ha basat el disseny i la implementació d’aquest simulador per entorns
multicluster es correspon a la de la figura 3.1.
Figura 3.1:Esquema de l’estructura física que representa el simulador SimMulticluster
1METALORAS: Planificador de treballs paral·lels per entorns multicluster heterogenis i no dedicats, inclòs dins del projecte
M-CISNE desenvolupat pel grup de recerca en entorns distribuïts de la EPS (GCD).
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3.1.1 Nucli de simulació de SimMulticluster
En aquest apartat es descriu el disseny de les noves entitats creades pel nou simulador, les modificacions
realitzades sobre el nucli SimCluster i l’adaptació d’aquest nucli al nou simulador, SimMulticluster.
El disseny d’aquest nucli de simulació ha estat pensat a partir de 4 agrupacions funcionals:
• Càrregues locals, que representa el conjunt de treballs locals que es poden executar en cadascun
dels nodes o estacions.
• Càrregues paral.leles, que representa el conjunt de treballs distribuïts que es poden executar en
cadascun dels nodes o estacions.
• Recursos dels clusters, que agrupa la informació referent a la configuració i disponibilitat dels
clusters.
• Polítiques de planificació, que agrupa la informació referent a les diferents polítiques d’assignació
de treballs als clusters, que utilitzarà el simulador.
En la figura 3.2 es pot observar l’esquema d’aquesta arquitectura funcional.
Figura 3.2:Esquema de l’arquitectura funcional del simulador SimMulticluster
3.1.1.1 Noves entitats a nivell multicluster
Per gestionar tota la simulació s’ha creat una nova classe principal,S mMulticluster. En aquesta classe
es realitzen les funcions principals del simulador:
• Obtenir i validar les dades d’entrada.
• Crear i inicialitzar els recursos.
• Iniciar la simulació.
• Mostrar els resultats obtinguts.
Totes aquestes funcions es realitzen a partir de la nova classe principal, però cadascuna d’elles s’executa en
d’altres classes formant una estructura ben definida. Aquesta estructura de classes es pot veure en la figura
3.3.
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Figura 3.3:Estructura de classes del simulador SimMulticluster
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Per a la gestió i assignació de treballs als diferents clusters s’ha implementat la nova classeMCPolicy.
En aquesta classe s’implementen les diferents polítiques d’assignació de treballs a nivell de multicluster.
Existeixen tres polítiques de planificació implementades:
1. JFIRST (Just First): política que assigna sempre els treballs al primer cluster. És una política molt
simple però que serveix per posar a prova el rendiment d’un cluster en concret.
2. RR (Round Robin): política que segueix l’algorisme Round Robin per l’assignació de treballs als
clusters. El seu comportament es pot resumir en que els treballs es van assignant alternativament
entre els diferents clusters.
3. TAT (TurnAround Time): política que simula el comportament de planificació implementat en ME-
TALORAS. Aquesta política segueix tres passos per obtenir el cluster on executar els treballs. Primer
de tot crea una llista amb els clusters que compleixen unes limitacions de memòria i nivell de mul-
tiprogramació. Un cop fet això s’ordena aquesta llista de clusters per el mínim temps d’execució o
TurnAround Time, realitzant una simulació aproximada per obtenir aquesta dada. I finalment un cop
s’obté la llista de clusters ordenada es segueix un algorisme Round Robin per obtenir els clusters de
la llista.
3.1.1.2 Modificacions a nivell cluster
A més del desenvolupament de noves classes per a la simulació de la planificació en entorns multicluster,
s’han realitzat d’altres modificacions i correccions en el nucli de simulació a nivell cluster per millorar la
seva eficiència i precisió. Les més significatives són les següents:
• Nombre de tasques dels treballs. L’expansió de les tasques dels treballs distribuïts es realitza
a partir d’un nou paràmetre. En el nucli de simulació original un treball distribuït s’expandia en
tantes tasques com nodes o estacions tingués el cluster, d’aquesta manera els treballs s’adaptaven
al nombre de nodes i estaven sempre formats pel mateix nombre de tasques. En el nou simulador
SimMulticluster s’han modificat les classes originals per a que els treballs tinguin un nou paràmetre
que indica el nombre de tasques pel que estan formats i d’aquesta manera expandir els treballs en
tantes tasques com aquest paràmetre indiqui. Conseqüentment, també ha calgut implementar el
control de quins nodes o estacions estan lliures i quins ocupats, ja que amb aquesta modificació
poden existir nodes ocupats i lliures al mateix temps, mentre que en el simulador original això no
es tenia en compte ja que sempre s’expandien les tasques en tots els nodes i per tant o estaven tots
lliures o estaven tots ocupats.
• Grau de multiprogramació. En el nucli de simulació original existia el paràmetre i es donava un
càlcul del temps de servei a partir del grau de multiprogramació del cluster, però realment en l’exe-
cució de les tasques no existia l’execució concurrent i per tant els resultats dels temps i del nombre
de tasques executades eren enganyosos, només es podia executar una única tasca simultàniament en
un node. En el nou simulador es té en compte el grau de multiprogramació de cada cluster i es po-
den executar tantes tasques com indiqui el paràmetre de forma concurrent. Per aquesta modificació
també ha calgut implementar un control sobre el nombre de tasques que existeixen en execució en
un determinat moment per poder comprovar si s’excedeix o no el grau de multiprogramació.
• Percentatge de temps de CPU. S’ha introduït un nou paràmetre d’entrada que indica el percentatge
de temps de CPU d’un treball. Aquesta dada es complementaria al percentatge de temps en comuni-
cacions d’un treball. Per tant, aquest paràmetre s’utilitza per poder calcular a partir del temps total
de servei d’un treball, el temps que ha gastat en CPU i el temps que ha estat comunicant. Per poder
realitzar aquesta modificació en el càlcul dels temps ha calgut implementar un control per obtenir
el temps d’inici i final dels treballs, controlant en tot moment l’acabament de les seves respectives
tasques.
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3.1.1.3 Adaptació del nucli de simulació cluster al nou simulador
Gràcies a l’estructura d’entitats perfectament definida en el nucli de simulació original, s’ha pogut fer
l’adaptació a l’entorn de multicluster amb relativa facilitat. El que sí ha calgut fer és repassar i modificar
els paràmetres assignats a cada entitat, ja que en l’estructura original, molts dels paràmetres s’utilitzaven
com a genèrics i en el cas del nou simulador SimMulticluster calia assignar-los correctament a cada entitat,
sobretot en el cas de l’entitat de cluster.
La idea per realitzar l’adaptació ha estat utilitzar la simulació original a nivell de cluster, en un array
de clusters definits en una capa superior, aquesta capa superior s’ha implementat en la classe principal
SimMulticluster, des d’on es crea i gestiona un array de clusters a partir dels paràmetres d’entrada.
3.1.2 Paràmetres d’entrada a la simulació
En SimMulticluster s’ha donat força importància al format dels paràmetres d’entrada. Pensant en possibles
ampliacions del simulador i en la facilitat que hauria de tenir l’usuari per poder donar els valors d’entrada,
per fer això s’ha escollit el format XML.
El format XML permet definir els valors necessaris de forma entenedora tant per l’usuari com per
l’aplicació. I a més, també permet validar la correcta introducció de les dades utilitzant la capacitat del
llenguatge XML per definir plantilles de validació.
Per tant per a la validació de l’arxiu d’entrada XML també s’ha creat un arxiu plantilla XSD, en el que
es defineix l’estructura de l’arxiu XML i el format dels paràmetres definits en ell. Aquest arxiu XSD es pot
consultar en l’apèndix 6.
També s’ha pensat en que el simulador pugui acceptar dos tipus d’entrada diferents per la configuració
de la càrrega de treballs:
• Valors estadístics, mitjançant una sèrie de paràmetres es defineixen els diferents valors necessaris
per definir la configuració de la càrrega de treballs. En molts casos aquests paràmetres són valors
mitjos que el simulador utilitza per obtenir les dades necessàries a partir de diferents funcions de
distribució.
• Arxiu , utilitzant un paràmetre d’entrada de l’arxiu XML es configura la ruta on es pot trobar l’arxiu
de configuració de càrrega de treballs. En aquest arxiu es troba una llista dels treballs i l’instant de
temps en que arriben al multicluster, també cal que tinguin definides les seves característiques.
Per la obtenció dels paràmetres d’entrada ha estat necessari implementar un ”p rser o classes que llegei-
xen i validen l’arxiu XML. A més, per l’emmagatzematge de les dades també s’han creat noves classes en
format d’estructura de dades, per fer més fàcil l’obtenció i posterior inicialització de les entitats.
Cal destacar que en el simulador original es passaven tots els paràmetres de la simulació per la línia de
comandes, ara en SimMulticluster únicament cal passar per línia de comandes tres paràmetres:
• Ruta de l’arxiu XML
• Ruta de la plantilla XSD.
• Paràmetre booleà (true / false) que indica si es vol o no veure per la sortida estàndard els valors
obtinguts de la lectura de l’arxiu XML.
Els paràmetres d’entrada a la simulació s’han organitzat per grups ben definits, aprofitant les característi-
ques d’etiquetatge dels arxius XML. En l’apèndix 7 es pot veure un exemple senzill d’arxiu XML d’en-
trada. Els dos grups principals són les dades genèriques de la simulació (multiclusterData) i les dades
específiques de cada cluster (clusterList).
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1. Dades genèriques de la simulació:
• Política multicluster:
– multiclusterPolicy: Cadena de caràcters que identifica el tipus de política que utilitza
el multicluster per a la planificació dels treballs. Els valors acceptats són:JFIRST (política
Just First),RR (política Round Robin),TAT (política TAT, TurnAround Time).
– MEMLimit: Valor sencer que indica el mínim de memòria disponible dels clusters per poder
executar un treball en la política TAT. Si un cluster no compleix aquest requisit no podrà
executar cap treball.
– MPLLimit: Valor sencer que indica el mínim nivell de multiprogramació dels clusters per
poder executar un treball en la política TAT. Si un cluster no compleix aquest requisit no
podrà executar cap treball.
• Definició de la càrrega de treballs:
– inputType: Cadena de caràcters que diferencia entre dos tipus d’entrada de dades. Els
valors acceptats són:file (entrada dels paràmetres de la càrrega utilitzant un arxiu) o
statistics (entrada dels paràmetres de la càrrega utilitzant paràmetres estadístics defi-
nits en el mateix XML).
– Tipus d’entrada per arxiu:
Aquest paràmetre només és obligatori en cas de definir el paràmetre anteriorinputType
en tipusfile.
∗ inputWorkloadFilePath: Cadena de caràcters que indica la ruta de l’arxiu amb la
configuració de la càrrega de treballs.
– Tipus d’entrada estadística:
Aquests paràmetres només són obligatoris en cas de definir el paràmetre anteriori putType
en tipusstatistics.
∗ simulationTime: Valor sencer que indica el temps durant el que s’executa la simula-
ció.
∗ meanArrivalTime: Valor sencer que indica el temps mig entre les arribades dels
treballs al sistema.
∗ distProbability: Valor real entre 0 i 1 que indica la probabilitat que una tasca sigui
local o distribuïda. Essent 0 la màxima probabilitat que una tasca sigui local i 1 la
màxima probabilitat que sigui distribuïda.
∗ sizeProbability: Valor real entre 0 i 1 que indica la probabilitat que un procés
sigui gran o petit. Un procés gran és aquell que tindrà uns requeriments de memòria
de més del 50% del valor del paràmetre d’entradamaxMemory. Essent 0 la màxima
probabilitat que sigui petit i 1 la màxima probabilitat de que sigui gran.
∗ maxProcs: Valor sencer que indica el màxim de tasques en que es pot expandir un
treball.
∗ maxMemory: Valor sencer (en Kpàgines) que indica l’espai màxim que pot ocupar a
memòria una tasca.
∗ meanRunTime: Valor real que indica el temps mig de servei de les tasques.
∗ CPUPercent: Valor real que indica el percentatge de temps en CPU d’un treball.
Aquest paràmetre indica complementàriament el percentatge de temps en comuni-
cacions d’un treball.
∗ comProbability: Valor real entre 0 i 1 que indica la probabilitat que una tasca distri-
buïda es comuniqui amb altres nodes del cluster. Essent 0 la màxima probabilitat que
sigui local i no es comuniqui i 1 la màxima probabilitat de que sigui distribuïda i es
comuniqui.
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∗ dataVolume: Valor sencer que indica volum mig de dades transmeses per les aplica-
cions paral· eles.
∗ Paràmetres de Real Time:
Aquests paràmetres s’han heretat del nucli de simulació SimCluster 2.0 i serveixen per
generar treballs de tipus temps real dins de la mateixa simulació. Aquesta configuració
és totalment opcional i s’ha respectat per no reduir les opcions de configuració del
nucli original.
· realTimeProbability: Valor real entre 0 i 1 que indica la probabilitat que una
tasca sigui Real Time o no. Essent 1 la màxima probabilitat que una tasca sigui
Real Time i 0 la màxima probabilitat de que no ho sigui.
· runTimeRT: Valor real que indica el temps mig de servei dels treballs Real Time.
Només és obligatori en cas de definir el paràmetreinputType en tipusstatistics.
· CPUTimeRT: Valor real que indica el temps mig de còmput dels treballs Real Time.
Només és obligatori en cas de definir el paràmetreinputType en tipusstatistics.
· periodTimeRT: Valor real que indica el temps mig del període d’entrada a la CPU
dels treballs Real Time. Només és obligatori en cas de definir el paràmetreinputType
en tipusstatistics.
· deadLineRT: Valor real que indica temps mig en que els processos Real Time han
d’acabar. Només és obligatori en cas de definir el paràmetreinputType en tipus
statistics.
2. Dades específiques de cada cluster:
Cal destacar que cada etiqueta de cluster té un atribut que permet identificar els diferents clusters.
• TATPolicyPercent: Valor real que indica el percentatge de probabilitats de que un treball
s’executi en el cluster en el cas que s’utilitzi la política de planificació TAT.
• clusterPolicy: Cadena de caràcters que identifica el tipus de política que utilitza el cluster
per a la planificació de les tasques. Els valors acceptats són:LINUX (planificació Round Ro-
bin), PRIO (planificació que prioritza tasques que comuniquen),CCS (planificació que prioritza
tasques locals).
• nodes: Valor sencer que indica el nombre de nodes que formen el cluster.
• quantum: Valor sencer que indica el quantum de CPU que es dedica a l’execució d’una tasca.
Valor 0 indica que la tasca s’executa íntegrament, és a dir que es manté en execució en la CPU
fins que acaba.
• multiprogrammingLevel: Valor sencer que indica la quantitat de tasques paral·leles que pot
executar un node o estació.
• meanSystemLatency: Valor real que indica el temps mig que es triga en realitzar un canvi de
context en el sistema operatiu.
• meanNetworkLatency: Valor real que indica el temps mig de latència de la xarxa.
• meanWaitingQueueTime: Valor real que indica el temps mig de bloqueig en la cua d’espera
per rebre un missatge de comunicació.
• nodeMemory: Valor enter que indica la quantitat de memòria principal de que disposa un node.
• penalizationCCS: Valor real entre 0 i 1 que indica el percentatge de penalització que sofreix
el quantum, utilitzant la política CCS.
• clusterBandwidth: Valor sencer que indica l’ample de banda del cluster.
• channelBandwidth: Valor sencer que indica l’ample de banda del canal de dades.
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• Estat dels nodes o estacions:
Dins del grup de dades de cada cluster també es defineixen les dades referents a l’estat inicial de
cada node o estació del cluster. A més, també es defineixen les tasques que es troben inicialment
executant-se en el node o estació. Aquesta definició està contemplada per a que en possibles
ampliacions del simulador es puguin tenir en compte.
Com en el cas dels clusters, els nodes o estacions i les tasques, també tenen un atribut que
permet identificar-los. A més les tasques inicials que es configuren poden ser de dos tipus,
locals o paral· els, segons l’etiqueta de l’identificador que s’utilitzi.
– totalMem: Valor sencer que indica el total de memòria disponible del node o estació.
– power: Valor sencer que indica la potència de processat que té el node o estació.
– totalJiffies: Valor sencer (en Jiffies) que indica el temps total d’execució d’una tasca.
– currentJiffies: Valor sencer (en Jiffies) que indica el temps que ja s’ha executat duna
tasca.
– memory: Valor sencer que indica la memòria que consumeix una tasca.
– runTime: Valor sencer que indica el temps de servei de la tasca.
– CPUUsage: Valor sencer que indica el percentatge d’utilització de la CPU per executar una
tasca.
– deadline: Valor sencer que indica el temps màxim en que una tasca distribuïda ha d’aca-
bar.
– slotTime: Valor sencer que indica el període de temps en que dos nodes o estacions són
capaços d’interconnectar-se.
– periode: Valor sencer que indica període de temps durant el que s’executarà una tasca
local.
3.1.3 Paràmetres d’entrada i sortida de la simulació
Els paràmetres de sortida són resultats estadístics que s’obtenen a partir de variables que es van actualitzant
durant el procés de simulació. A continuació es descriuen les modificacions més rellevants per a l’obtenció
dels resultats de la simulació:
• Obtenció de dades per cada entitat. Ha calgut modificar l’obtenció de les dades de cada cluster i
de cadascun dels seus nodes per poder obtenir tots els resultats estadístics de forma correcta.
• Càlcul de tasques servides. S’ha modificat el càlcul de tasques servides, ja que el nucli de simulació
original realitzava un càlcul aproximat i no real.
• Percentatge de CPU. S’han modificat el càlcul del temps de servei de les tasques i treballs en funció
del nou paràmetre d’entrada de percentatge de CPU.
La visualització dels resultats es realitza per dues vies:
• Pantalla. Els resultats obtinguts de la simulació es mostren per pantalla en la mateixa línia de
comandes. En comparació al nucli de simulació SimCluster, el nou simulador mostra per pantalla
moltes més línies d’informació, ja que els resultats que es mostren en SimCluster són només per un
cluster, en canvi en SimMulticluster es mostren quests mateixos resultats per cadascun dels clusters
que formen el multicluster. Això fa que la visualització dels resultats per pantalla no sigui completa
o que sigui dificultosa.
• Arxiu de text . Degut a la quantitat d’informació que es mostra en la sortida de la simulació, a més de
mostrar per pantalla els resultats també s’imprimeixen en un arxiu de text exactament igual que per
pantalla, aquest arxiu s’anomena ”results.txt”. En l’apèndix 8 es pot veure un exemple d’arxiu
”results.txt”.
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Per completar la sortida de dades del simulador també es mostra la següent informació:
• Paràmetres d’entrada. Abans de mostrar els resultats obtinguts de la simulació també es poden
imprimir per pantalla els valors llegits de l’arxiu d’entrada XML. Aquesta informació es opcional i
es decideix si es mostra o no a partir d’un paràmetre booleà de la comanda d’execució de la simulació.
Resulta força útil per poder comprovar si s’han llegit correctament els paràmetres d’entrada.
• Historial d’execució. Es crea un altre arxiu de sortida anomenat ”file.log”. Aquest és un historial
de la seqüència d’execució del simulador, on es detalla cadascun dels passos que es segueixen en la
simulació tant en creació, com en planificació de treballs i tasques. Aquest arxiu s’ha creat per
facilitar el seguiment de la simulació, principalment orientat de cara als programadors del simulador
per facilitar la depuració del codi. En l’apèndix 9 es pot veure un exemple d’arxiu ”file.log”.
Figura 3.4:Diagrama de flux de l’execució del simulador SimMulticluster
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3.1.4 Estructura i comportament del simulador
SimMulticluster, com ja s’ha dit abans, és un simulador per events, el que significa que per dur a terme
la simulació d’un entorn multicluster real, s’utilitzen com a referència els canvis que es produeixen en el
sistema. Aquests canvis queden representats en el simulador pels events, que poden ser planificats per a la
seva execució en un instant de temps determinat. I per representar l’estructura física d’un multicluster es
creen classes que representen les entitats físiques més rellevants. També en la figura 3.1 es pot observar
l’estructura física d’un multicluster representada per les classes entitat del simulador.
El procés de simulació segueix els passos de planificació i execució d’un treball i de les seves tasques,
simulant els punts més rellevants mitjançant els events. En la figura 3.4 es pot veure el diagrama de flux
que segueix l’execució del simulador SimMulticluster i en els següents apartats es fa una descripció de
cada pas.
1. Obtenció i validació dels paràmetres d’entrada:
Aquest punt es desenvolupa en la classe principalSimMulticluster i és el punt en que s’obtenen
totes les dades necessàries per dur a terme la simulació. Aquesta informació s’obté del arxiu XML
d’entrada i es valida utilitzant la plantilla XSD corresponent.
2. Creació i inicialització de les entitats Cluster i Station:
En aquest punt es creen les entitats necessàries per representar l’estructura física del multicluster i el
seu estat, per fer això s’utilitzen els paràmetres d’entrada necessaris per crear i inicialitzar correcta-
ment cada entitat amb les seves pròpies característiques, nodes, tasques i recursos. Aquestes accions
es desenvolupen en la classeSimMulticluster.
3. Obtenció del següent treball a executar:
Aquest punt representaria l’arribada de treballs al multicluster. Depenent del paràmetre d’entra-
da, temps mig d’arribada dels treballs, potser que l’obtenció del treball no sigui immediata i s’-
hagi d’esperar a que arribi un nou treball al sistema. Aquesta acció es desenvolupa en la classe
SimMulticluster.
4. Dispatcher o tractament del treball:
Aquest punt representaria el nucli del simulador, és aquí on depenent de la política de planificació
del multicluster s’assigna el treball a un cluster determinat i es creen les tasques en que es divideix
el treball. Aleshores és quan actua el nucli de simulació de SimCluster, que planifica les tasques
assignant-les als nodes per després tractar-les.
5. Condició - Temps Simulació exhaurit:
Depenent del temps de simulació es finalitza la simulació o es continua tornant al punt 3 de l’obtenció
del següent treball a executar.
6. Mostrar resultats de la simulació:
Aquest punt es desenvolupa en la classePrintResults i és el punt en que es donen a conèixer els
resultats de la simulació, tant per pantalla com en l’arxiu de text de resultats.
33
3.2 Implementació del simulador
En aquest apartat es descriu la implementació de totes les noves classes i de les modificacions realitzades
en el simulador de clusters original.
3.2.1 Llenguatge i eines de programació utilitzades
Ja que SimMulticluster s’ha implementat utilitzant com a nucli el simulador SimCluster, s’ha continu-
at utilitzant el mateix llenguatge de programació Java. Aquest llenguatge també a estat un dels factors
determinants a l’hora d’escollir un simulador com a referència de implementació per a SimMulticluster.
Java és un llenguatge de programació d’alt nivell orientat a objectes i desenvolupat per Sun Microsys-
tems. Una de les principals característiques és la seva portabilitat, ja que permet l’execució del software en
qualsevol tipus de màquina independentment del sistema operatiu que tingui. A més, pràcticament tot el
seu software és lliure i això a estès la seva utilització. Avui en dia, existeixen moltes aplicacions, llibreries
i documentació de Java cosa que ha facilitat molt la feina de implementació del simulador.
Per la implementació del simulador s’han utilitzat les següents llibreries:
• Desmo-j [17], motor principal del nucli de simulació, ja que s’utilitza per la planificació d’events.
Aquesta llibreria ha estat desenvolupada per la Universitat d’Hamburg i s’utilitza principalment per
a la creació i planificació d’events discrets, tot i que també permet la generació de distribucions
matemàtiques i facilita la creació de models de cues.
• Xerces[18], llibreria que conté un conjunt de classes que faciliten la lectura i validació dels arxius
XML, també anomenats parsers. En concret en el simulador s’ha utilitzat SAXParser, per poder
obtenir i validar els paràmetres d’entrada des d’un arxiu XML.
Una eina força important i molt utilitzada ha estat el depurador de codi JSwat [19]. JSwat és un depurador
de codi Java amb un entorn gràfic i basat en la plataforma NetBeans, desenvolupat per Nathan Fiedler, de
codi obert i de lliure distribució. S’ha utilitzat per poder depurar el codi amb facilitat i sobretot per fer un
seguiment de la seqüència d’execució dels events, ja que en molts casos ha calgut fer un seguiment punt per
punt en la planificació dels events, gràcies això s’han pogut veure i corregir alguns errors de planificació
que es donaven en el simulador original.
3.2.2 Descripció de les classes
A continuació es fa una descripció de totes les classes implementades i modificades del simulador. En la
figura 3.3 es pot veure l’estructura de classes, diferenciant entre les de nova implementació i les modifica-
des.
3.2.2.1 Classes per la lectura dels paràmetres d’entrada
Per poder obtenir i validar els paràmetres d’entrada des de l’arxiu XML corresponent, s’han implementat
les següents classes:
• ReadXML: Classe implementada per a l’obtenció dels paràmetres d’entrada de l’arxiu XML, també
anomenada ”parser”. Per a l’obtenció de les dades de l’arxiu XML s’utilitzen les llibreries estàn-
dards de Xerces, concretament SAXParser. I per a la validació de l’esquema del XML a partir d’una
plantilla XSD, s’implementa una nova classe anomenadaSchemaValidator. Totes les dades obtin-
gudes s’emmagatzemen en quatre noves classes implementades expressament per aquest propòsit.
A més, també s’ha implementat un mètode, en la mateixa classe, per mostrar per pantalla totes les
dades obtingudes i comprovar la correcta lectura del XML.
• SchemaValidator: Aquesta classe s’utilitza per validar la correcta composició de l’arxiu XML a
partir de la seva corresponent plantilla XSD. Per realitzar aquesta validació també s’utilitzen les
llibreries estàndards de Xerces. La plantilla XSD és un arxiu que serveix per descriure l’estructura i
restriccions del contingut de l’arxiu XML, validant l’estructura i format de les dades introduïdes en
l’arxiu XML.
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• MulticlusterData, ClusterData, NodeData, JobData:Aquestes són les quatre classes implementa-
des per emmagatzemar les dades obtingudes de l’arxiu XML. Estan dissenyades per emmagatzemar
tota la informació obtinguda de l’arxiu XML i també per poder obtenir aquestes dades d’una manera
senzilla.
3.2.2.2 Classe per mostrar els paràmetres de sortida
Per mostrar els resultats obtinguts de la simulació, tant per pantalla com en arxiu de text, s’ha implementat
la següent classe:
• PrintResults: Classe implementada per obtenir i mostrar els resultats estadístics de la simulació.
Està composada per dues funcions, una que mostra per la sortida estàndard els resultats de la simu-
lació i una altra que imprimeix els mateixos resultats en un arxiu de text anomenat ”r sults.txt”.
La impressió en un arxiu de text també es pot fer afegint al final de la comanda d’execució ”>
results.txt”, d’aquesta manera es redirecciona la sortida de l’execució a l’arxiu indicat. Però el
format es veu alterat pel nombre de tabulacions i salts de línia, això fa que sigui dificultós veure
els resultats d’aquesta manera. Per aquest motiu es creu més convenient la implementació d’un nou
mètode que imprimeixi directament en un arxiu de text els resultats en el format correcte.
3.2.2.3 Classes per simular l’entorn multicluster
Les classes implementades per simular l’entorn de multicluster són les següents:
• SimMulticluster: Aquesta és la classe principal que executa la simulació. No és una classe totalment
de nova implementació ja que es correspon a la classe principal SimCluster del simulador original,
però degut a tots els canvis que s’han hagut de realitzar per a la seva adaptació es pot considerar com
una classe de nova implementació.
Aquesta classe realitza les crides principals del simulador, primer per obtenir les dades d’entrada des
d’un arxiu XML i les valida, a continuació inicia la simulació inicialitzant les classesClu terEntity
i MCPolicy, i planifica el primer treball de la simulació, finalment també mostra els valors estadístics
obtinguts de la simulació.
També, cal dir que en aquesta classe com en moltes d’altres, tant les noves com les originals, s’ha
afegit codi per generar un arxiu anomenat ”file.log” on s’obté informació dels passos d’execu-
ció que segueix el simulador. Principalment s’ha creat per facilitar el seguiment de la planificació
d’events i poder depurar millor l’aplicació.
• MCPolicy: Aquesta classe s’utilitza per simular els diferents tipus de planificació de treballs del
multicluster. En aquests moments el simulador disposa de tres polítiques de planificació:
1. JFIRST (Just First): política que assigna sempre els treballs al primer cluster.
2. RR (Round Robin): política que segueix l’algorisme Round Robin per l’assignació de treballs
als clusters.
3. TAT (TurnAround Time): política que simula el comportament de planificació implementat en
METALORAS.
Aquesta classe està pensada per a que es puguin afegir fàcilment noves polítiques de planificació
sense tenir que modificar o revisar la resta del codi del simulador.
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3.2.2.4 Classes adaptades al simulador per entorn multicluster
A continuació es descriuen les modificacions realitzades en les classes del simulador original per adaptar-
les i millorar-les al nou simulador per entorn multicluster:
• ClusterEntity: Classe que representa l’entitat d’un cluster i que les seves principals funcions són
planificar el primer event de la simulació, crear els treballs i les seves tasques, i planificar l’inici
d’aquestes tasques.
Els canvis soferts per aquesta classe són considerables, ja que, per l’adaptació del simulador de clus-
ter a multicluster ha calgut diferenciar entre diferents entitats de tipus cluster, cosa que en l’original
no es tenia en compte. Ha estat necessari passar molts més paràmetres dels que rebia per tal de po-
der definir amb més exactitud cadascuna de les entitats cluster, conseqüentment aquests canvis han
afectat en l’obtenció dels paràmetres d’altres classes. També s’han implementat nous mètodes per
poder consultar aquests paràmetres.
Un nou mètode implementat força important és ”scheduleJobs” que planifica correctament el pri-
mer treball de la simulació, ja que en el simulador original inicialment es planificaven per error dos
treballs, alterant d’aquesta manera els resultats finals on sempre s’obtenien les estadístiques amb un
treball addicional.
Els dos mètodes més importants de la classe, ”createJob” i ” doTasks”, que creen els treballs i les
tasques respectivament, també han sofert variacions importants. En el cas de la creació de treballs
s’han afegit funcions d’inicialització de variables per tal de controlar el temps d’inici d’execució i el
nombre de tasques que formen el treball. I en el mètode de creació i planificació de tasques s’han
efectuat força canvis per tal de poder crear tantes tasques com el treball indica i no tantes tasques com
estacions o nodes tingués el cluster, tal i com feia originalment. També s’han creat dos mètodes nous
”waitingStations” i ” getWaitingStations” per planificar les tasques en els nodes o estacions
lliures del cluster. Aquestes funcions tenen en compte la memòria dels nodes i del treball, per obtenir
així quins són els que tenen suficient memòria lliure per executar les tasques.
• StationEntity: Classe que representa l’entitat d’un node o estació i que la seva principal funció
és crear les tasques i inicialitzar les seves propietats i funcions estadístiques per emmagatzemar els
resultats. En aquesta classe s’afegeixen dues noves funcions estadístiques per tal d’obtenir el nombre
de tasques locals i distribuïdes creades. A més també s’afegeix un nou mètode per tal de controlar el
nombre de tasques que es creen per a cada treball.
• CPUEntity: Classe que representa l’entitat d’una CPU d’un node o estació i que la seva principal
funció és controlar la inserció i expulsió de tasques de l’execució en la CPU. En aquesta classe s’han
realitzat importants modificacions en els mètodes d’inserció i expulsió de tasques per tal de controlar
el nombre de tasques que estan en execució, per poder controlar el grau de multiprogramació.
• JobEntity: Classe que representa l’entitat d’un treball i que la seva principal funció és emmagatze-
mar tota la informació referent a un treball. En aquesta classe s’han afegit alguns mètodes d’actualit-
zació de paràmetres per tal de poder controlar en qualsevol moment el nombre de tasques pendents
d’execució del treball.
• TaskEntity: Classe que representa l’entitat d’una tasca i que la seva principal funció és emmagatze-
mar tota la informació referent a un treball. En aquesta classe s’ha afegit un mètode d’inicialització
del treball al qual pertany cada tasca, d’aquesta manera es pot accedir en tot moment a les dades del
treball al qual pertany la tasca.
• JobArrivalEvent: Classe recursiva que planifica els events d’arribada dels treballs. Aquesta classe
ha estat modificada per a que la planificació i creació dels treballs es realitzi tenint en compte la
política de planificació del multicluster. També ha sofert algun canvi en relació a l’expansió del
nombre de tasques indicades pel treball.
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• ServiceEndEvent: Classe que realitza l’execució i la conseqüent finalització de les tasques en els
nodes. Per a cada tipus de tasca es realitza un tractament diferent, actualitzant els valors estadístics
corresponents i si el quantum del node no permet l’acabament de l’execució planifica un altre event
de sol·licitud d’execució al node per poder finalitzar la tasca. També, genera els events necessaris per
simular la comunicació de les tasques amb enviament de missatges, events de penalització per fallada
de pàgina i events per a la simulació de tasques Real Time. Les modificacions que s’han realitzat
en aquesta classe han estat únicament en el tractament d’acabament d’una tasca, per tal de poder
controlar en quin moment acaba l’execució d’un treball i per actualitzar correctament el nombre de
tasques servides.
També, cal dir que en moltes de les classes anteriorment esmentades s’ha afegit codi per crear el arxiu
d’historial d’execució ”file.log”. Creat per poder fer més fàcil el seguiment de la seqüència d’execució
i de la planificació d’events.
3.2.3 Instal.lació i execució del simulador
Per l’execució del simulador únicament cal tenir instal·lades les eines habituals de compilació i execució
de Java. En aquest cas s’ha utilitzat la plataforma Java 2 Platform Standard Edition 1.5 SDK, obtinguda de
la pròpia pàgina oficial de Java Sun Microsystems [15]. També cal obtenir i instal·lar en el mateix directori
on tenim el codi del simulador les llibreries Desmo-J [17] i Xerces [18], per a la planificació d’events i
validació d’arxius XML respectivament.
Abans d’executar el simulador cal compilar l’aplicació amb totes les seves llibreries, per fer això cal
situar-se en la ruta on es té el codi font del simulador i executar la següent comanda:
javac -classpath .:xerces.jar:desmoj.jar *.java
On javac és la instrucció de compilació i amb l’opció-classpath indiquem quines llibreries es volen
compilar conjuntament amb l’aplicació, en aquest cas Xerces i Desmo-J.
Un cop compilat el simulador ja es pot executar utilitzant la següent comanda:
java -cp .:xerces.jar:desmoj.jar SimMulticluster input.xml input.xsd true
On java és la instrucció d’execució i amb l’opció-cp indiquem quines llibreries s’utilitzaran durant l’e-
xecució.SimMulticluster és el nom de la classe principal que executa el simulador i els dos paràmetres
següents serveixen per indicar la ruta on es troben l’arxiu d’entrada XML i la seva plantilla de validació
XSD.
Un cop finalitzada l’execució es mostren els resultats obtinguts per pantalla i en un arxiu de text ano-
menat ”results.txt” en la mateixa ruta on es troba el codi font del simulador. També es genera un altre
arxiu de tipus historial anomenat ”file.log” en la mateixa ruta, on es pot veure la seqüència d’execució




En aquest capítol es mostren les diferents proves i resultats obtinguts a partir de la nova eina de simulació
per entorns multicluster desenvolupada en aquest treball. Amb aquestes proves s’intenta demostrar la
validesa i correctesa del simulador.
En primer lloc es descriu l’entorn de simulació i els principals paràmetres utilitzats en l’experimentació.
Per comprovar el correcte funcionament com a simulador per entorns cluster, es realitzen les mateixes
configuracions que en l’apartat 2.6.4 d’aquest treball per comparar els resultats. A més també es realitza
una comparativa amb els resultats teòrics que s’haurien d’obtenir.
En quant a la simulació per entorns multicluster, es realitzen diferents proves en funció dels paràmetres
més significatius, per mostrar de quina manera influeixen en el comportament d’un sistema multicluster.
I finalment es mostra una comparativa de resultats entre les diferents polítiques de planificació a nivell de
multicluster.
4.1 Entorn de simulació i parametrització
Les proves i estadístiques que es mostren en els següents apartats han estat realitzades en un màquina amb
les següents característiques:
• Processador: Intel Pentium III - 800Mhz
• Memòria RAM: 521 MBytes
• Sistema Operatiu: Linux Debian
• Plataforma Java: Java 2 Platform Standard Edition 1.5 SDK
Els paràmetres d’entrada utilitzats en les proves de simulació són les següents:
• Temps d’arribada dels treballs, és el temps que transcorre entre les diferents arribades de treballs
al multicluster.
• Temps de servei dels treballso temps en CPU, temps d’execució de CPU o de còmput que necessita
un treball per acabar.
• Quantum, temps màxim durant el que es pot executar ininterrompudament un tasca en la CPU.
• Temps de simulació, temps durant el qual aniran arribant nous treballs al multicluster.
• Nombre de nodes, nombre de nodes o estacions per les que està format un cluster.
• Nombre de tasques dels treballs, nombre de tasques paral·le es en que es divideix un treball distri-
buït. Els treballs de tipus local estan formats per una única tasca.
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• Grau de multiprogramació o MPL , nombre de tasques que poden executar-se simultàniament en
una mateixa CPU.
• Política de planificació del multicluster, mecanisme que decideix en quin cluster s’executarà ca-
dascun dels treballs.
• Probabilitat de treballs distribuïts , valor sencer entre 0 i 1 que indica la probabilitat de que els
treballs que arriben al multicluster siguin treballs locals o paral·lels.
• Memòria del node o estació, quantitat de memòria (en Kpàgines) disponible dels nodes o estacions
d’un cluster.
• Mida màxima en memòria d’un treball , quantitat de memòria (en Kpàgines) que necessita un
treball per executar-se.
• Límit mínim de memòria lliure (en política TAT) , quantitat mínima de memòria (en Kpàgines)
que necessita un cluster per poder servir un treball en política de planificació de multicluster TAT.
• Límit mínim del MPL (en política TAT) , valor mínim del MPL que necessita un cluster per poder
servir un treball en política de planificació de multicluster TAT.
Els paràmetres avaluats en la sortida de la simulació són els següents:
• Temps d’espera dels treballs, temps que el treball ha estat en espera durant la seva execució.
• Temps d’execució dels treballso Turnaround Time , temps total que triga en executar-se un treball,
des de que arriba al multicluster fins que acaba la seva execució. També es pot definir com la suma
del temps d’espera més el temps de servei.
• Nombre de treballs creats, nombre de treballs que han arribat al multicluster durant la simulació.
• Nombre de treballs servits, nombre de treballs que s’han executat completament.
• % de memòria ocupada, percentatge mig de memòria ocupada pels treballs.
• Durada de la simulació, temps real que es triga en realitzar la simulació.
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4.2 Experimentació a nivell de cluster
4.2.1 Comparativa amb els simuladors per entorns cluster
En aquest apartat es compara SimMulticluster amb els resultats obtinguts en la comparativa dels simuladors
per entorn cluster anteriorment realitzada en l’apartat 2.6.4.
S’ha realitzat una configuració d’un únic cluster, on els paràmetres principals d’entrada utilitzats han estat
els següents:
• Nombre de nodes: 4
• Temps mig entre arribades dels treballs: 30 segons
• Temps mig de servei dels treballs: 60 segons
I els resultats comparables obtinguts han estat els següents:
1. Nombre de treballs servits: 20
2. Temps mig d’espera dels treballs: 74,065 seg.
3. Temps mig d’execució dels treballs (Turnaround time): 83,609 seg.
Aquests resultats són força similars als obtinguts en la comparativa dels simuladors per entorns cluster, que
es poden consultar en l’apartat 2.6.4, pel que es pot deduir que el nou simulador per entorns multicluster
és també un bon simulador per entorns cluster. En la figura 4.1 es poden observar els resultats obtinguts
d’aquesta simulació.
Figura 4.1:Resultats de la comparativa de SimMulticluster amb simuladors de cluster
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4.2.2 Comparativa amb el càlcul teòric
L’objectiu d’aquesta comparativa és demostrar que el simulador continua respectant la teoria de cues en la
que es basa el nucli del simulador original. Els càlculs teòrics que es mostren a continuació pertanyen a la
teoria de cues en la que es basa el simulador original SimCluster 1.0
Suposant la següent situació ideal:
• Un cluster amb un únic node o estació de treball.
• Només s’executen tasques locals.
• Utilitzant un algorisme de planificació no expropiatiu, és a dir amb quantum igual a 0.
• Temps mig d’arribada dels treballsE(A) igual a 60.
• Temps mig de servei dels treballsE(S) igual a 50.
Es calculen els següents valors teòrics:
• Promig d’arribades dels treballs:λ = 1E(A) =
1
60 = 0.016666
• Promig de temps de servei dels treballs:µ= 1E(S) =
1
50 = 0.02





= 5060 = 0.833333< 1
Per tant el sistema estarà en equilibri.










• Temps mig d’espera en la cua de treballs:


















Per tant el temps mig de servei dels treballs:E(S) = E −Eq = 300− 250= 50, tal com s’indica
inicialment.
Per comprovar el resultat teòric en el simulador s’ha realitzat una configuració d’un únic cluster, on els
paràmetres principals d’entrada utilitzats han estat els següents:
• Nombre de nodes: 1
• Temps mig entre arribades dels treballs: 60
• Temps mig de servei dels treballs: 50
• Algorisme de planificació del cluster: LINUX (Round Robin)
• Quantum: 0 (Les tasques s’executen sense interrupcions)
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I els resultats obtinguts han estat els següents:
1. Temps mig d’espera dels treballs: 278,537
2. Temps mig d’execució dels treballs (Turnaround time): 309,433
Aquests resultats s’apropen força als resultats teòrics calculats. En el pitjor dels casos s’observa que el
temps mig d’espera té un marge d’error del 11%, mentre que en el temps mig d’execució el marge d’error
es tant sols del 3%. Per tant, es pot dir que el simulador SimMulticluster continua respectant amb força
fidelitat la teoria de cues en la que es basa el nucli del simulador. En la figura 4.2 es pot observar els
resultats obtinguts en la simulació.
Figura 4.2:Resultats de la comparativa de SimMulticluster amb els càlculs teòrics
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4.3 Experimentació a nivell de multicluster
4.3.1 Estabilitat del simulador
Per comprovar l’estabilitat del simulador SimMulticluster, cal fixar una configuració de simulació variant
el temps de la simulació i comprovar com el sistema necessita un temps de simulació determinat per ser
estable.
S’utilitza una configuració d’un multicluster amb 2 clusters, on els paràmetres d’entrada més rellevants són
els següents:
• Nombre de nodes: 2
• Temps mig entre arribades dels treballs: 60
• Temps mig de servei dels treballs: 40
• Algorisme de planificació del multicluster: RR (Round Robin)
Variant el temps de simulació s’observa en els resultats de cadascuna de les simulacions el temps mig de
servei dels treballs. En la figura 4.3 es pot veure una gràfica amb valors del temps d’execució en funció
del temps de simulació. On es pot observar que a partir de 18000 o 20000 unitats de temps de simulació,
el sistema es manté estable. Per tant, és aconsellable realitzar les simulacions amb un temps de simulació
superior a les 20000 unitats que és quan el simulador comença a ser estable; és a dir, els resultats són més
fiables.
Figura 4.3:Gràfica de l’estabilitat del simulador SimMulticluster
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4.3.2 Variació del nombre de tasques d’un treball
El nombre de tasques que formen un treball pot influir de manera molt important en el rendiment del
multicluster, per això en aquest apartat es realitza un estudi del comportament d’un multicluster en funció
del nombre de tasques que formen els treballs. Cal destacar que aquest valor d’entrada del simulador és un
valor que determina una funció aleatòria de creació del nombre de tasques, això vol dir que no sempre amb
el mateix valor d’entrada s’obtenen els mateixos resultats.
S’utilitza una configuració d’un multicluster amb 2 clusters, on els paràmetres d’entrada més rellevants
són els següents:
• Nombre de nodes: 24
• Temps de simulació: 30000
• Temps mig entre arribades dels treballs: 60
• Temps mig de servei dels treballs: 50





• Probabilitat de treballs distribuïts: 1 (Tots les treballs són distribuïts)
• Algorisme de planificació del multicluster: RR (Round Robin)
Variant el nombre de tasques que formen els treballs es pot observar com varien els temps d’espera dels
treballs. En la figura 4.4 es pot veure la gràfica resultant de les diverses simulacions realitzades. En
aquesta gràfica es pot observar com a partir de 15 tasques per treball es comencen a obtenir valors de temps
d’espera. Això indica que amb la configuració realitzada amb una tassa d’utilització del sistema de 0.8333,
el multicluster pot servir directament, sense temps d’espera, tots els treballs que arribin amb un nombre de
tasques no superior a 15.
Figura 4.4:Gràfica de la variació del nombre de tasques dels treballs
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4.3.3 Variació del grau de multiprogramació
El grau de multiprogramació o MPL també és un valor que pot influir de manera notable en el rendiment
d’un sistema multicluster. Per aquest motiu en aquest apartat es realitza un estudi del temps d’execució o
Turnaround Time per observar la importància en la variació d’aquest paràmetre.
S’utilitza una configuració d’un multicluster amb 2 clusters, on els paràmetres d’entrada més rellevants
són els següents:
• Nombre de nodes: 2
• Temps de simulació: 100000
• Temps mig entre arribades dels treballs: 100
• Temps mig de servei dels treballs: 1000
• Probabilitat de treballs distribuïts: 1 (Tots les treballs són distribuïts)
• Algorisme de planificació del multicluster: RR (Round Robin)
Cal destacar que s’ha utilitzat una configuració exagerada en que el temps de servei es molt més gran que el
temps mig d’arribada dels treballs. Això permet veure més clarament els resultats estadístics obtinguts en
les simulacions. En la figura 4.5 es poden observar els resultats d’aquestes simulacions en forma de gràfica.
On es pot veure clarament com el Turnaround Time es redueix exponencialment a mesura que s’incrementa
el grau de multiprogramació. A partir d’un MPL més gran de 7 el Turnaround Time es redueix tant que
sembla que les execucions siguin immediates comparades amb els temps inicials, realment els valors del
Turnaround Time per un MPL >7 estan al voltant de 80 unitats de temps.
Figura 4.5:Gràfica de la variació del grau de multiprogramació
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4.3.4 Comparativa entre les diferents polítiques del multicluster
En aquest apartat es realitza una comparativa entre les tres polítiques de planificació disponibles en Sim-
Multicluster. Aquestes són:
1. JFIRST (Just First), assignació de tots els treballs al primer cluster del multicluster.
2. RR (Round Robin), assignació dels treballs alternativa entre els diferents clusters.
3. TAT (TurnAround Time): assignació del treballs al cluster que menys temps triga en executar-los.
S’utilitza una configuració d’un multicluster amb 2 clusters, on els paràmetres d’entrada més rellevants són
els següents:
• Nombre de nodes: 4
• Temps de simulació: 50000
• Temps mig entre arribades dels treballs: 70
• Temps mig de servei dels treballs: 60
• Probabilitat de treballs distribuïts: 1 (Tots les treballs són distribuïts)
• Nombre de tasques dels treballs: 4
• Mida màxima en memòria d’un treball: 128 Kpàgines.
• Grau de multiprogramació o MPL: 2
• Quantum: 0
• Memòria del node o estació: 512 Kpàgines.
• Per la política de planificació TAT, s’utilitzen el paràmetres delimitadors següents:
– Límit mínim de memòria lliure: 128 Kpàgines
– Límit mínim del MPL: 1
Amb aquestes configuracions es realitzen diferents simulacions modificant la política de planificació del
multicluster. En la figura 4.5 es poden observar els resultats d’aquestes simulacions en forma de gràfiques.
D’on es poden veure extreure les següents conclusions:
• Nombre de treballs servits: Els treballs creats en totes les simulacions són els mateixos, tal com
calia esperar ja que el temps mig d’arribada dels treballs era el mateix per a totes tres simulacions.
Però el nombre de treballs servits varia segons la política, la políticaTAT és la que més treballs
aconsegueix servir, seguida de molt de prop per la políticaRR, mentre que la políticaJFIRST
serveix un 25% menys de treballs que les altres dos.
• Turnaround Time: Els temps d’execució o turnaround time també es força diferent per a cadascuna
de les simulacions. En primer lloc es troba la políticaTAT , que és la que obté un turnaround més
baix i per tant els treballs s’executen en menys temps. En segon lloc hi ha la políticaJFIRST que
obté uns temps un 15% superiors als de la TAT, però cal tenir en compte que no arriba a servir tants
treballs com les altre dos polítiques i per aquest motiu pot rebaixar el turnaround. I finalment es troba
la políticaRR, que obté uns temps molt superiors als de la política TAT, sobre un 32% superiors.
• Percentatge d’ocupació de la memòria:Un altre paràmetre que s’ha tingut en compte en les es-
tadístiques resultants ha estat el percentatge mig de memòria ocupada. En aquest cas els valors són
força semblants per totes tres polítiques. La políticaTAT es la que menys ocupació de memòria obté,
seguida de laJFIRST i finalment laRR és la política de planificació que més memòria utilitza.
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• Temps de durada de la simulació:El temps que es triga en realitzar els càlculs de la simulació
es una dada a tenir en compte per poder estimar la duració d’una simulació llarga en funció de la
política de planificació escollida. En aquest cas, com era de preveure, la políticaTAT es desmarca
de les altres dues obtenint un temps de durada superior, de l’ordre d’un 22% més. Mentre que la
JFIRST i la RR obtenen un resultats molt similars. El fet de que la política TAT trigués més que les
altres en realitzar la simulació era previsible, ja que la implementació d’aquesta política és molt més
complexa que les anteriors.
Figura 4.6:Gràfiques comparatives de les diferents polítiques de planificació del multicluster
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Capítol 5
Conclusions i treball futur
Per assolir l’objectiu principal d’aquest treball, el disseny i implementació d’un simulador per entorns
multicluster, s’ha realitzat un estudi de les diferents eines de simulació per entorns cluster i multicluster
més destacades que existeixen en l’actualitat.
Obtenint tota la informació possible, s’ha realitzat una comparativa mostrant els avantatges i inconve-
nients de cadascuna d’elles. En aquesta comparativa s’han realitzat proves de simulació el més similars
possibles per poder comparar els resultats i comprovar com s’aproximen els uns amb els altres. A partir de
la comparativa realitzada entre les diferents eines de simulació per entorns cluster, se n’escull una com a
base de disseny i implementació del nou simulador per entorns multicluster.
El disseny i implementació del nou simulador, anomenat SimMulticluster, es desenvolupa tenint molt
en compte la seva estructura funcional per a que sigui el més entenedora possible i que permeti realitzar
ampliacions i/o modificacions amb certa facilitat. També, s’ha posat força èmfasi en el format i obtenció
dels paràmetres d’entrada del simulador, utilitzant un format entenedor i versàtil com és XML, que permet
una fàcil configuració, validació i ampliació dels paràmetres.
Per intentar aproximar el màxim possible el simulador SimMulticluster a un entorn multicluster real,
s’han realitzat diverses modificacions al nucli de simulació a nivell de cluster.
Per validar i comprovar el correcte funcionament del nou simulador per entorns multicluster es realitzen
una sèrie de proves i comparatives. D’aquesta manera s’intenta demostrar la validesa i correctesa d’aquesta
nova eina de simulació.
Tot i els esforços realitzats per dissenyar i implementar una eina de simulació el més aproximada
possible a la realitat, encara caldria treballar força en ampliacions del nucli de simulació i en l’entrada /
sortida de paràmetres del simulador, per aconseguir un simulador el més genèric possible, que permetria la
configuració de qualsevol entorn multicluster real, però que al mateix temps fos el més precís possible. En
aquest treball s’ha intentat donar una bona base per realitzar aquestes futures ampliacions amb la màxima
comoditat possible.
Aquesta nova eina de simulació per entorns multicluster pot resultar força útil per realitzar comprova-
cions i comparatives entre diferents configuracions d’entorns cluster i multicluster reals. Utilitzant aquest
simulador es podria preveure quina configuració dels clusters o multicluster pot resultar més apropiada
per un tipus determinat de càrrega de treballs. Això permetria un estalvi de temps considerable, ja que no
caldria realitzar diferents configuracions en el sistema real per provar quina és la més adient.
Un altre gran avantatge que pot aportar aquest simulador és la facilitat d’implementació de noves po-
lítiques de planificació, el que permetria realitzar proves sobre noves polítiques de planificació, fins i tot
abans de ser implementades en un sistema real. Això també permetria un gran estalvi de temps, ja que la
implementació de noves polítiques en un entorn real sempre acostuma ser més complicada que no en un
simulador.
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Com a possibles treballs futurs es podrien contemplar els següents:
• Tractament de l’entrada de la càrrega de treballs des d’un arxiu.
• Contemplar l’estat inicial dels nodes o estacions dels clusters.
• Definició de la capacitat de còmput de cada estació i tenir-ho en compte en la simulació.
• Estructurar en una classe el codi de les polítiques de planificació a nivell de cluster.
• Ampliar les polítiques de planificació, tant de cluster com de multicluster.
• Comparativa del simulador amb un entorn multicluster real, per exemple METALORAS.
• Dissenyar i implementar un entorn gràfic pel simulador.
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Apèndix
1. Porció de codi modificada de l’arxiu/OpenPBS_2_3_16/buildutils/makedepend-sh, per a la
correcta compilació de OpenPBS:
eval $CPP $arg_cc $d/$s $errout | \
sed -n -e "s;^\# [0-9][0-9 ]*\"\(.*\)\";$f: \1;p" | \
grep -v "$s\$" | \
grep -v ">$" | \
sed -e ’s;\([^ :]*: [^ ]*\).*;\1;’ \
> > $TMP
;;
2. Comandes de configuració delqmgr de OpenPBS (onhomepc és el nom de l’equip):
set queue qsar queue_type = Execution
set queue qsar resources_max.cput = 240:00:00
set queue qsar resources_min.cput = 00:00:01
set queue qsar resources_default.cput = 120:00:00
set queue qsar resources_default.nodect = 1
set queue qsar resources_default.walltime = 00:15:00
set queue qsar enabled = True
set queue qsar started = True
set server scheduling = False
set server acl_host_enable = True
set server acl_hosts = homepc
set server managers = root@homepc
set server operators = root@homepc
set server default_queue = qsar
set server log_events = 511
set server mail_from = adm
set server query_other_jobs = True
set server resources_default.cput = 01:00:00
set server resources_default.mem = 4mb
set server resources_default.nodect = 1
set server resources_default.walltime = 00:15:00
set server scheduler_iteration = 600
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set server default_node = homepc
set node homepc state = down
set node homepc properties = fast
set node homepc properties += big
set node homepc ntype = time-shared




# Resource Manager Definition
RMCFG[HOMEPC] TYPE=PBS HOST=homepc PORT=15001




















4. Taula descriptiva de l’arxiu de configuració de recursos de Maui:
Nom del
Camp
Índex Tipus de dades Valor per defecte Descripció
Resource Type 1 un valor entre:
COMPUTENODE
COMPUTENODE Actualment l’únic valor que pot prendre és
’COMPUTENODE’.




[NONE] Si s’especifica algun valor AVAILABLE,
DEFINED or DRAINED, el node començarà amb
l’estat Idle, Down o Drained respectivament.
NOTA : l’estat del node es pot modificar utilitzant
la comandamnodectl.
Event Time 3 <EPOCHTIME> 1 Moment en el que succeeix l’eventNOTA :
habitualment ignorat.




5 <STRING> [NONE] Nom del gestor de recursos associat al recurs.




7 <INTEGER> 1 Quantitat de memòria real (en MB) configurada al
node (e.g. RAM).
Configured Disk 8 <INTEGER> 1 Quantitat d’espai en el disc local (en MB) del
node per processar els treballs.
Configured
Processors
9 <INTEGER> 1 Nombre de processadors configurats al node.
Resource Frame
Location












13 <STRING> [NONE] Sistema operatiu del node.
Node
Architecture
14 <STRING> [NONE] Arquitectura del node.
Configured Node
Features
15 <STRING> [NONE] Llista de característiques i propietats del node
entre claudàtors. (e.g. [amd][s1200]).
Configured Run
Classes
16 <STRING> [batch:1] Llista de les classes que s’executen al node,









18 <DOUBLE> 1.0 Valor de velocitat relativa de la màquina
RESERVED
FIELD 1
19 <STRING> [NONE] [NONE]
RESERVED
FIELD 2
20 <STRING> [NONE] [NONE]
RESERVED FI-
ELD 3
21 <STRING> [NONE] [NONE]
Taula 1:Taula descriptiva dels camps de l’arxiuresource.
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5. Taula descriptiva de l’arxiu de configuració de càrrega de treballs de Maui:
Nom del
Camp
Índex Tipus de dades Valor per defecte Descripció
Job ID 1 <STRING> [NO DEFAULT] Nom del treball, ha de ser únic.
Nodes Requested 2 <INTEGER> 0 Nombre de nodes necessaris per executar el
treball.
NOTA : un ’0’ significa que no s’ha especificat el
nombre de nodes.
Task Requested 3 <INTEGER> 1 Nombre de tasques en que es divideix el treball.
User Name 4 <STRING> [NO DEFAULT] Nom de l’usuari que executa el treball.
Group Name 5 <STRING> [NO DEFAULT] Nom del grup al que pertany l’usuari que executa
el treball.








COMPLETED Estat del treball un cop finalitzat.
Requiered Class 8 <STRING> [DEFAULT:1] Llista de les classes o cues sol·licitades pel treball,




9 <INTEGER> 0 Instant de temps en que s’accepta el treball.
Dispatch Time 10 <INTEGER> 0 Instant de temps en que el planificador de treballs
sol·licita que s’executi el treball.
Start Time 11 <INTEGER> 0 Instant de temps en que s’executa el treball.








13 <STRING> [NONE] Nom del tipus de xarxa necessari per executar el
treball, si s’ha especificat.
Required Node
Architecture








16 un valor entre: >, >=,
=, <=, <
>= Tipus de comparació utilitzada per determinar la









18 un valor entre: >, >=,
=, <=, <
>= Tipus de comparació utilitzada per determinar la




19 <INTEGER> 0 Quantitat d’espai en disc local necessària per a
cada node (en MB).
Required Node
Attributes
20 <STRING> [NONE] Llista de característiques i propietats necessàries
per executar el treball, si s’han especificat. (e.g.
[fast][ethernet])




Índex Tipus de dades Valor per defecte Descripció
System Queue
Time
21 <INTEGER> 0 Instant de temps en que el treball coneix totes les
polítiques.
Tasks Allocated 22 <INTEGER> <TASKS REQUE-
TED>
Nombre de tasques en que es divideix actualment
el treball.




23 <INTEGER> -1 Nombre de tasques per node necessàries per
executar el treball.
NOTA : un ’-1’ significa que no s’ha especificat
cap requeriment.




JobFlags 25 <STRING> [NONE] Llista d’atributs del treball entre claudàtors. (e.g.
[BACKFILL][BENCHMARK])
Account Name 26 <STRING> [NONE] Nom del compte associat al treball, si s’ha
especificat.
Executable 27 <STRING> [NONE] Nom de l’arxiu executable del treball, si s’ha
especificat.
Comment 28 <STRING> [NONE] Llista d’atributs del treball pel gestor de recursos,
si s’ha especificat.
Bypass Count 29 <INTEGER> -1 Període de temps en que el treball ha estat
esperant per treballs amb prioritat més baixa
utilitzant reompliment.
NOTA : un ’-1’ significa que no s’ha especificat.
ProcSeconds
Utilized
30 <DOUBLE> 0 Quantitat de temps de processador (en segons),
que utilitza actualment el treball.

















35 <INTEGER> 0 Quantitat de memòria virtual (en MB) necessària
per tasca.
Start Date 36 <INTEGER> 0 Instant de temps en que es pot començar a
executar el treball.








39 <STRING> [NONE] Nom del gestor de recursos, si s’ha especificat.




Índex Tipus de dades Valor per defecte Descripció
Required Host
Mask
40 <STRING> [NONE] Llista de hosts o nodes utilitzats pel treball. (e.g.
’node002node006’)
NOTA : si taskcount > #hosts, el planificador
utilitzarà els nodes especificats en la llista a més
d’altres; i si taskcount < #hosts, el planificador
seleccionarà entre els nodes especificats de la
llista.
Reservation 41 <STRING> [NONE] Nom de la reserva de recursos necessària per
executar el treball, si s’ha especificat.
Set Description 42 <STRING> [NONE] Tipus de reserva de recursos necessària utilitzant
el format:
<SetConstraint>:<SetType>[:<SetList>]NOTA :
<SetConstraint> és un valor entre: ONEOF,
FIRSTOF o ANYOF. <SetType> és un valor
entre: PROCSPEED, FEATURE o NETWORK. I




43 <STRING> [NONE] Nom de l’aplicació de simulació i de la seva




44 <STRING> [NONE] Reservat per un ús futur.
Taula 4:Taula descriptiva dels camps de l’arxiuworkload.
6. Plantilla per a la validació de l’arxiu XML d’entrada al simulador:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!--W3C Schema generated by XMLSpy v2006 rel. 3 sp2 (http://www.altova.com)-->
<!--Project: TFC Simulador Multicluster-->

















































<xs:element ref="multiclusterData" minOccurs="1" maxOccurs="1"/>








<xs:element ref="policy" minOccurs="1" maxOccurs="1"/>







<xs:element ref="multiclusterPolicy" minOccurs="1" maxOccurs="1"/>
<xs:element ref="MEMLimit" minOccurs="1" maxOccurs="1"/>







<xs:element ref="inputType" minOccurs="1" maxOccurs="1"/>
<xs:element ref="fileInput" minOccurs="0" maxOccurs="1"/>














<xs:element ref="simulationTime" minOccurs="1" maxOccurs="1"/>
<xs:element ref="computingParameters" minOccurs="1" maxOccurs="1"/>
<xs:element ref="communicationParameters" minOccurs="1" maxOccurs="1"/>








<xs:element ref="meanArrivalTime" minOccurs="1" maxOccurs="1"/>
<xs:element ref="distProbability" minOccurs="1" maxOccurs="1"/>
<xs:element ref="sizeProbability" minOccurs="1" maxOccurs="1"/>
<xs:element ref="maxProcs" minOccurs="1" maxOccurs="1"/>
<xs:element ref="maxMemory" minOccurs="1" maxOccurs="1"/>
<xs:element ref="meanRunTime" minOccurs="1" maxOccurs="1"/>







<xs:element ref="comProbability" minOccurs="1" maxOccurs="1"/>







<xs:element ref="realTimeProbability" minOccurs="1" maxOccurs="1"/>
<xs:element ref="runTimeRT" minOccurs="1" maxOccurs="1"/>
<xs:element ref="CPUTimeRT" minOccurs="1" maxOccurs="1"/>
<xs:element ref="periodTimeRT" minOccurs="1" maxOccurs="1"/>

























<xs:element ref="TATPolicyPercent" minOccurs="1" maxOccurs="1"/>
<xs:element ref="clusterPolicy" minOccurs="1" maxOccurs="1"/>
<xs:element ref="nodes" minOccurs="1" maxOccurs="1"/>
<xs:element ref="quantum" minOccurs="1" maxOccurs="1"/>
<xs:element ref="multiprogrammingLevel" minOccurs="1" maxOccurs="1"/>
<xs:element ref="meanSystemLatency" minOccurs="1" maxOccurs="1"/>
<xs:element ref="meanNetworkLatency" minOccurs="1" maxOccurs="1"/>
<xs:element ref="meanWaitingQueueTime" minOccurs="1" maxOccurs="1"/>
<xs:element ref="nodeMemory" minOccurs="1" maxOccurs="1"/>
<xs:element ref="penalizationCCS" minOccurs="1" maxOccurs="1"/>
<xs:element ref="clusterBandwidth" minOccurs="1" maxOccurs="1"/>

























<xs:element ref="totalMem" minOccurs="1" maxOccurs="1"/>







<xs:element ref="parallelJob" minOccurs="0" maxOccurs="unbounded"/>












<xs:element ref="deadline" minOccurs="0" maxOccurs="1"/>
</xs:sequence>









<xs:element ref="CPUUsage" minOccurs="0" maxOccurs="1"/>
<xs:element ref="totalRunTime" minOccurs="0" maxOccurs="1"/>
<xs:element ref="slotTime" minOccurs="0" maxOccurs="1"/>
<xs:element ref="periode" minOccurs="0" maxOccurs="1"/>
</xs:sequence>




































































































8. Exemple d’arxiu ”results.txt” de sortida de la simulació:
Simulation Date: Sat Sep 08 14:09:22 GMT 2007
_____________________________________________________
Cluster: 0 Station: 0
_____________________________________________________
local dist small big RT no RT total
Tasks Created: 0 7 7 0 0 7 7
local dist total































Cluster: 0 Station: 1
_____________________________________________________
local dist small big RT no RT total
Tasks Created: 0 7 7 0 0 7 7
local dist total



































Treballs Real Time: 0
Treballs No Real Time: 7
Treballs Real Time descartats: 0
Temps maxim d’un treball local: 0.0
Temps maxim d’un treball distribuit: 32.60799
Requeriments de memoria dels treballs locals: -1.0
Requeriments de memoria dels treballs disribuits: 26.85714
Mean Arrival Time: 10.0
Mean Service Time: 5.0
Ready Queue Mean: 1
Cluster: 1 Station: 0
_____________________________________________________
local dist small big RT no RT total
Tasks Created: 0 7 7 0 0 7 7
local dist total




























Mitja Mem Lliure: 993.57143 Kpages
%Memoria ocupada: 2.9715400390625035
Fallos Pagina: 0
Cluster: 1 Station: 1
_____________________________________________________
local dist small big RT no RT total
Tasks Created: 0 7 7 0 0 7 7
local dist total




























Mitja Mem Lliure: 993.57143 Kpages
%Memoria ocupada: 2.9715400390625035
Fallos Pagina: 0




Treballs Real Time: 0
Treballs No Real Time: 7
Treballs Real Time descartats: 0
Temps maxim d’un treball local: 0.0
Temps maxim d’un treball distribuit: 23.28371
Requeriments de memoria dels treballs locals: -1.0
Requeriments de memoria dels treballs disribuits: 38.71429
Mean Arrival Time: 10.0
Mean Service Time: 5.0
Ready Queue Mean: 1
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9. Exemple d’arxiu ”file.log” de sortida de la simulació:
Simulation Date: Thu Sep 06 21:50:36 GMT 2007
-----------------------------------------------------------
CreateJob - ClusterID: 0 JobID: 0 -> 0.0
ExecuteTask - ClusterID: 0 JobID: 0 StationID: 0 TaskID: 0 -> 0.0
ExecuteTask - ClusterID: 0 JobID: 0 StationID: 1 TaskID: 0 -> 0.0
CreateJob - ClusterID: 1 JobID: 1 -> 0.8744748882816515
ExecuteTask - ClusterID: 1 JobID: 1 StationID: 0 TaskID: 1 -> 0.8744748882816515
ExecuteTask - ClusterID: 1 JobID: 1 StationID: 1 TaskID: 1 -> 0.8744748882816515
FinalizeTask - ClusterID: 1 JobID: 1 StationID: 0 TaskID: 1 -> 1.675262586878019
FinalizeTask - ClusterID: 1 JobID: 1 StationID: 1 TaskID: 1 -> 1.675262586878019
FinalizeTask - ClusterID: 0 JobID: 0 StationID: 0 TaskID: 0 -> 7.955549390042921
FinalizeTask - ClusterID: 0 JobID: 0 StationID: 1 TaskID: 0 -> 7.955549390042921
CreateJob - ClusterID: 0 JobID: 2 -> 39.94391530938799
ExecuteTask - ClusterID: 0 JobID: 2 StationID: 0 TaskID: 2 -> 39.94391530938799
ExecuteTask - ClusterID: 0 JobID: 2 StationID: 1 TaskID: 2 -> 39.94391530938799
CreateJob - ClusterID: 1 JobID: 3 -> 57.61360435556445
ExecuteTask - ClusterID: 1 JobID: 3 StationID: 0 TaskID: 3 -> 57.61360435556445
ExecuteTask - ClusterID: 1 JobID: 3 StationID: 1 TaskID: 3 -> 57.61360435556445
FinalizeTask - ClusterID: 0 JobID: 2 StationID: 0 TaskID: 2 -> 78.5521811340181
FinalizeTask - ClusterID: 0 JobID: 2 StationID: 1 TaskID: 2 -> 78.5521811340181
FinalizeTask - ClusterID: 1 JobID: 3 StationID: 0 TaskID: 3 -> 85.85316449119011
FinalizeTask - ClusterID: 1 JobID: 3 StationID: 1 TaskID: 3 -> 85.85316449119011
CreateJob - ClusterID: 0 JobID: 4 -> 90.10369603105661
ExecuteTask - ClusterID: 0 JobID: 4 StationID: 0 TaskID: 4 -> 90.10369603105661
ExecuteTask - ClusterID: 0 JobID: 4 StationID: 1 TaskID: 4 -> 90.10369603105661
CreateJob - ClusterID: 1 JobID: 5 -> 90.41335654002752
ExecuteTask - ClusterID: 1 JobID: 5 StationID: 0 TaskID: 5 -> 90.41335654002752
ExecuteTask - ClusterID: 1 JobID: 5 StationID: 1 TaskID: 5 -> 90.41335654002752
FinalizeTask - ClusterID: 0 JobID: 4 StationID: 0 TaskID: 4 -> 90.71164893208376
FinalizeTask - ClusterID: 0 JobID: 4 StationID: 1 TaskID: 4 -> 90.71164893208376
CreateJob - ClusterID: 0 JobID: 6 -> 104.19435584184647
ExecuteTask - ClusterID: 0 JobID: 6 StationID: 0 TaskID: 6 -> 104.19435584184647
ExecuteTask - ClusterID: 0 JobID: 6 StationID: 1 TaskID: 6 -> 104.19435584184647
FinalizeTask - ClusterID: 1 JobID: 5 StationID: 0 TaskID: 5 -> 107.19096039601254
FinalizeTask - ClusterID: 1 JobID: 5 StationID: 1 TaskID: 5 -> 107.19096039601254
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