Abstract. The unordered configuration space of n points on a graph Γ, denoted here by UC n (Γ), can be viewed as the space of all configurations of n unlabeled robots on a system of one-dimensional tracks, which is interpreted as a graph Γ. The topology of these spaces is related to the number of vertices of degree greater than 2; this number is denoted by m(Γ). We discuss a combinatorial approach to compute the topological complexity of a "discretized" version of this space, UD n (Γ), and give results for certain classes of graphs. In the first case, we show that for a large class of graphs, as long as the number of robots is at least twice the number of essential vertices, then TC(UD n (Γ)) = 2m(Γ) + 1. In the second, we show that as long as the number of robots is at most half the number of vertex-disjoint cycles in Γ, we have TC(UD n (Γ)) = 2n + 1.
Introduction
For any path-connected space X, let P (X) denote the space of all continuous paths in X; an element of P (X) is a map σ : I → X, where I denotes the unit interval. This gives a fibration p : P (X) → X × X which sends a path σ to its endpoints: p(σ) = (σ(0), σ(1)). A (not necessarily continuous) section s of this fibration takes a pair of points as input and produces a path between those points. That is, such a section can be viewed as a rule which assigns a path between any two points in X. If s is continuous at a point (x, y) ∈ X × X, then whenever (x , y ) is obtained by slightly perturbing the point (x, y), the path s(x , y ) only varies slightly from the path s(x, y). Unless the space X is contractible, it is impossible to find a section which is continuous over all of X × X. The topological complexity of X, introduced by Farber and denoted by TC(X), is a measure of this inability to find a globally continuous section. Specifically, we have the following definition:
as "continuous rules," we can interpret the topological complexity of X as the minimum number of continuous rules needed to describe how to move between any two points in X. In light of this interpretation, it is often desirable to view the space X as the configuration space of a robot or several robots, so that TC(X) is related to the problem of moving the robot(s) from one configuration to another. One such example is the case in which X is the space of configurations of n robots which move along a system of one-dimensional tracks. In this setting, a point in X is a configuration of all n robots, and studying the topological complexity of X addresses the problem of moving all robots from one configuration to another. The tracks are interpreted as a graph Γ and the robots are then n distinct points on Γ.
Specifically, for any graph Γ, let C n (Γ) denote the space of all configurations of n distinct points on Γ. That is,
where ∆ = {(x 1 , . . . , x n ) : x i = x j for some i = j} ⊂ Γ × · · · × Γ. The space C n (Γ) will be called the ordered topological configuration space. We can view the points x 1 through x n as the locations of n distinguishable robots on Γ. In this space, the robots (viewed as infinitesimally small) are permitted to move arbitrarily close to one another. Aside from the real-world impracticality of this, the space C n (Γ) faces another downfall. The space Γ × · · · × Γ inherits a closed cell-structure from Γ. The 0-cells of Γ are the vertices, and the open 1-cells are the interiors of the edges. Note that when we refer to an "edge" here, we mean the closure of a 1-cell in Γ. We will refer to the interior of an edge as an "open edge." Open cells in Γ × · · · × Γ are then products of the form c = c 1 × · · · × c n , where each c i is either a vertex or an open edge of Γ; the dimension of such a cell is the number of edges that appear in the product. However, by removing ∆, we lose this structure. This can be addressed by working with a "discretized" version of the space, namely In both C n (Γ) and D n (Γ), the configurations are ordered in the sense that the specific robot at each specified location on Γ is of importance. That is, we view the robots as being labeled. If we wish to ignore the labels of the robots, we can work with the unordered configuration spaces, which are obtained by factoring out the action of the symmetric group S n : UC n (Γ) = C n (Γ)/S n UD n (Γ) = D n (Γ)/S n .
The spaces UC n (Γ) and UD n (Γ) will be called the unordered topological and discrete configuration spaces, respectively. Since the order of the robots on Γ is irrelevant in these spaces, a point in UC n (Γ) is viewed as a collection {x 1 , . . . , x n } of points on Γ with x i = x j when i = j. Likewise, points in UD n (Γ) are viewed as collections {x 1 , . . . , x n } of points on Γ such that x i and x j are separated by at least a full open edge of Γ whenever i = j. Cells in UD n (Γ) are viewed as collections c = {c 1 , . . . , c n } where each c i is either a vertex or an open edge of Γ, and c i ∩ c j = ∅ whenever i = j. Again, the dimension of such a cell is the number of edges that appear in the collection.
One may wonder if there is a relationship between the (un)ordered topological configuration space and the (un)ordered discrete configuration space. Certainly in general, C n (Γ) and UC n (Γ) can be quite different than D n (Γ) and UD n (Γ), respectively, but Abrams shows that under suitable hypotheses on the subdivision of Γ, the topological configuration spaces deformation retract onto the discrete configuration spaces. Theorem 1.2. [1, 14] Let Γ be a graph with at least n vertices and suppose Γ has the following properties:
(1) Each path between distinct vertices of degree not equal to 2 in Γ contains at least n − 1 edges. (2) Each loop at a vertex in Γ which is not homotopic to a constant map contains at least n + 1 edges.
Then C n (Γ) and UC n (Γ) deformation retract onto D n (Γ) and UD n (Γ), respectively.
A graph that satisfies the conditions in Theorem 1.2 is called sufficiently subdivided for n. Thus, provided the graph Γ is sufficiently subdivided for n, the topological features of the spaces C n (Γ) and UC n (Γ) can be studied using the cell structure of D n (Γ) and UD n (Γ), respectively. From here on, we will assume all graphs are sufficiently subdivided.
It is not surprising that many topological features of the configuration spaces of graphs are related to the number of vertices of degree at least three. These vertices are called essential vertices, and the number of essential vertices of Γ is denoted by m(Γ). The first result regarding the topological complexity of graph configuration spaces is due to Farber: Theorem 1.3. [3, 4] Let Γ be a tree with at least one essential vertex and let n be an integer satisfying n ≥ 2m(Γ). If n = 2, assume further that Γ is not homeomorphic to the letter Y. Then TC(C n (Γ)) = 2 · m(Γ) + 1.
The author extended this result to include the unordered configuration spaces as well as values of n which are less than 2m(Γ) : Theorem 1.4. [16] Let Γ be a tree with at least one essential vertex. Provided n satisfies some technical restrictions which depend on properties of Γ, we have TC(C n (Γ)) = TC(UC n (Γ)) = 2K + 1, where K = min n 2 , m(Γ) . The complete description of the restrictions on n mentioned in the above result is given in [16] and eliminates at most finitely many values of n for any fixed tree Γ. In fact, if the tree Γ does not contain any vertices of degree 3, then there are no restrictions, and Theorem 1.4 determines the topological complexity for all values of n, provided the configuration spaces are connected. It is worth noting the the method for obtaining Theorem 1.4 focuses primarily on the unordered spaces; the statement concerning the ordered spaces is essentially a byproduct.
Recently, Lütgehetmann and Recio-Mitter extended Farber's result concerning the ordered spaces to include all values of n : Theorem 1.5. [15] Let Γ be a tree with at least one essential vertex. For n = 2, assume Γ is not homeomorphic to the letter Y . Then,
where K = min n 2 , m(Γ) . Lütgehetmann and Recio-Mitter also study the topological complexity of ordered configuration spaces of graphs which fall in two classes: fully articulated graphs and banana graphs. A graph is fully articulated if removing any essential vertex disconnects the graph. The class of fully articulated graphs contains the class of trees as a subset. The banana graph B k is constructed by adding k edges between two vertices. Theorem 1.6. [15] If Γ is fully articulated and Γ is not homeomorphic to the letter Y, and n ≥ 2m(Γ), then TC(C n (Γ)) = 2m(Γ) + 1.
The topological complexity of the banana graph B k is given by
Here, we work with the spaces UD n (Γ). In general, we have the following upper bound on topological complexity, which will follow immediately from Theorems 2.1 and 3.6. Theorem 1.8. Let Γ be any graph, and let β = β 1 (Γ) be the first Betti number of Γ. We have
where K = min n,
, m(Γ) .
Our main goal is to extend Theorem 1.4 by showing that this bound is sharp for certain graphs and values of n.
The rest of this paper is organized as follows. In Section 2, we recall the main tools for computing topological complexity and provide an example of how these may be used to compute topological complexity of certain ordered graph configuration spaces. In Section 3, we include a description of an approach to studying the unordered configuration space UD n (Γ) given by Daniel Farley and Lucas Sabalka using Formans' discrete Morse theory and discuss how these results can be used to study topological complexity. Finally in Section 4, we provide examples of applying this approach to specific classes of graphs.
Topological Complexity
The main tools we will use for computing topological complexity are given in the following theorem.
Theorem 2.1. [5] We have the following properties of topological complexity:
(1) If X and Y are homotopic, then TC(X) = TC(Y ).
, where zcl(X) denotes the zero-divisors cup length of X.
Recall that the zero-divisors cup length of X is the largest integer i such that there are elements
such that the product a 1 · · · a i is non-zero, and k is some coefficient field.
In this paper, we will take k = Z/2Z and omit the coefficients from the notation.
As an illustration of how Theorem 2.1 will be used, we consider the case in which the graph Γ contains enough cycles to allow n ordered robots to simultaneously move around the cycles without crossing paths.
Recall a cycle in a graph is a sequence of vertices C = (v 1 , v 2 , . . . , v k , v 1 ) in which v i = v k for i = k and there is an edge connecting v i to v i+1 (where the indices are read modulo k). Two cycles C 1 and C 2 are vertex-disjoint if they have no vertices in common; we denote the maximum number of vertex-disjoint cycles in Γ by ν(Γ). As an example, consider the complete graph on m vertices, K m . Any cycle must contain at least 3 vertices, so ν(K m ) ≤ m 3 . This upper bound can be realized by considering the smallest cycles containing distinct triples of vertices, so ν(K m ) = m 3 . Theorem 2.2. Let Γ be any graph with ν = ν(Γ) ≥ 2, and let n be an integer satisfying 2 ≤ n ≤ ν. Then TC(D n (Γ)) = 2n + 1.
Proof. The approach we take here is essentially the approach taken by Farber in [4] and Lütgehetmann and Recio-Mitter in [15] .
For the lower bounds, let C 1 , . . . , C n be vertex-disjoint cycles in Γ, and for each i, fix a homeomorphism i :
Γ be the map which sends (x 1 , . . . , x n ) to ( σ(1) (x 1 ), . . . , σ(n) (x n )). Since the cycles C 1 , . . . C n are disjoint, this gives a map
The image of (x 1 , . . . , x n ) is a configuration in which robot i falls on cycle C σ(i) . Let g j : S 1 → Γ be the map which sends x to j (x) ∈ C j ⊂ Γ. Let Φ i : D n (Γ) → Γ be the map which sends the configuration (x 1 , . . . , x n ) to the point x i , and let π i : n i=1 S 1 → S 1 be projection of the i-th factor. For each i, these maps fit into the following commutative diagram.
For each j = 1, . . . , n, let a j denote a non-zero class in H 1 (Γ) corresponding to C j and let α j ∈ H 1 (Γ) denote the cohomology class dual to a j . Let
. By considering the permutations σ(i) = i and σ (i) = i + 1, the commutative diagram above shows the products µ 1 · · · µ n and
Each µ i and µ i is a zero-divisor. Consider the following product:
For i = 1, . . . , n, let b i ∈ H 1 ( S 1 ) denote a non-zero class corresponding to the copy of S 1 in the ith factor. Notice (
, and let y = (f σ ) * (b), where σ(i) = i and let y = (f σ ) * (b), where σ (i) = i + 1. Now notice that (Φ i ) * (y) = a i and (Φ i ) * (y ) = a i+1 (where the subscripts are read modulo n).
We will show that (2.3) is non-trivial by showing it acts non-trivially on y ⊗ y . The product in (2.3) is a sum of terms of the form A ⊗ B where A and B are monomials of the form
Assume A ⊗ B = 0. Since the top dimension in H * (D n (Γ)) is n, we have |A| = |B| = n, so s + t = n. If I = {i 1 , . . . , i s }, we will write µ i 1 · · · µ is as µ I and define µ J similarly for J = {j 1 , . . . , j s }. We define µ ∅ = µ ∅ = 1, so that each term in (2.3) can be written as µ I µ J ⊗ µ I µ J , where I and J denote the elements of {1, . . . , n} which aren't contained in I and J, respectively. If |I ∪ J| < n, then there must be two indices in (2.4) that share the same value, say, i 0 . Then the product contains
for elements α, α ∈ H 1 (Γ), so αα = 0, and therefore the product in (2.4) is zero. So, we may assume each index is distinct, so I ∪ J = I ∪ J = {1, . . . , n}. Let i = 0 if i ∈ I and i = 1 if i ∈ J. We have
In the second and third lines, we are evaluating an element of H n (
This evaluation is nonzero if and only if i = 0 for each i, so that I = {1, . . . , n} and J = ∅.
Similarly, µ I µ J , y = 0 if and only if I = ∅ and J = {1, . . . , n}, so
establishing the lower bound TC(D n (Γ)) ≥ 2n + 1, and completing the proof.
In Theorem 4.9, we give an analogous version of Theorem 2.2 for the unordered configuration space UD n (Γ).
Discrete Morse Theory and Unordered Configuration Spaces
We will only give a very brief overview of the main ideas of discrete Morse theory here and refer the reader to Forman's texts [13] and [12] for a detailed account. One of the main tools in discrete Morse theory is the notion of a discrete gradient vector field on a cell complex X. A discrete gradient vector field W can be viewed as a way of assigning to each i-cell σ either an (i + 1)-cell τ of which σ is a face or a "neutral" element 0. This assignment must satisfy a number of conditions which classify each cell of X into exactly one of three types: Definition 3.1.
[13] Let W be a discrete gradient vector field on X. We have the the following classification of the cells of X :
(
The critical cells of X carry the most important topological information. For example, we have the following: Theorem 3.2. [13] If m p is the number of critical p-cells of X, then X is homotopic to a space consisting of m p p-cells for each p = 0, 1, 2, . . . . In particular, if M is the maximum dimension of a critical cell in X, then X is homotopic to a space of dimension M.
A discrete gradient vector field W may be used to compute the homology of X as follows. Let C p (X) denote the free Z/2Z-module generated by the p-cells of X, and let ∂ : C p (X) → C p−1 (X) denote the cellular boundary operator of X. We denote the homology of the complex (C * (X), ∂) by H * (X).
We may view W as a map W : C p (X) → C p+1 (X) and define a map
by f = 1 + ∂W + W ∂ (here, 1 represents the identity map). The map f has the property that for any chain c ∈ C p (X), there is some positive integer m such that f m (c) = f m+1 (c), so that f ∞ is well-defined [7] . Let M p (X) denote the free Z/2Z-module on the critical p-cells of X, and define ∂ :
We denote the homology of the complex (M * (X), ∂) by H M * (X). We have the following result of Farley:
The following is useful to simplify the calculation of the boundary map ∂:
The map F ∞ is well defined and satisfies ∂ = πF ∞ ∂.
Farley and Sabalka construct a discrete gradient vector field to study the unordered discrete configuration space UD n (Γ). Before describing their construction, we first recall their ordering on the vertices of Γ. To order the vertices, first choose a spanning tree T of Γ, choose an embedding of T in the plane, and choose a vertex of degree one in T to be labeled * . Assign * the number 0, then travel away from * along T and label the vertices of Γ in order as they are first encountered. Whenever a vertex which is essential in T is encountered, travel along the leftmost edge first, then turn around whenever a vertex of degree one in T is encountered. Continuing in this manner assigns numbers to each vertex of Γ. An example is given in Figure  1 . We indicate the edges contained in the spanning tree T with solid lines and edges of the graph Γ which are not contained in the spanning tree with dashed lines. We refer to the latter edges as deleted edges. Notice the graph Γ is only sufficiently subdivided for n = 2. For an edge e of Γ, let ι(e) and τ (e) be the endpoints of e, with τ (e) < ι(e) in this ordering. In Figure 1 , we have τ (e) = 2 and ι(e) = 6. There is a notion of "directions" from each vertex v = * of Γ. These directions can be viewed as a numbering of the edges of T incident to v, clockwise from 0 to deg T (v) − 1, with 0 being the direction of the unique edge incident to v which falls on the T -geodesic from v to * . For each vertex v = * of Γ, let e i (v) denote the edge in T which is incident to v in direction i, let v i (v) = ι(e i (v)) for i = 0, and let v 0 (v) = τ (e 0 (v)). In Figure 1 , the edge e satisfies e = e 2 (2) = e 0 (6), and the vertex 6 satisfies 6 = v 2 (2) = v 0 (8).
From here on, when referring to a cell, we mean the closure of that cell, so that we view cells of UD n (Γ) simply as collections of vertices and edges of Γ. Consider a k-dimensional cell c = {e 1 , . . . , e k , v 1 , . . . , v n−k } in UD n (Γ), where each e i is an edge of Γ and each v i is a vertex of Γ. For each vertex v i appearing in c, if the edge e 0 (v i ) intersects some vertex v j = v i or some edge e j appearing in c, the vertex v i is said to be blocked in c. The vertex * is also said to be blocked in any cell in which it appears. Otherwise, v i is said to be unblocked in c. An edge e i in c is said to be order-disrespecting in c if either e i is an edge in T and c contains a vertex v such that v 0 (v) = τ (e i ) and v < ι(e i ), or if e i is a deleted edge. In particular, if e is an edge of T which is order-disrespecting in some cell, then τ (e) must be an essential vertex.
We can now describe Farley and Sabalka's discrete gradient vector field on UD n (Γ) [11] . Recall this is a map W which assigns to each i-dimensional cell either an (i + 1)-cell or the element 0. The construction of W is given inductively by dimension. Let c be a 0-dimensional cell of UD n (Γ). If every vertex of c is blocked, let W (c) = 0. Otherwise, c contains at least one unblocked vertex, and therefore it contains a minimal unblocked vertex v (with respect to the ordering on the vertices). In this case, let W (c) be the one-dimensional cell obtained from c be replacing v with e 0 (v). Inductively, 
In particular, UD n (Γ) is homotopic to a space of dimension K.
This result, together with Theorem 2.1 in Section 2 gives our desired upper bounds on TC(UD n (Γ)). The desired lower bounds will be given by the cohomological structure of UD n (Γ). According to Theorem 3.3, we can compute the homology groups H * (UD n (Γ)) by studying the boundary operator ∂ = πF ∞ ∂. For a cell c containing edges e 1 , . . . , e k , we can without loss of generality assume that the edges satisfy ι(e i ) < ι(e i+1 ) for each i. The cellular boundary ∂ can be given as
where c τ (e) is the cell obtained from c by replacing the edge e with the endpoint τ (e), and c ι(e) is defined similarly. For the case in which Γ is a tree, Farley and Sabalka show that the maps ∂ are as simple as possible.
Theorem 3.7.
[9] Let Γ be a tree. The boundary maps ∂ in M * (UD n (Γ)) are all trivial. In particular, H i (UD n (Γ)) is isomorphic to a free Z/2Z-module on the critical i-cells.
In theory, it is possible to compute the boundaries ∂ in M * (UD n (Γ)) where Γ is any graph, but in practice, this is often a difficult computation when approached directly. However, Theorem 3.7 can be used in the following simple situation. Proof. This follows immediately from Theorem 3.7 and the definition of W.
Next, we describe the equivalence relation on cells given in [10] .
Definition 3.9.
[10] Given two cells c and c of UD n (Γ), where Γ is an arbitrary graph, define " ∼ " by c ∼ c if and only if c and c share the same edges (so in particular c and c are of the same dimension), and if E is the union of edges in c (and in c ), then for every connected component C of Γ − E, the number of vertices of c in C equals the number of vertices of c in C.
We will sometimes write c ∼ Γ c to emphasize the underlying graph. 
If K does not have an upper bound, then
Farley and Sabalka show that in the tree case, there is a map
which sends each k-dimensional cell c homeomorphically to the cell labeled by K in UD n (T ), where K is the unique collection of k equivalence classes of 1-cells which has [c] as its upper bound [10] . The proof extends directly to the general graph case, where we replace T with Γ. The only exception is that in the tree case, the equivalence class of k-cells [c] is the least upper bound for the collection K, so every cell in UD n (Γ) which is sent to K satisfies 
where the sum is taken over all equivalence classes of k-cells
and if K does not have an upper bound, then
Proof. If c is any k-cell, then
where the sum is taken over all equivalence classes of k-cells c such that . Therefore,
Lemma 3.14. Suppose c and c are critical cells which represent linearly independent homology classes in H M * (UD n (Γ)) and have the property that the equivalence class [c] (resp. [c ]) only contains c (resp. c ) and redundant cells. Then φ [c] and φ [c ] represent linearly independent cohomology classes in H * (UD n (Γ)).
Proof. Let B be a representative basis for H M * (UD n (Γ)). Without loss of generality, we may assume that c ∈ B and c ∈ B, but neither c nor c appear in any other linear combination in B. By Theorem 3.3, B = {f ∞ (b) : b ∈ B} forms a basis for H * (UD n (Γ)). By the universal coefficient theorem, we may identify H * (UD n (Γ)) with hom(H * (UD n (Γ)), Z/2Z). For each b ∈ B, let b * denote the dual of f ∞ (b), so {b * : b ∈ B} represents a basis for H * (UD n (Γ)). Thus, the cocycles c * and c * represent linearly independent classes in H * (UD n (Γ)). The claim will then follow by showing φ Therefore, by the assumption about the basis, for each f ∞ (b) in B we have
and c * represent the same cohomology class, as claimed. An analogous argument shows φ [c ] and c * are also cohomologous.
Our approach to studying TC(UD n (Γ)) is as follows. Theorem 1.8 gives the upper bounds
To establish lower bounds, we will describe two critical K-cells c and c which satisfy the conditions given in Lemma 3.14 and have the property 
and define φ [c i ] analogously. This gives rise to a product of 2K zero-divisors:
+ Other Terms By Lemma 3.13, we have
By Lemma 3.14,
is cohomologous to any term in Other Terms, it will follow that the entire product is non-zero, establishing TC(UD n (Γ)) ≥ 2K + 1.
Main Results
Our main results are presented in Theorems 4.2 and 4.9. The former addresses configurations spaces of a class of graphs which we call S-graphs. The latter is an analog of Theorem 2.2 in the unordered context. The results are stated for the unordered discrete space UD n (Γ), but by Theorems 1.2 and 2.1, the same results hold for the space UC n (Γ). Fix a graph Γ and a vertex v in Γ. A cycle in Γ is called a simple cycle if it contains exactly one essential vertex. A component C of Γ − {v} is said to be a simple component if each cycle in C ∪ {v} is a simple cycle. Definition 4.1. A graph Γ is said to be an S-graph if it has the following properties:
(1) Γ contains a spanning tree T such that each deleted edge e has an endpoint at an essential vertex and each essential vertex v ∈ Γ satisfies deg T (v) ≥ 4. For example, the graph in Figure 2 is an S-graph. (2) is unique, for if there were two edges e, e of T contained in C ∪ {v} which meet v, then C ∪ {v} would necessarily contain a cycle on which both e and e fall. Such a cycle must contain a deleted edge e which does not meet v, and by assumption, e has an endpoint at an essential vertex. This contradicts the assumption that C is a simple component. So the edge must be unique, and we may refer to the direction of this edge as the "direction of C." If a simple component C of Γ − {v} does not fall in direction 0, then it is clear that an embedding can be chosen so that it falls in any desired non-zero direction from v.
Also, property (2) implies that every S-graph is fully articulated (see Theorem 1.6). Finally, note that every graph has a spanning tree with the property that each deleted edge has an endpoint at an essential vertex (see [11] for a proof). With such a choice of spanning tree, any order-disrespecting edge must have an endpoint at an essential vertex, so the maximum dimension of a critical cell is m(Γ) (see Theorem 3.2). For any graph Γ with such a spanning tree, if for each essential vertex v, we add three edges at v, the resulting graph is an S-graph, so any graph Γ is a subgraph of some S-graph. Theorem 4.2. Let Γ be an S-graph, and let n be an integer satisfying n ≥ 2m(Γ). Then TC(UD n (Γ)) = 2m(Γ) + 1.
Note this is a partial extension of Theorem 1.6 in the unordered context. The approach to proving Theorem 4.2 is the approach described at the end of Section 3. In Definition 4.4 we construct the cells which satisfy the conditions of Lemma 3.14 and verify these conditions in Lemmas 4.5 and 4.6. We will first need a preliminary result.
Consider any graph Γ with spanning tree T and a cell c of UD n (Γ) which does not contain any deleted edges. The cell c can be viewed as a cell in UD n (T ) and we have
We have the following converse for certain types of graphs and cells.
Lemma 4.3. Let Γ be a graph in which each cycle is simple, let T ⊂ Γ be a spanning tree such that each deleted edge has an endpoint at an essential vertex, and let c and c be cells in UD n (Γ) such that each edge in each cell is an edge of T with an endpoint at an essential vertex. Then
Proof. We first introduce some notation. For a cell c in UD n (Γ) which does not include any deleted edges and a connected component C ⊂ Γ − E(c), let V Γ (c, C) denote the number of vertices of c in C. Define V T (c, C) analogously for connected components C ⊂ T − E(c).
Fix such a component C, and let C T ⊂ C denote the subspace of T obtained from C by removing the interiors of all deleted edges. In general, C T is a union of components C 1 , . . . , C l of T − E(c) and
We claim that under the hypotheses, C T is itself a connected component of T − E(c).
For the sake of contradiction, suppose C is connected but C T is disconnected. Let C T and C T be two connected components of C T . In Γ − E(c), the subspaces C T and C T both fall in the connected component C, so C must contain at least one deleted edge e with endpoints x and y in C T and C T , respectively. By assumption, one of these endpoints (say x) must be essential. Furthermore, since T is connected, there is a path in T connecting x and y, which, together with e, forms a cycle C . Since C T and C T are disconnected in T − E(c), it must be the case that C intersects some edge e ∈ E(c), so C intersects the essential endpoint v of e. Since x ∈ C T and v / ∈ C T , we have v = x. But, v and x are both essential, contradicting the assumption that C is a simple cycle. So, C T is connected, and it follows that V Γ (c, C) = V T (c, C T ), and similarly, V Γ (c , C) = V T (c , C). The choice of C was arbitrary, so for all components C of Γ − E(c), we have
Γ such thatĉ is obtained fromĉ by removing certain edges and replacing each with one of its endpoints. But, by the argument above, we haveĉ
Fix an S-graph Γ with a spanning tree T as in Definition 4.1. We now define the cells that satisfy the conditions of Lemma 3.14.
Definition 4.4. Let Γ be an S-graph, and without loss of generality, assume that for each essential vertex v, the edge in direction 1 from v falls in a simple component of Γ − {v}. Let n be an integer satisfying n ≥ 2m(Γ), and let v 1 , . . . , v m be the essential vertices of Γ.
where w 1 , . . . , w n−2m are blocked vertices in the component of Γ − v 1 in direction 1 from v 1 (if n > 2m). Figure 3 shows the cells Φ S and Φ S for S = (2, . . . , 2) and S = (3, . . . , 3), where n = 8 and the graph Γ is as in Figure 2 . Here, we depict a cell by indicating which vertices and edges are to be included in that cell. Since we assume the graph Γ is sufficiently subdivided, there are many vertices of degree 2 in Γ; we make no indication of these vertices in the figure. 
For a component C of Γ − E(Φ), let V (Φ, C) denote the number of vertices of Φ in the component C, and define V (Φ , C) analogously. Since the total number of vertices and edges in any cell of UD n (Γ) must equal n, and there are a total of m edges in each cell, we have
where both sums are taken over the collection of all connected components
For each i, letĉ i denote the cell obtained from Φ by replacing each edge e j , j = i, with the endpoint ι(e j ), and letĉ i denote the cell obtained from Φ by the analogous procedure. Since Φ and Φ are upper bounds for K, we To simplify notation, we will write
respectively, where v j 1 , . . . , v j m are the essential vertices in Γ i .
Fix a j ∈ {j 1 , . . . , j m }. We claim that [
For the sake of contradiction, assume this is not the case. Then, there must be a component C of Γ i − e j such that the number of vertices of (ĉ j ) Γ i in C differs from the number of vertices of (ĉ j ) Γ i in C. Furthermore, since the total number of vertices of (ĉ j ) Γ i and (ĉ j ) Γ i must equal n − 1, there must be at least two such components, so we may assume C does not fall in direction 0 from v j . Then, C is a component of Γ − e i , so the number of vertices ofĉ j in C must equal the number of vertices ofĉ j in C,
But, the number of vertices ofĉ j in C equals the number of vertices of (ĉ j ) Γ i in C and the number of vertices ofĉ j in C equals the number of vertices of (ĉ j ) Γ i in C, arriving at a contradiction. Therefore 
Now, each vertex v of Φ falls in exactly one such C i , so
, completing the proof.
Proof of Theorem 4.2. The upper bound TC(UD n (Γ)) ≤ 2m(Γ) + 1 is given in Theorem 1.8. To establish the lower bound, we will use the cohomological lower bounds in Theorem 2.1. Let S 2 = (2, 2, . . . , 2) ∈ {2, 3} m , and let S 3 = (3, 3, . . . , 3) ∈ {2, 3} m ; let Φ 2 = Φ S 2 (Γ) and let Φ 3 = Φ S 3 (Γ). Let 
Any nonzero term in "Other Terms" is of the form α ⊗ β, where α and β are of the form So, the nonzero terms in "Other Terms" are of the form
, where S and S are sequences in {2, 3} m which are neither (2, 2, . . . , 2) nor (3, 3, . . . , 3) . Since all cells of the form Φ S (Γ) represent distinct homology classes, the product in (4.7) is nonzero, and the lower bounds in Theorem 2.1 show TC(UD n (Γ)) ≥ 2m + 1.
Our next result is an analog of Theorem 2.2. Recall ν(Γ) is the maximum number of vertex-disjoint cycles in Γ.
Theorem 4.9. Let Γ be any graph with ν = ν(Γ) ≥ 2, and let n be an integer satisfying 1 ≤ n ≤ 1 2 ν. Then TC(UD n (Γ)) = 2n + 1.
The proof will involve the Morse boundary of cells containing deleted edges. The use of a spanning tree T ⊂ Γ in which each deleted edge has endpoints of degree 2 in Γ will help simplify this computation. We refer to such spanning trees as essential spanning trees. It is clear that any graph can be subdivided so that it has an essential spanning tree. The main benefit of using essential spanning trees is the following observation.
Lemma 4.10. If T is an essential spanning tree of Γ and e is a deleted edge with τ ( e) = * , then in any cell c containing e, no vertex in c can be blocked by e. If τ ( e) = * , then the only vertex which can be blocked by e is the vertex with label 1.
Proof. Suppose c is a cell containing some deleted edge e and a vertex v blocked by e. Then, v is blocked by v in c v , where v either ι( e) or τ ( e).
If either τ ( e) = * , or τ ( e) = * and v = ι( e), then the edges e, e 0 (v), and e 0 (v ) are three edges which have an endpoint at v , so v has degree at least three, contradicting the assumption that T is an essential spanning tree.
If τ ( e) = * and v = τ ( e), and v is not the vertex labeled 1, then the edges e, e 0 (v), and e 0 (1) are three edges which have an endpoint at * , again contradicting the assumption that T is essential.
To prove that the boundary operators in the tree case are all zero (Theorem 3.7), Farley introduces following "reduction." In other words, for a redundant k-cell c, the k-cell r(c) is obtained by moving the minimal unblocked vertex of c one step closer to * .
Lemma 4.12. [7] If T is a tree, and c is a redundant cell in UD n (T ), we have πF ∞ (c) = πF ∞ r(c).
In Lemma 4.16, we give an analogous version of Lemma 4.12 for certain types of cells in the configuration spaces for general graphs, where the reduction r(c) is replaced with the "initial reduction" r I (c) defined below. Here, for vertices x and y, the interval [x, y] denotes all vertices z satisfying x ≤ z ≤ y in the ordering of the vertices given by the spanning tree. (
, ι( e)] = ∅, define the initial reduction r I (c) to be the cell obtained by replacing v with v . Otherwise, let r I (c) = c. In the latter case, we say c is defective, and in the former, we say v is non-defective.
Note that if a redundant cell c is non-defective, then r I (c) = r(c). The following is stated in [7] for the tree case; the proof generalizes to the general graph case, making use of essential spanning trees.
Lemma 4.14 (See Lemma 3.5(1) in [7] ). Let Γ be any graph with an essential spanning tree T. If a cell c of UD n (Γ) contains an order-respecting edge e such that any vertex v of c which falls in (τ (e), ι(e)) is blocked, then πF ∞ (c) = 0. Corollary 4.15. Let Γ be any graph with essential spanning tree T . If c is a non-defective redundant cell, and e is a deleted edge in c, then
Proof. Let v be the minimal unblocked vertex of c, and let e = e 0 (v), so that W c is obtained from c by replacing v with e . It is straightforward to check that the edge e is order-respecting in W c. Since c is non-defective, it has the property that if v = τ (e ), then for every deleted edge e in c, we
, ι( e)] = ∅, so we have the following possibilities for each deleted edge e :
(1) v < v < τ ( e) < ι( e) (2) τ ( e) < ι( e) < v < v (3) τ ( e) < v < v < ι( e) Since v is the minimal unblocked vertex, there are no unblocked vertices of c in (v , v), and therefore there are no unblocked vertices of W c in (v , v). Since T is an essential spanning tree, the only blocked vertices in W c which may become unblocked in (W c) τ ( e) (resp. (W c) ι( e) ) are τ ( e) (resp. ι( e) or the vertex labeled 1). But, in all three cases above, we see that neither τ ( e) nor ι( e) is in (v , v) . Furthermore, it is impossible that the vertex labeled 1 falls in (v , v), since if it did, we would necessarily have v = * , but the only vertex v for which v 0 (v) = * is the vertex labeled 1, but if v is the vertex labeled 1, then (v , v) = ∅. Therefore, any vertex of (W c) τ ( e) (resp. (W c) ι( e) ) which is in (v , v) must be blocked. So, the edge e in the cell (W c) τ ( e) (resp. (W c) ι( e) ) satisfies the conditions of Lemma 4.14, so
Now, we prove an analogue of Lemma 4.12 for the initial reduction r I :
Lemma 4.16. If Γ is any graph with essential spanning tree T , and c is a redundant cell in UD n (Γ) which consists exclusively of deleted edges and vertices, we have πF ∞ (c) = πF ∞ r I (c).
Proof. If c is defective, there is nothing to prove, so assume c is non-defective, so r I (c) = r(c). Let v be the minimal unblocked vertex in c, so W c is obtained from c by replacing v with e = e 0 (v). Consider the boundary
If e = e , then (W c) ι(e) = c and (W c) τ (e) = r(c). So,
Since F ∞ F (c) = F ∞ (c), the claim follows.
Definition 4.17. For any edge e ⊂ Γ, let ∧e denote the maximal vertex on the intersection of the T -geodesics from τ (e) to * and from ι(e) to * .
Note that if e is an edge in T , then ∧e = τ (e). Proof. Recall the boundary ∂ is given by ∂ = πF ∞ ∂. For a cell c as in the statement, the boundary ∂c is of the form
Let c be a cell of the form c τ ( e) or c ι( e) . If τ ( e) = * , and c = c τ ( e) , then c is critical. Otherwise, c is a redundant cell with minimal unblocked vertex τ ( e) or ι( e). Writing r 0 (c) = c and r j (c) = r(r j−1 (c)) for j > 0, we see that there are integers K and L such that r K (c τ ( e) ) (resp. r L (c ι( e) )) is obtained by moving τ ( e) (resp ι( e)) to ∧ e, so r K (c τ ( e) ) = r L (c ι( e) ). If τ ( e) = * , then the cells r k (c τ ( e) ) and r l (c ι( e) ) for k = 0, . . . , K − 1 and l = 0, . . . , L − 1 are non-defective by assumption, so r k+1 I (c τ ( e) ) = r k+1 (c τ ( e) ) and r l+1 I (c ι( e) ) = r l+1 (c ι( e) ) for each such k and l. It then follows from Lemma 4.16 that
If τ ( e) = * , then πF ∞ (c τ ( e) ) = c τ ( e) and r L I c ι( e) = c τ ( e) for some L (since in this case, ∧ e = * ), so again πF ∞ (c τ ( e) ) = πF ∞ (c ι( e) ). Therefore we have
The proof of Theorem 4.9 relies on a choice of spanning tree with certain properties.
Lemma 4.19. Let ν = ν(Γ), and let C 1 , . . . , C ν be vertex-disjoint cycles in Γ. There exists an essential spanning tree T ⊂ Γ and an embedding of T in the plane with the following properties:
(1) Each cycle C i contains exactly one deleted edge e i .
The edges e 1 , . . . , e ν satisfy [∧ e i , ι( e i )] ∩ [∧ e j , ι( e j )] = ∅ for i = j.
Proof. For each i = 1, . . . , ν, chose an arbitrary edge e i on C i . We construct a spanning tree T by adding edges of Γ as follows (starting with no edges). First, we add each edge on each C i except e i . Then, chose an arbitrary ordering of the edges of Γ which do not fall on any C i . Inductively, add each edge if and only if it does not form a cycle. This describes a spanning tree T with the property that each C i contains exactly one deleted edge (the edge e i ). By subdividing if necessary, we can assume the endpoints of each e i have degree 2 in Γ, so that T is an essential spanning tree.
Since the cycles C 1 , . . . , C ν are vertex-disjoint, the graph Γ = T ∪ e i does not contain a subgraph homeomorphic to either the complete graph K 5 or the complete bipartite graph K 3,3 , so by Kuratowski's Theorem, the graph Γ is planar (see [2] , for example). It is clear that we may chose an embedding of Γ into the plane with the property that the interior of the region of the plane bounded by C i does not contain any vertices of Γ . Choose such an embedding, and let * be a vertex of degree 1 in T . If * falls on some deleted edge e i , we require it is chosen so that the path in T from * = τ (e i ) to ι(e i ) is travelled counterclockwise along C i . With this choice, the vertices along this path form an interval [ * , ι(e i )]. See Figure 4 . Three vertex-disjoint cycles have been highlighted with bold lines.
For each edge e i which doesn't have * as an endpoint, the vertex ∧e i is neither τ (e i ) nor ι(e i ), and it is clear that ∧e i must fall on C i . We modify the embedding so that the two edges on C i incident to ∧e i fall in directions 1 and 2 from ∧e i . Finally, we modify the spanning tree T by adding the edge e i and removing the edge e i on C i which has the property that τ ( e i ) = v 1 (∧e i ). Again by subdividing if necessary, we can assume the endpoints of each e i have degree 2 in Γ. This describes the spanning tree T. By the choice of T , each C i contains exactly one deleted edge (the edge e i ). By the choice of the embedding of T and the edges e i , the vertices on the cycle C i form an interval [∧ e i , ι( e i )]. Since the cycles are disjoint, these intervals are also disjoint. Finally, we subdivide T so that it is sufficiently subdivided; this has no effect on the property that the intervals [∧ e i , ι( e i )] are disjoint. Now we describe the cells that satisfy the properties in Lemma 3.14.
Definition 4.20. Let Γ be a graph with ν = ν(Γ) ≥ 1. Chose a spanning tree T and deleted edges e 1 , . . . , e ν as in Lemma 4.19. Let n be an integer satisfying 1 ≤ n ≤ ν and consider a subset R of {1, . . . , ν} with |R| = n. Let Ψ R (Γ) denote the critical n-cell in UD n (Γ) consisting exclusively of the deleted edges e i for each i ∈ R. Proof. By Corollary 4.18, we have ∂(Ψ R ) = 0. The lack of (n + 1)-cells shows that each Φ R represents a distinct homology class. Proof. The first statement follows immediately from the fact that Ψ R (Γ) does not contain any vertices. Furthermore, any equivalence class of n-cells which is an upper bound for the unique collection of equivalence classes of n 1-cells which has [Ψ R (Γ)] as an upper bound must contain the n edges e i , i ∈ R, but Ψ R (Γ) is the only such cell in UD n (Γ).
Proof of Theorem 4.9. The upper bound TC(UD n (Γ)) ≤ 2n + 1 is given in Theorem 1.8, and to establish the lower bound, we will use Theorem 2.1. Let R 1 = {1, 2, . . . , n} and R 2 = {n + 1, n + 2, . . . , 2n}, and let Ψ 1 = Ψ R 1 (Γ) and Ψ 2 = Ψ R 2 (Γ). Let We conclude with the following corollary regarding complete graphs.
Corollary 4.25. Let K m denote the complete graph on m ≥ 6 vertices, and let n be an integer satisfying 1 ≤ n ≤ m 6 . Then, TC(UD n (Γ)) = 2n + 1.
Proof. This follows from Theorem 4.9 and the fact that ν(K m ) = m 3 .
