The numerical condition of the degree elevation operation on Bernstein polynomials is considered and it is shown that it does not change the condition of the polynomial. In particular, several condition numbers for univariate and bivariate Bernstein polynomials, and their degree elevated forms, are developed and it is shown that the condition numbers of the degree elevated polynomials are identically equal to their forms prior to degree elevation. Computational experiments that verify this theoretical result are presented. The results in this paper differ from those in [Comput. Aided Geom. Design 4 (1987) 191-216] and [Comput. Aided Geom. Design 5 (1988) 215-252], where it is claimed that degree elevation causes a reduction in the numerical condition of a Bernstein polynomial. It is shown, however, that there is an error in the derivation of this result.
Introduction
A univariate Bernstein polynomial p(a (d) . For example, it is readily verified that the Bernstein polynomial of degree two, p(a (2) , x) = 3 2 0
is identically equal to the polynomial p(a (3) , x) = 3 3 0
which is expressed as a linear combination of third order Bernstein basis functions. In particular, p(a (2) , x) = p(a (3) , x) = 3 − 14x + 13x 2 , and thus the polynomial p(a (3) , x) is the degree elevated form of the polynomial p(a (2) , x). Degree elevation can be repeated indefinitely, such that p(a (2) , x) can be expressed as a linear combination of Bernstein basis functions of degree 4, 5, . . . , and it can be easily extended to bivariate Bernstein polynomials. This operation is frequently performed on Bernstein polynomials because it is required for the addition of two or more of these polynomials when they are of different degree. The recent development of a Bézoutian resultant matrix of the Bernstein polynomials f = f (x) and g = g(x) provides another example in which degree elevation of a Bernstein polynomial may be required because this matrix is only defined if f (x) and g(x) are of the same degree [1] . These two examples show that the numerical condition of the degree elevation operation must be considered, and this issue is addressed in this paper.
Condition numbers for univariate and bivariate Bernstein polynomials are developed and it is shown that the condition numbers of the polynomial and its degree elevated forms are identically equal. This result is obtained by theoretical development of the condition numbers of a polynomial before and after degree elevation, and it is verified computationally. In particular, it is shown that excellent agreement is obtained between the theoretical condition numbers and their computed values. It is claimed in [3] and [4] that degree elevation of, respectively, a univariate and bivariate Bernstein polynomial causes a reduction in the numerical condition of the polynomial, but it is shown that the derivation of this result contains an error.
Section 2 shows that the derivation of an expression for the numerical condition of a degree elevated Bernstein polynomial requires more care than does its development for a polynomial that is expressed in its minimum degree, that is, a polynomial for which degree reduction cannot be performed exactly. In particular, it is shown that if p(a ( 
where the perturbations in the coefficients a
, have a known probability distribution, then degree elevation of the polynomial (1) causes a change in the distribution, such that a
It is shown in Section 2 that this change in the distribution must be considered in the development of expressions for the numerical condition of a degree elevated Bernstein polynomial.
Condition numbers for a univariate degree elevated Bernstein polynomial are derived in Section 3, and their extensions to bivariate polynomials are considered briefly in Section 4. It is shown in these sections that all the condition numbers are unchanged when the polynomial is degree elevated. Computational results that confirm the theoretical results in Section 3 are presented in Section 5, and Section 6 contains a summary of the paper.
Probability distributions and degree elevation
It is stated in [5, p. 124] , that with respect to linear algebraic equations, every condition number is defined for a particular class of perturbation, and the same restriction is appropriate for condition numbers of a root of a polynomial. For example, condition numbers of a root of a polynomial whose coefficients are subject to perturbations that have uniform and Gaussian probability distributions are derived in [3] and [10] , respectively, and it is seen that they differ significantly. It is shown in this section that degree elevation causes a change in the probability distribution of the perturbations, that is, the probability distribution of the perturbations a , i = 0, . . . , d + 1, differ, from which it follows that the same condition number cannot be assigned to a polynomial and its degree elevated forms.
Let n be the minimum degree of a univariate Bernstein polynomial, that is, exact degree reduction cannot be performed on a polynomial of this degree. Consider initially the situation that arises when each perturbation a (n) i , i = 0, . . . , n, has a uniform distribution, that is, each coefficient a (n) i is perturbed to
where r i is a random variable that is uniformly distributed in the interval [−1, +1], r j and r k , j = k, are independent, and c is the relative error of each coefficient a (n) i . It follows from this equation that
and this equation defines the componentwise error model. When the polynomial
is degree elevated to a polynomial of degree (n+1), the exact coefficients of the degree elevated polynomial are given by [3] 
where
and a
Similarly, the perturbations a
It follows from (5) that the probability distribution of each perturbation a
. . , n, is obtained by the convolution of two uniform distributions, each of which is defined over a different interval. This implies that each of these perturbations has a trapezoidal distribution with different parameters [7, p. 190] , and each subsequent degree elevation procedure changes the distribution.
This discussion shows that the error model (2) can only be applied to a polynomial of degree n, and not to a polynomial of degree d > n. The change in the probability distribution of the perturbations in the coefficients has significant implications for the derivation of condition numbers for degree elevated Bernstein polynomials. Specifically, the componentwise condition number of a root of a polynomial p(a (n) , x) is calculated by assuming that the perturbation of each coefficient has a uniform distribution. This condition number cannot be used for the degree elevated polynomials p(a (n+1) , x), p(a (n+2) , x), . . . , because the perturbations in the coefficients of these degree elevated polynomials do not have a uniform probability distribution, and thus the model (2) is not appropriate for them. This observation clarifies the distinction between the work in this paper, and the work in [3] and [4] . In particular, the same condition number is assigned to the polynomials p(a (n) , x) and p(a (n+1) , x) in Theorem 4 in [3] , but the discussion above shows that this is incorrect because it implies that the probability distributions of the perturbations a (n) i , i = 0, . . . , n, and a (n+1) i , i = 0, . . . , n + 1, are the same. By contrast, the condition number of the degree elevated polynomial is not assigned in this paper, and only the probability distribution of the perturbations a (n) i , i = 0, . . . , n, is assumed known. Consider now the situation that occurs when each perturbation a (n) k , k = 0, . . . , n, has a Gaussian distribution with zero mean. In this circumstance, the degree elevated perturbations a 
where 1 = 1 2 . It is assumed that the perturbations a (1) 0 and a
where E is the expectation operator and ij is the two-dimensional delta function. Clearly, the covariance matrix of the random variables a (1) 0 and a (1) 1 is equal to 2 a I , where I is the identity matrix. It follows from (7) and (8) that the second order statistics of the perturbations of the coefficients change due to degree elevation. In particular,
and E{ a
and thus the covariance matrix of the perturbations of the degree elevated coefficients is not diagonal. This must be compared with the diagonal covariance matrix of a (1) 0 and a (1) 1 , the perturbations of the coefficients of the polynomial prior to degree elevation. Finally, it is important to note that the probability distribution of the perturbations a (1) 0 and a (1) 1 is not specified, and thus this example illustrates a general property of the perturbations of the coefficients of degree elevated Bernstein polynomials.
It is clear that degree elevation changes the parameters of the Gaussian distribution that is assigned to the perturbations of the polynomial coefficients, but the distribution remains Gaussian. This must be compared with the situation that occurs when the perturbations of the polynomial coefficients have the uniform distribution (2).
The analysis above has been restricted to two componentwise error models. Another error model that is frequently used measures the relative perturbations in a normwise manner,
where the constant n is the normwise relative error in the coefficients. It is clear that this normwise model is less refined than the componentwise model (2) . It has been shown that the componentwise error model (2) and the Gaussian error model are not appropriate after degree elevation, and it is therefore necessary to consider how the normwise error model (9) changes due to degree elevation. It follows from (9) that
since a (n) and a (n) are vectors of length (n + 1), and n+1 n >1. This equation can be written as
which is a probabilistic interpretation of (9) because it shows that each perturbation a
and each coefficient a (n) i are independent and drawn from a zero mean Gaussian distribution with the appropriate variance.
The effect of degree elevation on (10) is most easily investigated by considering a univariate polynomial, for which 1 = 1 2 . In particular, it follows from (3)- (6) 
The left inverse of A is given by
and thus it follows from (11) that
The substitution of these equations into (9) with n = 1 yields
which is the error model (9) for a univariate polynomial of degree one that has been degree elevated. Although this is a very simple example, it is clear that the procedure can be extended to polynomials of higher degree, and successive degree elevations. Equation (12) differs in an important manner from (9) . In particular, although (A † ) T A † is of order 3 × 3, it is of rank 2 and therefore singular. It follows that this matrix is not the inverse of a covariance matrix, and thus (12) can only be transformed to an equation that is similar, but not identical, to (10) .
The extension of the discussion in this section to bivariate polynomials follows easily because each coefficient of a degree elevated polynomial of this type is calculated in the same way as shown in (3), that is, a linear combination of the coefficients of the polynomial prior to degree elevation. It follows therefore that either the probability distribution, or its parameters, change when the polynomial is degree elevated. More generally, the error models (2) and (9), the Gaussian error model, and their bivariate equivalents, are only valid for polynomials prior to degree elevation. This restriction is important when condition numbers of degree elevated polynomials are derived, and this is considered in Sections 3 and 4.
Condition numbers of univariate degree elevated polynomials
Expressions for the componentwise and normwise condition numbers of univariate degree elevated Bernstein polynomials are considered in this section. The componentwise error model (2) is frequently used to represent roundoff errors, but some of the assumptions implicit in it are not satisfied [2, 6] . In particular, it is often assumed that roundoff errors are random, weakly correlated and distributed continuously over a very small interval, but they are not random, they are often correlated, and they frequently behave more like discrete than continuous random variables. The constant c is therefore called the componentwise relative error in the coefficients, and not the relative roundoff error.
The derivation of the condition numbers of a root x 0 of a polynomial requires that it be well separated from its nearest neighbouring distinct root x 1 . Failure to satisfy this requirement implies that the distance between x 0 and x 1 must be considered in the expressions for the condition numbers [9] .
Uniform probability distribution of the perturbations in the polynomial coefficients
The following theorem is established in [3] . 
It was stated above that (2) is a simple model of roundoff error, and this can be seen by noting that the condition numbers of the roots x 0 = 0 and x 0 = 1 are zero, that is, model (2) predicts that these roots are unaffected by the addition of a small random perturbation to the coefficients. This is incorrect because roundoff error causes a change in the values of these roots, and it demonstrates the limitation of (2) as a realistic model of roundoff error.
It is important to note that the error model (2) is applied to the lowest degree n of the polynomial because this is the degree at which the perturbations in the coefficients have a uniform distribution. This point, which is explained in Section 2, is used frequently in the proofs in the paper.
The next theorem extends Theorem 1 to the situation that occurs when p(a (n) , x) is degree elevated. 
By definition, p(a (d) , x 0 ) = 0, and it is assumed that the change a (d) in the coefficients a (d) causes a change x 0 in the root x 0 , that is,
from which it follows that
and hence
The degree elevation formulae for the perturbations in the coefficients from degree n to degree (n + 1) are stated in (5) and (6), and it is easily shown that they are valid from degree (d − 1) to degree d [3] , that is,
and
If only the terms of lowest order are retained, then (15) and (16) yield
since x 0 is an m-tuple root. The simplification of the second of these three expressions yields
It is easily verified that
and for k = 1, . . . , d − 2,
The substitution of (19), (20) and (21) into (18) yields
and thus it follows from (17) that
This equation shows that (17) is unaltered when d is changed to (d − 1), that is, when the degree of the polynomial is reduced from d to (d − 1). It therefore follows that the successive changes
and thus from (2)
Hence
, and since
it follows from (13) that the componentwise condition numbers of the real root x 0 of p(a (n) , x), and its degree elevated forms p(a (d) , x), d = n + 1, n + 2, . . . , are equal.
The result for the componentwise perturbations (2) in Theorems 1 and 2 is now extended to the normwise perturbation (9) . Only brief details of the proof are given because it is very similar to its componentwise equivalent.
A minor modification to the proof of Theorem 1 enables the following result to be established.
Theorem 3. Let the coefficients a (n) i of p(a (n) , x) be perturbed to a (n)
i + a (n) i , where (9) is satisfied. Let the real root x 0 of p(a (n) , x) have multiplicity m, and let one of these m roots be perturbed to x 0 + x 0 due to the errors in the coefficients. The normwise condition number of x 0 is
The next theorem, which is the normwise equivalent of Theorem 2, shows that the normwise condition number of a root of a polynomial is unaltered by degree elevation.
Theorem 4. Let x 0 be a real root of arbitrary multiplicity m of p(a (n) , x). Then the normwise condition numbers of the root x 0 of p(a (n) , x) and its degree elevated forms p(a (d) , x), d
Proof. The proof of the theorem follows that of Theorem 2 up to (22), where the Cauchy-Schwarz inequality
is invoked. The rest of the proof follows easily by using (9).
Gaussian probability distribution of the perturbations in the polynomial coefficients
The results in Section 3.1 can be extended to include the situation that occurs when the perturbations a (n) i , i = 0, . . . , n, are drawn from a Gaussian distribution with zero mean. In particular, using the proof of Theorem 2 and the results in [8, 10] , it is easy to show that the condition numbers of a polynomial and its degree elevated forms are identically equal for this class of perturbation. This result is therefore consistent with the results for the componentwise and normwise perturbations considered in Theorems 2 and 4, respectively.
The theorems in this section and Section 3.1 show that degree elevation does not change the condition of a univariate polynomial. The next section considers a regular point P on an algebraic curve f (x, y)=0, and it is shown that degree elevation of the bivariate polynomial f (x, y) does not change the condition of P. The results in the two sections are therefore consistent. It is assumed that the regular point is remote from its nearest singular point, that is, a point at which f x = f y = 0. This assumption is the bivariate equivalent of the requirement for univariate polynomials, stated in Section 3, that distinct roots of a univariate polynomial be well separated, and it allows only the lowest order terms in the Taylor expansion of f (x, y) to be considered.
Condition numbers of bivariate degree elevated polynomials
The proofs in this section are similar to those in Section 3.1, but they are slightly more complicated because bivariate polynomials are now considered. In particular, a point on a perturbed degree elevated curve is considered, and after making the usual first order approximation, the degree elevation formula is used repeatedly until no further degree reduction is possible, at which stage the componentwise and normwise error models are imposed on the perturbations in the polynomial coefficients. There exists, however, an important difference between the condition numbers for univariate and bivariate polynomials because the latter are expressed in terms of the normal component, rather than the magnitude, of the perturbation at a point. In particular, if [n x 0 n y 0 ] is the unit normal vector at the regular point P on the curve f (x, y) = 0, then the componentwise and normwise condition numbers at P are defined as, respectively,
for a first order perturbation in the coefficients of the polynomial f (x, y).
Since the derivation of the numerical condition of bivariate degree elevated Bernstein polynomials is very similar to that of univariate polynomials, only the results will be stated.
Condition numbers for a tensor product Bernstein polynomial
An algebraic curve that is expressed in the tensor product Bernstein polynomial is defined as
where the tensor product Bernstein basis functions
for i = 0, . . . , m, and j = 0, . . . , n. The degree elevation formula for the coefficients a An expression for the componentwise condition number at a regular point on the curve (23) is stated in the following theorem, which is derived in [4] . 
where s is the normal component of the perturbation vector at P, The extension of the proofs in Section 3 from a univariate polynomial to a bivariate polynomial shows that the condition number (24) is unchanged when f (a (m,n) , x, y) is degree elevated. Furthermore, it is easily shown that if a normwise perturbation in the coefficients, then the componentwise condition number c (f (a (n) 
As for the case of a tensor product Bernstein polynomial, it is easy to show that the condition number (26) and its normwise extension are unchanged when f (a (n) , x, y) is degree elevated.
Computational experiments
This section describes two experiments that verify the theoretical results in Section 3.
Example 2.
The componentwise condition number of each root of the Bernstein polynomial p(a (9) 
was calculated using (13) with c = 10 −7 . Each coefficient a (9) i was perturbed by a (9) i r i c , where r i is a uniformly distributed random variable in the range [−1, +1]. Degree elevation was then performed on this perturbed polynomial, and its roots were computed. The experiment was repeated 49 times and the average displacement of each distinct root was calculated over the 50 runs in order to calculate the ratio average relative root displacement c .
This quantity is the computed componentwise condition number when the polynomial (27) is degree elevated once. Noise with the same probability distribution and value of c was then added to the polynomial (27) and this perturbed polynomial was degree elevated twice. The roots of this polynomial were computed, and the average displacement of each distinct root was computed over 50 runs. This enabled the quantity (28) to be calculated for each of these roots. This procedure was repeated by degree elevating the polynomial (27) 3, 4, . . . , 7, 8, times, and thus computed values of the componentwise condition number of each root, for each level of degree elevation, were obtained. The results of the experiments are shown in Fig. 1 and it is seen that there is very good agreement between the computed and theoretical values of the condition number of each root. These theoretical values are obtained by using (13) for each degree elevation, and it is noted that the computed values are slightly smaller than the theoretical values. This is expected because the theoretical values of the condition numbers are, by definition, worst case upper bound measures, but the computed values are obtained by averaging over many perturbed polynomials. Despite this difference, it is readily apparent that the condition number of each root is unaltered by degree elevation of the polynomial. The procedure described above was then repeated with Gaussian noise of zero mean and standard deviation a = 10 −7 . The results of these experiments are shown in Fig. 2 , where the computed condition number of each distinct root is defined as the ratio average relative root displacement and the theoretical value of the average relative root displacement of each distinct root is calculated from Eq. (12) in [8] or Eq. (16) in [10] . It is seen that there is excellent agreement between the theoretical and computed values of the condition numbers, and that they are unchanged when the polynomial is degree elevated.
Example 3. The procedure described in Example 2 was repeated for the polynomial
using the values of c and a in Example 2. The results are shown in Figs. 3 and 4 , and it is seen that there is excellent agreement between the theoretical and computed condition numbers. Fig. 3 shows that the theoretical condition number of each distinct root for a uniform probability distribution of the perturbations in the polynomial coefficients is slightly larger than its computed value, but this small difference is expected, as explained above. These two figures verify the theoretical result that the condition numbers of the roots are unchanged when the polynomial is degree elevated.
Summary
This paper has considered the numerical condition of univariate and bivariate degree elevated Bernstein polynomials. Several different measures of stability were used and it was shown that all of them are unchanged when the polynomial is degree elevated. The theoretical results were confirmed computationally, and very good agreement between them and their computed values was obtained.
It was shown that the standard componentwise and normwise error models of the perturbations in the coefficients of a polynomial are only valid before the polynomial is degree elevated. In particular, it was shown that, in general, the probability distribution of the perturbations in the coefficients of a polynomial changes when the polynomial is degree elevated. Even in those circumstances in which the distribution is unaltered, its parameters necessarily change because the covariance matrix changes as a consequence of degree elevation. 
