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Abstract
We discuss how to solve rather general structured controller design problems by convex
optimization. In our main contribution we develop, under a specific one-block hypothesis on
just one subsystem in the feedback interconnection, a semi-definite programming algorithm
that allows to design controllers whose McMillan degree is bounded in terms of the underlying
plant description. As an additional goal, we reveal the close interplay between structural con-
troller design and so-called multi-objective control problems in which one imposes structural
performance specifications on the closed-loop system. Finally, we include various motivations
for the relevance of extending our results in several directions. © 2002 Elsevier Science Inc.
All rights reserved.
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1. Introduction
It is by now well understood that centralized single-objective controller design
can be realized by efficient convex optimization techniques, as it emerged for the
H∞-control problem in [6,10] and as extended in [11,22] to arbitrary performance
specifications that admit a description in terms of the solvability of linear matrix
inequalities (LMIs).
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Fig. 1. Standard tracking configuration.
Let us briefly sketch the general paradigm on the basis of the standard tracking
configuration as depicted in Fig. 1 [23]. A typical goal is to achieve a small tracking
error with a bounded control effort. This amounts to specific shapes of the magni-
tude plots of the sensitivity transfer function r → e and of the controller sensitivity
function r → u in the frequency domain. With designer chosen weighting functions
W1 and W2, such loop-shaping requirements are translated into minimizing the H∞-
norm (the peak singular-value over frequency) of the transfer matrix from input r to
outputs z1, z2. In robust control it has turned out extremely powerful to formulate
the corresponding design problem in the abstract setting of the so-called generalized
plant framework. This just amounts to disconnecting the controller and to deter-
mine the transfer matrices related to those signals that allow to describe the desired
system behavior, the so-called performance channel r → ( z1
z2
), and those which can
be measured and actuated, the so-called control channel u→ e. By inspection we
obtain
z1z2
e

 =

We −WeG0 Wu
I −G

(r
u
)
=
(
P11 P12
P21 P22
)
︸ ︷︷ ︸
P
(
r
u
)
.
The controlled system can then be obtained by the operation(
z1
z2
)
=
(
P11 + P12K(I − P22K)−1P21
)
︸ ︷︷ ︸
S(P,K)
r
which has been called lower linear fractional transformation (LFT) or star-product
of P and K; as indicated we use the abbreviation S(P,K) in this paper.
The standard H∞-control problem is to minimize the closed-loop system’s H∞-
norm ‖S(P,K)‖∞ over all controllers K which internally stabilize P. A structurally
elegant and computationally efficient solution is based on linear matrix inequalities.
For this purpose one just determines a minimal realization(
P11 P12
P21 P22
)
=

A B1 B2C1 D1 D12
C2 D21 0

 ,
where P22 is assumed strictly proper without loss of generality. (On the right-hand
side we employ the standard notation for transfer matrices defined by realizations,
distinguished from partitioned matrices by square brackets and thicker lines.) The
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central result of [6,10] can then be formulated as follows: there exists an internally
stabilizing controller which renders ‖S(P,K)‖∞ < γ satisfied iff there exist sym-
metric matrices X, Y which satisfy the LMI system(
Y I
I X
)
> 0,
T


I 0
A B1
0 I
C1 D1


T 
0 X 0 0
X 0 0 0
0 0 −γ I 0
0 0 0 1
γ
I




I 0
A B1
0 I
C1 D1

 < 0,
T


AT CT1−I 0
BT1 D
T
1
0 −I


T 

0 Y 0 0
Y 0 0 0
0 0 − 1
γ
I 0
0 0 0 γ I




AT CT1−I 0
BT1 D
T
1
0 −I

 > 0,
where  and  are basis matrices of ker(C2 D21) and ker(BT2 D
T
12), respectively.
Since recent years have witnessed the emergence of fast numerical algorithms for
solving linear matrix inequalities, it is possible to not only test the feasibility of
this LMI system, but to even directly minimize the bound γ for the determination
of the optimal achievable attenuation level. Once the optimal level if found it is
straightforward to actually compute a corresponding controller K which achieves
this level, and the McMillan degree of K equals that of P.
Practical design tasks will always involve various adjustments of the weighting
functions until satisfactory closed-loop system transfer functions are obtained. In our
example we needed to combine both channels r → z1, r → z2 into one specification
in order to apply standard H∞-control. For tuning purposes it is beneficial to be able
to impose a bound on both channels individually. This results in the problem of mini-
mizing γ over all controllers K which render both H∞-norms of r → z1 and r → z2
smaller than γ . We arrive at a so-called multi-objective control problem as appearing
with further motivations (in particular for using different norm specifications for
different performance channels in order to more appropriately reflect the desired
objectives on the closed-loop system) in [3,4,9,16,17,20,25]. With suitable constant
selection matrices P z1 , P
z
2 and P
w
1 , P
w
2 , the corresponding structured performance
specification can be expressed as
‖P z1 S(P,K)Pw1 ‖∞ < γ and ‖P z2 S(P,K)Pw2 ‖∞ < γ.
In our simple example we would choose P z1 = (1 0), P z2 = (0 1), Pw1 = Pw2 = 1.
Let us sketch one solution strategy for multi-objective control problems. The first
step is to introduce the Youla parameterization of all stabilizing controllers [5]. At
this point we only stress its key feature of parameterizing the set of all closed-loop
transfer matrices S(P,K) which result from stabilizing controllers as
{T1 + T2QT3:Q ∈ RH∞},
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where T1, T2, T3 ∈ RH∞ are easily computed from P, and RH∞ denotes the set
of all proper and stable transfer matrices of appropriate dimension. With this re-
parameterization the multi-objective control problem amounts to minimizing γ over
all Q ∈ RH∞ which satisfy
‖P z1 (T1 + T2QT3)Pw1 ‖∞ < γ and ‖P z2 (T1 + T2QT3)Pw2 ‖∞ < γ.
For the solution of this infinite dimensional optimization problem one chooses scalar
functions f1, f2, . . . in RH∞ and confines Q to the finite-dimensional subspace of
all transfer matrices which can be represented as
Q1f1 + · · · +QNfN
with matrix valued coefficients Q1,Q2, . . . ,QN . In [19,21] we have suggested a
direct LMI technique to numerically solve the resulting finite-dimensional optimiza-
tion problem in an efficient fashion, by providing algorithms for determining both
upper- and lower bounds on the optimal value. If the sequence fj , j = 1, 2, . . . ,
has a span which is dense in RH∞ (such as the standard FIR basis for discrete-time
systems) it is possible to compute the optimal value of the original multi-objective
control problem up to an arbitrary a priori given accuracy, if only the length of the
basis is chosen sufficiently large.
This approach has the following disadvantages. It is unclear how to choose the
initial stabilizing controller which is required in the Youla parameterization (for
unstable open-loop systems) and the poles of fj in order to guarantee that the
accuracy of the approximation is satisfactory without letting the number of basis
functions grow too large. For achieving close-to-optimal performance, one will have
to resort to rather long basis expansions which will be reflected in controllers K of
large McMillan degree. In general, if approaching optimality, the McMillan degree
of K will be unbounded. It is most unfortunate for the engineering practice that
no technique exists which allows to circumvent this controller order explosion if
approaching optimality, as possible for single-objective design problems.
The obstacles are more severe when trying to impose structural constraints not
only on the performance specification but also directly on the controller. In our ex-
ample, if G is a MIMO system it might be of practical interest, due to restrictions
on the complexity of the control structure or of the communication infrastructure for
information exchange, to confine K to be diagonal with blocks of an a priori given
fixed size. In general it is not difficult to translate the H∞-optimization problem
under such structural controller constraints into optimization problems over bilinear
matrix inequality constraints [12]. However, these are typically as hard to tackle as
general nonlinear programs, and it is presently unknown how to transform them into
efficiently solvable convex programs.
The main goal of this paper is to discuss how to solve a specific but still rather
general class of structured controller design problems by convex optimization
without the above sketched disadvantages. In particular, in our main contribution we
develop, under a suitable one-block hypothesis on just one subsystem in the feedback
interconnection, an LMI-based algorithm that allows to design controllers whose
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McMillan degree is bounded in terms of that of the underlying plant description.
In addition we reveal the close interplay between structural controller design and
multi-objective performance specifications on the closed-loop system. Apart from
the main technical contribution, our purpose is to include various motivations for the
relevance and practical need to extend these results in several directions.
The paper is organized as follows. In Section 2 we reveal how to reduce the
decentralized control problem for specific system structures to what we call LFT-
model-matching. Section 3 contains a full solution of the LFT-model-matching prob-
lem if at least one system in the interconnection satisfies a one-block hypothesis.
The proof of our main result is found in Appendix A. In Section 4 we consider the
specializations to multi-objective H∞-control and to designing robustly stabilizing
controllers with an exact disturbance decoupling constraint. Throughout this paper
we assume that all model and controller components admit a description in terms of
linear time-invariant finite-dimensional differential equations.
2. Structured controller design
As discussed in Section 1, the problem of centralized (one controller component)
design for various single-objective (one performance channel) specifications has
found an elegant solution in quite some generality. Unfortunately, the other extreme
of designing decentralized or structured multi-objective controllers is far from having
a satisfactory solution.
This is the motivation for trying to identify a class of special problems for which
structured controller design is tractable and that is sufficiently general to be of prac-
tical interest. A variety of interesting instances has been recently suggested in
[7,27,28]. Let us consider the paradigm example of a configuration with a leader
and follower structure depicted in Fig. 2 as appearing in platooning or formation
flight control. Here the first interconnection involving G1,K1, the leader, commu-
nicates some (reference) signals to the second interconnection, the follower, formed
by G2,K2. What is the distinguishing feature of the chain-interconnection? If
suitably partitioning G1,G2,K1,K2 according to the corresponding input–output
signals, a simple computation reveals that the controlled system can be seen as
interconnecting
Fig. 2. Chain interconnection structure.
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
z1
z2
y1
y2

 =


G111 0 G
12
1 0
G122 G
21
1 G
11
2 G
12
2 G
22
1 G
13
2
G311 0 G
32
1 0
G222 G
21
1 G
21
2 G
22
2 G
22
1 G
23
2




w1
w2
u1
u2

 (1)
with (
u1
u2
)
=
(
K111 0
K122 K
21
1 K
11
2
)(
y1
y2
)
. (2)
We hence observe that the control channel (u1 u2)→ (y1 y2) in (1) has a lower
block triangular structure, and that this structure is matched with that of the controller
(2). Note that this structure remains invariant under summation, multiplication, and
inversion (if the corresponding matrix is non-singular). Let us now point out the
consequences if performing the Youla parameterization for(
y1
y2
)
=
(
P11 0
P21 P22
)(
u1
u2
)
controlled by
(
u1
u2
)
=
(
K11 0
K21 K22
)(
y1
y2
)
.
If P11, P12, P22 are stable, we recall that the Youla parameter is defined as(
Q11 0
Q21 Q22
)
=
(
K11 0
K21 K22
){
I −
(
P11 0
P21 P22
)(
K11 0
K21 K22
)}−1
.
Hence the transformation K → Q and, as easily shown, its inverse preserve this tri-
angular block structure as well. Therefore we can simply parameterize all structured
stabilizing controller with structured Youla parameters [7,24,27,28].
Let us clarify that the same property holds true if P11, P21, P22 are not necessarily
stable. We proceed by state-space arguments and choose minimal realizations
P =
(
P11 0
P21 P22
)
=

A B1 B2C1 D11 0
C2 D21 D22

 ,
K =
(
K11 0
K21 K22
)
=

 F G1 G2H1 J11 0
H2 J21 J22

 .
Since C1(sI − A)−1B2 = 0, the controllable subspace of (A,B2) must be contained
in the unobservable subspace of (A,C1). This implies (Kalman decomposition) that
one can choose state-coordinates with[
A B2
C1 0
]
=

A11 0 0A21 A22 B22
C11 0 0

 .
Hence the realizations of P and, with the same reasoning, of K can be taken with the
structure
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P =


A11 0 B11 0
A21 A22 B21 B22
C11 0 D11 0
C21 C22 D21 D22

 , K =


F11 0 G11 0
F21 F22 G21 G22
H11 0 J11 0
H21 H22 J21 J22

 .
Using the Hautus-test, it can be easily verified along standard lines that there ex-
ists a triangularly structured controller K which internally stabilizes P if and only
if (A11, B11), (A22, B22) are stabilizable and (A11, C11), (A22, C22) are detectable,
respectively. Therefore we can find structured real matrices
M =
(
M11 0
M21 M22
)
and L =
(
L11 0
L21 L22
)
(actually even with M21 = 0 and L21 = 0) which render A+ BL,A+MF stable,
and we can define the transfer matrix(
Y11 Y12
Y21 Y22
)
=

A+ BL+MC −M BL 0 I
−C I 0


whose four sub-blocks have as well a lower triangular structure. It is well known that
any stabilizing controller is given by
K = Y11 + Y12Q(I − Y22Q)−1Y21 (3)
with some proper and stable Youla parameter Q. If this parameter is chosen triangu-
lar,
Q =
(
Q11 0
Q21 Q22
)
,
the corresponding controller K will be triangular. Conversely, if K is triangular, we
haveQ = (I + ZY22)−1Z withZ = Y−112 (K − Y11)Y−121 which reveals that Q admits
the same structure as K. Hence the set of all triangular and stabilizing controllers
K can be parameterized as (3) where Q freely varies over all stable and triangular
transfer matrices.
As stressed in Section 1, after performing the Youla parameterization the transfer
matrix of the controlled system is described as T1 + T2QT3 with easily computed
T1, T2, T3 ∈ RH∞. This can be rewritten as
T1 + T 112 Q11T 113 + T 212 Q21T 213 + T 222 Q22T 223
in the unstructured proper and stable transfer matrices Q11,Q21,Q22. Let us stress
that this additive structure is achieved despite the fact that the original interconnec-
tion cannot, in general, be decomposed into a sum of controlled systems in which
each term only depends on K11,K21,K22, respectively! Hence the Youla parameter-
ization not only has a linearizing but also a structurally decomposing effect on the
controlled system. Moreover, we observe that these structural properties are inde-
pendent of any particular property of the transfer matrices
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w1
w2
)
→
(
z1
z2
)
,
(
u1
u2
)
→
(
z1
z2
)
,
(
w1
w2
)
→
(
y1
y2
)
in (1). For example, we could easily allow for a common disturbance entering both
G1 and G2 in the interconnection 2 without destroying the derived properties. Even
more generally, the same arguments apply to diagonal and general upper- and low-
er block triangular structures for plant and controller with more than two block
rows/columns, and their direct matrix sum combination.
This discussion leads us to the starting point for our general problem formulation:
The controlled system is assumed to be described as
R0 + S0Q0T0 +
k∑
j=1
SjQjTj
with given proper and stable data matrices R0, S0, T0, Sj , Tj and proper, stable un-
structured Youla parameters Q0,Qj , j = 1, . . . , k. Our solution technique will in
fact not require R0 + S0Q0T0 to depend affinely on Q0. Instead we can assume
that this transfer matrix is obtained by interconnecting some (possibly unstable)
generalized plant Pˆ with a stabilizing controller Kˆ to form the closed-loop system
S(Pˆ, Kˆ).
Problem formulation. Given a generalized plant Pˆ and proper, stable transfer ma-
trices Sj , Tj , solve the problem∥∥∥∥∥∥S(Pˆ, Kˆ)+
k∑
j=1
SjQjTj
∥∥∥∥∥∥∞ → min (4)
over all controllers Kˆ which internally stabilize Pˆ, and over all proper and stable
Youla parameters Qj .
Warning. For differentiable convex functions f : R2 → R that are bounded from
below it is well known that one can reach the global minimum by iteratively minimiz-
ing f (x1, x2) over x1 (for fixed x2) and over x2 (for fixed x1). Such a coordinate min-
imization strategy is easily generalized to the problem of minimizing F(Q1,Q2) :=
‖R + T1Q1S1 + T2Q2S2‖∞ over Q1,Q2 ∈ RH∞. Note that F is obviously convex.
Hence one might suspect that the iterative minimization of F(Q1,Q2) over Q1 (for
fixed Q2) and over Q2 (for fixed Q1), both of which just amount to solving simple
H∞-optimization problems, converges as well to the global minimum of F. Let us
give a counterexample to show that this simplistic idea can fail miserably, casting
considerable doubts on many of such iterative schemes suggested in the literature.
Let us consider the continuous-time problem
min
q1,q2 stable
∥∥∥∥ s − 1s + 1q1 + s − 2s + 2q2
∥∥∥∥∞
whose optimal value is 0. However, let us now start the suggested iteration with an
arbitrary constant q01 /= 0. Then minimizing over q2 results in the optimal value γ =
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|q01 (2 − 1)/(2 + 1)| with optimal solution q2(s) = (s + 2)/(s − 2)[γ − |q01 |(s − 1)
/(s + 1)]. In a second step we thus have to minimize∥∥∥∥ s − 1s + 1
[
q1 − |q01 |
]
+ γ
∥∥∥∥∞
over q1, with optimal value γ and optimal solution q1 = |q01 |. We conclude that the it-
eration is immediately stuck in a 2-periodic behavior without achieving any progress
for the function to be minimized. Even worse, we can get stuck with an arbitrary
(non-negative) value of γ with a suitable initial q01 . Note that similar examples can
be constructed for finite-dimensional problems in R2.
The solution strategy which has been sketched for multi-objective control prob-
lems in Section 1 could as well be applied to the control problem under investigation.
However, it is strongly desirable to be able to solve the problem with an a priori
bound on the McMillan degree of Kˆ and Qj if approaching optimality.
In the main technical contribution of this paper we reveal this to be possible if the
minimization of ‖S(Pˆ, Kˆ)‖∞ over Kˆ corresponds to a one-block H∞-problem in
the terminology of the operator-theoretic framework [5]. Without any additional hy-
potheses on the remaining data, it turns out that we can explicitly design Kˆ and Qj
by solving a suitably defined set of linear matrix inequalities. We can extract explicit
formulas for the McMillan degrees of Kˆ and Qj in terms of the data Pˆ, Sj , Tj .
Finally, our algorithm is formulated directly in terms of the original matrices with-
out the need for any intermediate transfer matrix manipulations as occurring in the
interpolation approach [13,14].
3. Solution of LFT-model-matching problem
Let us introduce the state-space realization(
z1
y1
)
=

 Aˆ Bˆ1 Bˆ2Cˆ1 Dˆ1 Dˆ12
Cˆ2 Dˆ21 0


︸ ︷︷ ︸
Pˆ
(
w1
u1
)
of Pˆ. As the only hypothesis we assume that Dˆ12 and Dˆ21 are square and non-
singular. By a simple coordinate changes one can transform both matrices to the
identity which simplifies all the formulas to follow.
Assumption. Dˆ12 = I and Dˆ21 = I .
In contrast to the classical operator theoretic or interpolation approaches to H∞-
control as developed in [1,5], it is important to note that we do not require any condi-
tion on the finite zeros (location, multiplicity) of these transfer matrices. In particular
we allow for zeros on the imaginary axis. Moreover, it is not necessary to introduce
the Youla parameterization of all stabilizing controllers for Pˆ.
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If we define
P =


0 S1 · · · Sk
T1 0 · · · 0
...
...
...
Tk 0 · · · 0

 and K = diag(Q1, . . . ,Qk) (5)
we observe that
∑k
j=1 SjQjTj just equals S(P,K). Our problem solution proceeds
on the basis of a state-space realization ofP. Since the right-lower block ofP in the
indicated partition vanishes, we can choose a suitable realization (similarly as in
Section 2) with the block structure
P =


A11 A12 B11 B12
0 A22 B21 0
C11 C12 0 D12
0 C22 D21 0

 .
It is neither taken into account nor technically relevant for our approach whether
the left-upper block of P vanishes, or whether the matrices themselves have any
particular fine-structure (as is true if P in (5) is obtained by merging realizations of
Sj , Tj ).
Finally, the algorithm will lead to realization matrices of the Youla parameters Qj
which are denoted as
Qj =
[
Kj Lj
Mj Nj
]
,
K =
[
K L
M N
]
=
[
diag(K1, . . . , Kk) diag(L1, . . . , Lk)
diag(M1, . . . ,Mk) diag(N1, . . . , Nk)
]
.
(6)
Our problem is hence compactly expressed as minimizing γ for which one can
achieve
‖S(Pˆ, Kˆ)+ S(P,K)‖∞ < γ (7)
with some Kˆ that stabilizes Pˆ and some stable K with a given block-diagonal
structure. The corresponding interconnection-structure is depicted in Fig. 3(a) which
motivates to call this problem LFT-model-matching.
This formulation leads us to the main idea for the problem solution. For fixed K
we have clarified in Section 1 how to characterize the existence of Kˆ stabilizing
Pˆ and guaranteeing (7) in terms of linear matrix inequalities. Unfortunately, the
resulting conditions are not directly convex in the parameters that describe K. The
main technical contribution of this paper is a novel separation and parameter trans-
formation technique which allows to translate these non-convex matrix inequalities
into genuine linear matrix inequalities. It turns out that one can test whether a bound
γ can be achieved by solving a finite-dimensional LMI problem of fixed size. If
feasible it is then possible to directly design both the Youla parameters Qj and the
controller component Kˆ.
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Fig. 3. LFT-model-matching configurations.
Our main result is presented by listing the steps of the underlying algorithm, by
formulating the main result, and by both justifying and explaining the details of the
algorithm in the proof which is found in Appendix A.
Step 1. Determine basis matrices R0, S0 of the generalized C0 ∪ C+-eigenspaces
of Aˆ− Bˆ1Cˆ2, (Aˆ− Bˆ2Cˆ1)T, respectively. Compute the unique matricesAR,AS with
spectrum in C0 ∪ C+ that satisfy
(Aˆ− Bˆ1Cˆ2)R0 = R0AR and (S0)T(Aˆ− Bˆ2Cˆ1) = AS(S0)T.
Step 2. Find the unique solutions R02, S
0
1 of
A22R
0
2 − R02AR − B21Cˆ2R0 = 0, (8)
AS(S
0
1)
T − (S01)TA11 + (S0)TBˆ2C11 = 0. (9)
Define CR = C22R02 −D21Cˆ2R0 and BS = −(S01)TB12 + (S0)TBˆ2D12 and parti-
tion the rows ofCR and the columns of BS according to the column partition of L and
the row partition of M, respectively. Determine orthogonal matrices (UejUj ),(VejVj )
such that the columns of Uj , Vj span the unobservable subspaces of (AR,CRj ),
(ATS, B
T
Sj ), respectively. Note that this implies observability of (U
T
ejARUej , CRjUej )
and controllability of (V TejASVej , V
T
ejBSj ).
Step 3. Solve the system of linear matrix inequalities(
ATRXR +XRAR − γ (R0)TCˆT2 Cˆ2R0 ∗
C11R1 + (C12 +D12NC22)R02 +D12M + (Cˆ1 − Dˆ1Cˆ2)R0 −γ I
)
< 0,
(10)

ASYS + YSATS − γ (S0)TBˆ2BˆT2 S0
(S01)
T(B11 + B12ND21)+ ST2B21
+ LD21 + (S0)T(Bˆ1 − Bˆ2Dˆ1)
∗ −γ I

<0,
(11)
650 C.W. Scherer / Linear Algebra and its Applications 351–352 (2002) 639–669(
XR ∗
(S01)
TR1 + ST2R02 +
∑k
j=1 Zj + (S0)TR0 YS
)
> 0 (12)
over the affine equality constraints
A11R1 − R1AR + B12M + (A12R02 − B11R0)+ B12NCR = 0, (13)
ASS
T
2 − ST2A22 + LC22 + [(S01)TA12 + (S0)TBˆ2C12] + BSNC22 = 0, (14)
ASZj − ZjAR + BSjMj − LjCRj = 0, j = 1, . . . , k, (15)
MjUj = 0, ZjUj = 0, V Tj Lj = 0, V Tj Zj = 0, j = 1, . . . , k (16)
for the variables XR, R1, M = (MT1 · · · MTk )T, and YS, S1, L = (L1 · · · Lk) and
Zj , and the block-diagonal N = diag(N1, . . . , Nk).
Step 4. Choose arbitrary L1j and M2j for which UTejARUej − L1j (CRjUej ) and
V TejASVej + (V TejBSj )M2j have their eigenvalues in C−, and specify K by defining
for j = 1, . . . , k:[
Kj Lj
Mj Nj
]
=


UTejARUej − L1j (CRjUej ) 0 L1j
V TejBSj [MjUej −M2j (V TejZjUej )] V TejASVej + (V TejBSj )M2j V TejLj
MjUej −M2j (V TejZjUej ) M2j Nj

 .
(17)
Step 5. For the fixedK from Step 4, determine a Kˆwhich stabilizes Pˆ and which
renders (7) satisfied. This is a standard H∞-control problem which can be solved by
any desired technique.
Theorem 1. There exist Kˆ stabilizing Pˆ and a stable block-diagonalK which lead
to (7) if and only if there exist XR, R1, M and YS, S1, L and N (block-diagonal), Z
which satisfy the strict LMIs (10)–(12) and the affine equality constraints (13)–(16).
If the system (10)–(16) is feasible, Steps 4 and 5 define stabilizing Kˆ and K for
which the inequality (7) is achieved.
The proof of Theorem 1 is found in Appendix Appendix A. Let us conclude this
section by discussing various structural aspects of this problem solution.
(a) Formula (17) provides an explicit realization of the Youla parameters Qj
which define the block-diagonal controller K. We observe that the poles of Qj and
K can be freely assigned without restricting generality. In our opinion this is most
surprising since this structural insight holds true despite the fact thatP does not need
to obey any hypothesis. Assignment of these poles allows for additional freedom in
the practical application of the algorithm.
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(b) The transfer matrix (17) has the structure
 F11j 0 G1jF21j (Mj , Zj ) F22j G2j (Lj )
H1j (Mj , Zj ) H2j Nj


which explicitly reads as
H1j (Mj , Zj )(sI − F11j )−1G1j +H2j (sI − F22j )−1G2j (Lj )
+H2j (sI − F11j )−1F21j (Mj , Zj )(sI − F22j )−1G1j
with functions F21j (Mj , Zj ), G2j (Lj ), H1j (Mj , Zj ) that are affine in Lj ,Mj , Zj .
Note that this parameterization can be computed purely in terms of the underlying
open-loop system data as described in Steps 1 and 2. This implies that we have deter-
mined an affine parameterization of K in terms of the matrix variables Lj ,Mj , Zj
which are subject to the affine constraints (15),(16). Therefore we can apply the
general parametric-dynamic optimization procedure as presented in [19,21] in or-
der to directly design Kˆ and the parameters defining K such that ‖S(Pˆ, Kˆ)+
S(P,K)‖∞ is minimized.
(c) We note that the C0 ∪ C+-eigenvalues of Aˆ− Bˆ1Cˆ2 and Aˆ− Bˆ2Cˆ1 corre-
spond to the points of rank deficiency (invariant zeros) of(
Aˆ− sI Bˆ1
Cˆ2 Dˆ21
)
and
(
Aˆ− sI Bˆ2
Cˆ1 Dˆ12
)
(18)
in the closed right-half plane. Hence the sizes nR, nS of AR,AS are determined
through the corresponding algebraic C0 ∪ C+-zero structures of these two pencils.
The corresponding pencils for P are defined by the realizations
A11 A12 B110 A22 B21
0 C22 D21

 = [A22 B21
C22 D21
]
and 
A11 A12 B120 A22 0
C11 C12 D12

 = [A11 B12
C11 D12
]
.
Hence Step 2 provides, through the determination ofR0, CR and S0, BS , respectively,
a description of the algebraic interaction of these finite zero structures which is rel-
evant to the solution of our problem. To be more specific, the dimensions nRj and
nSj of the controllable subspaces of (ATR,C
T
Rj ) and (AS, BSj ) (the orthogonal com-
plements of the unobservable subspaces of (AR,CRj ) and (ATS, B
T
Sj ), respectively)
determine how many poles have to be chosen for the Youla parameterQj . Depending
on the specific problem it could very well happen that CRj and BSj vanish such that
Qj involves no dynamics, or that these controllable subspaces have full dimension
such that one has to use dim(AR)+ dim(AS) poles to parameterize Qj .
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In any case, even if approaching optimality, the McMillan degrees of Qj are a
priori bounded by nRj + nSj , respectively. This implies that the degree of S(P,K)
is bounded by deg(P)+∑kj=1(nRj + nSj ). This in turn implies that the degree of
Kˆ is at most equal to
deg(Pˆ)+ deg(P)+
k∑
j=1
(nRj + nSj ).
Note that a simple a priori bound is just given by (2k + 1) ∗ deg(Pˆ)+ deg(P).
(d) The computational complexity of the algorithm is almost exclusively related to
that of solving (10)–(16) which, in turn, depends on the sizes of the inequalities and
the number of variables for which one can easily derive explicit formulas in terms of
the descriptions of Pˆ and P. Somewhat more explicitly, the sizes of XR, YS, Zj are
nR, nS, nS × nR and thus depend on the C0 ∪ C+-zero structure of Pˆ. The sizes of
(
R1
M ) and
(
ST2 L
)
are #columns
(
C11 D12
)× nR and nS × #rows( B21D21 ) which are
related to both the specifics of Pˆ and P. Finally, the size of N is just determined by
the to-be-constructed K. Depending on the spectral properties of AR,AS,A11, A22
and the sizes of Uj , Vj , the affine equation constraints (13)–(16) might lead to a
considerably reduction of the number of unknowns.
(e) We stress again that the γ -independent bound on the controller order is the
crucial result of this paper and should be contrasted with alternative suggestions
to solve multi-objective or structured control design problems by expanding the
Youla parameter as sketched in Section 1. These approaches suffer as well from the
disadvantage that the convergence of the approximation scheme strongly depends
on the initially chosen stabilizing controller to perform the Youla parameterization.
This is different in our approach since we solve the problem exactly, without any
intermediate approximation step.
(f) We included a detailed discussion for the continuous-time H∞-norm as a per-
formance specification. Nevertheless it is straightforward to work out the extensions
of our results to various alternative measures of performance which admit an LMI
representation, such as requiring the closed-loop system to be positive real or impos-
ing general quadratic performance specifications, and to the corresponding versions
for discrete-time systems [11,22].
(g) Let us sketch at this point four interesting points for further research. First,
a careful cancellation analysis might reveal that the McMillan degree of Kˆ can, as
we suspect, be bounded by the degree of Pˆ+∑kj=1(nRj + nSj ). Second, it would
be interesting to avoid the Youla parameterization for the interconnection S(P,K);
this would allow rational dependence of S(P,K) onK and would just requireK to
internally stabilizeP. Third, it is presently unclear how to handle a mixture of norms
imposed on different channels as is possible, for simpler problems, with interpolation
techniques [13,14]. Finally and most importantly, we hope that our approach could
form the basis for overcoming the one-block hypothesis on Pˆ.
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Let us finally remark on how to relax the hypotheses on Dˆ12 and Dˆ21 being
non-singular. If these matrices are square but happen to be rank deficient, we can
regularize them by slight perturbations. More importantly it is possible to apply the
proposed technique if Dˆ12 is wide and Dˆ21 is tall. After perturbation (if necessary)
this amounts to the hypothesis that Dˆ12/Dˆ21 have full row/column respectively. Then
it is possible to find extension Dˆe12, Dˆ
e
21 which render (
Dˆ12
Dˆe12
),
(
Dˆ21 Dˆ
e
21
)
non-
singular, and one can define the extension Pˆe as
z1ze1
y1

 =


Aˆ Bˆ1 0 Bˆ2
Cˆ1 Dˆ1 0 Dˆ12
0 0 0 Dˆe12
Cˆ2 Dˆ21 Dˆ
e
21 0



w1we1
u1

 .
It is obvious that Kˆ stabilizes Pˆ iff it stabilizes Pˆe, and the closed loop transfer
matrices are related as
S(Pˆe, Kˆ) =
(
S(Pˆ, Kˆ) ∗
∗ ∗
)
.
This implies that our original problem can be replaced by minimizing∥∥∥∥∥S(Pˆe, Kˆ)+
(∑k
j=1 SjQjTj Q12
Q21 Q22
)∥∥∥∥∥∞
=
∥∥∥∥∥S(Pˆe, Kˆ)+
k∑
j=1
(
Sj
0
)
Qj
(
Tj 0
)+ (I0
)
Q12
(
0 I
)
+
(
0
I
) (
Q21 Q22
) ∥∥∥∥∥∞
over all Kˆ stabilizing Pˆe and all proper and stable Qj, j = 1, . . . , k, Q12,Q21,
Q22. The extra slack variables Q12,Q21,Q22 serve the purpose to eliminate the
effect of the extension, appearing as blocks ∗ in S(Pˆe, Kˆ), onto the objective func-
tional.
4. Specializations
4.1. Multi-objective H∞-control
As discussed in Section 1, the goal in multi-objective H∞-design for a configura-
tion (
z1
z2
)
=
(
S11(Pˆ, Kˆ) S12(Pˆ, Kˆ)
S21(Pˆ, Kˆ) S22(Pˆ, Kˆ)
)(
w1
w2
)
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(as depicted in Fig. 4(a)) is to minimize the H∞-norm of the channels w1 → z1
and w2 → z2 without taking the interaction channels w1 → z2 and z2 → w1 into
account.
After absorbing suitable constant weighting factors to trade-off the desired norm-
bounds on the two diagonal channels, the problem amounts to minimizing
max{‖S11(Pˆ, Kˆ)‖∞, ‖S22(Pˆ, Kˆ)‖∞} (19)
over all Kˆ which internally stabilize Pˆ. A simple trick shows that this is a specific
version of our problem formulation: For any Kˆ which stabilizes Pˆ, the objective
(19) is obviously identical to
inf
Q1,Q2∈RH∞
∥∥∥∥∥
(
S11(Pˆ, Kˆ) S12(Pˆ, Kˆ)
S21(Pˆ, Kˆ) S22(Pˆ, Kˆ)
)
+
(
0 Q2
Q1 0
)∥∥∥∥∥∞ .
Hence the two-channel multi-objective H∞-control is equivalent to solving
inf
Kˆ stabilizes Pˆ, Q1,Q2∈RH∞
∥∥∥∥S(Pˆ, Kˆ)+
(
0
I
)
Q1
(
I 0
)+ (I0
)
Q2
(
0 I
)∥∥∥∥∞
with the corresponding interconnection depicted in Fig. 4(b). Note that this re-for-
mulation does not require any Youla parameterization! If Pˆ satisfies the one-block
hypothesis, we can therefore directly apply our algorithm to determine an opti-
mal controller Kˆ. In contrast to the solution which has been given in [13,14], our
approach does not involve any arguments from rational interpolation theory [1],
one is not forced to perform any a priori transformation on the plant description Pˆ
(Youla parameterization, extraction of zero structure via computing left- and right-
null pairs, etc.), and it applies to plants Pˆ that are in no additional manner restricted.
In particular, it is not needed to ask the absence of finite zeros on the imaginary axis,
as is often the case for interpolation-theory based approaches.
The specific two-channel situation is easily extended to multiple channels as fol-
lows. Choose two permutation matrices P z and Pw that carry partitions
P z = (P z1 · · · P zk ) and Pw = (Pw1 · · · Pwk ) .
Fig. 4. Two-channel multi-objective control configurations.
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Consider the problem of minimizing γ with
‖(P zj )TS(Pˆ, Kˆ)Pwj ‖∞ < γ, j = 1, . . . , k (20)
over all Kˆ which stabilize Pˆ. Let us denote with Pˆ zj the matrix resulting from P z
by cancelling the jth block column. With literally the same arguments as in the two-
channel situation it is easily seen that (20) is equivalent to
inf
Qj∈RH∞
∥∥∥∥∥∥S(Pˆ, Kˆ)+
k∑
j=1
Pˆ zj Qj (P
w
j )
T
∥∥∥∥∥∥∞ < γ. (21)
This reduces multi-channel H∞-control to the problem under investigation in this
paper.
If compared to the general problem formulation, the distinguishing feature can
be summarized by observing that Sj and Tj in (4) are just constant real instead of
stable dynamic transfer matrices. Since we do not require any specific hypothesis on
these matrices for our problem solution, this comprises more general performance
specifications on S(Pˆ, Kˆ) than those resulting from permutation sub-matrices. For
arbitrary Sj , Tj one needs to identify the related condition that is imposed on the
closed-loop transfer matrix. In the above discussion this identification was elemen-
tary, but in full generality one has to rely on results in matrix extension theory. For
example, we can exploit Parrot’s theorem [5] to conclude
inf
Q∈RH∞
∥∥∥∥∥
(
S11(Pˆ, Kˆ) S12(Pˆ, Kˆ)
S21(Pˆ, Kˆ) S22(Pˆ, Kˆ)
)
+
(
0
I
)
Q
(
I 0
)∥∥∥∥∥∞
= max
{∥∥∥(S11(Pˆ, Kˆ) S12(Pˆ, Kˆ))∥∥∥∞ ,
∥∥∥∥∥
(
S12(Pˆ, Kˆ)
S22(Pˆ, Kˆ)
)∥∥∥∥∥∞
}
.
More complicated structures can be analyzed by using the elimination lemma
[6,8,10,18] or their multiple block extensions as in [15].
In view of the relevance of this specific problem formulation we finally formulate
the simplified design algorithm under the assumption that P is given by (5) with
constant real matrices Sj , Tj , j = 1, . . . , k.
Step 1. Unchanged.
Step 2. Define
CR = −


T1
...
Tk

 Cˆ2R0 and BS = (S0)TBˆ2 (S1 · · · Sk)
with each individual block denoted as CRj , BSj . Determine orthogonal matrices
(Uej Uj ), (Vej Vj ) such that the columns of Uj , Vj span the unobservable subspaces
of (AR,CRj ), (ATS, B
T
Sj ), respectively.
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Step 3. Solve the system of linear matrix inequalities(
ATRXR +XRAR − γ (R0)TCˆT2 Cˆ2R0 ∗∑k
j=1 SjMj + (Cˆ1 − Dˆ1Cˆ2)R0 −γ I
)
< 0,
(
ASYS + YSATS − γ (S0)TBˆ2BˆT2 S0
∑k
j=1 Lj Tj + (S0)T(Bˆ1 − Bˆ2Dˆ1)
∗ −γ I
)
<0,
(
XR ∗∑k
j=1 Zj + (S0)TR0 YS
)
> 0,
over the affine equality constraints
ASZj − ZjAR + BSjMj − LjCRj = 0, j = 1, . . . , k,
MjUj = 0, ZjUj = 0 and V Tj Lj = 0, V Tj Zj = 0, j = 1, . . . , k
for the variables XR, M = (MT1 · · · MTk )T and YS, L = (L1 · · · Lk) and Zj , and
the block-diagonal N = diag(N1, . . . , Nk).
Steps 4 and 5. Unchanged.
Let us finally stress that it would be interesting to understand in how far our
insights could be extended to multi-objective control problems formulated in terms
of a mixture of different norm-bound-specifications on different channels [13,14].
4.2. Robust controller design
In many practical problems one has to face uncertainties in the description of
complex systems. More specifically one typically encounters a representation(
z
y
)
= P()
(
w
u
)
=
(
P11() P12()
P21() P22()
)(
w
u
)
which depends on some uncertainty  that is known to admit a specific structure
and to be bounded in size. Let us just assume that  is contained in a bounded
polytope  in some finite-dimensional vector space. The general H∞ robust design
problem is to find a controller which internally stabilizes P() and which guaran-
tees ‖S(P (),K)‖∞ < 1 for for all  ∈ . Despite intensive research efforts such
problems still remain far from being tractable in a computationally efficient manner.
One approach is to confine the stability and performance requirements to a finite
subset 1, . . . ,l of . Via a simple combination of small-gain and covering tech-
niques, one can argue that this ‘gridding’ approach solves the original problem if
only the finitely many selected uncertainty are sufficiently dense in . (For example,
if one can guarantee that ‖S(P (),K)‖∞ is a convex function of , it suffices to
achieve the robust performance requirements for the finitely many generators of 
only.) If defining the generalized plant
C.W. Scherer / Linear Algebra and its Applications 351–352 (2002) 639–669 657


z
y1
...
yk

=P


w1
...
wk
u1
...
uk


=


P11(1) · · · P11(l ) P12(1) · · · P12(l )
P21(1) 0 P22(1) 0
.
.
.
.
.
.
0 P21(l ) 0 P22(l )




w1
...
wk
u1
...
uk


,
we need to find a stabilizing controller which is structured as u = diag(K, . . . , K)y
and which renders the H∞-norm of wj → zj (j = 1, . . . , l) smaller than one. This
multi-objective control problem with a repeated controller block-structure does not
admit a direct solution and remains an interesting problem for future research.
In some realistic control design scenarios it happens that the uncertainties only
affect the performance channel of a system. For example, this is the case if a spe-
cific disturbance of varying frequency has to be suppressed by a control system, or
if coloring filters in stochastic control are subject to parametric uncertainties. This
implies that P22() does not actually depend on , and the design problem can then
be based on the generalized plant

z1
...
zl
y

 =


P11(1) P12(1)
.
.
.
...
0 P11(l ) P12(l )
P21(1) · · · P21(l ) P22




w1
...
wk
u


with an unstructured controller u = Ky. We arrive at a standard multi-objective con-
trol problem for which our algorithm can be applied if we have sufficient control
authority to satisfy the one-block hypothesis.
The main purpose of this little section is to stress the intimate relation of ro-
bust- and multi-objective control, and both to motivate the extension of our results
to structured controllers with repeated blocks, as well as to justify again the need for
removing the one-block hypotheses.
4.3. Robust stabilization and exact disturbance decoupling
Let us finally consider a specific multi-objective control problem that involves,
besides a robust stabilization requirement, exact disturbance decoupling as an objec-
tive. A concrete version based on the interconnection in Fig. 4(a) is to minimize the
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H∞-norm of w2 → z2 over all stabilizing controllers for which w1 → z1 vanishes
identically. The latter condition means that we constrain the controllers to those that
achieve a decoupling of the disturbances w1 from the output z1, whereas the H∞-
norm objective can be interpreted as maximizing the radius r of robust stability if
uncertainties enter as w2 = z2 and are bounded in L2-gain by r. A specific ver-
sion of this problem for coprime factor uncertainty has been investigated in [2] with
totally different techniques.
Let us illustrate how this problem fits into our general framework. For this purpose
we parameterize again all closed-loop transfer matrices resulting from stabilizing
controllers as(
R1 ∗
∗ R2
)
+
(
S1
S2
)
Q
(
T1 T2
)
with a free proper stable transfer matrix Q. Then we are required to find Q ∈ RH∞
such that
R1 + S1QT1 = 0 and ‖R2 + S2QT2‖∞ → min .
To handle the equality constraint we transform S1 and T1 to Smith–McMillan form
over RH∞ [26]. Hence we can assume w.l.o.g.
S1 =
(
S11 0
0 0
)
, T1 =
(
T11 0
0 0
)
with square S11, T11 of full normal rank. Then R1 + S1QT1 = 0 is equivalent to(
R11 R12
R21 R22
)
+
(
S11 0
0 0
)(
Q11 Q12
Q21 Q22
)(
T11 0
0 0
)
= 0. (22)
Let Q11 be the unique transfer matrix with R11 + S11Q11T11 = 0. Then (22) has
an RH∞-solution Q iff R12 = 0, R21 = 0, R22 = 0, Q11 ∈ RH∞. Moreover, all
solutions are given by
Q =
(
Q11 0
0 0
)
+
(
0 Q12
Q21 Q22
)
with free RH∞-matrices Q12,Q21,Q22. After introducing a conformable partition
S2 =
(
S21 S22
)
, T2 =
(
T12
T22
)
,
it remains to minimize∥∥∥∥R2 + S21Q11T12 + S22Q21T12 + S2
(
Q12
Q22
)
T22
∥∥∥∥∞
or ∥∥R2 + S21Q11T12 + S21Q12T22 + S22 (Q21 Q22) T2∥∥∞
over the stable Youla parameters Q21,Q12,Q22. This latter task exactly fits into
the general problem formulation (4), and our algorithm can be applied to solve this
optimization problem in the cases that
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S22(∞)/T12(∞) or S2(∞)/T22(∞) or S21(∞)/T22(∞)
or S22(∞)/T2(∞) are wide/tall
matrices, respectively.
In the same vein as in the previous section it is rather straightforward to extend all
this to the problem of enforcing exact disturbance decoupling and H∞-norm bounds
on multiple channels of a control system. In practice these techniques can thus be
applied to design robustly stabilizing controllers which achieve structured non-inter-
action properties. Finally, it is certainly possible to include robust stability and robust
performance requirements against parametric and dynamic uncertainties along rather
standard lines.
5. Conclusions
In the main technical contribution of this paper it has been shown how to minimize
the H∞-norm of the parallel-interconnection of finitely many feedback systems. If
just one of these subsystems satisfies a one-block hypothesis, the design algorithm is
based on solving a semi-definite program and results in controllers whose McMillan
degree can be explicitly bounded in terms of the underlying system descriptions.
Various specific questions, as appearing in structured and multi-objective controller
design, could be successfully subsumed to this LFT-model-matching design para-
digm. Finally it has been argued that this novel solution technique might have the
potential to handle various conceivable extensions with considerable impact on open
problems in robust control.
Appendix A. Proof of Theorem 1
Let us disconnect the controller Kˆ to arrive at the interconnection in Fig. 3(b).
This interconnection admits the state-space description
(
z
y2
)
=


A11 A12 + B12NC22 B12M 0 B11 + B12ND21 0
0 A22 0 0 B21 0
0 LC22 K 0 LD21 0
0 0 0 Aˆ Bˆ1 Bˆ2
C11 C12 +D12NC22 D12M Cˆ1 Dˆ1 I
0 0 Cˆ2 I 0


︸ ︷︷ ︸

A(K) B(K) Bˆ
C(K) D(K) I
Cˆ I 0

.
(
w
u2
)
.
(A.1)
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Recall that K, L, M, N have a (fixed) block-diagonal structure and thatK is assumed
to be stable. As a first step we formulate the LMI conditions for the existence of a
controller u2 = Kˆy2 which, if interconnected with (A.1), renders the H∞-norm of
w → z smaller than γ . We employ the results that originated in [6,10] and use the
formulation as in [18]. It is required to find basis matrices of the kernels (Cˆ I ) and
(BˆT I ) which are simply given by (I − CˆT)T and (I − Bˆ)T, respectively. Then
there exists a Kˆ which stabilizes Pˆ (or equivalently (A.1)) and which reduces the
H∞-norm of (A.1) below γ iff there exist real symmetric matrices X and Y with(
Y I
I X
)
> 0,
(
I −CˆT)


I 0
A(K) B(K)
0 I
C(K) D(K)


T 
0 X 0 0
X 0 0 0
0 0 −γ I 0
0 0 0 1
γ
I


×


I 0
A(K) B(K)
0 I
C(K) D(K)


(
I
−Cˆ
)
< 0,
(
I −Bˆ)


A(K)T C(K)T
−I 0
B(K)T D(K)T
0 −I


T 

0 Y 0 0
Y 0 0 0
0 0 − 1
γ
I 0
0 0 0 γ I


×


A(K)T C(K)T
−I 0
B(K)T D(K)T
0 −I


(
I
−BˆT
)
> 0.
(A.2)
The latter inequalities are easily rewritten into the Lyapunov inequalities (Schur)([A(K)−B(K)Cˆ]TX+X[A(K)−B(K)Cˆ]−γ CˆTCˆ [C(K)−D(K)Cˆ]T
[C(K)−D(K)Cˆ] −γ I
)
< 0,
(A.3)
([A(K)−BˆC(K)]Y+Y [A(K)−BˆC(K)]T−γ BˆBˆT [B(K)−BˆD(K)]
[B(K)− BˆD(K)]T −γ I
)
< 0.
(A.4)
A.1. Proof of necessity
The synthesis conditions (A.2)–(A.4) are non-convex in the variables X, Y, K,
L, M, N together. To derive convex conditions, we will eliminate K and perform a
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change of variables for L, M. Technically the crucial step is to apply the reduction
principle as formulated in Lemma 2 of Appendix Appendix B.
Let us observe(
A(K)− B(K)Cˆ
C(K)−D(K)Cˆ
)
=


A11 A12 + B12NC22 B12M −(B11 + B12ND21)Cˆ2
0 A22 0 −B21Cˆ2
0 LC22 K −LD21Cˆ2
0 0 0 Aˆ− Bˆ1Cˆ2
C11 C12 +D12NC22 D12M Cˆ1 − Dˆ1Cˆ2

 .
It is required to determine a basis matrix Re of the generalized C0 ∪ C+-eigenspace
of A(K)− B(K)Cˆ. For that purpose we compute a basis matrix R0 of the gener-
alized C0 ∪ C+-eigenspace of Aˆ− Bˆ1Cˆ2 and the unique AR with spectrum in C0 ∪
C+ satisfying
(Aˆ− Bˆ1Cˆ2)R0 = R0AR.
After solving the equation
A11 A12 + B12NC22 B12M0 A22 0
0 LC22 K



R1R02
R3


−

R1R02
R3

AR −

(B11 + B12ND21)Cˆ2R0B21Cˆ2R0
LD21Cˆ2R0

 = 0 (A.5)
for R1, R02, R3, we can choose Re =
(
RT1 (R
0
2)
T RT3 (R
0)T
)T
. We first ob-
serve that
A22R
0
2 − R02AR − B21Cˆ2R0 = 0.
Since the spectra of A22 and AR are disjoint, R02 is uniquely determined by the sys-
tem description and does, in particular, not depend on the controller parameters K,
L, M, N (which motivates the superindex 0). If we define
CR = C22R02 −D21Cˆ2R0,
the remaining equations can be rewritten as
A11R1 − R1AR + B12MR3 + (A12R02 − B11Cˆ2R0)+ B12NCR = 0, (A.6)
KR3 − R3AR + LCR = 0. (A.7)
662 C.W. Scherer / Linear Algebra and its Applications 351–352 (2002) 639–669
Now partition
R3 =


R31
...
R3k

 , CR =


CR1
...
CRk


according to columns of K, L or M, N, respectively. Perform the substitution
Mj := MjR3j , j = 1, . . . , k. (A.8)
We collected all the blocks again as M = (MT1 · · · MTk )T and observe that this is
nothing but MR3. Then (A.6) and (A.7) just read as
A11R1 − R1AR + B12M + (A12R02 − B11R0)+ B12NCR = 0, (A.9)
KjR3j − R3jAR + LjCRj = 0, j = 1, . . . , k. (A.10)
Recall that the columns of Uj form an orthonormal basis of the unobservable sub-
space of (AR,CRj ). Right-multiplying (A.10) with Uj and exploiting ARUj = Uj
UTj ARUj (by AR-invariance of the image of Uj ) as well as CRjUj = 0 leads to
KjR3jUj − (R3jUj )(UTj ARUj ) = 0. Since Kj is stable and UTj ARUj has all ei-
genvalues in C0 ∪ C+, we conclude
R3jUj = 0, j = 1, . . . , k. (A.11)
With (A.8) we infer
MjUj = 0, j = 1, . . . , k.
By Lemma 2 we can reduce (A.3) to(
ATRXR +XRAR − γRTe CˆTCˆRe RTe [C(K)−D(K)Cˆ]T
[C(K)−D(K)Cˆ]Re −γ I
)
< 0. (A.12)
If we observe(
Cˆ
C(K)−D(K)Cˆ
)
Re
=
(
Cˆ2R
0
C11R1 + (C12 +D12NC22)R02 +D12M + (Cˆ1 − Dˆ1Cˆ2)R0
)
this inequality reads as(
ATRXR +XRAR − γ (R0)TCˆT2 Cˆ2R0 ∗
C11R1 + (C12 +D12NC22)R02 +D12M + (Cˆ1 − Dˆ1Cˆ2)R0 −γ I
)
< 0,
(A.13)
which turns out to be affine in XR , R1, N, M.
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To reduce (A.4) we consider(
A(K)− BˆC(K) B(K)− BˆD(K))
=


A11 A12 + B12NC22 B12M 0 B11 + B12ND21
0 A22 0 0 B21
0 LC22 K 0 LD21
−Bˆ2C11 −Bˆ[C12 +D12NC22] −Bˆ2D12M Aˆ− Bˆ2Cˆ1 Bˆ1 − Bˆ2Dˆ1

 .
Then we need to determine a basis matrix Se of the generalized C0 ∪ C+-eigenspace
of the transpose of A(K)− BˆC(K). For this purpose we compute a basis matrix
S0 of the generalized C0 ∪ C+-eigenspace of (Aˆ− Bˆ2Cˆ1)T and the unique AS with
eigenvalues in C0 ∪ C+ satisfying
(S0)T(Aˆ− Bˆ2Cˆ1)− AS(S0)T = 0.
After solving
AS
(
(S01)
T ST2 S
T
3
)− ((S01)T ST2 ST3 )

A11 A12 + B12NC22 B12M0 A22 0
0 LC22 K


+ ((S0)TBˆ2C11 (S0)TBˆ2[C12 +D12NC22] (S0)TBˆ2D12M) = 0, (A.14)
a suitable basis matrix Se is given by Se =
(
(S01)
T ST2 S
T
3 S
T)T
. We find that
S01 is uniquely determined through the system description and independent of K, L,
M, N since it satisfies
AS(S
0
1)
T − (S01)TA11 + (S0)TBˆ2C11 = 0
and since σ(AS) ∩ σ(A11) = ∅. Let us define
BS = −(S01)TB12 + (S0)TBˆ2D12.
Then the remaining equations read as
ASS
T
2 − ST2A22 + ST3LC22 + [(S01)TA12 + (S0)TBˆ2C12] + BSNC22 = 0,
ASS
T
3 − ST3K + BSM = 0.
We partition
ST3 =
(
ST31 · · · ST3k
)
, BS =
(
BS1 · · · BSk
)
according to the rows of K, L or M, N, respectively. After the substitution
Lj := ST3jLj (A.15)
and collecting L := (L1 · · · Lk) (with L = ST3L), we arrive at
ASS
T
2 − ST2A22 + LC22 + [(S01)TA12 + (S0)TBˆ2C12] + BSNC22 = 0, (A.16)
ASS
T
3j − ST3jKj + BSjMj = 0, j = 1, . . . , k. (A.17)
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At this point we recall that Vj is orthonormal basis matrix of the unobservable sub-
space of (ATS, B
T
S ). We infer V
T
j AS = (V Tj ASVj )V Tj with V Tj ASVj having eigen-
values in C0 ∪ C+ and V Tj BS = 0. This implies (V Tj ASVj )V Tj ST3j − V Tj ST3jKj = 0
and hence
S3jVj = 0, j = 1, . . . , k. (A.18)
Now (A.15) allows to conclude
V Tj Lj = 0, j = 1, . . . , k.
With Lemma 2 we replace (A.4) by the reduced-size matrix inequality(
ASYS + YSATS − γ STe BˆBˆTSe STe [B(K)− BˆD(K)]
[B(K)− BˆD(K)]TSe −γ I
)
< 0. (A.19)
If we observe
STe
(
Bˆ Bˆ(K)− BD(K))
= ((S0)TBˆ2 (S01)T[B11 + B12ND21] + ST2B21
+ LD21 + (S0)T(Bˆ1 − Bˆ2Dˆ1)
)
we arrive at the LMI
ASYS + YSATS − γ (S0)TBˆ2BˆT2 S0 (S01)T(B11 + B12ND21)+ ST2B21+ LD21 + (S0)T(Bˆ1 − Bˆ2Dˆ1)
∗ −γ I

<0.
(A.20)
Reducing the coupling condition (A.2) leads, according to Lemma B.1 and with
the specific basis matrices Re, Se constructed above, to(
XR ∗
(S01)
TR1 + ST2R02 +
∑k
j=1 ST3jR3j + (S0)TR0 YS
)
> 0. (A.21)
Let us finally introduce the new variables
Zj = ST3jR3j , j = 1, . . . , k, (A.22)
to arrive at the linear matrix inequality(
XR ∗
(S01)
TR1 + ST2R02 +
∑k
j=1 Zj + (S0)TR0 YS
)
> 0 (A.23)
in XR,R1, YS, S2 and Zj . Moreover, the variable are subjected to the linear con-
straints
ZjUj = 0 and V Tj Zj = 0, j = 1, . . . , k,
due to (A.11) and (A.18). Finally, we consider ST3j (A.10)+ (A.17)R3j to conclude
that the variables introduced so far satisfy the additional affine coupling condition
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ASZj − ZjAR + BSjMj + LjCRj = 0, j = 1, . . . , k.
We have proved that the feasibility of system (10)–(16) is necessary for the solvabil-
ity of the LFT-model-matching problem under investigation.
A.2. Proof of sufficiency
Let us now reverse the arguments. We assume that we have found solutions to
(10)–(16). In a first step we need to construct R3j , S3j with (A.11), (A.18), (A.22)
such that there exist block-diagonal M, L with (A.8), (A.15) and a block-diagonal
K with (A.10), (A.17). These relations imply that (A.12), (A.13) and (A.19), (A.20)
and (A.21), (A.23) are identical. Hence one can apply again the reduction principle
Lemma B.1 to guarantee, for the constructed diagonally structured K, L, M, N, the
existence of solutions X, Y of (A.2)–(A.4). This in turn implies that one can determine
a controller Kˆ which stabilizes (A.1) and renders the H∞-norm of w2→z2 smaller
than γ . This amounts to solving a standard H∞-optimization by any desirable
technique.
Let us start by considering (A.10) and (A.17). After right-multiplying the first
equation with
(
Uej Uj
)
and left-multiplying the second equation with
(
Vej Vj
)T
we arrive at
KjR3j
(
Uej Uj
)− R3j (Uej Uj )
(
UTej
UTj
)
AR
(
Uej Uj
)
+ LjCRj
(
Uej Uj
) = 0,
(
V Tej
V Tj
)
AS
(
Vej Vj
) (V Tej
V Tj
)
ST3j − ST3jKj +
(
V Tej
V Tj
)
BSjMj = 0.
Now recallUTejARUj = 0,CRjUj = 0 and V Tj ASVej = 0, V Tj BS = 0. This suggests
to choose R3j , S3j such that
R3jUj = 0, S3jVj = 0 (A.24)
and such that R3jUej , S3jVej satisfy
Kj(R3jUej )− (R3jUej )(UTejARUej )+ Lj (CRjUej ) = 0, (A.25)
(V TejASVej )(S3jVej )
T − (S3jVej )TKj + (V TejBSj )Mj = 0. (A.26)
Motivated by (A.22) we fix
R3jUej =
(
I
V TejZjUej
)
and S3jVej =
(
0
I
)
with identical row partitions such that the dimension of the identity block of the ma-
trix on the right is specified. Together with (A.24) this uniquely defines the matrices
R3j and S3j for j = 1, . . . , k.
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We then infer, by exploiting (16), that(
V Tej
V Tj
)
ST3jR3j
(
Uej Uj
) = (V TejZjUej 00 0
)
=
(
V Tej
V Tj
)
Zj
(
Uej Uj
)
,
j = 1, . . . , k,
which guarantees (A.22). According to the rows of R3j , S3j we partition the rows of
the to-be-constructed Kj ,Mj and the columns of Kj ,Lj as(
Mj
Lj Kj
)
=

 M1j M2jL1j K11j K12j
L2j K21j K22j

 .
We note that (A.8)Uej , V Tej (A.15) read as
MjUej =
(
M1j M2j
) ( I
V TejZjUej
)
and V TejLj =
(
0 I
) (L1j
L2j
)
,
which require to define
Mj =
(
MjUej −M2j (V TejZUej ) M2j
)
, Lj =
(
L1j
V TejLj
)
with free M2j and L1j . Due to (16) we infer that (A.8)Uj and V Tj (A.15) hold true as
well. This implies that the constructed blocks R3j ,Mj and S3j , Lj do indeed satisfy
(A.8), (A.15), (A.22).
Moreover, (A.25), (A.26) explicitly read as
K11j +K12j (V TejZjUej )− (UTejARUej )+ L1jCRjUej = 0, (A.27)
K21j +K22j (V TejZjUej )− (V TejZjUej )(UTejARUej )+ L2jCRjUej = 0,
(A.28)
−K21j + V TejBSjM1j = 0, (A.29)
(V TejASVej )−K22j + V TejBSjM2j = 0. (A.30)
Set K12j = 0. Since (UTejARUej , CRjUej ) is observable and (V TejASVej , V TejBSj ) is
controllable, we can choose the still free matrices L1j , M2j to render UTejARUej −
L1j (CRjUej ) and V TejASVej + (V TejBSj )M2j stable. Then we can chooseK11j ,K22j ,
K21j to render (A.27), (A.30), (A.29) satisfied and the blocks K11j ,K22j will be
stable which leads to a stable matrix Kj . We stress that these choices for Kj ,Lj ,Mj
just amount to formula (17). To finish the proof, it suffices to verify that (A.28) is
automatically satisfied. After substitution it remains to check
V TejBSjM1j + V TejBSjM2j (V TejZjUej )+ (V TejASVej )(V TejZjUej )
−(V TejZjUej )(UTejARUej )+ L2jCRjUej = 0
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or
(V TejASVej )(V
T
ejZjUej )− (V TejZjUej )(UTejARUej )
+V TejBSjMjUej + V TejLjCRjUej = 0.
Luckily, this is a direct consequence of (15) since Zj = VejV TejZj and Zj = ZjUej
UTej . The latter of these relations follows from Zj (I − UejUTej )(Uej Uj ) = 0 and the
former is clarified similarly.
Appendix B. An LMI reduction result
Consider the system of inequalities
ATX +XA+ P < 0, AY + YAT +Q < 0,
(
X I
I Y
)
> 0. (B.1)
Let Rr, Sr be basis matrices of the generalized C0 ∪ C+-eigenspaces of A, AT, re-
spectively. This implies that there exist (unique) Ar, A˜r with their spectrum in C0 ∪
C+ and such that
ARr = RrAr, STr A = A˜rSTr .
Lemma B.1. System (B.1) has a solution iff the reduced-sized system of inequalities
ATr Xr +XrAr + RTr PRr < 0, A˜rYr + YrA˜Tr + STr QSr < 0,(
Xr R
T
r Sr
STr Rr Yr
)
> 0 (B.2)
has a solution Xr, Yr .
Proof. Let us choose extensions Re, Se such that R =
(
Re Rr
)
, S = (Se Sr)
are square and non-singular. Let us transform the data defining the system of in-
equalities (B.1) with R, S as follows:
R−1AR =
(
Ae 0
Are Ar
)
, RTXR =
(
Xe Xer
Xre Xr
)
,
RTPR =
(
Pe Per
Pre Pr
)
,
STAS−T =
(
A˜e A˜er
0 A˜r
)
, STYS =
(
Ye Yer
Yre Yr
)
,
STQS =
(
Qe Qer
Qre Qr
)
.
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After congruence transformations, system (B.1) reads as(
ATe Xe+XeAe+XerAre+(XerAre)T+Pe ATe Xer+XerAr+ATreXr + Per
∗ ATr Xr +XrAr + Pr
)
< 0,
(B.3)
(
A˜eYe + YeA˜Te + A˜erY Ter + Yer A˜Ter +Qe A˜eYer + Yer A˜Tr + A˜erYr +Qer
∗ A˜rYr + YrA˜Tr +Qr
)
< 0,
(B.4)


Xe Xer R
T
e Se R
T
e Sr
Xre Xr R
T
r Se R
T
r Sr
STe Re S
T
e Rr Ye Yer
STr Re S
T
r Rr Yre Yr

 > 0. (B.5)
The proof of ‘only if’ just follows by taking sub-matrices.
The proof of ‘if’ is due to the following crucial observation: We necessarily have
σ(Ae) ⊂ C− and σ(A˜e) ⊂ C−. This implies that for every α > 0 there exist Xe, Ye
satisfying
ATe Xe +XeAe < −αI, Xe > αI and A˜eYe + YeA˜Te < −αI, Ye > αI.
Indeed, consider the first inequality in (B.2). After fixing Xer = XTre arbitrarily, we
can choose Xe which renders ATe Xe +XeAe so small that (B.3) is satisfied. Due
to the second inequality in (B.2), (B.4) can be rendered satisfied for an arbitrary
Yer = Y Tre by rendering A˜eYe + YeA˜Te with a suitable Ye sufficiently small. Finally,
due to the third inequality in (B.2) and due to the fact that Xe and Ye themselves can
be chosen as large as desired, we can render as well the full coupling condition (B.5)
satisfied. 
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