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any Enterprise Applications require wrappers to deal with in-
formation from the deep web. Wrappers are automated systems
that allow you to navigate, extract, reveal structures and verify
information from the web. One of its elements, the informa-
tion extractor, is formed by extraction rules series that are usually based on
HTML tags. Therefore, if you change sources, the wrapper, in some ca-
ses, may return unwanted information by the company and cause, at the best,
delays in their decision-making process. Some wrappers veriﬁcation sys-
tems have been developed to automatically detect when a wrapper is taking
out incorrect data. These systems have a number of shortcomings whose ori-
gin lies in assuming that the data to verify follow a series of pre statistics.
This dissertation analyzes these systems, a framework is designed to deve-
lop veriﬁers and the veriﬁcation problem is approached from two different
points of view. Initially, we place it within the branch of computational opti-
mization and solve it applying bio-inspired metaheuristic as it is found in ant
colonies, speciﬁcally we will apply the BWAS algorithm. Subsequently we
will formulate and solve as if it were a unsupervised classiﬁcation pro-
blem. The result of this second approach is MAVE, a multilevel veriﬁer whose
main base are the unique class classiﬁers.
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proveniente de la web. Uno de sus elementos, el extractor de información,
está formado por una serie de reglas de extracción que suelen estar basadas
en etiquetas HTML. Por tanto, si las fuentes cambian, el wrapper, en algunos
casos, puede devolver información no deseada por la empresa y provocar, en
el mejor de los casos, retrasos en sus tomas de decisión. Diversos sistemas de
veriﬁcación de wrappers se han desarrollado con el objetivo de detectar au-
tomáticamente cuándo un wrapper está extrayendo datos incorrectos. Estos
sistemas presentan una serie de carencias que hace que su uso práctico sea
limitado. En esta Tesis se analizan estos sistemas, se diseña un marco de tra-
bajo para desarrollar veriﬁcadores y se aborda el problema de la veriﬁcación
desde dos puntos de vista distintos. Inicialmente lo ubicaremos dentro de la
rama de la optimización computacional y lo resolveremos aplicando meta-
heúristicas bioinspiradas como es la basada en colonias en hormigas, en
concreto aplicaremos el algoritmo BWAS; con posterioridad, lo formulare-
mos y resolveremos como si de un problema de clasiﬁcación no supervisada
se tratara. Fruto de este segundo enfoque surge MAVE, un veriﬁcador
multinivel cuya base principal son los clasiﬁcadores de una única clase.
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Capítulo1
Introducción
Imagínese a un hombre sentado en el sofá favorito de su casa. Deba-
jo tiene una bomba a punto de estallar. El lo ignora, pero el público lo
sabe. Esto es el suspense.
Alfred Hitchcock, Director de cine inglés (1899-1980)
E
l objetivo de la presente Tesis es presentar los resultados de la inves-
tigación llevada a cabo en el campo de la veriﬁcación automática de
la información. Ésta ha consistido, de forma resumida, en proponer
un marco de trabajo para crear veriﬁcadores y tratar la veriﬁca-
ción automática como un problema, primero de optimización computacional
y luego de clasiﬁcación no supervisada. Este capítulo está organizado de la si-
guiente manera: la Sección §1.1, introduce el contexto de trabajo dentro del
cual se ha realizado esta investigación; la Sección §1.2 presenta la hipótesis de
la que se ha partido para realizar esta disertación; la Sección §1.3 resume las
principales contribuciones propuestas dentro del campo de la veriﬁcación; la
Sección §1.4 enumera las colaboraciones recibidas a lo largo de este trabajo;
por último, se describe la estructura de esta disertación en la Sección §1.5.
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1.1. Contexto de la investigación
La integración de los sistemas de información (IS, Information Services) es
un grave problema para muchas empresas. Éstas disponen de una serie de
aplicaciones heterogéneas, autónomas e independientes que no han sido di-
señadas para coordinarse y colaborar entre ellas. Estas deﬁciencias y la
complejidad intrínseca de los IS, puede causar graves problemas cuando
la empresa deﬁne sus arquitecturas, estructuras y protocolos empresaria-
les [157]. En consecuencia, la integración de este tipo de sistemas es una labor
complicada para la que se han propuesto distintas soluciones [99, 105, 115].
La Integración de Aplicaciones Empresariales (EAI, Enterprise Applica-
tion Integration) [71] es una nueva generación de software de integración que
trata de una forma más eﬁciente la necesidad de integrar sistemas tanto
dentro de una organización como entre organizaciones. A las técnicas tradi-
cionales ya usadas [107], se les añade un conjunto de nuevas técnicas [70] con
el objetivo de facilitar la integración entre sistemas.
La necesidad de aplicar estas técnicas la encontramos en el coste que supo-
ne la integración de aplicaciones y de información. Según un informe de IBM,
por cada dolar gastado en desarrollar una aplicación, el costo de mantenerla
es de 5 a 20 veces mayor [155]. Además, dentro del presupuesto invertido en
tecnologías de la información, el 40% se destina a la integración de informa-
ción [7]. Por tanto, las necesidades de desarrollar soluciones de ingeniería que
afronten el problema de la integración de información queda así justiﬁcada.
En esta Tesis, nos centraremos en solucionar el problema de la integra-
ción cuando las empresas están particularmente interesadas en alimentar sus
IS con información proveniente de la web profunda (Deep Web ) -todo el con-
tenido de la Web que no forma parte de su "superﬁcie", entendiendo por
superﬁcie todo aquello que es visible por los motores de búsqueda- [110]. En
estos casos, la solución pasa por usarwrappers [111].
En el mundo de la integración de información, un wrapper es una pie-
za de software que recibe como entrada una consulta, localiza los formularios
de búsqueda adecuados, los rellena, navega por las páginas resultantes con el
objetivo de localizar aquello que resulte relevante para responder a la consul-
ta formulada, extrae los atributos de interés de dichas páginas y devuelve
estos atributos como un conjunto de datos. Estos conjuntos pueden estar
formados por un conjunto de atributos o una jerarquía de ellos [50].
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El uso de los wrappers es una práctica común [68, 104, 120, 138, 149, 160]
en áreas como la inteligencia competitiva, comparativa de productos, subas-
tas o integración negocio a negocio (B2B, Business-to-business). Esta, todavía
mayor, dependencia de los datos albergados en la Web, han motivado a mu-
chos autores a proponer distintos sistemas que tienen como objetivo reducir
los costes de mantenimiento de loswrappers [104].
Este proceso de mantenimiento [105] se divide en dos fases: en la prime-
ra debemos ser capaces de detectar automáticamente si el wrapper no está
extrayendo los atributos que debía, mientras que la segunda consiste en re-
construir el wrapper automáticamente para que éste vuelva a extraer los
atributos para los que fue diseñado. En esta Tesis nos centraremos en estu-
diar y proponer nuevas técnicas para la primera parte, la veriﬁcación de la
información.
A la hora de extraer atributos, los wrappers emplean reglas de extrac-
ción que se inducen a partir de una serie de conjuntos de entrenamiento,
es decir, elementos que representan el dominio del discurso. Cuando di-
chas reglas se basan en etiquetas HTML, los wrappers sólo podrán extraer
información de interés de las fuentes que fueron usadas para obtener di-
chas reglas. Así pues, si dicha web sufre modiﬁcaciones en los formularios de
búsqueda, en el tipo de navegación o en la forma en la que se representa la in-
formación, el wrapper puede devolver información que no es de nuestro
interés, esto es, información para la cual no fue diseñado. Pero no sólo modi-
ﬁcaciones en las web pueden provocar este mal funcionamiento, el uso
de reglas de extracción imprecisas o de conjuntos de entrenamiento mal
etiquetados también suelen tener implicaciones negativas sobre elwrapper.
A menos que la información extraída por un wrapper sea veriﬁcada auto-
máticamente, esta información, que puede ser errónea, podría alimentar los
IS de las empresas, lo que implicaría, en el mejor de los casos, retrasos en la
toma de decisiones.
En la literatura encontramos distintos sistemas de veriﬁcación [98, 99, 105,
115, 150] que presentan diversas carencias debido a que, entre otras cosas,
asumen que los datos usados para construir los veriﬁcadores son homogé-
neos y que éstos se pueden mapear en un espacio n-dimensional en el que
cada una de estas dimensiones es independiente al resto.
1.2. Investigación relacionada
En esta sección, exponemos la motivación que nos ha llevado a realizar es-
te trabajo de investigación en el contexto de la veriﬁcación de la información
y presentamos la tesis que justiﬁcaremos a lo largo de esta disertación.
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1.2.1. Hipótesis
Hoy en día existe un creciente interés, por parte de las empresas, en usar
la información proveniente de la Web dentro de sus IS [7]. Si bien los servi-
cios web nos permiten acceder a esta información estructurada, no es menos
cierto que su uso no está generalizado en la Web y, en otros casos, las implan-
taciones que se hacen de estos servicios no permiten acceder a la información
de nuestro interés [2]. Para estos casos se usan los wrappers, cuya función es
proporcionar información estructurada partiendo de fuentes de información
semi-estructuradas [51]. Los continuos cambios en estas fuentes de informa-
ción hacen necesario que la información veriﬁcada por los wrappers sea
continuamente comprobada antes de poder ser usada dentro del IS [98].
Así pues, nuestra hipótesis de partida es la siguiente:
Las empresas están especialmente interesadas en usar wrappers pa-
ra alimentar sus IS con información proveniente de la Web. Esta
información es cada vez mayor y está sujeta a diversos tipos de
perturbaciones, lo que hace necesario que sea veriﬁcada de forma
automática antes de que ésta forme parte de sus IS.
1.2.2. Tesis
En el contexto de la veriﬁcación de información, existen una serie de técni-
cas que se han venido usando en los últimos años [98, 99, 105, 115, 150]. Estas
técnicas han demostrado ser soluciones válidas a la hora de veriﬁcar la
información y, por tanto, reducir los costes de integración.
Desafortunadamente, estos sistemas presentan una serie de problemas
que repercuten negativamente en su rendimiento y aplicabilidad en determi-
nados contextos. Como consecuencia de esto, podemos formular la siguiente
tesis:
En el contexto de la veriﬁcación de información es posible obte-
ner nuevos sistemas de veriﬁcación, que mejoren el rendimiento de
las técnicas actuales, si logramos solucionar las deﬁciencias que éstas
presentan.
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1.3. Resumende contribuciones
Para demostrar nuestra tesis, hemos desarrollado dos sistemas de veriﬁ-
cación distintos que son la base de las contribuciones expuestas en esta
disertación. Las principales contribuciones son:
Primera: Proponemos el primer marco de trabajo para construir veriﬁ-
cadores. Gracias a él podemos clariﬁcarlos, compararlos, detectar sus
deﬁciencias y aportar mejoras. Su diseño se basa en un profundo estado
del arte de las distintas propuestas realizadas hasta la fecha.
En cuanto a esta contribución, tenemos las siguientes publicaciones
aceptadas: [47–49]. Reseñar que el trabajo presentado en las Jorna-
das de Ingeniería del software y Base de Datos del año 2009 fue
seleccionado entre los mejores artículos.
Segunda: Hemos sido innovadores a la hora de abordar, por primera
vez, el problema de veriﬁcar la información extraída por un wrap-
per dentro del campo de la optimización computacional. Este nuevo
enfoque nos permite aplicar un gran abanico de heurísticas y metaheu-
rísticas y, como caso particular, los algoritmos basados en colonias de
hormigas. Estos han demostrado mejorar los resultados obtenidos por
las técnicas de veriﬁcación clásicas usando un modelo muy sencillo
pero a la vez extensible y potente. De todos los algoritmos de hormi-
gas existentes, se optó por usar el BWAS [33] que ha sido usado
satisfactoriamente para resolver diversos problemas de optimización.
En cuanto a esta contribución, tenemos las siguientes publicaciones
aceptadas: [23, 31, 33, 46]. Además el trabajo presentado en las Jornadas
de Ingeniería del software y Base de Datos del año 2012 fue premia-
do como mejor artículo de la sesión "Ingeniería Web, Interfaces de
Usuario, Sistemas Colaborativos, Computación Ubicua", y hemos man-
dado una versión extendida a la revista Applied Soft Computing.
Además, una extensión del uso de BWAS aplicado al problema de la ve-
riﬁcación está en segundo ronda de revisiones en la revista Expert
Systems with Applications.
Tercera: También hemos sido los primeros en abordar la veriﬁcación de
la información de warppers web desde el punto de vista de la clasiﬁ-
cación. Para eso se ha reformulado el problema de la veriﬁcación
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como un problema de clasiﬁcación. Ahora bien, durante esta diserta-
ción veremos que las peculiaridades de la veriﬁcación automática de
información nos han hecho usar un tipo determinado de clasiﬁcador de-
nominado de una única clase. Este tipo de clasiﬁcador usa un proceso
de aprendizaje no supervisado en el que no es necesario conocer de an-
temano todas las clases que podrán aparecer durante la fase de test.
Además, hemos tenido que adaptar este tipo de clasiﬁcadores al proble-
ma de la veriﬁcación debido al tipo de características que se usan a la
hora de caracterizar la información extraída por loswrappers. Toda esta
investigación nos ha llevado a proponer un nuevo sistema de veriﬁca-
ción multinivel, denominado MAVE, que usa clasiﬁcadores de una clase
y que trata de forma independiente las características que se usan du-
rante el proceso de veriﬁcación. Este nuevo veriﬁcador no sólo es capaz
de comprobar si un veriﬁcador está fallando, sino que también permite
detectar exactamente qué datos se están extrayendo mal, lo que permiti-
rá simpliﬁcar el proceso de reinducción de wrapper. Por último, para
poder comparar este nuevo veriﬁcador con el resto de veriﬁcadores
propuestos, se ha diseñado un marco de trabajo para realizar las experi-
mentaciones. También estamos en segunda fase de revisión en la revista
IEEE Transactions on Knowledge and Data Engineering del artículo
denominado "MAVE: Multilevel wrApper Veriﬁcation systEm".
En cuanto a esta contribución, tenemos las siguientes publicaciones
aceptadas: [43–45].
1.4. Colaboraciones
Durante el desarrollo del trabajo expuesto en esta disertación, se han reci-
bido diversas colaboraciones que nos han permitido mejorar y perﬁlar los
distintos objetivos de esta investigación. Las principales colaboraciones han
sido las siguientes:
Universidad de Granada (España) . Una visita de investigación en el
Departamento de Arquitectura y Tecnologías de Computadores de la Univer-
sidad de Granada invitado por la Dra. María Isabel García Arenas. El objetivo
de esta visita fue perﬁlar el uso de sistemas bioinspirados a la veriﬁca-
ción de información y sembrar las bases de futuros sistemas de veriﬁcación
altamente distribuidos y paralelizables.
USC Information Sciences Institute (Estados Unidos) . La Dra. Kristi-
na Lerman aportó todo el material del que disponía sobre su investigación en
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veriﬁcación de wrappers. Gracias a ella, pudimos entender mejor su sistema
de veriﬁcación y detectar aquellos elementos que podíamos mejorar.
University College Dublin (Irlanda) . El Dr. Nicholas Kushmerick nos
aportó todo el material que disponía sobre veriﬁcación de wrappers. Gra-
cias a su colaboración obtuvimos una base de datos completa y etiquetada
que nos permitió hacer la experimentación de los distintos sistemas de
veriﬁcación que estudiaremos a lo largo de esta disertación.
University of Illinois (Estados Unidos) . El Dr. Robert McCann y su
equipo nos ayudaron en la comprensión de su sistema de veriﬁcación.
Sus aclaraciones nos permitieron adaptarlo al marco de trabajo que se ha
desarrollado.
Universidad de Sevilla (España) : El Dr. Rafael Corchuelo fue quien nos in-
trodujo en el mundo de la veriﬁcación de wrappers, motivándonos su
necesidad e indicándonos las principales propuestas existentes en este cam-
po. Muchas de las ideas expuestas en este trabajo han surgido de las
innumerables, e interminables, reuniones que hemos mantenido con él.
Universidad de Granada (España) . El Dr. Óscar Cordón y Dr. Francis-
co Herrera fueron los encargados de detallarnos todo lo relacionado con los
algoritmos bioinspirados. De esta colaboración surgió el algoritmo BWAS.
Además de estas colaboraciones, esperamos trabajar en un futuro cercano
con: Dr. Paulo Oliveira (Instituto Superior de Engenharia do Porto), Dr. Is-
mael Caballero (Universidad de Castilla-La Mancha) y el Dr. Alberto Freitas
(Universidade do Porto).
1.5. Estructura de esta Tesis
Esta Tesis está organizada de la siguiente manera:
Parte I: Prefacio. Incluye esta introducción y el Capítulo §2, en el que se mo-
tiva este trabajo de investigación y se indican los problemas a los
que se tienen que enfrentar los sistemas de veriﬁcación y se descri-
birán las propuestas existentes carencias existentes en los sistemas
actuales de veriﬁcación.
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Parte II: Antecedentes. Proporciona información sobre los sistemas bioins-
pirados basados en colonias de hormigas y los clasiﬁcadores no
supervisados de una clase. El Capítulo §3 trata la teoría básica que hay
tras los algoritmos de colonias de hormigas que han servido de base pa-
ra resolver el problema de la veriﬁcación desde el punto de vista de la
optimización computacional. El Capítulo §4 presenta la clasiﬁcación no
supervisada de una clase y la compara con la clasiﬁcación multiclase.
Parte III: Propuesta. Desarrolla las principales contribuciones contenidas en
esta disertación. El Capítulo §5 presenta el marco de trabajo desarro-
llado y que se ha tomado como referencia a lo largo de toda esta
investigación. El Capítulo §6 trata la propuesta del sistema de veriﬁca-
ción de información basado en colonias de hormigas. El Capítulo §7,
describe MAVE, la propuesta del sistema de veriﬁcación de información
multinivel que se cimienta en formular el problema de la veriﬁca-
ción de información como un problema de clasiﬁcación no supervisado.
En el Capítulo §8 describiremos la base de datos usada para ha-
cer la experimentación, detallaremos los experimentos realizados y
expondremos los resultados obtenidos.
Part IV: Comentarios ﬁnales. Finaliza esta disertación y enfatiza algunas de
las líneas de investigación futuras en el Capítulo §9.
Capítulo2
Motivación
Si usted puede soñar eso, usted puede hacerlo.
Walt Disney (1901-1966), Productor, director, guionista y animador
estadounidense.
A
unque la veriﬁcación de wrappers ha sido estudiada en pro-
fundidad por distintos investigadores, es necesario resolver los
problemas que presentan las propuestas actuales. El objetivo de
este capítulo es presentar estos problemas y ver las posibles vías
de mejora. Este capítulo se estructura de la siguiente manera: en la Sec-
ción §2.1 estudiaremos la necesidad de crear veriﬁcadores; la Sección §2.2
presenta las principales carencias de las propuestas actuales; en la Sec-
ción §2.4 discutiremos sobre los problemas de las propuestas actuales y
expondremos diversas soluciones; en la Sección §2.5 introduciremos nues-
tras propuestas que se desarrollarán a lo largo de toda esta disertación;
ﬁnalmente, resumiremos el capítulo en la Sección §2.6.
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2.1. Introducción
En la actualidad, la mayoría de la información que muestran los sitios web
no es más que el resultado de aplicar una serie de consultas sobre diversos ti-
pos de fuentes de datos. Si una aplicación de terceros quisiera acceder a dicha
información sólo tendría que usar estas fuentes. Desafortunadamente, el ac-
ceso a ellas no suele estar disponible por diversos motivos (económicos,
técnicos, inherente a las reglas de negocio, etc). Por tanto, el único recur-
so que nos queda es acceder a ellas a través de las webs a las que proveen
información. Esta tarea es bastante compleja ya que los sitios web no mues-
tran la información estructurada y su diseño está orientado al usuario ﬁnal
lo que imposibilita su procesamiento automático. Para afrontar este tipo
de problemas se diseñan wrappers, sistemas que proporcionan una inter-
faz de programación para sitios web emulando la interacción que un usuario
tendría con ellos.
Para ilustrar este problema, supongamos un sistema de integración como
el que se muestra en la ﬁgura Figura §2.1 donde se esboza el funcionamiento
de un metabuscador de referencias bibliográﬁcas (WEB1) que usa como fuen-
tes de información otros dos sitios web (WEB2 y WEB3). Tanto Web2 como
Web3 tienen fuentes de información propias, grandes bases de datos de refe-
rencias bibliográﬁcas, que sólo pueden ser consultadas mediante el interfaz
web que éstas proporcionan. Cuando un usuario hace una consulta en WEB1,
éste ejecuta una serie de consultas tanto enWEB2 como enWEB3 para obtener
la información de interés para el usuario. El resultado de estas consultas son
páginas HTML donde la información de interés, que para nuestro ejemplo es
el título del artículo, la revista y el año de publicación, está formateada de for-
ma tabular. A partir de estas páginas el wrapper, usando una serie de reglas
de extracción basadas en la disposición tabular de los datos, es capaz de obte-
ner los datos de interés y darle un formato estructurado. Suponga que, con el
paso del tiempo, los diseñadores de WEB2 y WEB3 deciden, por ejemplo, in-
tercambiar las columnas donde aparece el título del artículo y el nombre de la
revista. Este pequeño cambio implicaría que, muy probablemente, WEB1
confundiría la información y la representaría erróneamente.
Para evitar este tipo de problemas, los wrappers incluyen un siste-
ma de veriﬁcación cuyo objetivo es detectar automáticamente incorrecciones
en los datos obtenidos por el extractor de información. Al problema de veriﬁ-
car la información extraída por un wrapper lo denominaremos Wrapper
Veriﬁcation Problem (WVP).
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Figura 2.1: Ejemplo del problema de la veriﬁcación
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2.2. Principales problemas
La veriﬁcación automática de información no es una tarea trivial y, si no
se realiza adecuadamente, puede incrementar exponencialmente los cos-
tes de integración [155]. Los principales problemas a los que se tienen que
enfrentar los sistemas de veriﬁcación son:
1. (P1) Sobreaprendizaje: Durante la fase de construcción del sistema de
veriﬁcación sólo disponemos de ejemplos positivos (Sección §5.4), es-
to es, sólo tenemos representado una parte del dominio de discurso.
Esto acarrea graves problemas de sobreaprendizaje ya que no esta-
mos aprendiendo con todo lo que nos podemos encontrar en un futuro
y nos ceñimos a aprender lo conocido (no generalizamos).
2. (P2) Aplicación de características: Los sistemas de veriﬁcación, reciben
cadenas que representan los elementos de las web que contienen la in-
formación de interés. Para poder tratar estas cadenas, se aplican una
serie de funciones matemáticas, denominadas características, que con-
vierten cada cadena en un vector de valores. Atendiendo al dominio del
sitio web, se aplicarán unas características u otras.
3. (P3) Características independientes: Los valores devueltos tras la apli-
cación de las características se pueden ver como variables aleatorias
para las que no se puede asumir dependencia o independecia entre ellas.
4. (P4) Conjuntos de datos heterogéneos: A la hora de veriﬁcar informa-
ción hay que tener en cuenta que, en muchas ocasiones, los conjuntos de
datos a veriﬁcar no son homogéneos. Esto es, cadenas como "Don
Quijote de la Mancha" y "1492" representan lo mismo, títulos de li-
bros. En cambio, si los representamos mediante características pueden
dar lugar a vectores de valores muy distantes en el espacio. En otras pa-
labras, existe una dependencia entre la consulta, los datos que se
obtuvieron y las características usadas para representarlos.
5. (P5) Perﬁlado de las características: Una vez que los datos de interés se
caracterizan, se busca un modelo matemático que los describa. A prio-
ri este modelo no es conocido y los sistemas de veriﬁcación lo deben
calcular.
6. (P6) Poder de veriﬁcación: A la hora de comprobar si un nuevo conjun-
to de datos es válido o no, hay que veriﬁcar si éste se ajusta al perﬁlado
2.3. Análisis de las soluciones actuales 15
previamente calculado. Al trabajar en un espacio n-dimensional, el gra-
do de ajuste será mejor en algunas dimensiones que en otras por lo que
debemos de disponer de mecanismos eﬁcientes que combinen estos
valores en uno único.
7. (P7) Granularidad: Cuando se detecta que un conjunto de datos es in-
válido, es especialmente importante que el sistema de veriﬁcación
identiﬁque qué elementos del conjunto son inválidos ya que la actua-
ción del experto estaría más dirigida y el tiempo de reinducción del
wrapper sería mucho menor.
2.3. Análisis de las soluciones actuales
Del estudio realizado sobre la literatura existen en el campo de la veriﬁca-
ción de información [26, 69, 104], hemos identiﬁcado distintas propuestas.
Muchas de ellas se centran en seleccionar un número predeﬁnido de carac-
terísticas y combinan los perﬁles como suma ponderada, para luego ser
comparado con un umbral predeﬁnido que determinará si la alarma debe ser
o no enviada [42, 133]; otras propuestas como las descritas en [65] o [27] pre-
suponen que cambios en el árbol DOM de una página web pueden provocar
una extracción incorrecta de los datos. Este tipo de sistema de veriﬁca-
ción proponen características encaminadas a detectar estos cambios en vez de
determinar si los datos extraídos siguen siendo correctos.
El sistema de veriﬁcación propuesto por Lerman y otros [105] parte de un
conjunto de entrenamiento formado únicamente por conjuntos de datos váli-
dos. Las características que utiliza para crear su modelo de veriﬁcación son: el
número medio de registros por conjunto de datos, número medio de to-
kens, longitud media de los tokens, la densidad de letras, números, etiquetas
HTML y signos de puntuación para los atributos de las clases. Cuando habla-
mos de tokens nos referimos a cadenas que contienen distintos tipos de
caracteres alfabéticos, numéricos y de puntuación.
Lerman y otros [105] usan un algoritmo propio, denominado DATAPROG,
para inferir los patrones de comienzo y ﬁn y calcula el número de atributos
de una clase que cumplen alguno de los patrones aprendidos para la clase.
Tanto el conjunto de entrenamiento, como cada uno de los conjuntos que
se deseen veriﬁcar, están representados por un vector que contiene los valores
medios de cada una de las características.
16 Capítulo 2. Motivación
Para veriﬁcar un conjunto de datos no veriﬁcado simplemente comprue-
ba si su vector y el del conjunto de entrenamiento son estadísticamente
iguales para lo cual usa el estadístico de Pearson):
p ==
�
f∈fs
(r(f)− k(f))2
k(f)
donde fs es el conjunto de características consideradas, k es un mapa que
asocia cada característica con valor medio en el conjunto de entrenamien-
to, y r es el mapa que asocia las características con sus valores en el conjunto
de datos no veriﬁcado. Si p está por debajo de un nivel de conﬁanza entonces
se dispara una alarma.
Tsourakakis y Paliourast [149] modiﬁcan el estadístico de Pearson usa-
do por Lerman y otros [105], para adaptarlo al conjunto de características
usado. Si bien los autores indican que esto implica una mejora sustancial so-
bre la propuesta inicial, la poco concreción sobre las propuestas presentadas
en este trabajo hace bastante difícil reproducir los resultados logrados.
Por otro lado Kushmerick [98, 100] presenta dos sistemas de veriﬁca-
ción prácticamente idénticos. El conjunto de entrenamiento que usa para
crear el modelo de veriﬁcación sólo tiene conjuntos de datos válidos. En su
propuesta inicial trabajaba con las siguientes características: número de regis-
tros por conjunto de datos, número de palabras, longitud, fracción de dígitos,
letras, letras mayúsculas, letras minúsculas, símbolos de puntuación y símbo-
los html. Posteriormente también incluyo características relacionadas con la
estructura de los registros y el número de registros de cada una de las clases
que hay en cada registro.
Estas características son modeladas como si de variables aleatorias que
siguen una distribución de probabilidad se trataran. Para las variables numé-
ricas sugiere usar una distribución normal mientras que para las categóricas
usa una empírica que la crea basándose en los datos que estas variables
toman en el conjunto de entrenamiento.
A la hora de veriﬁcar un conjunto de datos, primero calcula los valo-
res que toman las distintas características en dicho conjunto. Luego obtiene la
probabilidad con la que estos valores siguen las distribuciones antes calcu-
ladas. Para combinar estas probabilidades, hay una por característica, se
sugieren tres alternativas:
Independencia. Supone que las variables son independientes y calcula
la probabilidad combinada como la multiplicación de todas ellas.
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Vinculación. Presume que hay una variable que vincula a otras y, por
tanto, la probabilidad combinada es igual al menor valor.
Equivalencia. Todas las variables tienen la misma importancia así que la
probabilidad combinada es igual a la media geométrica de sus valores.
El valor que se obtiene de aplicar cualquiera de estos métodos es conside-
rado una muestra de una distribución de probabilidad V . Dicha distribución
se calculó previamente tomando como muestras las probabilidades con las
que los datos del conjunto de entrenamiento siguen las distribuciones norma-
les. Solo se lanza la alarma si la probabilidad con la que este valor sigue la
distribución V es inferior a un límite. Pek y otros [126] introducen una nueva
característica basada en el arbol DOM (caminos de extracción, número de hi-
jos por nodo, número de nodos por datos extraibles) que mejora el proceso de
veriﬁcación del sistema propuesto por Kushmerick [98, 100] ya que eva-
lúa modiﬁcaciones en la estructura de la página antes de evaluar los valores
extraidos.
Otro sistema muy conocido en el presentado por McCann y otros [115]
que considera las siguientes características a nivel de conjunto de datos como:
número de atributos de cada clase, longitud media, número medio de to-
kens, longitud media de los tokens, densidad de dígitos, densidad de tokens
alfabéticos, densidad de tokens numéricos, densidad de tokens alfanuméri-
cos, orden de tuplas atributos, una serie de características booleanas que
indican el cumplimiento de restricciones semánticas deﬁnidas por el usua-
rio. Además, para cada una de estas características, calcula su tendencia con
el objetivo de detectar ﬂuctuaciones en sus valores.
Cada uno de estas características es perﬁlada como si fuera una varia-
bles aleatoria que sigue una distribución normal. El proceso de veriﬁcación
propuesto se basa en cuatro características fundamentales:
1. Las estimaciones de las características se calculan mediante densidades
normalizas. Esto es, calcula la probabilidad de que una característi-
ca tenga un valor con más probabilidad que otro. Para una estimación
gausiana, el valor de una variable aleatoria S se calcula como:
1− 2Pr [v � ≤ µ− |µ− v|]
donde v y v � son valores de S.
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Propuestas P1 P2 P3 P4 P5 P6 P7
Kushmerick [98, 100] ✕ ✕ ✕ ✓ ✕ ✕ ✕
Lerman y otros [105] ✕ ✓ ✕ ✕ ✕ ✕ ✕
McCann y otros [115] ✓ ✕ ✕ ✕ ✕ ✕ ✕
P1 = Sobreaprendizaje; P2 = Aplicación de características; P3 = Características
independientes; P4 = Conjuntos de datos heterogéneos; P5 = Perﬁlado de las
características; P6 = Poder de veriﬁcación; P7 = Granularidad;
Tabla 2.1: Comparación de propuestas actuales de sistemas de veriﬁcación
2. Usa tanto conjuntos de valores válidos como inválidos. Cada caracterís-
tica se perﬁla mediante dos distribuciones normalizadas, una para los
conjuntos de valores válidos y la otra para los inválidos. Aunque los au-
tores proponen dos formas de combinar dichas distribuciones ninguna
de ellas parece satisfactoria.
3. Calcula el valor combinado de las distintas características tenien-
do en cuenta el peso discriminatorio de cada una de ellas. Para
los conjuntos de datos válidos los perﬁles combinados se cal-
culan como p+ =
�
p∈ps wm(p)p(rs) y para los inválidos como
p− =
�
p∈ps wm(p)(1− p(rs)) donde wm es una función que mapea pe-
sos con estimaciones, rs es un conjunto de datos y ps es el conjunto de
características.
4. El usuario deﬁne un límite ﬁjo que se usará para rechazar o no el
conjunto a veriﬁcar.
2.4. Discusión
Las propuestas indicadas con anterioridad presentan una serie de proble-
mas que hacen que su rendimiento en la práctica no sea óptimo (§2.1). Así, los
sistemas actuales sufren de sobreaprendizaje (P1) ya que, salvo McCann
y otros [115], sólo tratan con datos válidos. En [115] se propone el uso de
ejemplos inválidos y se dan distintos métodos para generarlos pero las expe-
rimentaciones demuestran que estas técnicas dan lugar a ejemplos demasiado
sintéticos y que no inﬂuyen positivamente en el proceso de construcción.
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Respecto a la aplicación y dependencia de características (P2 y P3), todas
las propuestas usan un número limitado de características independiente-
mente del dominio del sitio web para el que se creo el wrapper. La propuesta
de Lerman y otros [105] esta menos expuesta a este problema ya que la
característica basada en DATAPROG parte de un esquema de etiquetas pre-
deﬁnido y adaptado al sitio web. Además, todos los autores presuponen la
independencia de las características usadas cosa que, en la mayoría de los ca-
sos, no es cierta. Esto hace que, por ejemplo, el rendimiento del test χ2 de
bondad de ajuste usado en [105], la técnica Naive Bayes en la que se ba-
sa la técnica propuesta en [98], e incluyo el método Winnow usado en la
propuesta descrita en [115] puedan dar unos resultados muy pobres.
Tanto Kushmerick [98] como McCann y otros [115] proponen modelar
las características como distribuciones de probabilidad gausianas (P5), in-
cluso en aquellos casos donde éstas no sigan este tipo de distribuciones.
Además, la metodología que siguen para combinar las funciones de perte-
nencia de nuevos valores a dichas distribuciones se reduce a una única
función matemática (P6). Todo esto se añade a que a la hora de crear el mode-
lo de veriﬁcación Lerman y otros [105] y McCann y otros [115] implícitamente
asumen que los datos a veriﬁcar son homogéneos (P4).
Por último, ninguna de las propuestas actuales es capaz de indicar qué
elemento de un conjunto de datos marcado como inválido (P7), ha provoca-
do la generación de la alarma. Esto implica que un experto será el que revise
todo el conjunto de datos hasta detectar los datos potencialmente inválidos.
2.5. Propuesta
Para afrontar adecuadamente el problema de la veriﬁcación de informa-
ción extraída por wrappers web, proponemos el desarrollo de un marco de
trabajo en el que englobaremos los sistemas de veriﬁcación actuales con el
objetivo de:
1. Homogeneizar el vocabulario usado en el campo de la veriﬁcación.
2. Identiﬁcar los diferentes elementos que forman parte del proceso de
veriﬁcación.
3. Facilitar la comparación funcional entre sistemas de veriﬁcación.
4. Detectar los principales inconvenientes presentes en los sistemas de
veriﬁcación.
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En el Capítulo §5 se tratan todos estos aspectos. Se presentan diversos dia-
gramas y algoritmos de los distintos bloques funcionales, donde se establecen
las relaciones con los sistemas de veriﬁcación actuales y se justiﬁca la necesi-
dad de aplicar otro tipo de técnicas no usadas hasta la fecha en este campo.
Así, por ejemplo, como consecuencia de proponer una base de datos de carac-
terísticas común para todos sistemas de veriﬁcación es necesario aplicar
algoritmos de selección de características (Sección §4.6) que permitan selec-
cionar las características que mejor se adecuen tanto al sitio web como a los
tipos de datos.
Además, en el Capítulo §8 se presenta la idea de diseñar una metodología
de experimentación que permita comparar empíricamente los distintos siste-
mas de veriﬁcación bajo las mismas condiciones, tanto de datos como de
medidas de rendimiento.
Una vez establecidas las bases para diseñar y comparar sistemas de veriﬁ-
cación, se proponen dos nuevos enfoques que tratan de paliar las carencias de
los actuales. El primero de ellos (Capítulo §6) surge de la idea de tratar la veri-
ﬁcación de la información como un problema de optimización computacional.
En concreto, se establece un paralelismo con el problema de la asignación
cuadrática de tareas (QAP) y se llega a la conclusión de que cualquier técni-
ca aplicada a este campo es susceptible de ser usada en la veriﬁcación. De
todas estas técnicas, usaremos las basadas en las colonias de hormigas pa-
ra desarrollar un nuevo sistema de veriﬁcación. El algoritmo elegido es el de
la mejor-peor hormiga (BWAS), también diseñado por el autor de esta Tesis.
El segundo de ellos, tratado en el Capítulo §7, se denomina MAVE (Multi-
level wrApper Veriﬁcation systEm) y es un sistema de veriﬁcación multinivel
que tiene en cuenta la naturaleza de las características aplicadas. Previo al
desarrollo de MAVE, el problema de la veriﬁcación se enfoca como un proble-
ma de clasiﬁcación de una única clase (Capítulo §7). Esta propuesta implicará
una reformulación del problema y el estudio de una serie de técnicas (Sección
§4.5).
Finalmente, se presenta un estudio comparativo basado en técnicas esta-
dísticas no paramétricas (Capítulo §8) en el que estarán incluidas los sistemas
de veriﬁcación tradicionales y todas las nuevas propuestas presentes en esta
Tesis.
2.6. Resumen
En este capítulo hemos motivado las razones que nos han llevado a
afrontar el problema de la veriﬁcación de wrappers. Hemos analizado los
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problemas que se presentan a la hora de veriﬁcar información y las propues-
tas actuales y hemos llegado a la conclusión de que ninguna de las técnicas
que se han venido usando solucionan todos los problemas planteados.
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ParteII
Antecedentes

Capítulo3
Metaheurísticasbasadasencolonias
dehormigas
No sigas órdenes toda tu vida. Piensa por ti mismo.
Chris Miller, AntZ, Película 1998
L
a metaheurística de Optimización basada en Colonias de Hormigas
(ACO) (Ant Colony Optimization) se inspira en el comportamien-
to seguido por las hormigas de diversas especies para encontrar los
caminos más cortos entre las fuentes de comida y el hormiguero. En
este capítulo repasaremos las bases de esta metaheurística y profundizare-
mos en el estudio de sus algoritmos más conocidos. La estructura del capítulo
es la siguiente: En la Sección §3.1 hablaremos del concepto de metaheurísti-
ca y justiﬁcaremos su necesidad de aplicación; en la Sección §3.2 se presentará
el comportamiento real de las colonias de hormigas, a partir del cual se inspi-
ra toda la metaheurística ACO; a continuación, en la Sección §3.3 se describirá
la transición desde las hormigas naturales hasta las hormigas artiﬁciales, se
resumirán las diferencias y similitudes entre ambas; en la Sección §3.4 se ex-
pondrá el modo de trabajo general de un algoritmo ACO y se discutirán, los
tipos de problemas resolubles mediante ACO; en la Sección §3.5 se mostra-
rán algunos de los algoritmos ACO existentes. En la Sección §3.6 pasaremos a
analizar de manera mas concreta y exhaustiva el Sistema de la Mejor-
Peor Hormiga (BWAS). Finalmente, en la Sección §3.7 concluiremos el trabajo
con unos comentarios ﬁnales.
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3.1. Introducción
Existen problemas de optimización combinatoria complejos en diver-
sos campos como la economía, el comercio, la ingeniería, la industria o la
medicina. Sin embargo, a menudo estos problemas son muy difíciles de resol-
ver en la práctica. El estudio de esta diﬁcultad inherente para resolver dichos
problemas tiene cabida en el campo de la teoría de las Ciencias de la Compu-
tación, ya que muchos de ellos pertenecen a la clase de problemas NP-duros,
lo que signiﬁca que no existe un algoritmo conocido que los resuelva en un
tiempo polinomial [75].
Día tras día, siguen apareciendo nuevos problemas de este tipo, lo que ha
dado lugar a que se hayan realizado muchas propuestas de algoritmos pa-
ra tratar de solucionarlos. Para permitir una mejora adicional en la calidad de
las soluciones logradas por los algoritmos iterativos, la investigación en este
campo en las últimas dos décadas ha centrado su atención en el diseño de téc-
nicas de propósito general para guiar la construcción de soluciones o la
búsqueda local en las distintas heurísticas. Estas técnicas se llaman común-
mente metaheurísticas [76, 122, 154] y son conceptos generales empleados
para deﬁnir, a su vez, métodos heurísticos.
Una metaheurística relativamente reciente es la Optimización basada en
Colonias de Hormigas (ACO) (Ant Colony Optimization), la cual se inspi-
ra en el comportamiento que rige a las hormigas de diversas especies para
encontrar los caminos más cortos entre las fuentes de comida y el hormigue-
ro. De hecho, desde el trabajo inicial de Dorigo y otros [61] en el Sistema de
Hormigas (AS) (Ant System), la ACO se está convirtiendo en un cam-
po de investigación importante: un gran número de autores han desarrollado
modelos cada vez más soﬁsticados para solucionar de manera satisfacto-
ria un gran número de problemas de optimización combinatoria. Igualmente
se ha incrementado el número de desarrollos teóricos sobre los algoritmos
que se proponen.
3.2. Las colonias de hormigas naturales
Las hormigas son insectos sociales que viven en colonias y que son capa-
ces de mostrar comportamientos complejos y realizar tareas difíciles desde el
punto de vista de una hormiga individual. Un aspecto interesante del com-
portamiento de muchas especies de hormigas es su habilidad para encontrar
los caminos más cortos entre su hormiguero y las fuentes de alimento.
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Mientras que se mueven entre el hormiguero y la fuente de alimento, al-
gunas especies de hormigas depositan una sustancia química denominada
feromona. Si no se encuentra ningún rastro de feromona, las hormigas se
mueven de manera básicamente aleatoria, pero cuando existe feromona
depositada, tienen mayor tendencia a seguir el rastro. De hecho, los experi-
mentos realizados por biólogos han demostrado que las hormigas preﬁeren
de manera probabilística los caminos marcados con una concentración supe-
rior de feromona [78, 125]. En la práctica, la elección entre distintos caminos
tiene lugar cuando varios caminos se cruzan. Entonces, las hormigas eligen el
camino a seguir con una decisión probabilística sesgada por la cantidad de fe-
romona: cuanto más fuerte es el rastro de feromona, mayor es la probabilidad
de elegirlo. Puesto que las hormigas depositan feromona en el camino que si-
guen, este comportamiento lleva a un proceso de auto-refuerzo que concluye
con la formación de rastros señalados por una concentración de feromona ele-
vada. Este comportamiento permite además a las hormigas encontrar los
caminos más cortos entre su hormiguero y la fuente del alimento [78].
En la Figura §3.1 se ilustra cómo este mecanismo permite a las hormi-
gas encontrar el camino más corto. Inicialmente no existe ningún rastro de
feromona en el medio y, cuando una hormiga llega a una intersección, eli-
ge de manera aleatoria una de las bifurcaciones posibles. Según transcurre el
tiempo y mientras que las hormigas están recorriendo los caminos más pro-
metedores, estos van recibiendo una cantidad superior de feromona. Esto
ocurre gracias a que al ser los caminos más cortos, las hormigas que los si-
guen consiguen encontrar la comida más rápidamente, por lo que comienzan
su viaje de retorno antes. Entonces, en el camino más corto habrá un ras-
tro de feromona ligeramente superior y, por lo tanto, las decisiones de las
siguientes hormigas estarán dirigidas en mayor medida a dicho camino. Ade-
más, éste recibirá una proporción mayor de feromona por las hormigas que
vuelven por él, que por las que vuelven por el camino más largo. Este proce-
so ﬁnaliza haciendo que la probabilidad de que una hormiga escoja el camino
más corto aumente progresivamente y que al ﬁnal el recorrido de la colonia
converja al más corto de todos los caminos posibles.
Esta convergencia se complementa con la acción del entorno natural
que provoca que la feromona se evapore transcurrido un cierto tiempo.
Así, los caminos menos prometedores pierden progresivamente feromo-
na porque son visitados cada vez por menos hormigas. En [14], numerosos
experimentos muestran que, debido a la gran persistencia de feromona, es di-
fícil que las hormigas olviden un camino que tiene un alto nivel de feromona
aunque hayan encontrado un camino aún más corto..
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Figura 3.1: Hormigas buscando el camino más corto
3.3. De las hormigas naturales a la metaheurística
ACO
Los algoritmos de ACO se inspiran directamente en el comportamiento de
las colonias reales de hormigas para solucionar problemas de optimiza-
ción combinatoria. Se basan en una colonia de hormigas artiﬁciales, esto es,
unos agentes computacionales simples que trabajan de manera cooperati-
va y se comunican mediante rastros de feromona artiﬁciales. Los algoritmos
de ACO son esencialmente algoritmos constructivos: en cada iteración del al-
goritmo, cada hormiga construye una solución al problema recorriendo un
grafo de construcción. Cada arista del grafo, que representa los posibles pa-
sos que la hormiga puede dar, tiene asociada dos tipos de información que
guían el movimiento de la hormiga:
Información heurística:Mide la preferencia heurística de moverse des-
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de el nodo r hasta el nodo s. Se nota por ηrs. Las hormigas no modiﬁcan
esta información durante la ejecución del algoritmo.
Información de los rastros de feromona artiﬁciales: mide la deseabili-
dad aprendida del movimiento de r a s. Se nota por τrs. Imita a la
feromona real que depositan las hormigas naturales. Esta informa-
ción se modiﬁca durante la ejecución del algoritmo dependiendo de las
soluciones encontradas por las hormigas.
En esta sección se presentan los pasos que llevan desde las hormi-
gas reales a la ACO. A partir de ahora debe tenerse en cuenta que los
algoritmos ACO presentan una doble perspectiva:
Por un lado, son una abstracción de algunos patrones de compor-
tamiento naturales relacionados con el comportamiento que permite
encontrar el camino más corto.
Por otro lado, incluyen algunas características que no tienen una contra-
partida natural, pero que permiten que se desarrollen algoritmos para
obtener buenas soluciones al problema que se pretende resolver (por
ejemplo, el uso de información heurística que guíe el movimiento de las
hormigas).
3.3.1. Tipos de problemas resolubles por la ACO
El tipo de problemas que se pueden resolver por medio de hormigas arti-
ﬁciales pertenece al grupo (restringido) de problemas de camino mínimo que
se pueden caracterizar por los siguientes aspectos [55, 57]:
Existe un conjunto de restricciones Ω deﬁnido por el problema a
solucionar.
Existe un conjunto ﬁnito de componentes N = n1, n2, ..., nl.
El problema presenta diversos estados que se deﬁnen según secuencias
ordenadas de componentes δ =< nr, ns, ..., nu, ... >, que simpliﬁcare-
mos denotándola como < r, s, ..., u, ... >, sobre los elementos de N. Si Δ
es el conjunto de todas las secuencias posibles, llamaremos Δ˜ al conjun-
to de posibles (sub)secuencias que respetan las restricciones Ω. Los
elementos en Δ˜ deﬁnen los estados posibles. |δ| es la longitud de una
secuencia δ, esto es, el número de componentes en la secuencia.
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Existe una estructura de vecindario deﬁnida como sigue: δ2 es un
vecino de δ1 si:
• δ1 ∧ δ2 ∈ Δ,
• el estado δ2 puede alcanzarse desde δ1 en un paso lógico, es de-
cir, si r es la última componente de la secuencia δ1, debe existir
una componente s ∈ N tal que δ2 =< δ1, s >, esto es, debe exis-
tir una transición válida entre r y s. El vecindario alcanzable de δ1
es el conjunto que contiene todas las secuencias δ2 ∈ Δ˜ . Si δ2 /∈ Δ˜,
diremos que δ2 está en el vecindario no alcanzable de δ1.
Una solución S es un elemento de Δ˜ que veriﬁca todos los requisitos del
problema.
Existe un costo C(S) asociado a cada solución S. A esta función también
se le suele llamar ﬁtness.
En algunos casos, se puede asociar un costo, o una estimación del
mismo, a los estados.
Como hemos comentado todas las características anteriores se dan en pro-
blemas de optimización combinatoria que pueden representarse en forma de
grafo ponderado G = (N,A), donde A es el conjunto de aristas que co-
nectan el conjunto de componentes N. El grafo G se denomina grafo de
construcción G. Por tanto, tenemos que:
Las componentes nr son los nodos del grafo.
Los estados δ (y por tanto las soluciones S) se corresponden con
caminos en el grafo, esto es, secuencias de nodos o aristas.
Las aristas del grafo, ars , son conexiones/transiciones que deﬁnen la
estructura del vecindario. δ2 =< δ1, s > será vecino de δ1 si el nodo r es
la última componente de δ1 y la arista ars existe en el grafo.
Deben existir los costos explícitos crs asociados con cada arista.
Las componentes o conexiones deben tener asociados rastros de fero-
mona τ, que representan un tipo de memoria indirecta y a largo plazo
del proceso de búsqueda, como valores heurísticos η, que representan la
información heurística disponible en el problema a resolver.
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3.3.2. La hormiga artiﬁcial
La hormiga artiﬁcial es un agente computacional simple que intenta cons-
truir soluciones posibles al problema explotando los rastros de feromona
disponibles y la información heurística. Sin embargo, en algunos problemas,
puede también construir soluciones no válidas que podrán ser penaliza-
das dependiendo de lo inadecuado de la solución. La hormiga artiﬁcial tiene
las siguientes propiedades [55, 57]:
Busca soluciones válidas de costo mínimo para el problema a solucionar.
Tiene una memoria L que almacena información sobre el camino segui-
do hasta el momento, esto es, L almacena la secuencia generada. Esta
memoria puede usarse para:
• construir soluciones válidas,
• evaluar la solución generada, y
• reconstruir el camino que ha seguido la hormiga.
Tiene un estado inicial δinicial , que normalmente se corresponde con
una secuencia unitaria y una o más condiciones t de parada asociadas.
Comienza en el estado inicial y se mueve siguiendo estados válidos,
construyendo la solución asociada incrementalmente.
Cuando está en un estado δr =< δr−1, r >, es decir, actualmente está lo-
calizada en el nodo r y ha seguido previamente la secuencia δr−1, puede
moverse a cualquier nodo s de su vecindario posible N(r), deﬁnido
como N(r) = s|(ars ∈ A) y (< δr, s >∈ Δ˜).
El movimiento se lleva a cabo aplicando una regla de transición, que es
función de los rastros de feromona que están disponibles localmen-
te, de los valores heurísticos de la memoria privada de la hormiga y de
las restricciones del problema.
Cuando durante el procedimiento de construcción una hormiga se mue-
ve desde el nodo r hasta el s, puede actualizar el rastro de feromona τrs
asociado al arco a rs . Este proceso se llama actualización en línea de los
rastros de feromona paso a paso.
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El procedimiento de construcción acaba cuando se satisface algu-
na condición de parada, normalmente cuando se alcanza un estado
objetivo.
Una vez que la hormiga ha construido la solución puede recons-
truir el camino recorrido y actualizar los rastros de feromona de los
arcos/componentes visitados utilizando un proceso llamado actualiza-
ción en línea a posteriori. Este es el único mecanismo de comunicación
entre las hormigas, utilizando la estructura de datos que almacena los
niveles de cada arco/componente (memoria compartida).
3.4. Modo de funcionamiento y estructura de un
algoritmodeACO
Como se ha visto en las secciones anteriores, el modo de operación bási-
co de un algoritmo de ACO es como sigue: las m hormigas (artiﬁciales) de
la colonia se mueven, concurrentemente y de manera asíncrona, a tra-
vés de los estados adyacentes del problema (que puede representarse en
forma de grafo con pesos). Este movimiento se realiza siguiendo una re-
gla de transición que está basada en la información local disponible en las
componentes (nodos). Esta información local incluye la información heurísti-
ca y memorística (rastros de feromona) para guiar la búsqueda. Al moverse
por el grafo de construcción, las hormigas construyen incrementalmente so-
luciones. Opcionalmente, las hormigas pueden depositar feromona cada vez
que crucen un arco (conexión) mientras que construyen la solución (actuali-
zación en línea paso a paso de los rastros de feromona). Una vez que cada
hormiga ha generado una solución se evalúa ésta y puede depositar una can-
tidad de feromona que es función de la calidad de su solución (actualización
en línea a de los rastros de feromona). Esta información guiará la búsqueda
de las otras hormigas de la colonia en el futuro.
Además, el modo de operación genérico de un algoritmo de ACO inclu-
ye dos procedimientos adicionales, la evaporación de los rastros de feromona
y las acciones del demonio. La evaporación de feromona la lleva a cabo el en-
torno y se usa como un mecanismo que evita el estancamiento en la búsqueda
y permite que las hormigas busquen y exploren nuevas regiones del espacio.
Las acciones del demonio son acciones opcionales (que no tienen un contra-
punto natural) para implementar tareas desde una perspectiva global que no
pueden llevar a cabo las hormigas por la perspectiva local que ofrecen.
La estructura de un algoritmo de ACO genérico [56, 58] se indica en el
Algoritmo §3.1.
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MATAHEURISTICA_ACO()
1 INICIALIZACIÓN_DE_PARÁMETROS()
2 // t= criterio de ﬁnalización
3 while not t
4 PROGRAMACIÓN_DE_ACTIVIDADES()
PROGRAMACION´_DE_ACTIVIDADES()
1 GENERACIÓN_DE_HORMIGAS_Y_ACTIVIDAD()
2 EVAPORACIÓN_DE_FEROMONA()
3 ACCIONES_DEL_DEMONIO()
GENERACIÓN_DE_HORMIGAS_Y_ACTIVIDAD()
1 // Creación en paralelo de las hormigas
2 for i = 1 tom
3 NUEVA_HORMIGA(i)
NUEVA_HORMIGA(k)
1 INICIALIZA_HORMIGA(k)
2 r = INICIALIZA_ESTADO_HORMIGA(k)
3 L = INICIALIZA_MEMORIA_HORMIGA(k, r)
4 δ = r
5 while (δ �= estado_objetivo)
6 Pk = CALCULAR_PROBABILIDADES_DE_TRANSICIÓN(k, L,Nk(r))
7 s = APLICAR_POLÍTICA_DECISIÓN(P,Nk(r))
8 Lk = ACTUALIZAR_MEMORIA_HORMIGA(k, s)
9 δ = ACTUALIZA_ESTADO_HORMIGA(k, s)
10 if (ACTUALIZACION_FEROMONA_EN_LINEA_PASO_A_PASO())
11 DEPOSITAR_FEROMONA_EN_EL_ARCO_VISITADO(k, r, s)
12 Lk = Lks
13 Sk =< Sk, s >
14 r = s
ACTIVIDADES_DEL_DEMONIO()
1 if (ACTUALIZACION_FEROMONA_EN_LINEA_A_POSTERIORI())
2 for k = 1 tom
3 for each < r, s >∈ Lk // <r,s>=vértices visitados
4 DEPOSITAR_FEROMONA_EN_EL_ARCO(k, r, s)
Programa 3.1: Algoritmo ACO genérico
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El primer paso incluye la inicialización de los valores de los paráme-
tros que se tienen en consideración en el algoritmo. Entre otros, se deben ﬁjar
el rastro inicial de feromona asociado a cada transición, τo, que es un
valor positivo pequeño, normalmente el mismo para todas las componen-
tes/conexiones, el número de hormigas en la colonia, m, y los pesos que
deﬁnen la proporción en la que afectarán la información heurística y memo-
rística en la regla de transición probabilística. El procedimiento principal de
la metaheurística ACO, MATAHEURISTICA_ACO() controla la planiﬁcación
de las tres componentes mencionadas en esta sección:
1. la generación y puesta en funcionamiento de las hormigas artiﬁciales,
2. la evaporación de feromona, y
3. las acciones del demonio.
La implementación de este constructor determinará la sincronía existente
entre cada una de las tres componentes. Mientras que la aplicación a proble-
mas clásicos NP-duros, normalmente usa una planiﬁcación secuencial. En
problemas distribuidos como el enrutamiento en redes, el paralelismo pue-
de ser explotado de manera sencilla y eﬁciente. Como se ha comentado antes,
varias componentes son o bien opcionales, como las acciones del demo-
nio, o bien dependientes estrictamente del algoritmo de ACO especiﬁco, por
ejemplo cuándo y cómo se deposita la feromona. Generalmente, la actualiza-
ción en línea paso a paso de los rastros de feromona y la actualización en
línea a posteriori de los rastros de feromona son mutuamente excluyen-
tes y no suelen estar presentes a la vez ni faltar ambas al mismo tiempo (si las
dos faltan, el demonio suele actualizar los rastros de feromona).
Por otro lado, hay que remarcar que el procedimiento denomina-
do ACTUALIZA_MEMORIA_HORMIGA() se encarga de especiﬁcar el estado
inicial desde el que la hormiga comienza su camino y, además almace-
nar la componente correspondiente en la memoria de la hormiga L. La
decisión sobre cuál será dicho nodo depende del algoritmo especíﬁ-
co (puede ser una elección aleatoria o una ﬁja para toda la colonia, o
una elección aleatoria o ﬁja para cada hormiga, etc.). Por último, comen-
tar que los procedimientos CALCULAR_PROBABILIDADES_DE_TRANSICIÓN()
y APLICAR_POLÍTICA_DECISIÓN() tienen en consideración el estado actual
de la hormiga, los valores actuales de la feromona visibles en dicho no-
do y las restricciones del problema Ω para establecer el proceso de transición
probabilístico hacia otros estados válidos.
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3.5. Modelosdeoptimizaciónbasada en colonias de
hormigas
En la literatura se han propuesto diversos algoritmos que siguen la me-
taheurística ACO. Entre los algoritmos de ACO disponibles para problemas
de optimización combinatoria NP-duros, se encuentran el Sistema de Hormi-
gas (AS) [61], el Sistema de Colonia de Hormigas (ACS) [59], el Sistema de
Hormigas Max-Min (MMAS) [142], el AS con ordenación (RAS) [17] y el
Sistema de la Mejor-Peor Hormiga (BWAS) [37, 38]. En las siguientes seccio-
nes, presentaremos una pequeña descripción de los algoritmos AS (Sección
§3.5.1) y ACS (Sección §3.5.2), que nos servirán de base para entender el
comportamiento del algoritmo BWAS que se detallará en la Sección §3.6.
3.5.1. El sistema de hormigas
El AS [61] fue el primer algoritmo de ACO. Inicialmente, se presentaron
3 variantes distintas: AS-densidad, AS-cantidad y AS-ciclo, que se dife-
rencian en la manera en que se actualizan los rastros de feromona. En
los dos primeros, las hormigas depositan feromona mientras que constru-
yen sus soluciones (esto es, aplicaban una actualización en-línea paso a
paso de feromona), con la diferencia de que la cantidad de feromona de-
positada en el AS-densidad es constante, mientras que la depositada en
AS-cantidad depende directamente de la deseabilidad heurística de la transi-
ción ηrs. Por último, en AS-ciclo la deposición de feromona se lleva a cabo
una vez que la solución está completa (actualización en línea a poste-
riori de feromona). Esta última variante es la que obtiene unos mejores
resultados y es, por tanto, la que se conoce como AS en la literatura.
En el AS la actualización de feromona se realiza una vez que todas las
hormigas han completado sus soluciones, y se lleva a cabo como sigue: pri-
mero, todos los rastros de feromona se reducen en un factor constante,
implementándose de esta manera la evaporación de feromona:
τrs ← (1− ρ) • τrs (3.1)
donde ρ ∈ (0, 1] es la tasa de evaporación. A continuación cada hormiga reco-
rre de nuevo el camino que ha seguido (el camino esta almacenado en su
memoria local Lk) y deposita una cantidad de feromona Δτkrs, que es función
de la calidad de su solución, en cada conexión por la que ha viajado:
τrs ← τrs + Δτkrs, ∀ars ∈ Sk (3.2)
36 Capítulo 3. Metaheurísticas basadas en colonias de hormigas
donde Δτkrs = f(C(Sk)).
En cada paso de construcción, una hormiga k escoge ir al siguiente nodo
con una probabilidad que se calcula como:
pkr,s =

ταrs•ηβrs�
u∈Nkr
ταrs•ηβrs
, si s�Nk(r)
0 en otro caso
(3.3)
dondeNk(r) es el vecindario alcanzable por la hormiga k cuando se encuentra
en el nodo r, y α, β ∈ R, son dos parámetros que ponderan la importancia re-
lativa de los rastros de feromona y la información heurística. Cada hormiga k
almacena la secuencia que ha seguido hasta el momento y su memoria Lk; esta
información se utiliza,como se mostró anteriormente, para determinar Nk(r)
en cada paso de construcción. La función de los parámetros α y β es la que si-
gue: si α = 0, aquellos nodos con una preferencia heurística mejor tienen una
mayor probabilidad de ser escogidos, haciendo el algoritmo muy similar a un
algoritmo voraz probabilístico clásico (con múltiples puntos de partida en ca-
so de que las hormigas estén situadas en nodos distintos al comienzo de cada
iteración). Sin embargo, si β = 0, sólo se tienen en cuenta los rastros de fero-
mona para guiar el proceso constructivo, lo que puede causar un rápido
estancamiento. Por tanto es preciso establecer una adecuada proporción entre
la información heurística y la información de los rastros de feromona.
Para resumir la descripción del AS, en el algoritmo §3.2 se detalla el
comportamiento de este algoritmo.
3.5.2. El sistema de colonias de hormigas
El ACS [59] es uno de los primeros sucesores del AS que introduce tres
modiﬁcaciones importantes con respecto a dicho algoritmo de ACO:
1. El ACS usa una regla de transición distinta, denominada regla propor-
cional pseudo-aleatoria. Sea k una hormiga situada en el nodo r,
q0 ∈ [0, 1] un parámetro y q un valor aleatorio en [0, 1], el siguiente no-
do s se elige aleatoriamente mediante la siguiente distribución de
probabilidad:
si q < q0
pk
rs
=
 1, si s = argu ∈ Nk(r) max{ταruηβru}
0, en otro caso
(3.4)
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CALCULAR_PROBABILIDADES_DE_TRANSICIÓN(k, L,Nk(r))
1 for each s ∈ Nk(r)
2 pkr,s =
ταrs•ηβrs�
u∈Nk(r) τ
α
rs•ηβrs
3 return P
ACTUALIZACIÓN_FEROMONA_EN_LINEA_PASO_A_PASO()
1 return FALSE
ACTUALIZACIÓN_FEROMONA_EN_LINEA_A_POSTERIORI()
1 return TRUE
DEPOSITAR_FEROMONA_EN_ARCO(k, r, s)
1 τrs ← τrs + f(C(Sk))
EVAPORACIÓN_DE_FEROMONA(G)
1 for each ars ∈ G
2 τrs ← (1− ρ) • τrs
Programa 3.2: Algoritmo AS
si no
pkr,s =

ταrs•ηβrs�
u∈Nkr
ταrs•ηβrs
, si s�Nk(r)
0 en otro caso
(3.5)
Como puede observarse, la regla tiene una doble intención: cuando
q < q0 , explota el conocimiento disponible, eligiendo la mejor opción
con respecto a la información heurística y los rastros de feromona.
Sin embargo, si q > q0 se aplica una exploración controlada, tal como se
hacia en el AS. En resumen, la regla establece un compromiso entre la
exploración de nuevas conexiones y la explotación de la información
disponible en ese momento.
2. Sólo el demonio (y no las hormigas individualmente) actualiza la fero-
mona, es decir, se realiza una actualización de feromona fuera de línea
de los rastros. Para llevarla a cabo, el ACS sólo considera una hormi-
ga concreta, la que generó la mejor solución global, Smejor−global (aunque
en algunos trabajos iniciales se consideraba también una actualiza-
ción basada en la mejor hormiga de la iteración [59], en ACO casi
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siempre se aplica la actualización por medio de la mejor global). La ac-
tualización de la feromona se hace evaporando primero los rastros de
feromona en todas las conexiones utilizadas por la mejor hormiga glo-
bal (es importante recalcar que, en el ACS, la evaporación de feromona
sólo se aplica a las conexiones de la solución, que es también la usada
para depositar feromona) tal como sigue:
τrs ← (1− ρ) • τrs, ∀ars ∈ Smejor−global (3.6)
A continuación, el demonio deposita feromona usando la regla:
τrs ← τrs + ρ • f(C(Smejor−global)), ∀ars ∈ Smejor−global (3.7)
Adicionalmente, el demonio puede aplicar un algoritmo de búsque-
da local para mejorar las soluciones de las hormigas antes de actualizar
los rastros de feromona.
3. Las hormigas aplican una actualización en línea paso a paso de los ras-
tros de feromona que favorece la generación de soluciones distintas a
las ya encontradas. Cada vez que una hormiga viaja por una arista rs ,
aplica la regla:
τrs ← (1− φ) • τrs + φ • τ0Δτkrs, ∀ars ∈ Sk (3.8)
donde φ ∈ (0, 1] es un segundo parámetro de decremento de feromona.
Como puede verse, la regla de actualización en línea paso a paso inclu-
ye tanto la evaporación de feromona como la deposición de la misma.
Ya que la cantidad de feromona depositada es muy pequeña (de he-
cho, τ0 es el valor del rastro de feromona inicial y se escogiese de tal
manera que, en la práctica, se corresponda con el límite menor de ras-
tro de feromona; esto es, con la elección de las reglas de actualización de
feromona del ACS ningún rastro de feromona puede caer por deba-
jo de τ0), la aplicación de esta regla hace que los rastros de feromona
entre las conexiones recorridas por las hormigas disminuyan.
Así, esto lleva a una técnica de exploración adicional del ACS ya que las
conexiones atravesadas por un gran número de hormigas son cada vez
menos atractivas para el resto de hormigas que las recorren en la itera-
ción actual, lo que ayuda claramente a que no todas las hormigas sigan
el mismo camino.
El funcionamiento general de este algoritmo se describe en el Algoritmo
§3.3.
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CALCULAR_PROBABILIDADES_DE_TRANSICIÓN(k, L,Nk(r))
1 for each s ∈ Nk(r)
2 brs = τrs • ηβrs
3 q=random(0,1)
4 if q < q0
5 // Obtengo el arco con mayor b
6 z = max(brs,Nk(r))
7 pkr,z = 1
8 pkr,x = 0, ∀x �= z
9 else
10 for each s ∈ Nk(r)
11 pkr,s =
brs�
u∈Nr(k) bru
12 return P
ACTUALIZACIÓN_FEROMONA_EN_LINEA_PASO_A_PASO()
1 return TRUE
DEPOSITAR_FEROMONA_EN_ARCO_VISITADO(k, r, s)
1 τrs ← (1− φ) • τrs + φ • τ0
ACTUALIZACIÓN_FEROMONA_EN_LINEA_A_POSTERIORI()
1 return TRUE
DEPOSITAR_FEROMONA_EN_ARCO_VISITADO(k, r, s)
1 τrs ← (1− φ) • τrs + φ • τ0
EVAPORACIÓN_DE_FEROMONA(G)
1 for each ars ∈ Smejor−global
2 τrs ← (1− ρ) • τrs
ACCIONES_DEL_DEMONIO()
1 mejor− actual = S1
2 for k = 1→ m
3 Sk = busqueda_local(Sk)
4 if C(Sk) < C(mejor− actual)
5 mejor− actual = Sk
6 if C(mejor_actual) < C(mejor_global)
7 mejor_global = mejor_actual
8 for each ars ∈ Smejor−global
9 τrs ← (1− φ) • τrs + φ • τ0
Programa 3.3: Algoritmo ACS
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3.6. El sistemade lamejor-peor hormiga
Dentro del campo de las colonias de hormigas, nuestra propuesta es el al-
goritmo denominado mejor-peor hormiga o BWAS [39, 40]. Este algoritmo
incorpora conceptos de computación evolutiva y es otra extensión del AS
cuyo modo de funcionamiento se detalla en el Algoritmo §3.4.
El BWAS utiliza la misma regla de transición de estados que el AS, así co-
mo la misma regla de evaporación de feromona que, al igual que en el AS con
ordenación y el MMAS, se aplica a todas las transiciones. Además, tal co-
mo hace el MMAS, el BWAS siempre considera la explotación sistemática de
optimizadores locales para mejorar las soluciones de las hormigas.
El núcleo del BWAS lo componen las siguientes tres acciones del demonio
que se describen en los tres apartados siguientes.
3.6.1. Actualización de la feromona
La regla mejor-peor de actualización de rastros de feromona está basada
en la regla de actualización del vector de probabilidades de PBIL que refuer-
za las aristas que se encuentran en la mejor solución global. Además, penaliza
cada conexión de la peor solución generada hasta el momento, Speor−actual,
que no se encuentre en la mejor global realizando una evaporación de fero-
mona adicional de esos rastros. Por tanto, la regla de actualización de
feromona en el BWAS se convierte en:
τrs ← τrs + ρ • f(C(Smejor_global)), ∀a rs ∈ Smejor_global (3.9)
τrs ← (1− ρ) • τrs, ∀a rs ∈ Speor_global ∧ rs /∈ Smejor_global (3.10)
3.6.2. Mutación de la feromona
Se realiza una mutación de los rastros de feromona para introducir di-
versidad en el proceso de búsqueda. Para llevarla a cabo, el rastro de
feromona asociado a cada una de las transiciones, desde cada nodo se mu-
ta con una probabilidad Pm utilizando cualquier operador de mutación con
codiﬁcación real.
La propuesta original del BWAS aplicaba un operador que alteraba los
rastros de feromona de cada transición mutada añadiendo o restando la mis-
ma cantidad en cada iteración. El rango de mutación mut(it, τumbral), que
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CALCULAR_PROBABILIDADES_DE_TRANSICIÓN(k, L,Nk(r))
1 for each s ∈ Nk(r)
2 brs = τrs • ηβrs
3
4 q=random(0,1)
5 if q < q0
6 // Obtengo el arco con mayor b
7 z = max(brs,Nk(r))
8 pkr,z = 1
9 pkr,x = 0, ∀x �= z
10 else
11 for each s ∈ Nk(r)
12 pkr,s =
brs�
u∈Nr(k) bru
13 return P
ACTUALIZACIÓN_FEROMONA_EN_LINEA_PASO_A_PASO()
1 return TRUE
DEPOSITAR_FEROMONA_EN_ARCO_VISITADO(k, r, s)
1 τrs ← (1− φ) • τrs + φ • τ0
ACTUALIZACIÓN_FEROMONA_EN_LINEA_A_POSTERIORI()
1 return TRUE
DEPOSITAR_FEROMONA_EN_ARCO_VISITADO(k, r, s)
1 τrs ← (1− φ) • τrs + φ • τ0
EVAPORACIÓN_DE_FEROMONA(G)
1 for each ars ∈ Smejor−global
2 τrs ← (1− ρ) • τrs
ACCIONES_DEL_DEMONIO()
1 mejor− actual = S1
2 for k = 1→ m
3 Sk = busqueda_local(Sk)
4 if C(Sk) < C(mejor− actual)
5 mejor− actual = Sk
6 if C(mejor_actual) < C(mejor_global)
7 mejor_global = mejor_actual
8 for each ars ∈ Smejor−global
9 τrs ← (1− φ) • τrs + φ • τ0
Programa 3.4: Algoritmo BWAS
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depende de la media de los rastros de feromona en las transiciones de la me-
jor solución global, τumbral, es más suave en las primeras etapas del algoritmo
-donde no hay riesgo de estancamiento- y más fuerte en las últimas etapas,
donde el peligro de estancamiento es más fuerte:
τ
�
rs
=
�
τrs +mut(it, τumbral), si a = 1
τrs −mut(it, τumbral), si a = 0
(3.11)
donde a es una valor aleatorio en 0, 1 e it es la iteración actual.
3.6.3. Reinicialización
Como en otros modelos de ACO, el BWAS considera la reinicializa-
ción de los rastros de feromona cuando se estanca la búsqueda, lo que se lleva
a cabo ﬁjando cada rastro de feromona a τ0. En las primeras versiones del al-
goritmo se comprobaba si el porcentaje de arcos distintos entre la mejor
solución y la peor de la población actual era menor que un cierto valor um-
bral. En versiones más recientes se utiliza un concepto diferente para evaluar
si el algoritmo se ha estancado o no: se reinicializa sólo si el algoritmo está sin
obtener una mejor solución durante un porcentaje de iteraciones.
3.7. Resumen
En este capítulo hemos estudiado la metaheurística ACO, detallando las
bases biológicas que la sustentan y estableciendo una relación directa entre el
comportamiento de las hormigas naturales y las artiﬁciales. Además, se han
dado las pautas a seguir para solucionar cualquier problema de optimización
combinacional usando este tipo de técnicas. Por último, se ha hecho un estu-
dio de los algoritmos ACOmás referenciados en la bibliografía y comparamos
la metaheurística ACO frente a otras técnicas usadas en la resolución de pro-
blemas de optimización combinatoria. Esta comparación ha servido como
base para presentar el algoritmo BWAS que se puede considerar un algoritmo
híbrido ya que mezcla conceptos aplicados en distintas metaheurísticas.
Capítulo4
Clasiﬁcadoresdeunaclase
Se dice que existen tres clases de testigos: Los que han visto bien, pe-
ro dudan de lo que han visto. Los que han visto mal, pero creen haber
visto bien. Y los que no han visto nada y aseguran haber visto todo.
Marco Aurelio Almazán, Escritor y diplomático mexicano (1922-1991)
L
as técnicas de clasiﬁcación multiclase suelen asumir la perfecta ca-
racterización de todas las clases a las que pertenecen los elementos a
etiquetar. En problemas de clasiﬁcación reales esto no es así ya que,
habitualmente, una o varias de estas clases no se encuentren suﬁ-
cientemente representadas cuando construimos el clasiﬁcador. En estos casos,
es necesario usar otras técnicas de clasiﬁcación denominadas de una clase
(one class).
Este capítulo está organizado de la siguiente manera: en la Sección §4.1 in-
troduciremos los clasiﬁcadores de una clase; en la Sección §4.2 explicaremos
los conceptos básicos de clasiﬁcación; en la Sección §4.3 profundizaremos en
el estudio de los clasiﬁcadores de una clase comparándolos con los multicla-
se y enumerando aquellas características a tener en cuenta a la hora de elegir
entre un clasiﬁcador de una clase u otro; en la Sección §4.4 expondre-
mos distintos criterios que se han venido utilizando a la hora de agrupar a
los clasiﬁcadores de una clase; en la Sección §4.5 estudiaremos las fami-
lias y métodos de clasiﬁcación de una clase más conocidos; en la Sección §4.6
hablaremos de técnicas de selección de características que son especialmen-
te importantes para los clasiﬁcadores de una clase; por último, resumiremos
los distintos conceptos tratados en este capítulo en la Sección §4.7.
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4.1. Introducción
El problema de la clasiﬁcación se puede deﬁnir como la tarea de asignar
etiquetas o clases a objetos (también denominados instancias o elementos ob-
servados). Éstos son representados mediante vectores que almacenan los
valores resultantes de aplicar una serie de características sobre ellos.
En los problemas de clasiﬁcación supervisada [118], el clasiﬁcador cuenta
con un conocimiento a priori, es decir, para cada una de las clases contamos
con objetos ya clasiﬁcados. A esta serie de objetos se le denomina conjun-
to de entrenamiento y, gracias a él, los clasiﬁcadores pueden crear modelos o
reglas para hacer el etiquetado de instancias desconocidas a posteriori.
En la clasiﬁcación no supervisada [118], no contamos con ese conocimien-
to a priori, esto es, para deﬁnir los modelos o reglas tendremos que usar un
conjunto de entrenamiento formado por objetos sin etiquetas.
A caballo entre ambos tipos de clasiﬁcación, nos encontramos con proble-
mas en los que el conocimiento a priori del que disponemos está sesgado.
Esto es, tenemos objetos etiquetados pero estos suelen ser pocos o no son es-
tadísticamente representativos para todas las clases [145]. Situaciones de este
estilo están presentes en áreas tan dispares como el control industrial [144],
clasiﬁcación de textos [112] o en sistemas de detección de intrusos [30].
Para resolver este tipo de situaciones, en los últimos años han surgi-
do un conjunto de nuevas técnicas, denominadas clasiﬁcadores de una clase
(OCC, One Class Classiﬁcation) [83, 93, 95, 112, 145]. Para este tipo de proble-
mas, los objetos se pueden etiquetar como "objetivo" (target ) o como "valores
atípicos" (outliers). El objetivo de estos clasiﬁcadores es reconocer elementos
de la clase target y rechazar al resto.
La Figura §4.1 representa un problema de clasiﬁcación donde durante la
fase de entrenamiento disponemos de ejemplares de dos clases distintas (cua-
drados y círculos). Usando este conjunto obtenemos dos tipos de frontera, la
deﬁnida con línea continua y las elipses marcada con líneas discontinuas que
envuelve a los ejemplos de cada una de las dos clases. El primer tipo de fron-
tera se inﬁere aplicando un clasiﬁcador multiclase; el segundo tipo lo generan
dos clasiﬁcadores de una clase (el primero tiene deﬁnido como target to-
do elemento etiquetado como circulo mientras que para el segundo los target
son los objetos cuadrados). Cuando los clasiﬁcadores etiqueten nuevos ele-
mentos, se basarán en las posiciones que estos tengan respecto a las fronteras
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Figura 4.1: Clasiﬁcadores de una clase versus clasiﬁcadores multiclase
previamente calculadas. Así, el clasiﬁcador multiclase comprobaría si dicho
punto está a la derecha o a la izquierda de la frontera para clariﬁcarlo como
cuadrado o círculo mientras que los clasiﬁcadores de una clase comprobarán
si está dentro de alguna de las eclipses para etiquetarlo como target o como
outlier. Observe que un multiclasiﬁcador siempre etiqueta el elemento con
alguna de las etiquetas conocidas en el entrenamiento mientras que un clasiﬁ-
cador de una clase no siempre lo hace. Ante la presencia de un elemento que
no es círculo ni cuadrado (en este caso triángulo), el clasiﬁcador multiclase lo
etiquetaría como cuadrado. Por otro lado, los dos clasiﬁcadores de una clase
lo etiquetarían como outlier lo que nos indica que ni es cuadrado ni círculo.
Si bien el uso de los OCC es relativamente reciente, cada vez aparecen más
estudios donde se demuestra su buen rendimiento [15, 96]. No obstante, to-
davía hay muchas líneas de investigación abiertas en este área que tratan de
mejorar los resultados obtenidos hasta la fecha. Uno de los aspectos en los que
más se está trabajando, es el uso de técnicas de reducción de características
[49, 52, 152] que permitan mejorar y reducir los conjuntos de entrenamiento.
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4.2. El problemade la clasiﬁcación
Sea Z un elemento representado mediante un vector nf-dimensional de
características f = [f1, f2, ..., fnf] | fi ∈ R que representa un punto en Rnf . El
problema de la clasiﬁcación se puede deﬁnir como la tarea de diseñar una
función que asigne a Z una clase ci, donde ci, i = 1, .., nc denota la etique-
ta asignada a la clase i. De forma genérica, al conjunto de todas las etiquetas
lo denominaremos c.
Como se dijo en la sección anterior, para construir el clasiﬁcador par-
timos de un conjunto de entrenamiento CE formado por vectores, que
representan a los elementos observados, junto con sus etiquetas de cla-
se: CE =
�
(f1, y1), (f2, y2), ..., (f|CE|, y|CE|)
�
donde yi ∈ c representa la etiqueta
de la clase asociada al objeto i.
A partir del conjunto de entrenamiento, empieza el proceso de aprendiza-
je del clasiﬁcador. Este proceso consiste en estimar una serie de parámetros Θ
que deﬁnen al modelo de clasiﬁcación encargado de establecer las fronte-
ras de decisión para distinguir entre los distintos tipos de ejemplos contenido
en el conjunto de entrenamiento. La complejidad de un clasiﬁcador se reﬂeja
en la cantidad de parámetros que tiene que ajustar.
Una vez deﬁnidos estos parámetros, nuestro clasiﬁcador recibirá una se-
rie de elementos no etiquetados y representados, cada uno de ellos, por un
vector de características f. A cada uno de estos elementos, el clasiﬁca-
dor le asignará una etiqueta y ∈ c partiendo del modelo y los parámetros
aprendidos durante el entrenamiento.
Para este ﬁn, los clasiﬁcadores calculan un valor de pertenencia del vec-
tor f para cada una de las clases. Al vector f se le asignará la etiqueta de la
clase para la que dicho valor es mayor:
ψ(Θ, f) = max
i = 1, 2, ..., |c|
uci(Θ, f) (4.1)
donde u es una función que determina el grado de pertenencia del vector f a
la clase ci.
Un clasiﬁcador multiclase permite tratar con un número indiferente de
clases, siempre mayor que uno. Ahora bien, cualquier problema de clasiﬁca-
ción de tres o más clases, se puede descomponer en dos o más problemas de
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clasiﬁcación de dos clases [72]. Para cada uno de estos problemas binarios el
clasiﬁcador se reduce a:
ψ(f,Θ) =
�
c1, si uc1(f,Θ)− uc2(f,Θ) ≥ 0
c2, otro caso
. (4.2)
El aprendizaje de los parámetros Θ y el ajuste de la función u es un proceso
iterativo que busca minimizar el error de clasiﬁcación:
min �(ψ,Θ, CE) =
1
|CE|
|CE|�
i=1
� (ψ(fi,Θ), ci) (4.3)
donde � (ψ(fi,Θ), ci) es una función de error que reﬂeja la capacidad del
clasiﬁcador para etiquetar correctamente los elementos del conjunto de
entrenamiento.
Se asume que aquellos valores de Θ que minimizan la función de error so-
bre el conjunto de entrenamiento, también harán que el error cometido por el
clasiﬁcador al etiquetar elementos que no están en dicho conjunto tam-
bién sea mínimo. A esta capacidad del clasiﬁcador de generalizar más allá del
conjunto de entrenamiento se le denomina generalización.
4.3. Clasiﬁcadores de una clase
El proceso de aprendizaje de un OCC debe afrontar las siguientes
restricciones:
Sólo disponemos de elementos etiquetados como target en el conjun-
to de entrenamiento. Esta restricción puede suavizarse ya que, a veces,
disponemos de algún tipo de outlier.
La frontera de una clase se induce usando únicamente elementos de la
clase target.
La frontera que rodea a los elementos de la clase target debe calcu-
larse de forma que acepte el mayor número de elementos target y
minimice la aceptación de elementos outliers.
En general los clasiﬁcadores de una única clase se pueden deﬁnir como:
ψ(f,Θ) =
�
1, si d(f,Θ) < ϕ f es etiquetado como target
0, si d(f,Θ) ≥ ϕ f es etiquetado como outlier
(4.4)
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donde d es una función que calcula lo similar que es f respecto al conjun-
to de entrenamiento, ϕ es un umbral y Θ son los parámetros estimados
durante el proceso de aprendizaje.
Un aspecto bastante importante a destacar de los clasiﬁcadores de una cla-
se es que el valor de ϕ se ajusta de forma que el error de clasiﬁcación � sea
algo superior a 0 para así evitar sobreaprendizaje. Esto es, si durante el proce-
so de entrenamiento indicamos que el error de clasiﬁcación debe ser de un
0.05, el umbral se ajustará de forma que el 95% de los elementos del conjun-
to de entrenamiento se clasiﬁquen como target y el 5% como outliers. No
obstante, el valor concreto de ϕ se establece atendiendo a las característi-
cas del problema de clasiﬁcación que queramos abordar. Así, si disponemos
de buenos conjuntos de entrenamiento, libres de outliers y ruido, el va-
lor de ϕ debería ser 0. En cambio, si dicho conjunto contiene outliers o
los elementos target que contienen no son lo suﬁcientemente representati-
vos, entonces ϕ debe ser mayor que 0. En la Figura §4.2 se muestra la
frontera deﬁnida por un clasiﬁcador de una clase cuando ϕ toma los va-
lores 0.05, 0.1 y 0.2. Los elementos marcados con + son los outliers y
los etiquetados como * son los target. Como vemos, el aumento del va-
lor de ϕ es directamente proporcional al número de ejemplares etiquetados
como targets que se quedan fuera de las fronteras inferidas por el clasiﬁcador.
4.3.1. Características de los clasiﬁcadores de una clase
A la hora de aplicar un método de clasiﬁcación u otro debemos te-
ner en cuenta una serie de factores. Según [87, 145], las características más
importantes a considerar a la hora de elegir un clasiﬁcador de una clase son:
Robustez: Durante la fase de aprendizaje de los clasiﬁcadores, se suele
suponer que el conjunto de entrenamiento está libre de ruido y outliers.
Ahora bien, en algunas ocasiones pueden aparecer elementos mal eti-
quetados o que los valores de algunas de las variables están fuera de
rango. Un clasiﬁcador es robusto, si su proceso de aprendizaje no se ve
afectado por la presencia de elementos anómalos en el conjunto de en-
trenamiento. Observe que en el caso de los clasiﬁcadores de una clase,
los conjuntos de aprendizaje suele provenir de sensores que controlan
procesos reales y, por tanto, están sujetos a una gran variabilidad.
Incorporación de outliers conocidos: En algunas ocasiones disponemos
de outliers que introducimos dentro del conjunto de entrenamiento. El
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Figura 4.2: Establecimiento de las fronteras de decisión
objetivo de esto es, obviamente, mejorar el proceso de aprendizaje. Co-
mo veremos no todos los métodos de una clase se pueden beneﬁciar de
estos elementos.
Requerimientos computacionales: Si bien los avances en el hardwa-
re de los últimos años hacen que no sean determinantes los requisitos
de cómputo y almacenamiento, todavía hay que tenerlos en cuenta. Los
clasiﬁcadores de una clase están sujetos a fuertes restricciones de ti-
po temporal. Además, las bases de datos a clasiﬁcar suelen estar
formadas con millones de datos.
Número de parámetros a estimar: En el campo de la algorítmica siem-
pre se han buscado algoritmos que sean fácilmente parametrizables.
Esto es, que su comportamiento se pueda adaptar al problema modiﬁ-
cando pocos parámetros y que éstos sean inteligibles. En general,
buscamos clasiﬁcadores estables, esto es, que se comporten más o
menos igual independientemente de los valores de sus parámetros.
En la Tabla §4.1 se indica el comportamiento que tienen los clasiﬁcado-
res que discutiremos en la Sección §4.5 para las características que acabamos
de indicar. En cada casilla pueden aparecer los valores MB (muy bajo), B
(bajo), A(alto), MA (muy alto).
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Tabla 4.1: Características de los distintos clasiﬁcadores de una clase
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4.4. Taxonomía de losmétodosOCC
Los algoritmos de una clase se han venido usando en distintas ramas del
conocimiento. Como resultado de esto, conceptos como detección de outliers
[89], de ruido [113], de anomalías [25], de variaciones [4], de novedades [10] o
aprendizaje de conceptos [93] se usan para deﬁnir problemas equivalentes.
Con el ﬁn de homogeneizar conceptos y técnicas, se han propuesto distin-
tas taxonomías de clasiﬁcación [95, 114, 145]. En general, estas clasiﬁcaciones
tienen en cuenta los siguientes aspectos:
1. Si las variables son consideradas independientes (univariantes o
multivariantes).
2. Si presuponemos que los datos siguen una distribución previamente
establecida (paramétricos o no paramétricos).
3. El campo de investigación donde se han usado (estadístico, aprendizaje
automático o redes neuronales).
4. El tipo y cantidad de información con la que trabajan (no supervisados,
supervisados o semi supervisados).
La taxonomía más extensa es la propuesta en [114]. En esta taxono-
mía (Figura §4.3) las técnicas de una clase se clasiﬁcan atendiendo a los
siguientes criterios: Modelo de clasiﬁcación, (Sección §4.4.1), Tipos de da-
tos (Sección §4.4.2) y Posibilidad de tener en cuenta relaciones temporales
entre características (Sección §4.4.3).
4.4.1. Modelos de clasiﬁcación
Atendiendo a lo indicado en [145], los clasiﬁcadores de una clase se pue-
den dividir en tres grandes grupos: métodos de densidad, de fronteras y
reconstructivos:
Métodos de densidad: Se basan en estimar la función de probabili-
dad de los elementos etiquetados como outliers y los etiquetados como
target. Estas técnicas suelen suponer que los outliers siguen una distri-
bución uniforme mientras la distribución de los target se estima de
forma distinta dependiendo del método. Cuando se tiene que etiquetar
un nuevo elemento, se calcula la probabilidad de que ese elemento sea
target y se compara con el umbral ϕ establecido en el entrenamiento.
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Figura 4.3: Taxonomía de los clasiﬁcadores de una clase
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Métodos reconstructivos: Estos métodos suponen que los datos siguen
un modelo de generación paramétrico preestablecido. Durante el proce-
so de aprendizaje el clasiﬁcador deberá calcular el valor de estos
parámetros. Durante el proceso de clasiﬁcación se calcula el denomina-
do error de reconstrucción que mide si el elemento a ajustar se adapta al
modelo antes calculado.
Métodos frontera: Estos métodos calculan la distancia entre el elemento
observado y la frontera que rodea a los elementos presentes en el con-
junto de entrenamiento. Este tipo de métodos están especialmente
diseñados para hacer clasiﬁcaciones de una clase.
4.4.2. Tipos de datos
Dependiendo del tipo de características, los clasiﬁcadores se pueden
dividir en [87]:
Clasiﬁcadores que tratan con datos categóricos (también llamados cua-
litativos, discretos o simbólicos): para ellos los objetos son una serie de
vectores de variables cuyos valores son categorías o clases excluyentes.
Clasiﬁcadores que tratan con datos numéricos (también denominados
reales, continuos o cuantitativos): se emplean cuando puede establecer-
se algún tipo de medida de distancia entre dos elementos. En muchas
ocasiones las características categóricas se transforman en numéricas
por lo que se pueden aplicar este tipo de clasiﬁcadores.
4.4.3. Posibilidad de tener en cuenta relaciones temporales
entre características
Otro aspecto a considerar cuando queremos hacer una clasiﬁcación son
las relaciones temporales existentes entre las características de los objetos.
Atendiendo a esto, podemos hablar de dos tipos de clasiﬁcadores:
Clasiﬁcadores que ignoran las relaciones temporales: Estos métodos
no consideran la evolución de las características a lo largo del tiempo.
La clasiﬁcación se hace usando únicamente el valor actual de la variable.
Clasiﬁcadores que tienen en cuenta las relaciones temporales: En es-
te caso se analiza la evolución de los valores de las características a lo
largo del tiempo.
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4.5. Métodos de clasiﬁcación de una clase
En las subsecciones siguientes vamos a introducir distintos algoritmos
OCC. Siguiendo la taxonomía propuesta en [145], estos algoritmos los englo-
baremos en tres grandes familias: métodos de densidad (Subsección §4.5.1),
de frontera (Subsección §4.5.2) y los reconstructivos (Subsección §4.5.3).
4.5.1. Métodos de densidad
Estos métodos estiman la función probabilidad de densidad suponiendo
que los datos siguen una distribución preestablecida. Existe distintos méto-
dos para hacer esta estimación, entre ellos podemos destacar los histogramas
(Subsección §4.5.1.1), los modelos de Markov (Subsección §4.5.1.2), las mode-
los gausianos (Subsección §4.5.1.3) o el estimador de Parzen (Subsección
§4.5.1.4).
4.5.1.1. Histogramas
Este método se basa en realizar una representación gráﬁca de una varia-
ble en forma de barras, donde la superﬁcie de cada barra es proporcional a la
frecuencia de los valores representados [113]. Se puede usar tanto para varia-
bles numéricas como categóricas. En este último caso, los posibles valores
que puede tomar la variable se asocian a una serie de grupos (también
denominados cubos) preestablecidos.
La densidad de probabilidad se estima para cada uno de estos grupos, te-
niendo en cuenta los vectores del conjunto de entrenamiento que se han
asociado a cada uno de ellos [11].
Estos métodos son muy robustos frente a la aparición de ruido o elementos
mal etiquetados durante el proceso de entrenamiento. No obstante, necesitan
unos conjuntos de entrenamiento con una gran cantidad de objetos [11, 131].
El rendimiento de este método, se ve muy inﬂuenciado por la calidad de
los cubos generados. Para hacer estas particiones, se han propuesto diver-
sos métodos como técnicas basadas en equi-profundicadad, equi-anchura o el
particionado V-optimal [128].
Tanto el número de parámetros a proporcionar como los parámetros que
estos algoritmos necesitan estimar depende del tipo de histograma que
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se use. En general podemos decir que estas técnicas reciben como míni-
mo un parámetro mientras que el número de parámetros que estiman es
mayor o igual al número de cubos deﬁnidos.
Los requisitos computacionales de estos métodos son prácticamente nu-
los ya que los histogramas se pueden ir calculando incrementalmente por lo
que no es necesario almacenar en memoria todos los elementos del conjun-
to de entrenamiento. Una vez que tenemos construido el histograma, la
estimación de la función de densidad es prácticamente inmediata.
4.5.1.2. Modelos de Markov
Las cadenas o modelos de Markov son un modelo estocástico discreto en
el tiempo en el que se asume que los cambios en una variable se produ-
cen en puntos concretos de tiempo. Cada variable puede pasar por una serie
de valores y estos determinan el estado global del sistema. Este tipo de técni-
cas se usan cuando tratamos con variables categóricas y queremos modelar
eventos que se producen de forma regular.
Si eτ = {e1, e2, .., en} son los posibles estados por los que puede pasar un
sistema, el modelo de Markov tradicional asociado a dicho sistema se puede
deﬁnir como:
Una matriz de transición de probabilidad a:
a =

a11 a12 · · · a1|e|
a21 a22 · · · a2|e|
a|e|1 a|e|2 a|e||e|
 (4.5)
donde aij = P(eτ+1j |e
τ
j ).
Un vector de distribución de probabilidad Π =
�
P(e01), P(e
0
2), ..., P(s
0
|e|)
�
que estimada la probabilidad de que el estado inicial del sistema sea si.
Una vez calculado el modelo, la probabilidad para una secuencia de
estados en los instantes 1, 2, ..., τ se estima como:
pmm(e1, e2, .., eτ) = φe1
τ�
k=2
ak−1,k. (4.6)
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Los modelos de Markov se comportan bastante bien ante la presen-
cia de ruido o elementos mal etiquetados en el conjunto de entrenamiento
[132]. Además, el número de parámetros a estimar es igual al cuadra-
do de los estados del sistema. Estos modelos no requieren ningún parámetro
por parte del usuario.
Para el modelo de Markov tradicional, el coste computacional del proceso
de aprendizaje es prácticamente nulo. Por otro lado, el espacio de almacena-
miento necesario está directamente relacionado con el número de estados por
los que puede pasar un sistema, que es relativamente pequeño.
4.5.1.3. Modelo Gausiano y mezcla de gausianas
Estos métodos asume que los datos se distribuyen siguiendo una distribu-
ción gausiana o mezcla de distribuciones gausianas [10, 11]. El fundamento
teórico de estos métodos se basa en el teorema central del límite [151] según
el cual cuando los objetos de una clase han sido generados a partir de un pro-
totipo al que se le han ido aplicando una serie de pequeñas perturbaciones,
entonces podemos suponer que siguen una distribución gausiana.
La distribución de probabilidad para un modelo gausiano se deﬁne como:
pg(x, µ,Σ) =
1
(2π)d/2|Σ|1/2
× exp
�
−
1
2
(x− µ)TΣ−1(x− µ)
�
(4.7)
donde µ es el vector medio y Σ es la matriz de covarianza.
El modelo gausiano establece grandes restricciones sobre el modelo sub-
yacente, éste debe ser convexo y unimodal. Por lo general, los conjuntos que
queremos clasiﬁcar no suelen respetar estas premisas por lo que este mode-
lo se extiende a un modelo que establece una combinación lineal de modelos
gausianos [130]:
pmg(x) =
1
nmg
�
pg(x, µ,Σi)P(i) (4.8)
donde P(i) establece la importancia relativa del model gausiano i y nmg es el
número de distribuciones gausianas que forman el modelo.
En general, los métodos gausianos son bastante sensibles a la presencia de
ruido en el conjunto de entrenamiento. Además, su rendimiento está directa-
mente relacionado con que los datos a clasiﬁcar sigan una distribución
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normal [95, 145]. El proceso de aprendizaje se puede ver negativamente afec-
tado por la presencia de outliers, si bien en [102] se propone métodos para
tratar estos casos.
El número de parámetros a estimar por estos métodos es de
nparamG = nf +
1
2
nf(nf − 1), donde nf es la dimensionalidad del espacio, pa-
ra el método gausiano y de nparamMG = nMG/(nparamG+1) para la mezcla de
gausianas.
Los requisitos de memoria de estos algoritmos durante el proceso de en-
trenamiento son bastante elevados ya que necesitamos almacenar el conjunto
completo de entrenamiento, si bien es cierto que estos requerimientos se pue-
den reducir aplicando algún tipo de aprendizaje incremental como el descrito
en [121]. En cambio, durante la clasiﬁcación, sólo es necesario almacenar los
parámetros calculados durante el entrenamiento.
4.5.1.4. Estimador de Parzen
Es una extensión del método anterior donde a cada elemento del conjunto
de entrenamiento se le asocia una distribución normal con media dicho pun-
to, y todas las distribuciones con la misma varianza [124]. En general, la
distribución de probabilidad estimada por este método es:
pp(x) =
1
N
N�
i=1
1
V
ϕ(
x− xi
h
) (4.9)
donde V = hnf es el volumen de un hipercubo nf-dimensional con vértices de
longitud h, N es la cardinalidad del conjunto de entrenamiento y ϕ(v) es una
función kernel que debe cumplir que ϕ(v) > 0 y
�
ϕ(v)dv = 1. Una fun-
ción kernel que se usa habitualmente es la distribución gausiana discutida en
el apartado anterior.
Los estimadores de Parzen son robustos ante la existencia de outliers en el
conjunto de aprendizaje ya que éstos sólo inﬂuyen en la densidad estima-
da para las regiones donde estos puntos están presentes [145]. Respecto a la
robustez ante el ruido, depende directamente el valor del parámetro h.
Los requerimientos de almacenamiento son proporcionales al conjunto de
elementos presentes durante la fase de entrenamiento. Estos requerimien-
tos se ven muy menguados si reducimos el número de funciones kernel y
adaptamos h al conjunto de datos.
En principio, estos métodos no tienen que estimar ningún parámetro ya
que el valor h lo suele indicar el usuario. Su valor no puede ser muy
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grande, ya que tendríamos unas funciones de densidad demasiado genera-
listas, ni muy pequeño, la función se ajustará demasiado a los valores
del conjunto de entrenamiento. En [101] se propone un método para cal-
cular h automáticamente teniendo en cuenta los valores del conjunto de
entrenamiento.
4.5.2. Métodos de frontera
Estos métodos establecen una frontera alrededor de los datos que for-
man el conjunto de entrenamiento. La clasiﬁcación se puede realizar gracias a
la deﬁnición de una función que estima la distancia existente entre un
ejemplo y la frontera previamente calculada. Dentro de esta categoría de al-
goritmos, consideraremos los k-centros (Subseccion §4.5.2.1), los k-vecinos
más cercanos (Subseccion §4.5.2.2), y las máquinas de soporte vectorial
(Subseccion §4.5.2.3).
4.5.2.1. K-centros
Este método cubre el conjunto de entrenamiento con k hiperesferas todas
del mismo radio [161]. Los centros de estas hiperesferas se corresponden con
algunos de los puntos del conjunto de entrenamiento. Los centros y los ra-
dios de estas hiperesferas se deben calcular de forma que se minimice la
función siguiente:
�KC =
N
max
i = 1
�
K
min
k = 1
�xi − µk�2
�
. (4.10)
Durante el proceso de clasiﬁcación, la función de distancia que se usa es la
siguiente:
dKC =
K
min
k = 1
�xi − µk�2 . (4.11)
Este método es muy sensible a la existencia de outliers o ruido en el con-
junto de entrenamiento ya que la distancia de los radios se puede disparar
[145].
El número de parámetros que este método recibe es de K, correspondien-
tes a los centros de las K hiperesferas. Por otro lado, tiene que calcular otros K
parámetros, los radios de cada una de estas hiperesferas. El cálculo de las dis-
tancias es relativamente rápido si bien es necesario almacenar todos los
elementos del conjunto de entrenamiento.
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4.5.2.2. Método del vecino más cercano
Este algoritmo [130] se diferencia del método de Parzen en que el cálculo
de la función de densidad de probabilidad se calcula a partir de K observacio-
nes y el volumen crece hasta la observación K más cercana a cada punto. La
probabilidad estimada por este método se deﬁne como:
p(f) =
K
NVK
(4.12)
donde N es la cardinalidad del conjunto de entrenamiento, VK es el volumen
de la hiperesfera más pequeña con centro f y que engloba a las K observacio-
nes más cercanas a f. A diferencia del método de Parzen, los volúmenes de las
hiperesferas se van ajustando a cada zona del espacio independientemente.
Este método no tiene que estimar ningún parámetro, pero sí hay que pro-
porcionarle el valor de K. El valor elegido, como pasaba en Parzen a la hora
de deﬁnir h, puede provocar una generalización (si K es muy grande) o un
sobreajuste (si K es muy pequeño). En [131] se proporciona un método auto-
mático para estimar el valor óptimo de K. Observe que la elección de
este valor incide directamente sobre la robustez del método ante la apari-
ción de ruido dentro del conjunto de entrenamiento, no así ante la existencia
de outliers para los que este método es muy sensible.
4.5.2.3. Máquina vector soporte
A diferencia del método de los K-centros el algoritmo de SVDD intenta
buscar la hiperesfera de volumen mínimo que englobe a todos los elemen-
tos del conjunto de entrenamiento [11, 145]. Durante el aprendizaje se intenta
buscar el valor α que minimice la siguiente función de error
�SVDD =
�
i
αi(fi • fi)−
�
i,j
αiαj(fi • fj) (4.13)
donde se debe cumplir que
�
i αi = 1 y 0 ≤ αi ≤ C y C determina el número
de vectores que aún no han sido cubiertos por la hiperesfera.
Para dar mayor ﬂexibilidad al modelo, el término (fi • fj) se suele sustituir
por funciones kernel K(fi • fj).
Durante la fase de clasiﬁcación, la distancia entre cada elemento x y el
centro de la hiperesfera a se calcula y compara con el valor del radio:
γ(x) =
�
C1 si �f− a�2 ≤ R2
C2 enotro caso
(4.14)
60 Capítulo 4. Clasiﬁcadores de una clase
donde a =
�
i αixi y el radio se calcula como:
R = (xk • xk)− 2
�
i
αi(fi • fk) +
�
i,j
αiαj(fi • fj) (4.15)
donde fk son los vectores para los que αk = C.
Los métodos basados en máquinas vector soporte son resistentes al ruido
y a elementos mal etiquetados siempre y cuando el valor de C se ajuste ade-
cuadamente [145]. Este parámetro es el único que debe proporcionar el
usuario (salvo los propios de las funciones kernel que se quieran utili-
zar) mientras que los parámetros a ajustar son iguales al tamaño del conjunto
de entrenamiento. La estimación de estos parámetros es un proceso costoso,
con órdenes de complejidad de O(N3) [139]. A esto, se le une que es necesa-
rio almacenar en memoria todos los elementos del conjunto de trabajo para
poder estimar el valor de los parámetros.
4.5.3. Métodos reconstructivos
Los últimos métodos que vamos a tratar son los reconstructivos que
asumen que los datos siguen una determinada estructura. Los métodos
más conocidos dentro de esta categoría son las k-medias y los mapas au-
toorganizativos (Sección §4.5.3.1), el análisis de componentes principales
(Sección §4.5.3.2), las redes neuronales (Sección §4.5.3.3), las reglas de asocia-
ción (Sección §4.5.3.4) y los métodos basados en series temporales (Sección
§4.5.3.5).
4.5.3.1. K-medias, LVQ, SOM
Estos algoritmos han sido ampliamente usados como técnicas de agru-
pación. En estas técnicas cada unas de las K-agrupaciones, a las que se
asocian los datos, se pueden describir mediante una serie de vectores prototi-
po µk, k = 1, 2, .., K [145]. El número de agrupaciones y, por tanto, de vectores
es un parámetro que el usuario debe establecer antes de ejecutar el algoritmo.
Durante el proceso de entrenamiento estas técnicas tratan de minimizar el
siguiente error de reconstrucción:
�reconstruccion = mink
�f− µk�2 (4.16)
El cálculo es los µk es un proceso iterativo que acaba cuando
epsilonreconstruccion está por debajo de un umbral preestablecido.
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En el caso de las k-medias, los prototipos se van ajustando de forma que
se minimice el siguiente error:
�KM =
N�
i=1
�
min
k
�f− µk�2
�
(4.17)
Para calcular los valores óptimos de los prototipos que minimicen este
error podemos aplicar dos métodos:
Proceso por lotes: Los elementos del conjunto de entrenamiento se
van asociando al prototipo k más cercano (inicialmente los prototi-
pos han sido inicializados aleatoriamente). Una vez hecho esto, el valor
de cada uno de los prototipos se recalcula aplicando:
µk =
1
|Sk|
�
i∈Sk
fi (4.18)
donde Sk representa a los elementos pertenecientes al conjunto de
entrenamiento que tiene al prototipo k como prototipo más cercano.
Proceso en línea: en este caso los valores de los prototipos se van actua-
lizando teniendo en cuenta su valor actual y el valor del elemento que
tengan a µk como prototipo más cercano:
µk(τ+ 1) = µk(τ) + η(τ)(fi − µk) (4.19)
donde η(τ) es una constante con valores entre 0 y 1.
En los mapas autoorganizativos (SOM) [97], la actualización de los proto-
tipos se realiza teniendo en cuenta el valor actual de los prototipos y la
distancia a los elementos más cercanos:
µk(τ+ 1) = µk(τ) + η(τ)fwind (|fi − µk|) (fi − µk) (4.20)
La función fwind cuantiﬁca la distancia existente entre un elemento y
un prototipo de forma que toma el valor 1 si son iguales y valores ca-
da vez más pequeños conforme la distancia entre ambos sea cada vez mayor
[131]. Para hacer estos cálculos de vecindades, los elementos del conjunto de
entrenamiento se mapean en una matriz regular de dos o tres dimensiones.
Tanto el algoritmo de las k-medias como el de los mapas autorganizati-
vos son muy sensibles a la existencia de outliers y/o ruido en el conjunto de
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entrenamiento ya que afectan directamente al cálculo de los prototipos. Es-
te problema se palía si cada una de las K agrupaciones están suﬁcientemente
caracterizadas por el conjunto de entrenamiento.
Como único parámetro de entrada, ambos algoritmos necesitan que se les
indique el número de prototipos, K. Las K-medias presentará un mal compor-
tamiento si este valor de K es muy diferente al real. En cambio, SOM no es tan
sensible al valor de K como a la topología de vecindad usada para deﬁnir la
función fwind [11].
Desde el punto de vista de los requisitos de memoria y computación,
ambos algoritmos tienen unas necesidades mínimas ya que únicamente alma-
cenan en memoria los prototipos y el valor del elemento que se esté usando
para entrenar.
Por último un par de reseñas, el algoritmo de Aprendizaje de cuantiﬁ-
cación vectorial (LVQ) [19] es una versión supervisada de las k-medias
y, por tanto, se usa primordialmente en problemas de clasiﬁcación. Exis-
ten pues bastantes semejanzas entre este método y el de los k-centros
discutido en la Sección §4.5.2.1, la principal diferencia radica en que, en los k-
centros, los centros se localizan en los ejemplos que conforman el conjunto de
entrenamiento mientras que en las k-medias pueden estar en cualquier punto
del espacio. Además, en el caso de los k-centros se toma como referencia pa-
ra calcular el error el elemento más lejano, mientras que en las k-medias se
usa el valor medio.
4.5.3.2. Análisis de componentes principales
Para estudiar las relaciones que presentan una serie de variables correla-
cionadas (f1, f2, ..., fNf), se puede transformar este conjunto de variables en
otro nuevo conjunto (f �1, f
�
2, ..., f
�
Nf
) de variables incorreladas entre si, denomi-
nado conjunto de componentes principales [11]. Estas nuevas variables son
combinación lineal de las originales:
f
�
j = aj1f1 + aj2f2 + ...+ ajNffNf = a
�
j x (4.21)
siendo a �j = (a1j, a2j, ..., aNfj) un vector de constantes y f:
f =

f1
f2
...
f
Nf
 . (4.22)
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El primer componente principal f �1 se calcula eligiendo un a1 que
maximice su varianza:
max Var(f
�
1) = Var(a
�
1f) = a
�
1Σa1 = a
�
1ΣIa1 = λa
�
1aI = λ • 1 = λ (4.23)
donde I es la matriz identidad y λ representa al conjunto de autovalores de la
matriz de covarianza Σ. Por tanto, para maximizar el valor de la varian-
za de f �j hay que seleccionar el mayor autovalor λmax y su correspondiente
autovector amax.
De modo análogo, para el segundo componente principal, elegimos el se-
gundo mayor autovalor de la matriz Σ con su autovector asociado. Para los
siguientes componentes, el proceso se repite obteniendo variables cada vez
con menor varianza. Idealmente, el conjunto de componentes principales ele-
gidos debería describir perfectamente la varianza y covarianza de la serie de
datos.
Para poder construir un clasiﬁcador de una clase basado en este ti-
po de técnicas, calculamos el error de reconstrucción como la distancia de
Mahalanobis entre el elemento y su media en el espacio transformado [95,
145]:
�reconstruccion =
nf�
i=1
f
�
i
λi
. (4.24)
El uso de este tipo de técnicas es especialmente útil cuando el nú-
mero de características es alto. El único parámetro que debemos aportar
al método es el número de componentes principales que queremos usar.
Computacionalmente hablando, un clasiﬁcador de una clase PCA requie-
re pocos recursos siempre y cuando el número de variables no sea demasiado
grande ya que los parámetros a calcular equivale al calculado por un método
gausiano más el número de dimensiones.
4.5.3.3. Auto-codiﬁcadores y redes Diábolo
Las redes neuronales son redes de unidades de procesamiento interconec-
tadas y organizadas en distintas capas. Los parámetros de estas unidades se
ajustan durante el proceso de aprendizaje para minimizar la función de error.
Los auto-codiﬁcadores [94] y las redes diábolo son aproximaciones al
aprendizaje de datos usando redes neuronales [5, 86]. La diferencia entre am-
bos métodos radica en el número de capas ocultas que posean. En el caso de
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los auto-codiﬁcadores, sólo disponemos de una capa oculta mientras que
para las redes diábolo disponemos de 3.
El error de reconstrucción se calcula como la diferencia entre la salida
producida por la red y el vector de entrada x:
�recons(x) = �fauto(x)− x�2 . (4.25)
Este tipo de algoritmos son muy sensibles a la presencia de outliers y rui-
do en el conjunto de entrenamiento, aunque existen diversos métodos [11]
que permiten tratar de forma eﬁciente con estos elementos.
El principal punto débil de estos algoritmos es la cantidad de parámetros
que debe aportar el usuario. Éstos son, entre otros, la cantidad de unida-
des por capa o las funciones de transformación. Además, hay que estimar
una serie de pesos para las capas ocultas y las unidades de entrada.
Durante el proceso de aprendizaje, la estimación de los pesos requiere de
mucha memoria y mucho tiempo de computación ya que es un proceso itera-
tivo que no ﬁnaliza hasta que se cumpla la condición de ﬁnalización. En [93]
se estima que este proceso tiene una eﬁciencia de O(N3w) donde Nw es el nú-
mero de pesos a estimar. Durante el proceso de clasiﬁcación, estos requisitos
se relajan considerablemente.
4.5.3.4. Reglas de asociación
Las reglas de asociación [127] sirven para modelar la correlación existen-
te entre variables categóricas. Una regla de asociación es una implicación de
la forma r : rA → rB donde rA y rB son predicados lógicos. Una elemento f
satisface la regla r si rA(f) = verdad y rC(f) = verdad.
Cada regla de asociación tiene asociado dos valores, el soporte y la con-
ﬁanza. El soporte de un antecedente, sop(rA), se deﬁne como la fracción de
elementos del conjunto de entrenamiento que satisfacen el antecedente. El
soporte de una regla, sop(r), es la fracción de vectores del conjunto de entre-
namiento que satisfacen la regla. La conﬁanza de una regla, conf(r), se deﬁne
como el soporte de la regla entre el soporte del antecedente.
En clasiﬁcación, la conﬁanza de una regla se usa para calcular el error de
reconstrucción:
�recons(f, RS) = maxm ∈ RS conf(rm) : r
A
m(f) = verdad, r
C
m(f) = falso (4.26)
4.5. Métodos de clasiﬁcación de una clase 65
donde RS es el conjunto de reglas. Este error se puede interpretar como el
grado de reglas que no se cumplen.
El grado de robustez de estos algoritmos se ajusta mediante los valo-
res de conﬁanza y soporte mínimo. Si estos valores son altos, la robustez
es mayor. El usuario debe establecer estos valores mínimos. En relación
con el número de parámetros a estimar, depende de la cantidad de re-
glas: nparamRA = 2|RS|. Por último, recalcar que el proceso de creación de las
reglas es costoso tanto en consumo de memoria como del procesador [3].
4.5.3.5. Series temporales
Las series temporales se deﬁnen como un conjunto ﬁnito y ordenado de
valores que puede tomar una variable a lo largo del tiempo [129]. Por simpli-
ﬁcar, supondremos que estas variables son unidimensionales. En este caso, el
conjunto de entrenamiento está formado por una serie de elementos fk pa-
ra uno de los cuales se puede deﬁnir como un vector que contiene valores que
va tomado dicha variable en los últimos nf − 1 instantes de tiempo.
Los algoritmos basados en series temporales modelan la correlación entre
elementos de dicha serie temporal. En la literatura [140] se han propuesto dis-
tintos modelos para representar el valor de la variable f en el instante k. Un
modelo muy conocido es el autoregresivo que representa el valor de la varia-
ble como una función que se calcula a partir del pasado inmediato de los
valores de la variable y un pequeño error aleatorio:
fk =
p�
i=1
θfk−i + ek (4.27)
donde p establece el número de valores pasados de la variable que tendremos
en cuenta, ek es un error independiente que sigue una distribución nor-
mal y θi son los parámetros del modelo. Estos parámetros se estiman de
forma que se minimice la suma de los errores residuales para todo el conjun-
to de entrenamiento. Un punto fuerte de estos algoritmos es que el usuario no
tiene que establecer ningún parámetro.
Una vez que estos parámetros se han calculado, el error de reconstrucción
ante un nuevo valor de la variable es:
�recons(f, RS) = fk+1 −
p�
i=1
θifk+1−i (4.28)
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Estos métodos son muy robustos ante la presencia de ruido en el conjun-
to de entrenamiento. Sin embargo, la presencia de elementos mal etiquetados
afectan negativamente al cálculo de los parámetros.
Los requisitos de memoria y procesador durante la fase de aprendizaje de-
penden del método para calcular los parámetros. Por otro lado, los requisitos
durante la clasiﬁcación son despreciables.
4.6. Técnicas de selección de características
Los algoritmos de aprendizaje basados en instancias son muy suscepti-
bles a características irrelevantes ya que toman sus decisiones basándose en
los datos contenidos en el conjunto de entrenamiento. Por tanto, antes de
aplicar alguno de estos algoritmos es necesario aplicar algún tipo de prepro-
cesamiento, en general, y de selección o reducción de características (DR) [41]
en particular.
La selección de características se puede deﬁnir como un proceso que eli-
ge un conjunto mínimo deM características de entre un conjunto original de
N (M ≤ N). Intenta que el espacio de características sea óptimamente reduci-
do de acuerdo con un criterio de evaluación. Como en general N es muy
grande, encontrar el mejor subconjunto de características es un problema
NP-completo [118].
4.6.1. Esquema de funcionamiento
El proceso de selección de características consiste en cuatro pasos básicos
(Figura §4.4):
Procedimiento de selección. Se selecciona el posible subconjunto de ca-
racterísticas. Si se dispone de subconjuntos de N características este
proceso debería generar, en el peor de los casos, 2N conjuntos diferentes
evaluables.
Función de evaluación. Se evalúa el subconjunto de características.
Criterio de detención. Se comprueba si el subconjunto cumple diversas
propiedades deseables.
Procedimiento de validación. Se valida la calidad del mejor subconjun-
to de características seleccionado, es necesario conocer el dominio de
aplicación.
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Figura 4.4: Selección de características
Existen gran cantidad de técnicas de selección de características como
pueden ser BFF, MDLM, Focus, FSBC, Relief, CFS, Set Cover, Mitra’s, EL-
SA, LVI, etc. Podemos consultar [81, 82] para un estudio más detallado de
cada una de estas técnicas.
4.6.1.1. Selección de subconjuntos
Si atendemos al procedimiento de selección de subconjuntos, la naturale-
za de este proceso viene determinado por dos elementos: el punto de
comienzo de la búsqueda y la estrategia de búsqueda.
La búsqueda puede comenzar con el conjunto vacío e ir añadiendo carac-
terísticas (búsqueda hacia delante), o empezar con el conjunto completo de
características e ir quitando características (búsqueda hacia atrás). Incluso
podemos partir de ambos conjuntos (o un conjunto aleatorio de caracterís-
ticas) a los que iremos quitando o añadiendo características (búsqueda
bidireccional).
Las diversas estrategias de búsqueda nos permiten explotar el espacio de
búsqueda de diferentes maneras. Si usamos una búsqueda completa, co-
mo branch and bound [119], tenemos garantizado un óptimo global respecto
al criterio de evaluación usado. También podemos optar por una búsque-
da secuencial, como son las aproximaciones basadas en técnicas greedy
[108], reducimos el área de búsqueda y, por tanto, aumentamos el ries-
go de caer en óptimos locales. Por último, tenemos la búsqueda aleatoria,
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como simulated annealing [92], que va generando nuevos conjuntos de carac-
terísticas siguiendo un patrón aleatorio y así intentan reducir el espacio de
búsqueda y evitar caer en máximos locales.
4.6.1.2. Evaluación de subconjuntos
Si ahora nos ﬁjamos en la función de evaluación, hablaremos de tres tipos
de técnicas de selección de características. Los métodos de ﬁltrado o inde-
pendientes evalúan la bondad de una característica o conjunto de ellas
basándose en las características intrínsecas del conjunto de entrenamien-
to. Los diversos algoritmos que se usan están basados en medidas de
distancia, información, dependencia y/o consistencia.
Los métodos de envoltura o dependientes hacen uso de un algoritmo de
minería de datos para realizar la evaluación. Se obtienen mejores resulta-
dos que en el caso anterior, pero traen consigo un costo computacional
mucho mayor.
Por último, los métodos mixtos intentan aprovechar las ventajas de los
dos modelos anteriores. Durante diferentes fases del proceso de búsque-
da, explotan la forma totalmente diferente de evaluar los subconjuntos de
características de los dos métodos anteriores.
Respecto a la evaluación hay que tener en cuenta que la salida genera-
da por los distintos algoritmos varía. Esto es, algunos devuelven un conjunto
mínimo de características y otros devuelven la lista completa de característi-
cas ordenadas. Si disponemos de un subconjunto mínimo de características es
difícil eliminar alguna de ellas ya que no disponemos de información so-
bre su capacidad discriminatoria individual. Este problema no aparece si el
algoritmo nos devuelve un ranking de características donde podemos elimi-
nar las más irrelevantes, aunque sí es cierto que hay que establecer un umbral
de corte.
4.6.1.3. Criterios de detención
Otro aspecto importante es establecer el criterio de parada de nuestro al-
goritmo de selección de características. Existen criterios tan variopintos como
una búsqueda completa, establecer unos límites como un número míni-
mo de características o de iteraciones, ﬁnalizar la búsqueda si sucesivos
subconjuntos de características no mejoran lo que ya teníamos, etc.
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4.6.1.4. Procedimiento de validación
Una vez seleccionado el mejor conjunto de características es necesa-
rio comprobar si dicho subconjunto permite resolver el problema de forma
óptima. Hay que recordar que el criterio de evaluación (salvo para el ca-
so de los algoritmos de envoltura) no tiene por qué ser el mismo al usado por
la técnica concreta de resolución que usemos.
4.6.2. Aplicación a los clasiﬁcadores de una clase
La selección de características es especialmente importante cuando trata-
mos con algoritmos de una clase ya que los problemas que pretendemos
resolver con este tipo de técnicas son especialmente complejos en térmi-
nos de dimensionalidad. En [52, 109, 152] se detallan distintas técnicas
de selección de características que se han venido aplicando en el cam-
po de los clasiﬁcadores de una clase. Es importante resaltar, que las técnicas
de selección de características aplicadas cuando trabajamos con clasiﬁcado-
res multiclase no son las más adecuadas para los clasiﬁcadores de una clase
ya que buscamos técnicas que seleccionen las características que mejor carac-
tericen a las clases y no las que mejor las discriminen respecto a otras [50]. En
[152] se presenta una evalución de distintos métodos de selección de caracte-
rísticas especialmente diseñados para los clasiﬁcadores de una única clase.
Los métodos que se comparan son:
Análisis de componentes principales (PCA): es la técnicas más usa-
da dentro del campo de la selección de características no supervisados.
Se centra en encontrar las proyecciones lineales que mejor capta la
variabilidad de los datos (Seccción §4.5.3.2).
El algoritmo Q-α: descubre un subconjunto característica que permiti-
rá encontrar un particionamiento de los datos tal que éstos están bien
separados de acuerdo con un criterio graph-cut [85].
Preservación local de proyecciones (LPP, Locality Preserving Projec-
tion) [85]: Este algoritmo construye un grafo etiquetado que incluye
información de vecindad, obtenida gracias al algoritmo de las k-medias,
de los diferentes elementos que forman el conjunto de datos. Con es-
ta información calculamos la matriz de transformación que mapea los
datos a un subespacio de forma que se preserve lo más posible la
información de vecindad entre objetos.
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Score laplaciano (LS, Laplacianan Scoring) [84]: Es similar a LPP pero
el grafo se etiqueta teniendo en cuenta el ranking laplaciano. Una me-
jora de este algoritmo es el LSE (Score Laplaciano combinado con
medidas basadas en la entropía) que usa distancias basadas en la
entropía en vez del algoritmo de las k-medias.
En [152] se hizo un estudio pormenorizado sobre el uso de este tipo de
técnicas para clasiﬁcadores de una clase. En este estudio se desaconse-
ja el uso de técnica basadas en PCA. Entre el resto de técnicas, no hay un
ganador claro y depende en gran medida del conjunto de datos.
4.7. Resumen
En este capítulo se han introducido los conceptos básicos sobre clasiﬁca-
ción, clasiﬁcadores de una clase y técnicas de selección de características. En
las primeras secciones se justiﬁcó la necesidad de las técnicas de una clase y
se compararon lo con clasiﬁcación multiclase. A continuación se enumeraron
las cualidades que deben cumplir los clasiﬁcadores de una clase como, por
ejemplo, la robustez o sus necesidades computacionales. Además se hizo una
taxonomía de este último tipo de técnicas, que en muchos casos son parecidos
a los clasiﬁcadores multiclase, basada en criterios como el modelo de veriﬁca-
ción, el tipo de datos y el uso de relaciones temporales. Finalmente, tomando
como referencia la taxonomía anterior, se ha expuesto una clasiﬁcación de las
principales técnicas de clasiﬁcación de una única clase y se han tratado el
problema de la selección de características aplicados a este tipo de algoritmos
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Capítulo5
Marcodetrabajoparaconstruir
veriﬁcadores
El prudente elabora un plan minucioso, emprende y ejecuta al detalle, ata
todos los cabos y nada se le pasa desapercibido.
Sun Tzu, El arte de la guerra (siglo iv antes de Cristo)
E
n la literatura especializada sobre veriﬁcación, se han propuesto di-
versos algoritmos que enfocan este problema desde distintos puntos
de vista. Aún así, comparten varios elementos que han permi-
tido desarrollar un marco de trabajo orientado a la creación modular
y sistemática de veriﬁcadores. Este capítulo se organiza de la siguiente mane-
ra: en la Sección §5.1, introduciremos y justiﬁcaremos el uso de un marco de
trabajo para la creación de sistemas de veriﬁcación; la Sección §5.2 presen-
ta el funcionamiento general de este marco de trabajo; en las Secciones §5.3,
§5.4, §5.5 y §5.6, detallaremos las funciones de cada una de sus fases de desa-
rrollo y uso del veriﬁcador; por último, en la Sección §5.7 resumiremos los
contenidos vistos en el capítulo.
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5.1. Introducción
En el Capítulo §2 se hizo un estudio del estado del arte en el cam-
po de la veriﬁcación. Dicho estudio presentaba los tres principales sistemas
de veriﬁcación más usados hasta la fecha [99, 105, 115].
Fruto de este estudio, se ha desarrollado un marco de trabajo [51] en el
que se establecen las distintas fases por las que tiene que pasar un veriﬁcador
en su proceso de construcción y uso. En este capítulo se expone este marco de
trabajo detallando cada una de éstas. En cada una de ellas se han establecien-
do las relaciones oportunas con los sistemas de veriﬁcación actuales y hemos
añadido nuevos elementos que consideramos interesantes para construir ve-
riﬁcadores más robustos y ﬁables. Además, gracias a este marco de trabajo, se
han identiﬁcado los puntos débiles de los sistemas actuales (descritos en la
Sección §2.2) y se han propuesto nuevas líneas de investigación (Sección §2.4).
5.2. Visión general
Los pasos que se siguen a la hora de construir un veriﬁcador se identiﬁ-
can en la Figura §5.1. Para explicar mejor su funcionamiento supondremos
que se ha desarrollado unwrapper, al que denotaremos comow, para extraer
información de precios y fechas provenientes de Ebay. Este wrapper necesi-
ta un veriﬁcador para comprobar que la información extraída es siempre de
nuestro interés (precios y fechas).
El proceso comienza (Sección §5.3) invocando al recolector que realiza-
rá un plan de recolección, un conjunto de consultas que el wrapper debe
ejecutar. Para nuestro ejemplo, este plan de recolección podría ser el forma-
do por las consultas "Dame los precios y las fechas de ﬁnalización de las pujas
por el móvil X11" y "Dame los precios y las fechas de ﬁnalización de las pujas
por la tableta T26".
El recolector pasa cada una de estas consultas al wrapper que generará
una serie de conjuntos de datos que denominaremos conjunto de traba-
jo. Un ejemplo de conjunto de trabajo podría ser {$375.99, $310.00,
1994-11-05T08:15:30} y {$375.99, $310.00, ’X12 Phone’}. És-
te es examinado por un experto que se encargará de asignar a cada uno
de los conjuntos de datos la etiqueta de válido o inválido. Un con-
junto de datos es etiquetado como válido si sólo contiene información
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Figura 5.1:Marco de veriﬁcación
sobre lo que estamos interesados. En el ejemplo que nos ocupa, este exper-
to etiquetará el conjunto {$375.99, $310.00, 1994-11-05T08:15:30}
como válido y al conjunto {$375.99, $310.00, ’X12 Phone’} co-
mo inválido ya que el elemento ’X12 Phone’ es el título de un producto,
date este en el que no estamos interesados.
Durante el proceso de construcción del veriﬁcador, se espera que todos los
conjuntos de datos que forman el conjunto de trabajo sean etiquetados como
válidos ya que, si fuera de otro modo, el proceso de construcción del veriﬁca-
dor se pararía y se arreglaría el wrapper para evitar que éste extraiga
información no deseada.
Para mejorar la calidad del conjunto de trabajo, el ensamblador ejecu-
ta una serie de perturbaciones que tienen como ﬁn generar nuevos conjuntos
de datos sintéticos, algunos de los cuales serán válidos y otros inváli-
dos (Sección §5.4). Al conjunto de trabajo al que se le añaden estos nuevos
conjuntos de datos se le denomina conjunto de entrenamiento. Siguien-
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do con el mismo ejemplo, un conjunto de entrenamiento podría ser
{$375.99, $310.00, 1994-11-05T08:15:30}, {$375.99, $310.00,
’X12 Phone’}, {375.99AC, 310.00AC, 11-05-1994T08:15:30},
{375.99AC, 310.00AC, ’X12 Phone’}. Observe que las perturbaciones
aplicadas han consistido en cambiar la moneda y el formado de la fecha.
Una vez que tenemos deﬁnido el conjunto de entrenamiento, el construc-
tor del modelo obtiene el modelo de veriﬁcación que no es más que una
caracterización matemática del conjunto de entrenamiento (Sección §5.5). Pa-
ra ello, primero lo caracteriza, esto es, aplica una serie de características
(Sección §5.5.1) a cada uno de los elementos que lo forman para que ca-
da uno de ellos pase a estar representado por un vector de números. Si, por
ejemplo, el conjunto de características está formado por una característi-
ca que cuenta el número de caracteres que tiene una cadena y otra que
indica si la cadena incluye el signo de moneda, el conjunto de trabajo ante-
rior pasaría a tener la forma {[7,1], [7,1], [19,0]}, {[7,1], [7,1],
[11,0]}, {[7,1], [7,1], [19,0]}, {[7,1], [7,1], [11,0]} si asu-
mimos que 1 es cierto y 0 falso. Además, algunas características se pueden
aplicar al conjunto de datos completo como, por ejemplo, el número de
elementos contenidos en dicho conjunto.
A continuación (Sección §5.5.2), el conjunto de entrenamiento ya caracteri-
zado se pasa por una serie de preprocesados que tienen como objetivo la
supresión de elementos o características que no contribuyan a mejorar la cali-
dad del modelo de veriﬁcación. Esto es, se pueden eliminar elementos
repetidos o aquellos que, estadísticamente, se alejen del resto. Este distancia-
miento se puede deber a distintos factores como un error de etiquetado del
experto.
Por último, se crea el modelo de veriﬁcación propiamente dicho tenien-
do en cuenta que el rango de las características es diferente y que, a la hora de
veriﬁcar, no todas tienen que tener la misma importancia (Sección §5.5.3). Un
ejemplo de modelo de veriﬁcación muy simple sería el que se obtendría tras
aplicar la media aritmética, por característica, a los elementos de nuestro con-
junto de entrenamiento. Por tanto, para nuestro ejemplo el conjunto de
entrenamiento quedaría modelado como el vector [9.66, 0.66].
Finalmente, cuando el veriﬁcador (Sección §5.6) recibe un conjunto no ve-
riﬁcado, comprueba si éste sigue el modelo de veriﬁcación previamente
calculado. Si no se ajusta al modelo, se aplican una serie de ﬁltros cuyo objeti-
vo es conﬁrmar que el conjunto de datos es inválido. En caso de conﬁrmarse,
se lanzará una alarma para que un experto analice si dicho conjunto es o no
válido.
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Figura 5.2:Modelo de clases del recolector
Una vez descrito el funcionamiento general del marco de trabajo pasamos
a detallar, en los siguientes apartados, cada una de las fases.
5.3. Obtención de los conjuntos de datos
El primer paso para construir un veriﬁcador es obtener un conjunto de da-
tos que represente, adecuadamente, aquello en lo que estoy interesado.
Dentro del marco de veriﬁcación, el elemento encargado de obtener és-
to es el recolector, en la Figura §5.2 se muestra el modelo de clases que
forman este elemento.
El recolector usa un plan de recolección que no es más que un conjunto de
consultas Q que serán ejecutadas por el wrapper w sobre un determinado si-
tio web h ∈ H donde H representa al conjunto de los sitios web. Estos planes
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son más o menos complejos dependiendo de lo dinámico que sea h. Esto es, si
la información que alberga varía con frecuencia, el plan de recolección se
transformará en la ejecución repetitiva de las consultas a lo largo de un perio-
do de tiempo lo suﬁcientemente largo que nos asegura obtener valores que
representen todo el universo del discurso [99]. Debe quedar claro que no exis-
te una receta única para crear dichos planes de recolección ya que hay una
gran dependencia con el sitio web y elwrapper usado.
Para el veriﬁcador, elwrapper actúa como una caja negra que va ejecutan-
do las consultas y devolviendo una serie de conjuntos de datos. Un conjunto
de datos, RS, es un conjunto de slots, si, donde el término slot se reﬁere a un
atributo o a un conjunto de ellos:
RS =
�
s1, s2, . . . s|RS|
�
(5.1)
Cada slot se representa como un par de valores:
si = (ai, li) | li ∈ L, i = 1..|RS| (5.2)
donde ai es el atributo -un dato a cuyo valor concreto accedemos gracias a un
localizador- asociado al slot i, li es la etiqueta asignada al slot i y denota su
rol, y L es el conjunto de etiquetas de los roles. Por ejemplo, los valores de los
títulos y precios de los libros que aparecen en la web de Amazon serían atri-
butos, los XPointer de estos elementos serían los localizadores mientras que
el conjunto de etiquetas asociadas a las clases, L, sería Título y Precio.
Una vez obtenidos los conjuntos de datos, el recolector crea el conjunto de
trabajo, deﬁnido como:
WS =
�
(w,q1, RS1), (w,q2, RS2), . . . , (w,q|WS|, RS|WS|)
�
(5.3)
donde w es el wrapper, qi ∈ Q y RSi es el conjunto de datos obtenidos por el
wrapper w al ejecutar la consulta qi.
5.4. Creación de los conjuntos de entrenamiento
Después de construir el conjunto de trabajo, un experto se encarga de eti-
quetar cada uno de los conjuntos de datos que lo forman como válido
o inválido. Un conjunto de datos será etiquetado como válido si to-
dos los slots que lo forman tienen asignadas las clases correctas (por ejemplo,
todos los títulos están etiquetados como títulos y no hay precios etiqueta-
dos como fechas). Si algún slot no se etiquetó bien, entonces el conjunto de
datos es inválido.
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Figura 5.3:Modelo de clases del ensamblador
Al conjunto formado por estos conjuntos de datos etiquetados se le deno-
mina conjunto de entrenamiento. Formalmente, deﬁnimos un conjunto de
entrenamiento como:
TS =
�
(w,q1, RS1, δ1), (w,q2, RS2, δ2), . . . , (w,q|TS|, RS|TS|, δ|TS|)
�
(5.4)
donde δi = 1 si el conjunto de datos RSi es válido y δi = 0 en otro caso.
En otras palabras, el conjunto de entrenamiento también lo podemos ver
con una tupla formado por dos conjuntos:
TS = {TS−, TS+} (5.5)
donde TS+ representa al conjunto de trabajo formado por conjuntos de datos
válidos:
TS+ = {(w,qi, RSi)} | (w,qi, RSi, δi) ∈ TS∧ δi = 1 (5.6)
y TS− representa al conjunto de trabajo formado por conjuntos de datos
inválidos:
TS− = {(w,qi, RSi)} | (w,qi, RSi, δi) ∈ TS∧ δi = 0. (5.7)
Por lo general, todos los conjuntos de datos devueltos por el wrapper se-
rán etiquetados como válidos, con lo cual, TS− = Ø. Esto se debe a que
durante el proceso de construcción del veriﬁcador, cualquier conjunto de da-
tos etiquetado como inválido implica un mal funcionamiento del wrapper
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por lo que éste será modiﬁcado para evitar que cometa estos errores. Es
más, en algunos casos el plan de recolección está mal diseñado y pue-
de dar lugar a conjuntos de trabajo todos válidos pero muy parecidos entre si,
|TS+| � 0. Por tanto, estaríamos intentando diseñar un veriﬁcador usando da-
tos que no se corresponden a lo que éste puede encontrar en un futuro dando
lugar así a problemas de sobreaprendizaje [118].
El objetivo del ensamblador, cuyo diagrama de clases se puede consultar
en la Figura §5.3, es generar un buen conjunto de entrenamiento aplican-
do una serie de perturbaciones P a los conjuntos de trabajo devueltos por el
recolector:
TS = TS ∪ p(TS) ∀p ∈ P (5.8)
Dentro del mundo de la veriﬁcación, las perturbaciones más conocidas
son las propuestas por McCann y otros [115] (Consulte Sección §2.3): cam-
biar el interfaz de la consulta, cambiar la fuente de datos, cambiar el formato
de presentación y uso de múltiples fuentes. El problema que presenta su uso
es que, los de datos generados (ya sean válidos o inválidos), son demasiado
sintéticos por lo que el veriﬁcador no acaba de beneﬁciarse de ellos.
Otro tipo de perturbaciones son las propuestas en [145] orientadas al cam-
po de la clasiﬁcación. En este caso las perturbaciones se aplican directamente
a la caracterización de los slots, Sección §5.5. Los métodos propues-
tos por Tax [145] tienen, como principal desventaja, que, para grandes
dimensionalidades, son ineﬁcientes.
Independientemente del tipo de caracterización que se use, todos los con-
juntos generados deben ser examinados por un experto para que veriﬁque
sus etiquetas.
5.5. Creación de losmodelos de veriﬁcación
Un modelo de veriﬁcación es un formulismo matemático que nos permi-
te expresar las relaciones existentes entre los distintos slots que conforman el
conjunto de entrenamiento. Su objetivo es facilitar el estudio del grado de
similitud entre nuevos slots y los usados para el modelo de veriﬁcación.
A la hora de construirlos hay que tener en cuenta tres grandes aspectos:
1. Caracterización: El conjunto de entrenamiento está compuesto por una
serie de cadenas de texto que son de difícil procesamiento por modelos
matemáticos. En esta primera fase, tanto los conjuntos de datos co-
mo cada uno de los slots se convertirán en vectores de números
(Sección §5.5.1).
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Figura 5.4:Modelo de clases del veriﬁcación
2. Preprocesado: Después de caracterizar al conjunto, se aplican una serie
de procesosM orientados a normalizar los rangos de las distintas carac-
terísticas y disminuir tanto la cardinalidad como la dimensionalidad del
conjunto de entrenamiento (Sección §5.5.2).
3. Perﬁlado y puntuación: El perﬁlado busca modelos que intenten expli-
car los valores logrados por cada una de las características. Durante la
fase de puntuación, se ponderará la importancia relativa de cada una de
los valores obtenidos tras el perﬁlado y se combinarán con el ob-
jeto de obtener un único valor que permita dilucidar si un nuevo
elemento es o no válido (Sección §5.5.3).
En los Algoritmo §5.1 y §5.2 se detallan los pasos que hay que aplicar pa-
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CONSTRUYEVERIFICADOR(w,RP,P,F,L,M)
1 WS = RECOLECTOR(w,RP)
2 TS = EXPERTO(WS)
3 TS = ENSAMBLADOR(TS,P)
4 return CONSTRUIRMODELO(TS,L,F,M)
RECOLECTOR(w,RP)
1 �w,h,Q� = RP
2 WS = {}
3 for each q ∈ Q
4 RS = w(h, q)
5 WS = WS ∪ {(w,q, RS)};
6 returnWS
EXPERTO(WS)
1 for each tupla ∈WS
2 �w,q, RS� = tupla
3 // El valor de la etiqueta lo decide un experto
4 δ = DecisionExperto
5 TS = TS ∪ {(w,q, RS, δ)};
6 return TS
ENSAMBLADOR(TS,P)
1 TS
�
= {}
2 for each p ∈ P
3 TS
�
= TS
� ∪ p(TS)
4 return TS ∪ TS �
Programa 5.1: Algoritmo para la construcción de un veriﬁcador
ra construir un modelo de veriﬁcación. La función CONSTRUYEVERIFICADOR
recibe como argumentos el wrapper w, el plan de recolección RP que ejecuta-
rá el wrapper, el conjunto de perturbaciones P a aplicar, las características F
con la que se caracterizarán los slots, el conjunto de posibles etiquetas L y el
conjunto de actividades de preprocesamientoM.
La invocación a la función RECOLECTOR tiene como objetivo la ob-
tención de conjuntos de datos (Sección §5.3 ) mientras que las funciones
EXPERTO y ENSAMBLADOR permiten obtener los conjuntos de entrenamien-
to (Sección §5.4). En las secciones siguientes estudiaremos detenidamente
los distintos elementos de la función CONSTRUIRMODELO: CARACTE-
RIZACIÓN en la Sección §5.5.1, PREPROCESOS en la Sección §5.5.2,
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CONSTRUIRMODELO(TS,L,F,M)
1 XTS = CARACTERIZACION(TS,F)
2 XTS = PREPROCESOS(XTS,M)
3 perfilado = CONSTRUIRPERFILADO(XTS)
4 puntuacion = CONSTRUIRPUNTUACION(perfilado)
5 alarma = CONSTRUIRALARMA(perfilado, XTS)
6 return �perfilado, puntuacion, alarma�
CARACTERIZACION(TS,F)
1 for each RS ∈ TS
2 for each f ∈ FRS
3 Y = Y ∪ f(RS)
4 for cada s ∈ RS
5 for cada f ∈ Fs
6 x = x ∪ f(s)
7 XRS = XRS ∪ x
8 XTS = XTS ∪ �Y, XRS�
9 return XTS
CONSTRUIRPERFILADO(TS, XTS,F)
1 for each XRS ∈ XTS
2 �Y, X� = XRS
3 Yall = Yall ∪ Y
4 for each Xs ∈ X
5 Xall = Xall ∪ Xs
6 // el perﬁlado se hace por característica
7 for i = 1..columnas_de(Yall) perfiladoYi = calculaPerfilado(Y∗,i)
8 for i = 1..columnas_de(Xall) perfiladoXi = calculaPerfilado(X∗,i)
9 return perfiladoY ∪ perfiladoX
Programa 5.2: Algoritmo para la construcción de un modelo de veriﬁcación
CONSTRUIRPERFILADO y CONSTRUIRPUNTUACION en la Sección §5.5.3.
5.5.1. Caracterización
La primera fase dentro del proceso de construcción del modelo de veriﬁ-
cación es representar cada conjunto de datos y cada slot contenido en el
conjunto de entrenamiento como un vector (ver Figura §5.5). De esta labor
se encarga la función abstracta CARACTERIZACION. Para obtenerlo aplica-
mos una serie de características F que son un rasgo cuantiﬁcable o bien de un
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Figura 5.5: Proceso de caracterización
slot o del conjunto de datos. Los valores de cada una de estas característi-
cas se usarán para obtener evidencias de la validez o no de los datos. El
conjunto de todas las características se deﬁne como:
F = N ∪ C (5.9)
donde N es el conjunto de todas las características numéricas (Sec-
ción §5.5.1.1) y C es el conjunto de todas las características categóricas
(Sección §5.5.1.2). Además, y atendiendo a su ámbito de aplicación, F se
puede dividir en FRS y Fs que están formados, respectivamente, por las
características aplicables a conjuntos de datos y a slots.
Formalmente, la caracterización de un conjunto de entrenamiento TS se
deﬁne como:
XTS =
�
(w,q1, XRS1, δ1), (w,q2, XRS2, δ2), ...(w,q|RS|, X|RS|, δ|RS|)
�
(5.10)
donde
XRS =
�
Y,
�
(Xs1, l1), (Xs2, l2), . . . , (Xs|XRS|, l|XRS|)
��
(5.11)
siendo Xsi =
�
x1, x2, ..., x|Fs|
�
=
�
fmap(1,Fs)(ai), fmap(2,Fs)(ai), ..., fmap(|Fs|,Fs)(ai)
�
donde fi ∈ FS, map es una función de mapeo que indica cuál
es la i -ésima característica que se puede aplicar a un slot
e Y =
�
y1, y2, ..., y|FRS|
�
=
�
fmap(1,FRS)(RS), fmap(2,FRS)(RS), ..., fmap(|FRS|,FRS)(RS)
�
donde fi ∈ FRS, map es una función de mapeo que indica cuál es la i -ésima
característica que se puede aplicar a un conjunto de datos.
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Observe que en esta deﬁnición estamos suponiendo que los conjuntos de
trabajo y todos los slots se caracterizan con el mismo número de carac-
terísticas. Esto es una generalización ya que podemos encontrarnos con
características que no se puedan aplicar atendiendo a la semántica propia de
un conjunto de trabajo o un slot.
5.5.1.1. Características numéricas
Las características numéricas N son aquellas que transforman un slot o un
conjunto de datos en números reales. Este tipo de características se pueden
englobar en las siguientes familias:
1. Conteo: Dentro de esta categoría tenemos las características que cuen-
tan el número de slots de una determinada clase que hay en un
conjunto de datos [99, 100, 105] o cuentan el número de registros que
satisfacen algún tipo de restricción [133]. También dentro de esta cate-
goría, encontramos aquellas que cuentan los atributos que empiezan y
acaban con un determinado patrón [105]. Otros autores proponen co-
mo funciones de conteo aquellas que cuentan el número de dígitos,
letras, n-gramas, etc. que forman un atributo.
2. Léxicas: Estas características se centran en estudiar rasgos relacionados
con el juego de caracteres que usan los atributos de una determina-
da clase. Dentro de esta categoría podemos incluir características como:
longitud de un atributo, número de palabras contenidas en un atribu-
to, longitud media de estas palabras, densidad de dígitos, densidad de
letras, densidad de letras en mayúscula, densidad de letras en minúscu-
la, densidad de símbolos de puntuación o densidad de etiquetas HTML
[99, 100]. Otras características a considerar dentro de esta categoría se-
rían aquellas que determinan si un atributo comienza con una letra
mayúscula y acaba con un símbolo de puntuación [159], o las que calcu-
lan la proporción de números, números en coma ﬂotante o palabras en
mayúscula [158]. En [159] se proponen una serie de características lógi-
cas, como determinar si el atributo está justo antes de un precio,
cuyo objetivo es caracterizar el contexto de los atributos. Finalmen-
te, en [120] se proponen 42 características más pero no se describen con
la profundidad necesaria como para implementarlas.
3. Similaridad: El objetivo de estas funciones es determinar cuan simi-
lar es un atributo respecto a un conjunto de atributos de su misma clase.
Por ejemplo, la presencia de las cadenas "NH" o "TRYP" dentro de un
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atributo nos puede llevar a la conclusión de que estas cadenas represen-
tan nombres de hoteles. Así pues, un atributo formado por palabras que
no se asemejen lo suﬁciente a las que típicamente nos encontramos en
atributos válidos de la misma clase, pueden indicarnos que dicho atri-
buto es inválido. Para calcular cuan similar es un atributo sin veriﬁcar a
respecto al conjunto de atributos veriﬁcados A aplicamos:
maxb∈ASIM(a, b) (5.12)
donde SIM(a, b) es una función de similitud.
En [159] se propone la función de similitud coseno introducida en la
teoría del modelo espacio vectorial del texto [136]. En este modelo los
atributos se representan como vectores �a ∈ R|W| donde W es el conjun-
to formado por las raíces de las palabras obtenidas de un conjunto
representativo de atributos de la misma clase. Cada elemento de �a re-
presenta a cada una de las palabras w y su valor se calcula de la
siguiente manera:
aw =
�
0 siw /∈ a
(1+ log TFa,w)·log IDFw enotro caso
�
(5.13)
donde TFa,w denota el número de veces que la palabra w aparece den-
tro del atributo a y IDFw es la fracción de atributos que contienen la
palabra w respecto al número total de atributos.
Más tarde en [158] propusieron una nueva función de similitud que se
calcula a partir de la distancia de edición†1 entre palabras ya normaliza-
da a nivel de atributo. Es esta nueva función los costes de inserción y
borrado valen 0, y el coste de reemplazo es igual a la distancia de
edición a nivel de caracteres entre las palabras a intercambiar.
Además, existen funciones de similitud que permiten comparar regis-
tros desde un punto de vista estructural. Para nosotros, un registro se
puede ver como un árbol ordenado y etiquetado. Por tanto, la similitud
entre dos registros se puede calcular usando medidas de edición de ár-
boles, en general, o los algoritmos de distancias de alineación [8, 28].
Como pasaba en el caso de Wong y Lam [158], hay que deﬁnir un cos-
te a cada una de las operaciones a aplicar. En [6] se propone un método
automático para calcular estos costes.
†1También denominada Distancia de Levenshtein, es el número mínimo de operaciones
requeridas para transformar una cadena de caracteres en otra
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Si los registros se representan mediante XML y está disponible su deﬁ-
nición DTD, entonces podemos aplicar otras medidas de similitud más
especíﬁcas ( [22, 137, 146]).
4. Entorno: Tienen en cuenta la disposición de los atributos dentro de una
página HTML. Así si sabemos que los slots correspondientes a los auto-
res de un libro están muy cerca de los slots pertenecientes al libro, si
detectamos un registro etiquetado como Libro que no tiene cerca slots
etiquetados como Autor entonces puede ser que el slot Libro es-
té mal etiquetado. En [115] se propone la característica denominada
ordenación de tuplas que tienen en cuenta la separación de los regis-
tros en un documento HTML. Si dos registros se superponen entonces
son iguales, en otro caso son distintos.
En [42] se presentan muchas características de este tipo, todas basadas
en la siguiente deﬁnición: dado un conjunto de datos formado por una
serie de registros r1, r2, ..., rn, cada uno de estos registros se alinea me-
diante una lista que contiene todos sus atributos �ai,0, ai,1, ..., ai,n�
(1 ≤ i ≤ m,ni ≥ 0); también asumen que el localizador de cada atribu-
to está formado por dos índices (as y ae ) que representan el comienzo y
ﬁn del atributo dentro del documento del que fueron extraídos. Los au-
tores suponen que asi,0 < a
s
i,1 < ... < a
s
i,ni
para cada atributo siendo asi,0
el atributo raíz. Para cada uno de estos atributos raíz, de Oliveira y
da Silva [42] deﬁnen las siguientes medidas:
Localización de la raíz: asi,j − a
s
i,0
Localización absoluta de la raíz: aei,j − a
s
i,0
Localización relativa de la raíz: asi,j − a
s
i,0 −
�j−1
k=1(a
e
i,k − a
s
i,k)
Localización previa: asi,j − a
s
i,j−1 −
�j−1
k=1(a
e
i,k − a
s
i,k)
Localización absoluta previa: aei,j − a
s
i,j−1
Longitud de la localización: aei,j − a
s
i,j − (a
e
i,j−1 − a
s
i,j−1)
Localización hermana: asi,j − a
s
i−1
Localización hermana absoluta: aei,j − a
s
i−1,j
Estructura: asi,j − a
s
i−1,j −
�ni
j=1(a
e
i−1,j − a
s
i−1,j)
En la deﬁnición de todas estas medidas se presupone que la alinea-
ción de los registros es comparable y que todos los registros provienen
del mismo documento y que los localizadores no tienen en cuenta la
resolución de la pantalla.
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5. Tendencia: estas características sirven para estudiar las ﬂuctuaciones de
los valores obtenidas por otras características numéricas [115]. En cam-
bio, no considera la posibilidad de comprobar las ﬂuctuaciones de los
valores de los propios atributos. Por ejemplo, si detectamos que la va-
riación del precio de un libro en las últimos días es de más de un 25%
puede ser que estemos ante datos erróneos.
5.5.1.2. Características categóricas
Las características categóricas, C, engloban tanto a patrones que describen
la estructura de un registro, como restricciones matemáticas de los valo-
res que puede tener un atributo o relaciones entre ellos. Por lo general, estas
características se suelen usar como base para características numéricas co-
mo, pueden ser, las de conteo. A continuación, describimos algunas de las
características más usadas:
1. Estructura del registro: Se centran en analizar los registros desde un
punto de vista estructural. Por ejemplo, si se extraen registros que repre-
sentan a libros y sabemos que todo libro tiene un nombre y un precio, si
extraigo un registro etiquetado como Libro que no contenga precio me
puede indicar que dicho registro ha sido mal etiquetado. Propues-
tas concretas de estas características las encontramos en [115], donde se
usa una característica que considera el orden de los atributos den-
tro de un registro, y en [100] que usa una característica que comprueba
el número de atributos de cada clase que hay en un registro.
2. Clase lingüística: Intentan buscar la clase linguística (nombre, verbo, ...)
que caracteriza a un atributo [120]. Por ejemplo, del análisis de to-
dos los atributos etiquetados con la clase Título se puede llegar a la
conclusión que todos son nombres. Este tipo de características se sue-
len construir usando software del tipo part-of-sppech taggers [117] que
son capaces de leer textos en lenguaje natural, dividirlos e ir asigna-
do etiquetas a trozos de texto. Para el desarrollo de este tipo de software
se usan los Modelos de Markov discutidos en la Sección §4.5.1.2. Den-
tro de estas características también se suelen usar diccionarios que
sirven para localizar nombres de ciudades, ríos, etc.
3. Expresiones regulares: Estas características buscan expresiones regula-
res que cumplan todos los atributos de una clase [120] o bien que
cumplan los atributos parcialmente [105]. Ejemplos del primer tipo de
características lo tendríamos en aquellas que comprueban si una cadena
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representa una URL o un número de cuenta bancaria. Una característi-
ca que compruebe si una cadena empieza por ’<a>’ y termina por
’</a>’ sería un ejemplo del segundo tipo.
En [20] se propone el algoritmo Allergia que es capaz de generar una
gramática regular usando los valores de un conjunto de atributos. El
principal problema que presenta este algoritmo, así como todas sus
variantes [16, 21, 77, 135, 147] es que tiende a generar expresiones dema-
siado generales. El algoritmo DATAPROG desarrollado en [105] palía
este hecho intentando caracterizar cada atributo mediante una secuencia
de tokens que describen el comienzo y ﬁn de cada atributo. El algoritmo
DATAPROG tiende a generar muchas reglas y muy especíﬁcas, hecho
este que ha sido resuelto en [13, 150]. No obstante, el principal obstáculo
para poder aplicar el DATAPROG es que hay que deﬁnir previamente
los tokens a usar y estos dependen del dominio del sitio web.
4. Restricciones semánticas: Estas características se centran en determinar
si ciertas restriciones son veriﬁcadas por los atributos de una determi-
nada clase. Por ejemplo, el porcentaje de descuento de un producto
siempre debería ser un valor entre 0 y 100.
Ernst y otros [66, 67] propusieron DAYCON, un sistema automático pa-
ra la obtención de restricciones semánticas. Desgraciadamente, este
algoritmo no es directamente aplicable a los datos obtenidos de la web
ya que no soporta trabajar con conjuntos expuestos al ruido. En este ca-
so tendremos que usar las modiﬁcaciones hechas en [133] para este
algoritmo. Dentro de esta categoría también podemos usar las técni-
cas de reglas de asociación discutidas en la Sección §4.5.3.4, en concreto
en [88] se usan este tipo de técnicas para hacer limpieza de datos (da-
ta cleansing) mientras que en [103] aplican lógica de primer orden para
establecer restricciones semánticas.
5.5.2. Preprocesado
Una vez caracterizado el conjunto de entrenamiento, es necesario simpliﬁ-
carlo para así poder obtener modelos robustos y simples. Para ello, la función
PREPROCESOS aplica una serie de procesos M que, de alguna forma, "sa-
neen" el contenido de la caracterización conjunto de entrenamiento XTS. Estos
procesos los podemos agrupar en cuatro grandes familias:
1. Normalización de dominios: Estos procesos se encargan de igualar los
dominios de los valores devueltos por las diferentes características pa-
ra hacer posible su comparación. Aquí se pueden aplicar métodos como
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el descrito en [141] donde los dominios de todas las variables pasan a
ser muestras de una distribución de varianza 1 y media 0.
2. Reducción de dimensionalidad: Este tipo de técnicas ya fueron descri-
tas en la Sección §4.6 y su objetivo es eliminar aquellas características
que no vayan a contribuir positivamente en la construcción del modelo.
3. Reducción de instancias: Estos ﬁltros reducen la cardinalidad del con-
junto de entrenamiento manteniendo la calidad del mismo [123, 156].
Formalmente, el resultado de aplicar este tipo de ﬁltros es un subcon-
junto de instancias seleccionadas S ⊆ TS cuyo objetivo es mejorar el
comportamiento del veriﬁcador. En la literatura existen multitud de
propuestas [1, 79, 156] pero no hay ninguna especíﬁca para tratar con
datos obtenidos en el entorno web.
4. Detección de elementos anómalos: Si bien el conjunto de trabajo ha pa-
sado el ﬁltro de un experto humano, también es cierto que este se ha
podido confundir a la hora de clasiﬁcar los elementos del conjun-
to de trabajo. En el campo de la veriﬁcación, los conjunto de trabajo
suelen ser muy grandes de aquí que debemos tener en cuenta este extre-
mo a la hora de construir el modelo de veriﬁcación. Los ﬁltros de
detección de elementos anómalos tienen como objetivo detectar este ti-
po de elementos mal etiquetados de forma que o bien se avise al experto
para que conﬁrme la etiqueta o bien se elimine del conjunto de entrena-
miento. Técnicas como las basadas en el test χ2 [54], el de Dixon [134] o
el de Grubbs [80] nos permiten hacer esta labor.
5.5.3. Perﬁlado y puntuación
Tras las dos fases anteriores, el conjunto de entrenamiento estará represen-
tado por una serie de vectores n dimensionales. Para poder comparar si un
vector se parece a los ya calculados hay que perﬁlar cada una de las caracte-
rísticas, lo que implica buscar una función o modelo matemático que resuma
los valores de cada característica. De estas acciones se encarga la función
CONSTRUIRPERFILADO.
A continuación es necesario crear una puntuación (score) que nos permi-
ta obtener un único valor que combine la información dada por todas
las características aplicadas. La función CONSTRUIRPUNTUACION crea esta
puntuación partiendo del perﬁlado previamente calculado.
Los esquemas de perﬁlado y puntuación usados por los principales
sistemas de veriﬁcación son:
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Para Kushmerick [99], las características son consideradas variables
aleatorias cada una de las cuales siguen una determinada distribución
de probabilidad (consultar la Sección §2.3). En este caso, el perﬁl se pue-
de interpretar como la probabilidad de que el valor observado siga la
distribución de probabilidad previamente calculada.
En cuanto a la puntuación, cuando llega un nuevo slot y quere-
mos compararlo con los ya existentes, calculamos las probabilidades
para cada una de las características. Esto nos dará un total de |F| valo-
res de probabilidad distintos, para resumir todos estos valores en uno
solo, propone usar tres criterios: las variables aleatorias son indepen-
dientes, hay una variable que es especialmente importante y todas las
variables son igual de importantes.
Lerman y otros [105], como se dijo en la Sección §2.3, sustentan su mo-
delo de veriﬁcación en caracterizar los conjuntos de datos como un
vector que alberga los valores medios de las características. Cuando
tiene que comparar dos vector (el que representa al conjunto de entrena-
miento y al que queremos veriﬁcar) usa el estadístico de Pearson que se
deﬁne como:
p =
|F|�
i=1
meanUS(fi)−meanTS(fi)
d
(5.14)
donde meanUS representa el valor media de la característica fi en el
conjunto de datos sin veriﬁcar y meanTS es la media de la característica
fi en el conjunto de entrenamiento.
El perﬁlado de una característica consiste, simplemente, en calcular el
sumatorio deﬁnido en el estadístico mientras que la puntuación es el
cálculo del estadístico.
McCann y otros [115] (consulte la Sección §2.3) proponen un modelo de
veriﬁcación muy parecido al de Kushmerick [99] en donde se conside-
ran conjunto de datos válidos e inválidos y se usa un cálculo de
probabilidades normalizado.
En ente caso, el perﬁlado es el cálculo de las funciones de densida-
des normalizadas mientras que la puntuación es la suma ponderada
(asocia un peso a cada característica teniendo en cuenta su poder discri-
minador y si el conjunto de datos es válido o no ) de las densidades
normalizadas para cada una de las características.
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APLICAVERIFICADOR(RS,F, perfilado, puntuacion, alarma,M, filtros)
1 // Se aplican las mismas características tras hacer la fase de preproceso
2 XRS = CARACTERIZACION(RS,F)
3 XRS = PREPROCESADO(XRS,M)
4 perfilado = PERFILADO(XRS)
5 punt = PUNTUACION(perfilado);
6 if ALARMA(punt, perﬁlado)
7 // Pasamos los ﬁltros sobre las componentes del perﬁl que generaron
8 // la alarma
9 if FILTROS(XWS, perfilado, alarma)
10 ENVIO_ALARMA
11 else
12 SILENCIAR_ALARMA
13 return valido
Programa 5.3: Algoritmo para el uso de un veriﬁcador
5.6. Construcción del veriﬁcador
Una vez construido el modelo de veriﬁcación, deﬁniremos el veriﬁca-
dor, cuyo diagrama de clases lo podemos consultar en la Figura §5.6. Su
función será recibir un conjunto de datos procedente del wrapper y compro-
bar si éste se ajusta al modelo de veriﬁcación previamente obtenido. Si no se
cumple, el veriﬁcador lanzará una alarma para que un experto valide es-
tos datos. En el Algoritmo §5.3 detallamos los pasos a realizar desde que el
veriﬁcador recibe un conjunto de datos del veriﬁcador.
Podemos deﬁnir al veriﬁcador como una función matemática que reci-
be como argumento un conjunto de trabajo WS y devuelve un 1 si WS se
asemeja al modelo de veriﬁcación y 0 en otro caso. Para hacer esta comproba-
ción debe comprobar si cada uno de los RS que forman parte delWS siguen el
modelo de veriﬁcación previamente calculado:
v : |RS|× R|F| −→ R
x1,1 x1,2 . . . x1,|F|
x2,1 x2,2 . . . x2,|F|
...
... . . .
...
x|RS|,1 x|RS|,2 . . . x|RS|,|F|
 �−→ {0, 1} (5.15)
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<<silenciar>>
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ModeloVeriﬁcaciónConjuntoDatos
AlarmaVeriﬁcador
Filtro
1
1 <<usa>>
Figura 5.6:Modelo de clases del veriﬁcador
Ahora bien, en ciertas ocasiones, al comprobar la validez de un conjun-
to de datos, el veriﬁcador devuelve un falso negativo (indica que es inválido
cuando realmente no lo es) debido a que dicho conjunto presenta algunos
slots no deseados, esto es, elementos que se distancian mucho del resto de
datos y que suelen indicar una anomalía temporal en el proceso de medición.
Para evitar este tipo de problemas, los veriﬁcadores incluyen ﬁltros que se
encargan de sanear el conjunto de datos, explorando sus valores en busca de
elementos que puedan provocar una errónea clasiﬁcación del mismo.
Los ﬁltros más usados dentro de este campo son [116]:
1. Fuentes externas: Usa una serie de fuente de datos externas semántica-
mente equivalentes. Dichas fuentes nos servirán para crear un nuevo
modelo que se usará para comprobar la validez de aquellos atributos
conﬂictivos del conjunto de datos a validar.
2. Apendizaje basado en la web: En este caso, se asocia a cada cla-
se de slot una serie de elementos léxicos obtenidos de las frases en las
que encontramos el atributo. Por ejemplo, los precios suelen estar aso-
ciados a los elementos ’coste’ o ’AC’. Si necesitamos comprobar la validez
de un atributo, usamos un motor de búsqueda para obtener aque-
llas páginas en las que se encuentra sólo el atributo y aquellas en las que
se aparece acompañado de sus elementos léxicos. Si en dicha búsqueda
el número de páginas que contienen los elementos léxicos es supe-
rior al que aparece simplemente el atributo, entonces dicho atributo se
considerará válido.
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Observe que el concepto de ﬁltro y característica es bastante simi-
lar, la diferencia fundamental es que los ﬁltros son mucho más costosos,
computacionalmente hablando, que el cálculo de las características.
5.7. Resumen
A lo largo de este capítulo, hemos ido viendo las distintas fases por las
que debemos pasar a la hora de construir un veriﬁcador. Estas fases se han in-
tegrado dentro de un marco de trabajo que permite sistematizar la creación
de veriﬁcadores. En cada una de las fases se ha hecho referencia a los siste-
mas de veriﬁcación ya existentes para así poder compararlos y compartir
terminología.
Capítulo6
Veriﬁcandowrappersusando
algoritmosbioinspirados
¡y por las hormigas oprimidas del mundo!
Bichos, Película (1998)
L
os algoritmos bioinspirados, y en especial los basados en colo-
nias de hormigas, se han venido usando en la resolución de diversos
problemas de optimización combinacional. En este capítulo detalla-
mos los pasos seguidos para resolver el problema de la veriﬁcación
de wrappers usando este tipo de técnicas. En la Sección §6.1 introducire-
mos los principales elementos que permitirán reformular, en la Sección §6.2,
el problema de veriﬁcación desde el punto de vista de optimización. En la
Sección §6.3 explicaremos, detenidamente, cómo resolver este tipo de proble-
mas usando algoritmos de hormigas. En la Sección §6.4 detallaremos los
aspectos propios del algoritmo BWAS adaptado para afrontar la veriﬁca-
ción de wrappers. Por último, la Sección §6.5 la dedicaremos a resumir todas
las ideas tratadas en este capítulo.
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6.1. Introducción
En este capítulo pretendemos solventar las carencias de los sistemas de
veriﬁcación actuales, ya descritas en el Capítulo §2, gracias a una nueva
propuesta de veriﬁcador basada en metaheurísticas bioinspiradas [106]; con-
cretamente aplicaremos los sistemas de colonias de hormigas (ACO) [57, 62]
ya discutidos en el Capítulo §3. Hasta la fecha este tipo de metaheurísticas no
se habían aplicado para resolver la veriﬁcación dewrappers.
De entre las distintas propuesta de algoritmos ACO existentes, hemos
usado el algoritmo BWAS (Sistema de la Mejor Peor Hormiga) que, como ya
vimos en la Sección §3.6, es un ejemplo de metaurística híbrida que mez-
cla conceptos de la metaheurística ACO y otras metaheurísticas evolutivas
[24, 32, 34].
Como algoritmo de optimización discreta, la propuesta descrita parte de
la representaciones usadas para resolver el problema de la asignación cuadrá-
tica de tareas o Quadratic Assignement Problem (QAP) [75]. Como veremos,
la representación se simpliﬁca bastante ya que muchas de las restriccio-
nes planteadas por el QAP no las presenta el problema de la veriﬁcación. Para
mejorar la fase de explotación del proceso de búsqueda, usaremos un proce-
so de búsqueda local que mejorará la calidad de las soluciones alcanzadas
por la colonia.
6.2. La veriﬁcación como un problema de
optimización computacional
Tal y como se detalló en el Capítulo §5, el problema de la veriﬁcación de
información de wrappers se traduce en comprobar si los conjuntos de datos
extraídos son o no válidos. Cada uno de los slots si que forman estos conjun-
tos de datos RS tienen asignado una etiqueta li que identiﬁca su naturaleza.
Es responsabilidad del veriﬁcador comprobar si cada uno de los slots conte-
nidos en los conjuntos de datos tiene asignado la etiqueta que se corresponde
con el atributo contenido en dicho slot.
Durante este capítulo asumimos que todos los slots son validos por lo que
δ = 1, el conjunto de entrenamiento TS sólo tiene un conjunto de datos RS
y el conjunto FRS está vacío (no hay características de conjunto de da-
tos) por lo que F = Fs. Por tanto, TS = {(w,q1, RS1, 1)}, XTS = {(w,q1, XRS1, 1)}
y XRS =
�
(Xs1, l1), (Xs2, l2), ..., (Xs|RS|, l|RS|)
�
.
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Figura 6.1: Slots representados en un espacio 2-dimensional
Como los slots se caracterizan mediante vectores de valores Xs, estos se
pueden representar como puntos en un espacio n-dimensional, obteniendo
distribuciones similares a las indicadas en la Figura §6.1. En ella se represen-
ta la localización de distintos slots, pertenecientes a los roles de interés:
título y autor, una vez caracterizados usando únicamente dos caracterís-
ticas. Observe que este tipo de representación asume que las características
categóricas se puede representar como numéricas. Por ejemplo, aquellas ca-
racterísticas de naturaleza lógica se puede pasarían a representarse mediante
1 (valor cierto) y 0 (valor falso).
Un problema de optimización combinacional consiste en optimizar una
función real eligiendo, sistemáticamente, valores de entrada (tomados de
un conjunto permitido) y computando el valor de la función [12]. Uno
de los problemas clásicos dentro del campo de la optimización combina-
cional es el denominado asignación cuadrática de tareas (QAP). En este
problema se parte de dos conjuntos, P (’facilidades’) y L (’localizaciones’ ﬁ-
jas) de igual tamaño, junto a una función de ﬂujo w : P × P → R y una
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(a) Deﬁnición de localización, facilidades y funciones de distancia
(b) Asignación de facilidades a localizaciones para minimizar el coste
Figura 6.2: Representación del QAP
función d : L× L→ R que representa la distancia entre localizaciones (Figu-
ra §6.2(a)); debemos encontrar la biyección f : P → L, también denominada de
asignación, tal que se minimice la función de coste:
minf∈Ω
�
a,b∈P
w(a, b) • d (f(a), f(b)) (6.1)
dondeΩ representa el conjunto de biyecciones posibles (Figura §6.2(b)).
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Por lo general, las funciones de ﬂujo y distancia se pueden ver como ma-
trices cuadradas simétricas de números reales, por lo cual, la función de coste
se puede escribir como:
minf∈Ω
�
a,b∈P
wa,b • df(a),f(b) (6.2)
dondeΩ representa el conjunto de biyecciones posibles, P es el número de fa-
cilidades, w es una función de ﬂujo, d es una función de distancia y f es la
función de asignación.
Por ejemplo, si disponemos de un sistema de procesamiento con tres orde-
nadores (localizaciones) y 6 tareas a realizar (facilidades), sabemos que todas
las tareas se pueden hacer en cualquier ordenador y los costes asociados a
cada una de las posibles asignaciones es el siguiente:
Ordenadores
O1 O2 O3
Tareas
T1 18 16 12
T2 14 21 18
T3 16 24 24
La función objetivo a minimizar sería:
min w1,1 • 18+w1,2 • 16+w1,3 • 12+w2,1 • 14+w2,2 • 21
+w2,3 • 18+w3,1 • 16+w3,2 • 24+w3,3 • 24 (6.3)
donde
wij =

1, si la tarea i se asigna al ordenador j
0, en otro caso
(6.4)
Es este caso hemos formulado el QAP como un problema de programa-
ción entera binaria donde iremos asignando valores 0 o 1 a los distintos ai,j
hasta conseguir minimizar el coste.
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6.2.1. Relación entre la veriﬁcación de wrappers y el QAP
Intuitivamente existe una estrecha relación entre las Figuras §6.1 y §6.2.
Estableciendo un paralelismo entre ambas podemos decir que los slots se
pueden tratar como facilidades que se asignan a etiquetas (localizaciones).
Ahora bien, existen una serie de peculiaridades propias del problema de
la veriﬁcación que hay que tener en cuenta antes de reformularlo como un ca-
so particular de QAP. La primera diferencia está relacionada con la función
de ﬂujo, que mide el grado de interacción entre facilidades. En nuestro caso,
la interacción entre slots es siempre la misma. Por tanto, la matriz w tendría
el mismo valor independientemente de la posición que consultáramos.
La segunda diferencia la encontramos a la hora de tratar las etiquetas co-
mo si fueran localizaciones. Para nosotros, las etiquetas o roles no son
elementos que se puedan representar en un espacio n-dimensional, co-
mo sí es el caso de las localizaciones, son simples cadenas de texto. Por tanto,
para poder tratar el problema de la veriﬁcación como un problema QAP de-
bemos encontrar la forma de representar las etiquetas dentro de un espacio
n-dimensional.
El método seguido para lograrlo parte del perﬁlado expuesto por Ler-
man y otros [105] de los conjuntos de trabajo. En [105], este conjunto se
dividía en tantos subconjuntos como etiquetas, y cada uno de ellos era mode-
lizado mediante un vector que representaba el valor medio de las distintas
características. Estos puntos medios los podríamos considerar como una
representación de las etiquetas.
La idea propuesta generaliza este método ya que representa los ro-
les mediante un conjunto de puntos Pi = {p1, p2, ..., pK} , i = 1...|L|, en lugar
de usar un único vector de valores medios. El procedimiento de obten-
ción de los K puntos por rol es un proceso iterativo, basado en una función de
coste, que busca posicionarlos de forma que todos los slots igualmente eti-
quetados estén representados por ellos. Este conjunto de puntos representan
el modelo de veriﬁcación. La Figura §6.3(a) ilustra este hecho, disponemos de
slots de dos roles diferentes (título y autor), a cada uno de estos dos con-
juntos se les representa mediante tres puntos. Así, todos los slots con el rol
autor quedan representados por los puntos p1, p2 y p3 mientras que los
etiquetados como título quedarán deﬁnidos por los puntos p4, p5 y p6
Antes de la creación del modelo de veriﬁcación, y como veremos en el ca-
pítulo siguiente, se ha procedido a dividir (Sección §7.3.1.1) y preprocesar
(Sección §7.3.1.2) el conjunto de entrenamiento.
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Cuando tengamos que veriﬁcar nuevos elementos, calcularemos la distan-
cia al punto más cercano y, si este está lo suﬁcientemente cerca el slot, debería
estar etiquetado con la misma etiqueta a la que pertenece el punto. En la Fi-
gura §6.3(b) se pone un ejemplo de dicho comportamiento. Disponemos de
dos slots, s1 y s2 que el wrapper etiquetó como del rol autor, el primero de
ellos, s1 tiene como punto más cercano el p2, que representa el rol autor, por
lo que el veriﬁcador entiende que está bien etiquetado. En cambio, el punto
más cercano al segundo slot s2 es p4, que es del rol título, por lo que el ve-
riﬁcador entenderá que ha sido mal etiquetado y generará una alarma. Si nos
ﬁjamos nuevamente en la ﬁgura podemos apreciar que hay slots etiqueta-
dos como autor que están más cerca de s2 que el propio p4 pero, como los
slots de un rol están ahora representados únicamente por los puntos antes
calculados y no por los propios slots, no le podemos asignar el rol autor.
En los apartados siguientes pasamos a detallar cómo obtener la
localización óptima de los puntos usando algoritmos de hormigas.
6.3. Usando la metaheurística ACO para veriﬁcar
wrappers
Los algoritmos ACO son técnicas de búsqueda global [62] que, desde que
fueron propuestas, han ido evolucionando dando lugar a diferentes mode-
los y ampliando su ámbito de aplicación a un amplio abanico de problemas
de optimización [35, 55, 57].
Como se detalla en [36], para poder aplicar ACO a un problema de
optimización hay que deﬁnir:
La representación del problema (Sección §6.3.1),
La función heurística (Sección §6.3.2),
La inicialización de la feromona (Sección §6.3.3),
La inicialización de la colonia (Sección §6.3.4) y
La función de ﬁtness (Sección §6.3.5).
6.3.1. Representación del problema
Para poder aplicar las técnicas basadas en colonias de hormigas al proble-
ma de la veriﬁcación de wrappers, es conveniente que lo tratemos como un
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(a) Representación de las etiquetas como puntos
(b) Asignación de slots al punto más cercano
Figura 6.3: Respresentación de etiquetas y asignación a slots
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Figura 6.4: Representación del problema de la veriﬁcación como grafo
etiquetado
problema de optimización combinatoria capaz de representarse median-
te un grafo ponderado y donde una solución válida al problema se puede
formular mediante el movimiento de una hormiga a lo largo del grafo.
Para el problema de la veriﬁcación, este grafo se puede representar me-
diante una matriz de tamaño |RS| x K. Cada arco Ai,j representa la asignación
del slot i al punto j. Cada slot s sólo puede ser asignado a un punto pj.
La Figura §6.4 muestra cómo sería esta matriz para, por ejemplo, el con-
junto de entrenamiento considerando únicamente los slots que tienen como
rol autor XRS = {([2, 0.5], autor), ([2, 0.5], autor), ([3, 0.66], autor)} si usamos tres
puntos para representarlo.
También en la Figura §6.4 se presentan los caminos seguidos por dos hor-
migas para solucionar el problema. Cada hormiga i está asociada con una
matriz Ti donde se almacenan las decisiones que ha tenido que tomar cada
vez que ha asignado un slot a un punto. Por ejemplo, la primera hormiga tie-
ne almacenada la matriz T1 = (1, 1, 2) la cual se interpreta como: el primer y
segundo slots se han asignado al primer punto y el tercer slot se asigna al se-
gundo punto. Además, cada hormiga i tiene un vector Zi, con dimensiones
K x |F|, para almacenar las coordenadas de cada uno de los puntos calculados.
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6.3.2. Información heurística
La información heurística η asociada a que la hormiga i tome la decisión
de asignar un slot s al punto p viene dada por la expresión:
ηis,p = 1/h(i, s, p) (6.5)
donde:
h(i, s, p) =
���� |F|�
v=1
(xs,v − Zi,p,v)2 (6.6)
siendo Xs la caracterización de s y Zi,p,v es la coordenada v del punto p inferi-
do por la hormiga i. Por ejemplo, los valores heurísticos calculados por la
primera hormiga cuando tomó la decisión de asignar s1 a p1 es η1s1,p1 = 1/0, a
p2 es η1s1,p2 = 0 y a p3 es η
1
s1,p3
= 1/1.05. Todo esto asumiendo que las coorde-
nadas de los puntos calculados por la primera hormiga se inicializaron a
Z1 = (2, 0.5), (2, 0.5), (3, 0.66).
6.3.3. Inicialización de la feromona
En algunos problemas, como el del viajante de comercio, el valor inicial de
la feromona viene dado en función de los valores heurísticos. Para el proble-
ma de la veriﬁcación de wrappers no disponemos de esta información por lo
que la matriz de feromona se inicializa a un valor de feromona próximo a 0.
6.3.4. Inicialización de la colonia
La inicialización de la colonia suele implicar el posicionamiento aleatorio
de cada una de las hormigas en distintas posiciones del grafo que represen-
ta el problema. Para el problema de la veriﬁcación de wrappers, al igual que
se aplica en el problema del viajante de comercio, todas las hormigas se si-
túan inicialmente en la misma posición. Ahora bien, cada hormiga tiene
asociado un vector Z (representa la posición de los puntos a calcular) que tie-
ne que ser inicializado. Asumiremos que, inicialmente, los valores de Z se
seleccionarán aleatoriamente de entre las posiciones de los slots s ∈ XRS.
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6.3.5. Función de ﬁtness
La función de ﬁtness asociada a la solución construida por una hormi-
ga se calcula sumando las distancias entre los slots y el punto que tiene
asociado. Más formalmente, ésta se deﬁne como:
fit(i) =
|RS|�
j=1
K�
p=1
wj,p •
���� |F|�
v=1
(xj,v − Zi,p,v)2 (6.7)
donde K es el número de puntos, wj,p= 1 si el slot j ha sido asociado al pun-
to p y wj,p = 0 en otro caso. Esta función de ﬁtness se asemeja mucho a la
formulación entera binaria del QAP.
Para el ejemplo mostrado en la Figura §6.4, el valor de ﬁtness de la
solución obtenida por la primera hormiga, T1 = {1, 1, 2}, sería:
fit(1) = w1,1 • d1 +w1,2d2 +w1,3 + d3 +
w2,1 • d4 +w2,2 • d5 +w2,3 • d6 +
w3,1 • d7 +w3,2 • d8 +w3,3 • d9 (6.8)
donde w1,2 = w1,3 = w2,2 = w2,3 = w3,1 = w3,3 = 0 ya que s1 ha sido asocia-
da a p1, s2 a p1 y s3 a p2. Así pues la función de ﬁtness se reduce a
calcular
fit(1) = w1,1 • d1 +w2,1 • d4 +w3,2 • d8 (6.9)
donde d1 es la distancia entre el slot s1 y el punto Z1,1, d4 la distan-
cia entre el slot s2 y el punto Z1,1 y d8 la distancia entre el slot s3 y
el punto Z1,2. Si calculamos estas distancias, y teniendo en cuenta que
w1,1 = w2,1 = w3,2 = 1, obtenemos un valor de ﬁtness de 1.05. Todos es-
tos cálculos suponiendo que las coordenadas de los puntos calculados por la
primera hormiga se inicializaron a Z1 = (2, 0.5), (2, 0.5), (3, 0.66).
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6.4. Usando el algoritmo BWAS para veriﬁcar
wrappers
BWAS intenta mejorar el rendimiento de los modelos ACO usando dife-
rentes métodos para las reglas de transición, actualización de rastros y añade
una serie de nuevos elementos con una fase de búsqueda local [18, 60, 143].
Para aplicar BWAS a cualquier problema de optimización combinatoria,
conforme al Algoritmo §3.4, es necesario deﬁnir los siguientes elementos [35]:
Construcción de soluciones (Sección §6.4.1)
Mecanismo de evaporación de la feromona (Sección §6.4.2)
Proceso de búsqueda local (Sección §6.4.3)
Actualización de la feromona (Sección §6.4.4)
Mutación de la feromona (Sección §6.4.5)
Reinicialización del proceso de búsqueda (Sección §6.4.6)
6.4.1. Construcción de soluciones
Durante el proceso de construcción de las soluciones, en cada paso, un
slot s ∈ XRS es seleccionado aleatoriamente. Este slot s se asigna a un punto
p ∈ P con la probabilidad dada por la siguiente regla de transición:
P(s, p) =

ταs,p•ηβs,p�
l∈P τ
α
s,l•ηβs,l
, si Ti[s] = 0
0 en otro caso
(6.10)
con τs,p siendo la cantidad de feromona en el arco As,p (la feromona asociada
a la decisión de asignar el slot s al punto p), ηs,p es la información heurísti-
ca y α y β son los parámetros que determinan la inﬂuencia relativa del rastro
de feromona y de la información heurística respectivamente.
Para este problema, es necesario mantener una lista tabú que permita re-
cordar a cada hormiga las asignaciones que ha realizado con anterioridad, es
así porque el mismo slot no puede ser asignado a dos puntos distintos.
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Una vez que todas las hormigas han construido las soluciones, a cada
punto p usado para construir el modelo XRS, se actualizan sus coordenadas
siguiendo la fórmula:
Zi,p,v =
�|RS|
i=1 wi,p • xi,v�|RS|
i=1 wi,p
, v = 1..|F| (6.11)
donde wi,p= 1 si el slot i ha sido asignado al punto p o wi,p = 0 en otro caso.
De nuevo usamos una formulación parecida a la entera binaria del QAP.
6.4.2. Mecanismo de evaporación de la feromona
El mecanismo de evaporación se realiza conforme a la formula:
τrs ← (1− ρ) • τrs (6.12)
donde ρ ∈ [0, 1] es el parámetro que controla la evaporación de la feromona.
6.4.3. Proceso de búsqueda local
Una de las formas más comunes para mejorar el rendimiento de los algo-
ritmos de colonias de hormigas es usando técnicas de búsqueda local [63].
Esta aproximación implica el uso de técnicas de optimización que permita re-
ﬁnar las soluciones obtenidas por las hormigas en cada iteración. Una vez
hecho esto, el rastro de la feromona se actualizará de la forma habitual
(consulte la siguiente sección).
Este proceso de búsqueda local consiste en aplicar el algoritmo de las k-
medias al conjunto de puntos Zi calculados por cada una de las hormigas del
algoritmo BWAS en cada una de las iteraciones. El algoritmo de las k-
medias irá posicionando aleatoriamente estos Zi puntos con el objetivo de
optimizar la función:
h(i, Zi) =
|RS|�
j=1
min
k
�Xj − Zi,k�2 (6.13)
donde Xj la caracterización de un slot s, Zi,k es el punto k inferido por la
hormiga i.
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6.4.4. Actualización de la feromona
Los rastros de actualización de la feromona se actualizan conforme a:
τrs ← τrs + ρ • f(C(Smejor_global)), ∀rs ∈ Smejor_global (6.14)
donde Smejor_global es el rastro de la mejor solución global y f(C(Smejor_global))
se corresponde al coste asociado a la asignación de slots a los puntos deﬁnido
en la solución alcanzada por la mejor hormiga local.
A continuación, todos los arcos de la peor solución actual, Speor actual, que
no estén presentes en la mejor solución global, se penalizan reduciendo la
cantidad de feromona que tiene asociada de la siguiente manera:
τrs ← (1− ρ) • τrs, ∀rs ∈ Speor_global ∧ rs /∈ Smejor_global (6.15)
6.4.5. Mutación
Cada ﬁla de la matriz de feromona se muta -con probabilidad Pm- suman-
do o restando la misma cantidad de feromona al rastro seleccionado (el valor
depende de la iteración actual) de la siguiente manera:
τ
�
rs
=
�
τrs +mut(it, τumbral), si a = 1
τrs −mut(it, τumbral), si a = 0
(6.16)
donde a es una valor aleatorio en 0, 1, it es la iteración actual, τumbral es la
media de los rastros de feromona depositados en los arcos que represen-
tan las asignaciones de slots a puntos hecha por la hormiga que ha alcanzado
la mejor solución actual ymut(•) es:
mut(it, τumbral) =
it− itr
Nit − itr
• σ • τumbral (6.17)
donde Nit es el número máximo de iteraciones del algoritmo, σ en una cons-
tante que establece la potencia de la mutación e itr es la última iteración
donde se realizó una reinicialización.
La función mut no previene que los valores de feromona sean negativos,
por lo que es necesario comprobarlos tras aplicarla.
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6.4.6. Reinicialización del proceso de búsqueda
El algoritmo realizará el reinicio asociando a cada uno de los elementos de
la matriz de feromona el valor de τ0, el valor inicial de feromona, cuando la
mejor solución global no se mejoró durante un número ﬁjo de iteraciones.
6.5. Resumen
Es este capítulo hemos tratado el problema de la veriﬁcación de wrapper
como un problema de optimización combinatoria. De las distintas técnicas
que se pueden aplicar, hemos propuesto el uso del paradigma bioinspira-
do de los algoritmos basado en colonias de hormigas. En concreto, aplicamos
el algoritmo BWAS que combina elementos de otras técnicas bioinspiradas.
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Capítulo7
Veriﬁcacióndewrappersusando
clasiﬁcadoresdeunaclase
Es preferible ser reconocido por desconocidos que desconocido por
conocidos.
Anónimo, Anónimo
E
l problema de la veriﬁcación de wrappers se puede reformular co-
mo un problema de clasiﬁcación si lo tratamos desde el punto de
vista de vectores y distancias entre ellos. En este capítulo lo enfoca-
remos como un problema de clasiﬁcación de una única clase ya que,
como veremos, las instancias del conjunto de entrenamiento, usado pa-
ra construir el veriﬁcador, no representan a todo el dominio del discurso. Este
capítulo se organiza de la siguiente manera: en la Sección §7.1 introducire-
mos las ideas generales a tratar, la Sección §7.2 justiﬁca el uso de las técnicas
de clasiﬁcación de una única clase, en la Sección §7.3 tratamos la aplicación
concreta de estas técnicas, en la Sección §7.4 propondremos MAVE, un siste-
ma de veriﬁcación multinivel; ﬁnalmente en la Sección §7.5 resumiremos los
puntos tratados en el capítulo.
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7.1. Introducción
Tal y como se describió en el Capítulo §5, el problema de la veriﬁcación
parte de la creación de un modelo de veriﬁcación muy robusto. Una vez crea-
do, la veriﬁcación de nuevos slots consiste en comprobar si estos están, de
alguna forma, relacionados con el modelo precalculado. Si tratamos a los slots
como vectores y establecemos la similitud entre ellos atendiendo a las distan-
cias existentes entre slots pertenecientes a la misma clase, el problema de la
veriﬁcación dewrappers se puede ver como un problema de clasiﬁcación.
El principal inconveniente al que nos enfrentamos al reformular este pro-
blema como uno de clasiﬁcación, es que el conjunto de entrenamiento está
sesgado. Esto es, los slots de los que disponemos durante la fase de entrena-
miento no se corresponden con los diferentes tipos que nos encontraremos
en la fase de uso del clasiﬁcador. Por ejemplo, podemos haber diseña-
do un wrapper para obtener precios y títulos de Ebay; puede ser que en
un futuro, más o menos cercano, los responsables de esta web decidan ha-
cer modiﬁcaciones sin previo aviso y provocar que, además de títulos y
precios extraigamos, por ejemplo, descuentos. Cuando se creo el wrap-
per se desconocía la existencia de descuentos por lo que el conjunto de
entrenamiento que se usó carecía de slots de esta clase. Este hecho introdu-
ce un problema añadido al proceso de clasiﬁcación que, como se explicó en el
Capítulo §4, no puede ser subsanado por los clasiﬁcadores multiclase sino
que hay que aplicar los clasiﬁcadores de una única clase.
La aplicación de este tipo de técnicas requiere que adaptemos algunos de
los elementos del marco de trabajo para la creación de veriﬁcadores (Capítu-
lo §5). En este capítulo nos centraremos en las fases de construcción y uso del
modelo y del veriﬁcador.
7.2. El problema de la veriﬁcación como un
problemade clasiﬁcación
Un problema de clasiﬁcación, como ya se indicó en el Capítulo §4,
consiste en asignar una serie de etiquetas a un conjunto de vectores n-
dimensionales. Es un proceso de aprendizaje que requiere de un conjunto de
entrenamiento, formado por vectores etiquetados, para crear y parametri-
zar el clasiﬁcador. Durante la fase de uso del clasiﬁcador, irán llegando
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Figura 7.1: Esquema básico de clasiﬁcación
nuevos vectores a los que el clasiﬁcador les asocia una clase. Si el clasiﬁca-
dor ha sido construido adecuadamente, esta etiqueta se corresponderá con el
elemento que representa el vector (Figura §7.1).
Por otro lado, el problema de la veriﬁcación de wrappers, tal y como se
detalló en el Capítulo §5, consiste validar si un conjunto de datos asocia-
dos a una etiqueta (o rol) es válido o invalido (en este caso se envía una
alarma) dependiendo de si estos se asemejan a un modelo de veriﬁcación pre-
viamente establecido. Como en el caso de la clasiﬁcación, es un proceso de
aprendizaje en el que se usa un plan de recolección para obtener los da-
tos que se usarán durante la fase de entrenamiento. Dichos conjuntos están
formados (ver Sección §5.5.1) por vectores n-dimensionales etiquetados.
Por tanto, existe cierta analogía entre ambos problemas ya que los dos
parten de lo mismo: un conjunto de vectores con etiquetas. En cambio, mien-
tras que un clasiﬁcador -durante la fase de uso- trata con elementos no
etiquetados, el veriﬁcador recibe slots etiquetados. Estas etiquetas están aso-
ciadas automáticamente por el wrapper por lo que nos podemos encontrar
con slots mal etiquetados. Es pues, el problema de veriﬁcación un proble-
ma de clasiﬁcación donde tenemos que comprobar si la etiqueta que asociaría
un clasiﬁcador a un slot se corresponde con la que ha asociado el wrapper
(Figura §7.2).
En los puntos siguientes justiﬁcaremos el tipo de clasiﬁcador que
usaremos a la hora de veriﬁcarwrappers.
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Figura 7.2: Relación entre clasiﬁcación y veriﬁcación
7.2.1. Enfoque de clasiﬁcaciónmulticlase
Los clasiﬁcadores multiclase (Sección §4.2) parten de un conjunto de en-
trenamiento en el que están identiﬁcadas todas aquellas clases que quizás
aparezcan durante la fase de clasiﬁcación o uso. En cambio, y tal y co-
mo se discutió en la Sección §5.4, en el problema de la veriﬁcación, los
conjuntos de entrenamiento no contienen slots de todas las clases posi-
bles. Esto es, elwrapper puede extraer elementos pertenecientes a clases para
las que no se había entrenado el veriﬁcador.
Por tanto, no podemos usar este tipo de clasiﬁcadores ya que todo ele-
mento nuevo lo clasiﬁcaría entre lo conocido aunque no se parezca. Para
solucionarlo podemos optar por las técnicas ya comentadas en las Secciones
§5.4 y §4.3. Estos procedimientos intentan generar ejemplos negativos que me
permitan obtener clasiﬁcadores multiclase con mayor capacidad de generali-
zación. El problema de estas técnicas, como ya se mencionó, es que o los
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ejemplos negativos son demasiado sintéticos (propuestas en [115]) o se nece-
sita una alta capacidad de cómputo para generar buenos ejemplos en altas
dimensionalidades (propuestas en [95, 145]).
También podríamos enfocar el problema de la veriﬁcación de wrappers
como el de una clasiﬁcación binaria. En este caso nuestro problema de clasiﬁ-
cación de |L| clases lo convertiríamos en |L| problemas de clasiﬁcación
binaria.
Cada uno de estos clasiﬁcadores sirven para distinguir una clase del resto.
Así el clasiﬁcador para la primera clase usará, como ejemplos positivos, ejem-
plos de la primera clase que estén en el conjunto de entrenamiento y, como
ejemplos negativos, el resto. A la hora de veriﬁcar tendríamos que usar el cla-
siﬁcador que coincida con la etiqueta con la que fue etiquetado el slot. Si el
clasiﬁcador indica que es de la clase, entonces el slot es válido.
Aún así, seguimos teniendo el mismo problema, estamos generando
clasiﬁcadores que establecen fronteras para separar elementos de clases
conocidas.
7.2.2. Enfoque de clasiﬁcación de una clase
El comportamiento que deseamos de un clasiﬁcador para el problema de
la veriﬁcación, no es que establezca fronteras que discriminen entre clases. Lo
que buscamos, son clasiﬁcadores que caractericen las clases que conoce-
mos y las clasiﬁquen correctamente en base al conocimiento que únicamente
tengamos sobre ellas.
En la Figura §7.3 se representan slots de dos clases título y autor que
están caracterizadas por dos características numéricas f1 y f2. Si usamos téc-
nicas de una única clase para caracterizarla, obtendríamos algo parecido a las
líneas punteadas que rodean a los slots de ambas clases. En cambio, si aplica-
mos clasiﬁcadores multiclase, generaríamos las fronteras que se representan
mediante líneas sólidas. Si en un instante determinado a los clasiﬁcado-
res les llega un slot que pertenece a la clase precio, de los que no existen
ejemplos en la fase de entrenamiento, el comportamiento de ambos ti-
pos de clasiﬁcadores es distinto. Un clasiﬁcador multiclase comprobaría en
qué zona de la frontera está y lo clasiﬁcaría como alguna de las clases conoci-
das, aunque claramente sea diferente. En cambio, el clasiﬁcador de una única
clase comprobaría si dicha instancia está dentro de lo conocido (en nues-
tro caso dentro de las eclipses discontinuas), en caso de no estarlo etiquetará
el slot como outlier y no le asignará ninguna clase.
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Figura 7.3: Clasiﬁcadores multiclase vs. clasiﬁcadores de una clase
Este último es el comportamiento que esperamos de un veriﬁcador,
que sepa distinguir lo que conoce respecto a lo que no conoce, sin que
necesarimente tenga que tener instancias de esto último.
7.3. Sistemas de veriﬁcación basados en clasiﬁcado-
res de una clase
Una vez que hemos justiﬁcado la aplicación de técnicas de una única clase
para resolver el problema de la veriﬁcación de información, pasamos a deta-
llar los pasos a realizar para crear sistemas de veriﬁcación que usen estas
técnicas. En concreto, explicaremos cómo construir el modelo de veriﬁca-
ción (Sección §7.3.1) y cómo diseñar el veriﬁcador para comprobar si nuevos
elementos siguen el modelo de veriﬁcación (Sección §7.3.2).
Durante este capítulo asumimos que todos los slots son validos por lo que
δ = 1, el conjunto de entrenamiento TS sólo tiene un conjunto de datos RS
y el conjunto FRS está vacío (no hay características de conjunto de da-
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tos) por lo que F = Fs. Por tanto TS = {(w,q1, RS1, 1)}, XTS = {(w,q1, XRS1, 1)} y
XRS =
�
(Xs1, l1), (Xs2, l2), ..., (Xs|RS|, l|RS|)
�
7.3.1. Creación del modelo de veriﬁcación
En la Figura §7.4 se ilustran los pasos a realizar para aplicar las técni-
cas de clasiﬁcación de una única clase al problema de la veriﬁcación de
información. Estos pasos son:
Paso 1: División del conjunto de entrenamiento en subconjuntos (Sec-
ción §7.3.1.1): Obtendremos tantos subconjuntos de entrenamiento
como roles tengamos en L, cada uno de ellos se usará para construir un
clasiﬁcador.
Paso 2: Aplicación de técnicas de reducción de características (Sec-
ción §7.3.1.2): La gran dimensionalidad y cardinalidad de los conjuntos
de entrenamiento hace necesario aplicar este tipo de técnicas para
lograr mejores clasiﬁcadores.
Paso 3: Construcción del clasiﬁcador (Sección §7.3.1.3): Una vez que te-
nemos los subconjuntos de entrenamiento procedemos a construir los
clasiﬁcadores, uno por rol.
7.3.1.1. División del conjunto de entrenamiento en subconjuntos
Tras obtener la caracterización del conjunto de datos, XRS, (Sección §5.5.1)
lo dividimos en tantos subconjuntos como roles distintas tengamos, en to-
tal tendremos |L| subconjuntos cada uno de ellos compuesto por ejemplos de
la misma clase:
XRS,k = {(X, c) ∈ XRS | c = lk} , k = 1 . . . |L| (7.1)
donde X es la caracterización de cada uno de los slots, y c es la clase que tiene
asignada.
Es importante resaltar, que a diferencia de las propuestas descritas en [100,
105, 115], el conjunto de características que se puede aplicar no está preesta-
blecido. Por tanto, se puede elegir cualquiera de las técnicas discutidas en la
Sección §5.5.1.
En el caso de las características cuyo ámbito de aplicación es el conjunto
de datos, sus valores se añadirán a los valores de las características aplica-
das a cada uno de los slots de dicho conjunto. Por tanto, los valores de estas
características serán los mismos para todos los slots del conjunto de datos.
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Figura 7.4: Pasos para construir un modelo de veriﬁcación basado en
clasiﬁcadores
7.3.1.2. Aplicación de técnicas de reducción de características
Para construir modelos de veriﬁcación robustos, en la Sección §5.5.2 se
proponía la fase de preprocesamiento. Esta fase cobra especial relevancia en
los sistemas de veriﬁcación basados en clasiﬁcadores de una única clase ya
que, como acabamos de indicar, tratamos con espacios de una alta dimensio-
nalidad (al poder aplicar cualquier número y tipo de característica). Es, por
tanto, especialmente importante aplicar alguna de las técnicas de selec-
ción de características descritas en [49, 109, 152] y tratadas en la Sección §4.6.
Así, obtendremos una nueva caracterización del conjunto de datos:
X
�
RS,k = {(R(Xi), k) | (Xi, k) ∈ XRS,k, k = 1..|L|} (7.2)
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donde
R(Xi) = [xi,f1, xi,f2, . . . xi,fd ] | d ≤ |F| (7.3)
y [f1, f2, . . . , fd] son las características seleccionadas por las técnicas de
selección de características.
Observe que el conjunto concreto de características varía por clase,
extremo éste no considerado por el resto de los sistemas actuales.
Además de la selección de características se realizan otras tareas de
preprocesamiento. Primero, teniendo en cuenta la calidad de los modelos ge-
nerados por los clasiﬁcadores de una clase si el conjunto de entrenamiento
tiene outliers, se han aplicado técnicas de detección de outliers. En concreto,
hemos usado una técnica basada en el test χ2 [54]. Gracias a ella conseguía-
mos que, por ejemplo, slots con el valor hhd/kk, etiquetados erróneamente
por el experto como url, formen parte del conjunto de entrenamiento que se
usará para construir el clasiﬁcador que distingue url. Además, se han elimi-
nado valores duplicados pero siempre manteniendo el mínimo necesario
para que la fase de entrenamiento fuera exitosa. Esto se debe a que duran-
te la experimentación constatamos que ciertos slots de una clase (por ejemplo
de la clase temperatura) se caracterizaban de la misma forma, esto es,
todos los vectores de características eran iguales. Al eliminar valores duplica-
dos el conjunto de entrenamiento era unitario lo que impedía el proceso de
aprendizaje de los clasiﬁcadores.
7.3.1.3. Construcción del clasiﬁcador
Cada uno de los conjuntos X �RS,k se usan como conjunto de entrenamien-
to para construir un clasiﬁcador ok. Este clasiﬁcador estimará la posibilidad
de que un slot s pueda ser etiquetado con la clase k. Cada ok, para k = 1..|L|,
se deﬁne como:
ok : Rd −→ R
[xi,1 . . . xi,d] �−→ {0, 1} (7.4)
Esto es, nuestro modelo de clasiﬁcación se basa en una colección de |L| cla-
siﬁcadores de una clase, donde ok etiquetará como target todos aquellos slots
pertenecientes a la clase k y como outlier al resto de slots. Son estas funciones
ok las encargadas de realizar el perﬁlado de cada una de estas característi-
cas. Con esto estamos usando más de un modelo de veriﬁcación, y no solo
uno que es uno de los puntos débiles de las técnicas usadas hasta la fecha.
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Figura 7.5: Pasos para veriﬁcar información usando clasiﬁcadores
7.3.2. Aplicación del veriﬁcador
En la Figura §7.5 se resumen los pasos a seguir para aplicar el modelo de
veriﬁcación creado en el apartado anterior.
Durante la fase de producción, el wrapper extrae una serie de conjuntos
de datos no veriﬁcados U, que tienen asignado un rol(clase) que debe ser ve-
riﬁcada. Inicialmente, los distintos slots de U se agrupan por la clase que les
asignó el wrapper, dando lugar a los subconjuntos U1,U2, ...U|L|. A cada uno
de los slots, de cada una de las clases, los caracterizamos usando las caracte-
rísticas seleccionadas por las técnicas de reducción de características para su
clase.
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Una vez que tenemos caracterizados todos los slots, pasamos a clasiﬁcar-
los usando el clasiﬁcador construido para cada clase. Esto es, los slots de la
clase 1 se clasiﬁcan con o1, los de la clase 2 con o2 y así sucesivamente. Ca-
da vez que clasiﬁquemos un slot, las funciones oi devolverán un 1 si el
elemento es target y 0 en otro caso.
Finalmente, el conjunto de datos no veriﬁcado, U, será clasiﬁcado como de
interés (o válido) o de no interés (o inválido) aplicando la siguiente fórmula:
Y =
|U|�
i=1
m(s, k) ∀ (s, k) ∈ U ∧ k ∈ L (7.5)
donde
m(s, k) = ok(Xs) (7.6)
Si Y = 0 entonces, al menos, un slot fue etiquetado como outlier y, por tanto,
se debería lanza una alarma. En otro caso, U será etiquetado como válido.
Estableciendo una relación con los distintos elementos que forman par-
te del proceso de veriﬁcación descritos en el Capítulo §5, observamos que la
función Y es la función de puntuación, comentada en la sección §5.5.3.
7.4. MAVE
MAVE (Multilevel WrApper VEriﬁcation System) es un sistema de clasiﬁ-
cación multinivel que veriﬁca la información obtenida mediante wrappers
tratando de forma independiente a las características categóricas y las
numéricas. Su modelo de funcionamiento se divide en dos grandes pasos:
Primera fase: veriﬁca los slots usando únicamente características cate-
góricas. Para tal ﬁn, emplea un nuevo concepto denominado ﬁrma
binaria.
Segunda fase: aquellos slots que no han podido ser veriﬁcados en la
primera fase, son cotejados usando clasiﬁcadores de una única clase que
han generado los modelos de veriﬁcación .
Esta división en el proceso de selección en basa en los estudios sobre la in-
ﬂuencia que tenía la naturaleza de las características sobre los modelos
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de veriﬁcación construidos mediante clasiﬁcadores de una clase realiza-
dos en [43, 44]. Para ellos se usaron 27 bases de datos obtenidas de diversos
sitios web. Cada uno de estas bases de datos se generó usando únicamen-
te características categóricas, luego sólo numéricas y, ﬁnalmente, ambas. Las
bases de datos resultantes se usaron para construir clasiﬁcadores de una úni-
ca clase. Gracias a la aplicación de una serie de test no paramétricos, en
dicho estudio se demostró que los clasiﬁcadores de una clase no alcanza-
ban unos buenos resultados si el conjunto de entrenamiento usado para
construir el clasiﬁcador se basaba únicamente en características categóricas,
aunque el poder de caracterización de ellas fuera muy alto.
En las secciones siguientes detallaremos en qué consisten cada uno de
estas dos fases.
7.4.1. Construcción del modelo de veriﬁcación deMAVE
El sistema de veriﬁcación MAVE se construye usando los pasos descri-
tos en la Figura §7.6. Los pasos son parecidos a los vistos en la Sección §7.3.1
salvo el tratamiento que se hace de las características numéricas y categóricas.
7.4.1.1. División del conjunto de entrenamiento en subconjuntos
Partiendo de la caracterización y división por clases del conjunto de da-
tos, cada XRS,k se divide en dos conjuntos disjuntos: XNRS,k y X
C
RS,k. X
N
RS,k está
compuesto por características numéricas de los slots etiquetados con el rol rk:
XNRS,k =
�
(XN1 , l1), (X
N
2 , l1), . . . (X
N
|RS|, l|RS|)
�
(7.7)
donde l1 = l2 = ... = l|RS| = rk ∈ L,
XNi =
�
xi,1, xi,2, . . . , xi,|N|
�
=
=
�
f1(ai), f2(ai), . . . , f|N|(ai)
�
, (7.8)
y
�
f1,f2 . . . f|N|
� ∈ N.
Por otro lado, XCRS,k lo forman las características categóricas de los slots
etiquetados con el rol rk:
XCRS,k =
�
(XC1 , l1), (X
C
2 , l2), . . . (X
C
|C|, l|RS|)
�
(7.9)
donde l1 = l2 = ... = l|RS| = rk ∈ L,
XCi =
�
xi,1, xi,2, . . . , xi,|C|
�
=
=
�
f1(ai), f2(ai), . . . , f|C|(ai)
�
, (7.10)
y
�
f1,f2 . . . f|C|
� ∈ C.
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Figura 7.6: Construcción del modelo de veriﬁcación de MAVE
7.4.1.2. Aplicando técnicas de selección de características
MAVE, al considerar únicamente características numéricas para cons-
truir los clasiﬁcadores de una clase, sólo aplica la reducción de características
a las características numéricas.
Por tanto, cada XNRS,k se reduce aplicando:
X
�N
RS,k = {(R(Xi), k) | (xi, k) ∈ XRS,k} (7.11)
donde:
R(Xi) = [xi,f1, xi,f2, . . . xi,fd ] | i ≤ |RS| ∧ d ≤ |N| (7.12)
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y [f1, f2, . . . , fd] son el conjunto de características numéricas seleccionadas por
las técnicas de reducción.
En concreto, MAVE usa la técnica de reducción de puntuación laplaciana
[153] (Sección §4.6).
7.4.1.3. Entrenamiento de la ﬁrma
Para cada XCRS,k deﬁnimos una ﬁrma binaria Zk como:
Zk = Z(X
C
RS,k) =
�
zk,1, zk,2, zk,3...zk,|C|
�
zk,i =
�
xi,1 , if ∀xi,j ∈ XCRS,k, xi,j = xi,1
−1 , En otro caso
Esto es, la ﬁrma binaria de los valores de una característica categórica se-
rá -1 si dichos valores no coinciden en todas las instancias. Si todos los valores
son iguales entonces la ﬁrma será igual al valor.
Por ejemplo, supongamos que XCRS,1 = {(1, 1, 0), (1, 1, 0), (1, 0, 0)}
y XCRS,2 = {(1, 1, 1), (1, 0, 0)}. Entonces, Z1(X
C
RS,1) = [1,−1, 0] y
Z2(X
C
RS,2) = [1,−1,−1]. Tenemos que interpretar Z1(X
C
RS,1) como: todas las ins-
tancias de la clase 1 tienen como valor de la primera y última característica
categórica el valor de 1 y 0 respectivamente. Por otro lado, el valor de la se-
gunda característica categórica no es siempre el mismo. De forma similar, el
signiﬁcado de Z2(XCRS,2) es: después de aplicar la primera característica ca-
tegórica a todos los slots etiquetados con la clase 2, podemos ver que
esta característica tiene el valor de 1 para todos los slots. En cambio, des-
pués de aplicar la segunda y tercera características al mismo conjunto, vemos
que los valores de estas características varían entre un slot y otro.
7.4.1.4. Construyendo el clasiﬁcador OCC
Después de construir las ﬁrmas binarias, para cada clase k, deﬁnimos XC �RS,k
como todas las características categóricas cuyo zk,i = −1 para i = 1...|C|. Es-
to es, XC �RS,k está formado por las características que no siempre han devuelto
el mismo valor para todos los slots de la misma clase k presentes en el
conjunto de datos RS.
A continuación, inferimos el clasiﬁcador de una única clase ok usando co-
mo conjunto de entrenamiento los valores de XC �RS,k y X
N �
RS,k. Es decir, para todos
7.4. MAVE 125
los slots del conjunto de entrenamiento sólo consideraremos las característi-
cas numéricas seleccionadas por las técnicas de selección de características y
aquellas categóricas que no serán consideradas durante la fase de validación
de la ﬁrma binaria.
La razón por la que se añade este último tipo de características, es para
evitar perder su información descriptiva: una variable que se comporta inútil-
mente por ella misma puede proporcionan una mejora signiﬁcativa cuando
se combina con otras [81]. Los resultado nos indican que la inclusión de es-
te tipo de características no inﬂuye negativamente en el rendimiento del
clasiﬁcador respecto a otro que sólo incluya características numéricas.
Por tanto, para MAVE el perﬁlado de cada una de las características es
una combinación del valor de la ﬁrma y el clasiﬁcador de una clase que tenga
asociado.
7.4.2. Aplicando el clasiﬁcadorMAVE
Los pasos que usa MAVE para veriﬁcar elementos se muestran en la Figu-
ra §7.7. En el primer paso, para cada slot u perteneciente al conjunto por
veriﬁcar U, se calculan los valores de todas las características categóricas, XCu.
A continuación, se comparan XCu y Zk siendo k la clase con la que está eti-
quetado el slot u. Ya que Zk y XCu tienen el mismo tamaño, para cada posición
i en la que Zk,i �= −1, para i = 1..|C|, comparamos Zk,i y XCu,i. Si alguna de las
posiciones no es igual, entonces el clasiﬁcador MAVE marcará el slot co-
mo outlier o inválido (devuelve un 0) ya que u es diferente al resto de
ejemplares de su misma clase.
Por ejemplo, si XCu = {(1, 1, 1)}, u está etiquetado con l1 y Z1 = {(1, 1,−1)}
entonces XCu es igual a Z1 ya que ambos vectores son iguales posición a posi-
ción salvo en la último que no se considera al tener un valor de -1 para Z1. En
cambio si XCu = {(1, 0, 0)} entonces XCu no lo podemos considerar igual que Z1
ya que diﬁeren en la segunda posición.
Si XCu = Zk, actuamos tal y como se indicó en la Sección §7.3.2: calculamos
XN
�
u y XC
�
u e intentamos hacer la veriﬁcación usando el clasiﬁcador de una cla-
se ok localizado en el segundo nivel. Si el clasiﬁcador ok etiqueta al slot como
outlier entonces el slot es inválido
Finalmente, el conjunto sin veriﬁcar, U, será clasiﬁcado como válido o
inválido usando la siguiente función de puntuación:
Y =
|U|�
i=1
m(xi, k) ∀ (xi, k)�U (7.13)
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Figura 7.7: Aplicación del veriﬁcador propuesto por MAVE
donde
m(x, k) =
�
Zk == X
C
x
�
and ok(X
N �
x , X
C �
x ) (7.14)
Si Y = 0 uno de los slots ha sido etiquetado como outlier y se lanza una
alarma. En cualquier otro caso, el conjunto es válido.
El objetivo del primer nivel es descartar, rápidamente, aquellos slots que
han sido etiquetados con una determinada clase y son claramente distintos de
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todos los slots de la misma clase que formaban parte del conjunto de entrena-
miento. Si el slot se parece a lo conocido, entonces usamos el segundo nivel
para reﬁnar la predicción usando el resto de características. Si establecemos
una relación con los componentes del marco de trabajo discutido en el Capí-
tulo §5, ese segundo nivel se puede ver como un ﬁltro (Sección §5.6) pero
cuyo objetivo no es silenciar falsas alarmas sino evitar falsos positivos.
7.5. Resumen
En este capítulo se han presentado los pasos a seguir cuando el proble-
ma de la veriﬁcación de wrapper se afronta desde el punto de vista de la
clasiﬁcación de una única clase. Además de establecer el proceso gene-
ral, se han propuesto dos nuevos sistemas de veriﬁcación basadas en este tipo
de técnicas. El primero enfatiza la necesidad de usar algoritmos de selec-
ción de características para lograr modelos de clasiﬁcación robustos. El
segundo, afronta la necesidad de tratar de forma independiente las caracte-
rísticas categóricas y las numéricas en un único sistema de clasiﬁcación
multinivel denominado MAVE.
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Capítulo8
ExperimentaciónyResultados
Son vanas y están plagadas de errores las ciencias que no han nacido del
experimento, madre de toda certidumbre.
Leonardo Da Vinci, Pintor, escultor e inventor italiano (1452-1519)
P
ara validar el diseño de nuestros sistemas de veriﬁcación, y po-
der compararlos con los ya existentes, hemos deﬁnido un marco
de experimentación común. Éste será aplicado a lo largo de un
conjunto de experimentos diseñados para justiﬁcar el buen compor-
tamiento de los nuevos sistemas de veriﬁcación propuestos. Este capítulo se
estructura de la siguiente manera: en la Sección §8.1 introduciremos la necesi-
dad de crear un marco de experimentación; en la Sección §8.2 describiremos
el marco de experimentación que hemos seguido; en la Sección §8.3 enumera-
remos el conjunto de algoritmos estudiados; en la Sección §8.4 presentaremos
los experimentos realizados indicando, para cada uno de ellos, los resulta-
dos alcanzados, un estudio comparativo de los algoritmos estudiados y una
breve discusión sobre las conclusiones a las que se ha llegado tras reali-
zar el experimento. Por último, en la Sección §8.5 resumiremos los aspectos
más importantes vistos en el capítulo.
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8.1. Introducción
En los artículos existentes en el campo de la veriﬁcación, se proponen dis-
tintos métodos para evaluar el rendimiento de los sistemas de veriﬁcación.
Estas formas de evaluar presentan diversos problemas a la hora de aplicarlas
ya que parten de bases de datos distintas, el proceso no se detalla adecuada-
mente, no se indica cómo se han tomado las medidas y tampoco se propone
un método de comparación entre ellas.
Así pues, es necesario deﬁnir una metodología que permita su compara-
ción. En este capítulo propondremos un marco de experimentación que
permitirá estudiar, en igualdad de condiciones, a todos los sistemas de
veriﬁcación.
Además, expondremos los resultados obtenidos por los diferentes algo-
ritmos de veriﬁcación que se han venido exponiendo a lo largo de esta
disertación, los analizaremos y discutiremos sobre los mismos.
8.2. Marco de experimentación
El marco de experimentación que nos permitirá comparar los sistemas de
veriﬁcación conlleva la deﬁnición de los siguientes elementos:
Base de datos: el conjunto de entrenamiento y el conjunto de ca-
racterísticas que están disponibles para poder aplicarse (Sección
§8.2.1).
Cómo realizar los experimentos para tomar medidas (Sección §8.2.2).
Qué medidas tomar (Sección §8.2.3).
Cómo comparar las medidas (Sección §8.2.4).
8.2.1. Base de datos
En la literatura especializada encontramos distintas bases de datos
[98, 105, 115] que nos permitirían comparar los sistemas de veriﬁcación
estudiados. Las más reseñables son:
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Sitio Número de Roles Sitio Número de Roles
1 3 15 2
2 3 16 3
3 8 17 7
4 4 18 4
5 2 19 2
6 2 20 3
7 7 21 8
8 4 22 4
9 2 23 2
10 3 24 3
11 4 25 4
12 4 26 2
13 4 27 3
14 5 Total 102
Tabla 8.1: Características de la base de datos usada en la experimentación
Base de datos de Kushmerick [98]: está compuesta por 27 sitios web, ca-
da uno de los cuales fue elegido para representar a diferentes tipos de
servicios de búsqueda existentes en Internet. Para cada uno de estos si-
tios se ejecutaron un total de 15 consultas. En total, dispone de 867
páginas de media por sitio, sumando un total de 23416 páginas.
Base de datos de Lerman y otros [105]: monitorizaron un total de 27
wrappers distintos que representaban a 23 sitios web diferentes duran-
te un periodo de 10 meses. Cada wrapper ejecutaba entre 15 y 30
consultas que se ejecutaban cada 7-10 días. Las consultas eran las mis-
mas para todos los sitios web salvo para un sitio web que aceptaba
consultas sobre fechas.
Base de datos de McCann y otros [115]: está formada por 114 si-
tios web pertenecientes a 6 dominios diferentes. Los autores no indican
el número de consultas que se hizo ni su frecuencia.
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De las tres bases de datos, sólo las propuestas por Kushmerick [98] y Ler-
man y otros [105] están disponibles. De estas dos la segunda está incompleta,
dependiendo del sitio web encontraremos más o menos información. Por tan-
to, para hacer la experimentación usaremos la base de datos propuesta por
Kushmerick [98] que, aunque antigua, es la única que nos ha permitido re-
producir, hasta cierto punto, los resultados ya publicados. En la Tabla §8.1 se
detalla el número de roles que hay por cada uno de los sitios web que forman
esta base de datos.
Para la caracterización de los distintos slots contenidos en la base de da-
tos anterior, disponemos de las características numéricas y categóricas que
se enumeran en las Tablas §8.2 y §8.3. Estas características son las usa-
das en [100, 105, 115] además de añadir bastantes de las características
descritas en la Sección §5.5.1.
Cod Descripción
f1 Valida si el valor de un atributo es una URL
f2 Valida si el valor de un atributo es una fecha
f3 Valida si el valor de un atributo es un porcentaje
f4 Valida si el valor de un atributo es nulo
f5 Valida si el valor de un atributo está escrito en minúscula
f6 Valida si el valor de un atributo es un entero largo
f7 Valida si el valor de un atributo es un número de 10 dígitos
correspondiente a un código ISBN
f8 Valida si el valor de un atributo es una dirección IP
f9 Valida si el valor de un atributo acaba con un símbolo de puntuación
f10 Valida si el valor de un atributo es una dirección de correo válida
f11 Valida si el valor de un atributo es un doble
f12 Valida si el valor de un atributo es un nombre de dominio
f13 Valida si el valor de un atributo es una hora
f14 Valida si el valor de un atributo representa una cantidad monetaria
f15 Valida si el valor de un atributo es un número de tarjeta de crédito
f16 Valida si el valor de un atributo comienza en mayúscula
Tabla 8.2: Características categóricas aplicadas
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Cod Descripción
f17 Número de palabras en un atributo
f18 Número de palabras en un atributo que estén escritas en mayúscula
f19 Número de tokens en un atributo que estén escritos en mayúscula
f20 Número de m-gramas en un atributo que estén escritos en mayúscula
f21 Número de tokens que contiene un atributo
f22 Número de n-gramas que contiene un atributo
f23 Longitud media de las palabras contenidas en un atributo
f24 Longitud media de los tokens contenidos en un atributo
f25 Número de palabras contenidas en un atributo y escritas en minúscula
f26 Número de tokens contenidos en un atributo y que están escritos en
minúscula
f27 Número de n-gramas contenidos en un atributo y que están escritos
en minúscula
f28 Densidad media de palabras que comiencen en mayúscula
f29 Densidad media de palabras que empiecen en minúscula
f30 Densidad media de tokens que comiencen en mayúscula
f31 Número de tokens que comienzan en mayúscula
f32 Número de n-gramas que comienzan en mayúscula
f33 Densidad media de letras mayúsculas contenidas en un atributo
f34 Longitud de un atributo
f35 Densidad media de las letras minúsculas contenidas en un atributo
f36 Densidad media de los dígitos contenidos en un atributo
f37 Densidad media de las marcas HTML contenidas en un atributo
f38 Densidad media de números ﬂotantes contenidos en un atributo
f39 Densidad media de los símbolos de puntuación contenidos en un
atributo
f40 Densidad media de los dígitos contenidos en un atributo
Tabla 8.3: Características numéricas aplicadas
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Debemos resaltar que las características usadas no son signiﬁcativas res-
pecto a los algoritmos. Esto es, los nuevos sistemas de veriﬁcación propuestos
en este trabajo parten de un conjunto de características lo suﬁcientemente re-
presentativas y son los propios sistemas los que se encargar de elegir el
subconjunto más adecuado para cada sitio y clase. Si el conjunto de caracte-
rísticas es pequeño o no caracteriza adecuadamente a los slots, los sistemas
de veriﬁcación no obtendrán buenos resultados.
8.2.2. Evaluación de la experimentación
Cada vez que queramos evaluar la capacidad de veriﬁcación de cual-
quier sistema de veriﬁcación para un determinado sitio web, aplicamos el
siguiente proceso de validación cruzada con k = 10:
1. Obtenemos todos los slots gracias a la ejecución del plan de recolección
y los dividimos por roles. En adelante, estos roles serán considerados
las clases de cada conjunto, y dicha clase será considerada la clase de in-
terés. El resto de clases del mismo sitio web que no pertenecen al
conjunto son consideradas clases de no interés.
2. Cada uno de estos subconjuntos se divide en diez particiones. Nueve de
ellas se usarán para crear el modelo de veriﬁcación y, por tanto, estarán
formados únicamente por elementos de la clase c. La partición restan-
te se usará para hacer el test y estará formado por los slots de la clase c,
no contenidos en las otras particiones, y el resto de slots que no perte-
nezca a la clase c. Para evaluar los resultados obtenidos en el test se
usarán las medidas que se indican en la Sección §8.2.3.
3. Repetimos el proceso anterior diez veces más variando las particiones
que se usan para entrenar y las que se usan para el test.
4. Al ﬁnal de las diez iteraciones, nos quedamos con los valores medios
obtenidos en la fase de test.
En la Figura §8.1 se describe este proceso suponiendo que en el sitio web
existen tres clases de interés y que sólo vamos a hacer cuatro particio-
nes en vez de diez. El resultado medio calculado nos sirve para evaluar la
capacidad de veriﬁcación para cada clase de cada sitio web.
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Figura 8.1: Sistema de evaluación
8.2.3. Medidas
Para cada ejecución del proceso visto anteriormente, calculamos una se-
rie de medidas que nos servirán para determinar la bondad de veriﬁcación de
cada sistema de veriﬁcación para cada clase y sitio web. Previo al cálculo de
estas medidas es necesario obtener los valores que se muestran en la Figu-
ra §8.2 para cada una de la iteraciones de un proceso de 10 validación
cruzada. Esta matriz se interpreta de la siguiente manera:
TA (Objetivos Aceptados) es el número de slots que pertenecen a las
clases de interés y han sido etiquetados correctamente por nuestro
sistema.
TR (Objetivos Rechazados) es el número de slot que pertenecen a las
clases de interés pero que el sistema los detecto como de no interés y
lanzo una alarma.
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Figura 8.2:Matriz de confusión
OA (Valores Atípicos Aceptados) es el número de slots etiquetados co-
mo pertenecientes a una clase de no interés y que el sistema etiquetó
como de interés.
OR (Valores Atípicos Rechazados) es el número de slots etiquetados co-
mo pertenecientes a una clase de no interés y que el sistema también
detectó como de no interés.
A partir de los valores calculados en la tabla de confusión, deﬁnimos las
siguientes medidas:
Precisión (P): TA
TA+OA
Cobertura (R): TA
TA+TR
F -medida (F): 2· precision×cobertura
precision+cobertura
Exactitud (A): TA+OR
TA+OR+TR+OA
Área bajo la curva Roc (AUC): 1+TAR−OAR
2
donde:
TAR (Target Accepted Rate)= TA
TA+TR
es la proporción de slots pertene-
cientes a una clase de interés que han sido detectados adecuadamente
por el sistema.
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OAR (Outlier Rejected Rate)= OA
OA+OR
es el número de slots pertenecien-
tes a una clase de no interés que no han sido adecuadamente detectados
por el veriﬁcador.
El valor medio de estas medidas es el que se usará para comparar cada
uno de los algoritmos estudiados.
Sin embargo, la medida de exactitud no es apropiada para nuestros con-
juntos de datos caracterizados, porque el número de slots etiquetados como
de interés es mucho menor que los slots clasiﬁcados de no interés y esta me-
dida se basa en valores absolutos y no relativos. Es más, el objetivo de las
medidas de precisión y cobertura suelen entrar en conﬂicto ya que cuando se
incrementa el valor de TA, el número de OA también pueden incrementar-
se. Esto reduce el valor de la precisión [29]. Así pues, usaremos el valor de
AUC como medida estándar para comparar la capacidad de veriﬁcación de
los distintos algoritmos estudiamos.
8.2.4. Comparaciones
Para realizar las comparaciones entre algoritmos usaremos los test no pa-
ramétricos propuestos en [73, 74, 148]. Para ello primero aplicaremos el test
de Kolmogorov-Smirnov para determinar si los valores de AUC a compa-
rar no siguen una distribución normal y por tanto, no serían aplicables tests
paramétricos. Este paso no es requerido ya que aunque el test nos indi-
que que los datos siguen una distribución normal, los test no paramétricos
son igualmente aplicables.
Cuando queramos hacer comparaciones uno a uno, aplicaremos el test de
Wilcoxon Signed-Ranks Test [53] con un nivel de signiﬁcación de 0.05.
Si, por el contrario, lo que queremos hacer son comparaciones múlti-
ples entonces optaremos por usar el test Friedman Aligned-Ranks [90] y el
post-hoc de Holm [91] con el nivel de signiﬁcación de 0.05. El test de Fried-
man se usa cuando queremos buscar el mejor algoritmo de entre un conjunto.
Este test es capaz de calcular las diferencias signiﬁcativas entre algorit-
mos mientras que el post-hoc de Holm determinará qué algoritmos son
signiﬁcativamente diferentes y cuales no [74].
8.3. Algoritmos
Los algoritmos que se han estudiado en esta experimentación se enume-
ran en las Tablas §8.4, §8.5 y §8.6. Se han incluido los distintos grupos de
sistemas de veriﬁcación estudiados a los largo de esta disertación:
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1. Sistemas de veriﬁcación clásicos.
2. Sistemas de veriﬁcación basado en colonia de hormigas.
3. Sistemas de veriﬁcación basados en clasiﬁcadores de una clase. Los cla-
siﬁcadores de una clase seleccionados son ejemplos de cada de las
categóricas de algoritmos de este tipo descritas en la Sección §4.5. Es-
to es, hemos aplicado tres algoritmos de densidad, tres de frontera y dos
reconstructivos.
4. Sistemas de veriﬁcación basados en clasiﬁcadores de una clase sólo con
características categóricas y sólo con numéricas.
5. Sistemas de veriﬁcación basados en MAVE.
8.3.1. Parámetros
Los algoritmos RAP, LER, MCC no tienen ningún parámetro especíﬁ-
co salvo el establecimiento de umbrales. Para calcularlos, estableceremos el
porcentaje de slots rechazados a un 1% durante el proceso de construc-
ción. Este parámetro determina el porcentaje de slots marcados como de
interés que serán rechazados durante el proceso de construcción del veriﬁca-
dor. En cambio, los sistemas basados en clasiﬁcados de una única clase
descritos en el apartado anterior admiten los siguientes parámetros:
En las distintas variantes del clasiﬁcador de Gauss ﬁjaremos el valor de
la regularización para estimar la matriz de covarianza a 0.2.
Los clasiﬁcadores basados en los k-centros y en la kmedia usarán como
prototipos todos los elementos del conjunto.
Para los clasiﬁcadores basados en máquinas de soporte vectorial
usaremos un núcleo gausiano con sigma = 2.
Para los clasiﬁcadores PCA la fracción para explicar la varianza es 0.9.
En los clasiﬁcadores que usan redes neuronales, el número de unidades
en su capa oculta es de 5.
El clasiﬁcador KNN calcula automáticamente el número de vecinos más
cercanos a considerar y aplica el método kappa para evaluar la distancia
entre vecinos.
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Sistemas de veriﬁcación clásicos
# Algoritmo Descripción
1 LER Propuesta de Lerman y otros [105]
2 RAP Propuesta de Kushmerick [100]
3 MCC Propuesta de McCann y otros [115]
Sistemas de veriﬁcación basados en colonias de hormigas (Capítulo §6)
# Algoritmo Descripción
4 BWAS Sistema de veriﬁcación usando BWAS
Sistemas de veriﬁcación basados en OCC
# Algoritmo Descripción
5 G Clasiﬁcador de una única clase gausiano (Sección §4.5.1.3)
6 P Clasiﬁcador de una única clase de Parzen (Sección §4.5.1.4)
7 KC Clasiﬁcador de una única clase basado en los K-centros
(Sección §4.5.2.1)
8 KN Clasiﬁcador de una única clase basado en los vecinos más
cercanos (Sección §4.5.2.2)
9 KM Clasiﬁcador de una única clase basado en las k-medias
(Sección §4.5.3.1)
10 SVM Clasiﬁcador de una única clase basado en SVM
(Sección §4.5.2.3)
11 PCA Clasiﬁcador de una única clase basado en análisis de
componentes principales (Sección §4.5.3.2)
12 NN Clasiﬁcador de una única clase basado en redes
auto-encoder (Sección §4.5.3.3)
Variantes de sistemas de veriﬁcación basados en OCC (Capítulo §7)
13 G-ON Clasiﬁcador de una única clase gausiano con características
sólo numéricas
14 G-OC Clasiﬁcador de una única clase gausiano con características
sólo categóricas
Continúa en la página siguiente
Tabla 8.4: Sistemas de veriﬁcación estudiados
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Variantes de sistemas de veriﬁcación basados en OCC (Capítulo §7)
15 P-ON OCC de Parzen con características sólo numéricas
16 P-OC OCC de Parzen con características sólo categóricas
17 KC-ON OCC basado en los K-centros con características sólo
numéricas
18 KC-OC OCC basado en los K-centros con características sólo
categóricas
19 KN-ON OCC basado en los K-vecinos más cercanos con
características sólo numéricas
20 KN-OC OCC basado en los K-vecinos más cercanos con
características sólo categóricas
21 KM-ON OCC basado en las k-medias con características sólo
numéricas
22 KM-OC OCC basado en las k-medias con características sólo
categóricas
23 SVM-ON OCC basado en SVM con características sólo numéricas
24 SVM-OC OCC basado en SVM con características sólo categóricas
25 PCA-ON OCC basado en análisis de componentes principales con
características sólo numéricas
26 PCA-OC OCC basado en análisis de componentes principales con
características sólo categóricas
27 NN-ON OCC basado en redes auto-encoder con características sólo
numéricas
28 NN-ON OCC basado en redes auto-encoder con características sólo
categóricas
Variantes del sistemas de veriﬁcación MAVE (Sección §7.4)
29 M-G MAVE usando OCC Gausianos
30 M-P MAVE usando OCC de Parzen
31 M-KC MAVE usando OCC basados en los K-centros
Continúa en la página siguiente
Tabla 8.5: Sistemas de veriﬁcación estudiados (continuación)
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Variantes del sistemas de veriﬁcación MAVE (Sección §7.4)
32 M-KN MAVE usando OCC basado en los K-vecinos más
cercamos
33 M-KM MAVE usando OCC basados en las K-medias
34 M-SVM MAVE usando OCC basados en Máquinas de soporte
vectorial
35 M-PCA MAVE usando OCC basados en análisis de componentes
principales
36 M-NN MAVE usando OCC basados en redes auto-encode
Tabla 8.6: Sistemas de veriﬁcación estudiados (continuación)
Estos valores no han sido especialmente elegidos para el problema de la
veriﬁcación ya que uno de los objetivos de esta disertación es demos-
trar que este tipo de sistema son una alternativa a los ya existentes pero en
ningún momento hemos buscado la mejor parametrización.
Parámetro Dominio Valor
número de hormigas [3,100] 14
número de iteraciones [5,1000] 968
τo [0.0001, 0.1] 0.08
β [0.0001, 10] 0.22
α [0.0001, 5] 0.72
ρ [0.01, 1] 0.16
σ [2,7] 3
reinicio [30%, 70%] 33%
K [1, 6] 1
Tabla 8.7: Parámetros usados para el algoritmo BWAS
Por último, el ajuste de parámetros para el algoritmos BWAS se ha hecho
automáticamente usando iterativamente el método F-Race [9] sobre un con-
junto de conﬁguraciones candidatas. F-Race es un método de competición
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que, en cada iteración, aplica cada una de las soluciones candidatas al proble-
ma combinatorio o a la función continua a optimizar. Si la conﬁguración
candidata es estadísticamente peor que las otras (usa el método de Fried-
man de dos vías del análisis de la varianza), es eliminado de la competición.
F-Race ﬁnaliza cuando sólo queda una conﬁguración candidata o ha ﬁnaliza-
do el tiempo de la competición. Una vez obtenida la mejor conﬁguración, se
muestrea con el objetivo de obtener nuevas conﬁguraciones candidatas alre-
dedor de la mejor conﬁguración obtenida hasta el momento. El proceso
completo ﬁnaliza cuando se llegue al número máximo de repeticiones.
Durante el proceso de optimización de parámetros, se ha ejecutado un
máximo de 2500 BWAS. El número de evaluaciones en cada ejecución fue de
2500 × N, donde N fue el número de clases contenidos en cada sitio web. Los
rangos de los valores de cada uno de los parámetros a optimizar son los mis-
mos deﬁnidos en [9, 64]. Las mismas páginas web descritas en [98], fueron
muestreadas aleatoriamente para obtener subconjuntos de 1000 slots, usados
como entradas en el proceso de entrenamiento.
Los valores de los parámetros tuneados para BWAS se muestran en la Ta-
bla §8.7. La primera columna muestra el nombre del parámetro, la segunda el
rango de valores muestreados y la tercera el valor elegido.
8.4. Experimentos abordados
Los experimentos que se han realizado se describen en las siguientes sec-
ciones. Se estudiaron un total de 36 algoritmos distintos para veriﬁcar los
contenidos de 23416 páginas web provenientes de 27 sitios web. Además, pa-
ra cada sitio web se generaron tantos modelos de veriﬁcación como clases
distintas tiene cada sitio.
En total se han abordado 4 experimentos, cada uno de ellos orientado a
estudiar y analizar el comportamiento de los sistemas de veriﬁcación tradi-
cionales frente a las nuevas propuestas de veriﬁcación estudiadas a lo largo
de esta disertación.
En cada experimento mostraremos la siguiente información:
1. Objetivo: describiremos brevemente los objetivos que perseguimos al
realizar el experimento.
2. Resultados: Mostraremos una tabla resumen con los valores medios y
varianza de la medida AUC para cada sitio web y algoritmo. Ade-
más, expondremos gráﬁcamente estos resultados para facilitar su
comprensión
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3. Análisis comparativo: Tras exponer los resultados, compararemos ca-
da uno de los sistemas de veriﬁcación estudiando aplicando los test no
paramétricos descritos en la Sección §8.2.4.
4. Discusión: Para acabar cada apartado introduciremos una sección de
discusión en la que analizaremos los resultados expuestos en los
apartados anteriores.
Por último, y antes de pasar al análisis de cada uno de los algoritmo, indi-
car que todas las tablas y gráﬁcos expuestos se han calculado a partir de las
tablas de resultados incluidas en el Apéndice §A.
8.4.1. Experimento 1
El objetivo de este primer experimento es comparar las técnicas basa-
das en hormigas (Algoritmo BWAS) con los sistemas de veriﬁcación actuales
(RAP, LER, MCC). Esto es, comprobar si podemos tratar el problema de la
veriﬁcación de wrappers como un problema de optimización computacional.
Resultados y estudio comparativo
La Tabla §8.8 muestra los resultados obtenidos por cada uno de los algo-
ritmos para cada uno de los sitios web que forman nuestra base de datos. En
ella se indica el valor de AUC después de aplicar el veriﬁcador para casa sitio
web. La Figura §8.3 muestran el valor medio de AUC normalizado a una es-
cala logarítmica para apreciar mejor la diferencia entre cada veriﬁcador para
cada uno de los 27 sitios web.
Si comparamos los resultados de los algoritmos sitio por sitio, vemos que
el sistema de veriﬁcación basado en BWAS se comporta mejor que el res-
to de los sistemas de veriﬁcación clásicos salvo en los sitios 1, 15 y 26. En los
dos primeros las diferencias son mínimas pero en el último, el algorit-
mo RAP obtiene un valor de AUC de 0.82 mientras que BWAS alcanza el 0.73.
Si nos centramos en los valores medios globales, BWAS logra un valor de
AUC de 0.91 frente al 0.84 del algoritmo propuesto por Lerman.
Si aplicamos los métodos estadísticos descritos en secciones anteriores pa-
ra comparar los valores de AUC de la Tabla §8.8, primero debemos conﬁrmar
que estos no siguen una distribución normal. Esta premisa la comproba-
mos aplicando el test de Kolmogorov-Smirnov a un nivel de signiﬁcación de
0.05. Los resultados de este test se pueden consultar en la Tabla §8.9).
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w BWAS RAP LER MCC w BWAS RAP LER MCC
1 0.86 0.87 0.50 0.50 15 0.83 0.86 0.50 0.50
2 0.94 0.76 0.50 0.50 16 0.92 0.89 0.50 0.50
3 0.93 0.83 0.51 0.51 17 0.98 0.90 0.56 0.56
4 0.90 0.82 0.63 0.63 18 0.98 0.96 0.63 0.63
5 0.97 0.94 0.50 0.50 19 0.98 0.79 0.50 0.50
6 0.58 0.50 0.50 0.50 20 0.84 0.83 0.50 0.50
7 0.92 0.90 0.64 0.64 21 1.00 0.95 0.74 0.73
8 0.96 0.83 0.63 0.63 22 0.99 0.88 0.50 0.50
9 0.96 0.93 0.50 0.50 23 0.99 0.84 0.63 0.63
10 0.93 0.92 0.67 0.67 24 0.96 0.92 0.50 0.50
11 0.94 0.86 0.50 0.50 25 0.99 0.87 0.50 0.50
12 0.86 0.81 0.63 0.63 26 0.73 0.82 0.50 0.50
13 0.88 0.82 0.63 0.63 27 0.99 0.86 0.50 0.50
14 0.77 0.63 0.50 0.50
Medias 0.91 0.84 0.55 0.55
Tabla 8.8: Resultados de AUC obtenidos por el veriﬁcador BWAS y los
veriﬁcadores clásicos
Como los p-values están por debajo de 0.05, la hipótesis nula se rechaza y,
por tanto, la premisa de normalidad no se satisface.
Para comprobar que, efectivamente, los valores del AUC logrados por
BWAS son signiﬁcativamente mejores a los del resto de algoritmos, he-
mos aplicado el test de Friedman (Tabla §8.10). El algoritmos que presenta
un mejor ranking es, como cabría de esperar, BWAS. Al aplicar el post-
hoc de Holm (columna 4) vemos que los valores están por debajo del
0.95 por lo que podemos concluir que el valor de ranking del algorit-
mo BWAS es signiﬁcativamente mejor que el del resto de algoritmos a un
nivel de signiﬁcación del 0.05.
8.4.2. Experimento 2
El objetivo de este segundo experimento es comprobar si los sistemas de
veriﬁcación basados en OCC mejoran a los sistemas de veriﬁcación clási-
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Figura 8.3: Resultados obtenidos por BWAS y la técnicas clásicas
Algoritmo Estadístico p-value
BWAS 0.43 1.74e-52
LER 0.14 9.41e-05
RAP 0.30 1.17e-23
MCC 0.47 5.84e-62
Tabla 8.9: Resultados del test de Kolmogorov-Smirnov para BWAS y sistemas
clásicos
cos. Para ello, además de presentar los resúmenes de los datos de AUC,
haremos un test comparativo por pares usando el test de Wilcoxon. Así pre-
tendemos demostrar que cualquiera de la variantes OCC mejora a las técnicas
tradicionales.
8.4.2.1. Resultados y estudio comparativo
La Tabla §8.11 muestra el resumen de los valores medios de AUC obteni-
dos por las distintas variantes de técnicas OCC estudiadas y los sistemas de
veriﬁcación clásicos. Si comparamos los valores de AUC para los siste-
mas de veriﬁcación basados en OCC, vemos que el algoritmo P (basado en
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Algoritmo Ranking pHolm
BWAS 1.43
RAP 1.90 0
LER 3.25 0
MCC 3.43 0.012
Tabla 8.10: Resultados test Friedman para BWAS y sistemas clásicos
Parzen) alcanza un valor de AUC de tan solo 0.73, que es incluso más ba-
jo al alcanzado por el algoritmo RAP. El segundo peor algoritmo OCC es
el SVM que logra unos resultados similares a RAP. El resto de algorit-
mos OCC logran unos resultados por encima del 0.92 lo que representa una
mejorar de entorno a un 10% respecto a las sistemas tradicionales.
En las Figura §8.4, §8.5 y §8.6 detallamos la evolución de AUC para cada
uno de los algoritmos usados y cada uno de los sitios web que forman nues-
tra base de datos. Salvo algún caso puntual, el del website 26, la mayoría de
los sistemas de veriﬁcación basados en OCC funcionan mejor que cualquie-
ra de los sistemas clásicos. En algunos casos, como el algoritmo P y SVM, son
más los websites donde las técnicas clásicas mejoran a las basadas en OCC.
Algoritmo AUC Algoritmo AUC
G 0.93 RAP 0.84
P 0.73 LER 0.54
KC 0.92 MCC 0.54
KNN 0.92
KM 0.92
SVM 0.82
PCA 0.92
NN 0.92
Tabla 8.11: Valores de AUC logrados por las técnicas OCC y los sistemas de
veriﬁcación clásicos
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(a) Veriﬁcadores clásicos vs. Gauss
(b) Veriﬁcadores clásicos vs. Parzen
(c) Veriﬁcadores clásicos vs. K-center
Figura 8.4: Valores de AUC obtenidos por OCC y los sistemas de veriﬁcación
clásico para cada sitio web (I)
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(a) Veriﬁcadores clásicos vs. Knn
(b) Veriﬁcadores clásicos vs. K-medias
(c) Veriﬁcadores clásicos vs. PCA
Figura 8.5: Valores de AUC obtenidos por OCC y los sistemas de veriﬁcación
clásico para cada sitio web (II)
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(a) Veriﬁcadores clásicos vs. Redes Neuronales
(b) Veriﬁcadores clásicos vs. SVM
Figura 8.6: Valores de AUC obtenidos por OCC y los sistemas de veriﬁcación
clásico para cada sitio web (III)
Como en la experimentación anterior, antes de aplicar los test no para-
métricos para comprar los valores obtenidos por los distintos algoritmos
aplicamos el test de Kolmogorov-Smirnov a un nivel de signiﬁcancia de 0.05
para asegurar la no normalidad de los mismos. En la Tabla §8.12 pode-
mos consultar los resultados de este test. Al estar los valores por debajo de
0.05 (salvo para SVM), la hipótesis nula se rechaza.
Para hacer la comparación por pares entres las técnicas clásicas y las basa-
das en OCC, aplicamos el test de Wilcoxon. Los resultados del test los
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Algoritmo Estadístico p-value Algoritmo Estadístico p-value
G 0.30 6.95e-25 RAP 0.13 0.00
P 0.23 4.63e-15 LER 0.50 2.87e-72
KC 0.29 6.54e-23 MCC 0.48 6.28e-68
KNN 0.28 1.02e-21
KM 0.28 1.06e-21
SVM 0.08 0.135
PCA 0.33 3.33e-31
NN 0.29 1.46e-23
Tabla 8.12: Resultados del test de Kolmogorov-Smirnov para los sistemas de
veriﬁcación basados en OCC y las técnicas clásicas
podemos consultar en la Tabla §8.13.
Si primero analizamos los resultados relacionados con los algoritmos LER
y MCC, vemos que, en todos los casos, son peores que cualquiera de los algo-
ritmos OCC (el valor de R+ es superior al de R− y el valor de p − value es
menor que 0.05). Si ahora nos centramos en el algoritmo RAP, vemos que sa-
le perdedor en todas las comparativas salvo la que le enfrenta al algoritmo P
(donde R− es mayor a R+ y el valor de p − value es menor que 0.05) y con
SVM (en este último caso hay un empate ya que el valor de p − value es
mayor que 0.05).
8.4.3. Experimento 3
El objetivo de este tercer experimento es estudiar la inﬂuencia que tiene el
uso de características numéricas y/o categóricas sobre los sistemas de veriﬁ-
cación basados en OCC. Esto es, en el apartado anterior usamos todas las
características para generar un único modelo por clase sin preocuparnos por
la diferencia de dominio existente entre características.
Para realiza este estudio, partiremos de tres tipos de conjuntos: conjun-
tos de entrenamiento caracterizados por todas las características, conjuntos
de entrenamiento caracterizados por características numéricas y conjuntos de
entrenamiento caracterizados por característica categóricas. Cada uno de es-
tos pares de conjuntos será usado para construir los sistemas de veriﬁcación
basados en OCC y validar su funcionamiento.
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Test R+ R− Z-value p-value Test R+ R− Z-value p-value
G vs RAP 3024 136 -7.0569 0 KM vs RAP 2992 168 -6.9005 0
G vs LER 3655 0 -8.0077 0 KM vs LER 3652 3 -7.9945 0
G vs MCC 3654 1 -8.0033 0 KM vs MCC 3652 3 -7.9945 0
P vs. RAP 803.5 2356.5 -3.7948 0 PCA vs RAP 2910 330 -6.1872 0
P vs. LER 3270 51 -7.578 0 PCA vs LER 3653 2 -7.9989 0
P vs. MCC 3446 40 -7.7318 0 PCA vs MCC 3652 3 -7.9945 0
KC vs RAP 2984 176 -6.8614 0 NN vs RAP 2666 574 -5.0169 0
KC vs LER 3655 0 -8.0077 0 NN vs LER 3680 61 -7.7917 0
KC vs MCC 3655 0 -8.0077 0 NN vs MCC 3680 61 -7.7917 0
KNN vs RAP 2987 173 -6.8761 0 SVM vs RAP 1564.5 2176.5 -1.3176 0.18
KNN vs LER 36541 1 -8.0033 0 SVM vs LER 3740 1 -8.0501 0
KNN vs MCC 3655 0 -8.0077 0 SVM vs MCC 3740 1 -8.0501 0
Tabla 8.13: Resumen de los resultados del test de Wilcoxon aplicado a las
técnicas OCC y las clásicas
8.4.3.1. Resultados y estudio comparativo
En la Tabla §8.14 se muestran los resultados obtenidos por los OCC cuan-
do el modelo de veriﬁcación se basa características numéricas y categóricas
(columna segunda), sólo características numéricas *-ON (columna cuarta) y
sólo características categóricas *-OC (última columna).
Si nos centramos en los valores de *-ON y *-OC, vemos que, en todos los
casos, el valor de AUC obtenido por *-ON es mucho mejor salvo Parzen. Si
observamos el comportamiento del algoritmo KC-*, vemos que, en este ca-
so, la diferencia de AUC a favor de KC-ON llega a ser de un 16%. Para todos
los casos se cumple que ninguno de los algoritmos *-OC alcanza valo-
res de AUC superiores al 0,90 por lo que podemos concluir que el uso de
modelos de veriﬁcación basados sólo en características categóricas no son
satisfactorios para el proceso de veriﬁcación.
Al comparar las columnas segunda y cuarta, vemos que las diferen-
cias ya no son tan claras. Para algunos casos, como el algoritmo P, parece
claro optar por un modelo formado únicamente por características categóri-
cas. Para el resto de los casos no existe un ganador claro, lo que si es cierto es
que, teniendo en cuenta los valores medios de AUC, ningún modelo basa-
do en características numéricas y categóricas mejora al modelo basado en
sólo características numéricas.
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En las Figuras §8.7, §8.8 y §8.9 podemos comparar el comportamien-
to de los distintos sistemas de veriﬁcación basados en OCC. En cada gráﬁca
se comparan los resultados de cada algoritmo si se usan todas las característi-
cas, sólo las numéricas o sólo las categóricas. En general podemos decir que
la linea vede, que es la que representa a los modelos de veriﬁcación creados
únicamente con características categóricas, está por debajo del resto de lí-
neas en casi todos los algoritmos y sitios. Sólo para el website 6 y 17, este tipo
de modelos tiene un mejor comportamiento, independientemente del algorit-
mo utilizado. Para algunos algoritmos, como el KNN o el Kcenter, este tipo
de modelos se comportan especialmente mal. Mención aparte merece el algo-
ritmo de Parzen para el que los modelo basados en características categóricas
experimentan un mejor comportamiento.
Respecto al uso de todas o sólo las características numéricas (lineas azul
y roja) los resultados no son tan claros y no se aprecian diferencias en-
tre ellos. Dependiendo del algoritmo y el sitio web evaluado, un modelo es
mejor que el otro y presenta resultados prácticamente iguales.
Como en experimentos anteriores, aplicamos el test de Wilcoxon para ha-
cer comparaciones por pares. Primero empezamos realizando el test de
normalidad a los datos de AUC logrados por los distintos algoritmos (Ta-
bla §8.15). Como en casos anteriores, la hipótesis nula se rechaza y, por tanto,
procede la aplicación de test estadísticos no paramétricos.
En la Tabla §8.16 mostramos los valores del test del Wilcoxon para ca-
Algoritmo AUC Algoritmo AUC Algoritmo AUC
G 0.93 G-ON 0.93 G-OC 0.85
P 0.73 P-ON 0.80 P-OC 0.84
KC 0.92 KC-ON 0.92 KC-OC 0.76
KNN 0.92 KNN-ON 0.92 KNN-OC 0.75
KM 0.92 KM-ON 0.93 KM-OC 0.83
SVM 0.82 SVM-ON 0.85 SVM-OC 0.83
PCA 0.92 PCA-ON 0.92 PCA-OC 0.84
NN 0.92 NN-ON 0.92 NN-OC 0.85
Tabla 8.14: Valores de AUC logrados por OCC, OCC con características
numéricas categóricas y OCC con características categóricas
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(a) Gauss
(b) Parzen
(c) K-Center
Figura 8.7: Valores de AUC obtenidos por OCC con todas las características,
sólo categóricas o sólo numéricas para cada sitio web (I)
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(a) KNN
(b) K-Medias
(c) PCA
Figura 8.8: Valores de AUC obtenidos por OCC con todas las características,
sólo categóricas o sólo numéricas para cada sitio web (II)
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(a) Redes Neuronales
(b) SVM
Figura 8.9: Valores de AUC obtenidos por OCC con todas las características,
sólo categóricas o sólo numéricas para cada sitio web (III)
da una de las comparaciones por pares. Si comparamos los valores de R+ y
R− de los test en los que comparamos *-ON con *-OC vemos que R+ es ma-
yor que R− para todos los casos salvo para la comparación P-ON vs P-OC. En
todos los casos, menos la comparación SVM-ON vs SVM-OC y P-ON vs P-
OC, el valor de p− value está por debajo de 0.05. Así pues podemos concluir
que todas las variantes *-ON son mejores que *-OC salvo en el caso P-ON vs
P-OC y SVM-ON vs SVM-OC donde se produce un empate.
Al comparar los *-ON con los modelos de veriﬁcación donde se mezclan
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Alg Estadístico p-value Alg Estadístico p-value Alg Estadístico p-value
G 0.30 6.95e-25 G-ON 0.30 4.47e-24 G-OC 0.34 3.43e-32
P 0.23 4.63e-15 P-ON 0.22 2.90e-13 P-OC 0.34 1.25e-31
KC 0.29 6.54e-23 KC-ON 0.28 1.25e-20 KC-OC 0.31 3.48e-25
KNN 0.28 1.02e-21 KNN-ON 0.30 3.14e-24 KNN-OC 0.32 7.33e-28
KM 0.28 1.06e-21 KM-ON 0.29 6.20e-23 KM-OC 0.33 3.57e-30
SVM 0.08 0.07 SVM-ON 0.09 0.03 SVM-OC 0.27 4.57e-19
PCA 0.33 3.33e-31 PCA-ON 0.33 4.41e-29 PCA-OC 0.34 8.65e-31
NN 0.29 1.46e-23 NN-ON 0.36 1.00e-35 NN-OC 0.26 1.34e-18
Tabla 8.15: Resultados del test de Kolmogorov-Smirnov para las variantes de
los sistemas de veriﬁcación basados en OCC
los dos tipos de características, vemos R− es mayor que R+ para las compara-
ciones G-ON vs G, KNN-ON vs KNN, PCA-ON vs PCA y NN-ON vs NN. En
estos casos el valor de p − value es menor que cero por lo que las varian-
tes quehacen uso de todas las características mejores al otro conjunto de
algoritmos. Para las camparativa P-ON vs P y SVM-ON vs SVM, R+ es mayo-
re que R− y el valor de p − value está próximo a cero por lo que son las
variantes que sólo usan variables numéricas las que se comportan mejor. Pa-
ra el resto de comparaciones, KC-ON vs KC y KM-ON vs KM, se llega a un
empete entre ambas propuestas.
el valor de p− value está por encima de 0.05 en todos los casos salvo en la
comparación P vs P-ON. Esto indica que existe un empate en todas las com-
paraciones salvo en P vs P-ON para la que el valor de R− es mucho mayor
que R+ y, por tanto, P-ON logra la victoria.
En consecuencia, la única conclusión que podemos obtener tras este expe-
rimento es que dependiendo de la instancia de la base de datos y del
algoritmo aplicado el modelo de veriﬁcación que mejor resultado dará po-
drá ser, indistintamente, el que usa variables numéricas o bien que combine
ambos tipos. Esto nos abre la posibilidad a buscar nuevos modelos de
veriﬁcación que hagan una adecuada combinación de las características
categóricas y no categóricas aprovechando el poder discriminador de ambas.
8.4.4. Experimento 4
Este experimento busca establecer cuál o cuales de los OCC es más ade-
cuado para usar junto a MAVE. En particular este experimento se divide en
tres fases:
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Test R+ R− Z-value p-value
G-ON vs. G-OC 1970 1033 -2.3788 0.01732
P-ON vs. P-OC 985 1571 -1.6788 0.09296
KC-ON vs KC-OC 2360.5 414.5 -5.2418 0
KNN-ON vs KNN-OC 2322 379 -5.3409 0
KM-ON vs KM-OC 1865 691 -3.3634 0.00078
PCA-ON vs PCA-OC 1857 699 -3.3176 0.0009
NN-ON vs NN-OC 1743.5 884.5 -2.4102 0.01596
SVM-ON vs SVM-OC 1999 1656 -0.7515 0.45326
G-ON vs. G 955 1746 -2.1743 0.03
P-ON vs. P 2114 164 -6.0905 0
KC-ON vs KC 1412 1144 -0.7678 0.4413
KNN-ON vs KNN 809 1606 -2.3826 0.01732
KM-ON vs KM 1091 1187 -0.2998 0.76418
PCA-ON vs PCA 843 1572 -2.1793 0.02926
NN-ON vs NN 884.5 1743.5 -2.4102 0.01596
SVM-ON vs SVM 2412.5 1242.5 -2.5633 0.01046
Tabla 8.16: Resumen de los resultados del test de Wilcoxon aplicado OCC,
OCC-ON y OCC-OC
Fase 1. El objetivo de esta primera fase es comprobar que MAVE es me-
jor que el algoritmo OCC en el cual se base. Esto es, comprobamos si
la idea de tratar de forma independiente las características categóri-
cas y no categóricas, y dar más peso a las primeras, mejora el proceso de
veriﬁcación.
Fase 2. Una vez que conﬁrmemos que las distintas variantes de
MAVE presentan un mejor comportamiento que las técnicas OCC,
identiﬁcaremos qué variante de MAVE es la que mejores resultados
alcanza.
Fase 3. Finalmente, aplicaremos las técnicas tradicionales y comparare-
mos sus resultados con los obtenidos por todas las variantes de MAVE
estudiadas.
158 Capítulo 8. Experimentación y Resultados
8.4.4.1. Resultados y estudio comparativo
La Tabla §8.17 muestra los resultados medios obtenidos por todos los al-
goritmos estudiados para cada uno de los sitios web que conforman nuestra
base de datos. Las Figuras §8.10, §8.11, §8.12, §8.13 muestra el AUC medio al-
canzado por cada uno de los algoritmos en cada una de las sitios web de la
base de datos. Los valores han sido normalizados a una escala logarítica para
apreciar mejor las diferencias entre algoritmos.
El análisis comparativo de los resultados logrados por todos los algorit-
mos se ha realizado usando los test estadísticos indicados en secciones
anteriores. Previo a su aplicación, aplicamos el test de Kolmogorov-Smirnov
a un nivel de signiﬁcanción de 0.05 para asegurarnos que los valores a com-
parar no siguen una distribución normal, en la Tabla §8.18 podemos consultar
los resultados tras la aplicación de este test. Como los p-values son menores
que 0.05, la hipótesis nula se rechaza y la condición que garantiza la apli-
cación de test paramétricos no se cumple. Por tanto, el uso de test no
paramétricos queda justiﬁcado.
Fase 1
Si analizamos los datos de la Tabla §8.17 y comparamos los valores de las
columnas segunda y cuarta, apreciamos que las variantes de MAVE alcanzan
Alg AUC Alg AUC Alg AUC
G 0.93 M-G 0.95 RAP 0.84
P 0.73 M-P 0.78 LER 0.54
KC 0.92 M-KC 0.94 MCC 0.54
KNN 0.92 M-KNN 0.95
KM 0.92 M-KM 0.95
SVM 0.82 M-SVM 0.90
PCA 0.92 M-PCA 0.92
NN 0.92 M-NN 0.92
Tabla 8.17: Valores de AUC logrados por variantes OCC, MAVE y los
sistemas de veriﬁcación clásicos
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(a) G vs M-G
(b) Mejor variante MAVE contra técnicas OCC
(c) KC vs M-KC
Figura 8.10: Valores de AUC obtenidos por OCC y MAVE por sitio web (I)
160 Capítulo 8. Experimentación y Resultados
(a) KNN vs M-KNN
(b) KM vs M-KM
(c) PCA vs M-PCA
Figura 8.11: Valores de AUC obtenidos por OCC y MAVE por sitio web (II)
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(a) NN vs M-NN
(b) SVM vs M-SVM
Figura 8.12: Valores de AUC obtenidos por OCC y MAVE por sitio web (IIII)
unos resultados mejores que los logrados por las técnicas OCC. Por ejem-
plo, si aplicamos el algoritmo P, el valor de AUC alcanza- do es 0.73 mientras
que el algoritmo M-P logra superar esta cifra logrando un 0.78 de AUC. Es-
te comportamiento se mantiene en mayor o menor medida para todas las
variantes de MAVE y las técnicas de OCC.
Las Figuras §8.10, §8.11, §8.12 muestra la comparativa, para cada sitio
WEB, de cada uno de los algoritmos OCC con respecto a la variante de MA-
VE que lo emplea. Puede observarse que las variantes de MAVE superan lo
logrado por su homólogo OCC para cada sitio web. Por tanto, el primer ni-
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(a) Variantes MAVE
Figura 8.13: Valores de AUC obtenidos por las variantes de MAVE, OCC y los
sistemas de veriﬁcación clásico para cada sitio web
vel introducido por MAVE, previo a la aplicación de las técnicas OCC,
incrementa considerablemente el poder de veriﬁcación de MAVE.
Todo esto queda corroborado tras la aplicación del test Wilcoxon Signed-
Ranks Test. La Tabla §8.19 muestra los resultados tras aplicar este test a los
valores de AUC logrados por los variantes MAVE y las técnicas de OCC.
Dado que, el p− value ≤ 0.05, podemos concluir que los resultados son sig-
niﬁcativos y, por tanto, los variantes de MAVE son mejores que su homólogo
OCC salvo el caso de PCA donde existe un empate al obtener un p-value
superior al nivel de signiﬁcación.
Fase 2
Si volvemos a centrarnos en los valores de la Tabla §8.17 y compara-
mos los valores de la cuarta columna, apreciamos que los valores de AUC
logrados por las distintas variantes de MAVE son bastante altos (superio-
res o iguales al 0.90), salvo para el algoritmo M-P, que obtienen un valor de
0.78. Concretamente, los algoritmos M-G, M-KNN y M-KM llegan a valores
de AUC de 0.95.
En la Figura §8.13b podemos ver la evolución de las distintas variantes de
MAVE para cada uno de los sitios web que forman nuestra base de datos. Ve-
mos que el comportamiento global antes descrito también se puede apreciar
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Alg Estadístico p-value Alg Estadístico p-value
G 0.30 6.95e-25 M-G 0.31 4.57e-27
P 0.23 4.63e-15 M-P 0.22 2.91e-13
KC 0.29 6.54e-23 M-KC 0.29 2.02e-24
KNN 0.28 1.02e-21 M-KNN 0.33 3.86e-30
KM 0.28 1.06e-21 M-KM 0.30 7.01-26
SVM 0.08 0.07 M-SVM 0.26 1.60e-18
PCA 0.33 3.33e-31 M-PCA 0.33 6.21e-31
NN 0.29 1.46e-23 M-NN 0.28 1.01e-22
RAP 0.13 0.00
LER 0.50 2.87e-72
MCC 0.48 6.28e-68
Tabla 8.18: Resultados del test de Kolmogorov-Smirnov para variantes
MAVE, técnicas OCC y clásicas
en el caso particular de cada sitio. Esto es, todas las líneas se entrelazan sal-
vo las correspondientes a M-P y M-SVM. Independiente del sitio web que
analicemos, los valores de AUC se muestran muy prometedores salvo pa-
ra los sitios 6 y 14, en donde apenas superan el 0.5. La razón de este mal
comportamiento la encontramos en que el conjunto de características usa-
das no es capaz de discriminar adecuadamente cada uno de los slots y a
un mal etiquetado de los elementos que formaron nuestro conjunto de
entrenamiento.
La Tabla §8.20 muestra los resultados devueltos tras la aplicación del test
de Friedman. Este test se uso para detectar diferencias signiﬁcativas de rendi-
miento entre las distintas variantes de MAVE. La segunda columna muestra
el valor del ranking y la tercera el valor devuelto por el post-test de Holm. Si
interpretamos los resultados de este test, vemos que M-G es el que mejor ran-
king obtiene, pero este no es signiﬁcativo respecto a los cuatro siguientes. Por
tanto, existen distintos algoritmo OCC que puede usar MAVE en su segundo
nivel sin que el rendimiento se vea afectado.
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(a) RAP
(b) LER
(c) MCC
Figura 8.14: Valores de AUC obtenidos por las técnicas tradicionales y las
variantes de MAVE
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Test R+ R− Z-value p-value
M-G vs. G 1065 261 3.7681 0.00016
M-P vs. P 1812 79 -6.2239 0
M-KC vs KC 1661 230 -5.1393 0
M-KNN vs KNN 1551 102 -5.7563 0
M-KM vs KM 1359 237 -4.5761 0
M-PCA vs PCA 679.5 355.5 -1.8286 0.06724
M-NN vs NN 1466 756 -2.3029 0.02144
M-SVM vs SVM 256 3399 -6.8859 0
Tabla 8.19: Resumen de los resultados del test de Wilcoxon aplicado a
variantes MAVE y técnicas OCC
Algoritmo Ranking pHolm
M-G 584.93 -
M-KNN 592.21 0.92
M-KM 596.55 0.87
M-KC 615.15 0.69
M-PCA 724.54 0.06
M-SVM 793.30 0.00
M-NN 825.20 0.00
M-P 1260.58 0
Tabla 8.20: Resumen de los resultados del test de Friedman aplicados a las
variantes de MAVE
Fase 3
Observando ahora los valores de la cuarta y sexta columna de la Ta-
bla §8.17, vemos que el valor medio de AUC alcanzado por las todas las
variantes de MAVE mejora a los logrados con los sistemas de veriﬁcación clá-
sicos. El mejor valor de AUC alcanzado por estas últimas no llega al 0.85 lo
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que contrasta con el valor de 0.95 logrado por las mejores variantes de MAVE.
Si pasamos a analizar sitio por sitio Figura §8.14, los valores de MCC y
LER son muy malos para todos los sitios web. En el caso del algoritmo RAP,
su comportamiento está por debajo de las mejores variantes de MAVE en to-
dos los sitios web salvo el 26. Al compararlo con el resto de variantes MAVE
los valores de AUC se emparejan pero siguen siendo un poco peor.
Por último, si comparamos los resultados de todas las variantes MA-
VE respecto a los sistemas de veriﬁcación clásicos, de nuevo usando el test de
Wilcoxon Signed-Ranks Test (Tabla §8.21), vemos que salvo en el caso de M-
P vs RAP los resultados de las primeras son siempre mejores que la de los
sistemas de veriﬁcación clásicos.
8.5. Resumen
En este capítulo, hemos descrito cómo se han realizado los experimentos
para poder comparar los distintos algoritmos estudiamos en este trabajo de
investigación. Hemos deﬁnido la base de datos, las características y las medi-
das a usadas además de detallar cada uno de los pasos llevados a cabo
durante el experimento y exponer los resultados alcanzados.
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R+ R− Z-value p-value
M-G 3142 18 -7.6336 0
M-P 1148.5 2011.5 -2.1088 0.03486
M-KC 3066 15 -7.5981 0
M-KNN 3137 23 -7.6092 0
M-KM 3152 8 -7.6825 0
M-PCA 2979 181 -6.837 0
M-NN 2791 369 -5.9182 0
M-SVM 3142.5 512.5 -5.762 0
(a) Variantes MAVE vs RAP
R+ R− Z-value p-value
M-G 3655 0 -8.0077 0
M-P 3651 4 -7.9901 0
M-KC 3655 0 -8.0077 0
M-KNN 3655 0 -8.0077 0
M-KM 3655 0 -8.0077 0
M-PCA 3654 1 -8.0033 0
M-NN 3653 2 -7.9989 0
M-SVM 3734 7 -8.0242 0
(b) Variantes MAVE vs MCC
R+ R− Z-value p-value
M-G 3655 0 -8.0077 0
M-P 3480 6 -7.8862 0
M-KC 3655 0 -8.0077 0
M-KNN 3655 0 -8.0077 0
M-KM 3654 1 -8.0033 0
M-PCA 3654 1 -8.0033 0
M-NN 3654 1 -8.0033 0
M-SVM 3734 7 -8.0242 0
(c) Variantes MAVE vs LER
Tabla 8.21: Resultados del test de Wilcoxon aplicado a las variantes de MAVE
y los sistemas de veriﬁcación clásicos
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Conclusionesytrabajosfuturos
This is the end Beautiful friend This is the end My only friend, the end.
The End, Canción (1966)
En esta disertación, hemos presentados dos nuevos enfoques a la ho-
ra de tratar el problema de la veriﬁcación de información extraídas por
wrappers web. La primera propuesta plantea enfocar el problema de la veriﬁ-
cación desde el punto de vista de la optimización computacional mientras
que la segunda lo enfoca desde el campo de la clasiﬁcación.
Nuestra primera propuesta permite usar cualquier algoritmo aplicado en
la optimización computacional. En concreto se optó por aplicar las metaheu-
rísticas ACO para solucionar el problema. De todas estas metaherísticas, se
aplicó BWAS que ya había demostrado resultados muy prometedores en
comparación con otros metaheurísticas ACO. Este sistema de veriﬁcación, es-
tablece una analogía entre el problema del QAP y el de la veriﬁcación de
información. De esta forma los slots son considerados entidades que se aso-
cian a localizaciones que, en el problema de la veriﬁcación, son los roles al
que puede pertenecer un slot. Lo que se busca es minimizar el coste de aso-
ciación teniendo en cuenta que si una entidad es asociada adecuadamente a
una localización el coste es cero.
La segunda propuesta hace uso de un tipo especial de clasiﬁcador
denominados clasiﬁcadores de una única clase. El sistema de veriﬁcación pro-
puesto se denomina MAVE y parte de la premisa de ponderar la capacidad
discriminatoria de las características aplicadas a la hora de crear el modelo de
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veriﬁcación. En concreto, MAVE deﬁne dos niveles de veriﬁcación: en el pri-
mer nivel se usan sólo características categóricas mientras que el segundo
nivel sólo se aplican las numéricas. El segundo nivel sólo se usa para casos en
los que el primer nivel no haya sido capaz de detectar si el dato no es correcto.
Si bien los estudios comparativos que se han realizado entre los siste-
mas propuestos y los ya existentes, reﬂejan que las nuevas técnicas superan
en valor de AUC a las clásicas, todavía quedan distintas líneas de investiga-
ción a implantar. Así pues, en los sistemas de veriﬁcación basados en BWAS
sería deseable que el número de puntos que forman nuestro modelo de veriﬁ-
cación se pudiera calcular y modiﬁcar dinámicamente, durante la ejecución
del algoritmo. También habría que hacer un estudio con distintas funciones
de ﬁtness y/o búsqueda local para lograr alcanzar resultado más ópti-
mos. En el algoritmo MAVE queda abierta la puerta a hacer un ajuste más
especíﬁco para cada sitio web en base a su dominio.
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ApéndiceA
Tablasderesultados
E
n esta disertación se han estudiado 36 sistemas de veriﬁcación. Es-
tos se han clasiﬁcado en los siguiente grupos: técnicas tradicionales,
basados en colonias de hormigas, basados en OCC y jerárquicos. En
este apéndice incluimos las tablas completas de resultados obteni-
das por cada una de estas técnicas para cada uno de los experimentos
tratados. Este apéndice se ha organizado de la siguiente manera: la Sección
describe la estructura de los datos y cómo se han obtenido;la Sección §A.2 pre-
senta los resultados obtenidos por las técnicas tradicionales; la Sección §A.3
describe los resultados alcanzados por BWAS; la Sección §A.4 contiene las ta-
blas de recultados logrados por las variantes OCC; en la Sección §A.5 se
encuentran los resultados obtenidos por MAVE y todas sus variantes usadas.
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A.1. Introducción
En este apéndice mostramos los resultados de AUC obtenidos por to-
dos los sistemas de veriﬁcación. Las tablas que se exponen en los apartados
siguientes son el resultados de aplicar el procedimiento de de validación cru-
zada descrito en la Sección §8.2 para cada uno de los experimentos diseñados
en la Sección §8.4.
En cada sección se incluyen dos tablas. La primera representa los da-
tos medio de AUC por sitio y etiqueta y tiene la siguiente estructura: la
primera columna (Sitio) indica el sitio web tratado, la segunda (Eti) el da-
tos de interés que estamos veriﬁcando, el resto de columnas se corresponden
con cada uno de los algoritmos analizados. Cada celda contiene el da-
to de AUC logrado por cada algoritmo para cada sitio y dato de interés. La
segunda tabla calcula los datos medios de AUC por sitio.
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A.2. Técnicas tradicionales
Sitio Eti RAP LER MCC Sitio Eti RAP LER MCC
1 1 0.88 0.50 0.50 9 1 1.00 0.50 0.50
1 2 0.87 0.50 0.50 9 3 0.86 0.50 0.50
1 4 0.86 0.50 0.50 10 1 0.86 0.50 0.50
2 1 0.74 0.50 0.50 10 2 0.88 0.50 0.50
2 3 0.73 0.50 0.50 10 4 1.00 1.00 1.00
2 4 0.82 0.50 0.50 11 1 0.88 0.50 0.50
3 1 0.83 0.50 0.50 11 2 0.83 0.50 0.50
3 2 0.84 0.56 0.52 11 3 0.79 0.50 0.50
3 3 0.89 0.50 0.50 11 5 0.92 0.50 0.50
3 5 1.00 0.50 0.50 12 1 0.87 0.50 0.50
3 6 0.65 0.50 0.50 12 2 0.72 0.50 0.50
3 7 0.88 0.50 0.50 12 3 0.65 0.50 0.50
3 8 0.66 0.50 0.50 12 5 1.00 1.00 1.00
3 9 0.91 0.50 0.56 13 2 1.00 1.00 1.00
4 1 0.88 0.50 0.50 13 3 0.69 0.50 0.50
4 2 0.78 0.50 0.50 13 4 0.75 0.50 0.50
4 4 1.00 1.00 1.00 13 5 0.84 0.50 0.50
4 5 0.61 0.50 0.50 14 1 0.46 0.50 0.50
5 1 0.94 0.50 0.50 14 2 0.89 0.50 0.50
5 3 0.93 0.50 0.50 14 3 0.66 0.50 0.50
6 1 0.50 0.50 0.50 14 4 0.59 0.50 0.50
6 2 0.50 0.50 0.50 14 5 0.56 0.50 0.50
7 1 1.00 1.00 1.00 15 2 0.89 0.50 0.50
7 2 1.00 0.50 0.50 15 3 0.83 0.50 0.50
7 3 1.00 0.50 0.50 16 1 0.93 0.50 0.50
7 4 0.66 0.50 0.50 16 2 0.87 0.50 0.50
7 5 1.00 1.00 1.00 16 4 0.88 0.50 0.50
7 6 0.66 0.50 0.50 17 1 0.86 0.50 0.50
7 7 1.00 0.50 0.50 17 2 1.00 1.00 1.00
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Sitio Eti RAP LER MCC Sitio Eti RAP LER MCC
17 3 0.93 0.50 0.50 21 5 0.86 0.50 0.50
17 4 0.93 0.50 0.50 22 1 0.96 0.50 0.50
17 5 0.88 0.50 0.50 22 3 0.80 0.50 0.50
17 6 0.82 0.50 0.50 23 1 0.88 0.50 0.50
17 8 0.82 0.50 0.50 23 2 1.00 1.00 1.00
17 9 0.94 0.50 0.50 23 4 0.62 0.50 0.50
18 1 1.00 1.00 1.00 23 5 0.84 0.50 0.50
18 2 0.95 0.50 0.50 24 2 0.93 0.50 0.50
18 3 1.00 0.50 0.50 24 3 0.92 0.50 0.50
18 4 0.91 0.50 0.50 25 2 0.74 0.50 0.50
19 2 0.69 0.50 0.50 25 3 0.91 0.50 0.50
19 3 0.89 0.50 0.50 25 4 0.96 0.50 0.50
20 1 0.78 0.50 0.50 26 2 0.85 0.50 0.50
20 2 0.80 0.50 0.50 26 3 0.79 0.50 0.50
20 3 0.91 0.50 0.50 27 1 0.74 0.50 0.50
21 1 1.00 1.00 1.00 27 2 0.95 0.50 0.50
21 3 1.00 1.00 1.00 27 4 0.91 0.50 0.50
4 5 0.61 0.50 0.50 14 1 0.46 0.50 0.50
5 1 0.94 0.50 0.50 14 2 0.89 0.50 0.50
5 3 0.93 0.50 0.50 14 3 0.66 0.50 0.50
6 1 0.50 0.50 0.50 14 4 0.59 0.50 0.50
6 2 0.50 0.50 0.50 14 5 0.56 0.50 0.50
7 1 1.00 1.00 1.00 15 2 0.89 0.50 0.50
7 2 1.00 0.50 0.50 15 3 0.83 0.50 0.50
7 3 1.00 0.50 0.50 16 1 0.93 0.50 0.50
7 4 0.66 0.50 0.50 16 2 0.87 0.50 0.50
7 5 1.00 1.00 1.00 16 4 0.88 0.50 0.50
7 6 0.66 0.50 0.50 17 1 0.86 0.50 0.50
7 7 1.00 0.50 0.50 17 2 1.00 1.00 1.00
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Sitio RAP LER MCC
1 0,87 0,50 0,50
2 0,76 0,50 0,50
3 0,83 0,50 0,50
4 0,82 0,63 0,62
5 0,94 0,50 0,50
6 0,50 0,50 0,50
7 0,90 0,64 0,64
8 0,83 0,59 0,60
9 0,93 0,50 0,50
10 0,92 0,67 0,66
11 0,86 0,50 0,50
12 0,81 0,60 0,62
13 0,82 0,63 0,62
14 0,63 0,50 0,50
15 0,86 0,50 0,50
16 0,89 0,50 0,50
17 0,90 0,56 0,56
18 0,96 0,63 0,62
19 0,79 0,50 0,50
20 0,83 0,50 0,50
21 0,95 0,74 0,73
22 0,88 0,50 0,50
23 0,84 0,54 0,61
24 0,92 0,50 0,50
25 0,87 0,50 0,50
26 0,82 0,50 0,50
27 0,86 0,50 0,50
A.2. Técnicas tradicionales 181
182 Apéndice A. Tablas de resultados
A.3. BWAS
Sitio Eti BWAS Sitio Eti BWAS
1 1 0.86 9 1 1.00
1 2 0.74 9 3 0.91
1 4 0.98 10 1 0.90
2 1 0.98 10 2 0.88
2 3 1.00 10 4 1.00
2 4 0.85 11 1 0.85
3 1 0.98 11 2 0.99
3 2 0.99 11 3 0.96
3 3 0.95 11 5 0.96
3 5 1.00 12 1 0.99
3 6 0.67 12 2 0.71
3 7 0.86 12 3 0.76
3 8 1.00 12 5 1.00
3 9 1.00 13 2 1.00
4 1 1.00 13 3 0.83
4 2 0.77 13 4 0.72
4 4 1.00 13 5 0.98
4 5 0.82 14 1 0.56
5 1 0.95 14 2 1.00
5 3 0.98 14 3 1.00
6 1 0.50 14 4 0.52
6 2 0.67 14 5 0.51
7 1 1.00 15 2 0.99
7 2 1.00 15 3 1.00
7 3 1.00 16 1 1.00
7 4 0.60 16 2 0.76
7 5 1.00 16 4 1.00
7 6 0.82 17 1 0.98
7 7 1.00 17 2 1.00
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Sitio Eti BWAS Sitio Eti BWAS
17 3 0.86 21 5 1.00
17 4 0.74 22 1 0.98
17 5 0.98 22 3 0.99
17 6 0.98 23 1 0.98
17 8 1.00 23 2 1.00
17 9 0.85 23 4 1.00
18 1 0.98 23 5 0.99
18 2 0.99 24 2 0.99
18 3 0.95 24 3 0.92
18 4 1.00 25 2 0.98
19 2 0.67 25 3 1.00
19 3 0.86 25 4 0.99
20 1 1.00 26 2 0.97
20 2 1.00 26 3 0.49
20 3 1.00 27 1 0.98
21 1 0.77 27 2 0.99
21 3 1.00 27 4 0.98
21 4 0.82
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Sitio Eti BWAS RAP LER MCC Sitio Eti BWAS RAP LER MCC
1 1 0.86 0.88 0.50 0.50 9 1 1.00 1.00 0.50 0.50
1 2 0.74 0.87 0.50 0.50 9 3 0.91 0.86 0.50 0.50
1 4 0.98 0.86 0.50 0.50 10 1 0.90 0.86 0.50 0.50
2 1 0.98 0.74 0.50 0.50 10 2 0.88 0.88 0.50 0.50
2 3 1.00 0.73 0.50 0.50 10 4 1.00 1.00 1.00 1.00
2 4 0.85 0.82 0.50 0.50 11 1 0.85 0.88 0.50 0.50
3 1 0.98 0.83 0.50 0.50 11 2 0.99 0.83 0.50 0.50
3 2 0.99 0.84 0.56 0.52 11 3 0.96 0.79 0.50 0.50
3 3 0.95 0.89 0.50 0.50 11 5 0.96 0.92 0.50 0.50
3 5 1.00 1.00 0.50 0.50 12 1 0.99 0.87 0.50 0.50
3 6 0.67 0.65 0.50 0.50 12 2 0.71 0.72 0.50 0.50
3 7 0.86 0.88 0.50 0.50 12 3 0.76 0.65 0.50 0.50
3 8 1.00 0.66 0.50 0.50 12 5 1.00 1.00 1.00 1.00
3 9 1.00 0.91 0.50 0.56 13 2 1.00 1.00 1.00 1.00
4 1 1.00 0.88 0.50 0.50 13 3 0.83 0.69 0.50 0.50
4 2 0.77 0.78 0.50 0.50 13 4 0.72 0.75 0.50 0.50
4 4 1.00 1.00 1.00 1.00 13 5 0.98 0.84 0.50 0.50
4 5 0.82 0.61 0.50 0.50 14 1 0.56 0.46 0.50 0.50
5 1 0.95 0.94 0.50 0.50 14 2 1.00 0.89 0.50 0.50
5 3 0.98 0.93 0.50 0.50 14 3 1.00 0.66 0.50 0.50
6 1 0.50 0.50 0.50 0.50 14 4 0.52 0.59 0.50 0.50
6 2 0.67 0.50 0.50 0.50 14 5 0.51 0.56 0.50 0.50
7 1 1.00 1.00 1.00 1.00 15 2 0.99 0.89 0.50 0.50
7 2 1.00 1.00 0.50 0.50 15 3 1.00 0.83 0.50 0.50
7 3 1.00 1.00 0.50 0.50 16 1 1.00 0.93 0.50 0.50
7 4 0.60 0.66 0.50 0.50 16 2 0.76 0.87 0.50 0.50
7 5 1.00 1.00 1.00 1.00 16 4 1.00 0.88 0.50 0.50
7 6 0.82 0.66 0.50 0.50 17 1 0.98 0.86 0.50 0.50
7 7 1.00 1.00 0.50 0.50 17 2 1.00 1.00 1.00 1.00
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Sitio Eti BWAS RAP LER MCC Sitio Eti BWAS RAP LER MCC
17 3 0.88 0.93 0.50 0.50 21 5 1.00 0.86 0.50 0.50
17 4 0.99 0.93 0.50 0.50 22 1 0.98 0.96 0.50 0.50
17 5 0.98 0.88 0.50 0.50 22 3 0.99 0.80 0.50 0.50
17 6 0.99 0.82 0.50 0.50 23 1 0.98 0.88 0.50 0.50
17 8 0.99 0.82 0.50 0.50 23 2 1.00 1.00 1.00 1.00
17 9 1.00 0.94 0.50 0.50 23 4 1.00 0.62 0.50 0.50
18 1 1.00 1.00 1.00 1.00 23 5 0.99 0.84 0.50 0.50
18 2 0.99 0.95 0.50 0.50 24 2 0.99 0.93 0.50 0.50
18 3 1.00 1.00 0.50 0.50 24 3 0.92 0.92 0.50 0.50
18 4 0.91 0.91 0.50 0.50 25 2 0.98 0.74 0.50 0.50
19 2 0.98 0.69 0.50 0.50 25 3 1.00 0.91 0.50 0.50
19 3 0.98 0.89 0.50 0.50 25 4 0.99 0.96 0.50 0.50
20 1 0.81 0.78 0.50 0.50 26 2 0.97 0.85 0.50 0.50
20 2 0.74 0.80 0.50 0.50 26 3 0.49 0.79 0.50 0.50
20 3 0.97 0.91 0.50 0.50 27 1 0.98 0.74 0.50 0.50
21 1 1.00 1.00 1.00 1.00 27 2 0.99 0.95 0.50 0.50
21 3 1.00 1.00 1.00 1.00 27 4 0.98 0.91 0.50 0.50
21 4 1.00 0.92 0.50 0.50
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Sitio BWAS
1 0,86
2 0,94
3 0,93
4 0,90
5 0,97
6 0,58
7 0,92
8 0,96
9 0,96
10 0,93
11 0,94
12 0,86
13 0,88
14 0,77
15 0,83
16 0,92
17 0,98
18 0,98
19 0,98
20 0,84
21 1,00
22 0,99
23 0,99
24 0,96
25 0,99
26 0,73
27 0,99
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Site Cla G P KC KN KM PCA NN SVM
1 1 0.92 0.62 0.92 0.95 0.93 0.89 0,89 0.77
1 2 0.96 0.72 0.91 0.91 0.91 0.91 0,96 0.75
1 4 0.99 0.73 0.98 0.99 0.97 0.98 0,99 0.82
2 1 0.99 0.56 0.97 0.99 0.99 0.98 0,98 0.77
2 3 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.88
2 4 0.95 0.50 0.91 0.98 0.94 0.98 1,00 0.79
3 1 0.97 0.98 0.96 0.87 0.95 0.94 0,97 0.85
3 2 0.97 0.99 0.96 0.93 0.98 0.97 0,99 0.89
3 3 0.92 0.77 0.94 0.96 0.94 0.94 0,93 0.74
3 5 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.98
3 6 0.87 0.52 0.72 0.64 0.77 0.79 0,80 0.72
3 7 0.95 0.59 0.95 0.92 0.92 0.96 0,93 0.78
3 8 1.00 1.00 0.94 0.88 1.00 1.00 1,00 0.91
3 9 1.00 1.00 0.97 0.94 0.99 1.00 1,00 0.91
4 1 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
4 2 0.93 0.50 0.86 0.85 0.82 0.77 0,77 0.72
4 4 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
4 5 0.92 0.61 0.88 0.92 0.87 0.83 0,87 0.80
5 1 0.96 0.70 0.98 0.91 0.98 0.97 0,93 0.91
5 3 0.98 0.56 0.98 0.99 0.98 0.99 0,99 0.77
6 1 0.50 0.50 0.50 0.50 0.50 0.50 0,50 0.50
6 2 0.67 0.67 0.67 0.67 0.67 0.67 0,67 0.67
7 1 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
7 2 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.95
7 3 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.89
7 4 0.58 0.39 0.60 0.62 0.61 0.58 0,61 0.70
7 5 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
7 6 0.83 0.48 0.72 0.70 0.74 0.83 0,81 0.68
7 7 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.93
8 1 0.97 0.97 0.90 0.87 0.90 0.97 0,97 0.92
8 2 0.92 0.92 0.92 0.92 0.92 0.92 0,92 0.83
8 3 0.96 0.96 0.96 0.93 0.96 0.96 0,96 0.87
8 4 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
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Site Cla G P KC KN KM PCA NN SVM
9 1 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.93
9 3 0.93 0.79 0.97 0.99 0.96 0.98 0,91 0.79
10 1 0.95 0.60 0.97 0.83 0.94 0.95 0,94 0.74
10 2 0.85 0.56 0.96 0.99 0.96 0.97 0,94 0.72
10 4 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
11 1 0.96 0.50 0.90 0.98 0.94 0.92 0,90 0.87
11 2 0.99 0.50 0.98 0.99 0.99 0.97 0,99 0.76
11 3 0.98 0.60 0.95 0.99 0.96 0.97 0,94 0.87
11 5 0.99 0.62 0.97 0.99 0.99 0.98 0,98 0.81
12 1 0.99 0.84 0.96 0.97 0.95 0.98 0,99 0.89
12 2 0.86 0.64 0.78 0.88 0.77 0.71 0,80 0.81
12 3 0.76 0.58 0.76 0.74 0.76 0.76 1,00 0.65
12 5 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
13 2 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
13 3 0.90 0.57 0.82 0.85 0.89 0.86 0,89 0.76
13 4 0.85 0.66 0.89 0.84 0.90 0.75 0,88 0.77
13 5 0.99 0.64 0.98 0.99 0.98 0.99 0,99 0.79
14 1 0.54 0.51 0.52 0.57 0.53 0.56 0,54 0.60
14 2 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.97
14 3 1.00 1.00 0.97 1.00 1.00 0.98 1,00 0.83
14 4 0.52 0.50 0.52 0.51 0.52 0.52 0,52 0.55
14 5 0.50 0.62 0.52 0.50 0.50 0.51 0,52 0.60
15 2 0.98 0.64 0.95 0.96 0.88 0.99 0,99 0.79
15 3 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.79
16 1 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.96
16 2 0.99 0.55 0.89 0.96 0.94 0.99 0,99 0.78
16 4 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.83
17 1 0.98 0.98 0.98 0.98 0.98 0.98 0,98 0.95
17 2 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
17 3 0.91 0.48 0.90 0.86 0.90 0.89 0,88 0.82
17 4 0.99 0.99 0.99 0.99 0.99 0.99 0,99 0.87
17 5 0.98 0.98 0.98 0.98 0.98 0.97 0,98 0.85
17 6 0.99 0.99 0.98 0.98 0.99 0.99 0,99 0.95
17 8 0.99 0.99 0.98 0.98 0.99 0.99 0,99 0.87
17 9 0.98 0.97 1.00 0.99 1.00 0.99 1,00 0.90
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Site Cla G P KC KN KM PCA NN SVM
18 1 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
18 2 0.98 0.50 0.96 0.99 0.97 0.98 0,99 0.80
18 3 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.83
18 4 0.97 0.59 0.97 0.97 0.97 0.98 0,91 0.74
19 2 0.99 0.53 0.99 0.99 0.99 0.99 0,98 0.72
19 3 0.99 0.65 0.96 0.99 0.96 0.98 0,98 0.90
20 1 0.85 0.57 0.71 0.75 0.72 0.80 0,81 0.85
20 2 0.90 0.50 0.84 0.90 0.86 0.73 0,74 0.77
20 3 0.99 0.72 0.99 1.00 0.99 1.00 0,97 0.96
21 1 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
21 3 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
21 4 1.00 1.00 0.99 1.00 1.00 1.00 1,00 0.95
21 5 1.00 1.00 1.00 1.00 1.00 1.00 1,00 0.84
22 1 0.98 0.95 0.98 0.99 0.98 0.99 0,98 0.97
22 3 0.99 0.56 0.99 0.99 0.99 0.99 0,99 0.75
23 1 0.98 0.51 0.95 1.00 0.97 1.00 0,98 0.96
23 2 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00
23 4 1.00 1.00 0.99 0.99 1.00 1.00 1,00 0.98
23 5 0.99 0.61 0.99 0.99 0.99 0.99 0,99 0.75
24 2 0.98 0.54 0.98 0.99 0.99 0.98 0,98 0.76
24 3 0.96 0.50 0.96 0.99 0.97 0.97 0,95 0.80
25 2 0.98 0.55 0.98 0.98 0.98 0.98 1,00 0.75
25 3 1.00 1.00 1.00 0.95 0.99 1.00 0,99 0.82
25 4 0.99 0.52 0.98 0.99 0.99 0.99 0,98 0.77
26 2 0.98 0.80 0.97 0.98 0.95 0.98 0,49 0.80
26 3 0.51 0.55 0.58 0.50 0.49 0.50 0,99 0.78
27 1 0.98 0.56 0.97 0.98 0.97 0.98 0,99 0.85
27 2 0.99 0.50 0.99 0.99 0.99 0.99 0,98 0.82
27 4 0.98 0.56 0.98 0.99 0.98 0.99 1,00 0.81
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Sitio G P KC KN KM PCA NN SVM
1 0,96 0,69 0,94 0,95 0,94 0,86 0,95 0,78
2 0,98 0,69 0,96 0,99 0,98 0,98 0,99 0,81
3 0,96 0,86 0,93 0,89 0,94 0,95 0,95 0,85
4 0,96 0,78 0,94 0,94 0,92 0,88 0,91 0,88
5 0,97 0,63 0,98 0,95 0,98 0,98 0,96 0,84
6 0,58 0,58 0,58 0,58 0,58 0,58 0,58 0,58
7 0,92 0,84 0,90 0,90 0,91 0,92 0,92 0,88
8 0,96 0,96 0,94 0,93 0,94 0,96 0,96 0,91
9 0,97 0,90 0,98 0,99 0,98 0,97 0,96 0,86
10 0,93 0,72 0,97 0,94 0,96 0,90 0,96 0,82
11 0,98 0,55 0,95 0,99 0,97 0,96 0,95 0,83
12 0,90 0,76 0,87 0,90 0,87 0,86 0,94 0,84
13 0,93 0,72 0,92 0,92 0,94 0,88 0,94 0,83
14 0,71 0,73 0,71 0,72 0,71 0,72 0,72 0,71
15 0,99 0,82 0,98 0,98 0,94 0,99 0,99 0,79
16 1,00 0,85 0,96 0,99 0,98 1,00 1,00 0,86
17 0,98 0,92 0,98 0,97 0,98 0,98 0,98 0,90
18 0,99 0,77 0,98 0,99 0,98 0,99 0,98 0,84
19 0,99 0,59 0,97 0,99 0,98 0,98 0,98 0,81
20 0,91 0,60 0,85 0,88 0,86 0,83 0,84 0,86
21 1,00 1,00 1,00 1,00 1,00 1,00 1,00 0,95
22 0,99 0,75 0,98 0,99 0,99 0,99 0,98 0,86
23 0,99 0,78 0,98 1,00 0,99 1,00 0,99 0,92
24 0,97 0,52 0,97 0,99 0,98 0,98 0,97 0,78
25 0,99 0,69 0,98 0,97 0,98 0,99 0,99 0,78
26 0,74 0,68 0,77 0,74 0,72 0,73 0,74 0,79
27 0,98 0,54 0,98 0,99 0,98 0,98 0,99 0,83
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A.5. MAVE
Site Cla M-G M-P M-KC M-K M-KM M-PCA M-NN M-SVM
1 1 0.99 0.68 0.99 0.99 0.98 0.89 0.86 0.96
1 2 0.97 0.82 0.96 0.96 0.96 0.91 0.74 0.94
1 4 0.99 0.84 0.99 0.99 0.99 0.98 0.98 0.97
2 1 0.99 0.85 0.99 0.99 0.99 0.98 0.98 0.66
2 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.97
2 4 0.94 0.50 0.91 0.98 0.91 0.98 0.85 1.00
3 1 0.96 0.98 0.96 0.89 0.96 0.94 0.98 0.95
3 2 0.97 0.98 0.96 0.94 0.97 0.98 0.99 0.96
3 3 0.94 0.83 0.91 0.96 0.92 0.94 0.95 0.99
3 5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99
3 6 0.87 0.61 0.80 0.68 0.75 0.79 0.67 0.81
3 7 0.96 0.59 0.96 0.96 0.93 0.96 0.86 0.98
3 8 0.92 1.00 1.00 1.00 1.00 1.00 1.00 1.00
3 9 1.00 1.00 0.97 0.95 0.99 1.00 1.00 0.99
4 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
4 2 0.95 0.53 0.93 0.93 0.95 0.77 0.77 0.76
4 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
4 5 0.91 0.69 0.92 0.93 0.91 0.83 0.82 0.97
5 1 0.96 0.70 0.96 1.00 0.98 0.97 0.95 0.99
5 3 0.99 0.64 0.99 0.99 0.98 0.99 0.98 0.80
6 1 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.33
6 2 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.46
7 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
7 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99
7 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99
7 4 0.61 0.48 0.63 0.63 0.66 0.58 0.60 0.69
7 5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
7 6 0.83 0.50 0.76 0.71 0.74 0.83 0.82 0.92
7 7 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
8 1 0.98 0.98 0.94 0.94 0.94 0.97 0.97 0.92
8 2 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.87
8 3 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.93
8 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
9 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98
9 3 0.95 0.83 0.97 0.99 0.97 0.98 0.91 0.96
10 1 0.98 0.71 0.99 1.00 0.98 0.95 0.90 0.85
10 2 0.85 0.65 0.96 1.00 0.91 0.97 0.88 0.96
10 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
11 1 0.96 0.50 0.88 0.98 0.94 0.92 0.85 1.00
11 2 0.99 0.53 0.99 0.99 0.99 0.97 0.99 0.87
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Site Cla M-G M-P M-KC M-KN M-KM M-PCA M-NN M-SVM
11 3 0.98 0.67 0.94 0.99 0.96 0.97 0.96 1.00
11 5 0.99 0.71 0.99 0.99 0.98 0.98 0.96 0.98
12 1 0.99 0.88 0.98 0.99 0.99 0.98 0.99 0.98
12 2 0.91 0.70 0.93 0.93 0.92 0.71 0.71 0.94
12 3 0.83 0.71 0.83 0.82 0.83 0.76 0.76 0.82
12 5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
13 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
13 3 0.99 0.69 0.99 0.99 0.99 0.86 0.83 0.93
13 4 0.97 0.82 0.97 0.97 0.97 0.75 0.72 0.93
13 5 0.99 0.77 0.99 0.99 0.99 0.99 0.98 0.94
14 1 0.63 0.60 0.62 0.63 0.62 0.56 0.56 0.63
14 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
14 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
14 4 0.64 0.54 0.64 0.64 0.64 0.52 0.52 0.64
14 5 0.60 0.67 0.60 0.60 0.59 0.51 0.51 0.70
15 2 0.99 0.74 0.98 0.99 0.99 0.99 0.99 0.78
15 3 0.97 1.00 1.00 1.00 1.00 1.00 1.00 0.99
16 1 1.00 0.99 1.00 1.00 1.00 1.00 1.00 0.99
16 2 0.99 0.62 0.93 0.99 0.99 0.99 0.76 0.86
16 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99
17 1 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.96
17 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
17 3 0.92 0.55 0.90 0.86 0.90 0.89 0.88 0.92
17 4 1.00 1.00 1.00 1.00 1.00 0.99 0.99 1.00
17 5 0.98 0.94 0.98 0.98 0.98 0.97 0.98 0.92
17 6 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.97
17 8 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.98
17 9 0.97 0.99 1.00 0.99 1.00 1.00 1.00 0.94
18 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
18 2 0.98 0.59 0.96 0.99 0.97 0.98 0.99 0.96
18 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
18 4 0.98 0.63 0.97 0.98 0.98 0.98 0.91 0.88
19 2 0.99 0.69 0.99 0.99 0.99 0.99 0.98 0.71
19 3 0.99 0.76 0.98 1.00 0.99 0.98 0.98 1.00
20 1 0.98 0.65 0.92 0.93 0.92 0.80 0.81 0.96
20 2 0.95 0.53 0.95 0.96 0.95 0.73 0.74 0.95
20 3 0.99 0.80 0.98 1.00 0.99 1.00 0.97 1.00
21 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
21 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
21 4 1.00 1.00 1.00 1.00 0.99 1.00 1.00 0.98
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Site Cla M-G M-P M-KC M-KN M-KM M-PCA M-NN M-SVM
21 5 0.98 1.00 1.00 1.00 1.00 1.00 1.00 0.98
22 1 0.98 0.95 0.98 0.99 0.99 0.99 0.98 1.00
22 3 0.99 0.64 0.99 0.99 0.99 0.99 0.99 0.77
23 1 0.98 0.53 0.95 1.00 0.97 1.00 0.98 1.00
23 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
23 4 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00
23 5 0.99 0.70 0.99 0.99 0.99 0.99 0.99 0.64
24 2 0.99 0.58 0.99 0.98 0.99 0.98 0.99 0.75
24 3 0.97 0.52 0.95 0.99 0.97 0.97 0.92 0.99
25 2 0.98 0.62 0.97 0.98 0.98 0.98 0.98 0.87
25 3 1.00 1.00 1.00 0.97 0.99 1.00 1.00 0.98
25 4 0.99 0.52 0.98 0.99 0.99 0.99 0.99 0.95
26 2 0.98 0.85 0.98 0.98 0.98 0.98 0.97 0.94
26 3 0.99 0.69 0.99 0.99 0.99 0.50 0.49 0.93
27 1 0.98 0.54 0.97 0.98 0.99 0.98 0.98 0.99
27 2 0.99 0.50 0.99 0.99 0.99 0.99 0.99 0.89
27 4 0.98 0.67 0.97 0.98 0.99 0.99 0.98 0.99
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Sitio M-G M-P M-KC M-KNN M-KM M-PCA M-NN M-SVM
1 0,98 0,78 0,98 0,98 0,98 0,93 0,86 0,80
2 0,98 0,78 0,97 0,99 0,97 0,99 0,94 0,82
3 0,95 0,87 0,94 0,92 0,94 0,95 0,93 0,86
4 0,96 0,80 0,96 0,97 0,96 0,90 0,90 0,89
5 0,97 0,67 0,97 0,99 0,98 0,98 0,97 0,85
6 0,58 0,58 0,58 0,58 0,58 0,58 0,58 0,57
7 0,92 0,85 0,91 0,91 0,91 0,91 0,92 0,88
8 0,96 0,96 0,95 0,95 0,95 0,96 0,96 0,91
9 0,97 0,91 0,98 0,99 0,98 0,99 0,96 0,88
10 0,95 0,79 0,98 1,00 0,96 0,97 0,93 0,84
11 0,98 0,60 0,95 0,99 0,97 0,96 0,94 0,84
12 0,93 0,82 0,93 0,94 0,93 0,86 0,86 0,87
13 0,99 0,82 0,99 0,99 0,99 0,90 0,88 0,85
14 0,77 0,76 0,77 0,77 0,77 0,72 0,72 0,74
15 0,98 0,87 0,99 0,99 0,99 0,99 0,99 0,82
16 1,00 0,87 0,98 1,00 1,00 1,00 0,92 0,84
17 1,01 0,96 1,01 1,00 1,01 0,98 0,98 0,92
18 0,99 0,80 0,98 0,99 0,99 0,99 0,98 0,89
19 0,99 0,72 0,99 0,99 0,99 0,98 0,98 0,83
20 0,97 0,66 0,95 0,96 0,96 0,84 0,84 0,88
21 1,00 1,00 1,00 1,00 1,00 1,00 1,00 0,95
22 0,99 0,79 0,99 0,99 0,99 0,99 0,99 0,86
23 0,99 0,81 0,98 1,00 0,99 1,00 0,99 0,92
24 0,98 0,55 0,97 0,99 0,98 0,98 0,96 0,79
25 0,99 0,71 0,98 0,98 0,99 0,99 0,99 0,80
26 0,99 0,77 0,99 0,99 0,99 0,74 0,73 0,83
27 0,98 0,57 0,98 0,98 0,99 0,99 0,99 0,84
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