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GLOBAL STABILITY OF THE RAREFACTION WAVE OF THE
VLASOV-POISSON-BOLTZMANN SYSTEM
RENJUN DUAN AND SHUANGQIAN LIU
Abstract. This paper is devoted to the study of the nonlinear stability of the rarefaction waves of
the Vlasov-Poisson-Boltzmann system with slab symmetry in the case where the electron background
density satisfies an analogue of the Boltzmann relation. We allows that the electric potential may
take distinct constant states at both far-fields. The rarefaction wave whose strength is not necessarily
small is constructed through the quasineutral Euler equations coming from the zero-order fluid dynamic
approximation of the kinetic system. We prove that the local Maxwellian with macroscopic quantities
determined by the quasineutral rarefaction wave is time-asymptotically stable under small perturbations
for the corresponding Cauchy problem on the Vlasov-Poisson-Boltzmann system. The main analytical
tool is the combination of techniques we developed in [10] for the viscous compressible fluid with the
self-consistent electric field and the reciprocal energy method based on the macro-micro decomposition
of the Boltzmann equation around a local Maxwellian. Both the time decay property of the rarefaction
waves and the structure of the Poisson equation play a key role in the analysis.
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1. Introduction
1.1. Problem. There recently has been some progress on the nonlinear stability of three basic wave
patterns for the Boltzmann equation with slab symmetry for the shock, rarefaction wave and contact
discontinuity, respectively, cf. [67, 41, 34], for instance. However, for the Boltzmann equation with forces
(cf. [9, 24, 47, 63]), to the best of our knowledge, there are few results on the same issue. In this paper,
we will study the time-asymptotic stability of the rarefaction wave for the Boltzmann equation with a
self-consistent potential force on the line.
In the absence of the magnetic field, the dynamics of ions in a collisional plasma with slab symmetry
can be described by the following one-species Vlasov-Poisson-Boltzmann (VPB for short in the sequel)
system (cf. [36, Chapter 6.6]):
∂tF + ξ1∂xF − ∂xφ∂ξ1F = Q(F, F ),
−∂2xφ = ρ− ρe(φ), ρ =
∫
R3
F dξ.
(1.1)
Here F = F (t, x, ξ) ≥ 0 stands for the density distribution function of the only ions particles which have
position x ∈ R and velocity ξ = (ξ1, ξ2, ξ3) ∈ R3 at time t ≥ 0. The slab symmetry with respect to the first
coordinate in the spatial domain R3 has been assumed. The self-consistent electric potential φ = φ(t, x)
is induced by the total charges through the Poisson equation. Q(F, F ) is the binary Boltzmann collision
term whose explicit formula will be given later on, and collisions by ions with other particles are ignored.
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The system (1.1) is supplemented with initial data
F (0, x, ξ) = F0(x, ξ), (1.2)
and with boundary data at far fields
lim
x→±∞
F0(x, ξ) = M[ρ±,u±,θ±](ξ), u± = [u1±, 0, 0], (1.3)
and
lim
x→±∞
φ(t, x) = φ±, (1.4)
satisfying the quasineutral assumption
ρ± = ρe(φ±). (1.5)
Here [ρ±, u±, θ±] and φ± are assumed to be constant states, and M[ρ±,u±,θ±](ξ) are global Maxwellians
defined in terms of (1.10). Note that φ± and ρ± can be distinct.
The density ρe = ρe(φ) of electrons in (1.1) depends only on the potential in the sense of an analogue
of the so-called Boltzmann relation, cf. [7]. Specifically, through the paper we suppose that
(A): ρe(φ) : (φm, φM )→ (ρm, ρM ) is a positive smooth function with
ρm = inf
φm<φ<φM
ρe(φ), ρM = sup
φm<φ<φM
ρe(φ),
satisfying the following three assumptions:
(A1) ρe(0) = 1 with 0 ∈ (φm, φM );
(A2) ρe(φ) > 0, ρ′e(φ) > 0 for each φ ∈ (φm, φM );
(A3) ρe(φ)ρ′′e (φ) ≤ [ρ′e(φ)]2 for each φ ∈ (φm, φM ).
Since the electric potential in (1.1) can be up to an arbitrary constant, the assumption (A1) just means
that the electron density has been normalized to be unit when the potential is zero. The other two
assumptions (A2) and (A3) assert that the pressure Pφ(ρ) generated by the potential force under the
quasineutral assumption ρ = ρe(φ) is a positive, increasing and convex function of ρ ∈ (ρm, ρM ); it is to
be further clarified later on, see (1.24). A typical example satisfying (A) takes the form of
ρe(φ) =
[
1 +
γe − 1
γe
φ
Ae
] 1
γe−1
, φm = − γe
γe − 1Ae, φM = +∞, (1.6)
with γe ≥ 1 and Ae > 0 being constants. Note that ρe(φ) → e
φ
Ae and φm → −∞ as γe → 1+, which
corresponds to the classical Boltzmann relation. Formally, (1.6) can be deduced from the momentum
equation of the isentropic Euler-Poisson system for the fluid of electrons with the adiabatic exponent γe
under the zero-limit of electron mass, namely, ∂x (Aeρ
γe
e ) = ρe∂xφ.
The Boltzmann collision operator Q(·, ·) in (1.1) is assumed to be for the hard sphere model (cf. [3, 5]),
taking the following non-symmetric form
Q(H1, H2) =
∫
R3×S2+
|(ξ − ξ∗) · ω| [H1(ξ′∗)H2(ξ′)−H1(ξ∗)H2(ξ)] dξ∗dω
=Qgain(H1, H2)−Qloss(H1, H2),
(1.7)
where S2+ = {ω ∈ S2 : (ξ − ξ∗) · ω ≥ 0}, and (ξ, ξ∗) and (ξ′, ξ′∗) denote velocities of two particles before
and after an elastic collision, respectively, satisfying
ξ′ = ξ − [(ξ − ξ∗) · ω]ω, ξ′∗ = ξ∗ + [(ξ − ξ∗) · ω]ω, (1.8)
in terms of the conservations of momentum and energy
ξ + ξ∗ = ξ′ + ξ′∗, |ξ|2 + |ξ∗|2 = |ξ′|2 + |ξ′∗|2.
Note that |ξ − ξ∗| = |ξ′ − ξ′∗| holds true.
In the paper, we are interested in the large time asymptotics toward the rarefaction wave of solu-
tions to the Cauchy problem on the VPB system (1.1), (1.2), (1.3), (1.4), (1.5). Precisely, we will show
that the local Maxwellian M[ρr(t,x),ur(t,x),θr(t,x)](ξ), where [ρ
r(t, x), ur(t, x), θr(t, x)] is a smooth rarefac-
tion wave of the macroscopic quasineutral compressible Euler equations with the same far-field data
[ρ±, u±, θ±] as given in (1.3), is stable globally in time in a suitable Sobolev space under small perturba-
tions, and further show that the solution F (t, x, ξ) to the Cauchy problem converges in large time in a
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velocity-exponential weighted L∞x L
2
ξ norm toward the local Maxwellian M[ρR(x/t),uR(x/t),θR(x/t)](ξ) with[
ρR(x/t), uR(x/t), θR(x/t)
]
being the centred rarefaction wave of the corresponding Riemann problem
and the electric potential φ(t, x) converges in large time in L∞x norm toward ρ
−1
e (ρ
R(x/t)).
1.2. Macro-micro decomposition around local Maxwellians. As in [40], letting F (t, x, ξ) be the
solution to the VPB system (1.1), one can decompose it into the summation of the macroscopic (or fluid)
part represented by the local Maxwellian M = M(t, x, ξ) = M[ρ(t,x),u(t,x),θ(t,x)](ξ), and the microscopic
(or kinetic) part denoted by G = G(t, x, ξ) as
F (t, x, ξ) = M(t, x, ξ) +G(t, x, ξ). (1.9)
Here, M(t, x, ξ) is defined by the solution F (t, x, ξ) of the VPB system (1.1) through the five fluid
quantities, i.e., the mass density ρ(t, x), momentum density m(t, x) = ρ(t, x)u(t, x), and the energy
density E(t, x) + 12 |u(t, x)|2, given by
ρ(t, x) ≡
∫
R3
F (t, x, ξ) dξ,
ρ(t, x)ui(t, x) ≡
∫
R3
ψi(ξ)F (t, x, ξ) dξ, i = 1, 2, 3,[
ρ
(
E(t, x) + 1
2
|u(t, x)|2
)]
≡
∫
R3
ψ4(ξ)F (t, x, ξ) dξ,
in the form of
M[ρ(t,x),u(t,x),θ(t,x)](ξ) ≡ ρ(t, x)
(2πRθ(t, x))
3
2
exp
(
−|ξ − u(t, x)|
2
2Rθ(t, x)
)
, (1.10)
where θ(t, x) is the temperature which is related to the internal energy E(t, x) by E = 32Rθ = θ with
the gas constant R chosen to be 23 for convenience, and u(t, x) = [u1(t, x), u2(t, x), u3(t, x)] is the fluid
velocity in R3. Also, ψi, i = 0, 1, 2, 3, 4, are the five collision invariants
ψ0 = 1, ψi = ξi (i = 1, 2, 3), ψ4 =
1
2
|ξ|2,
satisfying ∫
R3
ψiQ(F, F ) dξ = 0 for i = 0, 1, 2, 3, 4. (1.11)
For any given Maxwellian M̂ = M[ρ̂,û,θ̂], we define an inner product in ξ ∈ R3 as
〈f, g〉
M̂
≡
∫
R3
f(ξ)g(ξ)
M̂
dξ,
for two functions f and g such that the integral on the right is well defined.
Using the above inner product with respect to the Maxwellian M̂, the following five functions spanning
the macroscopic subspace, are mutually orthogonal:
χM̂0
(
ξ; ρ̂, û, θ̂
)
≡ 1√
ρ̂
M̂,
χM̂i
(
ξ; ρ̂, û, θ̂
)
≡ ξi − ûi√
Rρ̂ θ̂
M̂, i = 1, 2, 3,
χM̂4
(
ξ; ρ̂, û, θ̂
)
≡ 1√
6ρ̂
( |ξ − û|2
Rθ̂
− 3
)
M̂,
〈
χM̂i , χ
M̂
j
〉
M̂
= δij , for i, j = 0, 1, 2, 3, 4,
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where δij is the Kronecker delta. With the above orthonormal set, the macroscopic projection P
M̂
0 and
the microscopic projection PM̂1 can be defined asP
M̂
0 h ≡
4∑
j=0
〈
h, χM̂j
〉
M̂
χM̂j ,
PM̂1 h ≡ h−PM̂0 h.
Notice that the operators PM̂0 and P
M̂
1 are orthogonal (and thus self-adjoint) projections with respect to
the inner product 〈·, ·〉
M̂
, i.e.
PM̂0 P
M̂
0 = P
M̂
0 , P
M̂
1 P
M̂
1 = P
M̂
1 , P
M̂
0 P
M̂
1 = P
M̂
1 P
M̂
0 = 0.
Moreover, it is straightforward to check that〈
PM̂0 h,P
M̂
1 h
〉
M̂
=
〈
PM̂0 h,P
M̂
1 h
〉
M̂
= 0
holds true for any two Maxwellians M̂ and M̂.
Using notations above, the solution F (t, x, ξ) of (1.1) satisfies
PM0 F = M, P
M
1 F = G.
By the macro-micro decomposition, the Boltzmann equation in (1.1) can be rewritten as
∂t(M+G) + ξ1∂x(M+G)− ∂xφ∂ξ1(M +G) = LMG+Q(G,G), (1.12)
where
LMG = Q(G,M) +Q(M,G)
is the linearized Boltzmann collision operator around the local Maxwellian M.
Applying PM0 and P
M
1 to (1.12), one has
∂tM+P
M
0 (ξ1∂xM) +P
M
0 (ξ1∂xG)− ∂xφ∂ξ1M = 0,
and
∂tG+P
M
1 (ξ1∂xM) +P
M
1 (ξ1∂xG)− ∂xφ∂ξ1G = LMG+Q(G,G), (1.13)
respectively. Notice that (1.13) further implies
G = L−1
M
(
PM1 (ξ1∂xM)
)
+Θ, (1.14)
with
Θ = L−1
M
[
∂tG+P
M
1 (ξ1∂xG)− ∂xφ∂ξ1G
]− L−1
M
[Q(G,G)]. (1.15)
1.3. Macroscopic balance laws. Now, due to (1.11), from∫
R3
ψi (∂tF + ξ1∂xF − ∂xφ∂ξ1F ) dξ = 0, i = 0, 1, 2, 3, 4,
the system of macroscopic moments takes the following form
∂tρ+ ∂x(ρu1) = 0,
∂t(ρu1) + ∂x(ρu
2
1) + ∂xP + ρ∂xφ = −
∫
R3
ξ21∂xG dξ,
∂t(ρui) + ∂x(ρu1ui) = −
∫
R3
ξiξ1∂xG dξ, i = 2, 3,
∂t
[
ρ
(
E + 1
2
|u|2
)]
+ ∂x
[
u1
(
ρ
(
E + 1
2
|u|2
)
+ P
)]
+ ρu1∂xφ = −1
2
∫
R3
|ξ|2ξ1∂xG dξ.
(1.16)
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Furthermore, by substituting (1.14), the above Euler-type system (1.16) together with the Poisson equa-
tion in (1.1) lead to the following fluid-type system in the Navier-Stokes-Poisson form (cf. [10]):
∂tρ+ ∂x(ρu1) = 0,
∂tu1 + u1∂xu1 +
∂xP
ρ
+ ∂xφ =
3
ρ
∂x (µ(θ)∂xu1)− 1
ρ
∫
R3
ξ21∂xΘ dξ,
∂tui + u1∂xui =
1
ρ
∂x (µ(θ)∂xui)− 1
ρ
∫
R3
ξ1ξi∂xΘ dξ, i = 2, 3,
∂t
(
E + 1
2
|u|2
)
+ u1∂x
(
E + 1
2
|u|2
)
+
∂x(Pu1)
ρ
+ u1∂xφ
=
1
ρ
∂x (κ(θ)∂xθ) +
3
ρ
∂x (µ(θ)u1∂xu1) +
1
ρ
3∑
i=2
∂x (µ(θ)ui∂xui)− 1
2ρ
∫
R3
|ξ|2ξ1∂xΘ dξ,
− ∂2xφ = ρ− ρe(φ).
(1.17)
Note that system (1.17) is unclosed since Θ depends on the unknown function G. Here and in the sequel,
P =
2
3
ρE = 2
3
ρθ
is the pressure for the monatomic gas, and the viscosity coefficient µ(θ) and the heat conductivity coef-
ficient κ(θ), both depending only on θ, are represented by
µ(θ) = − 1
2θ
∫
R3
ξ21L
−1
M[1,u,θ]
(
ξ21M[1,u,θ]
)
dξ
= − 3
2θ
∫
R3
ξ1ξiL
−1
M[1,u,θ]
(
ξ1ξiM[1,u,θ]
)
dξ > 0, i = 2, 3,
κ(θ) = − 3
8θ2
∫
R3
|ξ − u|2ξiL−1M[1,u,θ]
(|ξ − u|2ξiM[1,u,θ]) dξ > 0, i = 1, 2, 3.
(1.18)
For completeness, we will deduce the above formulas in the appendix, see also [20, 52].
Recalling E = θ, the energy equation in (1.17) can be reduced to
∂tθ + u1∂xθ +
P∂xu1
ρ
=
1
ρ
∂x (κ(θ)∂xθ) +
3
ρ
µ(θ)(∂xu1)
2
+
3∑
i=2
1
ρ
µ(θ)(∂xui)
2 − 1
ρ
∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂xΘ dξ.
(1.19)
For later use, as in [40], for given ρ and θ, we also define a corresponding entropy quantity S as
S
def
= −2
3
ln ρ+ ln
(
4
3
πθ
)
+ 1, (1.20)
and deduce from the first equation of (1.17) together with (1.19) that S satisfies
∂tS + u1∂xS =
1
ρθ
∂x (κ(θ)∂xθ) +
3
ρθ
µ(θ)(∂xu1)
2
+
3∑
i=2
1
ρθ
µ(θ)(∂xui)
2 − 1
ρθ
∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂xΘ dξ.
Notice that from (1.20), we have
θ =
3
2
keSρ2/3
with the constant k given by k
def
= 12pie , so that the pressure can be written as
P =
2
3
ρθ = keSρ5/3.
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Therefore, whenever P is regarded as a function v = 1/ρ > 0 and S given by P = keSv−5/3, not only
P is convex in both v and S but also P is uniformly convex in [v, S]. Similarly, it is also the case for
θ = 32ke
Sv−2/3. We also remark that v, θ, P and S obey the second law of thermodynamics
θ dS = dθ + P dv,
implying that any two thermodynamical quantities among v, θ, P and S can uniquely determine all the
other ones.
1.4. Quasineutral Euler equations and rarefaction waves. In order to study the large time behavior
of the solution [F (t, x, ξ), φ(t, x)] to the Cauchy problem (1.1), (1.2), (1.3), (1.4), (1.5) on the VPB
system, we expect that the density distribution function F (t, x, ξ) tends time-asymptotically to the local
Maxwellian M[ρR,uR,θR](x/t)(ξ), where
[
ρR, uR, θR
]
(x/t) with uR(x/t) =
[
uR1 (x/t), 0, 0
]
is defined to be
the centre-rarefaction wave solution to the Riemann problem on the macroscopic quasineutral Euler
system 
∂tρ+ ρ∂xu1 + u1∂xρ = 0,
∂tu1 + u1∂xu1 +
∂xP
ρ
+ ∂xφ = 0,
∂tθ + u1∂xθ +
P∂xu1
ρ
= 0,
ρ = ρe(φ),
(1.21)
with Riemann initial data given by
[ρ, u1, θ](0, x) =
[
ρR0 , u
R
1,0, θ
R
0
]
(x)
def
=
{
[ρ−, u1−, θ−], x < 0,
[ρ+, u1+, θ+], x > 0.
(1.22)
Here we recall P = 23ρθ. Due to assumptions (A1) and (A2), ρ−1e (·) exists and the quasineutral equation
ρ = ρe(φ) implies φ = ρ
−1
e (ρ), so that the electric potential φ(t, x) to the Cauchy problem (1.1), (1.2),
(1.3), (1.4), (1.5) correspondingly tends time-asymptotically to
φR
(x
t
)
def
= ρ−1e
(
ρR
(x
t
))
.
The rarefaction wave
[
ρR, uR1 , θ
R
]
(x/t) can be constructed as follows. Recalling (1.20), system (1.21)
can be rewritten in terms of [ρ, u1, S] as
∂tρ+ ρ∂xu1 + u1∂xρ = 0,
∂tu1 + u1∂xu1 +
∂xP
ρ
+ ∂xρ
−1
e (ρ) = 0,
∂tS + u1∂xS = 0,
(1.23)
with P = keSρ5/3. We define
Pφ(ρ) =
∫ ρ ̺
ρ′e(ρ
−1
e (̺))
d̺,
which is called the pressure generated by the potential force such that ∂xP
φ(ρ) = ρ∂xφ under the
quasineutral assumption ρ = ρe(φ). It is straightforward to check
∂ρP
φ(ρ) =
ρe(φ)
ρ′e(φ)
, ∂2ρP
φ(ρ) =
[ρ′e(φ)]
2 − ρe(φ)ρ′′e (φ)
[ρ′e(φ)]3
,
with φ = ρ−1e (ρ) on the right. Notice that due to the assumptions (A2) and (A3), one has
∂ρP
φ(ρ) > 0, ∂2ρP
φ(ρ) ≥ 0, (1.24)
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for each ρ ∈ (ρm, ρM ). The quasineutral Euler system (1.23) has three characteristics
λ1 = λ1(ρ, u1, S) ≡ u1 −
√
∂ρP (ρ, S) + ∂ρPφ(ρ),
λ2 = λ2(ρ, u1, S) ≡ u1,
λ3 = λ3(ρ, u1, S) ≡ u1 +
√
∂ρP (ρ, S) + ∂ρPφ(ρ).
(1.25)
In terms of two Riemann invariants of the third eigenvalue λ3(ρ, u1, S), regarding the original quasineutral
Euler system (1.21) of variables [ρ, u1, θ], we define the set of right constant states [ρ+, u1+, θ+] to which
a given left constant state [ρ−, u1−, θ−] with ρ− > 0 and θ− > 0 is connected through the 3-rarefaction
wave to be
R3(ρ−, u1−, θ−) ≡
{
[ρ, u1, θ] ∈ R+ × R× R+
∣∣∣ ρ2/3
θ
=
ρ
2/3
−
θ−
,
u1 − u1− =
∫ ρ
ρ−
√
∂ρP (̺, Si) + ∂ρPφ(̺)
̺
d̺, ρ > ρ−, u1 > u1−
}
. (1.26)
Here and in the sequel Si
def
= − 23 ln ρ− + ln(43πθ−) + 1 is a constant. Noticing P (ρ, Si) = Aiρ5/3 with
Ai
def
= keSi , one can also write
∂ρP (ρ, Si) + ∂ρP
φ(ρ) =
5
3
Aiρ
2
3 + ρ
(
d
dρ
(ρ−1e )
)
(ρ).
Throughout the paper, without loss of generality, we consider only the 3-rarefaction wave, and the case
for the 1-rarefaction wave can be treated in a similar way. Now, letting [ρ+, u1+, θ+] ∈ R3(ρ−, u1−, θ−),
the Riemann problem (1.21), (1.22) admits a self-similar solution, the 3-rarefaction wave
[
ρR, uR1 , θ
R
]
(z)
with z = x/t ∈ R, explicitly defined by
λ3
(
ρR(z), uR1 (z), Si
)
=

λ3(ρ−, u1−, Si) for z < λ3(ρ−, u1−, Si),
z for λ3(ρ−, u1−, Si) ≤ z ≤ λ3(ρ+, u1+, Si),
λ3(ρ+, u1+, Si) for z > λ3(ρ+, u1+, Si),
uR1 (z)− u1− =
∫ ρR(z)
ρ−
√
5
3
Ai̺−
4
3 + ̺−1
(
d
dρ
(ρ−1e )
)
(̺) d̺,
θR(z) = 32Ai(ρ
R(z))2/3.
(1.27)
Notice SR(z) ≡ Si for SR(z) def= − 23 ln ρR(z) + ln(43πθR(z)) + 1.
In order to justify the long-time asymptotic behavior of the solution [F (t, x, ξ), φ(t, x)] to the Cauchy
problem on the VPB system to the profile
[
M[ρR,uR,θR](x/t)(ξ), φ
R(x/t)
]
, it is a usual way to deal with
the stability analysis of its smooth approximation
[
M[ρr,ur ,θr](t,x)(ξ), φ
r(t, x)
]
in the framework of small
perturbations, where corresponding to (1.27), the smooth rarefaction wave [ρr, ur, θr](t, x) and φr(t, x)
with ur(t, x) = [ur1(t, x), 0, 0] are defined by
λ3(ρ
r(t, x), ur1(t, x), Si) = w(t, x),
ur1(t, x)− u1− =
∫ ρr(t,x)
ρ−
√
5
3
Ai̺−
4
3 + ̺−1
(
d
dρ
(ρ−1e )
)
(̺) d̺,
θr(t, x) = 32Ai(ρ
r(t, x))2/3, φr(t, x) = ρ−1e (ρ
r(t, x)),
lim
x→±∞
[ρr, ur1, θ
r](t, x) = [ρ±, u1±, θ±], [ρ+, u1+, θ+] ∈ R3(ρ−, u1−, θ−),
(1.28)
with w = w(t, x) being the solution to the Burgers’ equation ∂tw + w∂xw = 0,w(0, x) = w0(x) def= 12 (w+ + w−) + 12 (w+ − w−) tanh(ǫx), w± def= λ3(ρ±, u1±, Si). (1.29)
Here ǫ > 0 is a constant to be chosen later on.
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1.5. The main result. We first introduce some notations. LetM∗ = M∗(ξ) = M[ρ∗,u∗,θ∗](ξ) be a global
Maxwellian such that the constant state [ρ∗, u∗, θ∗] with u∗ = [u1∗, 0, 0] satisfies
1
2 sup
(t,x)∈R+×R
θr(t, x) < θ∗ < inf
(t,x)∈R+×R
θr(t, x),
sup
(t,x)∈R+×R
{|ρr(t, x) − ρ∗|+ |ur(t, x)− u∗|+ |θr(t, x)− θ∗|} < η0, (1.30)
for a constant η0 > 0 which is not necessarily small. We say g ∈ L2ξ
(
1√
M∗(ξ)
)
if g√
M∗(ξ)
∈ L2ξ. For
given T ∈ (0,+∞], we define the solution space
E˜([0, T ]) =
{
h(t, x, ξ)
∣∣∣∣ ∂α∂βh(t, x, ξ)√M∗(ξ) ∈ C ([0, T ];L2x,ξ(R× R3)) for |α|+ |β| ≤ 2
}
,
associated with the norm E˜T (·) defined by
E˜T (h) ≡ sup
0≤t≤T
∑
|α|+|β|≤2
∫
R×R3
∣∣∂α∂βh(t, x, ξ)∣∣2
M∗
dxdξ,
where ∂α∂β = ∂α0t ∂
α1
x ∂
β
ξ , ∂
β
ξ = ∂
β1
ξ1
∂β2ξ2 ∂
β3
ξ3
, and |α| = α0 + α1, |β| = β1 + β2 + β3. For conveniences later
on, we also use the similar notation ∂α
′
∂β
′
= ∂
α′0
t ∂
α′1
x ∂
β′1
ξ1
∂
β′2
ξ2
∂
β′3
ξ3
with |α′| = α′0+α′1 and |β| = β′1+β′2+β′3.
The main result of the paper is stated as follows.
Theorem 1.1. Assume that [ρ+, u1+, θ+] ∈ R3(ρ−, u1−, θ−), ρ± = ρe(φ±) with φ± ∈ (φm, φM ), and the
function ρe(·) satisfies the assumption (A). Let δr = |ρ+ − ρ−| + |u1+ − u1−| + |θ+ − θ−| be the wave
strength which is not necessarily small. There are constants ǫ0 > 0, 0 < σ0 < 1/3 and C0 > 0, which
may depend on δr and η0, such that if F0(x, ξ) ≥ 0 and∑
|α|+|β|≤2
∥∥∂α∂β (F0(x, ξ)−M[ρr,ur ,θr](0,x)(ξ))∥∥2L2x(L2ξ( 1√M∗(ξ))) + ǫ ≤ ǫ20, (1.31)
where ǫ > 0 is the parameter appearing in (2.1), then the Cauchy problem (1.1), (1.2), (1.3), (1.4) of the
VPB system admits a unique global solution [F (t, x, ξ), φ(t, x)] satisfying F (t, x, ξ) ≥ 0 and
sup
t≥0
∑
|α|+|β|≤2
∥∥∂α∂β (F (t, x, ξ)−M[ρr,ur ,θr](t,x)(ξ))∥∥2L2x(L2ξ( 1√
M∗(ξ)
))
+ sup
t≥0
∑
|α|≤2
∥∥∂α (φ(t, x)− ρ−1e (ρr(t, x)))∥∥2H1 ≤ C0ǫ2σ00 . (1.32)
Moreover, it holds that
sup
t→+∞
sup
x∈R
{∥∥F (t, x, ξ) −M[ρR,uR,θR](x/t)(ξ)∥∥
L2
ξ
(
1√
M∗(ξ)
) + ∣∣φ(t, x) − ρ−1e (ρR(x/t))∣∣
}
= 0. (1.33)
We remark that in (1.31), all the time derivatives are understood to be the limit as t → 0+ of those
terms after iteratively replacing all the time differentiations in terms of the equations of F (t, x, ξ) and
[ρr, ur, θr](t, x). Moreover, whenever ǫ0 > 0 is suitably small, (1.31) also implies that there exists a
constant C > 0 such that∑
|α|≤2
‖∂α [ρ0(x)− ρr(0, x), u0(x) − ur(0, x), θ0(x) − θr(0, x)]‖2
+
∑
|α|+|β|≤2
∥∥∂α∂β (M[ρ0(x),u0(x),θ0(x)](ξ)−M[ρr,ur,θr](0,x)(ξ))∥∥
L2x
(
L2
ξ
(
1√
M∗(ξ)
))
+
∑
|α|+|β|≤2
∥∥∂α∂βG0(x, ξ)∥∥2
L2x
(
L2
ξ
(
1√
M∗(ξ)
)) ≤ Cǫ20, (1.34)
where F0(x, ξ) = M[ρ0(x),u0(x),θ0(x)](ξ)+G0(x, ξ) is the macro-micro decomposition of initial data F0(x, ξ).
Note that (1.34) will also be used in the proof of Theorem 1.1. For completeness, the proof of (1.34) is
given in the appendix.
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1.6. Literature. We first present the main motivations of studying the system (1.1) that we have pro-
posed at the beginning. In general, the motion of charged particles (e.g., electrons and ions) with slab
symmetry is governed by the following two-species system
∂tFi + ξ1∂xFi − 1
mi
∂xφ∂ξ1Fi = Q(Fi, Fi) +Q(Fi, Fe),
∂tFe + ξ1∂xFe +
1
me
∂xφ∂ξ1Fe = Q(Fe, Fi) +Q(Fe, Fe),
(1.35)
coupling to
− ∂2xφ =
∫
R3
Fi dξ −
∫
R3
Fe dξ. (1.36)
Here Fi,e(t, x, ξ) are the number density functions for the ions and electrons respectively, andmi,e are their
masses. The Boltzmann collision terms on the right are defined in terms of (1.7) with the relationship
(1.8) replaced by
ξ′ = ξ − 2m1
m1 +m2
[(ξ − ξ∗) · ω]ω,
ξ′∗ = ξ∗ +
2m2
m1 +m2
[(ξ − ξ∗) · ω]ω,
taking in account different masses m1,m2 ∈ {mi,me}. The study of system (1.35), (1.36) has recently
attracted many attentions. Among them, we mention series of works by Guo [25, 24, 23, 26], including
the study of the more complex Vlasov-Maxwell-Boltzmann system and the case when the Boltzmann
operator is replaced by the more physical Landau collision operator for plasmas. In those works, a robust
energy method is developed to treat the global stability of global Maxwellians for the Cauchy problem
in perturbation regime. The key point is to construct the delicate temporal energy functional and
energy dissipation rate to control the nonlinear terms along the linearized dynamics. There exist many
substantial extensions basing on the Guo’s approach to further study the large time behavior of solutions
on torus or in the whole space, particularly the issue of rates of convergence to the global Maxwellians, for
instance, we would only mention Strain-Guo [53], Duan-Strain [12], Yang-Yu [61], Duan-Yang-Zhao [14],
Duan-Liu [11], Wang [57], Xiao-Xiong-Zhao [58]. Recently, the spectral analysis is also carried out by
Li-Yang-Zhong [38] for the VPB system in the same spirit of the classical works by Ellis-Pinsky [15] and
Ukai [55], see also Glassey-Strauss [16] for the early discussion on spectrum of a general kinetic evolution
operator and its application to the VPB system. We emphasize that the appearance of the self-consistent
force may be able to take an essential effect on the structure of systems under consideration and induce
additional analytical difficulties in the application of both the energy method and the spectrum method.
Whenever the initial data F0(x, ξ) approaches distinct global Maxwellians at far fields, typically a phase
transition occurring at initial time, we may not expect that the solution to the Cauchy problem on the
Boltzmann equation converges to a constant equilibrium state in large time. Instead, the solution usually
tends time-asymptotically toward the wave patterns of the Boltzmann equation, such as shock wave (cf.,
Caflisch-Nicolaenko [2], Liu-Yu [42, 43], Yu [67]), rarefaction wave (cf., Liu-Yang-Yu-Zhao [41], Xin-Yang-
Yu [59]), contact discontinuity (cf., Huang-Yang [35], Huang-Xin-Yang [34]), and their superposition. As
far as either the rarefaction wave or the contact wave is concerned, the wave profile is in the form of a
local Maxwellian with its macroscopic quantities formally determined by the conservation laws with the
same far-field data. To treat the stability of such nontrivial time-asymptotic local Maxwellian, another
kind of energy method is initiated by Liu-Yu [42], developed by Liu-Yang-Yu [40], and later improved by
Yang-Zhao [64]. Here, the main idea of the approach is to make use of the macro-micro decomposition
(1.9) to rewrite the nonlinear kinetic Boltzmann equation as the form of the compressible Navier-Stokes-
type system, so that the analysis in the context of the viscous conservation laws can be applied. Note that
the kinetic part G(t, x, ξ) is always dissipative due to the so-called H-theorem. For applications of the
approach to the VPB system, see Yang-Yu-Zhao [62] and Yang-Zhao [63]. At this moment we recall that
the nonlinear stability of one-dimensional wave patterns regarding the classical fluid dynamic equations
has been well established, for instance, Goodman [19], Matsumura-Nishihara [44, 45, 46], Liu-Xin [39],
Huang-Xin-Yang [34], see also the textbooks [8] and [51] for the general theory.
There also exists a huge number of papers to apply the Liu-Yang-Yu’s approach to study the fluid
dynamic limit of the nonlinear Boltzmann equation as the Knudsen number Kn which is proportional to
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the mean free path goes to zero. In this direction, we mention the previous classical works by Nishida
[49], Caflisch [1], Ukai-Asano [56]. Recently, Huang-Wang-Wang-Yang [33] has succeeded in justifying
the convergence of the Boltzmann equation to the compressible Euler system as Kn→ 0+ in the setting
of a Riemann solution that contains the generic superposition of shock, rarefaction wave, and contact
discontinuity to the full compressible Euler system; see also some previous relative works by Yu [66],
Huang-Wang-Yang [30, 31, 32], and Xin-Zeng [60] and its improvement Li [37]. On the other hand, Guo
[21] also developed an energy method to deal with the diffusive limit of the Boltzmann equation, that is
the limit to the incompressible Navier-Stokes equations as Kn→ 0+. Interested readers may refer further
to the book chapter by Golse [17] and the book by Saint-Raymond [50] for the detailed representations
of the topic mainly in terms of the weak compactness method.
Even though there have been extensive studies of the time-asymptotics to the wave patterns for the
Boltzmann equation and the relative hydrodynamical limits as Kn → 0+, it seems that few results are
devoted to the same issue in the case of appearance of a self-consistent force, for instance, the Vlasov-type
system (1.35), (1.36). One of the main mathematical difficulties comes from the effect of the self-consistent
force on the coupling system. We observe that the macroscopic system is in the form of the compressible
Euler-Poisson system up to the zero-order and the compressible Navier-Stokes-Poisson system up to the
first-order. Here we should mention the work by Guo-Jang [27] for the study of the VPB system describing
the dynamics of an electron gas in a constant ion background. By using the L2-L∞ method introduced
in [22], they prove that any solution of the VPB system near a smooth local Maxwellian with a small
irrotational velocity converges global in time to the corresponding solution to the Euler-Poisson system,
as Kn→ 0+.
Back to the fluid level, Duan-Yang [13] recently proved the stability of rarefaction wave and boundary
layer for outflow problem on the two-fluid Navier-Stokes-Poisson equations. We point out that due to
the techniques of the proof, it was assumed in [13] that all physical parameters in the model must be
unit, particularly mi = me and Ti = Te, which is obviously unrealistic since ions and electrons generally
have different masses and temperatures. One key point used in [13] is that the large-time behavior of the
electric potential is trivial and hence the two fluids indeed have the same asymptotic profiles which are
constructed from the Navier-Stokes equations without any force instead of the quasineutral system.
Motivated by [13], we studied in [10] the time-asymptotic stability of rarefaction waves for the isentropic
compressible two-fluid Navier-Stokes-Poisson system or the corresponding one-fluid system for ions under
the Boltzmann relation. One of important improvements is that all physical constants appearing in the
model can be taken in a general way, and the large-time profile of the electric potential is constructed on
the basis of the quasineutral assumption. Compared to the classical Navier-Stokes system without any
force, the main difficulty in the proof for the Navier-Stokes-Poisson system is to treat the estimates on
those terms related to the potential function φ. Since the large-time behavior of φ has a slow time-decay
rate and the strength of rarefaction waves is not necessarily small, it is quite nontrivial to estimate the
coupling term ∂xφ in the momentum equation as in (1.17). The key point to overcome the difficulty is to
use the good dissipative property from the Poisson equation. In the case of one-fluid, the technique that
we used is to expand ρe(φ) around the asymptotic profile up to the third-order and then make use of some
cancelation property in the energy estimate. In the two-fluid case, the situation is more complicated since
the dissipation of the system becomes much weaker than that in the case of one-fluid ions. We found that
the trouble term turns out to be controlled by taking the difference of two momentum equations with
different weights so as to balance the different masses of fluids, which is essentially due to the symmetry
of the two-fluid model.
Therefore, we expect to combine the techniques employed in [10] at the fluid level with the developed
energy method at the kinetic level to deal with the stability of rarefaction waves of the VPB system
(1.35), (1.36). In order to figure out the most technical part of the analysis, for brevity we only consider
in the paper the motion of one-species VPB system (1.1) for ions under the generalized Boltzmann
relation satisfying the assumption (A). Here, we remark that the Boltzmann relation ρe = ρe(φ) has
been extensively used in the mathematical study of both the fluid dynamic equations, for instance, Guo-
Pausader [28], Suzuki [54], Nishibata-Ohnawa-Suzuki [48], and the kinetic Vlasov-type equations, for
instance, Han-Kwan [29], Charles-Despre´s-Perthame-Sentis [6].
Several closely relative problems could arise from the current work, and we would list some of them
for the future considerations. First of all, it is of course an interesting problem to justify the fluid
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dynamic limit of the VPB system (1.35), (1.36) or the modelling system (1.1) to the two-fluid Euler-
Poisson system or the one-fluid Euler-Poisson system for ions, respectively. The setting of function
spaces associated with solutions to the fluid dynamic equations can be different, for instance, as used
in [49, 1, 66, 31, 60], analytical or smooth solutions, or solutions containing a single wave pattern. In
the mean time, motivated by [13] and [54], we point out that it should be an even more interesting
and challenging problem to study the proposed model (1.1) on the half space, which is related to the
justification of the kinetic Bohm criterion (cf. [7]). After all, in the context of plasma, collisions between
particles are usually described by the Boltzmann operator for long-range potentials or more physically by
the classical Landau operator for the Coulomb potential taking into account the grazing effect of plasma.
Thus, it is a problem to extend the current result to those interesting cases.
1.7. Key points of the proof. In what follows we simply outline a few key points of the proof of
Theorem 1.1 which are distinct to some extent with the previous work Liu-Yang-Yu-Zhao [41] concerning
the stability of the rarefaction wave for the Boltzmann equation without any force:
• We work in the Eulerian coordinate instead of the Lagrangian coordinate. It is not only because
it is more convenient to treat the Poisson equation and the coupling term ∂xφ∂ξ1F in the Eulerian
coordinate, but also it seems necessary if one would consider the same issue for the two species
VPB model (1.35). Note that the Eulerian coordinate has been also used in [10] to deal with the
Navier-Stokes-Poisson system.
• We choose an appropriate entropy functional to treat the zero-order energy estimate. The relative
entropy functional takes the form of
η(v, u, θ; vr , ur, θr) =
2
3
θrΦ
( v
vr
)
+
1
2
|u− ur|2 + θrΦ
(
θ
θr
)
, (1.37)
where Φ(τ) = τ − ln τ − 1, ur = [ur1, 0, 0], and v = 1/ρ, vr = 1/ρr. The form is indeed consistent
with the one in the proof of the fluid dynamic limit of the Boltzmann equation to the rarefaction
wave as Kn → 0+, for instance [60]. We recall that the quasineutral rarefaction wave is defined
in (1.28), where due to the assumption (A), the induced pressure Pφ(·) makes no essential effect
on the energy estimates, see (3.25) for instance.
• We carry out the energy estimates on the inner product term∫
R
∂x[ρ(u1 − ur1)](φ − φr) dx,
through the Poisson equation after expanding the electron density function ρe(φ) to the third-
order. The main reason for this technique is that as mentioned before, the potential profile φr
has a slow time-decay. On the other hand, those contributions from the first-order and second
expansions enjoy some cancelation property, see the estimate on (3.28).
• We have to introduce the velocity derivatives in the solution space to take care the forcing term
∂xφ∂ξ1G which dose not appear in [41]. The energy method for this part is due to [25]. To
control the terms involving ∂xφ∂ξ1G, one has to split it into two parts: ∂xφ∂ξ1G˜ and ∂xφ∂ξ1G,
and then estimate each part respectively; this is different from the works [25, 62, 63, 65].
• The assumptions (A2) and (A3) assure that the delicate term
1
2
(
φ˜2, ρ′′e (φ
r)
dφr
dρr
ρr∂xu
r
1
)
− 1
2
(
φ˜2, ρ′e(φ
r)∂xu
r
1
)
, (1.38)
coming from (3.35), is always non-positive, and we point out that the classical Boltzmann relation
ρe(φ) = e
φ
Ae looks critical in the sense that it can make the above expression (1.38) vanish; this
phenomenon has been also observed in our previous work [10].
• The energy method around the local Maxwellian that we develop in the paper is a little different
from the standard one used in the previous works, for instance [40, 41, 64]. We have to make some
extra efforts to take care the highest order energy of the fluid component and the dissipation of
G and G˜; see Section 3.2 for the detailed discussion.
The rest of the paper is arranged as follows. In Section 2, we present the construction of the quasineu-
tral rarefaction waves as well as their properties. In the main part Section 3, we give the priori estimates
on both the fluid part and the kinetic part. The proof of the local existence is sketched in Section 4, and
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the proof of Theorem 1.1 is therefore concluded in Section 5. In the Appendix, we give full details that
are left in the proofs of the previous sections for completeness of the paper.
Notations. Throughout this paper, C denotes some generic positive (generally large) constant and λ
denotes some generic positive (generally small) constant, where both C and λ may take different values
in different places. D . E means that there is a generic constant C > 0 such that D ≤ CE. D ∼ E
means D . E and E . D. ‖ · ‖Lp (1 ≤ p ≤ +∞) stands for the Lpx−norm. Sometimes, for convenience,
we use ‖ · ‖ to denote L2x−norm, and use (·, ·) to denote the inner product in L2x or L2x,ξ. We also use
Hk (k ≥ 0) to denote the usual Sobolev space with respect to x variable. If each component of α′ is not
greater than that of α, we denote the condition by α′ ≤ α. We also define α′ < α if α′ ≤ α and |α′| < |α|.
For α′ ≤ α, we also use Cαα′ to denote the usual binomial coefficient. The same notations also apply to
β and β′.
2. Rarefaction waves of the quasineutral Euler system
It is well-known that the Riemann problem on the Burgers’ equation
wt + wwx = 0,
w(x, 0) = w0 =
{
w−, x < 0,
w+, x > 0,
for two constants w− < w+, admits a continuous weak solution wR(x/t) connecting w− and w+, in the
form of
wR(x/t) =

w− , xt < w−,
x
t
, w− ≤ xt ≤ w+,
w+ ,
x
t > w+.
The solution to the Burgers’ equation becomes smooth whenever the Riemann data is replaced by a
smooth increasing function. Here we refer to the construction introduced in [44] with respect to initial
data whose gradient is proportional to a parameter ǫ > 0. In fact, for given constants w− < w+, the
rarefaction wave wR(x/t) can be approximated by a smooth function w(t, x) satisfying
∂tw + w∂xw = 0,
w(0, x) = w0(x) =
1
2
(w+ + w−) +
1
2
(w+ − w−) tanh(ǫx).
(2.1)
We now list some basic properties for the smooth rarefaction wave w(x, t) as follows.
Lemma 2.1. Let δ = w+ − w− > 0 be the wave strength. Then the problem (2.1) has a unique smooth
solution w(t, x), satisfying
(i) w− < w(t, x) < w+, ∂xw > 0 for all x ∈ R and t ≥ 0.
(ii) For any 1 ≤ p ≤ +∞, there exists a constant Cp such that for t > 0,
‖∂xw‖Lp ≤ Cpmin
{
δǫ1−1/p, δ
1/p
t−1+1/p
}
,
‖∂jxw‖Lp ≤ Cpmin
{
δǫj−1/p, ǫj−1−1/pt−1
}
, j ≥ 2.
(iii) lim
t→+∞ supx∈R
∣∣w(t, x) − wR(x/t)∣∣ = 0.
It is also well-known that for the full Euler system (1.23), the i-th (i = 1, 3) rarefaction wave can be
constructed along the corresponding rarefaction wave curve Ri when the i-th characteristics satisfies the
inviscid Burgers’ equation with increasing data. We should point out that the existence of both (1.27)
and (1.28) can be directly verified due to the property (1.24) of Pφ(ρ). Recall (1.25) and (1.26). For
two constant states [ρ±, u1±, θ±] with [ρ+, u1+, θ+] ∈ R3(ρ−, u1−, θ−), we set w± = λ3(ρ±, u1±, Si). One
can see that [ρr, ur1, θ
r] = [ρr, ur1, θ
r](t, x) defined in (1.28) and (1.29) is the smooth approximation of
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[ρR, uR1 , θ
R](x/t) constructed by (1.27). We also emphasize that [ρr, ur1] satisfies the isentropic Euler-type
equations 
∂tρ
r + ∂x(ρ
rur1) = 0,
∂tu
r
1 + u
r
1∂xu
r
1 +
∂x
[
P r + Pφ(ρr)
]
ρr
= 0,
(2.2)
with
P r = Ai(ρ
r)5/3, (2.3)
and θr is determined by
θr =
3
2
Ai(ρ
r)2/3.
With Lemma 2.1 in hand, one has the corresponding results concerning the smooth rarefaction wave
[ρr, ur1, θ
r] given by (1.28) and (1.29).
Lemma 2.2. It holds that
(i) ∂xu
r
1(t, x) > 0 and ρ− < ρ
r(t, x) < ρ+, u1− < ur1(t, x) < u1+ for x ∈ R and t ≥ 0.
(ii) For any 1 ≤ p ≤ +∞, there exists a constant Cp such that for t > 0,
‖∂x [ρr, ur1, θr]‖Lp ≤ Cpmin
{
δrǫ
1−1/p, δ1/pr t
−1+1/p
}
,∥∥∂jx [ρr, ur1, θr]∥∥Lp ≤ Cpmin{δrǫj−1/p, ǫj−1−1/pt−1} , j ≥ 2.
(iii) lim
t→+∞
sup
x∈R
∣∣[ρr, ur1, θr] (t, x)− [ρR, uR1 , θR] (x/t)∣∣ = 0.
Proof. We prove only (ii) for brevity. Recalling (1.28) and (1.25), one has
w =ur1 +
√
(∂ρP )(ρr , Si) + ρr
(
d
dρ
(ρ−1e )
)
(ρr),
ur1 = u1− +
∫ ρr
ρ−
√
5
3
Ai̺−
4
3 + ̺−1
(
d
dρ
(ρ−1e )
)
(̺)d̺,
from which as well as (1.28), it follows that
∂xρ
r =
∂xw√
5
3Ai(ρ
r)−
4
3 + (ρr)−1
(
d
dρ(ρ
−1
e )
)
(ρr) +
(∂2ρP )(ρ
r ,Si)+( ddρ (ρ
−1
e ))(ρr)+ρr
(
d2
dρ2
(ρ−1e )
)
(ρr)
2
√
(∂ρP )(ρr ,Si)+ρr( ddρ (ρ
−1
e ))(ρr)
∂xu
r
1 =
√
5
3
Ai(ρr)−
4
3 + (ρr)−1
(
d
dρ
(ρ−1e )
)
(ρr) ∂xρ
r
∂xθ
r =Ai(ρ
r)−
1
3 ∂xρ
r.
(2.4)
On the other hand, by (A3), we see that
d
dρ
(ρ−1e )(ρ
r) + ρr
(
d2
dρ2
(ρ−1e )
)
(ρr) ≥ 0.
This together with the assumption (A) and the definition P (ρ, Si) = keSiρ5/3 implies that the coefficient
function of ∂xw on the right hand side of the first equation of (2.4) is smooth in ρ
r on the interval [ρ−, ρ+]
with ρ− > 0. Thus, we can obtain
‖∂xρr‖Lp ≤ C ‖∂xw‖Lp ≤ Cpmin
{
δrǫ
1−1/p, δ1/pr t
−1+1/p
}
,
and by an induction argument,∥∥∂jxρr∥∥Lp ≤ Cpmin{δrǫj−1/p, ǫj−1−1/pt−1} , j ≥ 2.
From the second and third equations of (2.4), the similar ones are true for ur1 and θ
r. Therefore (ii)
holds. This completes the proof of Lemma 2.2. 
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3. The a priori estimates
In this section, we will deduce the a priori energy estimates for the Cauchy problem (1.1), (1.2), (1.3),
(1.4), (1.5). First of all, let us define the macroscopic perturbation[
ρ˜, u˜, θ˜, φ˜
]
(t, x) = [ρ− ρr, u− ur, θ − θr, φ− φr] (t, x),
as well as
S˜ = S − Si,
where we recall that [ρr, ur, θr, φr ] solving (1.21) is defined in (1.28) and (1.29), and S˜ is given due to
(1.20) by
S˜ = −2
3
ln
ρ
ρr
+ ln
θ
θr
.
Then
[
ρ˜, u˜, θ˜, φ˜
]
(t, x) satisfies
∂tρ˜+ ∂x(ρu1)− ∂x(ρrur1) = 0, (3.1)
∂tu˜1 + u1∂xu1 − ur1∂xur1 +
∂xP
ρ
− ∂xP
r
ρr
+ ∂xφ˜ =
3
ρ
∂x (µ(θ)∂xu1)− 1
ρ
∫
R3
ξ21∂xΘ dξ, (3.2)
∂tu˜i + u1∂xu˜i =
1
ρ
∂x (µ(θ)∂xu˜i)− 1
ρ
∫
R3
ξ1ξi∂xΘ dξ, i = 2, 3, (3.3)
∂tθ˜ + u1∂xθ − ur1∂xθr +
P∂xu1
ρ
− P
r∂xu
r
1
ρr
=
1
ρ
∂x (κ(θ)∂xθ) +
3
ρ
µ(θ)(∂xu1)
2 +
3∑
i=2
1
ρ
µ(θ)(∂xu˜i)
2 − 1
ρ
∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂xΘ dξ, (3.4)
−∂2xφ˜ = ρ˜+ ρe(φr)− ρe(φ) + ∂2xφr, (3.5)[
ρ˜, u˜, θ˜
]
(0, x) =
[
ρ˜0, u˜0, θ˜0
]
(x) = [ρ0(x)− ρr(0, x), u0(x) − ur(0, x), θ0(x)− θr(0, x)] , (3.6)
as well as
∂tS˜ + u1∂xS˜ =
1
ρθ
∂x (κ(θ)∂xθ) +
3
ρθ
µ(θ)(∂xu1)
2 +
3∑
i=2
1
ρθ
µ(θ)(∂xui)
2
− 1
ρθ
∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂xΘ dξ, (3.7)
where P r is defined as (2.3) and Θ is given by (1.15). We note that u˜i = ui for i = 2, 3 and φ˜(t, x) is
determined by the elliptic equation (3.5) under the boundary condition that φ˜(t, x)→ 0 as x→ ±∞. We
also point out that the structural identity (3.5) will be of extremal importance for the later proof.
To the end we use Mi to denote M∗ or M for brevity. Since∥∥∥∥ G√Mi
∥∥∥∥2
L2
x,ξ
is not integrable with respect to the time variable, it is necessary to consider the following perturbation
G˜ = G−G,
where
G =
3L−1
M
{
PM1
[
ξ1M
(
ξ1∂xu
r
1 +
|ξ−u|2
2θ ∂xθ
r
)]}
2θ
. (3.8)
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To prove Theorem 1.1, the key point is to deduce the a priori energy estimates on the macroscopic
part
[
ρ˜, u˜, θ˜, φ˜
]
and the microscopic parts G and G˜ based on the following a priori assumption
N2(T ) ≡ sup
0≤t≤T
∥∥∥[ρ˜, u˜, θ˜] (t)∥∥∥2 + sup
0≤t≤T
∑
|α|=1
‖∂α [ρ, u, θ] (t)‖2
+ sup
0≤t≤T
∑
1≤|α|≤2
∫
R×R3
|∂αF (t, x, ξ)|2
M∗
dxdξ + sup
0≤t≤T
∫
R×R3
∣∣∣G˜(t, x, ξ)∣∣∣2
M∗
dxdξ
+ sup
0≤t≤T
∑
|α|+|β|≤2
|β|≥1
∫
R×R3
∣∣∣∂α∂βG˜(t, x, ξ)∣∣∣2
M∗
dxdξ + ǫ ≤ ǫ20,
(3.9)
for an arbitrary positive time T. Here we note that the above bound for N(T ) yields the following
consequences. First, we have
sup
0≤t≤T
∑
|α|=2
∫
R×R3
|∂αM(t, x, ξ)|2
M
dxdξ + sup
0≤t≤T
∑
|α|=2
∫
R×R3
|∂αG(t, x, ξ)|2
M
dxdξ
≤2 sup
0≤t≤T
∑
|α|=2
∣∣∣∣∫
R×R3
∂αM∂αG(t, x, ξ)
M
dxdξ
∣∣∣∣ + sup
0≤t≤T
∑
|α|=2
∫
R×R3
|∂αF (t, x, ξ)|2
M∗
dxdξ
≤C sup
0≤t≤T
∑
|α′|=1,|α|=2
(∫
R
∣∣∣∂α′ [u, θ](t)∣∣∣4 dx)1/2 (∫
R×R3
|∂αG(t, x, ξ)|2
M
dxdξ
)1/2
+ sup
0≤t≤T
∑
|α|=2
∫
R×R3
|∂αF (t, x, ξ)|2
M∗
dxdξ
≤Cǫ0
∑
1≤|α′|≤2
sup
0≤t≤T
∥∥∥∂α′ [u, θ](t)∥∥∥2 + Cǫ0 ∑
|α|=2
sup
0≤t≤T
∫
R×R3
|∂αG(t, x, ξ)|2
M
dxdξ
+ sup
0≤t≤T
∑
|α|=2
∫
R×R3
|∂αF (t, x, ξ)|2
M∗
dxdξ.
(3.10)
Moreover, ∑
|α|=2
sup
0≤t≤T
‖∂α[ρ, u, θ](t)‖2
≤C sup
0≤t≤T
∑
|α|=2
∫
R×R3
|∂αM(t, x, ξ)|2
M
dxdξ + C sup
0≤t≤T
∑
|α′|=1
∥∥∥∥∣∣∣∂α′ [ρ, u, θ] (t)∣∣∣2∥∥∥∥2
≤C sup
0≤t≤T
∑
|α|=2
∫
R×R3
|∂αM(t, x, ξ)|2
M
dxdξ + Cǫ20 sup
0≤t≤T
∑
1≤|α|≤2
‖∂α[ρ, u, θ](t)‖2 .
(3.11)
Therefore (3.11) together with (3.10) imply∑
|α|=2
sup
0≤t≤T
‖∂α[ρ, u, θ](t)‖2 + sup
0≤t≤T
∑
|α|=2
∫
R×R3
|∂αG(t, x, ξ)|2
M∗
dxdξ ≤ Cǫ20. (3.12)
One can also see that (3.9) and (3.12) lead to the following a priori estimate
sup
0≤t≤T
∥∥∥φ˜(t)∥∥∥2 + ∑
1≤|α|≤2
‖∂αφ(t)‖2H1
 ≤ C sup0≤t≤T ∑|α|≤2 ‖∂αρ˜(t)‖2 + Cǫ ≤ Cǫ20. (3.13)
In fact (3.13) follows from the standard elliptic estimates for the Poisson equation (3.5).
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Remark 3.1. Letting ǫ0 be small enough, by the a priori assumption (3.9) and in view of (1.30), one
sees that 
1
2 sup
(t,x)∈[0,T ]×R
θ(t, x) < θ∗ < inf
(t,x)∈[0,T ]×R
θ(t, x),
sup
(t,x)∈[0,T ]×R
|ρ(t, x)− ρ∗|+ |u(t, x)− u∗|+ |θ(t, x) − θ∗| < η0, (3.14)
where η0 is the constant given in (1.30). We point out that (3.14) will be frequently used in the later
energy estimates.
The subsequent two subsections are devoted to deducing the desired energy type estimates based on
the a priori assumption (3.9) and the estimates on [ρr, ur1, θ
r] in Lemma 2.2. The first one is concentrated
on the energy estimates on the macroscopic part.
3.1. Energy estimates on the macroscopic part. In this subsection, we consider the energy estimates
on
[
ρ˜, u˜, θ˜, φ˜
]
(t, x). The main result is given as follows.
Proposition 3.1. Assume that all the conditions in Theorem 1.1 hold, and for T > 0, Θ is given by
(1.15) with G ∈ E˜([0, T ]). Let
[
ρ˜, u˜, θ˜, φ˜
]
(t, x) be a smooth solution to the Cauchy problem (3.1), (3.2),
(3.3), (3.4), (3.5) and (3.6) on 0 ≤ t ≤ T and satisfy (3.9). Then there exist constants 0 < σ0 < 1/3,
ζ0 > 1, ζ1 > 1, and an energy functional E1(ρ˜, u˜, θ˜, φ˜) with
E1(ρ˜, u˜, θ˜, φ˜) ∼
∑
|α|≤1
{∥∥∥∂α [ρ˜, u˜, θ˜] (t)∥∥∥2 + ∥∥∥∂αφ˜(t)∥∥∥2
H1
}
,
such that the following energy estimate holds
d
dt
E1(ρ˜, u˜, θ˜, φ˜)− κ0 d
dt
∑
|α|=1
(∂αu˜1, ∂
α∂xρ˜)
+ λ
∥∥∥√∂xur1 [ρ˜, u˜1, S˜] (t)∥∥∥2 + ∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜] (t)∥∥∥2 + ∑
1≤|α|≤2
∥∥∥∂αφ˜(t)∥∥∥2
H1

.(1 + t)−ζ1
∥∥∥[ρ˜, u˜, θ˜, φ˜] (t)∥∥∥2 + ǫσ0(1 + t)−ζ0 + ∑
1≤|α|≤2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ
+ ǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ + ǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ,
(3.15)
where κ0 is a small positive constant.
Proof. We divide it by the following three steps.
Step 1. Zero-order energy estimates. It is known (cf. [40], for instance) that the zero-order energy
estimates for the Navier-Stokes type system (3.1), (3.2), (3.3) and (3.4) can not be directly derived by
the usual L2 energy method. To overcome this difficulty, one way is to find and make use of a suitable
entropy and entropy-flux. For this, let us introduce an entropy
η˜ = η˜(ρ˜, u˜, θ˜) = θ˜ +
1
2
|u˜|2 + P r v˜ − θrS˜,
where v˜ = v − vr = 1ρ − 1ρr = − ρ˜ρρr and P
r
= P (vr , Sr) = keS
r
(vr)−5/3 = P (ρr, Sr). Notice that the
form of the relative entropy is consistent with (1.37), and the reason why we use the above equivalent
form is that it seems more convenient for us to derive the consequent equations of η˜. One can see that
there is a constant C1 > 0 such that
1
C1
{
ρ˜2 + |u˜|2 + θ˜2
}
≤ η˜(ρ˜, u˜, θ˜) ≤ C1
{
ρ˜2 + |u˜|2 + θ˜2
}
, (3.16)
according to the property of the pressure function P and the a priori assumption (3.9).
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In order to use η˜(ρ˜, u˜, θ˜), we rewrite (3.1), (3.2), (3.3), (3.4) and (3.7) respectively as
∂tv˜ − (v∂xu1 − vr∂xur1) + u1∂xv − ur1∂xvr = 0, (3.17)
∂tu˜1 + u1∂xu1 − ur1∂xur1 + v∂xP − vr∂xP
r
+ ∂xφ˜ = 3v∂x (µ(θ)∂xu1)− v
∫
R3
ξ21∂xΘ dξ, (3.18)
∂tu˜i + u1∂xu˜i = v∂x (µ(θ)∂xu˜i)− v
∫
R3
ξ1ξi∂xΘ dξ, i = 2, 3, (3.19)
∂tθ˜ + u1∂xθ − ur1∂xθr + vP∂xu1 − vrP
r
∂xu
r
1
= v∂x (κ(θ)∂xθ) + 3vµ(θ)(∂xu1)
2 +
3∑
i=2
vµ(θ)(∂xu˜i)
2 − v
∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂xΘ dξ, (3.20)
and
∂tS˜ + u1∂xS˜ =
v
θ
∂x (κ(θ)∂xθ) + 3
v
θ
µ(θ)(∂xu1)
2 +
3∑
i=2
v
θ
µ(θ)(∂xui)
2
−v
θ
∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂xΘ dξ. (3.21)
Here P = P (v, S) = keSv−5/3 = P (ρ, S). In view of (3.17), (3.18), (3.19), (3.20), (3.21) and (3.5), by a
straightforward calculation, it follows that
∂t(ρη˜) + ∂x(ρu1η˜) = ρ∂tη˜ + ρu1∂xη˜
=−
(
P − P r − ∂vP (vr, Sr)v˜ − ∂SP (vr , Sr)S˜
)
∂xu
r
1 − ρu˜21∂xur1 − ρu˜1∂xφ˜
− ∂x
[
u˜1(P − P r)
]
+
v˜3
vvr
∂vrP
r
∂xu
r
1 + ρu˜1P
r
∂xv
rS˜ − ρr v˜P r∂xur1S˜ − ρ˜v˜P
r
∂xu
r
1S˜
− v˜
2
vr
∂vrP
r
∂xu
r
1 +
θ˜
θ
∂x (κ(θ)∂xθ) + 3
θ˜
θ
µ(θ)(∂xu1)
2 +
3∑
i=2
θ˜
θ
µ(θ)(∂xu˜i)
2
− θ˜
θ
∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂xΘ dξ + 3u˜1∂x (µ(θ)∂xu1)+
3∑
i=2
u˜i∂x (µ(θ)∂xu˜i)
− u˜1
∫
R3
ξ21∂xΘ dξ−
3∑
i=2
u˜i
∫
R3
ξ1ξi∂xΘ dξ,
(3.22)
where we have also used the fact that ∂vrP
r
= ∂vP (v
r, Sr), P
r
= ∂SP (v
r, Sr), Sr = Si = constant, and
∂xθ
r = −P r∂xvr.
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Then (3.22) and (3.19) imply that
d
dt
∫
R
(ρη˜)(t, x)dx +
∫
R
(
P − P r − ∂vP (vr, Sr)v˜ − ∂SP (vr, Sr)S˜
)
∂xu
r
1dx︸ ︷︷ ︸
I1
+
∫
R
(vr)−1u˜21∂xu
r
1dx
+ 3
∫
R
µ(θ) (∂xu˜1)
2 dx+
3∑
i=2
∫
R
µ(θ) (∂xu˜i)
2 dx+
∫
R
κ(θ)
θ
(
∂xθ˜
)2
dx
=−
∫
R
ρu˜1∂xφ˜dx︸ ︷︷ ︸
I2
+3
∫
R
µ(θ)
θ˜
θ
(∂xu1)
2dx+
3∑
i=2
∫
R
µ(θ)
θ˜
θ
(∂xu˜i)
2 dx︸ ︷︷ ︸
I3
−
∫
R
∫
R3
ξ21 u˜1∂xΘdxdξ −
3∑
i=2
∫
R
∫
R3
ξ1ξiu˜i∂xΘdxdξ −
∫
R
∫
R3
θ˜
θ
( |ξ|2
2
− u · ξ
)
ξ1∂xΘdxdξ︸ ︷︷ ︸
I4
+3
∫
R
u˜1∂x (µ(θ)∂xu
r
1) dx+
∫
R
θ˜
θ
∂x (κ(θ)∂xθ
r) dx+
∫
R
κ(θ)
θ˜∂xθ
θ2
∂xθ˜dx︸ ︷︷ ︸
I5
−
∫
R
ρrv˜P
r
∂xu
r
1S˜dx−
∫
R
v˜2
vr
∂vrP
r
∂xu
r
1dx︸ ︷︷ ︸
I6
+
∫
R
ρu˜1P
r
∂xv
rS˜dx︸ ︷︷ ︸
I7
−
∫
R
ρ˜v˜P
r
∂xu
r
1S˜dx+
∫
R
v˜3
vvr
∂vrP
r
∂xu
r
1dx−
∫
R
ρ˜u˜21∂xu
r
1dx︸ ︷︷ ︸
I8
.
(3.23)
We now turn to compute Il (1 ≤ l ≤ 8) term by term. The procedure of the proof can be outlined as
follows. Since I6, I7 and I8 depend on I1 and the third term on the left hand side of (3.23), we first
estimate I1, I6, I7 and I8 by putting them together and taking full advantage of the non-negativity of I1.
Then we compute I2, which needs to be treated carefully too. The estimations for I3, I4 and I5 will be
much easier and thus left to the end of this step.
Lemma 3.1. ∫
R
(vr)−1u˜21∂xu
r
1dx+ I1 − I6 − I7 − I8 ≥ λ
∫
R
∣∣∣[v˜, u˜1, S˜]∣∣∣2 ∂xur1dx. (3.24)
Proof. Noticing that P (v, S) = kv−5/3eS and Sr = Si = constant, we have
I1 =
1
2
∫
R
{
∂2vP (v
r, Sr)v˜2 + 2
∂2P
∂v∂S
(vr , Sr)v˜S˜ + ∂2SP (v
r, Sr)S˜2
}
∂xu
r
1dx +O(1)
∫
R
∣∣∣[v˜3, S˜3]∣∣∣ ∂xur1dx
=Ai
∫
R
{
20
9
(vr)−
11
3 v˜2 − 5
3
(vr)−
8
3 v˜S˜ +
1
2
(vr)−
5
3 S˜2
}
∂xu
r
1dx︸ ︷︷ ︸
I0
+O(1)
∫
R
∣∣∣[v˜3, S˜3]∣∣∣ ∂xur1dx︸ ︷︷ ︸
I9
.
By a simple calculation, we obtain
I6 =Ai
∫
R
{
5
3
(vr)−
11
3 v˜2 − (vr)− 83 v˜S˜
}
∂xu
r
1dx.
On the other hand, by virtue of (1.28), one can see that
∂xv
r = − (v
r)2√
5
3Ai(v
r)
4
3 + vr
(
d
dρ(ρ
−1
e )
)
(1/vr)
∂xu
r
1,
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from which, it follows that
I7 =−
∫
R
ρu˜1P
r
∂xu
r
1S˜
(vr)2√
5
3Ai(v
r)
4
3 + vr
(
d
dρ(ρ
−1
e )
)
(1/vr)
dx
=−
∫
R
u˜1P
r
∂xu
r
1S˜
vr√
5
3Ai(v
r)
4
3 + vr
(
d
dρ(ρ
−1
e )
)
(1/vr)
dx
︸ ︷︷ ︸
I10
−
∫
R
ρ˜u˜1P
r
∂xu
r
1S˜
(vr)2√
5
3Ai(v
r)
4
3 + vr
(
d
dρ(ρ
−1
e )
)
(1/vr)
dx
︸ ︷︷ ︸
I11
.
Consequently, ∫
R
(vr)−1u˜21∂xu
r
1dx+ I0 − I6 − I10 =
∫
R
[
v˜, u˜1, S˜
]
M
[
v˜, u˜1, S˜
]T
∂xu
r
1 dx, (3.25)
with the real symmetric matrix M given by
5
9Ai(v
r)−
11
3 − 13Ai(vr)−
8
3 0
∗ 12Ai(vr)−
5
3
1
2Ai(v
r)−
2
3√
5
3Ai(v
r)
4
3 +vr( ddρ (ρ
−1
e ))(1/vr)
0 ∗ (vr)−1
 .
It is straightforward to check that M is positive-definite, since its all leading principal minors are strictly
positive, i.e.
∆11 > 0,
∆22 =
1
6
A2i (v
r)−
16
3 > 0,
∆33 =
1
6
A2i (v
r)−
19
3 − 5
36
A3i
(vr)−
15
3
5
3Ai(v
r)
4
3 + vr
(
d
dρ(ρ
−1
e )
)
(1/vr)
> 0.
Recalling Sobolev’s inequality,
‖f‖L∞ ≤
√
2‖f‖1/2‖∂xf‖1/2 for any f ∈ H1, (3.26)
we see that I9 can be controlled by
Cǫ0
∥∥∥√∂xur1 [v˜, S˜]∥∥∥2 ,
according to (3.9).
Similarly, for I8 and I11, one has
|I8|+ |I11| . Aiǫ0
∫
R
{
(vr)−
11
3 v˜2 + (vr)−
5
3 S˜2 + u˜21
}
∂xu
r
1dx.
Combing the above estimates on I1, I6, I7, I8, I9, I10 and I11, we thus arrive at (3.24). The proof of
Lemma 3.1 is complete. 
Let us now consider the most delicate term I2. The key technique to handle I2 is to use the good
dissipative property of the Poisson equation by expanding ρe(φ) around the asymptotic profile up to
the third-order. Only in this way, can we observe some new cancelations and obtain the higher order
nonlinear terms.
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Lemma 3.2.∣∣∣∣I2 + ddt
[
1
2
(
∂xφ˜, ∂xφ˜
)
+
1
2
(
φ˜2, ρ′e(φ
r)
)
+
1
3
(
φ˜3, ρ′′e (φ
r)
)]
−1
2
(
φ˜2,
(
ρ′′e (φ
r)
dφr
dρr
ρr − ρ′e(φr)
)
∂xu
r
1
)∣∣∣∣
. (η + ǫ0Cη + ǫ
2
0)
∥∥∥∂x [ρ˜, u˜1, φ˜]∥∥∥2 + Cη(1 + t)−2‖[ρ˜, u˜1]‖2
+ Cη(1 + t)
−4/3
∥∥∥φ˜∥∥∥2 + ǫCη(1 + t)−2. (3.27)
Proof. In light of (3.1) and (3.5) and by integration by parts, one has
I2 =
∫
R
∂x(ρu˜1)φ˜ dx =
(
φ˜, ∂t∂
2
xφ˜
2
)
+
(
φ˜, ∂t (ρe(φ
r)− ρe(φ))
)
︸ ︷︷ ︸
I2,1
+
(
φ˜, ∂t∂
2
xφ
r
)
−
(
φ˜, ∂x(ρ˜u
r
1)
)
︸ ︷︷ ︸
I2,2
.
(3.28)
We now turn to compute the right hand side of (3.28) term by term. It is straightforward to see that(
φ˜, ∂t∂
2
xφ˜
)
= −1
2
d
dt
(
∂xφ˜, ∂xφ˜
)
.
For the third term on the right hand side of (3.28), by integration by parts and employing Lemma 2.2
and Cauchy-Schwarz’s inequality with 0 < η < 1, we obtain∣∣∣(φ˜, ∂t∂2xφr)∣∣∣ ≤ η ∥∥∥∂xφ˜∥∥∥2 + Cηǫ(1 + t)−2.
Estimates on I2,1. For I2,1, we first get from the Taylor’s formula with an integral remainder that
ρe(φ
r)− ρe(φ) = −ρ′e(φr)φ˜−
1
2
ρ′′e (φ
r)φ˜2−
∫ φ
φr
(̺− φ)2
2
ρ′′′e (̺)d̺︸ ︷︷ ︸
J1
. (3.29)
Then it follows that
I2,1 = −
(
φ˜, ∂t
(
ρ′e(φ
r)φ˜
))
− 1
2
(
φ˜, ∂t
(
ρ′′e (φ
r)φ˜2
))
+
(
φ˜, ∂tJ1
)
. (3.30)
To compute the right hand side of (3.30), we first consider
(
φ˜, ∂tJ1
)
. Note that
J1 ∼ φ˜3, ∂tJ1 = ∂tφ
∫ φ
φr
(̺− φ)ρ′′′e (̺)d̺+
1
2
φ˜2∂tφ
r
∫ φ
φr
ρ′′′e (̺)d̺
∼ ∂tφφ˜2 + ∂tφrφ˜3 = ∂tφ˜φ˜2 + ∂tφrφ˜2 + ∂tφrφ˜3. (3.31)
In addition, it follows from (3.5) that
−
(
∂t∂
2
xφ˜, ∂tφ˜
)
+
(
ρ′e(φ
r)∂tφ˜, ∂tφ˜
)
=
(
∂tρ˜, ∂tφ˜
)
−
(
∂t (ρ
′
e(φ
r)) φ˜, ∂tφ˜
)
− 1
2
(
∂t
(
ρ′′e (φ
r)φ˜2
)
, ∂tφ˜
)
+
(
∂tJ1, ∂tφ˜
)
+
(
∂t∂
2
xφ
r, ∂tφ˜
)
,
which implies∥∥∥√ρ′e(φr)∂tφ˜∥∥∥2 + ∥∥∥∂t∂xφ˜∥∥∥2 ≤ C ‖∂x [ρ˜, u˜1]‖2 + C(1 + t)−2∥∥∥φ˜∥∥∥2 + Cǫ(1 + t)−2, (3.32)
according to (3.1), (3.26), (3.31), Lemma 2.2 and Cauchy-Schwarz’s inequality.
With (3.31) and (3.32) in hand, we get from Lemma 2.2 and Ho¨lder’s inequality as well as the Cauchy-
Schwarz inequality with 0 < η < 1 that∣∣∣(φ˜, ∂tJ1)∣∣∣ .Cη ∥∥∥φ˜3∥∥∥2 + ∥∥∥φ˜∂x[ρr, ur1]∥∥∥2 + η‖∂tφ˜‖2 + C ∣∣∣(φ˜3, ∂x[ρr, ur1])∣∣∣
.max{ǫ0Cη, η}
∥∥∥∂x [ρ˜, u˜1, φ˜]∥∥∥2 + (1 + t)−4/3 ∥∥∥φ˜∥∥∥2 + ǫ(1 + t)−2,
RAREFACTION WAVE OF VLASOV-POISSON-BOLTZMANN SYSTEM 21
where Sobolev’s inequality (3.26) has been also used to obtain the bounds:∥∥∥φ˜3∥∥∥2 . ∥∥∥∂xφ˜∥∥∥2 ∥∥∥φ˜∥∥∥4 . ǫ40 ∥∥∥∂xφ˜∥∥∥2 , (3.33)
and ∣∣∣(φ˜3, ∂x[ρr, ur1])∣∣∣ . ‖∂x[ρr, ur1]‖L∞ ∥∥∥φ˜∥∥∥1/2 ∥∥∥∂xφ˜∥∥∥1/2 ∥∥∥φ˜∥∥∥2
.
∥∥∥φ˜∥∥∥2 ∥∥∥∂xφ˜∥∥∥2 + ‖∂x[ρr, ur1]‖4/3L∞ ∥∥∥φ˜∥∥∥8/3
.ǫ20
∥∥∥∂xφ˜∥∥∥2 + ǫ2/30 (1 + t)−4/3 ∥∥∥φ˜∥∥∥2 .
(3.34)
As to the first two terms on the right hand side of (3.30), invoking the first equation of (2.2), we obtain
−
(
φ˜, ∂t
(
ρ′e(φ
r)φ˜
))
=− 1
2
d
dt
(
φ˜2, ρ′e(φ
r)
)
− 1
2
(
φ˜2, ∂t (ρ
′
e(φ
r))
)
=− 1
2
d
dt
(
φ˜2, ρ′e(φ
r)
)
+
1
2
(
φ˜2, ρ′′e (φ
r)
dφr
dρr
∂x(ρ
rur1)
)
︸ ︷︷ ︸
J2
,
and
−1
2
(
φ˜, ∂t
(
ρ′′e (φ
r)φ˜2
))
=− 1
3
d
dt
(
φ˜3, ρ′′e (φ
r)
)
− 1
6
(
φ˜3, ∂t(ρ
′′
e (φ
r))
)
=− 1
3
d
dt
(
φ˜3, ρ′′e (φ
r)
)
+
1
6
(
φ˜3, ρ′′′e (φ
r)
dφr
dρr
∂x(ρ
rur1)
)
︸ ︷︷ ︸
J3
.
Here J3 can be treated as in (3.33). It is worthwhile pointing out that J2 can not be directly controlled
for the time being, and its estimate should be postponed to the subsequent estimates on I2,2 by an exact
cancellation with other terms.
Estimates on I2,2. As to I2,2, we have from (3.5) that
−
(
φ˜, ∂x(ρ˜u
r
1)
)
= −
(
φ˜, ∂xρ˜u
r
1
)
−
(
φ˜, ρ˜∂xu
r
1
)
=
(
φ˜,
(
∂3xφ˜+ ∂x (ρe(φ
r)− ρe(φ)) + ∂3xφr
)
ur1
)
+
(
φ˜,
(
∂2xφ˜+ ρe(φ
r)− ρe(φ) + ∂2xφr
)
∂xu
r
1
)
=
1
2
(
∂xu
r
1,
(
∂xφ˜
)2)
−
(
∂xφ˜, ∂
2
xφ
rur1
)
︸ ︷︷ ︸
J4
+
(
φ˜, ∂x (ρe(φ
r)− ρe(φ)) ur1
)
︸ ︷︷ ︸
J5
+
(
φ˜, (ρe(φ
r)− ρe(φ)) ∂xur1
)
︸ ︷︷ ︸
J6
,
where the last identity holds true due to the following identities:(
φ˜, ∂3xφ˜u
r
1
)
+
(
φ˜, ∂2xφ˜∂xu
r
1
)
=
1
2
(
∂xu
r
1,
(
∂xφ˜
)2)
,
and (
φ˜, ∂3xφ
rur1
)
+
(
φ˜, ∂2xφ
r∂xu
r
1
)
= −
(
∂xφ˜, ∂
2
xφ
rur1
)
.
Notice that |J4| is dominated by
(η + Cǫ)
∥∥∥∂xφ˜∥∥∥2 + Cηǫ(1 + t)−2,
according to the Cauchy-Schwarz inequality with 0 < η < 1 and Lemma 2.2.
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We now use (3.29) to expand J5 and J6 respectively as
J5 =−
(
φ˜, ∂x
(
ρ′e(φ
r)φ˜
)
ur1
)
− 1
2
(
φ˜, ∂x
(
ρ′′e (φ
r)φ˜2
)
ur1
)
+
(
φ˜, ∂xJ1u
r
1
)
=− 1
2
(
φ˜2, ρ′′e (φ
r)
dφr
dρr
∂xρ
rur1
)
+
1
2
(
φ˜2, ρ′e(φ
r)∂xu
r
1
)
− 1
6
(
φ˜3, ρ′′′e (φ
r)
dφr
dρr
∂xρ
rur1
)
+
1
3
(
φ˜3, ρ′′e (φ
r)∂xu
r
1
)
+
(
φ˜, ∂xJ1u
r
1
)
,
and
J6 = −
(
φ˜2, ρ′e(φ
r)∂xu
r
1
)
− 1
2
(
φ˜3, ρ′′e (φ
r)∂xu
r
1
)
+
(
φ˜, J1∂xu
r
1
)
.
Owing to these, we find
J2 + J5 + J6 =
1
2
(
φ˜2, ρ′′e (φ
r)
dφr
dρr
ρr∂xu
r
1
)
− 1
2
(
φ˜2, ρ′e(φ
r)∂xu
r
1
)
︸ ︷︷ ︸
J7
+
(
φ˜, ∂xJ1u
r
1
)
+
(
φ˜, J1∂xu
r
1
)
︸ ︷︷ ︸
J8
−1
6
(
φ˜3, ρ′′′e (φ
r)
dφr
dρr
∂xρ
rur1
)
− 1
6
(
φ˜3, ρ′′e (φ
r)∂xu
r
1
)
︸ ︷︷ ︸
J9
.
(3.35)
Due to the assumptions (A2), (A3), and ∂xur1 > 0, one can see that
J7 =
1
2
(
φ˜2∂xu
r
1,
ρ′′e (φ
r)ρe(φ
r)− [ρ′e(φr)]2
ρ′e(φr)
)
≤ 0.
For J8, from (3.33), it follows that
|J8| =
∣∣∣−(∂xφ˜, J1ur1)∣∣∣ ≤ Cǫ20 ∥∥∥∂xφ˜∥∥∥2 .
Finally, J9 can be handled in the same way as in (3.34).
Recalling (3.28) and collecting all estimates above, we thereby complete the estimate on the term I2
in the way of (3.27). The proof of Lemma 3.2 is complete. 
Now we turn to estimate I3, I4 and I5. Noticing that µ(θ) is a smooth function of θ, we see by using
Cauchy-Schwarz’s inequality with η, Lemma 2.2, (3.26) and (3.9) that for 1 < σ1 < 5/3,
|I3| ≤C
∥∥∥θ˜∥∥∥
L∞
‖∂xu˜‖2 + C
∥∥∥θ˜∥∥∥
L∞
‖∂xur1‖2
≤C
∥∥∥θ˜∥∥∥1/2 ∥∥∥∂xθ˜∥∥∥1/2 ‖∂xu˜‖2 + C ∥∥∥θ˜∥∥∥1/2 ∥∥∥∂xθ˜∥∥∥1/2 ‖∂xur1‖2
≤C
∥∥∥θ˜∥∥∥
H1
‖∂xu˜‖2 + η
∥∥∥∂xθ˜∥∥∥2 + Cη ∥∥∥θ˜∥∥∥2 ‖∂xur1‖σ1+1 + Cη‖∂xur1‖ 7−σ12
≤C
∥∥∥θ˜∥∥∥
H1
‖∂xu˜‖2 + η
∥∥∥∂xθ˜∥∥∥2 + Cη ∥∥∥θ˜∥∥∥2 ‖∂xur1‖σ1+1 + Cη‖∂xur1‖ 7−σ14L∞ ‖∂xur1‖ 7−σ14L1
≤C
∥∥∥θ˜∥∥∥
H1
‖∂xu˜‖2 + η
∥∥∥∂xθ˜∥∥∥2 + Cη ∥∥∥θ˜∥∥∥2 ‖∂xur1‖σ1+1 + Cη‖∂xur1‖ 7−σ18 ‖∂2xur1‖ 7−σ18 ‖∂xur1‖ 7−σ14L1
≤Cǫ0‖∂xu˜‖2 + η
∥∥∥∂xθ˜∥∥∥2 + Cη(1 + t)− σ1+12 ∥∥∥θ˜∥∥∥2 + Cηǫ 7−σ116 (1 + t)− 21−3σ116 .
(3.36)
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Recalling the definition (1.15), by integration by parts and utilizing Lemma 6.1, Corollary 6.1, Cauchy-
Schwarz’s inequality and Sobolev’s inequality, one has
|I4| ≤Cη
∫
R×R3
Θ2
M
dxdξ + η
3∑
i=1
∫
R×R3
|ξ|4M|∂xu˜i|2dxdξ + η
∫
R×R3
|ξ|6M
∣∣∣∣∣∂x
(
θ˜
θ
)∣∣∣∣∣
2
dxdξ
+ η
3∑
i=1
∫
R×R3
|ξ|4M
∣∣∣∣∣∂x
(
θ˜
θ
u˜i
)∣∣∣∣∣
2
dxdξ + η
3∑
i=1
∫
R×R3
|ξ|4M
∣∣∣∣∣∂x
(
θ˜
θ
uri
)∣∣∣∣∣
2
dxdξ
≤(η + ǫ0)
∥∥∥∂x [u˜, θ˜]∥∥∥2 + C(1 + t)−2 ∥∥∥[u˜, θ˜]∥∥∥2 + Cη ∑
|α|=1
∫
R×R3
(1 + |ξ|)|∂αG|2
M
dxdξ
+ Cη
∫
R×R3
|∂xφ|2|∂ξ1(G˜+G)|2
M
dxdξ + Cη
∫
R
(∫
R3
(1 + |ξ|)|G|2
Mi
dξ
)(∫
R3
|G|2
Mi
dξ
)
dx
≤(η + ǫ0)
∥∥∥∂x [u˜, θ˜]∥∥∥2 + C(1 + t)−2 ∥∥∥[u˜, θ˜]∥∥∥2 + Cη ∑
|α|=1
∫
R×R3
(1 + |ξ|)|∂αG|2
M
dxdξ
+ Cη
∫
R
(∫
R3
(1 + |ξ|)|G|2
Mi
dξ
)(∫
R3
|G|2
Mi
dξ
)
dx+ Cη‖∂xφ‖2L∞
∫
R×R3
|∂ξ1G˜|2
M
dxdξ
+ Cη
∫
R×R3
|∂xφ|2|∂x[ur, θr]|2dxdξ
≤(η + ǫ0)
∥∥∥∂x [u˜, θ˜]∥∥∥2 + Cηǫ0 ∥∥∥∂xφ˜∥∥∥2
H1
+ C(1 + t)−2
∥∥∥[u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2
+ Cηǫ0
∫
R×R3
|∂ξ1G˜|2
M
dxdξ + Cη
∑
|α|=1
∫
R×R3
(1 + |ξ|)|∂αG|2
M
dxdξ + Cηǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ.
Here the following crucial estimate has been used:
∫
R
(∫
R3
(1 + |ξ|)|G|2
Mi
dξ
)(∫
R3
|G|2
Mi
dξ
)
dx ≤C
∫
R
∫
R3
(1 + |ξ|)
∣∣∣G˜+G∣∣∣2
Mi
dξ

∫
R3
∣∣∣G˜+G∣∣∣2
Mi
dξ
 dx
≤ǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ + C
∫
R
|∂x[ur, θr]|4 dx
≤ǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ + Cǫ(1 + t)−2.
(3.37)
Moreover, we also have used the formula
∂α∂β
{
L−1
M
h
}
= L−1
M
(∂α∂βh)
−
|α|+|β|−1∑
j=0
∑
|α′|+|β′|=j
Cα,βα′,β′L
−1
M
{
Q
(
∂α
′
∂β
′ (
L−1
M
h
)
, ∂α−α
′
∂β−β
′
M
)
+Q
(
∂α−α
′
∂β−β
′
M, ∂α
′
∂β
′ (
L−1
M
h
))}
, (3.38)
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as well as Corollary 6.1 and Lemma 6.1 to deduce that∫
R3
|∂ξ1G|2
Mi
dξ ≤C
∑
|β|≤1
∫
R3
(1 + |ξ|)
∣∣∣L−1
M
∂β
{
PM1
[
ξ1M
(
ξ1∂xu
r
1 +
|ξ−u|2
2θ ∂xθ
r
)]}∣∣∣2
Mi
dξ
≤C
∑
|β|≤1
∫
R3
(1 + |ξ|)−1
∣∣∣∂β {PM1 [ξ1M(ξ1∂xur1 + |ξ−u|22θ ∂xθr)]}∣∣∣2
Mi
dξ
≤C|∂x[ur1, θr]|2.
(3.39)
It should be also noted that ∫
R×R3
|∂xφ|2|∂ξ1G|2
M
dxdξ
can not be directly controlled. One has to use the splittingG = G+G˜ and estimateG and G˜ respectively.
This is different from the previous works [62, 63], where∫
R×R3
|∂ξ1G|2
M
dxdξ
is integrable with respect to time.
We now undertake to estimate I5, by performing the similar calculations as those for obtaining (3.36).
Since µ(θ) and κ(θ) are smooth functions of θ, it follows that
|I5| .
∫
R
∣∣∣∂2x[ur1, θr] [u˜1, θ˜]∣∣∣ dx + ∫
R
∣∣∣∣θ˜ (∂xθ˜)2∣∣∣∣ dx + ∫
R
∣∣∣[u˜1, θ˜] ∂x [θ˜, θr] ∂x[ur1, θr]∣∣∣ dx.
Next, letting 0 < σ2 < 1, by applying Ho¨lder’s inequality, Young’s inequality, Lemma 2.2 and the Sobolev
inequality (3.26), we have∫
R
∣∣∣∂2x[ur1, θr] [u˜1, θ˜]∣∣∣ dx .‖∂2x[ur1, θr]‖L1+σ2 ∥∥∥[u˜1, θ˜]∥∥∥
L
1+σ2
σ2
.ǫ
σ2
1+σ2 (1 + t)−1
∥∥∥∂x [u˜1, θ˜]∥∥∥ 1−σ21+σ2
L∞
∥∥∥[u˜1, θ˜]∥∥∥ 2σ21+σ2
.ǫ
σ2
1+σ2 (1 + t)−1
∥∥∥∂x [u˜1, θ˜]∥∥∥ 1−σ22(1+σ2) ∥∥∥[u˜1, θ˜]∥∥∥ 1+3σ22(1+σ2)
.ǫ
σ2
1+σ2
{∥∥∥∂x [u˜1, θ˜]∥∥∥2 + (1 + t)−1− 1−σ23+5σ2 ∥∥∥[u˜1, θ˜]∥∥∥ 2(1+3σ2)3+5σ }
.ǫ
σ2
1+σ2
{∥∥∥∂x [u˜1, θ˜]∥∥∥2 + (1 + t)− 5+3σ24+4σ2 + (1 + t)− 3+5σ22(1+3σ2) ∥∥∥[u˜1, θ˜]∥∥∥2} ,
(3.40)
∫
R
∣∣∣[u˜, θ˜] ∂xθ˜∂x[vr, θr]∣∣∣ dx ≤ η ∥∥∥∂xθ˜∥∥∥2 + Cη(1 + t)−2 ∥∥∥[u˜, θ˜]∥∥∥2 , (3.41)∫
R
∣∣∣∣θ˜ (∂xθ˜)2∣∣∣∣ dx . ǫ0 ∥∥∥∂xθ˜∥∥∥2 , (3.42)
and from (3.36), it follows that∫
R
∣∣∣[u˜1, θ˜] ∂xθr∂x [ur1, θr]∣∣∣ dx ≤C ∥∥∥[u˜1, θ˜]∥∥∥
L∞
‖∂x[ur1, θr]‖2
≤η
∥∥∥∂x [u˜1, θ˜]∥∥∥2 + Cη(1 + t)− σ1+12 ∥∥∥[u˜1, θ˜]∥∥∥2 + Cηǫ 7−σ116 (1 + t)− 21−3σ116 .
(3.43)
Therefore (3.40), (3.41), (3.42) and (3.43) give
|I5| .ǫ
σ2
1+σ2
{∥∥∥∂x [u˜, θ˜]∥∥∥2 + (1 + t)− 5+3σ24+4σ2 + (1 + t)− 3+5σ22(1+3σ2) ∥∥∥[u˜, θ˜]∥∥∥2}+ η ∥∥∥∂x [v˜, u˜, θ˜]∥∥∥2
+ Cη(1 + t)
−2
∥∥∥[u˜, θ˜]∥∥∥2 + Cη(1 + t)− σ1+12 ∥∥∥[u˜, θ˜]∥∥∥2 + Cηǫ 7−σ116 (1 + t)− 21−3σ116 .
RAREFACTION WAVE OF VLASOV-POISSON-BOLTZMANN SYSTEM 25
Let us now define 
ζ0 =min
{
2,
21− 3σ1
16
,
5 + 3σ2
4 + 4σ2
}
,
ζ1 =min
{
4
3
,
σ1 + 1
2
,
3 + 5σ2
2(1 + 3σ2)
}
,
σ0 =min
{
1,
7− σ1
16
,
σ2
1 + σ2
}
,
(3.44)
where 1 < σ1 < 5/3 and 0 < σ2 < 1. Note that 0 < σ0 < 1/3, ζ0 > 1, and ζ1 > 1. Due to (3.13) as well
as the assumption (A), we also observe that there exists C2 > 0 such that
1
C2
{
1
2
(
∂xφ˜, ∂xφ˜
)
+
1
2
(
φ˜2, ρ′e(φ
r)
)
+
1
3
(
φ˜3, ρ′′e (φ
r)
)}
≤
∥∥∥φ˜∥∥∥2
H1
≤ C2
{
1
2
(
∂xφ˜, ∂xφ˜
)
+
1
2
(
φ˜2, ρ′e(φ
r)
)
+
1
3
(
φ˜3, ρ′′e (φ
r)
)}
.
(3.45)
Defining
E1(ρ˜, u˜, θ˜, φ˜) = ρη˜(ρ˜, u˜, θ˜) + 1
2
(
∂xφ˜, ∂xφ˜
)
+
1
2
(
φ˜2, ρ′e(φ
r)
)
+
1
3
(
φ˜3, ρ′′e (φ
r)
)
,
with (3.44) and (3.45) in hand, we now can conclude from (3.16), (3.23), (3.24), (3.27) and the above
estimates on I3, I4 and I5 that
d
dt
E1(ρ˜, u˜, θ˜, φ˜) + λ
{∫
R
∣∣∣[v˜, u˜1, S˜]∣∣∣2 ∂xur1dx+ ∥∥∥∂x [u˜, θ˜]∥∥∥2}
.(ǫ0 + η)
∥∥∥[∂xv˜, ∂xφ˜, ∂2xφ˜]∥∥∥2 + Cη(1 + t)−ζ1 ∥∥∥[v˜, u˜, θ˜, φ˜]∥∥∥2 + Cηǫσ0(1 + t)−ζ0
+
∑
|α|=1
Cη
∫
R×R3
(1 + |ξ|)|∂αG|2
M
dxdξ + Cηǫ0
∫
R×R3
|∂ξ1G˜|2
M
dxdξ + Cηǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ.
(3.46)
Step 2. Dissipation of ∂x
[
ρ˜, φ˜, ∂xφ˜
]
and ∂t
[
ρ˜, u˜, θ˜, φ˜, ∂xφ˜
]
.
We first differentiate (3.5) and (3.1) with respect to x, respectively, to obtain
− ∂3xφ˜ = ∂xρ˜+ ∂x(ρe(φr)− ρe(φ)) + ∂3xφr, (3.47)
and
∂t∂xρ˜+ ∂xu1∂xρ˜+ u1∂
2
xρ˜+ ∂xρ∂xu˜1 + ρ∂
2
xu˜1 + ρ˜∂
2
xu
r
1 + ∂xρ˜∂xu
r
1 + u˜1∂
2
xρ
r + ∂xρ
r∂xu˜1 = 0. (3.48)
Then taking the inner products of (3.47), (3.48) and (3.2) with ∂xφ˜, 3µ(θ)
∂x ρ˜
ρ2 and ∂xρ˜ with respect to x
over R, respectively, one has(
∂2xφ˜, ∂
2
xφ˜
)
−
(
∂x(ρe(φ
r)− ρe(φ)), ∂xφ˜
)
=
(
∂xρ˜, ∂xφ˜
)
+
(
∂2xφ
r, ∂xφ˜
)
, (3.49)(
∂t∂xρ˜,
3µ(θ)
ρ2
∂xρ˜
)
+
(
3µ(θ)
ρ
∂2xu˜1, ∂xρ˜
)
+
(
∂xu1∂xρ˜+ u1∂
2
xρ˜+ ∂xρ∂xu˜1 + ρ˜∂
2
xu
r
1 + ∂xρ˜∂xu
r
1 + u˜1∂
2
xρ
r + ∂xρ
r∂xu˜1, ∂xρ˜
)
= 0,
(3.50)
and
(∂tu˜1, ∂xρ˜) + (u1∂xu1 − ur1∂xur1, ∂xρ˜) +
(
∂xP − ∂xP r
ρ
, ∂xρ˜
)
+
(
∂xP
r
(
1
ρ
− 1
ρr
)
, ∂xρ˜
)
+
(
∂xφ˜, ∂xρ˜
)
=
(
3µ(θ)
ρ
∂2xu˜1, ∂xρ˜
)
+
(
3µ(θ)∂2xu
r
1, ∂xρ˜
)
+
(
3
ρ
∂x(µ(θ))∂xu1, ∂xρ˜
)
−
(
1
ρ
∫
R3
ξ21∂xΘdξ, ∂xρ˜
)
.
(3.51)
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To obtain the dissipation of ∂xφ˜, we now expand the second term on the left hand side of (3.47) as
ρe(φ
r)− ρe(φ) = −ρ′e(φr)φ˜−
∫ φ
φr
(̺− φ)ρ′′e (̺)d̺︸ ︷︷ ︸
J10
. (3.52)
Similar to (3.31), one has
J10 ∼ φ˜2, ∂xJ10 = ∂xφ
∫ φ
φr
ρ′′e (̺)d̺ + φ˜∂xφ
r
∫ φ
φr
ρ′′e (̺)d̺
∼ ∂xφφ˜ + ∂xφrφ˜2 = ∂xφ˜φ˜+ ∂xφrφ˜+ ∂xφrφ˜2. (3.53)
Applying (3.52) and noticing the cancellations in (3.49), (3.50) and (3.51), we further have
d
dt
(u˜1, ∂xρ˜) +
3
2
d
dt
(
∂xρ˜,
µ(θ)
ρ2
∂xρ˜
)
+
2
3
(
θr
ρ
, (∂xρ˜)
2
)
+
(
∂2xφ˜, ∂
2
xφ˜
)
+
(
ρ′e(φ
r)∂xφ˜, ∂xφ˜
)
= −
(
∂x(ρ
′
e(φ
r))φ˜, ∂xφ˜
)
+
(
∂xJ10, ∂xφ˜
)
+
(
∂2xφ
r, ∂xφ˜
)
︸ ︷︷ ︸
J11
− (∂xu1∂xρ˜+ u1∂2xρ˜+ ∂xρ∂xu˜1 + ρ˜∂2xur1 + ∂xρ˜∂xur1 + u˜1∂2xρr + ∂xρr∂xu˜1, ∂xρ˜)︸ ︷︷ ︸
J12
+
3
2
(
∂t
(
µ(θ)
ρ2
)
∂xρ˜, ∂xρ˜
)
︸ ︷︷ ︸
J13
+(u˜1, ∂t∂xρ˜)− (u1∂xu1 − ur1∂xur1, ∂xρ˜)︸ ︷︷ ︸
J14
−2
3
(
∂x(θ˜ρ˜)
ρ
, ∂xρ˜
)
− 2
3
(
∂x(θ˜ρ
r)
ρ
, ∂xρ˜
)
− 2
3
(
∂xθ
rρ˜
ρ
, ∂xρ˜
)
−
(
∂xP
r
(
1
ρ
− 1
ρr
)
, ∂xρ˜
)
︸ ︷︷ ︸
J15
+
(
3µ(θ)∂2xu
r
1, ∂xρ˜
)
+
(
3
ρ
∂x(µ(θ))∂xu1, ∂xρ˜
)
︸ ︷︷ ︸
J16
−
(
1
ρ
∫
R3
ξ21∂xΘdξ, ∂xρ˜
)
︸ ︷︷ ︸
J17
. (3.54)
We now turn to estimate Jl (11 ≤ l ≤ 17) term by term. We first present the calculations for J11, J12,
J14 and J17, since the other terms are similar and easier. For J11, in light of Lemma 2.2, (3.11), (3.53)
and by Cauchy-Schwarz’s inequality with 0 < η < 1, one has
|J11| . (η + ǫ0)
∥∥∥∂xφ˜∥∥∥2 + Cη(1 + t)−2 ∥∥∥φ˜∥∥∥2 + Cηǫ(1 + t)−2.
The first two terms in J12 is equal to
−1
2
(∂xu1∂xρ˜, ∂xρ˜)
by integration by parts. We thus obtain
|J12| . (η + ǫ0 + ǫ)‖∂xρ˜‖2 + (ǫ0 + ǫ)‖∂xρ˜‖2 + Cη(1 + t)−2‖[ρ˜, u˜1]‖2 + Cηǫ(1 + t)−2,
by further performing the similar calculations as J11.
For J14, by integration by parts and applying (3.1), one has
J14 = (∂xu˜1,−∂tρ˜)−
(
(u˜+ ur)∂x(u˜1 + u
r
1)− ur∂xur, ∂xρ˜
)
=
(
∂xu˜1, ∂x(ρu)− ∂x(ρrur1)
)− (u˜∂xu˜1 + u˜1∂xur1 + ur1∂xu˜1, ∂xρ˜)
= ((∂xu˜1)
2, ρ˜) + (∂xu˜1, ρ˜∂xu
r) + (∂xu˜1, ∂xρ
ru˜1) + (∂xu˜1, ρ
r∂xu˜1)− (u˜1∂xur1, ∂xρ˜),
and therefore
|J14| ≤ (Cǫ0 + η)‖∂xu˜1‖2 + ρ+‖∂xu˜1‖2 + η‖∂xρ˜‖2 + Cη(1 + t)−2‖[ρ˜, u˜1]‖2.
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As to J17, from Cauchy-Schwarz’s inequality with η, it follows that
|J17| ≤η‖∂xρ˜‖2 + Cη
∫
R×R3
1 + |ξ|
M
|∂xΘ|2dxdξ.
To compute the above integral, by applying (3.38), Corollary 6.1, Lemma 6.1 and (3.37), one further
obtains∫
R×R3
1 + |ξ|
M
|∂xΘ|2dxdξ
.
∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ +
∑
|α|=1
∫
R×R3
1 + |ξ|
M
|∂αG|2|∂x[ρ, u, θ]|2dxdξ
+ ǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ +
∑
|α|≤1
∫
R×R3
∣∣∂α (∂xφ∂ξ1G)∣∣2 dxdξ
+
∫
R
(∫
R3
(1 + |ξ|)|∂xG|2
Mi
dξ
)(∫
R3
|G|2
Mi
dξ
)
dx+
∫
R
(∫
R3
(1 + |ξ|)|G|2
Mi
dξ
)(∫
R3
|∂xG|2
Mi
dξ
)
dx
+
∫
R
(∫
R3
(1 + |ξ|)|G|2
Mi
dξ
)(∫
R3
|G|2
Mi
dξ
)
|∂x[ρ, u, θ]|2dx
.
∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ + ǫ0
∑
|α|=1
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ
+ ǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ + ǫ0
∑
|α|≤1
∥∥∥∂x∂αφ˜∥∥∥2 + ǫ0 ∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ + Cǫ(1 + t)−2.
(3.55)
Thus,
|J17| ≤η‖∂xρ˜‖2 + Cη
∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ + Cηǫ0
∑
|α|=1
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ
+ Cηǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ + Cηǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ
+ Cηǫ0
∑
|α|≤1
∥∥∥∂x∂αφ˜∥∥∥2 + Cηǫ(1 + t)−2.
The estimations for the remaining terms will be much easier. For brevity, we directly give the following
computations:
|J13| ≤ C‖∂t[ρ, θ]‖L∞‖∂xρ˜‖2 ≤ Cǫ0‖∂xρ˜‖2,
|J15| ≤ (Cǫ0 + η)‖∂xρ˜‖2 + Cη
∥∥∥∂xθ˜∥∥∥2 + η ‖∂xρ˜‖2 + C(1 + t)−2 ∥∥∥[ρ˜, θ˜]∥∥∥2 ,
|J16| ≤ η‖∂xρ˜‖2 + ǫ0
∥∥∥∂x [u˜1, θ˜]∥∥∥2 + ǫCη(1 + t)−2.
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We insert the above estimations for Jl (11 ≤ l ≤ 17) into (3.54) and then choose ǫ, ǫ0 and η suitably
small such that
d
dt
(u˜1, ∂xρ˜) +
3
2
d
dt
(∂xρ˜, µ(θ)∂xρ˜) + λ (∂xρ˜, ∂xρ˜) + λ
(
∂2xφ˜, ∂
2
xφ˜
)
+ λ
(
∂xφ˜, ∂xφ˜
)
.
∥∥∥∂xθ˜∥∥∥2 +max{1, ρ+} ‖∂xu˜1‖2 + (1 + t)−2 ∥∥∥[ρ˜, u˜1, θ˜, φ˜]∥∥∥2 + ǫ(1 + t)−2
+
∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ + ǫ0
∑
|α|=1
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ
+ ǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ + ǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ.
(3.56)
Having obtained (3.56), one can see that ∂t
[
ρ˜, u˜, θ˜
]
also enjoys the dissipation property. To see this, we
get from (1.16) and (1.21) that
∂tρ˜+ ∂x(ρu1 − ρrur1) = 0,
∂tu˜1 + u1∂xu1 − ur1∂xur1 +
∂xP
ρ
− ∂xP
r
ρr
+ ∂xφ˜ = −1
ρ
∫
R3
ξ21∂xGdξ,
∂tu˜i + u1∂xu˜i = −1
ρ
∫
R3
ξ1ξi∂xGdξ, i = 2, 3,
∂tθ˜ + u1∂xθ − ur1∂xθr +
P∂xu1
ρ
− P
r∂xu
r
1
ρr
= −1
ρ
∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂xGdξ,
(3.57)
which yields∥∥∥∂t [ρ˜, u˜, θ˜]∥∥∥2 .∥∥∥∂x [ρ˜, u˜, θ˜, φ˜]∥∥∥2 + (1 + t)−2 ∥∥∥[ρ˜, u˜1, θ˜]∥∥∥2 + ∫
R×R3
1 + |ξ|
M
|∂xG|2dxdξ. (3.58)
Letting 1 ≫ κ1 ≫ κ2 > 0, taking the summation of (3.46), (3.56)× κ1, (3.58) × κ2 and (3.32) × κ2, we
have for sufficiently small ǫ0 > 0, ǫ > 0 and η > 0 that
d
dt
E1(ρ˜, u˜, θ˜, φ˜) + κ1 d
dt
(u˜1, ∂xρ˜) +
3κ1
2
d
dt
(∂xρ˜, ∂xρ˜)
+ λ
∫
R
∣∣∣[ρ˜, u˜1, S˜]∣∣∣2 ∂xur1dx+ λ∥∥∥∂x [u˜, θ˜]∥∥∥2 + λ(∥∥∥∂tφ˜∥∥∥2 + ∥∥∥∂t∂xφ˜∥∥∥2)
+ λ
∥∥∥∂t [ρ˜, u˜, θ˜]∥∥∥2 + λ (∂xρ˜, ∂xρ˜) + λ(∂2xφ˜, ∂2xφ˜)+ λ(∂xφ˜, ∂xφ˜)
.(1 + t)−ζ1
∥∥∥[ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫσ0(1 + t)−ζ0 + ǫ0 ∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ
+
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|)|∂αG|2
M
dxdξ + ǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ,
(3.59)
where we also used the fact that v˜ ∼ ρ˜.
Step 3. The first order energy estimates.
For |α| = 1, taking the inner product of ∂α(3.1), ∂α(3.2), ∂α(3.3) and ∂α(3.4) with ∂αρ˜, ∂αu˜1, ∂αu˜i
and ∂αθ˜, respectively, and then taking the summation of the resulting equations, one has
1
2
d
dt
∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + ∑
|α|=1
(
3µ(θ)
ρ
∂x∂
αu˜1, ∂x∂
αu˜1
)
+
3∑
i=2
∑
|α|=1
(
µ(θ)
ρ
∂x∂
αu˜i, ∂x∂
αu˜i
)
+
∑
|α|=1
(
κ(θ)
ρ
∂x∂
αθ˜, ∂x∂
αθ˜
)
=
9∑
l=1
Il,
(3.60)
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where
I1 = − (∂α∂x(ρu1 − ρrur1), ∂αρ˜) , I2 = − (∂α(u1∂xu1 − ur1∂xur1), ∂αu˜1)−
3∑
i=2
(∂α(u1∂xu˜i), ∂
αu˜i),
I3 = −
(
∂α∂xφ˜, ∂
αu˜1
)
, I4 = −
(
∂α
(
∂xP − ∂xP r
ρ
)
, ∂αu˜1
)
−
(
∂α
(
∂xP
r
(
1
ρ
− 1
ρr
))
, ∂αu˜1
)
,
I5 = −
(
3µ(θ)
ρ
∂α∂xu
r
1, ∂
α∂xu˜1
)
−
(
κ(θ)
ρ
∂α∂xθ
r, ∂α∂xθ˜
)
,
I6 = −
(
3∂αµ(θ)
ρ
∂xu1, ∂
α∂xu˜1
)
−
3∑
i=2
(
∂αµ(θ)
ρ
∂xu˜i, ∂
α∂xu˜i
)
−
(
∂ακ(θ)
ρ
∂xθ, ∂
α∂xθ˜
)
,
I7 = −3
(
∂x
(
1
ρ
)
∂α(µ(θ)∂xu1), ∂
αu˜1
)
−
3∑
i=2
(
∂x
(
1
ρ
)
∂α(µ(θ)∂xu˜i), ∂
αu˜i
)
−
(
∂x
(
1
ρ
)
∂α(κ(θ)∂xθ), ∂
αθ˜
)
+ 3
(
∂α
(
1
ρ
)
∂x(µ(θ)∂xu1), ∂
αu˜1
)
+
3∑
i=2
(
∂α
(
1
ρ
)
∂x(µ(θ)∂xu˜i), ∂
αu˜i
)
+
(
∂α
(
1
ρ
)
∂x(κ(θ)∂xθ), ∂
αθ˜
)
,
and 
I8 = 3
(
∂α
(
µ(θ)
ρ
(∂xu1)
2
)
, ∂αθ˜
)
+
3∑
i=2
(
∂α
(
µ(θ)
ρ
(∂xu˜i)
2
)
, ∂αθ˜
)
,
I9 =
3∑
i=1
(∫
R3
ξ1ξi∂
αΘdξ, ∂x
(
∂αu˜i
ρ
))
+
(∫
R3
( |ξ|2
2
− u · ξ
)
ξ1∂
αΘdξ, ∂x
(
∂αθ˜
ρ
))
−
3∑
i=1
(∫
R3
∂xuiξiξ1∂
αΘdξ,
∂αθ˜
ρ
)
+
3∑
i=1
(∫
R3
∂α
(
ui
ρ
)
ξiξ1∂xΘdξ, ∂
αθ˜
)
−
3∑
i=1
(
∂α
(
1
ρ
)∫
R3
ξ1ξi∂xΘdξ, ∂
αu˜i
)
.
We now turn to estimate Il (1 ≤ l ≤ 9) term by term. By integration by parts and applying Cauchy-
Schwarz’s inequality with 0 < η < 1, Sobolev’s inequality (3.26), a priori assumption (3.9), the estimates
(3.55), as well as Lemma 2.2, one can see that
|I1| ≤Cη
∑
|α|=1
‖∂α[ρ˜, u˜1]‖2 + (η + ǫ0)
∑
|α|=1
‖∂x∂αu˜1‖2 + Cη(1 + t)−2‖[ρ˜, u˜1]‖2,
|I2| ≤ ǫ0
∑
|α|=1
‖∂αu˜‖2 + C(1 + t)−2‖u˜1‖2, |I3| ≤ η
∑
|α|=1
‖∂x∂αu˜1‖2 + Cη
∑
|α|=1
∥∥∥∂αφ˜∥∥∥2 ,
|I4| ≤η
∑
|α|=1
‖∂x∂αu˜1‖2 + (ǫ0 + η)
∑
|α|=1
‖∂αu˜1‖2 + Cη
∑
|α|=1
∥∥∥∂α [ρ˜, θ˜]∥∥∥2 + Cη(1 + t)−2 ∥∥∥[ρ˜, θ˜]∥∥∥2 ,
|I5| ≤ η
∑
|α|=1
∥∥∥∂α∂x [u˜1, θ˜]∥∥∥2 + Cηǫ(1 + t)−2,
|I6| ≤ η
∑
|α|=1
∥∥∥∂x∂α [u˜, θ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∥∥∥∂α [u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2,
|I7|+ |I8| ≤ ǫ0
∑
|α|=1
∥∥∥∂x∂α [u˜, θ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∥∥∥∂α [u˜, θ˜]∥∥∥2 + Cǫ(1 + t)−2,
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|I9| .η
∑
|α|=1
∥∥∥∂x∂α [u˜, θ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∥∥∥∂α [u˜, θ˜]∥∥∥2 + Cηǫ0 ∑
|α|≤1
∥∥∥∂x∂αφ˜∥∥∥2 + Cηǫ(1 + t)−2
+ Cη
∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ + Cηǫ0
∑
|α|=1
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ
+ Cηǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ + Cηǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ.
Plugging the previous computations for Il (1 ≤ l ≤ 9) into (3.60), we thus arrive at
d
dt
∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + λ ∑
|α|=1
∥∥∥∂x∂α [u˜, θ˜]∥∥∥2
.
∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∥∥∥∂x∂αφ˜∥∥∥2 + (1 + t)−2 ∥∥∥[ρ˜, u˜, θ˜]∥∥∥2 + ǫ(1 + t)−2
+
∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ + ǫ0
∑
|α|=1
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ
+ ǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ + ǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ.
(3.61)
Let us now deduce the second order dissipation of ρ˜. For this, letting |α| = 1, taking the inner product
of ∂α(3.57)2 with ∂
α∂xρ˜, we obtain
d
dt
(∂αu˜1, ∂
α∂xρ˜) +
2
3
(
θr
ρ
∂α∂xρ˜, ∂
α∂xρ˜
)
=(∂αu˜1, ∂t∂
α∂xρ˜)− (∂α(u1∂xu1 − ur1∂xur1), ∂αρ˜)−
2
3
(
∂α
(
∂x(θ˜ρ˜)
ρ
)
, ∂α∂xρ˜
)
− 2
3
(
∂α
(
∂x(θ˜ρ
r)
ρ
)
, ∂α∂xρ˜
)
− 2
3
(
∂α
(
∂xθ
rρ˜
ρ
)
, ∂α∂xρ˜
)
−
(
∂α
(
∂xP
r
(
1
ρ
− 1
ρr
))
, ∂α∂xρ˜
)
−
(
∂α∂xφ˜, ∂
α∂xρ˜
)
−
(∫
R3
ξ21∂
α∂xGdξ, ∂
α∂xρ˜
)
.
(3.62)
By integration by parts and in view of the first equation of (3.57), the first term on the right hand side
of (3.62) can be rewritten as
− (∂α∂xu˜1, ∂t∂αρ˜) = (∂α∂xu˜1, ∂α(∂x(ρu1 − ρrur1))) ,
which is further bounded by
Cη
∑
|α|=1
‖∂α∂xu˜1‖2 + (η + ǫ0)‖∂α∂xρ˜‖2 + ǫ0
∑
|α|=1
‖∂α[ρ˜, u˜1]‖2 + (1 + t)−2‖[ρ˜, u˜1]‖2.
The remaining terms on the right hand side of (3.62) are dominated by
(ǫ0 + η)
∑
|α|=1
‖∂x∂αρ˜‖2 + Cη
∑
|α|=1
∥∥∥∂α∂x [u˜1, θ˜, φ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∥∥∥∂α [ρ˜, u˜1, θ˜]∥∥∥2
+ Cη(1 + t)
−2
∥∥∥[ρ˜, θ˜]∥∥∥2 + ǫ(1 + t)−2 + Cη ∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ.
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We next get from substituting the above estimates into (3.62) that
d
dt
∑
|α|=1
(∂αu˜1, ∂
α∂xρ˜) + λ
∑
|α|=1
(∂α∂xρ˜, ∂
α∂xρ˜)
.
∑
|α|=1
∥∥∥∂α∂x [u˜1, θ˜, φ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∥∥∥∂α [ρ˜, u˜1, θ˜]∥∥∥2
+ (1 + t)−2
∥∥∥[ρ˜, u˜1, θ˜]∥∥∥2 + ǫ(1 + t)−2 + ∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ,
(3.63)
provided η > 0 and ǫ > 0 suitably small.
As to the second order t−derivative of
[
ρ˜, u˜, θ˜
]
, by (3.57), one has∥∥∥∂2t [ρ˜, u˜, θ˜]∥∥∥2 . ∑
|α|=1
∥∥∥∂α∂x [ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜, φ˜]∥∥∥2 + (1 + t)−2 ∥∥∥[ρ˜, u˜1, θ˜]∥∥∥2
+
∑
|α|=2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ + ǫ0
∑
|α|=1
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ.
(3.64)
In addition, it follows from (3.5), (3.52) and (3.53) that∑
|α|=2
{∥∥∥∂αφ˜∥∥∥2 + ∥∥∥∂α∂xφ˜∥∥∥2} ≤C ∑
|α|=2
‖∂αρ˜‖2 + ǫ0
∑
|α|=1
∥∥∥∂αφ˜∥∥∥2
H1
+ C(1 + t)−2‖φ˜‖2 + Cǫ(1 + t)−2.
(3.65)
Finally, letting κ2 ≫ κ3 ≫ κ4 ≫ κ5 ≫ κ6 > 0, we get from (3.59) + (3.61)× κ3 + (3.63)× κ4 + (3.64)×
κ5 + (3.65)× κ6 that
d
dt
E1(ρ˜, u˜, θ˜, φ˜) + κ1 d
dt
(u˜1, ∂xρ˜) +
3κ1
2
d
dt
(∂xρ˜, ∂xρ˜) + κ3
∑
|α|=1
d
dt
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2
+ κ4
∑
|α|=1
d
dt
(∂αu˜1, ∂
α∂xρ˜) + λ
∫
R
∣∣∣[ρ˜, u˜1, S˜]∣∣∣2 ∂xur1dx
+ λ
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + λ ∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
.(1 + t)−α1
∥∥∥[ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫσ0(1 + t)−α0 + ∑
1≤|α|≤2
∫
R×R3
1 + |ξ|
M
|∂αG|2dxdξ
+ ǫ0
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ + ǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
Mi
dxdξ.
(3.66)
Then (3.15) follows from (3.66). This concludes the proof of Proposition 3.1.
Remark 3.2. Note that the above estimates do not include the second order energy of
[
ρ˜, u˜, θ˜
]
, and they
will be left to the next subsection, where the dissipation of the microscopic part will be mainly addressed.
This special treatment coincides with the energy method developed in [21].

3.2. Energy estimates on the microscopic part. Now we turn to deduce the energy estimates on
the microscopic part G. The trick of deducing the desired energy estimates can be outlined as follows.
As mentioned in the previous subsection, ∥∥∥∥ G√Mi
∥∥∥∥2
L2
x,ξ
is not integrable with respect to the time variable, we first perform the zeroth order energy estimate on
G˜. Then we directly present the higher order energy estimates on F . At last, we deduce the mixed
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derivative energy estimates on ∂α∂βG˜ for |α| + |β| ≤ 2 and |β| ≥ 1. It is shown that the above energy
estimates only with respect to the global Maxwellian M∗ or the local Maxwellian M can not be closed.
To overcome this difficulty, one has to use the interplay of these two kinds of weighted energy estimates.
The main result of this subsection is given in the following
Proposition 3.2. Under the conditions listed in Proposition 3.1, it holds that
∑
|α|≤1
∥∥∥∂α [ρ˜, u˜, θ˜] (t)∥∥∥2 + ∑
|α|≤2
∥∥∥∂αφ˜(t)∥∥∥2
H1
+
∫
R×R3
∣∣∣G˜∣∣∣2
M∗
dxdξ +
∑
1≤|α|≤2
∫
R×R3
|∂αF |2
M∗
dxdξ
+
∑
|α|+|β|≤2
|β|≥1
∫
R×R3
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ +
∑
1≤|α|≤2
∫ T
0
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξdt
+
∫ T
0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξdt+
∑
|α|+|β|≤2
|β|≥1
∫ T
0
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξdt
+
∫ T
0
∫
R
∣∣∣[ρ˜, u˜1, S˜, φ˜]∣∣∣2 ∂xur1dxdt+ ∑
1≤|α|≤2
∫ T
0
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 dt+ ∑
1≤|α|≤2
∫ T
0
∥∥∥∂αφ˜∥∥∥2
H1
dt
≤C0N2(0) + C0ǫσ0 ,
(3.67)
for 0 ≤ t ≤ T .
Proof. We divide the proof by the following three steps.
Step 1. Zeroth order energy estimates for G˜√
M∗
.
Notice that G˜ solves
∂tG˜− LMG˜ = − 3
2θ
PM1
[
ξ1M
(
ξ · ∂xu˜+ |ξ − u|
2
2θ
∂xθ˜
)]
−PM1 (ξ1∂xG) + ∂xφ∂ξG+Q(G,G)− ∂tG,
(3.68)
where we have used the fact that
PM1 (ξ1∂xM)− LMG =
3
2θ
PM1
[
ξ1M
(
ξ · ∂xu˜+ |ξ − u|
2
2θ
∂xθ˜
)]
.
Remark 3.3. It is worth pointing out that G defined in (3.8) is designed to deal with the linear term
PM1 (ξ1∂xM) which can not be directly controlled.
Taking the inner product of (3.68) with G˜
M∗
over R× R3, one has
1
2
d
dt
∫
R×R3
∣∣∣G˜∣∣∣2
M∗
dxdξ−
∫
R×R3
G˜LMG˜
M∗
dxdξ︸ ︷︷ ︸
J1
=−
(
3
2θ
PM1
[
ξ1M
(
ξ · ∂xu˜+ |ξ − u|
2
2θ
∂xθ˜
)]
,
G˜
M∗
)
︸ ︷︷ ︸
J2
−
(
PM1 (ξ1∂xG) ,
G˜
M∗
)
︸ ︷︷ ︸
J3
+
(
∂xφ∂ξ1G,
G˜
M∗
)
︸ ︷︷ ︸
J4
+
(
Q(G,G),
G˜
M∗
)
︸ ︷︷ ︸
J5
−
(
∂tG,
G˜
M∗
)
︸ ︷︷ ︸
J6
.
(3.69)
From Lemma 6.2, we see that
J1 ≥ δ
∫
R×R3
(1+|ξ|)|G˜|2
M∗
dxdξ.
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Moreover, we get from Cauchy-Schwarz’s inequality with 0 < η < 1 and Remark 3.1 that
|J2| ≤ η
∫
R×R3
(1+|ξ|)|G˜|2
M∗
dxdξ + Cη
∥∥∥∂x [u˜, θ˜]∥∥∥2 .
By integration by parts and applying Lemma 2.2, the a priori assumption (3.9) and (3.39), one can see
that J3, J4 and J6 can be bounded as follows
|J3| ≤
∣∣∣∣∣
(
ξ1∂xG,
G˜
M∗
)∣∣∣∣∣+
∣∣∣∣∣
(
PM0 (ξ1∂xG) ,
G˜
M∗
)∣∣∣∣∣
≤η
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ + Cη
∫
R×R3
(1 + |ξ|) |∂xG|2
M∗
dxdξ,
|J4| ≤
∣∣∣∣∣
(
∂xφ∂ξ1G˜,
G˜
M∗
)∣∣∣∣∣+
∣∣∣∣∣
(
∂xφ∂ξ1G,
G˜
M∗
)∣∣∣∣∣
≤C ‖∂xφ‖L∞
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ + η
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ
+ Cη ‖∂xφ∂x [ur1, θr]‖2
≤(ǫ0 + η)
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ + Cηǫ0
∥∥∥∂xφ˜∥∥∥2 + Cηǫ(1 + t)−2,
|J6| ≤ η
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ + Cηǫ
∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2.
For J5, it follows from (3.37) and Cauchy-Schwarz’s inequality with η that
|J5| ≤η
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ + Cη
∫
R
(∫
R3
(1 + |ξ|)|G|2
M∗
dξ
)(∫
R3
|G|2
M∗
dξ
)
dx
≤(ǫ0 + η)
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ + Cηǫ(1 + t)
−2.
Now substituting the above estimates into (3.69), we arrive at
d
dt
∫
R×R3
∣∣∣G˜∣∣∣2
M∗
dxdξ + λ
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ
≤C
∫
R×R3
(1 + |ξ|) |∂xG|2
M∗
dxdξ + C
∑
|α|=1
{
ǫ ‖∂αρ˜‖2 +
∥∥∥∂α [u˜, θ˜]∥∥∥2}+ Cǫ0 ∥∥∥∂xφ˜∥∥∥2 + Cǫ(1 + t)−2.
(3.70)
Step 2. Higher order dissipation. Let us now deduce the higher order dissipation of G. Note that even
for |α| ≥ 1, one can not directly obtain the dissipation of ∂αG/√M with the aid of (1.13), since the
linear term
(
∂αPM1 (ξ1∂xM) ,
∂αG
M
)
makes a big trouble. To overcome this difficulty, we first deduce the
energy estimates on ∂αF by using the original equation (1.1)1 with respect to the local MaxwellianM, in
this case, the corresponding term becomes
(
∂α (ξ1∂xF ) ,
∂αF
M
)
, which can be smoothly controlled. Then
we turn to obtain another estimates based on the global Maxwellian M∗. The desired estimates will be
derived by the interplay of these two kinds of weighted energy estimates.
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Let 1 ≤ |α| ≤ 2. Taking the inner product of ∂α(1.1)1 with Rθ∂
αF
M
with respect to x and ξ over R×R3,
one has
1
2
d
dt
∫
R×R3
Rθ |∂αF |2
M
dxdξ−
(
LM∂
αG,
Rθ∂αG
M
)
︸ ︷︷ ︸
J7
−
(
∂α∂xφ∂ξ1M,
Rθ∂αM
M
)
︸ ︷︷ ︸
J8
=−1
2
(
Rθ(∂αF )2,M−2∂tM
)
+
1
2
(
(∂αF )2,
R∂tθ
M
)
︸ ︷︷ ︸
J9
+
∑
0<α′≤α
Cαα′
(
Q(∂α
′
M, ∂α−α
′
G) +Q(∂α−α
′
G, ∂α
′
M),
Rθ∂αF
M
)
︸ ︷︷ ︸
J10
+
(
LM∂
αG,PM1
(
Rθ∂αM
M
))
︸ ︷︷ ︸
J11
−
(
ξ1∂
α∂xF,
Rθ∂αF
M
)
︸ ︷︷ ︸
J12
+
∑
0<α′<α
Cαα′
(
∂α−α
′
∂xφ∂
α′∂ξ1F,
Rθ∂αF
M
)
︸ ︷︷ ︸
J13
+
(
∂xφ∂
α∂ξ1F,
Rθ∂αF
M
)
︸ ︷︷ ︸
J14
+
(
∂α∂xφ∂ξ1G,
Rθ∂αF
M
)
︸ ︷︷ ︸
J15
+
(
∂αQ(G,G),
Rθ∂αF
M
)
︸ ︷︷ ︸
J16
,
(3.71)
where we have used the fact that (
∂α∂xφ∂ξ1M,
Rθ∂αG
M
)
= 0.
We note that J13 is just J14 when |α| = 1.
Lemma 6.2 implies that
J7 ≥ δ
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ.
For J8, we have
∑
1≤|α|≤2
∣∣∣∣∣J8 − 12 ddt
{∥∥∥∂α∂xφ˜∥∥∥2 + ∥∥∥√ρ′e(φr)∂αφ˜∥∥∥2}+ 12 ddt
(
∂αφ˜
∫ φ
φr
ρ′′e (̺)d̺, ∂
αφ˜
)∣∣∣∣∣
. (ǫ0 + η)
∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
+ (ǫ0 + η)
∑
1≤|α|≤2
‖∂α [ρ˜, u˜1]‖2
+ Cη(1 + t)
−2
∥∥∥[ρ˜, u˜1, φ˜]∥∥∥2 + Cηǫ3/4(1 + t)−5/4,
(3.72)
whose proof is given in the appendix. For the remaining terms in (3.71), we only present in what follows
the estimations in the case of |α| = 1. When |α| = 2, since ‖∂α [ρr, ur, θr, φr]‖Lp (p ≥ 1) decays much
faster, the corresponding estimates are similar to those for the case |α| = 1 and are much easier to obtain.
Hence the details for the case |α| = 2 are omitted for brevity. Now, by applying Lemma 2.2, Sobolev’s
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inequality and Cauchy-Schwarz’s inequality, we have
∑
|α|=1
|J9| .
∑
|α|=1
∫
R×R3
(1 + |ξ|)|∂t[ρ, u, θ]|(|∂αM|2 + |∂αG|2)
M∗
dxdξ
.
∑
|α|=1
{∫
R
∣∣∣∂α [ρ˜, u˜, θ˜]∣∣∣2 |∂t [ρ, u, θ] |dx+ ∫
R
|∂α[ρr, ur, θr]|2|∂t[ρr, ur, θr]|dx
+
∫
R
|∂α[ρr, ur, θr]|2
∣∣∣∂t [ρ˜, u˜, θ˜]∣∣∣ dx}+ ǫ0 ∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ
.
∑
|α|=1
‖∂t[ρr, ur, θr]‖1/2 ‖∂x∂t [ρr, ur, θr]‖1/2 ‖∂α[ρr, ur, θr]‖2
+
∑
|α|=1
Cη‖∂α[ρr, ur, θr]‖2‖∂α[ρr, ur, θr]‖‖∂x∂α[ρr, ur, θr]‖
+
∑
|α|=1
(ǫ0 + η)
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ
.
∑
|α|=1
(ǫ0 + η)
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ + Cηǫ
3/4(1 + t)−5/4,
where we also used the trivial inequality ǫ(1 + t)−2 < ǫ3/4(1 + t)−5/4 for 0 < ǫ < 1.
When |α| = 1, one sees that J10 becomes
∑
|α|=1
(
Q(∂αM,G) +Q(G, ∂αM),
Rθ∂αG
M
)
,
and then it follows that
∑
|α|=1
|J10| .η
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ + Cη
∫
R
(∫
R3
(1 + |ξ|)|∂αM|2
M
dξ
)(∫
R3
|G˜+G|2
M
dξ
)
dx
+ Cη
∫
R
(∫
R3
|∂αM|2
M
dξ
)(∫
R3
(1 + |ξ|)|G˜+G|2
M
dξ
)
dx
.η
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ + Cηǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ
+ Cηǫ0
∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2.
Note that J11 vanishes for |α| = 1. By integration by parts and performing the similar calculations as
for obtaining J9, one sees that |J12| is bounded by
∑
|α|=1
∫
R×R3
(1 + |ξ|)|∂α[ρ, u, θ]|(|∂αM|2 + |∂αG|2)
M∗
dxdξ
.(ǫ0 + η)
∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ + Cηǫ
3/4(1 + t)−5/4.
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For J13 and J14 with |α| = 1, we use F = M+G again, to obtain
|J13|, |J14| =
∣∣∣∣∣
(
∂xφ∂
α∂ξ1G,
Rθ∂αG
M
)
+
(
∂xφ∂
α∂ξ1M,
Rθ∂αM
M
)
+
(
∂xφ∂
α∂ξ1M,
Rθ∂αG
M
) ∣∣∣∣∣
.
∑
|α|=1
∫
R
|∂xφ||∂α[ρ, u, θ]|2dx +
∑
|α|=1
ǫ0
∥∥∥∂α [ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∫
R×R3
|∂α∂ξ1G|2
M
dxdξ
+ ǫ0
∑
|α|=1
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂ξ1G˜∣∣∣2
M
dxdξ + Cη
∑
|α|=1
‖∂αφr∂α [ρr, ur, θr]‖2
+ (ǫ0 + η)
∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ
.
∑
|α|=1
ǫ0
∥∥∥∂α [ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫ0 ∑
|α|=1
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂ξ1G˜∣∣∣2
M
dxdξ
+ (ǫ0 + η)
∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ + Cηǫ
3/4(1 + t)−5/4,
and ∑
|α|=1
|J15| =
∑
|α|=1
∣∣∣∣(∂α∂xφ∂ξ1G, Rθ∂αGM
)∣∣∣∣
.
∑
|α|=1
Cη
∫
R×R3
|∂α∂xφ|2 |∂ξ1G|
2
M
dxdξ + ǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣∂ξ1G˜∣∣∣2
M
dxdξ
+ (ǫ0 + η)
∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ
.
∑
|α|=1
Cηǫ0
∥∥∥∂x∂αφ˜∥∥∥2 + ǫ0 ∫
R×R3
(1 + |ξ|)
∣∣∣∂ξ1G˜∣∣∣2
M
dxdξ
+ (ǫ0 + η)
∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ + Cηǫ(1 + t)
−2.
As to the last term J16, we get from Lemma 6.1 and Cauchy-Schwarz’s inequality that∑
|α|=1
|J16| =
∑
|α|=1
∣∣∣∣(∂αQ(G,G), Rθ∂αGM
)∣∣∣∣
.η
∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ +
∑
|α|=1
Cη
∫
R
(∫
R3
(1 + |ξ|) |∂αG|2
M
dξ
)(∫
R3
|G|2
M
dξ
)
dx
+
∑
|α|=1
Cη
∫
R
(∫
R3
|∂αG|2
M
dξ
)(∫
R3
(1 + |ξ|) |G|2
M
dξ
)
dx
.(η + ǫ0)
∑
|α|=1
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ + Cηǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M
dxdξ.
It should be noted that when |α| = 2,
J16 =
(
∂αQ(G,G),
Rθ∂αM
M
)
+
(
∂αQ(G,G),
Rθ∂αG
M
)
,
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with
(
∂αQ(G,G), Rθ∂
α
M
M
)
being non-zero, but in case |α| = 2, the term Rθ∂αM
M
becomes quadratic,
which can be handled as in (3.10).
Substituting the above estimates for Jl (7 ≤ l ≤ 16) into (3.71), we see that
d
dt
 ∑
1≤|α|≤2
∫
R×R3
Rθ |∂αF |2
M
dxdξ + E2(φ˜)
+ λ ∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ
.Cηǫ0
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ + Cηǫ0
∑
|α|≤1
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂ξ1G˜∣∣∣2
M
dxdξ
+ Cηǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M
dxdξ + (ǫ0 + η)
∑
1≤|α|≤2
{∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + ∥∥∥∂αφ˜∥∥∥2
H1
}
+ Cηǫ
3/4(1 + t)−5/4,
(3.73)
where we have set
E2(φ˜) =
∑
1≤|α|≤2
{∥∥∥∂α∂xφ˜∥∥∥2 + ∥∥∥√ρ′e(φr)∂αφ˜∥∥∥2}− ∑
1≤|α|≤2
(
∂αφ˜
∫ φ
φr
ρ′′e (̺)d̺, ∂
αφ˜
)
∼
∥∥∥∂xφ˜∥∥∥2
H2
.
Similarly, one can obtain the following energy estimates for ∂αF (1 ≤ |α| ≤ 2) with respect to the global
Maxwellian M∗:
d
dt
∑
1≤|α|≤2
∫
R×R3
|∂αF |2
M∗
dxdξ + λ
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ
.(ǫ0 + η)
∑
|α|≤1
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂ξ1G˜∣∣∣2
M∗
dxdξ + (ǫ0 + η)
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ
+ Cη
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + Cη ∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
+ Cηǫ
3/4(1 + t)−5/4,
(3.74)
whose proof is also given in the appendix. With (3.73) in hand, letting 1 ≫ κ7 > 0, we get from the
summation of (3.73) and (3.15)× κ7 that
κ7
d
dt
E1(ρ˜, u˜, θ˜, φ˜)− κ7κ0 d
dt
∑
|α|=1
(∂αu˜1, ∂
α∂xρ˜)
+
d
dt
∑
1≤|α|≤2
{∫
R×R3
Rθ |∂αF |2
M
dxdξ + E2(φ˜)
}
+ λ
∫
R
∣∣∣[ρ˜, u˜1, S˜, φ˜]∣∣∣2 ∂xur1dx
+ λ
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + λ ∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
+ λ
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ
.(1 + t)−ζ1
∥∥∥[ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫσ0(1 + t)−ζ0 + ǫ0 ∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ
+ ǫ0
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ + ǫ0
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ,
(3.75)
where we have also used the fact that σ0 < 3/4 and 1 < ζ0 < 5/4.
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On the other hand, by choosing 1 ≫ κ8 ≫ κ9 > 0, it follows from the summation of (3.70) × κ9 and
(3.74)× κ8 that
κ9
d
dt
∫
R×R3
∣∣∣G˜∣∣∣2
M∗
dxdξ + κ8
d
dt
∑
1≤|α|≤2
∫
R×R3
|∂αF |2
M∗
dxdξ
+ λ
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ + λ
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ
.(κ8 + κ9)Cη
∑
1≤|α|≤2
{∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + ∥∥∥∂αφ˜∥∥∥2
H1
}
+ Cηǫ(1 + t)
−2 + (ǫ0 + η)
∑
|α|≤1
∫
R×R3
|∂ξ1∂αG˜|2
M
dxdξ.
(3.76)
Step 3. Energy estimates with mixed derivatives. In what follows, we deduce the energy estimates on
the mixed derivative term ∂α∂βG˜. To do so, letting |β| ≥ 1 and |α|+ |β| ≤ 2, acting ∂α∂β to (3.68) and
taking the inner product of the resulting equation with ∂
α∂βG˜
M∗
over R× R3, one has
1
2
d
dt
∫
R×R3
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ −
∫
R×R3
∂α∂βG˜LM∂
α∂βG˜
M∗
dxdξ
=
∑
|α′|+|β′|≤|α|+|β|−1
α′≤α,β′≤β
Cα,βα′,β′
(
Q
(
∂α−α
′
∂β−β
′
M, ∂α
′
∂β
′
G˜
)
+Q
(
∂α
′
∂β
′
G˜, ∂α−α
′
∂β−β
′
M
)
,
∂α∂βG˜
M∗
)
−
(
∂α∂β
(
3
2θ
PM1
[
ξ1M
(
ξ1∂xu˜1 +
|ξ − u|2
2θ
∂xθ˜
)])
,
∂α∂βG˜
M∗
)
−
(
∂α∂β
(
PM1 (ξ1∂xG)
)
,
∂α∂βG˜
M∗
)
+
(
∂α∂β (∂xφ∂ξ1G) ,
∂α∂βG˜
M∗
)
+
(
∂α∂βQ(G,G),
∂α∂βG˜
M∗
)
−
(
∂t∂
α∂βG,
∂α∂βG˜
M∗
)
.
(3.77)
Similar to those calculations in the above Step 2, we have
d
dt
∑
|α|+|β|≤2
|β|≥1
Cαβ
∫
R×R3
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ + λ
∑
|α|+|β|≤2
|β|≥1
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ
.
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ +
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ
+
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫ(1 + t)−2,
(3.78)
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for suitable constants Cαβ > 0. The proof of (3.78) above is given in the appendix. Consequently, it
follows from (3.75), (3.76) and (3.78) that
K0κ7
d
dt
E1(ρ˜, u˜, θ˜, φ˜)−K0κ7κ0 d
dt
∑
|α|=1
(∂αu˜1, ∂
α∂xρ˜)
+K0
d
dt
∑
1≤|α|≤2
{∫
R×R3
Rθ |∂αF |2
M
dxdξ + E2(φ˜)
}
+ κ9
d
dt
∫
R×R3
∣∣∣G˜∣∣∣2
M∗
dxdξ
+ κ8
d
dt
∑
1≤|α|≤2
∫
R×R3
|∂αF |2
M∗
dxdξ + κ10
d
dt
∑
|α|+|β|≤2
|β|≥1
∫
R×R3
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ
+ λ
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ + λ
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ
+ λ
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M
dxdξ + λ
∑
|α|+|β|≤2
|β|≥1
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ
+ λ
∫
R
∣∣∣[ρ˜, u˜1, S˜]∣∣∣2 ∂xur1dx+ λ ∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + λ ∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
.(1 + t)−ζ1
∥∥∥[ρ˜, u˜, θ˜, φ˜]∥∥∥2 + ǫσ0(1 + t)−ζ0 ,
(3.79)
where K0 is a positive large constant and κ10 is also a positive constant but suitably small. Then (3.67)
follows from (3.79) and Gronwall’s inequality. This ends the proof of Proposition 3.2. 
4. Local existence
In this section, we show the existence of the local-in-time solution in the function space E˜([0, T ]) for a
small T > 0 to the Cauchy problem (1.1), (1.2) and (1.4). We adopt the iteration method as in [25] for
the proof, which is based on a uniform energy estimate for the following sequence of iterating approximate
solutions:

{∂t + ξ1∂x − ∂xφn∂ξ1}Fn+1 + Fn+1(ξ)
∫
R3×S2
|(ξ − ξ∗) · ω|Fn(ξ∗) dξ∗dω
=
∫
R3×S2
|(ξ − ξ∗) · ω|Fn(ξ′∗)Fn(ξ′) dξ∗dω,
− ∂2xφn =
∫
R3
Fn(ξ) dξ − ρe(φn),
Fn+1(0, x, ξ) = F0(x, ξ), n ≥ 0,
F 0(t, x, ξ) = F0(x, ξ).
(4.1)
Set Mr = M[ρr(t,x),ur(t,x),θr(t,x)](ξ). Let
Fn = gn +Mr, φ˜
n = φn − φr, n ≥ 0.
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Then (4.1) is equivalent to
{
∂t + ξ1∂x − ∂xφ˜n∂ξ1
}
gn+1 + νMr(ξ)g
n+1 −Kgn = Qgain(gn, gn)−Qloss(gn, gn+1)
−
{
∂t + ξ1∂x − ∂xφ˜n∂ξ1
}
Mr + ∂xφ
r∂ξ1g
n+1 + ∂xφ
r∂ξ1Mr,
− ∂2xφ˜n =
∫
R3
gn(ξ) dξ + ρe(φ
r)− ρe(φn) + ∂2xφr,
gn+1(0, x, ξ) = F0(x, ξ)−M[ρr(0,x),ur(0,x),θr(0,x)], g0 = F0(x, ξ) −M[ρr(0,x),ur(0,x),θr(0,x)],
(4.2)
where νMr(ξ) is a multiplier, given by
νMr(ξ) =
∫
R3×S2+
|(ξ − ξ∗) · ω|Mr dξ∗dω,
and K(ξ, ξ∗) is a self-adjoint L2 compact operator, defined by
Kgn = Qgain(Mr, g
n)−Qloss(gn,Mr) +Qgain(gn,Mr).
As in [65], K(ξ, ξ∗) can be also presented as
Kh =
√
Mr(ξ)KMr
((
h√
Mr
)
(ξ)
)
, KMr = K2Mr −K1Mr ,
K1Mrh =
∫
R3×S2+
|(ξ − ξ∗) · ω|
√
Mr(ξ)
√
Mr(ξ∗)h(ξ∗) dξ∗dω,
K2Mrh =
∫
R3×S2+
|(ξ − ξ∗) · ω|
√
Mr(ξ∗)
{√
Mr(ξ′)h(ξ′∗) +
√
Mr(ξ′∗)h(ξ
′)
}
dξ∗dω.
In what follows, we begin with the uniform bound in n for ‖gn‖E˜T for a small time T > 0.
Lemma 4.1. The solution sequence {gn}∞n=1 is well defined. For a sufficiently small constant ǫ0 > 0,
there exists T ∗ = T ∗(ǫ0) > 0 such that if
∑
|α|+|β|≤2
∫
R×R3
∣∣∂α∂βg0(x, ξ)∣∣2
M∗
dxdξ + ǫ ≤ ǫ20,
then for any n, it holds that
Y˜T (g
n) := E˜T (gn) + D˜T (gn) ≤ 2ǫ20, ∀T ∈ [0, T ∗), (4.3)
where D˜T (h) is defined by
D˜T (h) =
∑
|α|+|β|≤2
∫ T
0
∫
R×R3
(1 + |ξ|) ∣∣∂α∂βh(t, x, ξ)∣∣2
M∗
dxdξ.
Proof. We intend to prove (4.3) by induction on n. Namely, for each integer l ≥ 0, we are going to verify:
Y˜T (g
l) ≤ 2ǫ20, (4.4)
for 0 ≤ T < T ∗, where T ∗ > 0 will be suitably chosen later on. Clearly the case l = 0 holds. We assume
(4.4) is true for l = n. Let |α|+ |β| ≤ 2, take the inner product of ∂α∂β(4.2)1 with ∂
α∂βgn+1
M∗
over R×R3,
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to obtain
1
2
d
dt
∥∥∥∥∂α∂βgn+1√M∗
∥∥∥∥2 + (νMr∂α∂βgn+1, ∂α∂βgn+1M∗
)
= −
∑
|α′|+|β′|≤|α|+|β|−1
α′≤α,β′≤β
Cα,βα′,β′
(
∂α
′
∂β
′
νMr∂
α−α′∂β−β
′
gn+1,
∂α∂βgn+1
M∗
)
−
∑
|β′|=1
Cββ′
(
∂β
′
ξ1∂
α∂β−β
′
gn+1,
∂α∂βgn+1
M∗
)
+
∑
0<α′≤α
Cαα′
(
∂α
′
∂xφ˜
n∂α−α
′
∂βgn+1,
∂α∂βgn+1
M∗
)
+
∑
α′≤α,β′≤β
Cα,βα′,β′
(
Qgain
(
∂α
′
∂β
′
Mr, ∂
α−α′∂β−β
′
gn
)
−Qloss
(
∂α−α
′
∂β−β
′
gn, ∂α
′
∂β
′
Mr
)
,
∂α∂βgn+1
M∗
)
+
∑
α′≤α,β′≤β
Cα,βα′,β′
(
Qgain
(
∂α−α
′
∂β−β
′
gn, ∂α
′
∂β
′
Mr
)
,
∂α∂βgn+1
M∗
)
+
(
∂α∂βQgain(g
n, gn),
∂α∂βgn+1
M∗
)
−
(
∂α∂βQloss(g
n, gn+1),
∂α∂βgn+1
M∗
)
−
(
∂α∂β
({
∂t + ξ1∂x − ∂xφ˜n∂ξ1
}
Mr
)
,
∂α∂βgn+1
M∗
)
+
(
∂α∂β
(
∂xφ
r∂ξ1g
n+1
)
,
∂α∂βgn+1
M∗
)
+
(
∂α∂β (∂xφ
r∂ξ1Mr) ,
∂α∂βgn+1
M∗
)
.
(4.5)
Now by integrating (4.5) with respect to the time variable over [0, t] with 0 ≤ t ≤ T , and performing the
similar calculations as the proof of (3.74), one has
E˜T (gn+1) + λD˜T (gn+1)
≤
∑
|α|+|β|≤2
∫
R×R3
∣∣∂x∂βg0(x, ξ)∣∣2
M∗
dxdξ + C(ǫ20 + T )Y˜T (g
n) + C
∑
|α|≤2
∫ T
0
∥∥∥∂α∂xφ˜∥∥∥2 dt+ Cǫ ln(e+ T ).
(4.6)
On the other hand, from (4.2)2, it follows that∑
|α|≤2
∥∥∥∂α∂xφ˜n∥∥∥2 ≤ CE˜T (gn) + Cǫ(1 + t)−2. (4.7)
Consequently, (4.6) and (4.7) yield
E˜T (gn+1) + λD˜T (gn+1) ≤
∑
|α|+|β|≤2
∫
R×R3
∣∣∂α∂βg0(x, ξ)∣∣2
M∗
dxdξ + C(ǫ20 + T )Y˜T (g
n) + Cǫ ln(e+ T ).
This then implies (4.4) for l = n + 1, since ǫ > 0 can be small enough and both T ∗ > 0 and ǫ0 > 0 can
be chosen to be suitably small. The proof of Lemma 4.1 is therefore complete. 
With the uniform bound on the iterative solution sequence in terms of (4.2) by Lemma 4.1, we can
give the proof of the local existence of solutions in the following lemma. We remark that the approach
used here is due to Guo [25].
Lemma 4.2. For a sufficiently small ǫ0 > 0, there exists T
∗ = T ∗(ǫ0) > 0 such that if∑
|α|+|β|≤2
∫
R×R3
∣∣∂α∂βg0(x, ξ)∣∣2
M∗
dxdξ + ǫ ≤ ǫ20,
then there is a unique strong solution F (t, x, ξ) to the VPB system (1.1) in (0, T ∗)× R×R3 with initial
data F (0, x, ξ) = F0(x, ξ), such that
Y˜T (F −Mr) ≤ 2ǫ20,
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for any T ∈ [0, T ∗), where Y˜T (·) is defined in (4.3). Moreover if F0(x, ξ) ≥ 0, then F (t, x, ξ) ≥ 0 holds
true for T ∈ [0, T ∗).
Proof. Recalling (4.3) and (4.1), the limit function g(t, x, ξ) +Mr of the approximate solution sequence
{gn +Mr}∞n=1 must be the solution to (1.1) with F (0, x, ξ) = F0(x, ξ) in the sense of distribution. The
distribution solution turns out to be a strong solution because it can be shown to be unique as in [25].
We omit the details for the proof of the uniqueness. The proof of the positivity of the solution is also
quite standard, cf. [25] for instance. This ends the proof of Lemma 4.2. 
5. Global existence and large time behavior
We are now in a position to complete the
Proof of Theorem 1.1. From the energy estimates obtained in Proposition 3.2, one sees that
sup
0≤t≤T
∑
|α|+|β|≤2
∥∥∂α∂β (F (t, x, ξ)−M[ρr ,ur,θr](t,x)(ξ))∥∥2L2x(L2ξ( 1√
M∗(ξ)
))
. sup
0≤t≤T
∑
|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜] (t)∥∥∥2 + sup
0≤t≤T
∑
1≤|α|≤2
∫
R×R3
|∂αF (t, x, ξ)|2
M∗
dxdξ
+ sup
0≤t≤T
∫
R×R3
∣∣∣G˜(t, x, ξ)∣∣∣2
M∗
dxdξ + sup
0≤t≤T
∑
|α|+|β|≤2
|β|≥1
∫
R×R3
∣∣∣∂α∂βG˜(t, x, ξ)∣∣∣2
M∗
dxdξ + ǫ
≤C0N2(0) + C0ǫσ0 .
(5.1)
Notice that ǫ > 0 is a parameter independent of ǫ0. By letting ǫ > 0 be small enough, the global existence
of the solution of the Cauchy problem (1.1), (1.2), (1.3), (1.4) then follows from the standard continuation
argument based on the local existence obtained in Lemma 4.2 and the a priori estimate (5.1). In addition,
(5.1) implies (1.32). It now remains to prove the large time behavior as (1.33). For this, we start with
the justification of the following two limits:
lim
t→+∞
∥∥∥∥∥∂x
(
F (t, x, ξ)−M[ρr,ur ,θr](t,x)(ξ)
)
√
M∗
∥∥∥∥∥
2
L2
x,ξ
= 0, (5.2)
and
lim
t→+∞
∥∥∥∂xφ˜(t)∥∥∥2 = 0. (5.3)
Indeed, by the global existence, utilizing (3.67) and Lemma 2.2, one can show that∫ +∞
0
∣∣∣∣∣∣ ddt
∥∥∥∥∥∂x
(
F (t, x, ξ)−M[ρr,ur ,θr](t,x)(ξ)
)
√
M∗
∥∥∥∥∥
2
L2
x,ξ
∣∣∣∣∣∣ dt
=2
∫ +∞
0
∣∣(M−1∗ ∂t∂x (F (t, x, ξ) −M[ρr,ur,θr](t,x)(ξ)) , ∂x (F (t, x, ξ)−M[ρr,ur ,θr](t,x)(ξ)))∣∣ dt
≤
∫ +∞
0
∥∥∥M−1/2∗ ∂t∂x (F (t, x, ξ) −M[ρr,ur,θr](t,x)(ξ))∥∥∥2
L2
x,ξ
dt
+
∫ +∞
0
∥∥∥M−1/2∗ ∂x (F (t, x, ξ)−M[ρr,ur ,θr](t,x)(ξ))∥∥∥2
L2
x,ξ
dt
≤C
∑
1≤|α|≤2
∫ +∞
0
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 dt+ C ∑
1≤|α|≤2
∫ +∞
0
∥∥∥∥ ∂αG√M∗
∥∥∥∥2
L2
x,ξ
dt < +∞,
(5.4)
and ∫ +∞
0
∣∣∣∣ ddt ∥∥∥∂xφ˜∥∥∥2
∣∣∣∣ dt = 12
∫ +∞
0
∣∣∣(∂t∂xφ˜, ∂xφ˜)∣∣∣ dt < +∞. (5.5)
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Thus (5.4) and (5.5) and give (5.2) and (5.3). With (5.2) and (5.3) in hand, we now get from Sobolev’s
inequality (3.26) and (5.1) that
sup
x∈R
∥∥∥∥F (t, x, ξ) −M[ρr,ur ,θr](t,x)(ξ)√M∗
∥∥∥∥2
L2
ξ
≤
∥∥∥∥∥∥
sup
x∈R
|F (t, x, ξ) −M[ρr,ur,θr](t,x)(ξ)|
√
M∗
∥∥∥∥∥∥
2
L2
ξ
≤
∥∥∥∥∥∥
√
2‖F (t, x, ξ)−M[ρr,ur ,θr](t,x)(ξ)‖1/2L2x ‖∂x(F (t, x, ξ)−M[ρr,ur ,θr](t,x)(ξ))‖
1/2
L2x√
M∗
∥∥∥∥∥∥
2
L2
ξ
≤2
∥∥∥∥F (t, x, ξ)−M[ρr ,ur,θr](t,x)(ξ)√M∗
∥∥∥∥
L2
x,ξ
∥∥∥∥∂x(F (t, x, ξ)−M[ρr ,ur,θr](t,x)(ξ))√M∗
∥∥∥∥
L2
x,ξ
≤Cǫ0
∥∥∥∥∥∂x
(
F (t, x, ξ) −M[ρr,ur,θr](t,x)(ξ)
)
√
M∗
∥∥∥∥∥
L2
x,ξ
→ 0,
(5.6)
as t→ +∞. Similarly,
sup
x∈R
∣∣∣φ˜∣∣∣ ≤ √2∥∥∥∂xφ˜∥∥∥1/2 ∥∥∥φ˜∥∥∥1/2 ≤ Cǫ0 ∥∥∥∂xφ˜∥∥∥1/2 → 0 as t→ +∞. (5.7)
Then (1.33) follows from (5.6), (5.7) and (iii) in Lemma 2.2. This completes the proof of Theorem
1.1. 
6. Appendix
In this appendix, we first list some basic inequalities used in the paper. The following two lemmas,
borrowed from [18], are concerned with estimates on the nonlinear and linearized collision operatorsQ(·, ·)
and LMG, respectively.
Lemma 6.1. There exists a positive constant C > 0 such that∫
R3
(1 + |ξ|)−1Q(f, g)2
M̂
dξ ≤ C
{∫
R3
(1 + |ξ|)f2
M̂
dξ ·
∫
R3
g2
M̂
dξ +
∫
R3
f2
M̂
dξ ·
∫
R3
(1 + |ξ|)g2
M̂
dξ
}
, (6.1)
where M̂ is any Maxwellian such that the above integrals are well defined.
Remark 6.1. In fact both of Qgain(f, g) and Qloss(f, g) enjoy the estimate (6.1), and they will be used
to compute (4.5).
To perform the energy estimates for the Boltzmann equation, PM̂1 F , the microscopic projection of its
solution F (t, x, ξ) with respect to a given Maxwellian M̂, the dissipative effect through the microscopic
H-theorem should be used. In short, the microscopic H-theorem states that the linearized collision
operator L
M̂
around a fixed global Maxwellian state M̂ is negative definite on the non-fluid element
PM̂1 F , [4], i.e., the coercivity property
−
∫
R3
PM̂1 FLM̂
(
PM̂1 F
)
M̂
dξ ≥ δ
∫
R3
(1 + |ξ|)
∣∣∣PM̂1 F ∣∣∣2
M̂
dξ
holds true for some positive constant δ > 0. Furthermore, one can vary the background for linearization
and the weight function. That is, we also have the following result whose proof is based on Lemma 6.1,
cf. [41].
44 R.-J. DUAN AND S.-Q. LIU
Lemma 6.2. If θ2 < θ̂, then there exist two positive constants δ = δ(ρ, u, θ; ρ̂, û, θ̂) and η0 = η0(ρ, u, θ; ρ̂, û, θ̂)
such that if |ρ− ρ̂|+ |u− û|+ |θ − θ̂| < η0, we have for h(ξ) ∈ N⊥,
−
∫
R3
hLMh
M̂
dξ ≥ δ
∫
R3
(1 + |ξ|)h2
M̂
dξ.
Here M ≡M[ρ,u,θ](ξ), M̂ = M[ρ̂,û,θ̂](ξ) and
N⊥ =
{
f(ξ) :
∫
R3
ψi(ξ)f(ξ)dξ = 0, i = 0, 1, 2, 3, 4
}
.
Remark 6.2. The constant η0 in Lemma 6.2 is some positive constant depending on the first non-zero
eigenvalue of the linearized operator LM. Note that η0 is not necessarily small, cf. [41].
A direct consequence of Lemma 6.2 and the Cauchy inequality is the following corollary, cf. [41].
Corollary 6.1. Under the assumptions in Lemma 6.2, we have for h(ξ) ∈ N⊥,∫
R3
(1 + |ξ|)
M̂
∣∣L−1
M
h
∣∣2 dξ ≤ δ−2∫
R3
(1 + |ξ|)−1h2(ξ)
M̂
dξ.
In the rest part of the appendix, we undertake to give the detailed proofs of (1.18), (1.34), (3.72),
(3.74) and (3.78) one by one.
Proof of (1.18). To verify (1.18), it suffices to compute
Hl = ∂x
∫
R3
ξlξ1L
−1
M
(
PM1 (ξ1∂xM)
)
dξ, l = 1, 2, 3,
H4 = 1
2
∂x
∫
R3
|ξ|2ξ1L−1M
(
PM1 (ξ1∂xM)
)
dξ.
For this, let us first consider Hl (l = 1, 2, 3). By direct calculations, one has
Hl =∂x
∫
R3
ξlξ1L
−1
M
PM1
ξ1M
 3∑
j=1
ξj − uj
Rθ
∂xuj +
|ξ − u|2
2Rθ2
∂xθ
 dξ
=∂x
∫
R3
(ξl − ul)(ξ1 − u1)L−1M PM1
(ξ1 − u1)M
 3∑
j=1
ξj − uj
Rθ
∂xuj +
|ξ − u|2
2Rθ2
∂xθ
 dξ
=∂x
(∫
R3
(ξl − ul)(ξ1 − u1)L−1M PM1
(
(ξl − ul)(ξ1 − u1)
Rθ
M
)
dξ ∂xul
)
=∂x
(
1
Rθ
∫
R3
ξlξ1L
−1
M
PM1 (ξlξ1M) dξ ∂xul
)
.
On the other hand, one can claim that∫
R3
ξ2i L
−1
M
PM1
(
ξ2iM
)
dξ = 3
∫
R3
ξiξjL
−1
M
PM1 (ξiξjM) dξ, for i 6= j. (6.2)
To prove (6.2), we get from the rotational invariance of L−1
M
and integration that for i 6= j,∫
R3
ξiξjL
−1
M
PM1 (ξiξjM) dξ =
∫
R3
(ξi − ui)(ξj − uj)L−1M PM1 ((ξi − ui)(ξj − uj)M) dξ
=
∫
R3
(ξi − ui)2L−1M PM1
(
(ξj − uj)2M
)
dξ =
∫
R3
ξ2i L
−1
M
PM1
(
ξ2jM
)
dξ,
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and ∫
R3
ξ2i L
−1
M
PM1
(
ξ2iM
)
dξ =
∫
R3
(
ξi + ξj√
2
)2
L−1
M
PM1
((
ξi + ξj√
2
)2
M
)
dξ
=
∫
R3
(
ξ2i + ξ
2
j
2
+ ξiξj
)
L−1
M
PM1
((
ξ2i + ξ
2
j
2
+ ξiξj
)
M
)
dξ
=
1
2
∫
R3
ξ2i L
−1
M
PM1
(
ξ2iM
)
dξ +
3
2
∫
R3
ξiξjL
−1
M
PM1 (ξiξjM) dξ.
(6.3)
Then (6.2) follows from (6.3). We next define
µ(θ) = − 3
2θ
∫
R3
ξ1ξiL
−1
M
(ξ1ξiM) > 0, i = 2, 3,
which further equals to
− 3
2θ
∫
R3
ξ1ξiL
−1
M[1,u,θ]
(
ξ1ξiM[1,u,θ]
)
dξ, i = 2, 3,
see [52], for instance. Therefore the first formula in (1.18) holds.
Similarly, for H4, we have
H4 =1
2
∂x
∫
R3
|ξ|2ξ1L−1MPM1
ξ1M
 3∑
j=1
ξj − uj
Rθ
∂xuj +
|ξ − u|2
2Rθ2
∂xθ
 dξ
=
1
2
∂x
∫
R3
|ξ − u|2(ξ1 − u1)L−1M PM1
(ξ1 − u1)M
 3∑
j=1
ξj − uj
Rθ
∂xuj +
|ξ − u|2
2Rθ2
∂xθ
 dξ
+ ∂x
∫
R3
ξ · u(ξ1 − u1)L−1MPM1
(ξ1 − u1)M
 3∑
j=1
ξj − uj
Rθ
∂xuj +
|ξ − u|2
2Rθ2
∂xθ
 dξ
=
1
2
∂x
∫
R3
|ξ − u|2(ξ1 − u1)L−1M PM1
(
(ξ1 − u1)M
[ |ξ − u|2
2Rθ2
∂xθ
])
dξ
+ ∂x
∫
R3
ξ · u(ξ1 − u1)L−1MPM1
(ξ1 − u1)M
 3∑
j=1
ξj − uj
Rθ
∂xuj
 dξ
=
1
4R
∂x
(
1
θ2
∫
R3
|ξ − u|2ξ1L−1M[1,u,θ]
(|ξ − u|2ξ1M[1,u,θ]) dξ ∂xθ)
+
3∑
j=1
∂x
(
1
Rθ
uj
∫
R3
ξjξ1L
−1
M[1,u,θ]
PM1
(
ξjξ1M[1,u,θ]
)
dξ ∂xuj
)
,
which can be reduced to −∂x (κ(θ)∂xθ)− 3∂x (µ(θ)u1∂xu1)−
3∑
i=2
∂x (µ(θ)ui∂xui) , by defining
κ(θ) = − 3
8θ2
∫
R3
|ξ − u|2ξiL−1M[1,u,θ]
(|ξ − u|2ξiM[1,u,θ]) dξ > 0, i = 1, 2, 3.
Thus the second formula in (1.18) follows, and this completes the proof of (1.18). 
Proof of (1.34). For brevity we set M0 = M[ρ0(x),u0(x),θ0(x)](ξ) and Mr0 = M[ρr0(x),ur0(x),θr0(x)](ξ) with
[ρr0, u
r
0, θ
r
0](x) = [ρ
r, ur, θr](0, x). First of all, we show that the first norm on the left hand side of (1.34) is
bounded by Cǫ20 for a constant C. Notice that the macro-micro decomposition of F0 −Mr0 with respect
to the global Maxwellian M∗:
F0 −Mr0 = PM∗0 (M0 −Mr0) +PM∗1 (F0 −Mr0),
implies ∥∥∥∂αPM∗0 (M0 −Mr0)∥∥∥
L2
ξ
(
1√
M∗(ξ)
) ≤ ‖∂α(F0 −Mr0)‖
L2
ξ
(
1√
M∗(ξ)
) ,
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for each α with |α| ≤ 2. The further integration in x and using (1.31) lead to∥∥∥∂αPM∗0 (M0 −Mr0)∥∥∥
L2x
(
L2
ξ
(
1√
M∗(ξ)
)) ≤ ‖∂α(F0 −Mr0)‖
L2x
(
L2
ξ
(
1√
M∗(ξ)
)) ≤ Cǫ0.
On the other hand, from direct computations,
∂αPM∗0 (M0 −Mr0) =
4∑
j=0
∂α
〈
M0 −Mr0, χM∗j
〉
M∗
χM∗j ,
with the inner product terms given by〈
M0 −Mr0, χM∗0
〉
M∗
= ρ0 − ρr0,〈
M0 −Mr0, χM∗j
〉
M∗
=
(ρ0u0j − ρr0ur0j)− (ρ0 − ρr0)u∗j√
2
3ρ∗θ∗
, j = 1, 2, 3,
and 〈
M0 −Mr0, χM∗4
〉
M∗
=
3(ρ0θ0 − ρr0θr0)
θ∗
√
6ρ∗
− 3(ρ0 − ρ
r
0)√
6ρ∗
+
3ρ0|u0 − u∗|2 − 3ρr0|u0r − u∗|2
2θ∗
√
6ρ∗
.
Since
{
χM∗j , 0 ≤ j ≤ 4
}
is an orthonormal set of L2ξ
(
1√
M∗(ξ)
)
,
max
0≤j≤4
∣∣∣∣∂α 〈M0 −Mr0, χM∗j 〉
M∗
∣∣∣∣ ≤ ∥∥∥∂αPM∗0 (M0 −Mr0)∥∥∥L2
ξ
(
1√
M∗(ξ)
) .
Therefore, by integrating it in x, taking the proper linear combination and using smallness of ǫ0, one has∑
|α|≤2
‖∂α[ρ0 − ρr0, u0 − ur0, θ0 − θr0]‖ ≤ Cǫ0. (6.4)
Finally, the second norm on the left side of (1.34) is bounded by Cǫ20 due to the mean-value property
as well as (6.4) and smallness of ǫ0, and further the estimate on the third norm immediately follows by
noticing G0 = F0 −M0 = (F0 −Mr0)− (M0 −Mr0), and∑
|α|+|β|≤2
∥∥∂α∂β (M0 −Mr0)∥∥2
L2x
(
L2
ξ
(
1√
M∗(ξ)
)) ≤ Cǫ20.
Then (1.34) is proved. 
Proof of (3.72). Notice that
J8 = (∂α∂xφ, (ξ1 − u1)∂αM) , 1 ≤ |α| ≤ 2.
Let ∂i ∈ {∂t, ∂x} and ∂j ∈ {∂t, ∂x}. By a simple calculation,
∂iM =
∂iρ
ρ
M+
ξ − u
Rθ
· ∂iuM+
( |ξ − u|2
2Rθ
− 3
2
)
∂iθ
θ
M.
Then, one can see that for |α| = 1,
J8 =
∫
R
∂α∂xφρ∂
αu1dx.
Furthermore, for |α| = 2 with ∂α = ∂j∂i, one can also obtain from direct calculations that
J8 =
∫
R
∂α∂xφρ∂
αu1 dx+
∫
R
∂α∂xφ(∂iρ∂ju1 + ∂jρ∂iu1) dx︸ ︷︷ ︸
J8,0
.
It is easy to see that
|J8,0| . (ǫ0 + η)
∑
|α|=2
∥∥∥∂α∂xφ˜∥∥∥2 + (ǫ0 + η) ∑
|α|=1
‖∂α [ρ˜, u˜1]‖2 + Cηǫ(1 + t)−2.
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Therefore, to compute
∑
1≤|α|≤2
J8, it suffices to calculate
∑
1≤|α|≤2
∫
R
∂α∂xφρ∂
αu1dx =
∑
1≤|α|≤2
∫
R
∂α∂xφ˜ρ∂
αu˜1dx︸ ︷︷ ︸
J8,1
+
∑
1≤|α|≤2
∫
R
∂α∂xφ
rρ∂αu˜1dx︸ ︷︷ ︸
J8,2
+
∑
1≤|α|≤2
∫
R
∂α∂xφ˜ρ∂
αur1dx︸ ︷︷ ︸
J8,3
+
∑
1≤|α|≤2
∫
R
∂α∂xφ
rρ∂αur1dx︸ ︷︷ ︸
J8,4
.
For this, we now turn to estimate J8,l (1 ≤ l ≤ 4) term by term. We first have by using (3.1) and
integrating by parts that
J8,1 =
∑
1≤|α|≤2
(
∂αφ˜, ∂α∂tρ˜
)
+
∑
1≤|α|≤2,
0<α′≤α
Cαα′
(
∂αφ˜, ∂x
(
∂α
′
ρ∂α−α
′
u˜1
))
+
∑
1≤|α|≤2,
0≤α′≤α
Cαα′
(
∂αφ˜, ∂x∂
α′ ρ˜∂α−α
′
ur1
)
+
∑
1≤|α|≤2,
0≤α′≤α
Cαα′
(
∂αφ˜, ∂α
′
ρ˜∂x∂
α−α′ur1)
)
=
∑
1≤|α|≤2
(
∂αφ˜, ∂α∂tρ˜
)
−
∑
1≤|α|≤2,
0<α′≤α
Cαα′
(
∂x∂
αφ˜, ∂α
′
ρ∂α−α
′
u˜1
)
−
∑
1≤|α|≤2,
0≤α′≤α
Cαα′
(
∂x∂
αφ˜, ∂α
′
ρ˜∂α−α
′
ur1
)
+
∑
1≤|α|≤2,
0≤α′≤α
Cαα′
(
∂αφ˜, ∂α
′
ρ˜∂x∂
α−α′ur1)
)
.
(6.5)
In light of (3.1) and (3.52), the first term on the right hand side of (6.5) further equals to
−
∑
1≤|α|≤2
(
∂αφ˜, ∂α∂t∂
2
xφ˜
)
−
∑
1≤|α|≤2
(
∂αφ˜, ∂α∂t (ρe(φ
r)− ρe(φ))
)
−
∑
1≤|α|≤2
(
∂αφ˜, ∂α∂t∂
2
xφ
r
)
=
1
2
d
dt
∑
1≤|α|≤2
{∥∥∥∂α∂xφ˜∥∥∥2 + ∥∥∥√ρ′e(φr)∂αφ˜∥∥∥2}− ∑
1≤|α|≤2
(
∂αφ˜, ∂α∂tJ10
)
︸ ︷︷ ︸
K1
+
∑
1≤|α|≤2,
0<α′≤α
Cαα′
(
∂αφ˜, ∂α
′
ρ′e(φ
r)∂t∂
α−α′ φ˜
)
+
∑
1≤|α|≤2,
0≤α′≤α
Cαα′
(
∂αφ˜, ∂α
′
∂tρ
′
e(φ
r)∂α−α
′
φ˜
)
︸ ︷︷ ︸
K2
−1
2
(
∂αφ˜, ∂tρ
′
e(φ
r)∂αφ˜
)
−
∑
1≤|α|≤2
(
∂αφ˜, ∂α∂t∂
2
xφ
r
)
︸ ︷︷ ︸
K3
.
Here K1, K2 and K3 will be estimated as follows. From (3.53), it follows that
K1 =−
∑
1≤|α|≤2
(
∂α
(
∂tφ
∫ φ
φr
ρ′′e (̺)d̺+ φ˜∂tφ
r
∫ φ
φr
ρ′′e (̺)d̺
)
, ∂αφ˜
)
=− 1
2
d
dt
∑
1≤|α|≤2
(
∂αφ˜
∫ φ
φr
ρ′′e (̺)d̺, ∂
αφ˜
)
+
1
2
∑
1≤|α|≤2
(
∂αφ˜∂t
(∫ φ
φr
ρ′′e (̺)d̺
)
, ∂αφ˜
)
−
∑
1≤|α|≤2
(
∂α∂tφ
r
∫ φ
φr
ρ′′e (̺)d̺, ∂
αφ˜
)
−
∑
1≤|α|≤2,
0<α′≤α
Cαα′
(
∂α−α
′
∂tφ∂
α′
(∫ φ
φr
ρ′′e (̺)d̺
)
, ∂αφ˜
)
−
∑
1≤|α|≤2
(
∂α
(
φ˜∂tφ
r
∫ φ
φr
ρ′′e (̺)d̺
)
, ∂αφ˜
)
.
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We thus find by utilizing Cauchy-Schwarz’s inequality with 0 < η < 1 and Sobolev’s inequality (3.26),
the a priori assumption (3.9), as well as Lemma 2.2 that∣∣∣∣∣∣K1 + 12 ddt
∑
1≤|α|≤2
(
∂αφ˜
∫ φ
φr
ρ′′e (̺)d̺, ∂
αφ˜
)∣∣∣∣∣∣
. (ǫ0 + η)
∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2 + Cη(1 + t)−2 ∥∥∥φ˜∥∥∥2 + Cηǫ(1 + t)−2.
Similarly, it follows that
|K2|+ |K3| . (ǫ0 + η)
∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
+ Cη(1 + t)
−2
∥∥∥φ˜∥∥∥2 + Cηǫ(1 + t)−2.
The second term on the right hand side of (6.5) can be bounded by
(ǫ0 + η)
∑
1≤|α|≤2
∥∥∥∂x∂αφ˜∥∥∥2 + ǫ0 ∑
1≤|α|≤2
‖∂αρ˜‖2 + ǫ0
∑
|α|=1
‖∂αu˜1‖2 + Cη(1 + t)−2 ‖u˜1‖2 .
As to the third term on the right hand side of (6.5), when |α− α′| ≥ 1, it is bounded by
(η + ǫ)
∑
1≤|α|≤2
∥∥∥∂x∂αφ˜∥∥∥2 + ǫ0 ∑
|α|=1
‖∂αρ˜‖2 + Cη(1 + t)−2 ‖ρ˜‖2 .
If |α− α′| = 0, using (3.5) again, it reads∑
1≤|α|≤2
(
∂x∂
αφ˜, ∂α∂2xφ˜u
r
1
)
+
∑
1≤|α|≤2
(
∂x∂
αφ˜, ∂α (ρe(φ
r)− ρe(φ)) ur1
)
+
∑
1≤|α|≤2
(
∂x∂
αφ˜, ∂α∂2xφ
rur1
)
,
which is further dominated by
(η + ǫ0)
∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
+ Cη(1 + t)
−2
∥∥∥φ˜∥∥∥2 + Cηǫ(1 + t)−2.
The last term on the right hand side of (6.5) is controlled by
(η + ǫ0)
∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2 + ǫ0 ∑
1≤|α|≤2
‖∂αρ˜‖2 + Cη(1 + t)−2 ‖ρ˜‖2 .
We now conclude from the above estimates that∣∣∣∣∣∣J8,1 − 12 ddt
∑
1≤|α|≤2
{∥∥∥∂α∂xφ˜∥∥∥2 + ∥∥∥√ρ′e(φr)∂αφ˜∥∥∥2}+ 12 ddt ∑
1≤|α|≤2
(
∂αφ˜
∫ φ
φr
ρ′′e (̺)d̺, ∂
αφ˜
)∣∣∣∣∣∣
. (ǫ0 + η)
∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
+ ǫ0
∑
1≤|α|≤2
‖∂α [ρ˜, u˜1]‖2 + Cη(1 + t)−2
∥∥∥[ρ˜, u˜1, φ˜]∥∥∥2 + Cηǫ(1 + t)−2.
(6.6)
It remains now to estimate J8,2, J8,3 and J8,4. By a similar argument as above, one sees that
|J8,2|+ |J8,3| . (ǫ0 + η)
∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2
H1
+ η
∑
1≤|α|≤2
‖∂αu˜1‖2 + ǫ0
∑
|α|=1
‖∂αρ˜‖2 + Cηǫ(1 + t)−2. (6.7)
For J8,4, when |α| = 2, we directly get from Lemma 2.2 and Ho¨lder’s inequality that
|J8,4| .
∑
|α|=2
‖∂α∂xφr‖L1 ‖∂αur1‖L1 . ǫ(1 + t)−2. (6.8)
If |α| = 1, thanks to (3.26) and Lemma 2.2, one has
|J8,4| .
∑
|α|=1
‖∂α∂xφr‖L1 ‖∂x∂αur1‖1/2 ‖∂αur1‖1/2 . ǫ3/4(1 + t)−5/4. (6.9)
Consequently, (3.72) follows from (6.6), (6.7), (6.8) and (6.9). This ends the proof of (3.72). 
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Proof of (3.74). Performing the similar calculations as for obtaining (3.71), we have
1
2
d
dt
∫
R×R3
|∂αF |2
M∗
dxdξ −
(
LM∂
αG,
∂αG
M∗
)
=
(
∂α∂xφ∂ξ1M,
∂αM
M∗
)
︸ ︷︷ ︸
K4
+
∑
0<α′≤α
Cαα′
(
Q(∂α
′
M, ∂α−α
′
G) +Q(∂α−α
′
G, ∂α
′
M),
∂αF
M∗
)
+
(
LM∂
αG,PM1
(
∂αM
M∗
))
︸ ︷︷ ︸
K5
+
∑
0<α′<α
Cαα′
(
∂α−α
′
∂xφ∂
α′∂ξ1F,
∂αF
M∗
)
+
(
∂xφ∂
α∂ξ1F,
∂αF
M∗
)
+
(
∂α∂xφ∂ξ1G,
∂αF
M∗
)
+
(
∂αQ(G,G),
∂αF
M∗
)
,
(6.10)
where 1 ≤ |α| ≤ 2. We now estimate K4 and K5 only, since that other terms can be treated in the same
way. When |α| = 2, by applying Ho¨lder’s inequality, one has
|K4| ≤
∑
|α|=2
∫
R
|∂α∂xφ∂α [ρ, u, θ]| dx+
∑
|α|=2,|α′|=1
∫
R
|∂α∂xφ|
∣∣∣∂α′ [ρ, u, θ]∣∣∣2 dx
≤C
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + C ∑
|α|=2
∥∥∥∂α∂xφ˜∥∥∥2 + Cǫ(1 + t)−2.
When |α| = 1, we get from Ho¨lder’s inequality and the same argument as in proving (6.9) that
|K4| ≤C
∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + C ∑
1≤|α|≤2
∥∥∥∂αφ˜∥∥∥2 + ǫ3/4(1 + t)−5/4.
As to K5, when |α| = 2, by using Cauchy-Schwarz’s inequality with 0 < η < 1 and Lemma 6.1, we have
|K5| ≤η
∥∥∥∥ (1 + ξ)−1/2 [Q(M, ∂αG) +Q(∂αG,M)]√M∗
∥∥∥∥2 + Cη ∥∥∥∥√1 + |ξ|√M∗PM1 (∂αMM∗
)∥∥∥∥
≤η
∑
|α|=2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ + Cη
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2.
As to |α| = 1, it will be more complicated, and we first rewrite K5 as∑
|α|=1
(
LM∂
αG,PM1
(
∂αM
M∗
))
=
∑
|α|=1
(
Q
(
M, ∂α(G˜+G)
)
+Q
(
∂α(G˜+G),M
)
,PM1
(
∂αM
M∗
))
=−
∑
|α|=1
(
Q
(
∂αM, G˜
)
+Q
(
G˜, ∂αM
)
,PM1
(
∂αM
M∗
))
︸ ︷︷ ︸
K5,1
−
∑
|α|=1
(
Q
(
M, G˜
)
+Q
(
G˜,M
)
, ∂αPM1
(
∂αM
M∗
))
︸ ︷︷ ︸
K5,2
+
∑
|α|=1
(
Q
(
M, ∂αG
)
+Q
(
∂αG,M
)
,PM1
(
∂αM
M∗
))
︸ ︷︷ ︸
K5,3
.
Then utilizing Lemmas 6.1 and 2.2, Cauchy-Schwarz’s inequality with 0 < η < 1, Sobolev’s inequality
(3.26) as well as the a priori assumption (3.10), one can show that
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|K5,1|+ |K5,2| . (η + ǫ0)
∫
R×R3
(1 + |ξ|)
∣∣∣G˜∣∣∣2
M∗
dxdξ + (Cη + ǫ0)
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2,
and
|K5,3| .
∑
|α|=1
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + ǫ3/4(1 + t)−5/4.
Here, the details of derivations are omitted for brevity. This completes the proof of (3.74) after taking
the summation of (6.10) over 1 ≤ |α| ≤ 2 and applying all the estimates above. 
Proof of (3.78). To prove (3.78), for fixed α and β satisfying |α| + |β| ≤ 2 and |β| ≥ 1, it suffices to
estimate all the terms on the right hand side of (3.77), since the second term on the left hand side can
be bonded below by
δ
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ,
according to Lemma 6.2.
From Lemma 6.1 and Cauchy-Schwarz’s inequality with 0 < η < 1, the first term on the right hand
side of (3.77) is bounded by
η
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ + Cη
∑
α′≤α,β′<β
∫
R×R3
(1 + |ξ|)
∣∣∣∂α′∂β′G˜∣∣∣2
M∗
dxdξ
+ Cηǫ0
∑
α′<α,β′=β
∫
R×R3
(1 + |ξ|)
∣∣∣∂α′∂β′G˜∣∣∣2
M∗
dxdξ.
The second and sixth terms are dominated by
η
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ + Cη
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2.
Applying the splitting G = G˜ + G and the macro-micro decomposition ξ1∂xG = P
M
0 (ξ1∂xG) +
PM1 (ξ1∂xG), we see that the third term can be rewritten as
−
(
∂α∂β
(
ξ1∂xG˜
)
,
∂α∂βG˜
M∗
)
−
(
∂α∂β
(
ξ1∂xG
)
,
∂α∂βG˜
M∗
)
+
(
∂α∂β
(
PM0 (ξ1∂xG)
)
,
∂α∂βG˜
M∗
)
,
which can be further bounded by
η
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ + Cη
∑
|α′|+|β′|≤|α|+|β|
β′<β
∫
R×R3
(1 + |ξ|)
∣∣∣∂α′∂β′G˜∣∣∣2
M∗
dxdξ
+ Cη
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ+Cη
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2.
Similarly, the fourth term is dominated by
(η + ǫ0)
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ + ǫ0
∑
|α′|+|β′|≤|α|+|β|
∫
R×R3
(1 + |ξ|)
∣∣∣∂α′∂β′G˜∣∣∣2
M∗
dxdξ
+ Cη
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜, φ˜]∥∥∥2 + Cηǫ(1 + t)−2.
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Using G = G˜+G again, one can rewrite the fifth term as(
∂α∂βQ
(
G˜, G˜
)
,
∂α∂βG˜
M∗
)
+
(
∂α∂βQ
(
G˜,G
)
,
∂α∂βG˜
M∗
)
+
(
∂α∂βQ
(
G, G˜
)
,
∂α∂βG˜
M∗
)
+
(
∂α∂βQ
(
G,G
)
,
∂α∂βG˜
M∗
)
,
which can be controlled by
(η + ǫ0)
∫
R×R3
(1 + |ξ|)
∣∣∣∂α∂βG˜∣∣∣2
M∗
dxdξ + ǫ0
∑
α′≤α,β′≤β
∫
R×R3
(1 + |ξ|)
∣∣∣∂α′∂β′G˜∣∣∣2
M∗
dxdξ
+ Cη
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + Cηǫ(1 + t)−2,
according to Lemmas 6.1 and 2.2, Cauchy-Schwarz’s inequality with 0 < η < 1, Sobolev’s inequality
(3.26) as well as the a priori assumption (3.10).
Finally, taking a suitable linear combination of the above estimates for all the cases that |α|+ |β| ≤ 2
and |β| ≥ 1, and noticing that
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|)
∣∣∣∂αG˜∣∣∣2
M∗
dxdξ
.
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ +
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) ∣∣∂αG∣∣2
M∗
dxdξ
.
∑
1≤|α|≤2
∫
R×R3
(1 + |ξ|) |∂αG|2
M∗
dxdξ +
∑
1≤|α|≤2
∥∥∥∂α [ρ˜, u˜, θ˜]∥∥∥2 + ǫ(1 + t)−2,
one sees that (3.78) holds, and this ends the proof of (3.78). 
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