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5Abstract
We consider fully practical finite element approximations of the nonlinear
parabolic Cahn-Hilliard system
̥
∂u
∂t
−∇ · (b(x, u)∇w) = −βw∇ u,
w = −γ∆u + γ−1Ψ′(u)− 1
2
αc(x, u)|∇ φ|2,
∇ · (c(x, u)∇ φ) = 0,−∆v +∇ p = λw∇ u,∇ · v = 0,
subject to an initial condition u0(.) ∈ [−1, 1] on the conserved order parameter
u ∈ [−1, 1], and mixed boundary conditions. Here γ ∈ R>0 is the interfacial
parameter, ̥ ∈ R>0 is a time-scaling parameter, α ∈ R≥0 is the field strength
parameter, Ψ is the obstacle potential, and c(x, u) and b(x, u) are the diffusion
coefficients. Furthermore, w is the chemical potential, φ is the electro-static
potential and {v, p} are the velocity and pressure. The system, in the limit
γ → 0, models the evolution of an unstable interface between two dielectric
media in the presence of an electric field, which is quasi-static, and a Stokes
flow for the dielectric media.
Our goal is to produce stable fully practical finite element approximations
to the phase field model above. Additionally, we would like to reproduce the
morphologies observed in studies by Buxton and Clarke in [28], and Kim and
Lu in [53, 56]. The presence of the electric field and kinetics should drive the
interface growth.
Initially restricting ourselves to the case without kinetics, we consider
coupled and decoupled finite element approximations of the Cahn-Hilliard
6system. A coupled system is a non-linear algebraic system where the con-
stituent systems are solved simultaneously at each time-step. A decoupled
system splits the constituent systems so that they are solved separately and
sequentially. Existence, stability and convergence results are presented for a
coupled scheme and numerical results are given in two space dimensions. To
develop a computationally efficient approximation we present a decoupled
scheme with conditional stability in two space dimensions. Numerical results
demonstrate that it is a suitable approximation to the coupled scheme.
Introducing kinetics to the system requires the careful consideration of both
the boundary conditions and mass conservation of the system. A modified
coupled scheme admits existence, stability and convergence results. We
investigate the applicability of several fast solution methods for the Stokes
system. We also present evidence that the MINI-element for the velocity
space is more computationally efficient than the Taylor-Hood element. Using
further optimisation techniques, such as solving the Stokes system on a coarser
mesh, we are able compute results in three dimensions efficiently. Numerous
numerical results are presented in two and three dimensions.
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Chapter 1
Introduction
The Cahn-Hilliard equation, see [33], is used to model many physical phe-
nomena, including the phase separation in quenching of alloys, the void
migration in micro electronic circuits, and the evolution of thin polymer films
subjected to an electrostatic field. Our goal is to develop a fully practical
finite element approximation for an interface model which couples the Cahn-
Hilliard equation with an electric field and eventually with kinetics.
The Cahn-Hilliard equation falls into the class of phase field models for
phase separation and interface evolution, where the interface is defined implic-
itly as a level set of the phase parameter, see e.g. [21]. Phase field approaches
to interface models allow for changes in topology that the underlying free
boundary models struggle to deal with. The Cahn-Hilliard equation was
introduced in [33, 31], originally to model spinodal decomposition and phase
transitions. However, in the limit as the interfacial parameter tends to zero, the
Cahn-Hilliard model has been shown to be a good approximation to several
interface models, see e.g. [29, 30, 60, 2]. There is extensive literature on the
Cahn-Hilliard equation, and detailed reviews are presented in [36] and [57].
Variations upon the original Cahn-Hilliard equation have tended to revolve
around the choice of free energy for the system. The original logarithmic free
energy suggested in [33] has been approximated by quartic forms, see e.g. [37],
and general polynomial forms, see e.g. [67]. We use the obstacle potential
throughout this thesis, proposed in [58, 19]. Much research has also gone
into concentration dependent mobility functions, and subsequent degenerate
forms of the Cahn Hilliard equations, see e.g. [11, 9, 32, 15].
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More recently, extensive research has been conducted on coupling the
Cahn-Hilliard equation with various models. Finite element approximations
to several variations of a Navier-Stokes-Cahn-Hilliard model have been con-
sidered, see e.g. [52, 54] for the case of smooth potential. Other approaches for
the Cahn-Hilliard equation with obstacle potential have focussed on coupling
with an elasticity system, see [12], or coupling with an electrostatic field, see
e.g. [15]. To our knowledge, there is very little work in the current literature
regarding the Cahn-Hilliard equation with obstacle potential coupled to an
electric field and a Stokes flow.
Our approach is motivated by the work of Buxton and Clarke in [28],
and Kim and Lu in [53, 56], where it is noted that the desired pillar growth
morphology in solar panels is obtained using an electric field. Plastic solar
cells typically consist of two distinct dielectric media, referred to as donor and
acceptor materials. These may be a polymer-air arrangement, see e.g. [56],
or a polymer-polymer arrangement, see e.g. [28, 49, 66], although the latter
is often developed using spinodal decomposition. The models developed in
this thesis apply to both types of phase arrangement. However, we shall refer
specifically to the polymer-air arrangement discussed in [53, 56].
In order to increase the cell efficiency, phases must be arranged in such a
way that any point in the mix is not further than approximately 10 nm from
an interface between the two phases. It is also necessary for each material
phase to be connected to its corresponding anode in the most direct way, so
that excitons can diffuse as efficiently as possible. The desirable morphology
is therefore a finger-like arrangement with bands of material surrounding both
corresponding anodes, and lobes or fingers reaching out perpendicularly into
the mixture.
A Fourier spectral method is introduced by Kim and Lu in [53, 56] with
numerous numerical results, but no analysis of the numerical method or the
underlying system of partial differential equations is presented. It is our
goal to present a stable fully practical finite element approximation to the
phase field model presented below and prove convergence results where the
regularity results and assumptions allow. Furthermore we aim to present
results demonstrating the growth of this desired morphology.
First we let Ω := (−L1, L1) × · · · × (−Ld, Ld) be the domain in Rd, d =
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2 or 3, with boundary ∂Ω, and unit outward normal ν∂Ω to the boundary.
We fix T > 0 to be a positive time, and ΩT := Ω × (0, T]. We define
∂ΩT := ∂Ω × (0, T], where ∂Ω is the boundary of Ω. Let ∂±DΩ := {x ∈
∂Ω : x1 = ±L1}, i.e. the left and right boundaries in Figure 1.1, which is
the case if d = 2, respectively. We define ∂DΩ := ∂
−
DΩ ∪ ∂+DΩ, and prescribe
Dirichlet boundary conditions for the electric field on ∂DΩ. On the remaining
boundary ∂NΩ := ∂Ω \ ∂DΩ we have Neumann boundary conditions for
the electric field. As with ∂ΩT, we also let ∂DΩT := ∂DΩ × (0, T] and
∂NΩT := ∂NΩ × (0, T]. We also split the domain Ω into film and substrate
regions, by defining the substrate Ωs := {x ∈ Ω : x1 < −L1 + a} to be
a thin region of thickness a on the left hand side of the domain, see Figure
1.1. The film region is defined as Ω f := Ω \ Ωs, and we introduce the
notation Ωs,T := Ωs × (0, T], Ω f ,T := Ω f × (0, T], and the closure of Ωs,T,
Ωs,T := {(x, t) ∈ ΩT : x1 ≤ −L1 + a}.
- x1
−L1 L1
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Figure 1.1: Diagram of the domain Ω for d = 2, demonstrating the substrate
region Ωs of thickness a, and the film region Ω f := Ω \Ωs. Shown also are the
boundaries, ∂±DΩ and ∂NΩ where we have Dirichlet and Neumann boundary
conditions for the electric potential φ, respectively, and the position of the
initial interface at x1 ≈ l.
We introduce the interfacial parameter γ ∈ R>0, and the conserved order
parameter u(·, t) ∈ R. Here u denotes the concentration by volume fraction of
polymer material: u = 1 for the polymer, and u = −1 for the air. We introduce
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also the chemical potential w(·, t), the electric field potential φ(·, t). To make
the dimensionality clear in all cases, we adopt the notation [Hs(Ω)]d instead
of Hs(Ω), [L2(Ω)]d instead of L2(Ω), etc. Our starting point is the phase field
model with smooth potential studied by Kim and Lu in [53], which on ignoring
kinetic effects and rescaling certain parameters can be formulated as follows:
Find functions u, w, φ : ΩT → R such that
̥
∂u
∂t
−∇ · (b(x, u)∇w) = 0 in ΩT, (1.1a)
w = −γ∆u + γ−1Ψ˜′(u)− 1
2
αc′(x)|∇ φ|2 in ΩT, (1.1b)
b(x, u)∇w · ν∂Ω = ∇ u · ν∂Ω = 0 on ∂ΩT, (1.1c)
u(x, 0) = u0(x) ∈ R ∀x ∈ Ω, (1.1d)
∇ · (c(x, u)∇ φ) = 0 in ΩT, (1.1e)
c(x, u)∇ φ · ν∂Ω = 0 on ∂NΩT, φ = g± on ∂±DΩT. (1.1f)
In (1.1a–f), γ > 0, ̥ > 0, and α ≥ 0 are given constants and
Ψ˜(s) := (s2 − 1)2 ∀s ∈ R,
is a smooth potential. In order to easily identify the polymer region (u = 1)
and the non-polymer region (u = −1), we prefer to use an obstacle potential,
see [19, 20], given by
Ψ(s) :=
12(1− s2) if s ∈ K,∞ if s /∈ K, (1.2)
which restricts u(·, ·) ∈ K := [−1, 1]. Then the fluid and the no-fluid phases
are easily recognised. The continuous formulations for the obstacle case will
be introduced in Chapter 2.
We also define the following non-degenerate diffusion coefficient,
c(x,χ) :=
c0 + 12c1(1+ χ) x ∈ Ω f ,c0 + c1 x ∈ Ω \Ω f , (1.3)
where c0, c1 ∈ R>0. In (1.1b) c′(x, ·) ≡ c′(x) denotes differentiation w.r.t. the
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second variable. In view of the diffusion coefficient (1.3), we also make the
following definitions:
cmax = max
(x,χ)∈Ω×K
c(x,χ) = c0 + c1 > 0;
cmin = min
(x,χ)∈Ω×K
c(x,χ) = c0 > 0;
c′max = max
(x,χ)∈Ω×K
∂c
∂χ (x,χ) =
1
2c1 > 0.
(1.4)
The degenerate mobility function for the system is defined as
b(x,χ) :=
b f (χ) x ∈ Ω f ,0 x ∈ Ω \Ω f , (1.5)
where 0 < bmin ≤ b f (r) ≤ bmax for all r ∈ [−1, 1]. The initial condition
u0 ∈ C(Ω) is assumed to satisfy |u0(x)| ≤ 1, for all x ∈ Ω, and u0(x) = 1, for
all x ∈ Ωs.
The free energy of the system is given by the equation
J˜(χ, η) :=
ˆ
Ω
{1
2
γ|∇ χ|2 + γ−1Ψ˜(χ)− 1
2
αc(x,χ)|∇ η|2}dx. (1.6)
The chemical potential w is the functional derivative w.r.t. u of the free
energy J˜(u, φ), that is w = ∂ J˜(u,φ)∂u .
We consider a system with an impenetrable substrate region of thickness
a > 0, and a thin film phase lying above this, with small perturbations from the
uniform steady state. With the electric field driving interface growth, we hope
to produce an energy decreasing finite element approximation that generates
the ’lobe’ morphology as seen in [28] and [56].
The layout of this thesis is as follows. Firstly, in Chapter 2, we formally
motivate our choice of model, and present some preliminary results about the
continuous system that we can use to test our finite element approximations
against, including the energy decrease of the system. We conduct a formal
analysis of the Cahn-Hilliard model in the sharp interface limit in Section
2.1. In Chapter 3, we present our notation and some key regularity results
required for stability and convergence results. In Section 3.1 we present the
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finite element spaces, and some further regularity properties required for the
analysis.
We then proceed to look at three different finite element approximations
to the model introduced at the end of Chapter 2, and discuss their varying
properties. In Chapter 4 we introduce a coupled scheme for which a stability
result is possible. A coupled system is non-linear algebraic system where the
constituent systems (e.g. in this case the Cahn-Hillard equation and the electric
field, and later the Stokes system as well) are solved simultaneously at each
time-step. We present several properties of the scheme that mirror those of
the continuous system. In Section 4.1 we present a fixed point iteration and a
subsequent existence result for solutions of the coupled scheme. In Section 4.2
we prove stability of the coupled finite element approximation. In Chapter
5 we then present a modified coupled finite element approximation using
separate domains for the phase field and electric field computations, for which
we prove existence of solutions in Section 5.1, convergence in Section 5.2, and
several regularity results in Section 5.3.
For computational purposes, we investigate the possibility of obtaining a
stable decoupled scheme. A decoupled system splits the constituent systems
so that they are solved separately and sequentially to improve efficiency. In
Section 6.1 we present a decoupled scheme which has decreasing energy, but
not stability. In Section 6.2 we analyse a decoupled scheme with extra stabil-
isation terms, that admits a stability condition for d = 2. This conditionally
stable decoupled scheme proves to be far more effective than the scheme in
Section 6.1.
In Chapter 7 we discuss solution methods for the discrete system, and in
Section 7.4 we demonstrate that the decoupled system with stabilisation terms
represents a suitable approximation to the coupled scheme of Chapter 4. We
include numerical results in two and three dimensions which demonstrate the
growth of multiple pillars in Section 7.5.
We then reintroduce kinetics to the system in Chapter 8. We conduct
a formal analysis of the continuous system in the sharp interface limit in
Section 8.2, and motivate our choice of weak form in Section 8.3, with careful
consideration given to the boundary conditions. We introduce stable velocity
and pressure spaces for the Stokes system in Section 8.5, focussing on the
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Taylor-Hood and the MINI elements.
In Chapter 9 we introduce a conventional coupled finite element approxi-
mation for which we prove a dimension independent stability result. As for
the system without kinetics, we must modify the coupled scheme in order to
obtain a convergence result in two dimensions, and this modified scheme is
presented in Section 9.2. Dimension dependent existence and stability results
are presented in Sections 9.3 and 9.4, respectively, and a convergence result
in two dimensions is presented in Section 9.5. For the purposes of efficient
computation we also introduce a decoupled finite element approximation in
Section 9.6.
In Chapter 10 we consider the practical implementation of our model
with kinetics, and focus upon optimising the potentially lethargic solver
performance for the Stokes system. In Sections 10.3 and 10.4 we introduce
two solution methods, one direct and one iterative, for the Stokes system. In
Sections 10.7 and 10.8 we take advantage of the inherent block diagonal matrix
structure of the velocity stiffness matrix for the MINI-element, to optimise our
choice of solver. The subsequent numerical results for the MINI-lement are
presented in Section 10.9, demonstrating that improved performance can be
gained by choosing the MINI-element over the Taylor-Hood element for the
velocity and pressure spaces.
In Chapter 11 we optimise the underlying mesh for our approximations by
removing unnecessary degrees of freedom. In particular, we also analyse the
effect of solving the Stokes system on a coarser mesh in Section 11.1. Finally,
in Chapter 12 we present long-time numerical results in both two and three
dimensions, using both Taylor-Hood and MINI-elements. The performance
benefits of solving on a coarse velocity mesh allow us to efficiently solve
a coupled scheme for the model with kinetics, and results comparing the
decoupled and coupled schemes are presented in Section 12.4. Using all of
our optimisation techniques, an analysis of the model parameters is presented
in Section 12.5, and the potential for future research discussed in the closing
Chapter.
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Chapter 2
The phase field model with an
electric field
In this Chapter we present some preliminary results about the continuous
model (1.1a–f), and in particular an energy decrease result. With the help
of a time discretisation we motivate how this result can be extended to the
obstacle potential (1.2), and finally state the continuous weak formulation to
be considered in this thesis.
The model (1.1a–f) should lead to energy decrease, as well as allowing for
some preliminary tests. In the model α ∈ R≥0 is the strength of the electric
field, and we define g± in the following way,
g± := x1 = ±L1 on ∂±DΩ. (2.1)
We now derive the weak formulation of the continuous system (1.1a–f) for
a smooth obstacle potential. To this end, let H1(Ω) = W1,2(Ω) be the usual
Sobolev space. In addition let (·, ·) denote the L2 inner product over Ω. We
define the spaces S0 := {η ∈ H1(Ω) : η = 0 on ∂DΩ}, and Sg := {η ∈ H1(Ω) :
η = g± on ∂±DΩ}. Taking into account the mixed boundary conditions (1.1f)
we test (1.1e) with η ∈ S0. Furthermore we test (1.1a) with η ∈ H1(Ω), and
(1.1b) with η ∈ H1(Ω) to obtain:
Find functions φ(·, t) with φ(·, t) = g± on ∂±DΩ, u(·, t) with u(·, 0) = u0,
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and w(·, t) such that for t ∈ (0, T]
(∇ · c(x, u)∇ φ, η) = 0 ∀η ∈ S0, (2.2a)
̥(
∂u
∂t
, η)− (∇ · b(x, u)∇w, η) = 0 ∀η ∈ H1(Ω), (2.2b)
− γ(∆u, η) + γ−1(Ψ˜′(u), η)− 12α(c′(x)|∇ φ|2, η) = (w, η)
∀η ∈ H1(Ω). (2.2c)
Integrating the left hand side in (2.2a) by parts, and applying the boundary
conditions (1.1f) we obtain
0 = (∇ · (c(x, u)∇ φ), η) = − (c(x, u)∇ φ,∇ η) +
ˆ
∂Ω
η(c(x, u)∇ φ · ν∂Ω)ds
= − (c(x, u)∇ φ,∇ η) +
ˆ
∂NΩ
η(c(x, u)∇ φ · ν∂NΩ)ds
= − (c(x, u)∇ φ,∇ η) ∀η ∈ S0.
Similarly, integrating the second order terms in (2.2b,c) by parts, and
applying the boundary conditions (1.1c), we obtain the weak formulation:
Find functions φ(·, t) ∈ Sg, u(·, t) ∈ H1(Ω) with u(·, 0) = u0, and w(·, t) ∈
H1(Ω) such that for a.e. t ∈ (0, T]
(c(x, u)∇ φ,∇ η) = 0 ∀η ∈ S0, (2.3a)
̥(
∂u
∂t
, η) + (b(x, u)∇w,∇ η) = 0 ∀η ∈ H1(Ω), (2.3b)
γ(∇ u,∇ η) + γ−1(Ψ˜′(u), η)− 12α(c′(x)|∇ φ|2, η) = (w, η)
∀η ∈ H1(Ω). (2.3c)
We recall that the free energy of the system is given by (1.6). In the
formal arguments belowwe show that the energy is decreasing, for the smooth
potential Ψ˜(·).
Suppose that {φ, u,w} solves (2.3a–c). Choosing η = w in (2.3b), and
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η = ∂u∂t in (2.3c), and then combining the two, yields that
− 1
̥
(b(x, u)∇w,∇w) =ˆ
Ω
[
γ∇ u · ∇ ( ∂u∂t ) + γ−1Ψ˜′(u) ∂u∂t − 12αc′(x) ∂u∂t |∇ φ|2
]
dx.
Moreover, choosing η = ∂φ∂t ∈ S0 in (2.3a) yields that(
c(x, u)∇ φ,∇ ∂φ∂t
)
= 0.
We note the following trivial results
∂
∂t (
γ
2 |∇ u|2) = γ∇ u · ∂∂t (∇ u) = γ∇ u · ∇ ( ∂u∂t );
∂
∂t (γ
−1Ψ˜(u)) = γ−1 ∂∂u (Ψ˜(u))
∂u
∂t = γ
−1Ψ˜′(u) ∂u∂t ;
∂
∂t (
1
2αc(x, u)|∇ φ|2) = 12α ∂c∂u (x, u) ∂u∂t |∇ φ|2 + αc(x, u)∇ φ · ∇ ∂φ∂t .
Therefore we have that
d
dt
[ˆ
Ω
(
γ
2 |∇ u|2 + γ−1Ψ˜(u)− 12αc(x, u)|∇ φ|2
)
dx
]
+ 1
̥
(b(x, u)∇w,∇w) = 0,
and on noting (1.6) we have that the following formal energy estimate holds
d
dt [ J˜(u, φ)] +
1
̥
(b(x, u)∇w,∇w) = 0. (2.4)
The energy estimate (2.4) gives us energy decrease for the continuous
system with a smooth obstacle potential. The arguments above can be made
rigorous via time discretisation, which is also applicable to the non-smooth
obstacle potential.
Let 0 = t0 < t1 < · · · < tN−1 < tN = T be a partitioning of [0, T] into
uniform time-steps τ := tn − tn−1 = TN , n = 1→ N. We define the convex set
K := {η ∈ H1(Ω) : |η| ≤ 1 a.e. in Ω}.
The obstacle potential restricts u(·, ·) ∈ K, and so Ψ′(s) is only well defined
on the set (−1, 1). To allow for the cases u = ±1, the chemical potential is
now defined via a variational inequality. To obtain a similar energy estimate
for a non-smooth obstacle potential Ψ(·), we consider a time discretisation of
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(2.3a–c) where now Ψ˜(·) is replaced by Ψ(·), see (1.2). This highlights how
the above considerations in the smooth potential case can be extended to the
obstacle case.
Given u(·, 0) = u0, for n = 1 → N find {φn, un,wn} ∈ Sg × K × H1(Ω)
such that
(c(x, un)∇ φn,∇ η) = 0 ∀η ∈ S0, (2.5a)
̥
(
un − un−1
τ
, η
)
+
(
b(x, un−1)∇wn,∇ η
)
= 0 ∀η ∈ H1(Ω), (2.5b)
γ (∇ un,∇ (η − un))− γ−1
(
un−1, η − un
)
− 1
2
α
(
c′(x)|∇ φn|2, η − un
)
≥ (wn, η − un) ∀η ∈ K. (2.5c)
We note that the time-discrete chemical potential wn is now defined via the
variational inequality (2.5c). The free energy for the non-smooth obstacle
potential is given by
J(χ, η) :=
ˆ
Ω
{1
2
γ|∇ χ|2 + γ−1Ψ(χ)− 1
2
αc(x,χ)|∇ η|2}dx. (2.6)
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Lemma 2.1. Let u0 ∈ K. Assume the existence of a solution {φn, un,wn}Nn=1 to
the coupled system (2.5a–c). Then we have the following two energy properties for
n = 1→ N,
J(un−1, φn) = J(un−1, φn−1)− 12α
(
c(x, un−1), |∇ (φn − φn−1)|2
)
, (2.7)
and
J(un, φn) +
γ
2
|un − un−1|21 +
1
2
γ−1|un − un−1|20
+
τ
̥
(b(x, un−1)∇wn,∇wn) ≤ J(un−1, φn), (2.8)
where φ0 ∈ Sg is such that
(c(x, u0)∇ φ0,∇ η) = 0 ∀η ∈ S0. (2.9)
Proof Choosing η = φn − φn+1 ∈ S0 in (2.5a) for n = 1 → N − 1, and η =
φ0 − φ1 ∈ S0 in (2.9), and applying the identity
r(r− s) = 12r2 + 12(r− s)2 − 12s2 (2.10)
gives
(c(x, un)∇ φn,∇ (φn − φn+1)) = 0
=⇒
(
c(x, un), |∇ φn|2 + |∇ (φn − φn+1)|2
)
=
(
c(x, un), |∇ φn+1|2
)
,
(2.11)
for n = 0→ N − 1. This gives us, for n = 1→ N,(
c(x, un−1), |∇ φn−1|2 + |∇ (φn−1 − φn)|2
)
=
(
c(x, un−1), |∇ φn|2
)
. (2.12)
Therefore, on noting (2.6), we have the desired result (2.7).
In order to obtain the bound (2.8), we first note that c is affine linear which
implies that c′(x)
[
un − un−1] = c(x, un) − c(x, un−1), and therefore that, for
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n = 1→ N,
1
2
α
(
c′(x)|∇ φn|2, un−1 − un
)
=
− 1
2
α
(
c(x, un), |∇ φn|2
)
+
1
2
α
(
c(x, un−1), |∇ φn|2
)
. (2.13)
We proceed by choosing χ = wn in (2.5b), and χ = un−1 in (2.5c). Making
use of (2.13), this yields, for n = 1→ N,
γ(∇ un,∇ (un−1 − un)) ≥ (wn + γ−1un−1, un−1 − un)
+ 12α(c
′(x)|∇ φn|2, un−1 − un)
= τ
̥
(b(x, un−1)∇wn,∇wn) + γ−1(un−1, un−1 − un)
+ 12α(c(x, u
n−1), |∇ φn|2)− 12α(c(x, un), |∇ φn|2). (2.14)
Now applying the identity (2.10) we have, for n = 1→ N,
γ
2 |un−1|21 − γ2 |un|21 − γ2 |un − un−1|21 − 12α(c(x, un−1), |∇ φn|2)
≥ τ
̥
(b(x, un−1)∇wn,∇wn) + γ−12 |un−1|20 − γ
−1
2 |un|20
+ γ
−1
2 |un − un−1|20 − 12α(c(x, un), |∇ φn|2). (2.15)
Rearranging (2.15) and taking note of (2.6) we get the second energy property
(2.8).
Remark 2.2. Combining (2.7) and (2.8), we obtain, for n = 1→ N,
J(un, φn) + γ2 |un − un−1|21 + 12γ−1|un − un−1|20
+ 12α(c(x, u
n−1), |∇ (φn − φn−1)|2)
+ τ
̥
(b(x, un−1)∇wn,∇wn) ≤ J(un−1, φn−1).
Rearranging we have the result
J(un, φn)− J(un−1, φn−1)
τ
+ 1
̥
(b(x, un−1)∇wn,∇wn) ≤ 0 for n = 1→ N,
that is, the energy for spatially continuous solutions and non-smooth obstacle
potential, discretised in time, is decreasing.
CHAPTER 2. THE PHASE FIELD MODEL WITH AN ELECTRIC FIELD 25
This motivates us to study the following weak formulation for the non-
smooth obstacle potential Ψ(·):
Find functions φ(·, t) ∈ Sg, u(·, t) ∈ K with u(·, 0) = u0, and w(·, t) ∈
H1(Ω) such that for a.e. t ∈ (0, T]
(c(x, u)∇ φ,∇ η) = 0 ∀η ∈ S0, (2.16a)
̥(
∂u
∂t
, η) + (b(x, u)∇w,∇ η) = 0 ∀η ∈ H1(Ω), (2.16b)
γ(∇ u,∇ (η − u))− γ−1(u, η − u)
− 12α(c′(x)|∇ φ|2, η − u) ≥ (w, η − u) ∀η ∈ K. (2.16c)
The above considerations show that a solution {φ, u,w} to (2.16a–c) for-
mally satisfies the energy bound
d
dt [J(u, φ)] +
1
̥
(b(x, u)∇w,∇w) ≤ 0. (2.17)
This will be made rigorous in the convergence proof for the fully discrete finite
element approximation.
The strong formulation of (2.16a–c) is given by the following nonlinear
parabolic system:
Find functions u(·, t) : Ω → K, and w(·, t), φ(·, t) : Ω → R such that for
a.e. t ∈ (0, T]
̥
∂u
∂t
−∇ · (b(x, u)∇w) = 0 in Ω, (2.18a)
w = −γ∆u + γ−1Ψ′(u)− 1
2
αc′(x)|∇ φ|2 in Ω, where |u| < 1, (2.18b)
b(x, u)∇w · ν∂Ω = ∇ u · ν∂Ω = 0 on ∂Ω, (2.18c)
u(x, 0) = u0(x) ∈ K ∀x ∈ Ω, (2.18d)
∇ · (c(x, u)∇ φ) = 0 in Ω, (2.18e)
c(x, u)∇ φ · ν∂Ω = 0 on ∂NΩ, φ = g± on ∂±DΩ. (2.18f)
We note that due to the obstacle potential the chemical potential equation
(2.18b) is in fact a variational inequality (see [15] for details). However, we
write an equality here for brevity.
Due to the form of the evolution equation, the system seeks to minimise
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the energy involving Ψ(u). As Ψ(s) = ∞, ∀|s| > 1, the solution u cannot take
values in this range, as this would make the energy undefined. The quadratic
function in the region |s| ≤ 1 ensures that Ψ(s) is minimised when s = ±1.
Therefore this encourages phase separation of u. However, between phases
we have regions of steep gradient, and this brings the term −γ∆u to the fore,
thus limiting the number of regions where u = ±1.
The model (2.18a–f) is very similar to the model (P) in [12], with three
key differences. Firstly, the quasi-static equilibrium equation for the linear
elasticity in [12] is replaced by the second order elliptic problem (2.18e,f) for
the electric potential. Secondly, the electric potential term in the energy (2.6)
is negative, whereas the corresponding elastic energy term in [12] is positive.
Thirdly, our model includes a substrate region Ωs, where the mobility b(·, ·)
vanishes, and where u is fixed to +1 throughout.
That our model deals with an electric potential instead of linear elasticity
makes things easier. However, the substrate region and the negative term in
the chemical potential make the analysis more difficult, particularly in terms of
deriving a stable finite element approximation. In addition to the differences
mentioned above, our model considers a mobility function which is non-
degenerate in the film region, whereas the paper [12] considers a degenerate
diffusional mobility.
We also note that we havemass conservation for the system since, choosing
η = 1 in (2.16b) gives us
̥
(
∂u
∂t , 1
)
= (b(x, u)∇w,∇ 1) = 0 =⇒ ddt (u, 1) = 0. (2.19)
We wish to derive a finite element approximation that mimics the energy
decrease property of (2.17), and the mass conservation property (2.19).
2.1 Interfacial Motion of the Parabolic System as γ→ 0
We seek to formally derive the equivalent sharp interface model in the limit
γ → 0 for the system (2.18a–f). We note that several authors have already
considered the sharp interface limit of the standard Cahn-Hilliard equation in
the case of constant mobility.
Pego shows formally in [60] that the system (2.18a–d) with smooth poten-
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tial, in the absence of the electric field (α = 0), converges as γ → 0 to a quasi-
static solidification model (the Hele-Shaw model, see [50]), on assuming that
the interface does not intersect the boundary of the domain. In [2], Alikakos,
Bates, and Chen prove Pego’s result rigorously under the assumption that a
smooth solution exists to the Hele-Shaw problem. In [21, Section 3], Blowey
and Elliott perform the assymptotic analysis on a more general system, of
which our Cahn-Hilliard equation with α = 0 is a special case.
Feng and Prohl show in [40] that the solution of a fully discrete mixed
finite element approximation of the Cahn-Hilliard equation with a smooth
potential also converges to the solution of the Hele-Shaw problem, under the
same assumption as in [2]. It is crucial in both [2] and [40] that the potential
is smooth, as the analysis relies on a spectral estimate result, which does not
hold for an obstacle potential. Furthermore, the analysis in [2] and [60] is for
general d ≥ 2, whereas the analysis in [40] is for d = 2 or 3 only.
Ω
Ω−γΩ+γ
ΩIγ
H
Γ+γ H Γ−γH
Figure 2.1: Decomposition of the domain Ω.
Throughout this Section we will denote the solution to (2.18a–f) by
(uγ,wγ, φγ) in order to emphasise its dependence on the interfacial parameter
γ. The structure of the solution to (2.18a,b) is such that there exists open sets
Ω+γ (t), Ω
I
γ(t) and Ω
−
γ (t) such that the domain Ω can be decomposed as
Ω = Ω+γ (t) ∪ΩIγ(t) ∪Ω−γ (t),
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where Ωs ⊂ Ω+γ (t), and
uγ(x, t)

= 1 x ∈ Ω+γ (t),
∈ (−1, 1) x ∈ ΩIγ(t),
= −1 x ∈ Ω−γ (t).
Furthermore, we suppose that ΩIγ(t) has boundary segments Γ
+
γ (t) and Γ
−
γ (t)
such that
Γ+γ (t) = ∂Ω
+
γ (t) ∩ΩIγ(t), Γ−γ (t) = ∂Ω−γ (t) ∩ΩIγ(t).
Re-writing the system (2.18a–f) we have for any t ∈ (0, T] that
uγ = ±1 in Ω±γ (t), |uγ| < 1 in ΩIγ(t), (2.20a)
̥
∂uγ
∂t = b0 ∆wγ in Ω f , (2.20b)
wγ = −γ∆ uγ − γ−1 uγ − 14 α c1 |∇ φγ|2 in ΩIγ(t), (2.20c)
∇ .(c(uγ)∇ φγ) = 0 in Ω, (2.20d)
lim
x→Γ±γ (t)
γ
∂uγ
∂n±γ (·,t) = 0 , (2.20e)
∇wγ · ν∂Ω f = 0 on ∂Ω f and γ∇ uγ · ν∂Ω = 0 on ∂Ω , (2.20f)
c(uγ)∇ φγ · ν∂Ω = 0 on ∂NΩ and φγ = g± on ∂±DΩ , (2.20g)
where ΩIγ(t) := {x ∈ Ω : |u(x, t)| < 1}, and n±γ (·, t) := νΓ±γ (t), the
unit outward normal to Γ±γ (t), pointing into Ω±γ (t). In the above we have
neglected the spatial dependence of b(·) and c(·), since for (2.20b) we restrict
our attention to Ω f , and therefore b(x,χ) = b0.
We now follow the procedure in [21], see also [59], in which the formal
asymptotic analysis for the case α = 0 was performed. For ease of exposition,
we shall assume that d = 2, but this analysis can easily be extended to the case
d ≥ 3, with the addition of extra parameters in the level set characterisation.
To this end we assume that outer and inner expansions of uγ, wγ and φγ in γ
exist. The prescribed differential equations together with matching conditions
then yield the desired sharp interface motion.
We assume that there is a unique smooth zero level surface of uγ and denote
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it by Γγ(t) = {ϕγ(θ, t) : θ ∈ [0, ℓ]}. It follows from (2.20f) that Γγ(t) meets ∂Ω
at 90◦. Furthermore, we assume that there exists a neighbourhood N (t) of
Γγ(t) such that for each x ∈ N (t) there is a unique orthogonal projection from
x to Γγ(t). Thus there is a unique pair (θ(t), ρ˜(t)) ∈ [0, ℓ]×R solving for each
x ∈ N (t)
x = ϕ
γ
(θ(t), t)− ρ˜(t) nγ(θ(t), t) , (2.21)
see Figure 2.2. Here nγ(θ(t), t) is the unit normal to Γγ(t), at the point x0 =
ϕ
γ
(θ(t), t), pointing into Ω−γ (t) and ρ˜(t) = dγ(x, t) := dist(x, Γγ(t)) is the
signed distance from x to Γγ(t), i.e. positive if x ∈ Ω+γ (t), and negative if
x ∈ Ω−γ (t).
Γγ(t)
q
nγ(θ, t)
x = ϕ
γ
(θ, t)− ρ˜ nγ(θ, t)
ϕ
γ
(·, t) : [0, ℓ] 7→
x0
Figure 2.2: The new coordinates (θ, ρ˜) for an x ∈ Ω f .
Because of (2.21) we may transform the coordinates from x to the orthog-
onal curvilinear coordinates (θ, ρ˜) and hence (x, t) to (θ, ρ, t), with ρ := ρ˜γ .
In particular, it holds that ∂x∂θ .
∂x
∂ρ = 0, since
∂x
∂θ is tangential to Γγ(t) and
∂x
∂ρ (θ, ρ, t) = −γ nγ(θ, t). Furthermore, we have that
∇x θ = ∂x
∂θ
/|∂x
∂θ
|2 , ∇x ρ = ∂x
∂ρ
/|∂x
∂ρ
|2 = −γ−1 nγ =⇒ ∇x θ.∇x ρ = 0 .
(2.22)
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Hence, setting e.g. φˆ(θ, ρ, t) = φ(x(θ, ρ, t), t) = φ(x, t) we obtain that
∂φ
∂t
=
∂φˆ
∂t
+
∂φˆ
∂θ
∂θ
∂t
+
∂φˆ
∂ρ
∂ρ
∂t
=
∂φˆ
∂t
+
∂φˆ
∂θ
∂θ
∂t
+ γ−1 ∂φˆ
∂ρ
∂dγ
∂t
, (2.23a)
∇x φ = ∂φˆ
∂θ
∇x θ + ∂φˆ
∂ρ
∇x ρ = ∂φˆ
∂θ
∇x θ − γ−1 ∂φˆ
∂ρ
nγ (2.23b)
=
∂φˆ
∂θ
∇x θ + γ−1 ∂φˆ
∂ρ
∇x dγ ,
∆x φ = ∇x.(∇x φ) = ∆s φˆ+ γ−1 ∂φˆ
∂ρ
∆x dγ + γ
−2 ∂2φˆ
∂ρ2
; (2.23c)
where in (2.23c) we have used (2.23b) and the fact that
∆s = ∆x θ
∂
∂θ
+ |∇x θ|2 ∂
2
∂θ2
(2.24)
is the surface Laplacian on Γγ(t). The identity (2.24) follows directly from the
definitions ∆s φˆ := ∇s. (∇s φˆ) and
∇s φˆ := ∇x φ− (∇x φ. nγ) nγ =
∂φˆ
∂θ
∇x θ ; (2.25)
together with the observation that ∆x θ = ∇x θ. ∂∂θ [∇x θ], on noting (2.23b) and
(2.22). We observe that if θ is the arc-length s, then ∇x s = ∂x∂s and ∆x s =
∇x.(∇x s) = ∂2x∂s2 .∇x s + ∂
2x
∂s∂ρ .∇x ρ = 12 [ ∂∂s | ∂x∂s |2 + γ−2 ∂∂s | ∂x∂ρ |2] = 0; and hence
(2.24) reduces to ∆s =
∂2
∂s2
.
Denoting the normal velocity of Γγ(t) by Vγ and its mean curvature by κγ,
it is assumed that the following expansions exist.
dγ(x, t) = γd
(1) +O(γ2) , (2.26a)
ϕ
γ
(θ, t) = ϕ(0) +O(γ) , (2.26b)
nγ(θ, t) = n
(0) +O(γ) , (2.26c)
Vγ(θ, t) = V
(0) +O(γ) , (2.26d)
κγ(θ, t) = κ
(0) +O(γ) . (2.26e)
We use the convention that κγ(θ, t) is positive if the curvature of Γγ(t) at θ is in
the direction of the normal nγ(θ, t), that is, a sphere with outward normal has
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negative curvature. In (8.6b) we have noted that d(0) = 0 since dγ(x, t) |γ=0=
0. We observe that
∂dγ
∂t
(x, t) = Vγ(θ, t) = V
(0) +O(γ) , (2.27a)
(∆x dγ)(x, t) =
κγ
1+ κγ dγ(x, t)
= κ(0) +O(γ) ; (2.27b)
see e.g. [43, §14.6]. (2.27b) can be shown on noting that ∆x dγ = ∇x. (∇x dγ) =
−∇x. nγ = − ∂nγ∂θ .∇x θ, (2.22), (2.21) and using the fact that
∂ϕ
γ
∂θ /|
∂ϕ
γ
∂θ | is the unit
tangent vector to Γγ(t) and hence
∂ϕ
γ
∂θ .
∂nγ
∂θ = −κγ |
∂ϕ
γ
∂θ |2.
Outer expansion
We assume that the following outer expansions exist:
uγ(x, t) = u˜
(0)(x, t) +O(γ) in Ω \ Γ0(t), (2.28a)
wγ(x, t) = w˜
(0)(x, t) +O(γ) in Ω f \ Γ0(t), (2.28b)
φγ(x, t) = φ˜
(0)(x, t) +O(γ) in Ω \ Γ0(t). (2.28c)
Substituting this into (2.20a,b) and (2.20d–g) yields that
u˜(0) = ±1 in Ω±(t) , (2.29a)
0 = ∆ w˜(0) in Ω f \ Γ0(t) , (2.29b)
0 = ∇ · (c(u˜(0))∇ φ˜(0)) in Ω \ Γ0(t) , (2.29c)
∇ w˜(0) · ν∂Ω f = 0 on ∂Ω f , (2.29d)
c(u˜(0))∇ φ˜(0) · ν∂Ω = 0 on ∂NΩ φ˜(0) = g± on ∂±DΩ. (2.29e)
We assume also that
w˜(0)(Γ+0 , t) = w˜
(0)(Γ−0 , t) , (2.30a)
φ˜(0)(Γ+0 , t) = φ˜
(0)(Γ−0 , t) . (2.30b)
Here w˜(0)(Γ±0 , t) denotes the limit of w˜
(0)(x, t) as x approaches Γ0(t) from
Ω±0 (t).
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Inner expansion
Using the coordinate transformation induced by (2.21), we assume that the
following inner expansions exist.
uγ(x, t) = uˆγ(θ, ρ, t) = uˆ
(0) + γ uˆ(1) +O(γ2) , (2.31a)
wγ(x, t) = wˆγ(θ, ρ, t) = wˆ
(0) + γ wˆ(1) + γ2 wˆ(2) + γ3 wˆ(3) +O(γ4), (2.31b)
φγ(x, t) = φˆγ(θ, ρ, t) = φˆ
(0) + γ φˆ(1) + γ2 φˆ(2) +O(γ3) . (2.31c)
Next we derive suitable expansions for the equations (2.20b–d), which in the
new coordinates can be rewritten as
γ2̥
∂uˆγ
∂t = γ
2 b0 ∆xwˆγ , (2.32a)
γ wˆγ = −γ2 ∆x uˆγ − uˆγ − 14 γ α c1 |∇xφˆγ|2 , (2.32b)
γ2∇x.(c(uˆγ)∇x φˆγ) = 0 . (2.32c)
The equations (2.32a–c) hold only in the domain ΩIγ(t), which in the trans-
formed coordinates is described by
ρ ∈ (ωˆ−γ (θ, t), ωˆ+γ (θ, t)) θ ∈ [0, ℓ].
Here we suppose that Γ±γ (t) are described by the graphs
{ωˆ±γ (θ, t) : θ ∈ [0, ℓ]}, where ωˆ±γ (θ, t) = ωˆ±0 +O(γ) .
We now use (2.23a–c) together with (2.31a–c) and (2.27a,b) in order to compare
different powers of γ in the expansions of (2.32a–c).
Minus First Order
Denoting ∂[·]∂ρ by [·]ρ here and throughout this Section, the −1 order equation
for (2.32b) becomes for any θ ∈ [0, ℓ]
φˆ
(0)
ρ = 0 ⇒ φˆ(0) = a0(θ, t) . (2.33)
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In addition, this should match the outer expansion, so that
φˆ(0) = a0(θ, t) = φ˜
(0)(Γ±0 , t),
on recalling (2.30a,b).
Zero Order
On noting (2.33), the zero order equations for (2.32a–c) become for any θ ∈
[0, ℓ]
0 = wˆ
(0)
ρρ , (2.34a)
0 = −uˆ(0)ρρ − uˆ(0) =: L uˆ(0), (2.34b)[
c(uˆ(0)) φˆ
(0)
ρ
]
ρ
= 0 ; (2.34c)
subject to the boundary conditions
lim
ρ→ωˆ±0
uˆ(0)(θ, ρ, t) = ±1. (2.34d)
We observe that (2.34b,d) is the ordinary differential equation
0 = L uˆ(0) = −uˆ(0)ρρ − uˆ(0) ∀ ρ ∈ (ωˆ−0 , ωˆ+0 ) (2.35)
and uˆ(0)(θ, ωˆ±0 , t) = ±1 .
(2.35) has the unique monotonically increasing solution
uˆ(0)(θ, ρ, t) = sin(ρ) |ρ| < π2 ⇒ ωˆ±0 = ±π2 . (2.36)
(2.34a) implies that wˆ(0) = a1(θ, t) ρ + µ(θ, t). In order to satisfy the matching
condition
lim
ρ→±π2
wˆ(0)(θ, ρ, t) = w˜(0)(Γ±0 , t), (2.37)
and (2.30a,b) we need that a1(θ, t) = 0. Hence
wˆ(0) = µ(θ, t) = w˜(0)(Γ±0 , t) , (2.38)
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and this yields another matching condition, namely
lim
ρ→±π2
wˆ
(1)
ρ (θ, ρ, t) = −n(0) · ∇ w˜(0)(Γ±0 , t) . (2.39)
On the other hand, because of (2.33) the equation (2.34c) does not yield any
new conditions. However, similarly to the the matching conditions (2.37) and
(2.39), we obtain that
lim
ρ→±π2
φˆ
(1)
ρ (θ, ρ, t) = −n(0) · ∇ φ˜(0)(Γ±0 , t) . (2.40)
First Order
On recalling (2.27b), and using the fact (2.38), the first order equations for
(2.32a–c) can be written as
̥uˆ
(0)
ρ V
(0) = b0 wˆ
(1)
ρρ , (2.41a)
wˆ(0) = −uˆ(1)ρρ − uˆ(0)ρ κ(0) − uˆ(1) − 14 α c1 ([φˆ(1)ρ ]2 + |∇s φˆ(0)|2), (2.41b)[
c(uˆ(0)) φˆ
(1)
ρ
]
ρ
= 0 ; (2.41c)
for |ρ| < π2 and any θ ∈ [0, ℓ], and subject to the boundary conditions
lim
ρ→±π2
uˆ(1)(θ, ρ, t) = 0 . (2.42)
It follows from (2.41a) that
b0 wˆ
(1)
ρ −̥uˆ(0) V(0) = C(θ, t) . (2.43)
Taking the limits ρ→ ±π2 and using (2.39) we obtain that
b0 [n
(0) · ∇ w˜(0)]+− = −2̥V(0) . (2.44)
Similarly, it follows from (2.41c) on recalling (2.36) and (2.40) that
[n(0) · c±∇ φ˜(0)]+− = 0 , (2.45)
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where c+ = c0 + c1 and c− = c0. In particular,
c(uˆ(0))φˆ
(1)
ρ = e(θ, t) = −n(0) · c+∇ φ˜(0)(Γ+0 , t)
= −n(0) · c−∇ φ˜(0)(Γ−0 , t) . (2.46)
Let
f (θ, ρ, t) := 14 c1
(
e2
[c(uˆ(0)(ρ))]2
+ |∇s φˆ(0)|2
)
. (2.47)
Then combining (2.41b), (2.42), (2.38) and (2.47) yields that the problem for
determining uˆ(1) reduces to
L uˆ(1) = −uˆ(1)ρρ − uˆ(1) = µ+ α f + κ(0) uˆ(0)ρ ∀ ρ ∈ (−π2 , π2 ) (2.48)
and uˆ(1)(θ,±π2 , t) = 0 .
For (2.48) to be solvable, we require the right hand side to be orthogonal to
the kernel of the operator L, subject to homogeneous Dirichlet boundary con-
ditions. Since the kernel is simply span{uˆ(0)ρ }, recall (2.36), we multiply (2.48)
by uˆ
(0)
ρ and integrate over (−π2 , π2 ). This yields the following compatibility
equation,
0 =
(
µ(θ, t) + 14c1α|∇ sφˆ(0)(θ, t)|2
) ˆ π2
−π2
uˆ
(0)
ρ dρ
+ 14c1α[e(θ, t)]
2
ˆ π
2
−π2
uˆ
(0)
ρ
[c(uˆ(0))]2
dρ+ κ(0)(θ, t)
ˆ π
2
−π2
(uˆ
(0)
ρ )
2 dρ,
and hence, on noting (2.36) and that c(χ) = c0 +
1
2c1(1+ χ),
µ(θ, t)+14c1α|∇ sφˆ(0)(θ, t)|2
=
1´ π
2
−π2 cos(ρ) dρ
{
−κ(0)(θ, t)
ˆ π
2
−π2
cos2(ρ) dρ
}
− 1´ π
2
−π2 cos(ρ) dρ
{
1
4c1α[e(θ, t)]
2
ˆ π
2
−π2
cos ρ
[c0 +
1
2c1(1+ sin ρ)]
2
dρ
}
= −π4 κ(0)(θ, t) − 14c1α
|cmaxn(0)·∇ φ˜(0)(Γ+0 ,t)|2
cmincmax
. (2.49)
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Here we have used (2.46), and the fact that
ˆ π
2
−π2
cos ρ
[c0 +
1
2c1(1+ sin ρ)]
2
dρ =
[
−2
c1[c0 +
1
2c1(1+ sin ρ)]
] π
2
−π2
=
2
c0(c0 + c1)
=
2
cmincmax
.
Thus we have shown, on recalling (2.29b), (2.38), (2.44) and (2.49), that the zero
order term w˜(0) = µ in the outer expansion (2.28b) solves the Mullins–Sekerka
type problem
0 = ∆ w˜(0) in Ω±(t) ∩Ω f , (2.50a)
b0 [n
(0) · ∇ w˜(0)]+− = −2̥V(0) on Γ0(t) , (2.50b)
w˜(0) + α gˆ = −π4 κ(0) on Γ0(t) , (2.50c)
∇ w˜(0) · ν∂Ω f = 0 on ∂Ω f . (2.50d)
We recall that Γ0(t) meets ∂Ω at 90
◦. In (2.50c)
gˆ = 14(c+ − c−)
(
|c+n(0) · ∇ φ˜(0)(Γ+0 , t)|2
c−c+
+ |∇ sφ˜(0)|2
)
, (2.51)
on noting (2.30a,b), and where the zero order term φ˜(0) in the outer expansion
(2.28c) solves
0 = ∆ φ˜(0) in Ω±(t) , (2.52a)
[n(0) · c±∇ φ˜(0)]+− = 0 and [φ˜(0)]+− = 0 on Γ0(t) , (2.52b)
c±∇ φ˜(0) · ν∂Ω = 0 on ∂NΩ ∩ ∂Ω±0 φ˜(0) = g± on ∂±DΩ . (2.52c)
where c+ = c0 + c1 in Ω
+(t) and c− = c0 in Ω−(t).
Remark 2.3. The equations (2.50a–d), (2.51), (2.52a–c) yield a modified Hele-Shaw
model. Physically, (2.50a) represents steady-state diffusion away from the interface,
and (2.50c) is an adaptation of the so-called Gibbs-Thompson condition for local
equilibrium at the interface, with electric field terms included. The interface movement
is due to the mismatches of the fluxes on either side of the interface in (2.50b).
Remark 2.4. These calculations are strictly formal, with the intention of presenting
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evidence that the system (2.18a–f) may be considered as a phase field model of a
modified Hele-Shaw model. A more rigorous treatment would require techniques
similar to [2], but whether this is possible for the obstacle potential Cahn-Hilliard
equation we are dealing with appears to be an open problem in the literature.
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Chapter 3
Notation and auxiliary results
Many of the results in this Chapter are quoted from papers directly or adapted
for our specific model. In particular, the papers [12] and [13], and the books
[26] and [48] are referenced heavily.
For D ⊂ Rd, d = 2 or 3, we adopt the standard notation for Sobolev spaces,
denoting the norm of Wm,q(D), (m ∈ N, q ∈ [1,∞]), by ‖·‖m,q,D and the
seminorm by |·|m,q,D. We extend these norms and seminorms in the natural
way to the corresponding spaces of vector and matrix valued functions. For
q = 2, Wm,2(D) will be denoted by Hm(D) with the associated norm and
seminorm written as ‖·‖m,D and |·|m,D, respectively. We also choose to drop
the domain subscript on the above norms and seminorms in the case D ≡ Ω.
Throughout, (·, ·) denotes the standard L2 inner product over Ω.
We define  
D
ηdx :=
1
m(D)
ˆ
D
ηdx ∀η ∈ L1(D),
where m(D) is the measure of a domain D. For later purposes, we recall the
following well-known Sobolev interpolation result, e.g., see [1]: Let q ∈ [1,∞],
r ∈ [q,∞] if q > d, r ∈ [q,∞) if q = d, and r ∈ [q, dqd−q ] if q ∈ [1, d); and
µ := dq − dr . Then the following inequality holds:
|z|0,r ≤ C|z|1−µ0,q ‖z‖µ1,q z ∈W1,q(Ω), (3.1)
where C depends only on Ω, q and r. For future reference, we make note of the
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generalised Young’s inequality
rs ≤ 1p (ςr)p + 1q (ς−1s)q ∀r, s ∈ R, ς ∈ R>0, p ∈ (1,∞) with 1p + 1q = 1.
(3.2)
In addition we make note of the elementary inequality
|r + s|p ≤ 2p−1(|r|p + |s|p) ∀r, s ∈ R, p ∈ [1,∞) . (3.3)
For later purposes, we recall the following compactness results. Let X,Y,
and Z be Banach spaces with a compact embedding X →֒ Y and a continuous
embedding Y →֒ Z. Then the embeddings
{η ∈ L2(0, T;X) : ∂η∂t ∈ L2(0, T;Z)} →֒ L2(0, T;Y) (3.4a)
and
{η ∈ L∞(0, T;X) : ∂η∂t ∈ L2(0, T;Z)} →֒ C([0, T];Y) (3.4b)
are compact, and a generalised version of (3.4a), where the time derivative is
replaced by a time translation, holds. That is, any bounded and closed subset
E of L2(0, T;X) with
lim
θ→0
{
sup
η∈E
‖η(·, ·+ θ)− η(·, ·)‖L2(0,T−θ;Z)
}
= 0 (3.4c)
is compact in L2(0, T;Y); see [65].
It is convenient to introduce the ”inverse Laplacian” operator G : Y → Z
such that
(∇ [Gz],∇ η) = 〈z, η〉H1(Ω) ∀η ∈ H1(Ω), (3.5)
where Y := {z ∈ (H1(Ω))′ : 〈z, 1〉 = 0}, Z := {z ∈ H1(Ω) : (z, 1) = 0},
and 〈·, ·〉H1(Ω) denotes the duality pairing between (H1(Ω))′ and H1(Ω). We
also introduce the standard notation H−1(Ω) for the dual (H1(Ω))′ for later
use. The well-posedness of G follows from the Lax-Milgram theorem and the
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Poincare´ inequality
|η|0 ≤ C(|η|1 + |(η, 1)|) ∀η ∈ H1(Ω).
As Ω is a convex polytope, we recall the well-known regularity result
‖Gz‖2 ≤ C|z|0 ∀z ∈ L2(Ω) ∩Y. (3.6)
Similarly to (3.5) we introduce G0 : S′0 × L2(∂NΩ) → S0 such that
(∇ [G0(z, µ)],∇ η) = 〈z, η〉S0 +
ˆ
∂NΩ
µηds ∀η ∈ S0, (3.7)
where 〈·, ·〉S0 denotes the duality pairing between S′0 and S0. The well-
posedness of G0 follows from the Lax-Milgram theorem, a trace inequality
and a Friedrich’s inequality. Furthermore, we define the short-hand notation
G0z := G0(z, 0), i.e. G0 : S′0 → S0 is such that
(∇ (G0z),∇ η) = 〈z, η〉S0 ∀η ∈ S0. (3.8)
As Ω is a convex polytope, for later use we recall the well-known result
‖η‖2 ≤ C(Ω)
[
|∆ η|0 +
∥∥∥ ∂η∂ν∂Ω∥∥∥ 1
2 ,∂NΩ
]
∀η ∈ H2(Ω) ∩ S0, (3.9)
where ‖·‖ 1
2 ,∂NΩ
denotes the norm of H
1
2 (∂NΩ). Furthermore we have the
following result
‖η‖2,p ≤ C(Ω)[|∆η|0,p + ‖η‖1,p]
∀η ∈W2,p(Ω) ∩ S0 with ∂η∂ν∂Ω = 0 on ∂NΩ, (3.10)
for p ∈ [2,∞), see e.g. [47, Theorem 4.3.2.4].
Lemma 3.1. Let d = 2. Let µ ∈ H 12 (∂NΩ) with µ = 0 on ∂DΩ ∩ ∂NΩ. Then it
holds that
‖G0(z, µ)‖2 ≤ C(Ω)
[
|z|0 + ‖µ‖ 1
2 ,∂NΩ
]
∀z ∈ L2(Ω). (3.11)
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Furthermore we have, for all p ∈ [2,∞), that
‖G0z‖2,p ≤ C(Ω)|z|0,p ∀z ∈ L2(Ω). (3.12)
Proof The proof uses several results from [48]. We present some notation
regarding our domain Ω, adopting the notation of [48, Figure 1, pXIII]. We
define S1 = (−L1,−L2), S2 = (L1,−L2), S3 = (L1, L2), S4 = (−L1, L2) and
Γ1 = {x ∈ ∂Ω : x1 = −L1}, Γ2 = {x ∈ ∂Ω : x2 = −L2}, Γ3 = {x ∈ ∂Ω :
x1 = L1} and Γ4 = {x ∈ ∂Ω : x2 = L2} so that ∪4j=1{Sj} = ∂DΩ ∩ ∂NΩ, and
∂DΩ = Γ1 ∪ Γ3, ∂NΩ = Γ2 ∪ Γ4. Finally we let ωj be the angles between the
boundaries at the vertices Sj, that is, ωj =
π
2 for j = 1 → 4. The notation is
described graphically in Figure 3.1.
Ω Γ3Γ1
Γ4
Γ2S1 S2
S3S4
ω1. ... ... ... .........
ω2
....
......
... ... ...
ω3
.......... ... ... ...ω4. ... ... ...
...
...
...
Figure 3.1: Diagram of the domain Ω for d = 2, demonstrating the notation we
use in the proof of Lemma 3.1. We note that Γ1 ∪ Γ3 is the Dirichlet boundary,
and Γ2 ∪ Γ4 is the Neumann boundary.
We begin with the proof of (3.12), and first consider the case p = 2. Let
z ∈ L2(Ω). It follows from [48, Theorem 2.4.3] that there exist unique cj,m ∈ R
such that
G0z−
4
∑
j=1
∑
0<λj,m<1
cj,mSj,m ∈ H2(Ω), (3.13)
where Sj,m(rj, θj) = ηj(rj)rλj,mj φj,m(θj) for m ∈ N, j = 1 → 4. The cj,m
coefficients are stress intensity factors, dependent on z, and (rj, θj) are local
polar coordinates around Sj, j = 1 → 4. We note that the ηj ∈ C∞(Ω)
are truncation functions, and that ηj = 1 in a neighbourhood of the vertex
Sj, but ηj vanishes in a neighbourhood of all Γk with Sj /∈ Γk. Moreover,
CHAPTER 3. NOTATION AND AUXILIARY RESULTS 43
supp(ηi) ∩ supp(ηj) = ∅ if i 6= j.
Furthermore, φj,m,λj,m are the normalised eigenfunctions and eigenvalues
of φ′′j,m + λ
2
j,mφj,m = 0 subject to the mixed boundary conditions that hold
locally around Sj. We have from [48, p 50] that
λj,m = (m− 12) πωj = (m− 12)2 = 2m− 1 ≥ 1 ∀m ∈ N, j = 1→ 4. (3.14)
Therefore G0z ∈ H2(Ω) ∩ S0, integration by parts in (3.8), and (3.9) yield that
‖G0z‖2 ≤ C(Ω)|∆(G0z)|0 = C(Ω)|z|0. (3.15)
To obtain the result (3.12) for p ∈ (2,∞), we note from [48, p 82] that for any
z ∈ Lp(Ω)
G0z−
4
∑
j=1
∑
0<λj,m<2− 2p
cj,mSj,m ∈W2,p(Ω),
provided that λj,m 6= 2− 2p for all m ∈ N, j = 1 → 4. On noting that 2− 2p ∈
(1, 2), it follows from (3.14) that this condition is satisfied, and therefore
G0z−
4
∑
j=1
cj,1Sj,1 ∈W2,p(Ω).
However, as Sj,1 ∈ C∞(Ω), recall λj,1 = 1, it follows that G0z ∈ W2,p(Ω).
Therefore (3.10) gives us that
‖G0z‖2,p ≤ C(Ω)
[|∆(G0z)|0,p + ‖G0z‖1,p]
= C(Ω)
[|z|0,p + ‖G0z‖1,p].
Now, by Sobolev embedding theory and (3.15), we have that
‖G0z‖1,p ≤ C‖G0z‖2 ≤ C(Ω)|z|0 ≤ C(Ω)|z|0,p ∀p ∈ (2,∞), (3.16)
and therefore we have the desired result (3.12).
It follows from our assumption on µ and [48, Remark 2.4.5] that (3.13)
holds, with G0z replaced by G0(z, µ), i.e. G0(z, µ) ∈ H2(Ω). Then (3.9) yields
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that
‖G0(z, µ)‖2 ≤ C(Ω)
[
|∆G0(z, µ)|0 +
∥∥∥ ∂G0(z,µ)∂ν∂Ω ∥∥∥ 1
2 ,∂NΩ
]
= C(Ω)
[
|z|0 + ‖µ‖ 1
2 ,∂NΩ
]
,
and hence (3.11) holds.
Remark 3.2. We conjecture that the proof of Lemma 3.1 goes across to d = 3 and
hence that (3.12) holds for all p ∈ [2, 6] if d = 3. A more sophisticated argument than
(3.16) would probably yield (3.12) for p ∈ [2,∞) also for d = 3. In particular, we
note that
‖G0z‖2 ≤ C(Ω)|z|0 ∀z ∈ L2(Ω), (3.17)
holds for d = 2 and d = 3.
Lemma 3.3. For F ∈ [L2(Ω)]d let fF ∈ S0 be the unique solution of
(∇ fF,∇ η) = (F,∇ η) ∀η ∈ S0. (3.18)
Then there exist a δ > 0 such that for all p ∈ [2, 2+ δ] it holds that
|∇ fF|0,p ≤ C(p)
[|∇ fF|0 + |F|0,p] , (3.19)
if F ∈ [Lp(Ω)]d.
Proof The proof is similar to the proofs of [41, Lemma 4.1]. It is based on a
Caccioppoli inequality, and a reverse Ho¨lder inequality.
1. Interior estimate. Let x0 ∈ Ω and R > 0 be such that
Q2R(x0) := {x ∈ Rd : |x− x0|∞ < 2R}.
Let x0 and R be such that Q2R(x0) ⊂ Ω. We define a cutoff function ζ ∈
C∞0 (R
d) with the properties
(i) ζ = 0 in Rd \Q2R(x0),
(ii) 0 < ζ ≤ 1 in Q2R(x0) and ζ = 1 in QR(x0),
(iii) |∇ ζ| ≤ 2R in Q2R(x0).
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We choose η = ζ2( fF − µ) ∈ S0 in (3.18), where µ ∈ R, and obtain that
ˆ
Ω
ζ2|∇ fF|2dx = −2
ˆ
Ω
ζ( fF − µ)∇ fF · ∇ ζdx
+
ˆ
Ω
F
[
2ζ( fF − µ)∇ ζ + ζ2∇ fF
]
dx. (3.20)
Applying (3.2) to (3.20) gives
ˆ
Ω
ζ2|∇ fF|2dx ≤ C
[ˆ
Ω
|∇ ζ|2( fF − µ)2dx +
ˆ
Ω
ζ2|F|2dx
]
. (3.21)
It follows from (i),(ii),(iii) and (3.21) that
ˆ
QR(x0)
|∇ fF|2dx ≤ C
[
1
R2
ˆ
Q2R(x0)
( fF − µ)2dx +
ˆ
Q2R(x0)
|F|2dx
]
. (3.22)
Now we choose µ =
ﬄ
Q2R(x0)
fFdx in (3.22), and apply Lemma A.1 over
Q2R(x0) with r
∗ = 2, i.e. r = 2dd+2 , to obtain
 
QR(x0)
|∇ fF|2dx ≤ C˜
( 
Q2R(x0)
|∇ fF|
2d
d+2dx
) d+2
d
+
 
Q2R(x0)
|F|2dx
 . (3.23)
Noting (3.23) and applying Lemma A.2 with q = d+2d , g = |∇ fF|
2
q and
̺ = (C˜|F|2) 1q ∈ Lr(Q2R(x0)) for some r > q implies that |∇ fF|
2
q ∈ Ls(QR(x0))
for s ∈ [q, q + ǫ] is such that
( 
QR(x0)
|∇ fF|
2s
q dx
) 1
s
≤ C
( 
Q2R(x0)
|∇ fF|2dx
) 1
q
+
( 
Q2R(x0)
|F| 2sq dx
) 1
s
 .
Therefore we have that there exists a δ > 0 such that ∇ fF ∈ Lploc(Q) for p ∈
[2, 2+ δ] and
( 
QR(x0)
|∇ fF|pdx
) 1
p
≤ C
( 
Q2R(x0)
|∇ fF|2dx
) 1
2
+
( 
Q2R(x0)
|F|pdx
) 1
p
 ,
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where C is independent of R. From this we obtain, on applying (3.3) that
|∇ fF|p0,p,QR(x0) ≤ C
[
Rd(1−
p
2 )|∇ fF|p0,2,Q2R(x0) + |F|
p
0,p,Q2R(x0)
]
. (3.24)
Given an open domain Ω′ ⊂ Ω with Ω′ ⊂ Ω, we now apply a convering
argument. Let 2R < dist(Ω′, ∂Ω) and choose finitely many points xi ∈ Ω′, i =
1→ KR, such that Ω′ ⊂ ∪KRi=1QR(xi) with QR(xi) ∩QR(xj) = ∅ for i 6= j.
Then it follows from (3.24) and a Ho¨lder inequality that
|∇ fF|p0,p,Ω′ ≤
KR
∑
i=1
|∇ fF|p0,p,QR(xi)
≤ C
KR
∑
i=1
[
Rd(1−
p
2 )|∇ fF|p0,2,Q2R(xi) + |F|
p
0,p,Q2R(xi)
]
≤ C
KR
∑
i=1
Rd(1−
p
2 )|∇ fF|p0,2,Q2R(xi) + C|F|
p
0,p,Ω
≤ C
(KR
∑
i=1
Rd
)1− p2(KR
∑
i=1
|∇ fF|20,2,Q2R(xi)
) p
2
+ C|F|p0,p,Ω
≤ C
[
|∇ fF|p0,2,Ω + |F|p0,p,Ω
]
,
(3.25)
where we have noted that ∑
KR
i=1 R
d = KRR
d ≤ |Ω|. On applying (3.3) once
more we obtain the following interior Lp estimate for ∇ fF,
|∇ fF|0,p,Ω′ ≤ C
[|∇ fF|0 + |F|0,p] , (3.26)
for all Ω′ ⊂ Ω with Ω′ ⊂ Ω.
2. Global Lp estimate. It remains to extend this estimate to the boundary. First
let x0 ∈ ∂NΩ and R > 0 be such that Q2R(x0) ∩ ∂DΩ = ∅. As before, for
µ ∈ R, we choose η = ζ( fF − µ) ∈ S0 in (3.18) and obtain
ˆ
QR(x0)∩Ω
|∇ fF|2dx ≤ C
[
1
R2
ˆ
Q2R(x0)∩Ω
| fF − µ|2dx +
ˆ
Q2R(x0)∩Ω
|F|2dx
]
.
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Letting µ =
ﬄ
Q2R(x0)∩Ω fFdx, and recalling Lemma A.1 we hence have that
 
QR(x0)∩Ω
|∇ fF|2dx ≤ C
( 
Q2R(x0)∩Ω
|∇ fF|
2d
d+2dx
) d+2
d
+
 
Q2R(x0)∩Ω
|F|2dx
 .
(3.27)
Extending ∇ fF and F to zero outside Ω means we can apply Lemma A.2 to
these extensions on Q2R(x0) to obtain, similarly to (3.24), that
|∇ fF|p0,p,QR(x0)∩Ω ≤ C
[
Rd(1−
p
2 )|∇ fF|p0,2,Q2R(x0)∩Ω + |F|
p
0,p,Q2R(x0)∩Ω
]
. (3.28)
Applying a covering argument similarly to (3.25) and combining the obtained
bound with the interior estimate (3.26), we have that
|∇ fF|0,p,Ω′ ≤ C
[|∇ fF|0 + |F|0,p] , (3.29)
for all Ω′ ⊂ Ω such that Ω′ ∩ ∂DΩ = ∅.
Next, let x0 ∈ ∂DΩ. Choosing η = ζ2 fF ∈ S0 in (3.18) yields that
ˆ
QR(x0)∩Ω
|∇ fF|2dx ≤ C
[
1
R2
ˆ
Q2R(x0)∩Ω
| fF|2dx +
ˆ
Q2R(x0)∩Ω
|F|2dx
]
. (3.30)
We assume that, similarly to Lemma A.1, there exists a constant C(d, r) > 0
such that( 
Q2R(x0)∩Ω
|η|r∗dx
) 1
r∗
≤ C(d, r)R
( 
Q2R(x0)∩Ω
|∇ η|rdx
) 1
r
, (3.31)
for all η ∈ W1,r(Q2R(x0) ∩Ω) with η = 0 on Q2R(x0) ∩ ∂DΩ. Here r ∈ [1, d)
and r∗ = drd−r .
Then it follows from (3.30) and (3.31) that (3.27) holds for x0 ∈ ∂DΩ as
defined here. Similarly to (3.28) on extending ∇ fF and F to Q2R(x0), Lemma
A.2 then yields that (3.29) holds for all Ω′ ⊂ Ω with Ω′∩ ∂NΩ = ∅. Combining
this with (3.29) then gives the desired result (3.19).
Proof of (3.31). Let G := {x̂ ∈ Rd : |x̂|∞ < 1, x̂1 > 0} be a half of the unit cube
in Rd, with ∂DG := {x̂ ∈ ∂G : x̂1 = 0}. Then (3.1) and a Friedrich’s inequality
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yield immediately that
|η̂|0,r∗,G ≤ C(d, r)‖η̂‖1,r,G ≤ C(d, r)|η̂|1,r,G,
for all η̂ ∈ W1,r(G) with η̂ = 0 on ∂DG. The change of variables x = Rx̂ and
η(x) = η̂(x̂) = η̂( 1Rx) together with a translation, and a rotation if x0 ∈ ∂+DΩ,
then yields that
(
R−d
ˆ
Q2R(x0)∩Ω
|η|r∗dx
) 1
r∗
≤ C(d, r)R
(
R−d
ˆ
Q2R(x0)∩Ω
|∇ η|rdx
) 1
r
,
for all η ∈ W1,r(Q2R(x0) ∩ Ω) with η = 0 on Q2R(x0) ∩ ∂DΩ. Hence (3.31)
holds.
For p ∈ (1,∞), we introduce also
S
(p)
0 := {η ∈W1,p(Ω) : η = 0 on ∂DΩ}, (3.32)
and therefore S
(2)
0 ≡ S0. The following Lemma holds:
Lemma 3.4. There exists a δ > 0 such that for all p ∈
[
2+δ
1+δ , 2+ δ
]
there is a
β(p) ≥ 1 satisfying
|∇ z|0,p ≤ β(p) sup
0 6=η∈S(q)0
(∇ z,∇ η)
|∇ η|0,q ∀z ∈ S
(p)
0 , (3.33)
where 1p +
1
q = 1. Moreover, β is continuous on the interval
[
2+δ
1+δ , 2+ δ
]
and β(p) →
β(2) = 1 as p→ 2.
Proof The proof is similar to the proof of [12, Lemma 1.1]. For z ∈ S(p)0 , we
define
S(F) := (∇ z, F) ∀ F ∈ M := {∇ η : η ∈ S(q)0 }.
We note that S is a continuous linear functional on the closed subspace M of
[Lq(Ω)]d, with norm
‖S‖ = sup
0 6=F∈M
S(F)
|F|0,q = sup
0 6=η∈S(q)0
(∇ z,∇ η)
|∇ η|0,q .
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The Hahn-Banach theorem and the fact that ([Lq(Ω)]d)′ ∼= [Lp(Ω)]d imply the
existence of a Gz ∈ [Lp(Ω)]d such that
(∇ z, F) = (Gz, F) ∀F ∈ M and |Gz|0,p = sup
0 6=η∈S(q)0
(∇ z,∇ η)
|∇ η|0,q . (3.34)
We also introduce the linear operator Q : [Lp(Ω)]d → [Lp(Ω)]d, such that
QF = ∇ fF, where fF ∈ S(p)0 is such that
(∇ fF,∇ η) = (F,∇ η) ∀η ∈ S(q)0 .
We know that Q is well-posed for p = 2, by the Lax-Milgram Theorem, and
that ‖Q‖2 = 1.
Let δ > 0 be defined as in Lemma 3.3. Then it holds that
|QF|0,p ≤ C(p)[|QF|0,2 + |F|0,p]
≤ C(p)[‖Q‖2|F|0,2 + |F|0,p]
≤ C(p)[|F|0,2 + |F|0,p] ≤ C(p)|F|0,p ∀p ∈ [2, 2+ δ].
(3.35)
The above shows that Q is a bounded linear operator for p ∈ [2, 2+ δ] and that
‖Q‖p ≤ C(p).
We now want to show that Q is also a continuous linear operator on
[Lq(Ω)]d, where q is such that 1p +
1
q = 1 for a p ∈ [2, 2 + δ]. To do so we
approximate F ∈ [Lq(Ω)]d by Fk ∈ [L2(Ω)]d such that |F − Fk|0,q → 0 as
k → ∞. We have that QFk = ∇ fFk , where fFk ∈ S0 is such that
(∇ fFk ,∇ η) = (Fk,∇ η) ∀η ∈ S0. (3.36)
Given H ∈ [Lp(Ω)]d, we have that QH = ∇ fH, where fH ∈ S(p)0 is such that
(∇ fH,∇ η) = (H,∇ η) ∀η ∈ S(q)0 . (3.37)
Applying (3.36), (3.37), and noting that [Lp(Ω)]d ⊂ [L2(Ω)]d ⊂ [Lq(Ω)]d, we
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obtain that
(QFk,H) = (∇ fFk ,H) = (∇ fFk ,∇ fH)
= (Fk,∇ fH) = (Fk,QH) ∀H ∈ [Lp(Ω)]d.
(3.38)
Hence we obtain from (3.38) and (3.35) that
|(QFk,H)| =|(Fk,QH)|≤ |QH|0,p|Fk|0,q
≤ ‖Q‖p|H|0,p|Fk|0,q ∀H ∈ [Lp(Ω)]d.
Therefore we have that
|QFk|0,q≤ ‖Q‖p|Fk|0,q. (3.39)
Combining a Friedrich’s inequality, (3.39), and Fk → F in [Lq(Ω)]d as k → ∞,
we have that
‖ fFk‖1,q ≤ C|∇ fFk |0,q≤ C‖Q‖p|Fk|0,q ≤ C ∀k ∈ N.
Therefore we can choose a subsequence { fFki}i≥0 such that
fFki
→ fF weakly in S(q)0 , as i → ∞. (3.40)
Combining (3.40) and (3.36) for η ∈ S(p)0 , yields that
(Fki ,∇ η) = (∇ fFki ,∇ η) → (∇ fF,∇ η) ∀η ∈ S
(p)
0 ,
as i → ∞. The strong convergence of {Fk} then yields that
(∇ fF,∇ η) = (F,∇ η) ∀η ∈ S(p)0 .
The fundamental lemma of the calculus of variations, see e.g. [3, Lemma
2.21], together with a Friedrich’s inequality, then yields that fF is unique, and
therefore the whole sequence converges, i.e. fFk → fF weakly in S(q)0 .
Hence, on setting QF := ∇ fF, we have that
QFk → QF weakly in [Lq(Ω)]d.
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Therefore from (3.38) we have that (QF,H) = (F,QH) for all H ∈ [Lp(Ω)]d,
and similarly to (3.39) it follows that
|QF|0,q≤ ‖Q‖p|F|0,q,
and so ‖Q‖q ≤ ‖Q‖p. Moreover, the above has established that, given H ∈
[Lp(Ω)]d
(QF,H) = (F,QH) ∀F ∈ [Lq(Ω)]d,
and so also ‖Q‖p ≤ ‖Q‖q. Hence ‖Q‖q = ‖Q‖p.
The Riesz-Thorin theorem, see [17], then implies that ‖Q‖p ≤ ‖Q‖1−ςs ‖Q‖ςr
for all 2+δ1+δ ≤ s ≤ p ≤ r ≤ 2 + δ such that 1p = (1− ς)1s + ς1r and ς ∈ [0, 1].
It follows that log‖Q‖p ≤ (1− ς) log‖Q‖s + ς log‖Q‖r, that is, log‖Q‖p is a
convex function of 1p , and therefore log‖Q‖p is a continuous function of pwith
‖Q‖2 = 1, since convex functions are continuous.
Therefore we have that ‖Q‖p = β(p) for β ∈ C
[
2+δ
1+δ , 2+ δ
]
, and ‖Q‖2 = 1
implies that β(2) = 1. Finally it follows from (3.34) and z ∈ S(p)0 that ∇ z =
QGz and hence
|∇ z|0,p ≤ ‖Q‖p|Gz|0,p = β(p)|Gz|0,p. (3.41)
Therefore the desired result (3.33) follows from (3.41) and (3.34).
3.1 Finite element spaces
We consider finite element approximations of (2.18a–f) under the following
assumptions on the mesh:
(A1) For d = 2 or 3, let {T h}h>0 be a family of partitionings of Ω into
disjoint open regular simplices σ with hσ := diam(σ) and h := maxσ∈T hhσ so
that Ω =
⋃
σ∈T h σ, Ωs =
⋃
σ∈T hs σ and Ω f =
⋃
σ∈T hf σ, where T
h
s , T hf ⊂ T h, i.e.
we assume the mesh is aligned with the substrate. The regularity assumption
implies that
hσ
ρσ
≤ C ∀σ ∈ T h ∀h > 0,
where C is independent of h, and ρσ is defined to be the diameter of the largest
inscribed ball of σ. In addition, it is assumed that all simplices σ ∈ T h are
non-obtuse, that is, the angle between any 2 sides (d = 2) or faces (d = 3) does
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not exceed π2 .
Associated with T h is the finite element space
Sh := {χ ∈ C(Ω) : χ|σ is linear ∀σ ∈ T h} ⊂ H1(Ω),
and the following finite element spaces, which take into account the Dirichlet
boundary conditions,
Sh0 = {χ ∈ Sh : χ = 0 on ∂DΩ} ⊂ S0,
Shg = {χ ∈ Sh : χ = g± on ∂±DΩ} ⊂ Sg,
where g± is as in (2.1). We also introduce
Kh := {χ ∈ Sh : |χ| ≤ 1 in Ω} ⊂ K.
We let J be the set of nodes of T h and {p
j
}j∈J the coordinates of these nodes.
We let {χj}j∈J be the standard basis functions for Sh; that is, χj ∈ Sh and
χj(pi) = δij for all i, j ∈ J. The non-obtuse assumption yields that
ˆ
σ
∇ χi · ∇ χjdx ≤ 0 i 6= j, ∀σ ∈ T h. (3.42)
We introduce also the interpolation operator πh : C(Ω) → Sh, such that
(πhη)(p
j
) = η(p
j
) ∀j ∈ J.
A discrete semi-inner product on C(Ω) is then defined by
(η1, η2)
h :=
ˆ
Ω
πh(η1(x)η2(x))dx = ∑
j∈J
mjη1(pj)η2(pj), (3.43)
where mj := (1,χj) > 0. The induced discrete seminorm is then
|η|h :=
[
(η, η)h
] 1
2
=
(ˆ
Ω
πh[η2]dx
) 1
2 ∀η ∈ C(Ω). (3.44)
The following are well-known results concerning the finite element space
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Sh for d = 2 or 3 and for any σ ∈ T h,χ, zh ∈ Sh, m ∈ {0, 1}, q ∈ [2,∞) and
r ∈ (d,∞]:
|χ|1,σ ≤ Ch−1σ |χ|0,σ; (3.45a)
|χ|m,s,σ ≤ Ch
d(
1
s−
1
p )
σ |χ|m,p,σ for any s ∈ [p,∞] with p ≥ 1; (3.45b)
|(I − πh)η|m,q ≤ Ch2−m−d(
1
2−
1
q )|η|2 ∀η ∈ H2(Ω); (3.45c)
|(I − πh)η|m,r ≤ Ch1−m|η|1,r ∀η ∈W1,r(Ω); (3.45d)
lim
h→0
‖(I − πh)η‖1,r → 0 ∀η ∈W1,r(Ω); (3.45e)ˆ
σ
χ2dx ≤
ˆ
σ
πh[χ2]dx ≤ (d + 2)
ˆ
σ
χ2dx; (3.45f)
|(χ, zh)− (χ, zh)h| ≤ |(I − πh)(χzh)|0,1 ≤ Ch1+m|χ|m|zh|1. (3.45g)
We define Zh := {zh ∈ Sh : (zh, 1) = 0} ⊂ Yh := {z ∈ C(Ω) : (z, 1)h = 0}.
Then, similarly to (3.5), we introduce Gh : Yh → Zh such that
(∇ [Ghz],∇ χ) = (z,χ)h ∀χ ∈ Sh. (3.46)
It is easily established from (3.5), (3.46), (A1), (3.6) and (3.45g) that
‖(G − Gh)zh‖1 ≤ Ch|zh|0 ∀zh ∈ Sh. (3.47)
Similarly to (3.8), we also introduce Gh0 : C(Ω) → Sh0 such that
(∇ (Gh0 z),∇ χ) = (z,χ)h ∀χ ∈ Sh0. (3.48)
Similarly to (3.47), from (3.8), (3.48), (A1), (3.12) and (3.45g) it is easily
established that
‖(G0 − Gh0 )zh‖1 ≤ Ch|zh|0 ∀zh ∈ Sh0 . (3.49)
We introduce the mass lumped projection Qh : L2(Ω) → Sh such that
(
Qhη,χ
)h
= (η,χ) ∀χ ∈ Sh. (3.50)
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From the L2 projection definition (3.50), we have that
(Qhη)(p
j
) =
(η,χj)
(1,χj)
∀j ∈ J =⇒ |Qhη|0,∞ ≤ |η|0,∞ ∀η ∈ L∞(Ω).
For certain results we require a further assumption that the mesh is quasi-
uniform:
(A2) Let {T h}h>0 satisfy (A1) and in addition assume that the family of
partitions is quasi-uniform, that is,
m(σ) ≥ Chd ∀σ ∈ T h.
If we have a quasi-uniform family of partitionings, it holds that
|(I −Qh)η|m ≤ Ch1−m|η|1 ∀η ∈ H1(Ω), m = 0 or 1. (3.51)
We introduce the ”discrete Laplacian” operator ∆h : Sh → Zh such that
(∆hzh,χ)h = −(∇ zh,∇ χ) ∀χ ∈ Sh. (3.52)
We recall the following Lemma from [13]:
Lemma 3.5. Let the assumptions (A1) and (A2) hold. Then for all zh ∈ Sh we have
that
|zh|1,s ≤ C|∆hzh|0 ≤ Ch−1|zh|1, for any
s ∈ [1,∞) if d = 2,s ∈ [1, 6] if d = 3, (3.53a)
|zh|1,4 ≤ C|∆hzh|
d
4
0 |zh|
1− d4
1 . (3.53b)
Furthermore, suppose η ∈ H2(Ω) with ∂η∂ν∂Ω = 0 on ∂Ω. Then we have that
|∆h(πhη)|0 ≤ C|η|2. (3.54)
Proof The proof of the first bound in (3.53a) is given by [13, Lemma 3.1]. The
proof of the second bound in (3.53a) is given by [13, (3.5)]. The proofs of (3.53b)
and (3.54) for d = 2 can be found in [12, Lemma 2.1], and they immediately
generalise to d = 3.
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In addition to ∆h : Sh → Zh, we need to introduce ∆h0 : Sh0 → Sh0 such that
(∆h0z
h,χ)h = −(∇ zh,∇ χ) ∀χ ∈ Sh0. (3.55)
Lemma 3.6. Let the assumptions (A1) and (A2) hold. Then for all zh ∈ Sh0 we have
that
|zh|1,s ≤ C|∆h0zh|0 ≤ Ch−1|zh|1, for any
s ∈ [1,∞) if d = 2,s ∈ [1, 6] if d = 3. (3.56)
Furthermore, suppose η ∈ S0 ∩ H2(Ω) with ∂η∂ν∂Ω = 0 on ∂NΩ. Then we have that
|∆h0(πhη)|0 ≤ C|η|2. (3.57)
Proof The proof follows the arguments used to prove the results in Lemma
3.5, and therefore combines the arguments in [13, Lemma 3.1, and (3.5)] and
[12, Lemma 2.1]. However, we include the proof here, to clarify how the mixed
boundary conditions are dealt with.
It follows from (3.45f), (3.55), (3.45a) and the quasi-uniformity assumption
(A2) that
|∆h0zh|20 ≤ |∆h0zh|2h = −(∇ zh,∇ (∆h0zh)) ≤ |zh|1|∆h0zh|1
≤ Ch−1|zh|1|∆h0zh|0 ≤ Ch−2|zh|21 ∀zh ∈ Sh0.
Moreover, it follows from (3.55), and (3.48) that
zh = −Gh0 [∆h0zh] ∀zh ∈ Sh0. (3.58)
We also have, from (3.45c), (3.49), and (3.17) that
|(πhG0 − Gh0 )zh|1 ≤ |(I − πh)G0zh|1 + |(G0 − Gh0 )zh|1
≤ Ch|G0zh|2 + Ch|zh|0 ≤ Ch|zh|0.
(3.59)
With s as defined in (3.56), we have from (3.58), (3.1), (3.45c), (3.45b), (3.59),
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and (3.17), that
|zh|1,s = |Gh0 (∆h0zh)|1,s
≤ |G0[∆h0zh]|1,s + |(I − πh)G0[∆h0zh]|1,s + |(πhG0 − Gh0 )[∆h0zh]|1,s
≤ C‖G0[∆h0zh]‖2 + Ch1−d(
1
2− 1s )|G0[∆h0zh]|2
+ Ch−d(
1
2− 1s )|(πhG0 − Gh0 )[∆h0zh]|1
≤ C‖G0[∆h0zh]‖2 + Ch−d(
1
2− 1s )|(πhG0 − Gh0 )[∆h0zh]|1
≤ C‖G0[∆h0zh]‖2 + Ch1−d(
1
2− 1s )|∆h0zh|0 ≤ C|∆h0zh|0.
Hence the desired result (3.56).
Finally it follows from (3.45f), (3.55), η ∈ S0∩H2(Ω)with ∂η∂ν∂Ω = 0 on ∂NΩ,
(3.45c), and (3.45a) together with the assumptions (A2) that
|∆h0(πhη)|20 ≤ |∆h0(πhη)|2h = −(∇ (πhη),∇ (∆h0(πhη)))
= −(∇ η,∇ (∆h0(πhη))) + (∇ (I − πh)η,∇ (∆h0(πhη)))
= (∆η,∆h0(π
hη))−
ˆ
∂NΩ
∆h0(π
hη)∇ η · ν∂NΩds
+ (∇ (I − πh)η,∇ (∆h0(πhη)))
≤ |∆η|0|∆h0(πhη)|0 + |(I − πh)η|1|∇ (∆h0(πhη))|0
≤ C|η|2|∆h0(πhη)|0 + Ch|η|2|∆h0(πhη)|1
≤ C|η|2|∆h0(πhη)|0 ≤ C|η|22,
and hence the desired result (3.57).
We introduce the projection operator Ph : S
(1)
0 → Sh0, recall (3.32), such that
(∇ (z− Phz),∇ χ) = 0 ∀χ ∈ Sh0. (3.60)
It is crucial for our analysis to prove the following result.
Lemma 3.7. Let d = 2 and the assumptions (A1) and (A2) hold. Let δ > 0 be as
defined in Lemma 3.4. Then there exists h0 > 0 and a β̂ ∈ C
([
2+δ
1+δ ,∞
))
such that
for all p ∈
[
2+δ
1+δ ,∞
)
and for all h ∈ (0, h0),
|∇ (Phz)|0,p ≤ β̂(p)|∇ z|0,p ∀z ∈ S(p)0 , (3.61)
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with β̂(p) ≥ 1 and βˆ(p) → βˆ(2) = 1 as p→ 2.
Proof The proof is very similar to that given in [12, Lemma 2.3], which was
itself adapted from the proof for the Laplacian with homogeneous Dirichlet
boundary conditions given in [26, Chapter 8], and based on the approach in
[61]. As the proof is long, we break it up into three parts, similarly to [26,
Chapter 8].
1. Reduction of (3.61) to the weighted error estimate (3.69). Given T h and
any y ∈ Ω, let σy ∈ T h be such that y ∈ σy. We then introduce δhy ∈ C∞0 (Ω)
with supp(δhy) ⊂ σy such that
ˆ
σy
δhy dx = 1 and ‖δhy‖m,∞,σy ≤ C h−(2+m) ∀m ∈ N , (3.62)
where we recall the assumption (A2). For i ∈ {1, 2}, let fy,i ∈ S0 be such that
(∇ fy,i,∇ η) = (δhy , [∇ η]i) = −
(
∂
∂xi
δhy , η
) ∀η ∈ S0. (3.63)
It follows from the Lax-Milgram Theorem and a Friedrich’s inequality that
(3.63) is well-posed. Moreover, fy,i ∈ H2(Ω) from Lemma 3.1. We have from
(3.62), (3.60) and (3.63) for all y ∈ Ω and for i ∈ {1, 2} that
[∇ (Phz)]i(y) = (δhy , [∇ (Phz)]i) = (∇ fy,i,∇ (Phz)) = (∇ (Ph fy,i),∇ z)
= (δhy , [∇ z]i) + (∇ ([Ph − I] fy,i),∇ z) ∀z ∈ S0. (3.64)
For any y ∈ Ω and any constant ̺ ≥ 1, we introduce the weight function
ωy,̺(x) := ( |x− y|2 + ̺2 h2) 12 .
It holds that
ˆ
Ω
ω
−ς
y,ρdx ≤ C(ς)(̺h)−ς+2 ∀ς ∈ (2,∞). (3.65a)
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Moreover, it is easily verified for any ς ∈ R that
max
σ∈T h
( sup
x∈σ
[ωy,̺(x)]
ς/ inf
x∈σ[ωy,̺(x)]
ς ) ≤ C, |ωςy,̺|0,∞ ≤ Cmax{1, (̺ h)ς} ,
(3.65b)
and
| ∂m∂xmi [ωy,̺(x)]
ς| ≤ C(ς) [ωy,̺(x)]ς−m ∀x ∈ Ω, ∀m ∈ N, i ∈ {1, 2}; (3.65c)
where the positive constants C(ς) in (3.65a) and (3.65c) depend continuously
on ς and are independent of the choice of y ∈ Ω and ̺ ≥ 1. It follows
immediately from (3.45c) and (3.65b) that for all σ ∈ T h, ς ∈ R, m ∈ {0, 1},
i ∈ {1, 2} and η ∈ H2(σ)
ˆ
σ
ω
ς
y,̺
[
∂m
∂xmi
[(I − πh)η]
]2
dx ≤
C h2 (2−m)ˆ
σ
ω
ς
y,̺
[(
∂2η
∂x21
)2
+
(
∂2η
∂x1∂x2
)2
+
(
∂2η
∂x22
)2]
dx. (3.66)
It follows from (3.64), a Ho¨lder inequality and (3.65a,b) that for any p ∈
(2,∞), ς > 0 and ̺ ≥ 1
|∇ (Phz)|0,p ≤ C [ 1+
(
sup
y∈Ω
ˆ
Ω
ω
−(ς+2)
y,̺ dx
) 1
2
Mh̺,ς ] |∇ z|0,p
≤ C(ς) [ 1+ (̺ h)− ς2 Mh̺,ς ] |∇ z|0,p ∀z ∈ S(p)0 , (3.67)
where
Mh̺,ς := max
i=1, 2
sup
y∈Ω
{ˆ
Ω
ω
ς+2
y,̺
∣∣∇ ([I − Ph] fy,i)∣∣2 dx} 12 . (3.68)
The goal is to prove the analogue of [26, Lemma 8.2.6]; that is, for appropriate
ς > 0 and ̺ sufficiently large that there exists an h0 such that
Mh̺,ς ≤ C h
ς
2 ∀h ∈ (0, h0) . (3.69)
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It would then follow from (3.67) and (3.69) that (3.61) holds with βˆ(p) = C1
for all p ∈ (2,∞), for some constant C1. In addition, it would follow from
(3.33), (3.60) and the above bound for p ∈ (2,∞) that for p ∈ [2+δ1+δ , 2) and for
all z ∈ S(p)0
|∇ (Phz)|0,p ≤ β(p) sup
0 6=η∈S(q)0
(∇ (Phz),∇ η)
|∇ η|0,q = β(p) sup
0 6=η∈S(q)0
(∇ z,∇ (Phη))
|∇ η|0,q
≤ β(p)C1 |∇ z|0,p ,
where 1p +
1
q = 1. As (3.61) trivially holds with βˆ(2) = 1 from inspecting
(3.60), it follows that (3.61) holds with βˆ(p) = C2 for all p ∈ [2+δ1+δ ,∞), for some
constant C2. Moreover, the desired result (3.61) holds for all p ∈ [2+δ1+δ ,∞)
by applying the Riesz–Thorin theorem as in Lemma 3.4 to the Ph induced
mapping that takes ∇ z ∈ [Lp(Ω)]2 to ∇ (Phz) ∈ [Lp(Ω)]2.
2. Reduction of (3.69) to the weighted regularity bound (3.75). For fixed
y ∈ Ω, i ∈ {1, 2} let e := (I − Ph) fy,i ∈ S0, eA := (I − πh) fy,i ∈ S0 and
eh := (πh − Ph) fy,i ∈ Sh0. It then follows from (3.60), (3.2), (3.65b,c), (3.66) and
(3.45a) together with assumption (A2) for any y ∈ Ω, i ∈ {1, 2}, ς > 0 and
̺ ≥ 1 that
(ως+2y,̺ ∇ e,∇ e) = (∇ e,∇ (ως+2y,̺ eA) +∇ ( (I − πh)[ως+2y,̺ eh] ) )
− (∇ e, e∇ως+2y,̺ )
≤ C(ς) [ ˆ
Ω
[ως+2y,̺ |∇ eA|2 +ωςy,̺ |eA|2 ]dx +
ˆ
Ω
ω
ς
y,̺ |eh|2 dx
+
ˆ
Ω
ω
−(ς+2)
y,̺
∣∣∇ ( (I − πh)[ως+2y,̺ eh] )∣∣2 dx ]
≤ C(ς)
ˆ
Ω
[
ω
ς+2
y,̺ |∇ eA|2 +ωςy,̺ |eA|2 +ωςy,̺ |eh|2
]
dx . (3.70)
Let ψ = G0(ωςy,̺ e). We have, on noting (3.8) and (3.60), that for all ς > 0
(ωςy,̺ e, e) = (∇ψ,∇ e) = (∇ ( (I − πh)ψ ),∇ e)
≤ ς (ως+2y,̺ ∇ e,∇ e) + C ς−1
ˆ
Ω
ω
−(ς+2)
y,̺
∣∣∇ ( (I − πh)ψ )∣∣2 dx . (3.71)
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It follows from (3.66) and (3.65a) that for any r ∈ (1,∞) with 1r + 1r′ = 1
ˆ
Ω
ω
−(ς+2)
y,̺
∣∣∇ ( (I − πh)ψ )∣∣2 dx ≤ C h2 2∑
k,ℓ=1
ˆ
Ω
ω
−(ς+2)
y,̺
∣∣∣ ∂2ψ∂xk ∂xℓ ∣∣∣2 dx
≤ C h2
(ˆ
Ω
ω
−(ς+2) r′
y,̺ dx
) 1
r′ ‖ψ‖22,2r
≤ C(ς) ̺−2 (̺ h) 2r′−ς ‖ψ‖22,2r .
(3.72)
Next we note that (3.12), (3.1), (3.65a) and (3.65c) yield, on assuming that ς ∈
(0, 2(r−1)r ),
‖ψ‖22,2r ≤ C |ωςy,̺ e|20,2r ≤ C ‖ωςy,̺ e‖21, 2rr+1
≤ C ∣∣∇ (ωςy,̺ e)∣∣20, 2rr+1 ≤ C
(ˆ
Ω
ω
(ς−2) r
y,̺ dx
) 1
r
ˆ
Ω
ω
2−ς
y,̺ |∇ (ωςy,̺ e)|2 dx
≤ C(ς) (̺ h)ς−2+ 2r
[
(ως+2y,̺ ∇ e,∇ e) + (ωςy,̺ e, e)
]
, (3.73)
where we have noted that ς ∈ (0, 2(r−1)r ) implies that (2− ς)r > 2. Therefore
for any fixed ς ∈ (0, 2(r−1)r ), we have for all y ∈ Ω, i ∈ {1, 2}, ̺ > ̺0(ς) and
h > 0 on combining (3.70), (3.71) with ς sufficiently small, (3.72) and (3.73) that
(ως+2y,̺ ∇ e,∇ e) ≤ C(ς, ̺)
ˆ
Ω
[
ω
ς+2
y,̺ |∇ eA|2 +ωςy,̺ |eA|2
]
dx . (3.74)
Hence the desired result (3.69) follows from (3.68), (3.74) and (3.66); if we can
show for any y ∈ Ω, i ∈ {1, 2}, ς ∈ (0, 1), ̺ ≥ 1 and h > 0 that
max
k, ℓ=1, 2
ˆ
Ω
ω
ς+2
y,̺
∣∣∣ ∂2 fy,i∂xk∂xℓ ∣∣∣2 dx ≤ C(ς, ̺) hς−2 . (3.75)
3. Proof of (3.75). First, we have from (3.65c) that
max
k, ℓ=1, 2
ˆ
Ω
ω
ς+2
y,̺
∣∣∣ ∂2 fy,i∂xk∂xℓ ∣∣∣2 dx
≤ C(ς)
[∣∣∣ω ς2+1y,̺ fy,i∣∣∣2
2
+
ˆ
Ω
[
ω
ς
y,̺ |∇ fy,i|2 +ως−2y,̺ | fy,i|2
]
dx
]
. (3.76)
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Second, it follows from (3.63) that ω
ς
2+1
y,̺ fy,i ∈ S0 solves for all η ∈ S0
(∇ (ω ς2+1y,̺ fy,i),∇ η)
=
(∇ ( fy,i),∇ (ω ς2+1y,̺ η))+ ( fy,i∇ (ω ς2+1y,̺ ),∇ η)− (∇ fy,i ,∇ (ω ς2+1y,̺ )η)
= − ( (∇ δhy)i,ω ς2+1y,̺ η)− (∇ ( fy,i) , ∇ (ω ς2+1y,̺ )η)− (∇ · ( fy,i∇ (ω ς2+1y,̺ )), η)
+
ˆ
∂NΩ
fy,i
∂
∂ν∂Ω
(ω
ς
2+1
y,̺ )η ds .
(3.77)
Noting (3.7), fy,i = 0 on ∂DΩ ∩ ∂NΩ, fy,i ∈ H 12 (∂NΩ) as fy,i ∈ H2(Ω) ⊂ C(Ω)
and ω
ς
2+1
y,p ∈ C∞(Ω), and applying the bounds (3.11), (3.65c) and the trace
inequality ‖ · ‖ 1
2 ,∂NΩ
≤ C ‖ · ‖1,Ω to (3.77) yields that
∣∣∣ω ς2+1y,̺ fy,i∣∣∣
2
≤ C
[ ∣∣∣ω ς2+1y,̺ ∇ δhy ∣∣∣
0
+
∣∣∣ω ς2y,̺∇ fy,i∣∣∣
0
+
∣∣∣ω ς2−1y,̺ fy,i∣∣∣
0
+
∣∣∣ fy,i ∂∂ν∂Ω (ω
ς
2+1
y,̺ )
∣∣∣
1
2 ,∂NΩ
]
≤ C
[∣∣∣ω ς2+1y,̺ ∇ δhy ∣∣∣
0
+
∣∣∣ω ς2y,̺∇ fy,i∣∣∣
0
+
∣∣∣ω ς2−1y,̺ fy,i∣∣∣
0
]
. (3.78)
It holds that
(
ω
ς
y,̺∇ fy,i,∇ fy,i
)
=
(∇ fy,i,∇ (ωςy,̺ fy,i))− ( fy,i∇ωςy,̺,∇ fy,i) . (3.79)
Similarly to (3.77), choosing η = ωςy,̺ fy,i ∈ S0 in (3.63) yields that
(∇ fy,i,∇ (ωςy,̺ fy,i)) = − ( (∇ δhy)i,ωςy,̺ fy,i) . (3.80)
Combining (3.76), (3.78), (3.79) and (3.80) yields that
max
k, ℓ=1, 2
ˆ
Ω
ω
ς+2
y,̺
∣∣∣ ∂2 fy,i∂xk∂xℓ ∣∣∣2 dx ≤ C(ς)
[∣∣∣ω ς2−1y,̺ fy,i∣∣∣2
0
+
∣∣∣ω ς2+1y,̺ ∇ δhy ∣∣∣2
0
]
. (3.81)
For p ∈ (1, 2ς ), let ξ = sign( fy,i) | fy,i|2p−1, ℓ = 1, 2. It follows from (3.8), (3.63),
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(3.1), (3.12) and (3.65a) that
| fy,i|2p0,2p = (ξ, fy,i) =
(∇ (G0ξ),∇ ( fy,i)) = (δhy , [∇ (G0ξ)]i)
≤ C |δhy |0, 2pp+1 |G0ξ|1, 2pp−1 ≤ C |δ
h
y |0, 2pp+1 ‖G0ξ‖2, 2p2p−1
≤ C |δhy |0, 2pp+1 |ξ|0, 2p2p−1
≤ C |δhy |0, 2pp+1 | fy,i|
2p−1
0,2p ≤ C |δhy |2p0, 2pp+1
≤ C
(ˆ
Ω
ω
−(ς+2)p
y,̺ dx
) ∣∣∣ω ς2+1y,̺ δhy ∣∣∣2p
0
≤ C(ς) (̺ h)2−(ς+2)p
∣∣∣ω ς2+1y,̺ δhy ∣∣∣2p
0
.
(3.82)
Next we have from (3.65a) that for p ∈ (1, 2ς ) with 1p + 1p′ = 1
∣∣∣ω ς2−1y,̺ fy,i∣∣∣2
0
≤ C
(ˆ
Ω
ω
(ς−2)p′
y,̺ dx
) 1
p′ | fy,i|20,2p ≤ C(ς) (̺ h)ς−
2
p | fy,i|20,2p , (3.83)
where we have noted that p ∈ (1, 2ς ) implies that (ς − 2)p′ < −2. Finally,
combining (3.81), (3.83), (3.82), (3.62) and (3.65a) yields that
max
k, ℓ=1, 2
ˆ
Ω
ω
ς+2
y,̺
∣∣∣ ∂2 fy,i∂xk∂xℓ ∣∣∣2 dx ≤ C(ς, ̺) h−2 ∣∣∣ω ς2+1y,̺ δhy ∣∣∣20 ≤ C(ς, ̺) h−6
∣∣∣ω ς2+1y,̺ ∣∣∣2
0,σy
≤ C(ς, ̺) hς−2
and hence the desired result (3.75).
We now have a discrete analogue of a result similar to (3.33).
Lemma 3.8. Let d = 2 and the remaining assumptions of Lemma 3.7 hold. Then
there exists δ1 ∈ (0, δ) and C(cmin) > 0 such that for all p ∈ [2, 2 + δ1] and for all
h ∈ (0, h0),
|∇ zh|0,p ≤ C
( cmin
cmax
)
sup
0 6=χ∈Sh0
(c(x, uh)∇ zh,∇ χ)
|∇ χ|0,q ∀z
h ∈ Sh0 , ∀uh ∈ Kh,
(3.84)
where 1p +
1
q = 1.
Proof The proof is an adaptation of that given in [12, Lemma 2.4], which was
itself adapted from [26, Chapter 8.6].
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It follows from (3.33), (3.60) and (3.61) that for all p ∈ [2, 2 + δ], for all
h ∈ (0, h0) and for all zh ∈ Sh0 ⊂ S(p)0 ,
|∇ zh|0,p ≤ β(p) sup
0 6=η∈S(q)0
(∇ zh,∇ η)
|∇ η|0,q
≤ β(p)β̂(q) sup
0 6=η∈S(q)0
(∇ zh,∇ (Phη))
|∇ (Phη)|0,q
≤ (1+ ς(p)) sup
0 6=χ∈Sh0
(∇ zh,∇ χ)
|∇ χ|0,q ,
(3.85)
where ς ∈ C([2, 2 + δ]), ς(p) ≥ 0 and ς(p) → 0 as p → 2. On recalling (1.3)
and (1.4) we define B(z, η) = ((1− c(x,θh)cmax )∇ z,∇ η) for all z ∈ S
(p)
0 , η ∈ S(q)0
and θh ∈ Kh. It follows from (1.3) and (1.4) that
|B(z, η)| ≤ (1− cmincmax )|∇ z|0,p|∇ η|0,q. (3.86)
Combining (3.85) and (3.86) yields for all zh ∈ Sh0 and θh ∈ Kh that
1
1+ ς(p)
|∇ zh|0,p ≤ sup
0 6=χ∈Sh0
B(zh,χ) + [cmax]−1(c(x, θh)∇ zh,∇ χ)
|∇ χ|0,q
≤ (1− cmincmax )|∇ zh|0,p + 1cmax sup
0 6=χ∈Sh0
(c(x, θh)∇ zh,∇ χ)
|∇ χ|0,q
which implies that
[ 1
1+ ς(p)
− (1− cmincmax )]|∇ zh|0,p ≤ 1cmax sup
0 6=χ∈Sh0
(c(x, θh)∇ zh,∇ χ)
|∇ χ|0,q .
Since ς(p) → 0 as p → 2 and as ς is continuous, one can choose δ1 ∈ (0, δ)
such that ς(p) ≤ 12 cmincmax−cmin for all p ∈ [2, 2+ δ1]. Hence (3.86) yields the result
(3.84).
Remark 3.9. We note that although the proofs of Lemma 3.7 and Lemma 3.8 are only
given for d = 2, they can be extended to the case d = 3 on assuming that Lemma 3.1
also holds for d = 3, recall remark 3.2. See e.g. [26, Chapter 8] for more details.
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In the following Sections we consider four fully practical finite element
approximations, and discuss their relative strengths.
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Chapter 4
Coupled scheme with stability
In addition to T h, let 0 = t0 < t1 < · · · < tN−1 < tN = T be a partitioning
of [0, T] into possibly variable time-steps τn := tn − tn−1, n = 1 → N. We set
τ := maxn=1→N τn.
We now present a coupled scheme, for which we are able to prove stability
for d = 2 and d = 3. We note that a convergence result is possible in the
case d = 2 for a modification of this coupled scheme, and this is presented in
Chapter 5. However, the modified scheme is problematic to implement, and
therefore we introduce the following scheme for computational purposes:
Given U0 ∈ Kh, for n ≥ 1 find {Φn,Un,Wn} ∈ Shg × Kh × Sh such that(
c(x,Un)∇Φn,∇ χ) = 0 ∀χ ∈ Sh0, (4.1a)
̥
(
Un −Un−1
τn
,χ
)h
+
(
b(x,Un−1)∇Wn,∇ χ
)
= 0 ∀χ ∈ Sh, (4.1b)
γ
(∇Un,∇ (χ−Un)) ≥ (Wn + γ−1Un−1,χ−Un)h
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
∀χ ∈ Kh. (4.1c)
The scheme (4.1a–c) is coupled because of the term Un in the diffusion
coefficient c(x, u) in the electric potential equation. Both the electro-static
potential and the Cahn-Hilliard system must be solved for simultaneously at
each time-step, and this is less practical to solve.
66
The discrete energy for the system is given by
I(χ, η) = 12{γ|χ|21 − γ−1|χ|2h} − 12α(c(x,χ), |∇ η|2) χ ∈ Kh, η ∈ Sh. (4.2)
For energy decrease, we require that for n = 1→ N,
I(Un,Φn) ≤ I(Un−1,Φn−1),
and we see from the following result that this system does have energy
decrease.
Lemma 4.1. Let the assumptions (A1) hold and U0 ∈ Kh. Assuming existence of a
solution {Φn,Un,Wn}Nn=1 to (4.1a–c), we have the following two energy properties
for n = 1→ N,
I(Un−1,Φn) = I(Un−1,Φn−1)− 12α
(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
, (4.3)
and
I(Un,Φn) +
γ
2
|Un −Un−1|21 +
1
2
γ−1|Un −Un−1|2h
+
τn
̥
(b(x,Un−1)∇Wn,∇Wn) ≤ I(Un−1,Φn), (4.4)
where Φ0 ∈ Shg is such that
(c(x,U0)∇Φ0,∇ χ) = 0 ∀χ ∈ Sh0. (4.5)
Proof The proof follows that in Lemma 2.1. We replace the continuous spaces
H1(Ω), S0, Sg,K with the discrete versions S
h, Sh0 , S
h
g,K
h, respectively. Arguing
as in (2.10)-(2.11) we obtain the analogous result to (2.12). That is, for n = 1→
N,(
c(x,Un−1), |∇Φn−1|2 + |∇ (Φn−1 −Φn)|2
)
=
(
c(x,Un−1), |∇Φn|2
)
. (4.6)
Therefore, on noting (4.2), we have the desired result (4.3). Similarly, arguing
as in (2.13)-(2.14), and taking numerical integration into account, we obtain the
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analogue of (2.15), that is, for n = 1→ N,
γ
2 |Un−1|21 − γ2 |Un|21 − γ2 |Un −Un−1|21 − 12α(c(x,Un−1), |∇Φn|2)
≥ τn
̥
(b(x,Un−1)∇Wn,∇Wn) + γ−12 |Un−1|2h − γ
−1
2 |Un|2h
+ γ
−1
2 |Un −Un−1|2h − 12α(c(x,Un), |∇Φn|2).
(4.7)
Rearranging, and taking note of (4.2) we get the second energy property (4.4).
We note that Φ0 is not required to compute the solution to (4.1a–c). It is
only required for theoretical purposes. For (4.1a) we can prove the following
discrete maximum principle result.
Theorem 4.2. (D.M.P.) Let the assumptions (A1) hold. The solution Φn ∈ Shg to
(4.1a) and (4.5), is such that for n = 0→ N,
g− ≤ Φn ≤ g+ in Ω, (4.8)
where g± ∈ R are defined as in (2.1).
Proof The method of proof is motivated by the proof of Lemma 2.2 in [14].
For monotonically increasing f ∈ C0,1(R) with Lipschitz constant L f > 0, it
follows from (3.42) and the inequality
( f (r)− f (s))2 ≤ L f ( f (r)− f (s))(r− s) ∀r, s ∈ R,
that for all χ ∈ Sh
|∇πh[ f (χ)]|2 ≤ L f∇ χ · ∇πh[ f (χ)] a.e. in Ω.
Choose χ = πh[Φn − g+]+ ∈ Sh0 in (4.1a) and (4.5) for n = 0, where for any
s ∈ R, [s]+ := max{s, 0}. Then with f (s) = [s]+ we have,(
c(x,Un), |∇πh[Φn − g+]+|2
)
≤ L f
(
c(x,Un)∇ [πh[Φn − g+]],∇ [πh[Φn − g+]+]
)
≤ L f
(
c(x,Un)∇Φn,∇ [πh[Φn − g+]+]
)
= 0.
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Hence it follows from (1.4) that ∇πh[Φn − g+]+ = 0, and so
πh[Φn − g+]+ ≡ 0 ⇐⇒ Φn ≤ g+.
Similarly, choosing χ = πh[g− −Φn]+ ∈ Sh0 in (4.1a) we get that Φn ≥ g−, and
hence the desired result (4.8).
The system (4.1a–c) admits the following results for the discrete electric
field, which imply that the discrete energy is bounded below.
Lemma 4.3. Let the assumptions (A1) hold and for n = 0 → N let Un ∈ Kh and
suppose that Φn ∈ Shg is a solution to (4.1a) or (4.5). Then the following inequality
holds
(c(x,Un)∇Φn,∇Φn) ≤ (c(x,Un), 1), (4.9)
for n = 0→ N.
Proof We proceed by choosing χ = Φn − x1 ∈ Sh0 in (4.1a) and (4.5), and
applying Ho¨lder’s inequality and Young’s inequality (3.2), to get
(c(x,Un)∇Φn,∇Φn)
= (c(x,Un)∇Φn,∇ x1)
≤
∣∣∣[c(x,Un)] 12∇Φn∣∣∣
0
∣∣∣[c(x,Un)] 12∇ x1∣∣∣
0
=
(
c(x,Un), |∇Φn|2
) 1
2
(
c(x,Un), |∇ x1|2
) 1
2
≤ 1
2
(
c(x,Un), |∇Φn|2
)
+
1
2
(
c(x,Un), |∇ x1|2
)
.
(4.10)
Rearranging, and noting that |∇ x1|2 = 1 gives the desired result (4.9).
Corollary 4.4. Suppose the assumptions of Lemma 4.3 are satisfied. Then there exists
a constant C > 0 such that
|Φn|1 ≤ C, (4.11)
for n = 0→ N.
Proof On recalling (1.4), it immediately follows from (4.9) that
|Φn|1 ≤ cmaxcmin |Ω|,
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and hence we have the desired result (4.11).
Corollary 4.5. Suppose the assumptions of Lemma 4.3 are satisfied. Then we have a
bound on the energy decrease of the system, that is there exists a constant C > 0 such
that
I(Un,Φn) = 12{γ|Un|21 − γ−1|Un|2h} − 12α(c(x,Un), |∇Φn|2) ≥ −C, (4.12)
for n = 0→ N.
Proof To prove (4.12) we must bound the two negative terms in the discrete
energy from below. Firstly, since Un ∈ Kh for n = 0 → N, and by (3.45f), we
have that
|Un|2h ≤ (d + 2)|Un|20 ≤ (d + 2)|Ω|2.
Now from (4.11) we have that
(c(x,Un), |∇Φn|2) ≤ cmax|Φn|21 ≤ C.
Combining both of these bounds we obtain the result (4.12).
The following Lemma confirms that the mass conservation result (2.19) for
the continuous system also applies for the discrete system.
Lemma 4.6. Let the assumptions (A1) hold and U0 ∈ Kh. Suppose that
{Φn,Un,Wn}Nn=1 ∈ Shg × Kh × Sh is a solution to (4.1a–c). Then we have mass
conservation for the discrete solution, that is
(Un, 1) = (Un−1, 1) for n = 1→ N. (4.13)
Proof Choosing χ ≡ 1 in (4.1b), and noting that Un ∈ Sh implies that
(Un, 1)h ≡ (Un, 1), we get that
̥
τn
(Un, 1)h − ̥τn (Un−1, 1)h = 0,
=⇒ (Un, 1) = (Un−1, 1),
from which the result (4.13) follows.
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4.1 Fixed point approach for the coupled scheme
The coupled scheme (4.1a–c) is advantageous because we can prove stability,
and existence of a solution for the system, see Theorem 4.9 below. The obvious
disadvantage is that the algebraic system at each time-step is highly non-linear,
and is therefore not simple to solve efficiently. We consider a standard fixed
point approach.
Given Un−1 ∈ Kh for any n = 1→ N, let Un,0 = Un−1. Then for any i ≥ 1,
find Φn,i ∈ Shg such that(
c(x,Un,i−1)∇Φn,i,∇ χ
)
= 0 ∀χ ∈ Sh0, (4.14a)
and then find {Un,i,Wn,i} ∈ Kh × Sh such that
̥
(
Un,i −Un−1
τn
,χ
)h
+
(
b(x,Un−1)∇Wn,i,∇ χ
)
= 0 ∀χ ∈ Sh, (4.14b)
γ
(
∇Un,i,∇ (χ−Un,i)
)
≥
(
Wn,i + γ−1Un−1,χ−Un,i
)h
+
1
2
α
(
c′(x)|∇Φn,i|2,χ−Un,i
)
∀χ ∈ Kh. (4.14c)
The above fixed point iteration will be utilised in our existence proof for (4.1a–
c).
As Wn,i is possibly not unique (e.g. if Un,i(p
j
) = ±1 ∀j ∈ J), it is best to
eliminate this difficulty by introducing the following spaces.
As the mobility function b(x, ·) vanishes for x ∈ Ωs, recall (1.5), we define
J0 ⊂ J by
J0 := {j ∈ J : (b(x,χ),χj) = 0 ∀χ ∈ Kh},
that is, j ∈ J0 if and only if χj has its support in the substrate.
We introduce
Shsub := {χ ∈ Sh : (χ, 1) = 0 and χ(pj) = 0 ∀j ∈ J0}. (4.15)
Clearly the mass conservation for our system, (4.13), and (4.1b) with χ =
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χj, ∀j ∈ J0, implies that
Un −Un−1 ∈ Shsub =⇒ Un −U0 ∈ Shsub ∀n = 1→ N. (4.16)
Since Wn,i is possibly non-unique, we eliminate it from our scheme by
introducing the following operator. Let Gh
Un−1 : S
h
sub → Shsub be such that(
b(x,Un−1)∇GhUn−1ψ,∇ χ
)
= (ψ,χ)h ∀χ ∈ Shsub ∀ψ ∈ Shsub. (4.17)
We need to prove the well-posedness of Gh
Un−1 .
Lemma 4.7. Given ψ ∈ Shsub, there exists a unique solution GhUn−1ψ ∈ Shsub to (4.17).
Proof As Gh
Un−1 is a linear finite dimensional operator, existence follows from
uniqueness. Choosing χ = Gh
Un−1ψ in (4.17) we have
ˆ
Ω
b(x,Un−1)|∇GhUn−1ψ|2dx = (ψ,GhUn−1ψ)h
and supposing ψ ≡ 0 we have Gh
Un−1ψ = c ∈ R in Ω f , as b(x,Un−1) =
b f (U
n−1) ≥ bmin > 0 there. On the other hand, from (4.15) we have that
(GhUn−1ψ, 1) = 0 =⇒ GhUn−1ψ = 0,
and therefore we have the existence and uniqueness of a solution to (4.17).
We define
KhUn−1 := {χ ∈ Kh : χ−Un−1 ∈ Shsub}, (4.18)
which is a closed convex subset of Sh. Noting the conservation of mass of the
system (from (4.1b)) we have that Kh
Un−1 ≡ KhU0 , since Un−1 −U0 ∈ Shsub.
We are now in a position to prove existence and partial uniqueness of
(4.14a–c).
Lemma 4.8. Let the assumptions (A1) hold and Un,i−1 ∈ Kh
U0
. Then, there exists a
solution {Φn,i,Un,i,Wn,i} ∈ Shg×KhU0 × Sh to (4.14a–c). Furthermore, the solutions
{Φn,i,Un,i} are unique.
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Proof Since (4.14a) is a linear finite dimensional system, the existence of a
solution Φn,i ∈ Shg follows immediately from uniqueness, which is given by
a Friedrich’s inequality.
Noting (4.16) and (4.17), and Lemma 4.7, and writing (4.14b) as
(
b(x,Un−1)∇Wn,i,∇ χ
)
= −̥
(
Un,i −Un−1
τn
,χ
)h
= −̥
(
b(x,Un−1)∇GhUn−1 [
Un,i −Un−1
τn
],∇ χ
)
∀χ ∈ Sh,
we see thatWn,i can be written as
Wn,i = −̥GhUn−1
[
Un,i−Un−1
τn
]
+ λn,i + ∑
j∈J0
cn,ij χj, (4.19)
where λn,i ∈ R, cn,ij ∈ R for j ∈ J0 are non-unique, which implies the non-
uniqueness ofWn,i. Assuming the existence of Un,i ∈ Kh
U0
for the present, and
testing (4.19) with χ−Un,i for χ ∈ Kh
U0
, we have that
(
̥GhUn−1
[
Un,i−Un−1
τn
]− λn,i − ∑
j∈J0
cn,ij χj , χ−Un,i
)h
= ̥
(
GhUn−1
[
Un,i−Un−1
τn
]
, χ−Un,i
)h − λn,i(1 , χ−Un,i)h
−
(
∑
j∈J0
cn,ij χj , χ−Un,i
)h
= ̥
(
GhUn−1
[
Un,i−Un−1
τn
]
, χ−Un,i
)h
,
since (χ−Un,i, 1) = 0, as χ ∈ Kh
U0
, and χ−Un,i vanishes at {p
j
}j∈J0 . Therefore
we can reduce (4.14b,c) to the following problem:
Find Un,i ∈ Kh
U0
such that
γ
(
∇Un,i,∇ (χ−Un,i)
)
+̥
(
GhUn−1
[
Un,i−Un−1
τn
]
, χ−Un,i
)h
≥ γ−1
(
Un−1,χ−Un,i
)h
+
1
2
α
(
c′(x)|∇Φn,i|2,χ−Un,i
)
∀χ ∈ KhU0 .
(4.20)
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We know that there exists a unique Un,i ∈ Kh
U0
solving (4.20) since, on noting
(4.17), this is the Euler-Lagrange variational inequality of the strictly convex
minimisation problem
min
zh∈KhU0
{γ2 |zh|21 + ̥2τn
∣∣[b(x,Un−1)] 12∇GhUn−1(zh −Un−1)∣∣20
− γ−1(Un−1, zh)h − 12α(c′(x)|∇Φn,i|2, zh)}.
Existence of a solutionWn,i ∈ Sh follows on noting (4.19).
Theorem 4.9. Let the assumptions (A1) hold and Un−1 ∈ Kh
U0
. Then for all h, τn >
0, there exists a solution {Φn,Un,Wn} ∈ Shg × KhU0 × Sh to the nth step of (4.1a–c).
Proof By Lemma 4.8 we have existence and partial uniqueness of solutions
{Φn,i,Un,i,Wn,i} to (4.14a–c), for fixed h, τn > 0 and for all i ≥ 1. Referring to
(4.14a), (4.20), we write Un,i = F(Un,i−1), where F : Kh
U0
→ Kh
U0
. Lemma 4.8
implies that F is well-defined.
Repeating the arguments in the proof of Lemma 4.8, we see that (4.1a–c)
can equivalently be rewritten as:
Find {Φn,Un,Wn} ∈ Shg × KhU0 × Sh such that
(c(x,Un)∇Φn,∇ χ) = 0 ∀χ ∈ Sh0, (4.21a)
γ (∇Un,∇ (χ−Un)) +̥
(
GhUn−1
[
Un−Un−1
τn
]
, χ−Un
)h
≥ γ−1
(
Un−1,χ−Un
)h
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
∀χ ∈ KhU0 ,
(4.21b)
and
Wn = −̥GhUn−1
[
Un−Un−1
τn
]
+ λn + ∑
j∈J0
cnj χj, (4.22)
where λn ∈ R and cnj ∈ R for j ∈ J0.
We seek to show that the function F : Kh
U0
→ Kh
U0
is continuous, and
then apply the Brouwer fixed point theorem, see e.g. [62, p 358]. It follows
from (4.21a,b) and (4.22) that a fixed point Un of F corresponds to a solution
{Φn,Un,Wn} of (4.1a–c).
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To show that F : Kh
U0
→ Kh
U0
is continuous we suppose that there exists a
sequence {U(j)}j≥0, U(j) ∈ KhU0 and U(j) → U ∈ KhU0 as j → ∞. It remains
to show that F(U(j)) → F(U) ∈ Kh
U0
as j → ∞. We let Z(j) = F(U(j)), i.e. on
letting
Φ(j) ∈ Shg be such that(
c(x,U(j))∇Φ(j),∇ χ
)
= 0 ∀χ ∈ Sh0, (4.23a)
we have that Z(j) ∈ Kh
U0
satisfies
γ
(
∇ Z(j),∇ (χ− Z(j))
)
+̥
(
GhUn−1
[
Z(j)−Un−1
τn
]
, χ− Z(j)
)h
≥ γ−1
(
Un−1,χ− Z(j)
)h
+
1
2
α
(
c′(x)|∇Φ(j)|2,χ− Z(j)
)
∀χ ∈ KhU0 .
(4.23b)
Now choosing χ = Φ(j) − x1 in (4.23a), and noting the Cauchy-Schwarz
inequality, and Young’s inequality (3.2) we have(
c(x,U(j)), |∇ (Φ(j) − x1)|2
)
= −
(
c(x,U(j))∇ x1,∇ (Φ(j) − x1)
)
≤
(
c(x,U(j)), |∇ x1|2
)
= (c(x,U(j)), 1)
=⇒
ˆ
Ω
|∇ (Φ(j) − x1)|2dx ≤ cmax
cmin
|Ω|.
Then Friedrich’s inequality implies that
‖Φ(j)‖1 ≤ C. (4.24)
Now choosing χ = Un−1 in (4.23b) and applying (2.10) implies that
1
2
{
γ|Z(j)|21 − γ−1|Z(j)|2h
}
+̥τn
(
GhUn−1
(
Z(j)−Un−1
τn
)
, Z
(j)−Un−1
τn
)h
≤ 12
{
γ|Un−1|21 − γ−1|Un−1|2h
}
+ α2
(
c′(x)
[
Z(j) −Un−1], |∇Φ(j)|2) .
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Now from (4.17) we note that
(GhUn−1χ,χ)
h = (b(x,Un−1), |∇GhUn−1χ|2) ≥ 0 ∀χ ∈ Shsub,
and since Z(j) ∈ Kh we have that |Z(j)|h ≤ |Ω|. Finally we note from (1.4) that
α
2
(
c′(x)
[
Z(j) −Un−1],|∇Φ(j)|2) ≤ α2 (c′max|Z(j) −Un−1|, |∇Φ(j)|2)
≤ αc′max2
(
|Z(j)|+ |Un−1|, |∇Φ(j)|2
)
≤ αc′max|∇Φ(j)|20.
Combining these observations, we have that
γ|Z(j)|21 ≤ C(Un−1). (4.25)
This bound, Z(j) ∈ Kh
Un−1 and (4.24) guarantee that
‖Z(j)‖21 + ‖Φ(j)‖21 ≤ C(Un−1)
and so we can choose a subsequence {Z(jp),Φ(jp)}p≥0 such that
Z(jp) → Z ∈ KhU0 , Φ(jp) → Φ ∈ Shg as jp → ∞.
We note that c(x,U(j)) → c(x,U) as j → ∞, due to the linearity of c(x, ·).
Passing to the limit in (4.23a,b) with the indexing (j) replaced by (jp), we
obtain that the limiting functions Z and Φ satisfy
(c(x,U)∇Φ,∇ χ) = 0 ∀χ ∈ Sh0,
and
γ (∇ Z,∇ (χ− Z)) +
(
̥GhUn−1
[
Z−Un−1
τn
]
, χ− Z
)h
≥
(
γ−1Un−1,χ− Z
)h
+
1
2
α
(
c′(x)|∇Φ|2,χ− Z
)
∀χ ∈ KhU0 ,
which implies that Z = F(U), and so the limit Z is unique. It follows that the
whole sequence converges, i.e. F(U(j)) = Z(j) → Z = F(U) as j → ∞. Hence
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F is continuous, and by the Brouwer fixed point theoremwe have the existence
of a U ∈ Kh
U0
such that F(U) = U. On setting Un = U, existence of a solution
{Φn,Un,Wn} to (4.1a–c) then follows from (4.1a) and a Friedrich’s inequality,
and from (4.22).
In summary, the system (4.1a–c) has the following properties:
(i) Existence of a solution to (4.1a–c) is proved in Theorem 4.9.
(ii) Un ∈ Kh
U0
, for n = 1→ N.
(iii) We have energy decrease for the discrete energy, courtesy of
I(Un,Φn) ≤ I(Un−1,Φn) ≤ I(Un−1,Φn−1) for n = 1→ N,
see Lemma 4.1.
(iv) The following inequalities, from Lemma 4.3 and Corollary 4.4, hold.
(c(x,Un), |∇Φn|2) ≤ (c(x,Un), 1) =⇒ |Φn|1 ≤ C for n = 1→ N.
(v) The D.M.P. (4.8) is satisfied for Φn ∈ Shg; that is
g− ≤ Φn ≤ g+ in Ω, for n = 0→ N.
4.2 Stability of the coupled system
We first prove the stability of the scheme (4.1a–c) in the following result.
Theorem 4.10. A solution {Φn,Un,Wn}Nn=1 to (4.1a–c) with Φ0 ∈ Shg satisfying
(4.5) is such that for n = 1→ N
I(Un,Φn) +
n
∑
k=1
{γ
2
|Uk −Uk−1|21 +
1
2
γ−1|Uk −Uk−1|2h
+
1
2
α(c(x,Uk−1), |∇ (Φk −Φk−1)|2)}
+
n
∑
k=1
τk
̥
(b(x,Uk−1)∇Wk,∇Wk) ≤ I(U0,Φ0). (4.26)
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Proof Combining (4.3) and (4.4) at the time-step k ≥ 1, leads to the intermedi-
ate step
I(Uk,Φk) +
γ
2
|∇ (Uk −Uk−1)|20 +
1
2
γ−1|Uk −Uk−1|2h+
τk
̥
(b(x,Uk−1)∇Wk,∇Wk) + 1
2
α
(
c(x,Uk−1), |∇ (Φk −Φk−1)|2
)
≤ I(Uk−1,Φk−1). (4.27)
Now summing (4.27) over k = 1→ n gives us the desired result (4.26).
The result (4.9) implies that the discrete energy for the system is bounded
below. Therefore we have established the stability of the system.
Lemma 4.11. Let u0 ∈ K ∩W1,s(Ω) for s > d and the assumptions (A1) hold. On
choosing U0 ≡ πhu0 it follows that U0 ∈ Kh is such that for all h > 0,
‖U0‖21 ≤ C. (4.28)
Proof The result (4.28) follows from (3.45d) since
‖πhu0‖1 ≤ C‖πhu0‖1,s ≤ C
[
‖(I − πh)u0‖1,s + ‖u0‖1,s
]
≤ ‖u0‖1,s ≤ C.
Theorem 4.12. Let u0 ∈ K ∩W1,s(Ω) for s > d and the assumptions (A1) hold,
and choose U0 ≡ πhu0. Then for all h > 0, and for all time partitions {τn}Nn=1, the
solution {Φn,Un,Wn}Nn=1 to (4.1a–c), with Φ0 ∈ Shg satisfying (4.5), is such that
max
n=1→N
‖Φn‖21 ≤ C, (4.29)
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and
γ max
n=1→N
‖Un‖21 +
N
∑
n=1
[
γ
∣∣Un −Un−1∣∣2
1
+ γ−1
∣∣Un −Un−1∣∣2
0
]
+
N
∑
n=1
[
α
∣∣[c(x,Un−1)] 12∇ (Φn −Φn−1)∣∣2
0
+̥−1τn
∣∣[b(x,Un−1)] 12∇Wn∣∣2
0
]
≤ C
[
γ‖U0‖21 + γ−1|Ω|+ αcmax|Ω|
]
≤ C.
(4.30)
In addition, if (A2) holds,
̥
N
∑
n=1
τn
∣∣∣G [Un−Un−1τn ]∣∣∣21 +̥τ− 12 N∑n=1
∣∣Un −Un−1∣∣2
0
≤ C, (4.31)
where τ := maxn=1→N τn.
Proof The bound (4.29) follows immediately from (4.7) and (4.10). To obtain
the desired result (4.30) we plug (4.2) into (4.26), to obtain for n = 1→ N
1
2
{γ|Un|21 − γ−1|Un|2h} −
1
2
α(c(x,Un), |∇Φn|2)
+
1
2
n
∑
k=1
[
γ
∣∣Uk −Uk−1∣∣2
1
+ γ−1
∣∣Uk −Uk−1∣∣2
h
]
+
n
∑
k=1
[
1
2
α
∣∣[c(x,Uk−1)] 12∇ (Φk −Φk−1)∣∣2
0
+̥−1τk
∣∣[b(x,Uk−1)] 12∇Wk∣∣2
0
]
≤ 1
2
{γ|U0|21 − γ−1|U0|2h} −
1
2
α(c(x,U0), |∇Φ0|2)
≤ 1
2
γ|U0|21 ≤
1
2
γ‖U0‖21.
We then apply (5.3), (3.45f), and the fact that Un ∈ Kh, n = 0→ N, to obtain
|Un|2h ≤ (d + 2)
ˆ
Ω
(Un)2dx ≤ (d + 2)
ˆ
Ω
1dx = (d + 2)|Ω|, (4.32)
which gives us −γ−1|Un|2h ≥ −(d + 2)γ−1|Ω|.
Finally we move the −12α(c(x,Un), |∇Φn|2) term to the right hand side.
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We note from (4.9) and (1.4) that
1
2α
ˆ
Ω
c(x,Un)|∇Φn|2dx ≤ 12α
ˆ
Ω
c(x,Un)dx ≤ 12αcmax|Ω|. (4.33)
Noting that Un ∈ Kh, and the equivalence of the norms |·|h and |·|0 on Sh,
from (3.45f), we have
1
2
γ|Un|21 +
1
2
n
∑
k=1
[
γ
∣∣Uk −Uk−1∣∣2
1
+ γ−1
∣∣Uk −Uk−1∣∣2
0
]
+
n
∑
k=1
[
1
2α
∣∣[c(x,Uk−1)] 12∇ (Φk −Φk−1)∣∣2
0
]
+̥−1
n
∑
k=1
τk
[∣∣[b(x,Uk−1)] 12∇Wk∣∣2
0
]
≤ 12γ‖U0‖21 + d+22 γ−1|Ω|+ 12αcmax|Ω|.
Taking the maximum of ‖Un‖21 over n = 1 → N and noting (4.28) yields the
desired result (4.30).
We now prove (4.31). From (3.5), (3.50), (4.1b), and (3.51), which requires
(A2) to hold, we obtain for any η ∈ H1(Ω) that
̥
(
∇G[Un−Un−1τn ],∇ η) = ̥ (Un−Un−1τn , η) = ̥ (Un−Un−1τn ,Qhη)h
= −
(
b(x,Un−1)∇Wn,∇ [Qhη]
)
≤ b 12max
∣∣[b(x,Un−1)] 12∇Wn∣∣
0
∣∣Qhη∣∣
1
≤ C∣∣[b(x,Un−1)] 12∇Wn∣∣
0
∣∣η∣∣
1
.
(4.34)
The first bound in (4.31) then follows from (4.34), and (4.30), since
̥
∣∣∣G[Un−Un−1τn ]∣∣∣21 = ̥ (∇G[Un−Un−1τn ],∇G[Un−Un−1τn ])
≤ C∣∣[b(x,Un−1)] 12∇Wn∣∣
0
∣∣∣G[Un−Un−1τn ]∣∣∣1
=⇒
∣∣∣G[Un−Un−1τn ]∣∣∣21 ≤ C̥2 ∣∣[b(x,Un−1)] 12∇Wn∣∣20.
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Moreover we have from (3.5) that
N
∑
n=1
∣∣Un −Un−1∣∣2
0
=
N
∑
n=1
(
Un −Un−1,Un −Un−1
)
=
N
∑
n=1
(
∇ [G(Un −Un−1)],∇ [Un −Un−1]
)
=
N
∑
n=1
τn
(
∇ [G(Un−Un−1τn )],∇ [Un −Un−1])
≤ τ 12
[
N
∑
n=1
∣∣Un −Un−1∣∣2
1
] 1
2
[
N
∑
n=1
τn
∣∣G[Un−Un−1τn ]∣∣21
] 1
2
.
(4.35)
The second bound in (4.31) on ̥τ− 12 ∑Nn=1|Un − Un−1|20 then follows from
(4.35), (4.30), and the first bound in (4.31).
Remark 4.13. We have presented a stable coupled scheme (4.1a–c), but it does not
appear possible to prove convergence for this scheme. Specifically, this is due to the
fact that we cannot control ∇Wn on the whole domain Ω. However, we are able to
prove convergence for a similar scheme where we consider {u,w} restricted to the
domain Ω f , and we do so in the following Chapter.
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Chapter 5
Coupled scheme with stability and
convergence
Following on from remark 4.13 we must modify our coupled finite element
approximation to prove convergence. With this in mind we introduce modi-
fications to the notation in Chapter 3. Let (·, ·)Ω f denote the L2 inner product
over Ω f . It is convenient to introduce the ”inverse Laplacian” operator G f :
Yf → Z f such that
b0(∇ [G f z],∇ η)Ω f = 〈z, η〉H1(Ω f ) ∀η ∈ H1(Ω f ), (5.1)
where Yf := {z ∈ (H1(Ω f ))′ : 〈z, 1〉H1(Ω f ) = 0}, Z f := {z ∈ H1(Ω f ) :
(z, 1)Ω f = 0}, and 〈·, ·〉H1(Ω f ) denotes the duality pairing between (H1(Ω f ))′
and H1(Ω f ). The well-posedness of G f follows from the Lax-Milgram theorem
and the Poincare´ inequality.
We recall assumption (A1) and the partitioning T hf from Section 3.1, and
introduce the following finite element spaces:
Shf := {χ ∈ C(Ω f ) : χ|σ is linear ∀σ ∈ T hf } ⊂ H1(Ω f ),
and
Khf := {χ ∈ Shf : |χ| ≤ 1 in Ω f } ⊂ K f ,
where K f := {η ∈ H1(Ω f ) : |η| ≤ 1 a.e. in Ω f }. Furthermore, we define a
82
discrete semi-inner product on C(Ω f ) by
(η1, η2)
h
Ω f
:=
ˆ
Ω f
πhf (η1(x)η2(x))dx = ∑
j∈J f
m˜jη1(pj)η2(pj), (5.2)
where πhf : C(Ω f ) → Shf is the analogue of πh, J f is the set of nodes of T hf ,
{p
j
}j∈J f the coordinates of these nodes and m˜j := (1,χ f ,j)Ω f > 0. Here χ f ,j ∈
Shf is such that χ f ,j(pj) = δij for all i, j ∈ J f . We note that the analogues of
(3.45c–g) for πh hold for πhf . The induced discrete seminorm is then
|η|Ω f ,h :=
[
(η, η)hΩ f
] 1
2
=
(ˆ
Ω f
πhf [η
2]dx
) 1
2
∀η ∈ C(Ω f ). (5.3)
We also introduce mass lumped projection Qhf : L
2(Ω f ) → Shf such that(
Qhf η,χ
)h
Ω f
= (η,χ)Ω f ∀χ ∈ Shf , (5.4)
and the ”discrete Laplacian” operator ∆hf : S
h
f → Zhf := {zh ∈ Shf : (zh, 1)Ω f =
0} such that
(∆hf z
h,χ)hΩ f = −(∇ zh,∇ χ)Ω f ∀χ ∈ Shf . (5.5)
We note that the projection Qhf satisfies the analogue of (3.51) if we have a
quasi-uniform family of partitionings, and that the operator ∆hf satisfies the
analogues of (3.53a,b) and (3.54). Finally, we let Ghf : Yhf := {z ∈ C(Ω f ) :
(z, 1)hΩ f = 0} → Zhf be the operator satisfying
b0(∇Ghf ψ,∇ χ)Ω f = (ψ,χ)hΩ f ∀χ ∈ Shf , (5.6)
and note that the operators G f and Ghf together satisfy the analogue of (3.47)
restricted to Ω f . Then our modified scheme is given by:
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Given U0 ∈ Khf , for n ≥ 1 find {Φn,Un,Wn} ∈ Shg × Khf × Shf such that(
c(x,Un)∇Φn,∇ χ) = 0 ∀χ ∈ Sh0, (5.7a)
̥
(
Un −Un−1
τn
,χ
)h
Ω f
+
(
b(x,Un−1)∇Wn,∇ χ
)
Ω f
= 0 ∀χ ∈ Shf , (5.7b)
γ
(∇Un,∇ (χ−Un))
Ω f
≥
(
Wn + γ−1Un−1,χ−Un
)h
Ω f
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
Ω f
∀χ ∈ Khf . (5.7c)
The scheme (5.7a–c) differs from (4.1a–c) in that {Un,Wn} are now solved
for only on the domain Ω f , thus eliminating problems generated by the non-
uniqueness of Wn on Ωs. We note from (1.3) that c(x,Un) ≡ c0 + c1 ∈ R>0 in
Ω \ Ω f , so no extension of Un is required for (5.7a). Furthermore, |∇Φn|2 is
restricted to Ω f in (5.7c), as in (4.1c).
The discrete energy for the system is given by
I f (χ, η) =
1
2{γ|χ|21,Ω f − γ−1|χ|2Ω f ,h} − 12α(c(x,χ), |∇ η|2) χ ∈ Khf , η ∈ Sh.
(5.8)
Lemma 5.1. Let the assumptions (A1) hold and U0 ∈ Khf . Assuming existence of a
solution {Φn,Un,Wn}Nn=1 to (5.7a–c), we have the following two energy properties
for n = 1→ N,
I f (U
n−1,Φn) = I f (Un−1,Φn−1)− 12α
(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
, (5.9)
and
I f (U
n,Φn) +
γ
2
|Un −Un−1|21,Ω f +
1
2
γ−1|Un −Un−1|2Ω f ,h
+
τn
̥
(b(x,Un−1)∇Wn,∇Wn)Ω f ≤ I f (Un−1,Φn), (5.10)
where Φ0 ∈ Shg is such that
(c(x,U0)∇Φ0,∇ χ) = 0 ∀χ ∈ Sh0. (5.11)
Proof The proof follows that in Lemmas 2.1 and 4.1. We replace the con-
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tinuous spaces H1(Ω f ), S0, Sg,K f with the discrete versions S
h
f , S
h
0 , S
h
g,K
h
f ,
respectively. As before (4.6) holds. Therefore, on noting (5.8), we have the
desired result (5.9). Similarly to (4.7), we obtain (5.10).
Remark 5.2. The results of Theorem 4.2, Lemma 4.3, and Corollary 4.4 refer only to
(4.1a), and therefore since (5.7a) is unchanged from (4.1a), they apply directly to our
modified scheme (5.7a–c).
The following two results are simple adaptations of Corollary 4.5 and
Lemma 4.6.
Corollary 5.3. Suppose the assumptions of Lemma 4.3 are satisfied. Then we have a
bound on the energy decrease of the system, that is there exists a constant C > 0 such
that
I f (U
n,Φn) = 12{γ|Un|21,Ω f − γ−1|Un|2Ω f ,h} − 12α(c(x,Un), |∇Φn|2) ≥ −C,
(5.12)
for n = 0→ N.
Lemma 5.4. Let the assumptions (A1) hold and U0 ∈ Khf . Suppose that
{Φn,Un,Wn}Nn=1 ∈ Shg × Khf × Shf is a solution to (5.7a–c). Then we have mass
conservation for the discrete solution, that is
(Un, 1)Ω f = (U
n−1, 1)Ω f for n = 1→ N. (5.13)
5.1 Fixed point approach for the convergent coupled scheme
We use a fixed point approach as in Section 4.1 to prove existence of a solution
to (5.7a–c).
Given Un−1 ∈ Khf for any n = 1→ N, let Un,0 = Un−1. Then for any i ≥ 1,
find Φn,i ∈ Shg such that(
c(x,Un,i−1)∇Φn,i,∇ χ
)
= 0 ∀χ ∈ Sh0,
(5.14a)
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and then find {Un,i,Wn,i} ∈ Khf × Shf such that
̥
(
Un,i −Un−1
τn
,χ
)h
Ω f
+
(
b(x,Un−1)∇Wn,i,∇ χ
)
Ω f
= 0 ∀χ ∈ Shf ,
(5.14b)
γ
(
∇Un,i,∇ (χ−Un,i)
)
Ω f
≥
(
Wn,i + γ−1Un−1,χ−Un,i
)h
Ω f
+
1
2
α
(
c′(x)|∇Φn,i|2,χ−Un,i
)
Ω f
∀χ ∈ Khf .
(5.14c)
The above fixed point iteration will be utilised in our existence proof for (5.7a–
c).
We are only going to consider b(x, ·) = b0 ∈ R>0 in Ω f . Clearly the mass
conservation for our system, (5.13), implies that
Un −Un−1 ∈ Zhf =⇒ Un −U0 ∈ Zhf ∀n = 1→ N.
Similarly, choosing χ = 1 in (5.14b) yields that
Un,i −Un−1 ∈ Zhf =⇒ Un,i −U0 ∈ Zhf ∀i ≥ 1 ∀n = 1→ N. (5.15)
We eliminateWn,i from our scheme using Ghf , recall (5.6).
We need to prove the well-posedness of Ghf .
Lemma 5.5. Given ψ ∈ Zhf , there exists a unique solution Ghf ψ ∈ Zhf to (5.6).
Proof As Ghf is a linear finite dimensional operator, existence follows from
uniqueness. Supposing ψ ≡ 0 we have Ghf ψ = c ∈ R in Ω f . On the other hand,
Ghf ψ ∈ Zhf implies c = 0 and therefore we have the existence and uniqueness
of a solution to (5.6).
We define
Khf (0) := {χ ∈ Khf : χ−U0 ∈ Zhf }, (5.16)
which is a closed convex subset of Zhf . Noting the conservation of mass of the
system from Lemma 5.4, we have that Un ∈ Khf (0) for n = 1→ N.
We are now in a position to prove existence and uniqueness of (5.14a–c).
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Lemma 5.6. Let the assumptions (A1) hold and Un,i−1 ∈ Khf (0). Then, there exists
a solution {Φn,i,Un,i,Wn,i} ∈ Shg × Khf (0) × Shf to (5.14a–c). Furthermore, the
solutions {Φn,i,Un,i} are unique, and if there exists a p
j
with |Un,i| < 1, then Wn,i
is unique.
Proof Since (5.14a) is a linear finite dimensional system, the existence of a
solution Φn,i ∈ Shg follows immediately from uniqueness, which is given by
a Friedrich’s inequality.
Noting (5.15) and (5.6), and Lemma 5.5, and writing (5.14b) as
b0
(
∇Wn,i,∇ χ
)
Ω f
= −̥
(
Un,i −Un−1
τn
,χ
)h
Ω f
= −̥b0
(
∇Ghf
[
Un,i −Un−1
τn
]
,∇ χ
)
Ω f
∀χ ∈ Shf ,
we see thatWn,i can be written as
Wn,i = −̥Ghf
[
Un,i−Un−1
τn
]
+ λn,i, (5.17)
where λn,i ∈ R.
Now we can reduce (5.14b,c) to the following problem:
Find Un,i ∈ Khf (0) such that
γ
(
∇Un,i,∇ (χ−Un,i)
)
Ω f
+̥
(
Ghf
[
Un,i−Un−1
τn
]
, χ−Un,i
)h
Ω f
≥ γ−1
(
Un−1,χ−Un,i
)h
Ω f
+
1
2
α
(
c′(x)|∇Φn,i|2,χ−Un,i
)
Ω f
∀χ ∈ Khf (0).
(5.18)
We know that there exists a uniqueUn,i ∈ Khf (0) solving (5.18) since, on noting
(5.6), this is the Euler-Lagrange variational inequality of the strictly convex
minimisation problem
min
zh∈Khf (0)
{γ2 |zh|21,Ω f + ̥2τn b0
∣∣∇Ghf (zh −Un−1)∣∣20,Ω f
− γ−1(Un−1, zh)hΩ f − 12α(c′(x)|∇Φn,i|2, zh)Ω f }.
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We can show that Wn,i is unique if λn,i is unique, and this is the case if
there exists a p
j
such that |Un,i(p
j
)| < 1. Choosing χ = Un,i ± δχ f ,j, for δ > 0
sufficiently small, in (5.14c) yields, on noting (5.5), that
Wn,i(p
j
) = −γ∆hfUn,i(pj)− γ
−1Un−1(p
j
)− 12α
(c′(x)|∇ φn,i|2,χ f ,j)Ω f
(1,χ f ,j)Ω f
. (5.19)
Therefore (5.19) and (5.17) yield that λn,i, and henceWn,i, is uniquely defined.
Theorem 5.7. Let the assumptions (A1) hold andUn−1 ∈ Khf (0). Then for all h, τn >
0, there exists a solution {Φn,Un,Wn} ∈ Shg×Khf (0)× Shf to the nth step of (5.7a–c).
Proof By Lemma 5.6 we have existence and uniqueness of solutions
{Φn,i,Un,i} to (5.14a–c), for fixed h, τn > 0 and for all i ≥ 1. Referring to
(5.14a), (5.18), we write Un,i = F(Un,i−1), where F : Khf (0) → Khf (0). Lemma
5.6 implies that F is well-defined.
Repeating the arguments in the proof of Lemma 5.6, we see that (5.7a–c)
can equivalently be rewritten as:
Find {Φn,Un,Wn} ∈ Shg × Khf (0)× Shf such that
(c(x,Un)∇Φn,∇ χ) = 0 ∀χ ∈ Sh0, (5.20a)
γ (∇Un,∇ (χ−Un))Ω f +̥
(
Ghf
[
Un−Un−1
τn
]
, χ−Un
)h
Ω f
≥ γ−1
(
Un−1,χ−Un
)h
Ω f
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
Ω f
∀χ ∈ Khf (0),
(5.20b)
and
Wn = −̥Ghf
[
Un−Un−1
τn
]
+ λn, (5.21)
where λn ∈ R.
We seek to show that the function F : Khf (0) → Khf (0) is continuous, and
then apply the Brouwer fixed point theorem, see e.g. [62, p 358]. It follows
from (5.20a,b) and (5.21) that a fixed point Un of F corresponds to a solution
{Φn,Un,Wn} of (5.7a–c).
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To show that F : Khf (0) → Khf (0) is continuous we suppose that there exists
a sequence {U(j)}j≥0, U(j) ∈ Khf (0) and U(j) → U ∈ Khf (0) as j → ∞. It
remains to show that F(U(j)) → F(U) ∈ Khf (0) as j→ ∞. We let Z(j) = F(U(j)),
i.e. on letting
Φ(j) ∈ Shg be such that(
c(x,U(j))∇Φ(j),∇ χ
)
= 0 ∀χ ∈ Sh0,
(5.22a)
we have that Z(j) ∈ Khf (0) satisfies
γ
(
∇ Z(j),∇ (χ− Z(j))
)
Ω f
+̥
(
Ghf
[
Z(j)−Un−1
τn
]
, χ− Z(j)
)h
Ω f
≥ γ−1
(
Un−1,χ− Z(j)
)h
Ω f
+
1
2
α
(
c′(x)|∇Φ(j)|2,χ− Z(j)
)
Ω f
∀χ ∈ Khf (0).
(5.22b)
Similarly to (4.24), we have that
‖Φ(j)‖1 ≤ C. (5.23)
Now choosing χ = Un−1 in (5.22b) and applying (2.10) implies that
1
2
{
γ|Z(j)|21,Ω f − γ−1|Z(j)|2Ω f ,h
}
+̥τn
(
Ghf
(
Z(j)−Un−1
τn
)
, Z
(j)−Un−1
τn
)h
Ω f
≤ 12
{
γ|Un−1|21,Ω f − γ−1|Un−1|2Ω f ,h
}
+ α2
(
c′(x)
[
Z(j) −Un−1], |∇Φ(j)|2)
Ω f
.
Now from (5.6) we note that
(Ghf χ,χ)hΩ f = (b0, |∇ Ghf χ|2)Ω f ≥ 0 ∀χ ∈ Zhf ,
and since Z(j) ∈ Khf we have that |Z(j)|Ω f ,h ≤ |Ω f |. Therefore similarly to
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(4.25), we have that
γ|Z(j)|21,Ω f ≤ C(Un−1).
This bound, Z(j) ∈ Khf (0) and (5.23) guarantee that
‖Z(j)‖21,Ω f + ‖Φ(j)‖21 ≤ C(Un−1)
and so we can choose a subsequence {Z(jp),Φ(jp)}p≥0 such that
Z(jp) → Z ∈ Khf (0), Φ(jp) → Φ ∈ Shg as jp → ∞.
We note that c(x,U(j)) → c(x,U) as j → ∞, due to the linearity of c(x, ·).
Passing to the limit in (5.22a,b) with the indexing (j) replaced by (jp), we
obtain that the limiting functions Z and Φ satisfy
(c(x,U)∇Φ,∇ χ) = 0 ∀χ ∈ Sh0,
and
γ (∇ Z,∇ (χ− Z))Ω f +
(
̥Ghf
[
Z−Un−1
τn
]
, χ− Z
)h
Ω f
≥
(
γ−1Un−1,χ− Z
)h
Ω f
+
1
2
α
(
c′(x)|∇Φ|2,χ− Z
)
Ω f
∀χ ∈ Khf (0),
which implies that Z = F(U), and so the limit Z is unique. It follows that the
whole sequence converges, i.e. F(U(j)) = Z(j) → Z = F(U) as j → ∞. Hence
F is continuous, and by the Brouwer fixed point theoremwe have the existence
of aU ∈ Khf (0) such that F(U) = U. On settingUn = U, existence of a solution
{Φn,Un,Wn} to (5.7a–c) then follows from (5.7a) and a Friedrich’s inequality,
and from (5.21).
We now prove the stability of the scheme (5.7a–c) in the following result.
Theorem 5.8. A solution {Φn,Un,Wn}Nn=1 to (5.7a–c) with Φ0 ∈ Shg satisfying
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(5.11) is such that for n = 1→ N
I f (U
n,Φn) +
n
∑
k=1
{γ
2
|Uk −Uk−1|21,Ω f +
1
2
γ−1|Uk −Uk−1|2Ω f ,h
+
1
2
α(c(x,Uk−1), |∇ (Φk −Φk−1)|2)}
+
n
∑
k=1
b0
τk
̥
|Wk|21,Ω f ≤ I f (U0,Φ0). (5.24)
Proof Combining (5.9) and (5.10) at the time-step k ≥ 1, leads to the
intermediate step
I f (U
k,Φk) +
γ
2
|∇ (Uk −Uk−1)|20,Ω f +
1
2
γ−1|Uk −Uk−1|2Ω f ,h+
b0
τk
̥
|Wk|21,Ω f +
1
2
α
(
c(x,Uk−1), |∇ (Φk −Φk−1)|2
)
≤ I f (Uk−1,Φk−1). (5.25)
Now summing (5.25) over k = 1→ n gives us the desired result (5.24).
The result (4.9) implies that the discrete energy for the system is bounded
below. Therefore we have established the stability of the system for appropri-
ate initial data U0.
The next Lemma is a simple adaptation of Lemma 4.11.
Lemma 5.9. Let u0 ∈ K f ∩W1,s(Ω f ) for s > d, and the assumptions (A1) hold. On
choosing U0 ≡ πhfu0 it follows that U0 ∈ Khf is such that for all h > 0,
‖U0‖1,Ω f ≤ C. (5.26)
Theorem 5.10. Let u0 ∈ K f ∩W1,s(Ω f ) for s > d with
ﬄ
Ω f
u0dx ∈ (−1, 1), and
the assumptions (A1) hold, and choose U0 ≡ πhfu0. Then for all h > 0, and for
all time partitions {τn}Nn=1, a solution {Φn,Un,Wn}Nn=1 to (5.7a–c), with Φ0 ∈ Shg
satisfying (5.11), is such that
max
n=1→N
‖Φn‖21 ≤ C, (5.27)
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and
γ max
n=1→N
‖Un‖21,Ω f +
N
∑
n=1
[
γ
∣∣Un −Un−1∣∣2
1,Ω f
+ γ−1
∣∣Un −Un−1∣∣2
0,Ω f
]
+
N
∑
n=1
[
α
∣∣[c(x,Un−1)] 12∇ (Φn −Φn−1)∣∣2
0
+̥−1b0τn
∣∣∇Wn∣∣2
0,Ω f
]
≤ C
[
γ‖U0‖21,Ω f + γ−1|Ω f |+ αcmax|Ω|
]
≤ C.
(5.28)
Moreover, for h sufficiently small
N
∑
n=1
τn‖Wn‖21,Ω f ≤ C. (5.29)
In addition, if (A2) holds,
̥
N
∑
n=1
τn
∣∣∣G f [Un−Un−1τn ]∣∣∣21,Ω f +̥τ− 12
N
∑
n=1
∣∣Un −Un−1∣∣2
0,Ω f
≤ C, (5.30)
where τ := maxn=1→N τn.
Proof We adapt the proof of Theorem 4.12. The bound (5.27) follows as in the
proof of Theorem 4.12. To obtain the desired result (5.28) we plug (5.8) into
(5.24), to obtain for n = 1→ N
1
2
{γ|Un|21,Ω f − γ−1|Un|2Ω f ,h} −
1
2
α(c(x,Un), |∇Φn|2)
+
1
2
n
∑
k=1
[
γ
∣∣Uk −Uk−1∣∣2
1,Ω f
+ γ−1
∣∣Uk −Uk−1∣∣2
Ω f ,h
]
+
n
∑
k=1
[
1
2
α
∣∣[c(x,Uk−1)] 12∇ (Φk −Φk−1)∣∣2
0
+̥−1b0τk
∣∣∇Wk∣∣2
0,Ω f
]
≤ 1
2
{γ|U0|21,Ω f − γ−1|U0|2Ω f ,h} −
1
2
α(c(x,U0), |∇Φ0|2)
≤ 1
2
γ|U0|21,Ω f ≤
1
2
γ‖U0‖21,Ω f .
(5.31)
We then apply (3.44), (3.45f), and the fact that Un ∈ Khf , n = 0→ N, to obtain
|Un|2Ω f ,h ≤ (d + 2)
ˆ
Ω f
(Un)2dx ≤ (d + 2)
ˆ
Ω f
1dx = (d + 2)|Ω f |. (5.32)
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Similarly to the proof in Theorem 4.12, it follows from (5.31), (5.32), (4.33),
(3.44), (3.45f) and (5.26) that the desired result (5.28) holds.
To prove (5.29), we make use of [20, Corollary 3.2]. Choosing χ ≡ ±1 in
(5.7c), rearranging and noting (5.27), we obtain
|(Wn, 1)Ω f | ≤ C1 + (Wn,Un)hΩ f + C|∇Φn|20,Ω f
≤ C + (Wn,Un)hΩ f , for n = 1→ N.
(5.33)
From (5.13), U0 = πhfu
0 and (3.45e) we have that
mhf :=
 
Ω f
Undx =
 
Ω f
U0 →
 
Ω f
u0 ∈ (−1, 1).
Then for h sufficiently small, mhf is uniformly bounded away from −1 and 1.
Since Un −mhf ∈ Zhf we have that
(Wn,Un)hΩ f = (W
n,Un −mhf )hΩ f + mhf (Wn, 1)hΩ f
= b0(∇Ghf (Un −mhf ),∇Wn)Ω f + mhf (Wn, 1)hΩ f
≤ b0|∇ Ghf (Un −mhf )|0,Ω f |∇Wn|0,Ω f + mhf (Wn, 1)hΩ f .
(5.34)
From (5.6) we have for all ψ ∈ Zhf
b0|∇ Ghf ψ|20,Ω f = (ψ,Ghf ψ)hΩ f ≤ |ψ|Ω f ,h|Ghf ψ|Ω f ,h. (5.35)
By (3.45f) and the Poincare´ inequality we have that
|Ghf ψ|Ω f ,h ≤ C|Ghf ψ|0,Ω f ≤ C|Ghf ψ|1,Ω f , (5.36)
since Ghf ψ ∈ Zhf . Plugging this into (5.35) and rearranging we have that
|Ghf ψ|1,Ω f ≤ C|ψ|Ω f ,h ≤ C|ψ|0,Ω f ∀ψ ∈ Zhf . (5.37)
Returning to (5.34) we have that
|∇ Ghf (Un −mhf )|0,Ω f ≤ C|Un −mhf |0,Ω f ≤ C,
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as Un ∈ Kh, and therefore
(Wn,Un)hΩ f ≤ C|∇Wn|0,Ω f + mhf (Wn, 1)hΩ f .
Then (5.33) becomes for h sufficiently small
|(Wn, 1)Ω f | ≤ C(1−mhf )−1
[
1+ |∇Wn|0,Ω f
]
≤ C
[
1+ |∇Wn|0,Ω f
]
, for n = 1→ N.
Applying the Poincare´ inequality we obtain
‖Wn‖21,Ω f ≤ C
(
|Wn|21,Ω f + [(Wn, 1)Ω f ]2
)
,
which implies that
‖Wn‖21,Ω f ≤ C
[
|∇Wn|20,Ω f + 1
]
.
Therefore from (5.28) we have the desired result (5.29).
We now prove (5.30). From (5.1), (5.4), (5.7b), and (3.51), which requires
(A2) to hold, we obtain for any η ∈ H1(Ω f ) that
̥
(
∇G f
[
Un−Un−1
τn
]
,∇ η
)
Ω f
= ̥b0
(
Un−Un−1
τn
, η
)
Ω f
= ̥b0
(
Un−Un−1
τn
,Qhf η
)h
Ω f
= −
(
∇Wn,∇ [Qhf η]
)
Ω f
≤ C∣∣∇Wn∣∣
0,Ω f
∣∣η∣∣
1,Ω f
.
(5.38)
The first bound in (5.30) then follows from (5.38), and (5.28), since∣∣∣G f [Un−Un−1τn ]∣∣∣21,Ω f ≤ C̥2 ∣∣∇Wn∣∣20,Ω f .
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Moreover we have from (3.5) that
N
∑
n=1
∣∣Un −Un−1∣∣2
0,Ω f
=
N
∑
n=1
(
Un −Un−1,Un −Un−1
)
Ω f
= b0
N
∑
n=1
(
∇ [G f (Un −Un−1)],∇ [Un −Un−1]
)
Ω f
≤ b0τ 12
[
N
∑
n=1
∣∣Un −Un−1∣∣2
1,Ω f
] 1
2
[
N
∑
n=1
τn
∣∣G f [Un−Un−1τn ]∣∣21,Ω f
] 1
2
.
(5.39)
The second bound in (5.30) on ̥τ− 12 ∑Nn=1|Un −Un−1|20,Ω f then follows from
(5.39), (5.28), and the first bound in (5.30).
Remark 5.11. We note that it is difficult to prove a bound on (Wn, 1)Ω f , and hence
(5.29) for our original finite element approximation (4.1a–c).
5.2 Convergence results
Throughout this Section, we restrict ourselves to the case d = 2. We now
rewrite the electro-static potential equation (5.7a). On recalling (2.1) we set
Φ˜n := Φn − x1 ∈ Sh0 (5.40)
to rewrite the problem with homogeneous mixed boundary conditions.
From (5.7a) we have that
(c(x,Un)∇ Φ˜n,∇ χ) = −(c(x,Un)∇ x1,∇ χ) ∀χ ∈ Sh0. (5.41)
The following result presents a crucial bound that is required in proving
convergence.
Lemma 5.12. Let d = 2 and the remaining assumptions of Lemma 3.8 hold. Then for
all p ∈ [2, 2+ δ1] and for all h ∈ (0, h0) we have that
|∇ Φ˜n|0,p ≤ C. (5.42)
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Proof It follows from (3.84), (5.41), applying the Ho¨lder inequality, and (1.4)
that
|∇ Φ˜n|0,p ≤ C sup
0 6=χ∈Sh0
(c(x,Un)∇ Φ˜n,∇ χ)
|∇ χ|0,q
= C sup
0 6=χ∈Sh0
(c(x,Un)∇ x1,∇ χ)
|∇ χ|0,q ≤ C.
Let
U(t) :=
t− tn−1
τn
Un +
tn − t
τn
Un−1, t ∈ [tn−1, tn], n ≥ 1, (5.43a)
U+(t) := Un, U−(t) := Un−1, t ∈ (tn−1, tn] , n ≥ 1. (5.43b)
Furthermore, let U(±) denote U with or without the superscript ±. We note
that
U −U± = (t− t±n )
∂U
∂t
, t ∈ (tn−1, tn), n ≥ 1, (5.44)
where t+n = tn and t
−
n = tn−1. We also introduce
τ(t) := τn, t ∈ (tn−1, tn] , n ≥ 1. (5.45)
We recall the definition of S0 from Chapter 2, and we define W
1,p
g (Ω) :=
{η ∈W1,p(Ω) : η = g± on ∂±DΩ}, and set H1g(Ω) := W1,2g (Ω).
Using the above notation and introducing the analogous notation for W+,
and Φ+, (5.7a–c) can be restated as follows:
Find {Φ+,U,W+} ∈ L∞(0, T; Shg)×C([0, T];Khf )× L2(0, T; Shf ) such that for
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all χ0 ∈ L∞(0, T; Sh0), zh ∈ L2(0, T;Khf ), and χ ∈ L2(0, T; Shf ),
ˆ T
0
(
c(x,U+)∇Φ+,∇ χ0
)
dt = 0, (5.46a)
ˆ T
0
[
̥
(
∂U
∂t ,χ
)h
Ω f
+ b0
(∇W+,∇ χ)
Ω f
]
dt = 0, (5.46b)
γ
ˆ T
0
(
∇U+,∇ (zh −U+)
)
Ω f
dt ≥
ˆ T
0
(
W+ + γ−1U−, zh −U+
)h
Ω f
dt
+
1
2
α
ˆ T
0
(
c′(x)|∇Φ+|2, zh −U+
)
Ω f
dt. (5.46c)
Lemma 5.13. Let d = 2 and all the assumptions of Theorem 5.10 hold. Then
there exists a subsequence of {Φ+,U,W+}h, where {Φ+,U,W+} solve (5.7a–c),
and functions
u ∈ L∞(0, T;K f ) ∩ H1(0, T; (H1(Ω f ))′) and w ∈ L2(0, T;H1(Ω f )), (5.47)
with u(·, 0) = u0 and ﬄ
Ω f
u(x, t)dx =
ﬄ
Ω f
u0(x)dx for a.a. t ∈ (0, T) such that as
h, τ → 0
U,U± → u weak-* in L∞(0, T;H1(Ω f )), (5.48a)
G f ∂U∂t → G f
∂u
∂t
weakly in L2(0, T;H1(Ω f )), (5.48b)
U,U± → u strongly in L2(0, T; Ls(Ω f )), (5.48c)
W+ → w weakly in L2(0, T;H1(Ω f )), (5.48d)
for all s ∈ [2,∞). Additionally, there exists a function
φ ∈ L∞(0, T;W1,2+δ1g (Ω)), (5.49)
where δ1 > 0 is as in Lemmas 3.8 and 5.12, such that as h, τ → 0 the subsequence
above satisfies
Φ+ → φ weak-* in L∞(0, T;W1,2+δ1g (Ω)), (5.50a)
Φ+ → φ strongly in L2(0, T; Sg). (5.50b)
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Moreover, {φ, u} satisfy
ˆ
ΩT
c(x, u)∇ φ · ∇ η dxdt = 0 ∀η ∈ L2(0, T; S0). (5.51)
Proof On noting the definitions (5.43a,b), (5.45), the bounds (5.28), (5.29) and
(5.30) imply that
‖U(±)‖2L∞(0,T;H1(Ω f )) + ‖τ
1
2
∂U
∂t
‖2L2(0,T;H1(Ω f )) + ‖W
+‖2L2(0,T;H1(Ω f ))
+ ‖G f ∂U∂t ‖
2
L2(0,T;H1(Ω f ))
+ τ−
1
2‖τ 12 ∂U
∂t
‖2L2(Ω f ,T) ≤ C, (5.52)
where Ω f ,T is as in Section 1. Furthermore, we deduce from (5.44) and (5.52)
that
‖U −U±‖2L2(0,T;H1(Ω f )) ≤ ‖τ
∂U
∂t
‖2L2(0,T;H1(Ω f )) ≤ Cτ. (5.53)
The bound on ‖U(±)‖2
L∞(0,T;H1(Ω f ))
from (5.52) means that {U(±)}h forms
a closed and bounded set in L∞(0, T;H1(Ω f )). Therefore we can choose a
subsequence of {U(±)}h such that, as h, τ → 0
U(±) → u(±), weak-* in L∞(0, T;H1(Ω f )).
Now (5.53) implies that u+ = u− = u. The limit satisfies u ∈ L∞(0, T;H1(Ω f )),
but this can be strengthened to u ∈ L∞(0, T;K f ), since U,U± ∈ L∞(0, T;K f ),
and K f ⊂ H1(Ω f ) is closed and convex.
Furthermore, the bound on ‖G f ∂U∂t ‖2L2(0,T;H1(Ω f )) in (5.52) implies, on ex-
tracting a further subsequence, that as h, τ → 0
G f ∂U∂t → z weakly in L
2(0, T;H1(Ω f )). (5.54)
Wemust convince ourselves that the limit in (5.54) in fact satisfies z = G fut,
with u as in (5.48a). From (5.1), and (5.54) we have for η ∈ L2(0, T;H1(Ω f )),
that as h, τ → 0
ˆ T
0
(Ut, η)Ω fdt =
ˆ T
0
(∇G fUt,∇ η)Ω fdt→
ˆ T
0
(∇ z,∇ η)Ω fdt. (5.55)
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Suppose we take η ∈ H1([0, T];H1(Ω f )) such that η(0) = η(T) = 0. Now
using integration by parts, and (5.48a) we have that as h, τ → 0
ˆ T
0
(Ut, η)Ω fdt = −
ˆ T
0
(U, ηt)Ω fdt→ −
ˆ T
0
(u, ηt)Ω fdt =
ˆ T
0
〈ut, η〉Ω fdt.
(5.56)
Combining (5.55) and (5.56) gives us the results (5.47) for u, and (5.48b).
Now we apply the result (3.4a) with the spaces X = H1(Ω f ), Y =
Ls(Ω f ), s ∈ [2,∞), and Z = H−1(Ω f ). The embedding H1(Ω f ) →֒ Ls(Ω f )
is compact by the Sobolev embedding theorem as d = 2. The embedding
Ls(Ω f ) →֒ H−1(Ω f ) is trivially continuous.
The bounds on ‖U(±)‖2
L∞(0,T;H1(Ω f ))
and ‖G f ∂U∂t ‖2L2(0,T;H1(Ω f )) from (5.52)
imply that ‖U‖L2(0,T;H1(Ω f )) + ‖ ∂U∂t ‖2L2(0,T;H−1(Ω f )) ≤ C, and since we know
that ∂U∂t ∈ L2(0, T;H−1(Ω f )), from (3.4a) we have, on extracting a further
subsequence, that as h, τ → 0
U → u strongly in L2(0, T; Ls(Ω f )). (5.57)
Combining (5.57) and (5.53) yields that (5.48c) holds. Noting the bound onW+
in (5.52), and on extracting a possible further subsequence yields that (5.47) for
w and (5.48d) hold.
Then (5.47) for u, our assumptions on u0, (5.13) yield, on noting the
embedding result (3.4b),U0 = πhu0 and (3.45d), that the subsequence satisfies
the additional initial and integral conditions.
We now prove the results (5.49), (5.50a,b) and (5.51). From (4.8) and (5.42)
we have for d = 2 that
‖Φ+‖2
L∞(0,T;W
1,2+δ1
g (Ω))
≤ C. (5.58)
Hence, on noting Φ+(·, t) ∈ Shg, we can take a further subsequence of
{Φ+,U,W+}h such that (5.49) and (5.50a) hold.
For any η ∈ C([0, T]; S0 ∩ H2(Ω)), we choose χ0 ≡ πhη in (5.46a). The
desired result (5.51) then follows from (3.45c), (5.58), (1.3), (5.48c), (5.50a) and
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a density result. We have from (5.46a) and (5.51) that
ˆ
ΩT
c(x, u)∇ (φ−Φ+) · ∇ (φ−Φ+) dxdt
=
ˆ
ΩT
c(x, u)∇ φ · ∇ (φ−Φ+)dxdt +
ˆ
ΩT
c(x, u)∇Φ+ · ∇ (Φ+ − φ) dxdt
=
ˆ
ΩT
c(x, u)∇Φ+ · ∇ (Φ+ − φ) dxdt
=
ˆ
ΩT
c(x, u)∇Φ+ · ∇ (πhφ− φ) dxdt
+
ˆ
ΩT
[
c(x, u)− c(x,U+)]∇Φ+ · ∇ (Φ+ − πhφ) dxdt. (5.59)
The desired result (5.50b) then follows from (5.59) on noting (1.3), (3.45e),
(5.49), (5.58), and (5.48c).
Theorem 5.14. Let d = 2 and the assumptions of Lemma 5.13 hold. Then there exists
a subsequence of {Φ+,U,W+}h, where {Φ+,U,W+} solve (5.7a–c), and functions
{φ, u,w} satisfying (5.47) and (5.49). In addition, as h, τ → 0 the following hold:
(5.48a–d) and (5.50a,b) for a.a. t ∈ (0, T). Furthermore, we have that {φ, u,w} fulfill
u(·, 0) = u0 and ﬄ
Ω f
u(x, t)dx =
ﬄ
Ω f
u0(x)dx for a.a. t ∈ (0, T), and satisfy (5.51)
and
̥
ˆ T
0
〈
∂u
∂t , η
〉
H1(Ω f )
dt + b0
ˆ
Ω f ,T
∇w · ∇ η dxdt = 0 ∀η ∈ L2(0, T;H1(Ω f )),
(5.60a)
γ
ˆ
Ω f ,T
[∇ u · ∇ (η − u)− (w + γ−1u)(η − u)
− 12αc′(x)|∇ φ|2(η − u)
]
dxdt ≥ 0 ∀η ∈ L2(0, T;K f ).
(5.60b)
Proof For any η ∈ H1(0, T;H2(Ω f )) we choose χ ≡ πhη in (5.46b) and now
analyse the subsequent terms. First, (3.45g), the embedding H1(0, T;X) →֒
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C([0, T];X), (5.52), and (3.45c) yield that∣∣∣∣∣
ˆ T
0
[(
∂U
∂t ,π
h
f η
)h
Ω f
−
(
∂U
∂t ,π
h
f η
)
Ω f
]
dt
∣∣∣∣∣
=
∣∣∣∣− ˆ T
0
(
U,
∂(πhf η)
∂t
)h
Ω f
dt + (U(·, T),πhf η(·, T))hΩ f − (U(·, 0),πhf η(·, 0))hΩ f
+
ˆ T
0
(
U,
∂(πhf η)
∂t
)
Ω f
dt + (U(·, T),πhf η(·, T))Ω f − (U(·, 0),πhf η(·, 0))Ω f
∣∣∣∣
≤
ˆ T
0
∣∣∣(U, ∂(πhf η)∂t )Ω f − (U, ∂(πhf η)∂t )hΩ f ∣∣∣dt
+
∣∣(U(·, T),πhf η(·, T))hΩ f − (U(·, T),πhf η(·, T))Ω f ∣∣
+
∣∣(U(·, 0),πhf η(·, 0))Ω f − (U(·, 0),πhf η(·, 0))hΩ f ∣∣
≤
ˆ T
0
Ch
∣∣U(·, t)∣∣
0,Ω f
∣∣ ∂(πhf η)
∂t
∣∣
1
dt + Ch
∣∣U(·, T)∣∣
0,Ω f
∣∣πhf η(·, T)∣∣1,Ω f
+ Ch
∣∣U(·, 0)∣∣
0,Ω f
∣∣πhf η(·, 0)∣∣1,Ω f
≤ Ch‖U‖L∞(0,T;H1(Ω f ))‖πhf η‖H1(0,T;H1(Ω f )) ≤ Ch‖η‖H1(0,T;H2(Ω f )).
(5.61)
Furthermore, it follows from (5.1), (5.52), (3.45c) that∣∣∣∣∣
ˆ T
0
(
∂U
∂t , (I − πhf )η
)
Ω f
dt
∣∣∣∣∣ =
∣∣∣∣∣b0
ˆ T
0
(
∇ (G f ∂U∂t ),∇ ((I − πhf )η)
)
Ω f
dt
∣∣∣∣∣
≤ C‖G f ∂U∂t ‖L2(0,T;H1(Ω f ))‖(πhf − I)η‖L2(0,T;H1(Ω f ))
≤ Ch‖η‖L2(0,T;H2(Ω f )).
(5.62)
Combining (5.61), (5.62), (5.48b) and (5.1) yields that
ˆ T
0
(
∂U
∂t ,π
h
f η
)h
Ω f
dt =
ˆ T
0
[(
∂U
∂t ,π
h
f η
)h
Ω f
−
(
∂U
∂t ,π
h
f η
)
Ω f
]
dt
+
ˆ T
0
(
∂U
∂t , (π
h
f − I)η
)
Ω f
dt +
ˆ T
0
(
∂U
∂t , η
)
Ω f
dt
→
ˆ T
0
〈
∂u
∂t , η
〉
H1(Ω f )
dt as h, τ → 0.
(5.63)
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In view of (5.52), and (3.45c) we deduce that∣∣∣∣ˆ T
0
(b0∇W+, ∇ (I − πhf )η)Ω fdt
∣∣∣∣
≤
∣∣∣∣ˆ T
0
|b0∇W+|L2(Ω f )|(I − πhf )η|H1(Ω f )dt
∣∣∣∣
≤ ‖b0∇W+‖L2(Ω f ,T)‖(I − πhf )η‖L2(0,T;H1(Ω f ))
≤ b20‖∇W+‖L2(Ω f ,T)‖(I − πhf )η‖L2(0,T;H1(Ω f ))
≤ Ch‖η‖L2(0,T;H2(Ω f )).
(5.64)
It follows from (5.64), and (5.48d) that as h, τ → 0
ˆ T
0
(b0∇W+, ∇πhf η)Ω fdt→
ˆ
Ω f ,T
b0∇w · ∇ ηdxdt. (5.65)
Combining (5.46b), (5.63), (5.65), and the denseness of
H1(0, T;H2(Ω f )) in L
2(0, T;H1(Ω f )) yields the desired result (5.60a), on
recalling (5.47).
We now prove (5.60b). For any η ∈ L2(0, T;K f ∩ C∞(Ω f )) we choose zh ≡
πhf η ∈ Khf in (5.46c) and obtain
γ
ˆ T
0
(
∇U+,∇ (πhf η −U+)
)
Ω f
dt ≥
ˆ T
0
(
W+ + γ−1U−,πhf η −U+
)h
Ω f
dt
+
1
2
α
ˆ T
0
(
c′(x)|∇Φ+|2,πhf η −U+
)
Ω f
dt.
(5.66)
Looking at each term individually, we first note from (5.48a) and (3.45c) that
as h, τ → 0
ˆ T
0
(
∇U+,∇πhf η
)
Ω f
dt→
ˆ T
0
(∇ u,∇ η)Ω f dt. (5.67)
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Similarly, by (2.10) and (5.48a) we have that as h, τ → 0
ˆ T
0
(∇U+,∇U+)Ω fdt =
ˆ T
0
(∇ u,∇ u)Ω fdt +
ˆ T
0
|∇ (u−U+)|20,Ω fdt
− 2
ˆ T
0
(∇ u,∇ (u−U+))Ω fdt
≥
ˆ T
0
(∇ u,∇ u)Ω fdt.
(5.68)
By (3.45g), (3.45c) and (5.52) we have that∣∣∣∣∣
ˆ T
0
[(
W+ + γ−1U−,πhf η −U+
)
Ω f
− (W+ + γ−1U−,πhf η −U+)hΩ f ]dt
∣∣∣∣∣
≤ Ch
((ˆ T
0
|W+|20,Ω fdt
) 1
2
+ 1
)(ˆ T
0
|πhf η|21,Ω fdt +
ˆ T
0
|U+|21,Ω fdt
)
≤ Ch.
(5.69)
Furthermore, by (5.48d), (5.48c), and (3.45c) we have that as h, τ → 0
ˆ T
0
(
W+ + γ−1U−,πhf η −U+
)
Ω f
dt→
ˆ T
0
(
w + γ−1u, η − u
)
Ω f
dt. (5.70)
Moreover, by (1.3), (5.50a), (5.50b), (3.45c), (5.48c) that
ˆ T
0
(
c′(x)∇Φ+ · ∇Φ+,πhf η −U+
)
Ω f
dt
→
ˆ T
0
(
c′(x)∇ φ · ∇ φ, η − u)
Ω f
dt as h, τ → 0. (5.71)
Combining (5.66)-(5.71), we have that {φ, u,w} satisfy
γ
ˆ
Ω f ,T
[∇ u · ∇ (η − u)− (w + γ−1u)(η − u)
− 12αc′(x)|∇ φ|2(η − u)
]
dxdt ≥ 0 ∀η ∈ L2(0, T;K f ∩ C∞(Ω f )).
By Lemma A.3 (see the Appendix) we have that K f ∩ C∞(Ω f ) is dense in K f ,
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from which the result (5.60b) follows.
5.3 Increased regularity results
We now present results that demonstrate the extra regularity that can be
obtained for our system. First, all that we know from Lemma 3.8 is that
δ1 ∈ (0, δ) with δ > 0. For ease of exposition, we shall assume from now
on that δ1 ∈ (0, min(4, δ)).
Lemma 5.15. Let d = 2 and the remaining assumptions of Lemma 5.12 hold. It
follows that
|∆h0Φ˜n|0 ≤ C
[|Un|21,4,Ω f + 1]. (5.72)
Moreover, for all h ∈ (0, h0),
|∇Φn|40,4 ≤ C(δ1)
[|Un|4−δ11,4,Ω f + 1]. (5.73)
Proof For ease of notation, we let cn = c(x,Un) throughout the remainder of
this proof. For the ensuing analysis it is convenient to introduce φ˜n ∈ S0 such
that
(cn∇ φ˜n,∇ η) = −(cn∇ x1,∇ η) ∀η ∈ S0. (5.74)
Existence and uniqueness of φ˜n follows from the Lax-Milgram theorem. The
bound
‖φ˜n‖1 ≤ C, (5.75)
follows from choosing η = φ˜n in (5.74), recalling (1.4), and applying a
Friedrich’s inequality.
We now address the H2(Ω) regularity of φ˜n. If η˜ ∈ S0, then η := [cn]−1η˜
satisfies, on noting (1.3),
|η|1 ≤ C
[|η˜|1 + |(∇Un)η˜|0,Ω f ]
≤ C[|η˜|1 + |Un|1,∞,Ω f |η˜|0,Ω f ]
≤ C[1+ |Un|1,∞,Ω f ]‖η˜‖1,
on noting that Un ∈ Shf ⊂ W1,∞(Ω f ), and therefore we have that η ∈ S0.
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Choosing η = [cn]−1η˜ in (5.74) yields that for all η˜ ∈ S0,
(∇ φ˜n,∇ η˜) = −(∇ x1,∇ η˜)− (cn∇ (φ˜n + x1) · ∇ [cn]−1, η˜)
= (∆x1, η˜)−
ˆ
∂NΩ
(∇ x1 · ν∂NΩ)η˜ds− (cn∇ (φ˜n + x1) · ∇ [cn]−1, η˜)
= −(cn∇ (φ˜n + x1) · ∇ [cn]−1, η˜)
= ( f , η˜) ∀η˜ ∈ S0.
(5.76)
It follows from (5.76), (3.8), (3.12), (3.1), (5.75) and (1.3) that
‖φ˜n‖2 = ‖G0 f ‖2 ≤ C| f |0
≤ C|∇ (φ˜n + x1)|0,4|∇ cn|0,4
≤ C|φ˜n + x1|
1
2
1 ‖φ˜n + x1‖
1
2
2 |cn|1,4
≤ C[|cn|21,4 + 1] ≤ C[|Un|21,4,Ω f + 1].
(5.77)
Noting that πhφ˜n, Φ˜n ∈ Sh0, (5.41), (5.74) and applying the Cauchy-Schwarz
inequality we can establish that
(cn∇ (φ˜n − Φ˜n),∇ (φ˜n − Φ˜n)) = (cn∇ (φ˜n − Φ˜n),∇ (φ˜n − πhφ˜n))
+ (cn∇ (φ˜n − Φ˜n),∇ (πhφ˜n − Φ˜n))
= (cn∇ (φ˜n − Φ˜n),∇ (φ˜n − πhφ˜n))
≤ ∣∣[cn] 12∇ (φ˜n − Φ˜n)∣∣
0
∣∣[cn] 12∇ ((I − πh)φ˜n))∣∣
0
≤ ∣∣[cn] 12∇ ((I − πh)φ˜n)∣∣2
0
.
(5.78)
From (1.3), (1.4), (5.78), and (3.45c) we have that
cmin|φ˜n − Φ˜n|21 ≤ (cn∇ (φ˜n − Φ˜n),∇ (φ˜n − Φ˜n))
≤ ∣∣[cn] 12∇ ((I − πh)φ˜n)∣∣2
0
≤ C∣∣(I − πh)φ˜n∣∣2
1
≤ Ch2|φ˜n|22.
(5.79)
CHAPTER 5. COUPLED SCHEMEWITH CONVERGENCE 105
It follows from (3.56), (3.45c), (5.79) and (3.57) that
|∆h0Φ˜n|0 ≤ |∆h0(Φ˜n − πhφ˜n)|0 + |∆h0(πhφ˜n)|0
≤ Ch−1|Φ˜n − πhφ˜n|1 + |∆h0(πhφ˜n)|0
≤ Ch−1
[
|Φ˜n − φ˜n|1 + |(I − πh)φ˜n|1
]
+ |∆h0(πhφ˜n)|0
≤ Ch−1|Φ˜n − φ˜n|1 + C|φ˜n|2 + |∆h0(πhφ˜n)|0
≤ C|φ˜n|2 + |∆h0(πhφ˜n)|0 ≤ C|φ˜n|2.
(5.80)
The desired result (5.72) then follows from (5.80) and (5.77).
Recalling the elementary inequality (3.3) and (5.40) we have that
|∇Φn|40,4 = |∇ (Φ˜n + x1)|40,4 ≤ C
[
|∇ Φ˜n|40,4 + |∇ x1|40,4
]
≤ C
[
|∇ Φ˜n|40,4 + 1
]
.
(5.81)
On noting (3.56), and applying the Ho¨lder inequality with p = 2+2ς2+ς and
q = 2+2ςς for any ς ∈ (0, 1], we have that
|∇ Φ˜n|40,4 =
ˆ
Ω
|∇ Φ˜n|4dx =
ˆ
Ω
|∇ Φ˜n|2+ς|∇ Φ˜n|2−ςdx
≤ |∇ Φ˜n|2+ς0,2+2ς|∇ Φ˜n|2−ς0, (2−ς)(2+2ς)ς
≤ C(ς)|∇ Φ˜n|2+ς0,2+2ς|∆h0Φ˜n|2−ς0 .
(5.82)
Choosing ς = δ12 in (5.82) it follows from (5.81) that
|∇Φn|40,4 ≤ C
[
|∇ Φ˜n|2+
δ1
2
0,2+δ1
|∆h0Φ˜n|2−
δ1
2
0 + 1
]
. (5.83)
Finally applying (5.42) and (5.72) to (5.83), we have the desired result (5.73).
Remark 5.16. On recalling remark 3.9 we conjecture that the results (5.42) and (5.72)
can be extended to d = 3, where it follows from (5.77) and (3.1) that the exponent of
the right hand side in (5.72) would have to be changed to 44−d . However, we stress
that (5.82) for d = 3 can only be established for ς ∈ [√3− 1,√2] which means that
(5.42) can then no longer be applied. Hence it appears that the bound (5.73) cannot be
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established for d = 3.
Theorem 5.17. Let all the assumptions of Lemma 5.13 hold. Then for h ∈ (0, h0),
and for all time partitions {τn}Nn=1, the solution {Φn,Un,Wn}Nn=1 to (5.7a–c), with
Φ0 ∈ Shg satisfying (5.11), is such that
γ
N
∑
n=1
τn|∆hfUn|2Ω f ,h ≤ C, (5.84a)
and
N
∑
n=1
τn‖Φn‖41,4 ≤ C. (5.84b)
Proof To prove (5.84a,b) we use a similar argument to that in [12, Lemma 2.6]
and [10, Theorem 2.3]. First we obtain a set of inequalities from the discrete
chemical potential. We recall the notation χ f ,j ∈ Shf , such that χ f ,j(pj) = δij for
all i, j ∈ J f . From (5.7c) we have for all j ∈ J f , on choosing χ ≡ Un + δχ f ,j,
χ ≡ Un ± δχ f ,j, χ ≡ Un − δχ f ,j ∈ Khf , respectively, where χ f ,j ∈ Khf , and for
δ > 0 sufficiently small, that
γ
(∇Un,∇ χ f ,j)Ω f − (Wn + γ−1Un−1,χ f ,j)hΩ f
−12α
(
c′(x)|∇Φn|2,χ f ,j
)
Ω f

≥ 0
= 0
≤ 0
if Un(p
j
)

= −1
∈ (−1, 1)
= 1.
(5.85)
We note that the equality for the case Un(p
j
) ∈ (−1, 1) is obtained by
combining the two inequalities obtained. Now we have for all j ∈ J f ,
Un(p
j
) = ±1 =⇒ ±Un(p
j
) ≥ ±Un(p
i
) ∀i ∈ J f , (5.86)
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Now, noting (5.2) and (5.86), we have that
(∆hfU
n,χ f ,j)
h
Ω f
=
ˆ
Ω f
πhf (∆
h
fU
n χ f ,j)dx = ∑
i∈J f
(1,χi)Ω f ∆
h
f (U
n(p
i
))χ f ,j(pi)
= ∑
i∈J f
(1,χi)Ω f ∆
h
f (U
n(p
i
))δji
= (1,χ f ,j)Ω f ∆
h
fU
n(p
j
),
(5.87)
and we note that (1,χ f ,j)Ω f > 0. Next we use (5.5), and (3.42), and suppose
Un(p
j
) = 1 to get that
(∆hfU
n,χ f ,j)
h
Ω f
= −(∇Un,∇ χ f ,j)Ω f = −
(∇ (∑
i∈J f
Un(p
i
)χi
)
,∇ χ f ,j
)
Ω f
= −Un(p
j
)(∇ χ f ,j,∇ χ f ,j)Ω f + ∑
i∈J f , i 6=j
Un(p
i
)[−(∇ χi,∇ χ f ,j)Ω f ]
≤ −Un(p
j
)(∇ χ f ,j,∇ χ f ,j)Ω f +Un(pj) ∑
i∈J f , i 6=j
[−(∇ χi,∇ χ f ,j)Ω f ]
= −Un(p
j
)
(∇ (∑
i∈J f
χi
)
,∇ χ f ,j
)
Ω f
= −(∇ 1,∇ χ f ,j)Ω f = 0, (5.88a)
and by a similar argument, supposing Un(p
j
) = −1,
(∆hfU
n,χ f ,j)
h
Ω f
≥ −Un(p
j
)(∇ χ f ,j,∇ χ f ,j)Ω f
+Un(p
j
) ∑
i∈J f , i 6=j
[−(∇ χi,∇ χ f ,j)Ω f ]
= −Un(p
j
)
(∇ (∑
i∈J f
χi
)
,∇ χ f ,j
)
Ω f
= −(∇ 1,∇ χ f ,j)Ω f = 0. (5.88b)
On noting (5.87), the result (5.88a,b) implies that
± ∆hfUn(pj) ≤ 0 if U
n(p
j
) = ±1. (5.89)
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Combining (5.85) and (5.89), and noting (5.3) and (5.5) yields
γ|∆hfUnf |2Ω f ,h = γ(∆hfUn,∆hfUn)hΩ f = −γ(∇Unf ,∇ (∆hfUn))Ω f
= −γ ∑
j∈J f
(∆hfU
n)(p
j
)(∇Un,∇ χ f ,j)Ω f
≤ −(Wn + γ−1Un−1,∆hfUn)hΩ f − 12α(c′(x)|∇Φn|2,∆hfUn)Ω f .
(5.90)
Looking at the electric field term in (5.90), applying the Cauchy-Scharz
inequality, Young’s inequality (3.2) with ς = γ
1
2 , p = q = 2, r = |∆hfUn|0,Ω f ,
and s = α2 |[c′(x)]
1
2∇Φn|20,4,Ω f , and (3.45f) gives us
− α2 (c′(x)|∇Φn|2,∆hfUn)Ω f ≤ α2 |[c′(x)]
1
2∇Φn|20,4,Ω|∆hfUn|0,Ω f
≤ 12 α
2
4γ |[12c1]
1
2∇Φn|40,4,Ω f + 12γ|∆hfUn|20,Ω f
≤ 12 α
2
4γ |[12c1]
1
2∇Φn|40,4,Ω f + 12γ|∆hfUn|2Ω f ,h.
Plugging this into (5.90), and rearranging we obtain
γ|∆hfUn|2Ω f ,h ≤ 2(∇Wn,∇Un)Ω f + 2γ−1(∇Un−1,∇Un)Ω f
+ α
2
4γ
∣∣[12c1] 12∇Φn∣∣40,4,Ω f . (5.91)
Adding and subtracting the term 2
(∇Wn,∇Un−1)
Ω f
on the right hand side
of (5.91) gives us
γτn|∆hfUn|2Ω f ,h ≤ 2τn(∇Wn,∇Un)Ω f + 2τnγ−1(∇Un−1,∇Un)Ω f
+ α
2
4γτn
∣∣[12c1] 12∇Φn∣∣40,4,Ω f
= 2τn(∇Wn,∇ [Un −Un−1])Ω f + 2τnγ−1(∇Un−1,∇Un)Ω f
+ 2τn
(
∇Wn,∇Un−1
)
Ω f
+ α
2
4γτn
∣∣[12c1] 12∇Φn∣∣40,4,Ω f . (5.92)
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Applying (3.2) we have that
2τn
(
∇Wn,∇Un−1
)
Ω f
≤ 2τn
∣∣∇Wn∣∣
0,Ω f
∣∣Un−1∣∣
1,Ω f
≤ τn
{
̥
−1∣∣∇Wn∣∣2
0,Ω f
+̥
∣∣Un−1∣∣2
1,Ω f
}
. (5.93)
Now summing (5.92) from n = 1 → N, and applying (5.28), and (5.93),
(3.2) gives us
γ
N
∑
n=1
τn|∆hfUn|2Ω f ,h (5.94)
≤ 2
N
∑
n=1
τn(∇Wn,∇ [Un −Un−1])Ω f + 2
N
∑
n=1
τn
(
∇Wn,∇Un−1
)
Ω f
+ 2
N
∑
n=1
τnγ
−1(∇Un−1,∇Un)Ω f +
N
∑
n=1
α2
4γτn
∣∣[12c1] 12∇Φn∣∣40,4,Ω f
≤ 2̥
1
2
γ
1
2
[
̥
−1 N∑
n=1
τn
∣∣∇Wn∣∣2
0,Ω f
] 1
2
[
γ
N
∑
n=1
τn|Un −Un−1|21,Ω f
] 1
2
+
N
∑
n=1
τn
{
̥
−1∣∣∇Wn∣∣2
0,Ω f
+̥
∣∣Un−1∣∣2
1,Ω f
}
+ 2γ−1T max
n=0→N
‖Un‖21,Ω f +
N
∑
n=1
α2
4γτn
∣∣[12c1] 12∇Φn∣∣40,4,Ω f
≤ C(T) + α24γ
N
∑
n=1
τn
∣∣[12c1] 12∇Φn∣∣40,4,Ω f . (5.95)
It remains to deal with the
∣∣[12c1] 12∇Φn∣∣40,4,Ω f terms. From (1.4), (5.73), as
d = 2, (3.53b), (5.28), and (3.45f) we have, for n = 1→ N, that for h ∈ (0, h0)∣∣[12c1] 12∇Φn∣∣40,4,Ω f ≤ ∣∣[12c1] 12∇Φn|40,4,Ω
≤ C∣∣∇Φn∣∣4
0,4,Ω
≤ C[|Un|4−δ11,4,Ω f + 1]
≤ C[|∆hfUn|2− δ120,Ω f |Un|2− δ121,Ω f + 1]
≤ C[|∆hfUn|2− δ12Ω f ,h + 1].
(5.96)
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The desired result (5.84a) then follows on noting (5.95) and (5.96), and
applying (3.2). Finally, the result (5.84b) follows from (5.96), (4.8), (3.2) and
(5.84a).
Lemma 5.18. Let the assumptions of Lemma 5.13 hold. Then {u, φ}, in addition to
(5.47) and (5.49), satisfy
u ∈ L2(0, T;H2(Ω)) and φ ∈ L4(0, T;W1,4g (Ω)); (5.97)
and there exists a subsequence of {Φ+,U,W+}h satisfying (5.48a–d), (5.50a,b), and
as h, τ → 0
∆hfU
+ → ∆u weakly in L2(Ω f ,T), (5.98a)
Φ+ → φ weakly in L4(0, T;W1,4g (Ω)). (5.98b)
Proof It follows from (3.45f) and (5.84a,b) that
‖∆hfU+‖L2(Ω f ,T) + ‖Φ+‖L4(0,T;W1,4g (Ω)) ≤ C. (5.99)
From (5.99), (5.5), (3.45e), (3.45g), (5.52) and (5.48a) we have for any
η ∈ L2(0, T;W1,q(Ω f )), q > 2, that
ˆ T
0
(∆hfU
+, η)Ω fdt
=
ˆ T
0
(∆hfU
+, (I − πh)η)Ω fdt
+
ˆ T
0
[
(∆hfU
+,πhη)Ω f − (∆hfU+,πhη)hΩ f
]
dt
+
ˆ T
0
(∇U+,∇ (I − πh)η)Ω fdt−
ˆ T
0
(∇U+,∇ η)Ω fdt
→ −
ˆ T
0
(∇ u,∇ η)Ω fdt as h, τ → 0.
(5.100)
Combining (5.99), (5.100), and the denseness of L2(0, T;W1,q(Ω f )) in L
2(Ω f ,T)
yields (5.98a), and ∆u ∈ L2(Ω f ,T). The desired results (5.97) and (5.98b) also
follow from (5.99), together with the elliptic regularity result (3.6) for G f on
Ω f , as Ω f is a rectangle, and (5.47).
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Remark 5.19. The modified scheme (5.7a–c) makes use of different domains Ω and
Ω f for Φ
n and {Un,Wn}, respectively, and this makes it more difficult to implement
than the original scheme (4.1a–c). Furthermore, the numerical experiments of Kim and
Lu in [53, 56] include the substrate region in (5.7b–c), thus motivating our original
domain choice. For these reasons we compute with our original scheme (4.1a–c). We
expect the numerical results of both schemes to be very similar on Ω f in practice,
provided that the interface region does not interact with the substrate boundary.
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Chapter 6
Decoupled schemes
We present two separate decoupled schemes in this Chapter, with differing
energy properties.
6.1 Decoupled scheme with unbounded energy decrease
For the purposes of efficient computation, we wish to develop a decoupled
finite element approximation with decreasing discrete energy. The negative
electric potential term in the chemical equation (2.18b) means that a conven-
tional decoupled scheme, i.e. replacing Un by Un−1 in (4.1a), does not admit
a decreasing energy result. Therefore, in this Section we present a decoupled
scheme for which we can guarantee energy decrease:
Given {Φ0,U0} ∈ Shg × Kh, for n ≥ 1 find {Φn,Un,Wn} ∈ Shg × Kh × Sh
such that
(c(x,Un−1)∇ (Φn + Φn−1),∇ χ) = 0 ∀χ ∈ Sh0, (6.1a)
̥
(
Un −Un−1
τn
,χ
)h
+
(
b(x,Un−1)∇Wn,∇ χ
)
= 0 ∀χ ∈ Sh, (6.1b)
γ (∇Un,∇ (χ−Un)) ≥
(
Wn + γ−1Un−1,χ−Un
)h
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
∀χ ∈ Kh. (6.1c)
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Here Φ0 ∈ Shg is required due to the form of (6.1a), and it is found by solving
(c(x,U0)∇Φ0,∇ χ) = 0 ∀χ ∈ Sh0. (6.2)
The system differs from (4.1a–c) in that (6.1a) is decoupled from the (6.1b,c)
system, i.e. Un in (4.1a) replaced by Un−1 in (6.1a). Furthermore, in (6.1a) we
solve for the average of the electric field at each time-step in the sense that Φn
in (4.1a) is replaced by 12(Φ
n + Φn−1) in (6.1a). This particular discretisation
will lead to an energy decrease.
The discrete energy for the system is given by (4.2). We present some
properties of the scheme in the following results:
Lemma 6.1. Let the assumptions (A1) hold and Un−1 ∈ Kh. Then for all h, τn > 0,
there exists a solution {Φn,Un,Wn} ∈ Shg × KhUn−1 × Sh to the nth step of (6.1a–c)
with (6.2). Furthermore, the solutions {Φn,Un} are unique.
Proof The proof follows directly from the proof of Lemma 4.8.
Theorem 6.2. Let the assumptions (A1) hold and U0 ∈ Kh. Then for all h > 0 and
for all time partitions {τn}Nn−1, the solutions {Φn}Nn=0 and {Un,Wn}Nn=1 to (6.1a–c)
with (6.2) satisfy
g− ≤ 12(Φn + Φn−1) ≤ g+ in Ω, and |Φn + Φn−1|1 ≤ C n = 1→ N,
(6.3)
where g± ∈ R are defined as in (2.1), and
Un ∈ KhU0 n = 1→ N. (6.4)
Moreover,
I(Un−1,Φn) = I(Un−1,Φn−1), (6.5a)
and
I(Un,Φn) +
γ
2
|∇ (Un −Un−1)|20 +
1
2
γ−1|Un −Un−1|2h
+
τn
̥
(b(x,Un−1)∇Wn,∇Wn) ≤ I(Un−1,Φn). (6.5b)
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for n = 1→ N.
Proof The proof of the first result in (6.3) is the direct analogue of the proof of
Theorem 4.2, where we choose χ = πh[±(Φn + Φn−1 − 2g±)]+ ∈ Sh0 in (6.1a).
Moreover, similarly to (4.10), choosing χ = Φn + Φn−1 − 2x1 ∈ Sh0 in (6.1a)
gives us that
(c(x,Un−1)∇ (Φn + Φn−1),∇ (Φn + Φn−1)) ≤ (c(x,Un−1), 4),
for n = 1→ N. On recalling (1.4), it immediately follows that
|Φn + Φn−1|1 ≤ 4 cmaxcmin |Ω|,
and hence we have the second result in (6.3). Furthermore the result (6.4)
follows immediately from Lemma 6.1.
The proof of (6.5a,b) follows that in Lemma 4.1. Choosing χ = Φn−Φn−1 ∈
Sh0 in (6.1a), we obtain that, for n = 1→ N,(
c(x,Un−1), |∇Φn|2
)
=
(
c(x,Un−1), |∇Φn−1|2
)
.
Therefore, on noting (4.2), we have the desired result (6.5a). Similarly, arguing
as in (2.13)-(2.14), and taking numerical integration into account, we obtain the
analogue of (2.15), that is, for n = 1→ N,
γ
2 |Un−1|21 − γ2 |Un|21 − γ2 |Un −Un−1|21 − 12α(c(x,Un−1), |∇Φn|2)
≥ τn
̥
(b(x,Un−1)∇Wn,∇Wn) + γ−12 |Un−1|2h − γ
−1
2 |Un|2h
+ γ
−1
2 |Un −Un−1|2h − 12α(c(x,Un), |∇Φn|2).
Rearranging, and taking note of (4.2) we get the second energy property (6.5b).
Remark 6.3. Combining (6.5a,b) yields that
I(Un,Φn) ≤ I(Un−1,Φn−1),
for n = 1 → N, i.e. the discrete energy decreases monotonically at each time-step.
However, it does not appear possible to derive a lower bound for I(Un,Φn), similarly
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to (4.12), since we have only the second bound in (6.3) as opposed to (4.11). In fact, in
practice we observe that the decrease of I(Un,Φn) is unbounded as n increases. At the
same time, the electric field approximations become highly oscillatory. See the results
in Section 7.2.
6.2 Decoupled scheme with stability terms
Motivated by the failure of the scheme (6.1a–c) with (6.2) in Section 6.1, we
wish to develop a stable decoupled finite element approximation. We consider
the system given by:
GivenU0 ∈ Kh, for n = 1→ N find {Φn,Un,Wn} ∈ Shg× Kh× Sh such that
(
c(x,Un−1)∇Φn,∇ χ
)
= 0 ∀χ ∈ Sh0, (6.6a)
̥
(
Un −Un−1
τn
,χ
)h
+
(
b(x,Un−1)∇Wn,∇ χ
)
= 0 ∀χ ∈ Sh, (6.6b)
(ρ+ γ) (∇Un,∇ (χ−Un)) ≥
(
Wn + γ−1Un−1,χ−Un
)h
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
+ ρ
(
∇Un−1,∇ (χ−Un)
)
∀χ ∈ Kh, (6.6c)
where ρ > 0 is a constant which will be chosen sufficiently large to ensure
stability. The extra terms in (6.6c) are stabilisation terms, and in addition the
system differs from (6.1a–c) in that Φn + Φn−1 in (6.1a) is replaced by Φn in
(6.6a). The discrete energy is still given by (4.2), but now an arbitrary Φ0 ∈ Shg
is enough to satisfy the energy properties in the first time-step.
Remark 6.4. The system (6.6a–c) with ρ = 0 corresponds to a conventional decoupled
system. We note that the results of Lemma 6.5, Theorem 6.6 and Lemma 6.7 presented
below all hold for the system with ρ = 0, but crucially we require ρ > 0 for the stabilty
result of Theorem 6.8.
Lemma 6.5. Let the assumptions (A1) hold and Un−1 ∈ Kh. Then for all h, τn > 0,
there exists a solution {Φn,Un,Wn} ∈ Shg × KhUn−1 × Sh to the nth step of (6.6a–c).
Furthermore, the solutions {Φn,Un} are unique.
Proof The proof follows directly from the proof of Lemma 4.8.
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Theorem 6.6. Let the assumptions (A1) hold and U0 ∈ Kh. Then for all h > 0 and
for all time partitions {τn}Nn−1, the solution {Φn,Un,Wn}Nn=1 to (6.6a–c) satisfies
g− ≤ Φn ≤ g+ in Ω, and |Φn|1 ≤ C n = 1→ N, (6.7)
where g± ∈ R are defined as in (2.1),
I(Un,Φn) ≥ −C n = 1→ N, (6.8)
and
Un ∈ KhU0 n = 1→ N. (6.9)
Moreover,
I(Un−1,Φn) = I(Un−1,Φn−1) + 1
2
α(c(x,Un−1), |∇ (Φn −Φn−1)|2), (6.10a)
and
I(Un,Φn) + (ρ+
γ
2
)|∇ (Un −Un−1)|20 +
1
2
γ−1|Un −Un−1|2h
+
τn
̥
(b(x,Un−1)∇Wn,∇Wn) ≤ I(Un−1,Φn), (6.10b)
for n = 1→ N, where Φ0 ∈ Shg is arbitrary.
Proof The proof of the first result in (6.7) is the direct analogue of the proof
of Theorem 4.2. Moreover, similarly to (4.10), choosing χ = Φn − x1 ∈ Sh0 in
(6.6a) gives us that
(c(x,Un−1)∇Φn,∇Φn) ≤ (c(x,Un−1), 1), (6.11)
for n = 1→ N. On recalling (1.4), it immediately follows from (6.11) that
|Φn|1 ≤ cmaxcmin |Ω|,
and hence we have the second result in (6.7).
To prove (6.8) wemust bound the two negative terms in the discrete energy
from below, recall (4.2). Firstly, since Un ∈ Kh for n = 1 → N, and by (3.45f),
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we have that
|Un|2h ≤ (d + 2)|Un|20 ≤ (d + 2)|Ω|2.
In addition, from the second result in (6.7) we have that
(c(x,Un), |∇Φn|2) ≤ cmax|Φn|21 ≤ C.
Combining both of these bounds we obtain the result (6.8). Furthermore the
result (6.9) follows immediately from Lemma 6.5.
The proof of (6.10a,b) follows that in Lemma 4.1. Choosing χ = Φn −
Φn−1 ∈ Sh0 in (6.6a), and applying (2.10) we obtain that, for n = 1→ N,(
c(x,Un−1), |∇Φn−1|2 + |∇ (Φn−1 −Φn)|2
)
=
(
c(x,Un−1), |∇Φn|2
)
.
Therefore, on noting (4.2), we have the desired result (6.10a). Similarly, arguing
as in (2.13)-(2.14), and taking numerical integration into account, we obtain the
analogue of (2.15), that is, for n = 1→ N,
γ
2 |Un−1|21 − γ2 |Un|21 − (ρ+ γ2 )|Un −Un−1|21 − 12α(c(x,Un−1), |∇Φn|2)
≥ τn
̥
(b(x,Un−1)∇Wn,∇Wn) + γ−12 |Un−1|2h − γ
−1
2 |Un|2h
+ γ
−1
2 |Un −Un−1|2h − 12α(c(x,Un), |∇Φn|2).
Rearranging, and taking note of (4.2) we get the second energy property
(6.10b).
It follows from (6.10a) and (6.10b) that in order to prove stability for the
scheme (6.6a–c) we need to control the last term on the right hand side of
(6.10a). This will be the subject of the remainder of this Section.
Lemma 6.7. Let d = 2 and the remaining assumptions of Lemma 3.8 hold. Then for
all p ∈ [2, 2+ δ1] and for all h ∈ (0, h0),
|∇Φn|0,p ≤ C∗ ∀n = 1→ N. (6.12)
Proof Let Φ˜n = Φn − x1 ∈ Sh0. Then
|∇Φn|0,p ≤ C
[
|∇ Φ˜n|0,p + 1
]
.
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The result (6.12) now follows from (3.84), (6.6a) and (1.4), similarly to the proof
of Lemma 5.12.
Theorem 6.8. Let d = 2, and the remaining assumptions of Lemma 3.8 and Theorem
6.6 hold. Then there exists a µ > 0 such that for all ρ ∈ [µ,∞), the solution
{Φn,Un,Wn}Nn=1 to (6.6a–c) satisfies
I(Un,Φn) +
n
∑
k=1
{γ
2
|Uk −Uk−1|21 +
1
2
γ−1|Uk −Uk−1|2h
}
+
n
∑
k=1
τk
̥
(b(x,Uk−1)∇Wk,∇Wk) ≤ I(U0,Φ0). (6.13)
Proof For ease of notation, we let cn = c(x,Un). Applying (6.6a), the Cauchy-
Schwarz inequality and Young’s inequality (3.2) implies that, for n = 2→ N(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
= −
(
c(x,Un−1)∇Φn−1,∇ (Φn −Φn−1)
)
=
(
[cn−2 − cn−1]∇Φn−1,∇ (Φn −Φn−1)
)
=
(
[cn−1]−
1
2 [cn−2 − cn−1]∇Φn−1, [cn−1] 12∇ (Φn −Φn−1)
)
≤
(ˆ
Ω
[cn−2−cn−1]2
cn−1 |∇Φn−1|2dx
) 1
2
(ˆ
Ω
cn−1|∇ (Φn −Φn−1)|2dx
) 1
2
≤ 1
2
ˆ
Ω
[cn−2−cn−1]2
cn−1 |∇Φn−1|2dx +
1
2
ˆ
Ω
cn−1|∇ (Φn −Φn−1)|2dx.
Rearranging this equation, noting that c(x, ·) is affine linear, and applying
Ho¨lder’s inequality for r, s ∈ (1,∞) such that 1r + 1s = 1, we have that, for
n = 2→ N(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
≤
ˆ
Ω
(c(x,Un−2)−c(x,Un−1))2
c(x,Un−1) |∇Φn−1|2dx
=
ˆ
Ω
1
c(x,Un−1)(
c1
2 (U
n−2 −Un−1))2|∇Φn−1|2dx
≤ 1cmin (c′max)2
ˆ
Ω
|Un−2 −Un−1|2|∇Φn−1|2dx
≤ 1cmin (c′max)2|(Un−2 −Un−1)2|0,r||∇Φn−1|2|0,s
≤ 1cmin (c′max)2|Un−2 −Un−1|20,q|∇Φn−1|20,p
(6.14)
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where p = 2s, q = 2r = 2pp−2 > 2, and cmin, and c
′
max are as in (1.4). It then
follows from (6.12) that
1
2
α
(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
≤ α
2cmin
(c′max)2C2∗|Un−1 −Un−2|20,q,
(6.15)
if p ∈ [2, 2+ δ1]. From the Sobolev embedding theorem, we have that for any
χ ∈ H1(Ω)
|χ|0,q ≤ C‖χ‖1 for any q ∈ [1,∞) . (6.16)
Since (Un, 1) = (Un−1, 1), n = 1 → N, we have that (Un−1 − Un−2, 1) =
0, n = 2 → N, and so, applying (6.16) and the Poincare´ inequality we have
that
|Un−1 −Un−2|20,q ≤ C1‖Un−1 −Un−2‖21
≤ C2|Un−1 −Un−2|21 for any q ∈ [1,∞) .
(6.17)
On applying (6.17) to (6.15) we have
1
2
α
(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
≤ µ|Un−1 −Un−2|21,
where µ := α(c
′
max)
2
2cmin
C2∗C2, and hence for ρ ≥ µ we have that
1
2
α
(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
≤ ρ|∇ (Un −Un−1)|20, (6.18)
for n = 1 → N. Now, combining (6.10a) and (6.10b) at the time-step k ≥ 1,
leads to the intermediate step
I(Uk,Φk) +
γ
2
|∇ (Uk −Uk−1)|20 +
1
2
γ−1|Uk −Uk−1|2h
+ ρ|∇ (Uk −Uk−1)|20 −
1
2
α
(
c(x,Uk−1), |∇ (Φk −Φk−1)|2
)
+
τk
̥
(b(x,Uk−1)∇Wk,∇Wk) ≤ I(Uk−1,Φk−1). (6.19)
Summing (6.19) over k = 1 → n gives us the desired result (6.13), on noting
(6.18).
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Remark 6.9. In practice µ is unknown, due to the unknown constants in (6.17) and
(6.12). Therefore we must choose a conservatively large ρ, and analyse the discrete
energy behaviour. That is, we must check to see if I(Un,Φn) ≤ I(Un−1,Φn−1) for
a chosen ρ and τn. It turns out that in practice this is often satisfied for ρ = 0. See
Section 7.3 for details.
Remark 6.10. For d = 3, the Sobolev embedding theorem implies that for any χ ∈
H1(Ω)
|χ|0,6 ≤ C‖χ‖1,
rather than (6.16), and so we can only apply (6.14) with p = 3. Therefore, to obtain
stability for d = 3, we require a bound on |∇Φn|0,3 for n = 1 → N, and the
availability of this is not guaranteed.
In Section 7.3 we investigate how the choice of stability parameter affects
the behaviour of solutions, and in particular discuss whether we obtain energy
decrease in practice. We present results in Section 7.4 demonstrating that the
coupled scheme (4.1a–c) can be reliably approximated by the more efficient
decoupled scheme (6.6a–c). In Section 7.5, we present numerical results for
(6.6a–c) demonstrating the desired multiple pillar growth in both two and
three space dimensions.
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Chapter 7
Practical considerations and
numerical results
In this Section we discuss the practical concerns of implementing our finite
element approximations to (2.18a–f). We discuss the choice of iterative solvers,
and compare the performance of the coupled and decoupled schemes, before
presenting numerical results, but first we discuss the effects of our parameter
choices.
We take, for the phase initial conditions u0(x), some perturbation from
the uniform interface, a straight line in two dimensions, or a plane in three
dimensions. If the electric field is removed from the system (by setting α = 0)
we would expect these perturbations to decay to zero.
The region Ωs = {x ∈ Ω : −L1 ≤ x1 ≤ −L1 + a} represents a thin
substrate region of thickness a, which is unaffected by the system. We fix
a = 0.125 throughout this thesis. In the model, the distribution of the electric
field is controlled by the function c(x, u), and the strength of the electric field’s
influence on the phase variable u is controlled by the parameter α.
To obtain the desired multiple pillar growth, the electric field parameter α
must be large in comparison to themaximumvalues of the diffusion coefficient
c(x, ·) and the mobility function b(x, ·). Furthermore, the domain Ω must be
wide to allow for multiple pillars to develop to minimise the impact of the
boundary conditions. We fix our domain to be Ω = (−1, 1)d throughout.
With regards to implementing the desired mesh, we use the adaptive finite
element code Alberta-3.0-rc6, a release candidate for a successor of Alberta
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2.0.1, see [63]. The code uses bisectioning, and its reversal, for refining and
coarsening, respectively. Further detail is provided in [63]. We note that
implementing the separate domains in the modified coupled scheme (5.7a–c)
is problematic in Alberta, and this motivates the use of scheme (4.1a–c).
Our mesh refinement strategy is as follows, where we follow the approach
in [15] for d = 2, and the approach in [7] for d = 3.
Given two parameters Nc < N f , we set hc :=
2
Nc
and h f :=
2
N f
, to be the
coarsest and finest element sizes, respectively.
For d = 2, we choose our initial triangulation T 0 to be a uniform
partitioning of Ω into triangles σ of diameter hσ = 21/2h f and fix the
parameters δ f = 10
−9 and δc = 10−11. Then, for n ≥ 1, given Un−1 and a
triangulation T n−1, a simplex σ ∈ T n−1 is marked for refinement if it, or one
of its neighbouring elements, satisfies
ησ :=
∣∣∣∣minx∈σ |Un−1(x)| − 1
∣∣∣∣ > δ f . (7.1)
If a triangle that is marked for refinement satisfies hσ > 2
1/2h f , it is refined
into two smaller triangles via a bisectioning of its longest edge. A triangle σ is
marked for coarsening if it satisfies hσ < 2
1/2hc and ησ < δc. A triangle that
is marked for coarsening is coarsened only if all its neighbouring elements are
marked for coarsening as well, and the coarsening reverses the bisectioning
made in previous adaptive steps. This cycle is repeated until no triangle has
been refined or coarsened. We note that the maximum number of cycles is
N f
Nc
.
However, after the initial mesh is obtained, the number of refined or coarsened
elements in subsequent time levels is quite small.
For d = 3, we adapt the above approach to three space dimensions. We
set vol f =
1
6h
3
f and volc =
1
6h
3
c , i.e. the volumes of a tetrahedron with three
right-angled and isosceles faces with side lengths h f and hc, respectively. We
start with an initial partition T 0 consisting of uniform tetrahedra for which
vol(σ) ≤ vol f , and fix the parameters δ f = 10−8 and δc = 10−10. Then for n ≥
1, given Un−1 and a partition T n−1, a tetrahedron is marked for refinement
if it satisfies (7.1). If a marked tetrahedron’s volume satisfies vol(σ) ≥ 2vol f ,
it is refined via bisectioning of its longest edge. An element is marked for
coarsening if it satisfies vol(σ) ≤ 12volc and ησ < δc. After the initial mesh
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is obtained, the number of refined or coarsened elements in subsequent time
levels is quite small.
In choosing the interface and mesh parameters we adopt the following
strategy throughout this thesis. The interface thickness is approximately γπ
(by the formal asymptotics, see Section 2.1). Given a γ > 0, we choose N f such
that there are at least approximately 8 mesh points across the interface in each
coordinate direction. That is 8h f ≤ γπ and so N f ≥ 16γπ . We choose Nc such
that, with a = 0.125, the mesh aligns with the substrate region, thus satisfying
the assumptions (A1). We also require Nc ≥ N f8 , adhering to the convention of
[15] and [12]. Therefore unless otherwise stated we fix Nc = 16.
We use smooth non-symmetric quasi-random initial conditions given by
u0(x) :=

−1 r(x) ≤ −γπ2 ,
1 r(x) ≥ γπ2 ,
sin
r(x)
γ |r(x)| < γπ2 ,
(7.2)
where, for d = 2, r(x) := −x1 + l + ∑ki=1 ǫi cos
(
niπ(x2−yi)
L2
)
with l ∈ (−L1 +
a, 0), k = 10, ni ∈ [−15, 15], ǫi ∈
(
0,
l−(−L1+a)
30
)
, and yi ∈ [0, 1). For
d = 3, r(x) := −x1 + l + ∑ki=1 ǫi cos
(
niπ(x2−yi)
L2
)
cos
(
n˜iπ(x3−y˜i)
L3
)
with ni, n˜i ∈
[−25, 25], ǫi ∈
(
0,
l−(−L1+a)
10
)
, and yi, y˜i ∈ [0, 1).
Throughout this Chapter we fix b f (r) = b0 > 0 for all r ∈ R, and, unless
stated otherwise, we fix the parameters b0 = 1, c0 = 1, c1 = 1.25, ̥ =
1
8π , γ =
1
8π , , α = 100, l = −0.5, τn = τ = 10−6, n = 1 → N, and N f = 128
(and Nc = 16). We use a solver tolerance of tol = 10−8 throughout this thesis,
unless otherwise stated.
7.1 Gauss-Seidel method for the Cahn-Hilliard system
For the decoupled scheme (6.6a–c), we note that (6.6a) is independent of the
{Un,Wn} system, so we solve it first to obtain Φn, using either conjugate
gradient or multigrid solvers. Then we solve the decoupled system (6.6b,c)
for {Un,Wn}. We do this using a ”Gauss-Seidel type” iterative method, as in
[15], and with this in mind we rewrite the system as follows:
7.1. GAUSS-SEIDEL METHOD FOR THE CAHN-HILLIARD SYSTEM 126
Given Φn ∈ Shg for n ≥ 1, find {Un,Wn} ∈ KJ ×RJ such that
̥MUn + τnA
n−1Wn = r,
(ρ+ γ)(χ−Un)TBUn − (χ−Un)TMWn ≥ (χ−Un)Ts ∀χ ∈ KJ ,
where K := [−1, 1], and M, B, and An−1 are symmetric J ×J matrices, J :=
#J with entries
Mij := (χi,χj)
h, Bij := (∇ χi,∇ χj), An−1ij := (b(x,Un−1)∇ χi,∇ χj),
and r := ̥MUn−1 ∈ RJ , s := γ−1MUn−1 + ρBUn−1 + s˜ ∈ RJ ,
(7.3)
where s˜j :=
1
2α(c
′(x)|∇Φn|2,χj), j = 1 → J . To construct the iterative solver
we let An−1 ≡ AD − AL − ATL with AL and AD being the lower triangular and
diagonal parts of the matrix An−1, and similarly for B. Then the ”Gauss-Seidel
type” iterative method to solve (6.6b,c) is given by the following.
Given {Un,0,Wn,0} ∈ Kh × Sh, for k ≥ 1 find {Un,k,Wn,k} ∈ Kh × Sh such
that
̥MUn,k + τn(AD − AL)Wn,k = r + τnATLWn,k−1, (7.4a)
(χ−Un,k)T
(
(ρ+ γ)(BD − BL)Un,k −MWn,k
)
≥ (χ−Un,k)T
(
s + (ρ+ γ)BTLU
n,k−1
)
∀χ ∈ KJ . (7.4b)
Convergence of the algorithm (7.4a,b) is given by the following Theorem
from [15].
Theorem 7.1. Let the assumptions (A1) hold. Then for {Un,0,Wn,0} ∈ Kh × Sh the
sequence {Un,k,Wn,k}k≥0 generated by the algorithm (7.4a,b) satisfies
‖Un −Un,k‖1 → 0 and (b(x,Un−1), |∇ (Wn −Wn,k)|2) → 0 as k → ∞.
Proof The proof presented in [15, Theorem 4.1] immediately carries across to
(7.4a,b).
Remark 7.2. As noted in [15], the iterative step (7.4a,b) can be solved explicity for
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j = 1→ J , by setting
rˆ := r + τn
(
ALW
n,k + ATLW
n,k−1
)
and sˆ := s + (ρ+ γ)
(
BLU
n,k + BTLU
n,k−1
)
.
Then, using the notation
[s]K := max{−1,min{s, 1}},
the solution for j = 1→ J is given by
[Un,k]j =
[
Mjjrˆj + τnA
n−1
jj sˆj
̥[Mjj]2 + τn(ρ+ γ)A
n−1
jj Bjj
]
K
, and [Wn,k]j =
rˆj −̥Mjj[Un,k]j
τnA
n−1
jj
.
(7.5)
Remark 7.3. In some cases we may wish to use a Successive Over-Relaxed (SOR)
method instead of (7.5), because this performs better. In this case we have, for a given
ω ∈ (0, 2),
[Un,k]j =
[
ω
Mjjrˆj + τnA
n−1
jj sˆj
̥[Mjj]2 + τn(ρ+ γ)A
n−1
jj Bjj
+ (1−ω)[Un,k−1]j
]
K
,
and [Wn,k]j =
rˆj −̥Mjj[Un,k]j
τnA
n−1
jj
.
We compute using the Gauss-Seidel algorithm until the stopping criterion
|Un,k −Un,k−1|∞ < 10−8,
is satisfied.
It is worth noting that there are several alternative solution methods for the
system (7.4a,b) considered in the recent literature, and in particular multigrid
methods for the Cahn-Hilliard system are now widely used. A Uzawa-type
multigrid method is proposed in [46] for the case of constant mobility, and
extended in [7] to the case of degenerate mobility. A full multigrid method is
proposed in [8] which demonstrates faster convergence rates than the Uzawa-
multigrid method. Furthermore, a primal-dual active set method (PDAS)
method is proposed in [18].
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7.2 Numerical results for the decoupled scheme with energy
decrease
We note that the decoupled scheme (6.1a–c) with (6.2) is solved using the
methods described in Section 7.1, and in particular the result from Theorem 7.1
carries over to this scheme. From Theorem 6.2 this scheme has energy decrease
and a discrete maximum principle result holds for the average potential over
successive time-steps. However, in practice, we observe that the Φn solution
tends to oscillate over time, which leads to large gradients in Φn, leading to
large energy decrease. Recall that for the scheme (6.1a–c) with (6.2) the discrete
free energy I(Un,Φn) is not bounded from below.
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Figure 7.1: Graphs of the integral terms in Table 7.1, and the discrete energy
(4.2) for the system (6.1a–c) with (6.2) with α = 0.1. The integral terms
are labelled: (a), (c(x,Un−1), 1); (b), (c(x,Un−1), |12∇ (Φn + Φn−1)|2); and
(c), (c(x,Un−1), |∇Φn|2).
Table 7.1: Maximum values of the key integrals in equations (6.3), (7.6), for the
system (6.1a–c) with (6.2), with α = 0.1, and T = 0.1.
Integral Max. over [0, 0.1] occurs at time
(a), (c(x,Un−1), 1) 5.254789 0.099997
(b), (c(x,Un−1), |12∇ (Φn + Φn−1)|2) 4.794318 0.087352
(c), (c(x,Un−1), |∇Φn|2) 781.0527 0.1
In fact, in practice the energy decrease for the system is unbounded. For
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(a) electric field, t = 4 ∗ 10−2
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(f) phase morphology, t = 6 ∗
10−2
Figure 7.2: Electric field, Φn, and phase morphology, Un, for the system (6.1a–
c) with (6.2) with α = 0.1.
bounded energy decrease we would require
(c(x,Un−1), |∇Φn|2) ≤ C, (7.6)
for some constant C > 0. However, the system (6.1a–c) offers no control upon
this integral, even though we know that (6.3) holds. Table 7.1 gives an account
of these terms for an example run, and Figure 7.1 shows the behaviour of the
different integrals (Figure 7.1a) and the unbounded energy decrease (Figure
7.1b) for the system. The results are obtained with parameters α = 0.1, T =
0.1, and the quasi-random initial conditions (7.2). We note that the value of
α here is much smaller than elsewhere in this thesis, since the morphologies
generated by (6.1a–c) for larger α exhibit multiple changes in topology.
The system (6.1a–c) with (6.2) produces morphologies with substantial
interface growth, but it is not the type of interface growth we desire. The
electric field strength (α = 0.1) in this case is small, and so the initial
perturbations in the interface decay rather than grow. We observe that
the morphologies are developing from the straight line steady state due
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to numerical noise. This oscillation of the electric field, and morphology
development is demonstrated in Figure 7.2.
Therefore, as mentioned in remark 6.3 we abandon the scheme (6.1a–c)
with (6.2), and all future references to a decoupled scheme refer only to (6.6a–
c).
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(a) phase profile, ρ = 0
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(b) phase profile, ρ = 1
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(c) mesh, ρ = 0
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(d) mesh, ρ = 1
Figure 7.3: Comparison of phase profiles and meshes for the decoupled
scheme (6.6a–c) with stability parameter values of ρ = 0, and ρ = 1, at time
T = 10−3. We note that the energy decreases at every time-step. We choose
quasi-random initial conditions and parameters γ = 18π , N f = 128, Nc = 16
and α = 100.
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7.3 Stability parameter in the decoupled schemewith stability
terms
In this Section we discuss the choice of the stability parameter ρ in (6.6a–c). As
we mentioned in remark 6.8, stability of the method requires a conservative
choice of the stability parameter ρ, and we must check that I(Un,Φn) ≤
I(Un−1,Φn−1) for a chosen τn. We note that, for the adaptive mesh with grid
coarsening allowed between time-steps, the energy equality (6.10a) in general
no longer holds and fails regularly in practice. However we observe that
grid coarsening does not appear to affect the energy decrease of the system
in practice.
For our set of parameters, and for the simulations performed, we observe
that the energy decreases in practice at every time-step for the system (6.6a–c),
even with ρ = 0.
However, the parameter ρ also has an effect on the interface growth rate of
solutions, as we can see from Figure 7.3. As ρ increases, the growth rate of the
pillars is decreasing, as the morphology is more advanced for ρ = 0.
The behaviour seen in Figure 7.3 should disappear as τ → 0, because as
the time-step decreases, the difference between the stability terms on either
side of (6.6c) tends to zero. Therefore we compute with a smaller time-
step τ = 10−8 and present the results in Figure 7.4. Indeed we see that
the differences between the morphologies in Figures 7.4a and 7.4b, and the
differences between the meshes in Figures 7.4c and 7.4d are both reduced. This
shows that the effect observed in Figure 7.3 decreases with smaller τ.
Despite the decreasing energy of our system (6.6a–c) for our chosen
parameters, the stability terms in (6.6a–c) are in general necessary because the
energy decrease may fail for more aggressive parameter choices. In general we
monitor the energy decrease of our computations, and we increase the value
of ρ if we observe any energy increases.
7.4 Numerical results for the coupled scheme
We want to compare the coupled scheme (4.1a–c) with the decoupled scheme
(6.6a–c), with ρ = 0. For the solution of the coupled scheme (4.1a–c) we
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(a) phase profile, ρ = 0
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(b) phase profile, ρ = 1
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(c) mesh, ρ = 0
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(d) mesh, ρ = 1
Figure 7.4: Comparison of phase profiles and meshes for the decoupled
scheme (6.6a–c) computedwith a small time-step, andwith stability parameter
values of ρ = 0 and ρ = 1, at time T = 10−3. Parameters are as in Figure 7.3,
but with τn = 10−8.
employ the fixed point iteration (4.14a–c).
We solve the system (4.14a) for Φn,j, and then solve the system (4.14b,c) for
{Un,j,Wn,j}, until
|Un,j −Un,j−1|∞ + |Φn,j −Φn,j−1|∞ < 10−7.
The lagging in the iteration (4.14a–c) enables us to use the solvers we have for
the decoupled scheme. This means that for the system (4.14b,c) we apply a
Gauss-Seidel iterative solver, whilst the linear system (4.14a) is easily solved
using either the conjugate gradient or multigrid solvers. We use a tolerance of
10−8 for each of these individual solves, to aid convergence.
In practice, the fixed point iteration is less efficient than the solution of the
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(a) decoupled
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(b) coupled
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Figure 7.5: Comparison of phase profiles and adaptive meshes for the decou-
pled scheme (6.6a–c) and the coupled scheme (4.1a–c) at time T = 5 ∗ 10−4.
We choose quasi-random initial conditions, and parameters γ = 18π ,N f = 128
and ρ = 0.
decoupled scheme (6.6a–c), because of the increased number of solves required
at each time-step, particularly in three dimensions. We therefore seek to show
that the decoupled system (6.6a–c) is a reliable approximation to the coupled
system in two dimensions.
Figure 7.5 shows the comparison of results for the coupled and decoupled
schemes with ρ = 0 at time T = 5 ∗ 10−4. In Figures 7.5c and 7.5d we
display the adaptive meshes for the morphologies in Figures 7.5a and 7.5b,
respectively. We observe that the interface is being tracked by the heavily
refined regions. We compare the respective discrete energies in Figure 7.6 and
we can see that the results are almost identical to the naked eye. In fact the
maximal difference between the energies of the two different schemes is 0.07
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(a relative difference of 0.02%).
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Figure 7.6: Comparison of energy profiles for the decoupled scheme (6.6a–c),
and the coupled scheme (4.1a–c). Parameters are as in Figure 7.5.
It remains to analyse the relative performance of the schemes (6.6a–c) and
(4.1a–c). We completed runs for two dimensions to an end time of T = 5∗ 10−4,
for both decoupled and coupled schemes. We compare the iterations and CPU
times in Table 7.2.
It is clear from Table 7.2 that the coupled scheme is slower than the
decoupled scheme. The number of outer iterations for the coupled scheme
is small, so the difference in CPU time is not too large. Furthermore, we can
see that the average number of inner iterations for the coupled scheme, for
both the Φ and {U,W} systems, is significantly smaller than those for the
decoupled scheme.
We might expect the average number of inner iterations to be similar
for both schemes, and then we would expect the coupled scheme to be
approximately 11 times slower than the decoupled scheme, judging by the
number of outer iterations. In fact the number of inner iterations decreases
with each outer iteration. This is because each iterate is used as an initial
guess for the next step, and so with each outer iteration the initial guess is
more accurate, and therefore less inner iterations are required. Therefore the
coupled scheme is actually performing better than expected, because it is only
about 4 times slower than the decoupled scheme in this example.
However, were kinetics to be added to the system, we would expect a
coupled scheme to become impractical. In particular, the velocity, which is
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Table 7.2: Comparison of solver performance for the decoupled scheme (6.6a–
c) and the fixed point iterative solver (4.14a–c). The parameters are the same
as those listed in Figure 7.5. The electric field system for Φ is solved using a
multigrid solver.
Discrete System Decoupled (6.6a–c) Iteration (4.14–c)
Total CPU time 68 sec 271 sec
Breakdown of CPU times
Φ 13.1% 23.2%
{U,W} 74.6% 67.0%
Inner Iterations
Φ average 5 2
{U,W} average 381 125
Outer Iterations
Average 1 11
Maximum 1 21
given as the solution of a Stokes problem, requires a large number of degrees of
freedom, and a large number of inner iterations at each time-step, thus making
the coupled solve inefficient. The decoupled scheme becomes particularly
effective in three dimensions, where the large velocity system means that
solving for the velocity more than once per time-step is undesirable and
computationally expensive.
As we have already noted, the discrete energies for the decoupled and
coupled schemes are very similar. We also note from Figure 7.5 that the
phase profiles for the decoupled system are similar to the coupled system.
Crucially, we have also observed that the discrete energy properties (6.10a),
and (6.10b) are satisfied up to tolerance. We are thus satisfied that we can apply
the decoupled scheme (6.6a–c) as a reliable approximation to the convergent
coupled scheme (4.1a–c).
7.5 Numerical results for the decoupled scheme with stability
terms
In [53], Kim and Lu observed that for models without kinetics, the films
evolve into a single large pillar. Therefore, obtaining numerical results that
demonstrate the desired multiple pillar growth requires an informed choice of
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parameters. The results for the scheme (6.6a–c) are presented in both two and
three dimensions in Figures 7.7 and 7.9, respectively. The adaptive meshes at
particular timesteps for both two and three dimensions are shown in Figures
7.8 and 7.10. We can see clearly how the adaptive meshes are tracking the
evolution of the interface.
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Figure 7.7: Morphology evolution of system (6.6a–c) for d = 2, with ρ = 0, α =
100, γ = 18π , N f = 128, τ = 10
−6, and initial conditions (7.2).
From Figure 7.7d it is apparent that the smaller pillars are absorbed into the
larger pillars, suggesting that any steady state that forms will consist of only
one large pillar, or at the very least, large sparsely distributed pillars. Running
the solution for longer times confirms that this is indeed the case. Recalling the
solar cell applications in [53, 56] and [28], greater efficiency can be achieved by
morphologies consisting of many densely distributed pillars. For d = 3, we see
in Figure 7.9f that we have uneven pillar growth, with growth predominantly
in the boundary regions. To obtain a finer arrangement of pillars will require
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Figure 7.8: Mesh at time t = 10−3 for d = 2, for the system (6.6a–c) with
parameters as in Figure (7.7).
a careful choice of parameters. With these observations and the results of [53]
in mind, we now consider the full model with kinetics.
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(a) t = 0 (b) t = 2 ∗ 10−4 (c) t = 4 ∗ 10−4
(d) t = 6 ∗ 10−4 (e) t = 8 ∗ 10−4 (f) t = 10−3
Figure 7.9: Morphology evolution of system (6.6a–c) for d = 3, with α =
100, ρ = 0, γ = 18π , N f = 128, τ = 10
−6, and quasi-random initial conditions
(7.2).
Figure 7.10: Mesh at time t = 4 ∗ 10−3 for d = 3, for the system (6.6a–c) with
parameters as in Figure (7.9). The mesh here is the underlying mesh for the
morphology in Figure 7.9c.
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Chapter 8
Introducing kinetics to the model
In the remainder of this thesis we introduce kinetics into our Cahn-Hilliard
equation with an electric field model, and investigate suitable finite element
approximations.
8.1 The interface model with kinetics
Models coupling the Cahn-Hilliard equation with an evolutionary Stokes
flow, or indeed the evolutionary Navier-Stokes equations have been studied
extensively. Coupling a quasi-static Stokes flow with our Cahn-Hilliard
equation with an electric field is motivated by the study of certain industrial
applications. An evolutionary Navier-Stokes-Cahn-Hilliard model with a
smooth potential is considered in [39, 52], and a convergence analysis for
a finite element approximation gives an existence result for the continuous
problem. A related model, motivated by the process of electrowetting, is
presented in [35], and replacing Navier-Stokes by the Stokes system is con-
sidered. However, although some numerical experiments in two dimensions
are presented, the analysis of the underlying discretisation is not considered.
A discontinuous Galerkin approach to a Cahn-Hilliard model, again with a
smooth potential, with a convection term is considered in [51]. However, to
our knowledge there are no attempts at a finite element approximation to a
Cahn-Hilliard-Stokes model with an obstacle potential in the literature.
Returning to our industrial example of organic photovoltaic devices, in-
troducing a flow to the system will affect the resulting morphologies. The
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observations in Section 7.5 suggest that for two dimensions, the solution will
tend to a single pillar steady state. To promote multiple pillar growth we
consider kinetics in our model by introducing the Stokes equations. This
approach is motivated by the work of Dongchoul Kim and Wei Lu in [53, 56],
and Buxton and Clarke in [28]. Their models used smooth potentials, whereas
we are considering only the obstacle potential (1.2). Therefore we consider the
model given by the following system of partial differential equations:
Find functions u(·, t) : Ω → K, w(·, t), φ(·, t) : Ω → R, and v(·, t) : Ω →
R
d, p(·, t) : Ω → R such that for a.e. t ∈ (0, T]
̥
∂u
∂t
+ βv · ∇ u−∇ · (b(x, u)∇w) = 0 in Ω, (8.1a)
w = −γ∆u + γ−1Ψ′(u)− 1
2
αc′(x)|∇ φ|2 in Ω, where |u| < 1, (8.1b)
b(x, u)∇w · ν∂Ω = ∇ u · ν∂Ω = 0 on ∂Ω, (8.1c)
u(x, 0) = u0(x) ∈ K ∀x ∈ Ω, (8.1d)
∇ · (c(x, u)∇ φ) = 0 in Ω, (8.1e)
c(x, u)∇ φ · ν∂Ω = 0 on ∂NΩ, φ = g± on ∂±DΩ, (8.1f)−∆v +∇ p = λw∇ u∇ · v = 0 in Ω, (8.1g)
v = 0 on ∂±DΩ ∪Ωs, (8.1h)
(∇ v) ν∂Ω − p ν∂Ω = 0 on ∂NΩ, (8.1i)
p = 0 on Ωs, (8.1j)
where β, λ are constants such that λβ > 0, and (∇ v)ij = ∂vi∂xj for i, j = 1→ d. In
this model v is the velocity, and p is the pressure. The model (8.1a–j) couples
the Stokes system (8.1g–j) to our original model (2.18a–f) via the convection
term +βv · ∇ u in (8.1a). The Stokes system (8.1g–j) has stress-free boundary
conditions (8.1i) on boundary ∂NΩ. We have extended v and p to the substrate
by zero.
We note that the obstacle potential Ψ(u), and the diffusion andmobility co-
efficients c(x, u) and b(x, u) are as defined in (1.2), (1.3), and (1.5), respectively.
Furthermore, the free energy for the model is given by (2.6).
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8.2 Interface motion of the system with kinetics, in the limit
γ→ 0
We seek to formally derive the equivalent sharp interface model in the limit
γ → 0 for the system (8.1a–j). We recall the notation of Section 2.1. Re-writing
the system (8.1a–j), we have for any t ∈ (0, T] that
uγ = ±1 in Ω±γ (t), |uγ| < 1 in ΩIγ(t), (8.2a)
̥
∂uγ
∂t = b0 ∆wγ − βvγ · ∇ uγ in Ω f , (8.2b)
wγ = −γ∆ uγ − γ−1 uγ − 14 α c1 |∇ φγ|2 in ΩIγ(t), (8.2c)
∇ .(c(uγ)∇ φγ) = 0 in Ω, (8.2d)
lim
x→Γ±γ (t)
γ
∂uγ
∂n±γ (·,t) = 0 , (8.2e)
∇wγ · ν∂Ω f = 0 on ∂Ω f and γ∇ uγ · ν∂Ω = 0 on ∂Ω , (8.2f)
c(uγ)∇ φγ · ν∂Ω = 0 on ∂NΩ and φγ = g± on ∂±DΩ , (8.2g)
−∆vγ +∇ pγ = λwγ∇ uγ in Ω f , (8.2h)
∇ · vγ = 0 in Ω f , (8.2i)
vγ = 0 on ∂DΩ f , (8.2j)
(∇ vγ) ν∂Ω f−pγν∂Ω f = 0 on ∂NΩ f . (8.2k)
Outer expansion
In addition to (2.28a–c), we assume that the following outer expansions exist:
vγ(x, t) = v˜
(0)(x, t) +O(γ) in Ω f \ Γ0(t), (8.3a)
pγ(x, t) = p˜
(0)(x, t) +O(γ) in Ω f \ Γ0(t), (8.3b)
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Substituting (2.28a–c) and (8.3a,b) into (8.2a,b), (8.2d) and (8.2f–k) yields that
u˜(0) = ±1 in Ω±(t) , (8.4a)
0 = ∆ w˜(0) in Ω f \ Γ0(t) , (8.4b)
0 = ∇ · (c(u˜(0))∇ φ˜(0)) in Ω \ Γ0(t) , (8.4c)
∇ w˜(0) · ν∂Ω f = 0 on ∂Ω f , (8.4d)
c(u˜(0))∇ φ˜(0) · ν∂Ω = 0 on ∂NΩ φ˜(0) = g± on ∂±DΩ, (8.4e)
−∆v˜(0) +∇ p(0) = 0 in Ω f \ Γ0(t) , (8.4f)
∇ · v˜(0) = 0 in Ω f \ Γ0(t) , (8.4g)
v˜(0) = 0 on ∂DΩ f , (8.4h)
∇ v˜(0)ν∂Ω f − p˜(0)ν∂Ω f = 0 on ∂NΩ f . (8.4i)
In addition to (2.30a,b), we assume that
v˜(0)(Γ+0 , t) = v˜
(0)(Γ−0 , t) , (8.5)
which implies that (8.4g) holds on Ω f . Here v˜
(0)(Γ±0 , t) denotes the limit of
v˜(0)(x, t) as x approaches Γ0(t) from Ω
±
0 (t).
Inner expansion
In addition to (2.31a–c) we assume that the following inner expansions exist.
vγ(x, t) = vˆγ(θ, ρ, t) = vˆ
(0) + γ vˆ(1) +O(γ2) , (8.6a)
pγ(x, t) = pˆγ(θ, ρ, t) = pˆ
(0) + γ pˆ(1) +O(γ2) . (8.6b)
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Next we derive suitable expansions for the equations (8.2b–d), (8.2h,i) which
in the new coordinates (2.21) can be rewritten as
γ2̥
∂uˆγ
∂t = γ
2 b0 ∆xwˆγ − γ2βvˆγ · ∇ uˆγ , (8.7a)
γ wˆγ = −γ2 ∆x uˆγ − uˆγ − 14 γ α c1 |∇xφˆγ|2 , (8.7b)
γ2∇x.(c(uˆγ)∇x φˆγ) = 0 , (8.7c)
−γ2∆vˆγ + γ2∇ pˆγ = γ2λwˆγ∇ uˆγ , (8.7d)
γ∇ · vˆγ = 0 , (8.7e)
As with (2.32a–c), the equations (8.7a–e) hold only in the domain ΩIγ(t). We
now use (2.23a–c) together with (2.31a–c), (8.6a,b) and (2.27a,b) in order to
compare different powers of γ in the expansions of (8.7a–e).
Minus First Order
There are no new contributions here, and we obtain as before that
φˆ(0) = a0(θ, t) = φ˜
(0)(Γ±0 , t).
Zero Order
In addition to (2.34a–d) we have that
vˆρρ = 0 . (8.8)
(2.34a–d) yield (2.38)-(2.40), as before. From (8.8) and (8.5)
vˆ(0) = v˜(0)(Γ±0 , t), (8.9)
and, similarly to (2.39) and (2.40), this yields the matching condition
lim
ρ→±π2
vˆ
(1)
ρ (θ, ρ, t) = −(n(0) · ∇ ) v˜(0)(Γ±0 , t)
= −(∇ v˜(0))n(0)(Γ±0 , t) .
(8.10)
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First Order
On recalling (2.27b), and using the fact (2.38), the first order equations for
(8.7a–e) can be written as
̥uˆ
(0)
ρ V
(0) = b0 wˆ
(1)
ρρ + βvˆ
(0) · n(0)uˆ(0)ρ , (8.11a)
wˆ(0) = −uˆ(1)ρρ − uˆ(0)ρ κ(0) − uˆ(1) − 14 α c1 ([φˆ(1)ρ ]2 + |∇s φˆ(0)|2), (8.11b)[
c(uˆ(0)) φˆ
(1)
ρ
]
ρ
= 0 , (8.11c)
−vˆ(1)ρρ − pˆ(0)ρ n(0) = −λwˆ(0)uˆ(0)ρ n(0); (8.11d)
for |ρ| < π2 and any θ ∈ [0, ℓ], and subject to the boundary conditions
lim
ρ→±π2
uˆ(1)(θ, ρ, t) = 0 . (8.12)
(8.11b,c) yield as before
wˆ(0) + αgˆ = −π4 κ(0) on Γ0(t),
where gˆ is given by (2.51), and (2.45).
Noting (2.36), (2.39), (8.9) and integrating (8.11a) from ρ = −π2 → π2 yields
that
2
(
̥V(0) − βv˜(0) · n(0)
)
= −b0 [n(0) · ∇ w˜(0)]+− on Γ0(t) , (8.13)
in place of (2.44). Similarly, it follows from (2.36), (2.39), (8.10) and integrating
(8.11d) over (−π2 , π2 ) that[
∇ v˜(0)n(0) − p˜(0)n(0)
]+
−
= −2λw˜(0)n(0) on Γ0(t) . (8.14)
Therefore, the sharp interface limit is given by the following generalisation of
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(2.50–d)
0 = ∆ w˜(0) in Ω±0 (t) ∩Ω f , (8.15a)
b0 [n
(0) · ∇ w˜(0)]+− = −2
(
̥V(0) − βv˜(0) · n(0)
)
on Γ0(t) , (8.15b)
w˜(0) + α gˆ = −π4 κ(0) on Γ0(t) , (8.15c)
∇ w˜(0) · ν∂Ω f = 0 on ∂Ω f , (8.15d)
−∆v˜(0) +∇ p˜(0) = 0 in Ω±0 (t) ∩Ω f , (8.15e)
∇ · v˜(0) = 0 in Ω(±)0 (t) ∩Ω f , (8.15f)[∇ v˜(0)n(0) − p˜(0)n(0)]+− = −2λw˜(0)n(0) on Γ0(t) , (8.15g)[
vˆ(0)
]+
−
= 0 on Γ0(t) , (8.15h)
v˜(0) = 0 on ∂DΩ f , (8.15i)
∇ v˜(0)ν∂Ω f − p˜(0)ν∂Ω f = 0 on ∂NΩ f . (8.15j)
We recall that Γ0(t) meets ∂Ω at 90
◦. In (8.15c) gˆ is given by (2.51), and φ˜(0)
solves (2.52a–c).
8.3 Weak formulation of the system with kinetics
The weak form of (8.1a–f) is very similar to (2.16a–c). However, in order to
prove the desired theoretical results about subsequent finite element approx-
imations we must motivate a particular weak form of (8.1a–j). To this end,
we consider the geometry of our original organic solar cells, given by a large
flat panel, which we define as the domain Ω̂ := (−L1, L1)× (−L̂2, L̂2)× · · · ×
(−L̂d, L̂d), for d = 2, or 3, where L̂i ≫ L1, i 6= 1. We choose to formulate the
system (8.1a–j) over Ω̂ for the weak form, and then restrict the integrals to the
domain Ω := (−L1, L1)× · · · × (−Ld, Ld) for d = 2, or 3, where Li ≈ L1, i 6= 1.
We note that due to the solid boundaries of Ω̂, the boundary conditions
(8.1h–j) are replaced by
v̂ = 0 on ∂Ω̂ ∪ Ω̂s, (8.16a)
p̂ = 0 on {x ∈ Ω̂s : x1 < −L1 + a}, (8.16b)
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where Ω̂s := {x ∈ Ω̂ : x1 < −L1 + a}.
Before introducing the weak form of (8.1g–j) over Ω̂ we define
V̂ds := {η ∈ [H1(Ω̂)]d : η = 0 on ∂Ω̂ ∪ Ω̂s}, (8.17a)
and
P̂s := {η ∈ L2(Ω̂) : η(x) = 0 if x1 < −L1 + a}. (8.17b)
Extending (8.1g) to Ω̂, and testing the first equation with η ∈ V̂ds , and the
second with ψ ∈ P̂s, we obtain−
(
∆v̂, η
)
Ω̂
+
(
∇ p̂, η
)
Ω̂
= λ
(
ŵ∇ û, η
)
Ω̂
(∇ · v̂,ψ)
Ω̂
= 0
∀η ∈ V̂ds ,
∀ψ ∈ P̂s.
(8.18)
We use integration by parts on the left hand side of the first equation in (8.18),
and note the boundary conditions (8.16a,b), to get
−(∆v̂, η)
Ω̂
+ (∇ p̂, η)
Ω̂
= (∇ v̂,∇ η)
Ω̂
−
ˆ
∂Ω̂
((∇ v̂)η) · ν∂Ω̂ds
− ( p̂,∇ · η)
Ω̂
+
ˆ
∂Ω̂
( p̂η) · ν∂Ω̂ds
= (∇ v̂,∇ η)
Ω̂
− ( p̂,∇ · η)
Ω̂
.
(8.19)
Here we take note of the Frobenius inner product A : B := ∑di,j=1 AijBij =
trace(ATB), for A, B ∈ Rd×d, and clarify the notation
(∇ v,∇ η)D =
d
∑
i=1
ˆ
D
∇ vi · ∇ ηidx =
d
∑
i,j=1
ˆ
D
∂vi
∂xj
∂ηi
∂xj
dx =
ˆ
D
∇ v : ∇ ηdx.
Now applying integration by parts on the right hand side of the first equation
in (8.18) we obtain
λ
(
ŵ∇ û, η
)
Ω̂
= λ
ˆ
Ω̂
ûŵη · ν∂Ω̂ds− λ
(
ûŵ,∇ · η
)
Ω̂
− λ
(
û∇ ŵ, η
)
Ω̂
= −λ
(
ûŵ,∇ · η
)
Ω̂
− λ
(
û∇ ŵ, η
)
Ω̂
.
(8.20)
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Combining (8.19) and (8.20) we get
(∇ v̂,∇ η)
Ω̂
− ( p̂,∇ · η)
Ω̂
+ λ
(
ûŵ,∇ · η
)
Ω̂
= −λ
(
û∇ ŵ, η
)
Ω̂
,
which can be re-written as
(∇ v̂,∇ η)
Ω̂
− ( ˇ̂p,∇ · η)
Ω̂
= −λ
(
û∇ ŵ, η
)
Ω̂
, (8.21)
where ˇ̂p = p̂− λûŵ is a modified pressue. We note that the pressure has no
effect on the evolution of the interface.
Now we consider the weak form of (8.1a), extended to Ω̂. Testing with
η ∈ H1(Ω̂), we obtain
̥(
∂û
∂t
, η)
Ω̂
+ (b(x, û)∇ ŵ,∇ η)
Ω̂
= −β(∇ û · v̂, η)
Ω̂
∀η ∈ H1(Ω̂).
Applying integration by parts to the right hand side, and applying (8.16a) and
the second equation of (8.18) we obtain
β(∇ û · v̂, η)
Ω̂
= β
ˆ
∂Ω̂
ûηv̂ · ν∂Ω̂ds− β(ûη,∇ · v̂)Ω̂ − β(ûv̂,∇ η)Ω̂
= −β(ûv̂,∇ η)
Ω̂
∀η ∈ H1(Ω̂).
(8.22)
Now combining (8.21) and (8.22), the weak form for (8.1a–g), extended to Ω̂,
and (8.16a,b) is given by:
Find functions v̂(·, t) ∈ V̂ds , p̂(·, t) ∈ P̂s, φ̂(·, t) ∈ Ŝg, û(·, t) ∈ K̂ with
û(·, 0) = û0, and ŵ(·, t) ∈ H1(Ω̂) such that for a.a. t ∈ [0, T]
(
∇ v̂,∇ η
)
Ω̂
−
(
p̂,∇ · η
)
Ω̂
= −λ
(
û∇ ŵ, η
)
Ω̂
(∇ · v̂,ψ)
Ω̂
= 0
∀η ∈ V̂ds ,
∀ψ ∈ P̂s,
(8.23a)
(c(x, û)∇ φ̂,∇ η)
Ω̂
= 0 ∀η ∈ Ŝ0, (8.23b)
̥(
∂û
∂t
, η)
Ω̂
+ (b(x, û)∇ ŵ,∇ η)
Ω̂
= β(ûv̂,∇ η)
Ω̂
∀η ∈ H1(Ω̂), (8.23c)
γ(∇ û,∇ (η − û))
Ω̂
≥ (ŵ + γ−1û, η − û)
Ω̂
+ 12α(c
′(x)|∇ φ̂|2, η − û)
Ω̂
∀η ∈ K̂, (8.23d)
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where Ŝ0 := {η ∈ H1(Ω̂) : η = 0 on ∂Ω̂}, Ŝg := {η ∈ H1(Ω̂) : η =
g± on ∂±DΩ̂} and K̂ := {η ∈ H1(Ω̂) : |η| ≤ 1}.
We recall that for the domain Ω, L1 ≈ Li ≪ L̂i, i 6= 1. For computational
purposes we restrict our finite element approximations of (8.23a–d) to Ω.
Therefore the weak formulation of the system is given by the following:
Find functions v(·, t) ∈ Vds , p(·, t) ∈ Ps, φ(·, t) ∈ Sg, u(·, t) ∈ K with
u(·, 0) = u0, and w(·, t) ∈ H1(Ω) such that for a.a. t ∈ [0, T]
(
∇ v,∇ η
)
−
(
p,∇ · η
)
= −λ
(
u∇w, η
)
(∇ · v,ψ) = 0
∀η ∈ Vds ,
∀ψ ∈ Ps,
(8.24a)
(c(x, u)∇ φ,∇ η) = 0 ∀η ∈ S0, (8.24b)
̥(
∂u
∂t
, η) + (b(x, u)∇w,∇ η) = β(uv,∇ η) ∀η ∈ H1(Ω), (8.24c)
γ(∇ u,∇ (η − u)) ≥ (w + γ−1u, η − u)
+ 12α(c
′(x)|∇ φ|2, η − u) ∀η ∈ K, (8.24d)
where Vds and Ps are defined by (8.17a,b) with Ω̂ replaced by Ω. We note that
in the restriction to Ω, we generate the boundary conditions
(∇ v) ν∂Ω − p ν∂Ω = 0 on ∂NΩ, (8.25a)
v = 0 on ∂±DΩ ∪Ωs, (8.25b)
b(x, u)∇w · ν∂Ω − βuv · ν∂Ω = ∇ u · ν∂Ω = 0 on ∂Ω, (8.25c)
c(x, u)∇ φ · ν∂Ω = 0 on ∂NΩ, φ = g± on ∂±DΩ, (8.25d)
which correspond to (8.1i,h), (8.1c), and (8.1f), respectively.
In a similar way to Lemma 2.1, we now consider a time discretisation of
(8.24a–d) in order to show that the energy for spatially continuous solutions
and non-smooth obstacle potential, discretised in time, is decreasing. For now
we use the uniform time discretisation introduced in Chapter 2.
Given u(·, 0) = u0, for n = 1 → N find {vn, pn, φn, un,wn} ∈ Vds × Ps ×
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Sg × K× H1(Ω) such that
(
∇ vn,∇ η
)
−
(
pn,∇ · η
)
= −λ
(
un∇wn−1, η
)
(∇ · vn,ψ) = 0
∀η ∈ Vds ,
∀ψ ∈ Ps,
(8.26a)
(c(x, un)∇ φn,∇ η) = 0 ∀η ∈ S0, (8.26b)
̥
(
un − un−1
τ
, η
)
+
(
b(x, un−1)∇ (wn),∇ η
)
=
β
(
un−1vn,∇ η
)
∀η ∈ H1(Ω), (8.26c)
γ (∇ un,∇ (η − un)) ≥
(
wn + γ−1un−1, η − un
)
+
1
2
α
(
c′(x)|∇ φn|2, η − un
)
∀η ∈ K. (8.26d)
Then we have the following Lemma, which is analogous to Lemma 2.1.
Lemma 8.1. Let u0 ∈ K. Assume the existence of a solution {vn, pn, φn, un,wn}Nn=1
to the coupled system (8.26a–d). Then we have the following two energy properties for
n = 1→ N,
J(un−1, φn) = J(un−1, φn−1)− 12α
(
c(x, un−1), |∇ (φn − φn−1)|2
)
, (8.27)
and
J(un, φn) +
γ
2
|un − un−1|21 +
1
2
γ−1|un − un−1|20
+
τ
̥
(b(x, un−1)∇wn,∇wn) + βτ
λ̥
(∇ vn,∇ vn) ≤ J(un−1, φn), (8.28)
where φ0 ∈ Sg is such that
(c(x, u0)∇ φ0,∇ η) = 0 ∀η ∈ S0.
Proof The first result (8.27) follows directly from (2.10)-(2.12) as before.
In order to obtain the bound (8.28), we first note that (2.13) holds. Choosing
η = wn in (8.26c), η = un−1 in (8.26d), and applying (2.13) yields, for n = 1→
8.3. WEAK FORMULATION OF THE SYSTEMWITH KINETICS 150
N, that
γ(∇ un,∇ (un−1 − un)) ≥ (wn + γ−1un−1, un−1 − un)
+ 12α(c
′(x)|∇ φn|2, un−1 − un)
= τ
̥
(b(x, un−1)∇wn,∇wn)− τ
̥
β(un−1vn,∇wn)
+ γ−1(un−1, un−1 − un) + 12α(c(x, un−1), |∇ φn|2)
− 12α(c(x, un), |∇ φn|2).
(8.29)
Now applying the identity (2.10) we have, for n = 1→ N,
γ
2 |un−1|21 − γ2 |un|21 − γ2 |un − un−1|21 − 12α(c(x, un−1), |∇ φn|2)
≥ τ
̥
(b(x, un−1)∇wn,∇wn) + τ
̥
β(un−1vn,∇wn)
+ γ
−1
2 |un−1|20 − γ
−1
2 |un|20 + γ
−1
2 |un − un−1|20 − 12α(c(x, un), |∇ φn|2).
(8.30)
Now, noting (2.6), choosing η = βλv
n in (8.26a) and substituting both into (8.30)
gives us,
J(un−1, φn) ≥ J(un, φn) + γ2 |un − un−1|21 + γ
−1
2 |un − un−1|20
+ τ
̥
(b(x, un−1)∇wn,∇wn) + βτλ̥{(∇ vn,∇ vn)− (pn,∇ · vn)}. (8.31)
Rearranging (8.31) and taking note of the divergence free condition of (8.26a)
we get the second energy property (8.28).
Remark 8.2. Combining (8.27) and (8.28), we obtain, for n = 1→ N,
J(un, φn) + γ2 |un − un−1|21 + 12γ−1|un − un−1|20 + τ̥(b(x, un−1)∇wn,∇wn)
+ βτλ̥(∇ vn,∇ vn) + 12α(c(x, un−1), |∇ (φn − φn−1)|2) ≤ J(un−1, φn−1).
Rearranging we have that, for n = 1→ N,
J(un, φn)− J(un−1, φn−1)
τ
+ 1
̥
(b(x, un−1)∇wn,∇wn) + βλ̥(∇ vn,∇ vn) ≤ 0,
That is, the energy for spatially continuous solutions and non-smooth obstacle
potential, discretised in time, is decreasing.
The remark above shows that a solution {v, p, φ, u,w} to (8.24a–d) formally
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satisfies the energy bound
d
dt [J(u, φ)] +
1
̥
(b(x, u)∇w,∇w) + βλ̥(∇ v,∇ v) ≤ 0. (8.32)
Comparing with (2.16a–c), we note that we still have mass conservation for
the system (8.24a–d) due to the right hand side of (8.24c). Choosing η = 1 in
(8.24c) gives us
̥
(
∂u
∂t
, 1
)
= −β(uv,∇ 1) = 0. (8.33)
We wish to derive a finite element approximation that mimics the energy
decrease property of (8.32), and the property (8.33).
8.4 Auxiliary results for kinetics
We recall the notation and results of Chapter 3. In order to develop the bounds
needed for convergence of any finite element approximation, we must first
obtain a handle on the triple term that occurs in (8.24a) and (8.24c).
With that in mind, we make use of the following well-known result, a
specific case of (3.1),
|η|0,r ≤ C‖η‖1 ∀η ∈ H1(Ω) and r ∈
[2,∞) if d = 2,[2, 6] if d = 3. (8.34)
Lemma 8.3. Given any η, χ ∈ H1(Ω), and ψ ∈ [H1(Ω)]d, there exists a constant
C > 0 such that
(η∇ χ,ψ) ≤ C‖η‖1‖ψ‖1|χ|1. (8.35)
Proof Applying the Cauchy-Schwarz inequality, and (8.34) we have that
(η∇ χ,ψ) = (ψ · ∇ χ, η) = (ηψ,∇ χ)
≤ |ηψ|0|∇ χ|0
≤ |η|0,4|ψ|0,4|∇ χ|0
≤ C‖η‖1‖ψ‖1|∇ χ|0,
which gives us the desired result (8.35).
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8.5 Velocity and pressure finite element spaces
As in Section 3.1 we assume that our mesh satisfies the assumptions (A1), and
the assumptions (A2) where required. In addition to the spaces defined and
results presented in Section 3.1, we must also define the velocity and pressure
finite element spaces for the new model.
8.5.1 Taylor-Hood spaces
First, we consider the lowest order Taylor-Hood elements, where we approxi-
mate the velocity in the space of continuous piecewise quadratic polynomials,
and the pressure in the space of continuous piecewise linear functions. For
k ≥ 1, we define
Vkh := {χ ∈ C(Ω) : χ|σ ∈ Pk(σ) ∀σ ∈ T h},
where Pk(σ) is the set of polynomials of degree k on the element σ ∈ T h. Then
we introduce the lowest order Taylor-Hood velocity and pressure spaces
V
h
2 := {χ ∈ (V2h )d : χ = 0 on ∂DΩ ∪Ωs}, (8.36a)
and
Πh := {χ ∈ V1h : χ(x) = 0 if x1 < −L1 + a}. (8.36b)
The Taylor-Hood spaces for the Stokes problem are known to be inf-sup
stable, and therefore the discrete Ladyshenskaya-Babus˘ka-Brezzi (LBB) inf-sup
condition is satisfied, see e.g. [27, 44],
sup
uh∈Vh2
(∇ · uh, qh)
‖uh‖1
≥ C|qh|0 ∀qh ∈ Πh, (8.37)
where C > 0 is a constant independent of the mesh-size. The inf-sup condition
(8.37) is normally stated for zero Dirichlet boundary conditions on all of ∂Ω,
i.e. ∂DΩ ∪Ωs in (8.36a) replaced by ∂Ω, and the constraint in (8.36b) replaced
by
ﬄ
Ω
χdx = 0. It is shown in [44, p 177] for d = 2 and in [23] that (8.37) holds
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for the modified spaces (8.36a,b) if each simplex has one vertex in Ω. It is a
simple matter to see that (8.37) still holds for (8.36a,b).
8.5.2 MINI-element in three dimensions
One disadvantage of the Taylor-Hood element is that the density of the
velocity space induces a large number of DOFs in the discrete system, leading
to large CPU times. The increased degrees of freedom in the velocity space
are necessary to satisfy (8.37). It is not possible to satisfy an inf-sup stability
condition if both the velocity and pressure space are linear. Extra detail is
requried in the velocity space, and the simplest method is to include bubble
functions in the velocity space.
We now introduce the MINI-element for d = 3, consisting of a direct sum
of the piecewise linear elements with bubble functions on each element, first
proposed in [4]. The resulting velocity space has a reduced number of DOFs,
and therefore should require less computation than the Taylor-Hood element.
We use the notation of Braess in [25], and let λ1(x), λ2(x), λ3(x), and λ4(x)
be the barycentric coordinates of a tetrahedron (e.g. x1, x2, x3, and (1− x1 −
x2 − x3) in the unit tetrahedron). The bubble function in three dimensions is
given by
b(x) = λ1(x)λ2(x)λ3(x)λ4(x).
We note that the bubble function is clearly a quartic function that vanishes on
the boundary of the tetrahedra. The bubble function in two dimensions is a
similarly defined cubic function, but we are only concerned with optimising
the performance of our three dimensional system, so we do not include it here.
We can now write the MINI-element velocity space as
V
h
b := {χ ∈ (V1h ⊕ B4h)3 : χ = 0 on ∂DΩ ∪Ωs}, (8.38)
where
B4h := {χ ∈ C0(Ω) : χ|σ ∈ span[λ1λ2λ3λ4] for σ ∈ T h},
and the pressure space is given by Πh as in (8.36b).
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We note that the LBB inf-sup stability condition is satisfied
sup
uh∈Vhb
(∇ · uh, qh)
‖uh‖1
≥ C|qh|0 ∀qh ∈ Πh. (8.39)
A proof of (8.39) for ∂DΩ ∪Ωs replaced by ∂Ω in (8.38) and the constraint
in (8.36b) replaced by
ﬄ
Ω
χdx = 0 can be found in [44, Chapter II, Section 4.1]
for d = 2 and [38, Section 4.2.4] for d = 3. Once again, it is simple to see that
(8.39) still holds for (8.38) and (8.36b).
The bubble function is represented in the discrete system by a single node
(3 DOFs) in the centre of the tetrahedral element. Therefore any tetrahedral
element has 5 nodes, and 15DOFs for theMINI-element, compared to 10 nodes
and 30 DOFs for the Taylor-Hood element.
Furthermore, the support of the bubble function is restricted to the element,
and sowe can eliminate the bubble DOFs from the system by a process of static
condensation, as we see in Section 10.7.
Remark 8.4. A summary of suitable stable velocity and pressure spaces is presented
by Boffi, Brezzi and Fortin in [22]. However, we restrict ourselves to the lowest order
Taylor-Hood and MINI-element spaces for this thesis.
Remark 8.5. We note that the finite element approximations and subsequent results
presented in Chapter 9 are applicable to both the Taylor-Hood spaces Vh2, Π
h and the
MINI-element spaces Vhb , Π
h. From now on we use the notation Vh to mean either
the Taylor-Hood velocity space Vh2 or the MINI-element velocity space V
h
b .
For both the Taylor-Hood and MINI-element spaces we introduce the
interpolation operator πh
Vh
: C(Ω) → Vh, and note that the analogue of (3.45e)
holds.
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Chapter 9
Finite element approximations of
the model with kinetics
Having introduced our finite element spaces in Section 8.5 we are now in a
position to introduce our finite element approximation. The definitions and
results throughout this Section are independent of the choice of Taylor-Hood
or MINI-element velocity and pressure spaces, and so we use the notation Vh
for the velocity space, as introduced in remark 8.5.
9.1 Coupled scheme with stability
In [39], Feng introduces a finite element approximation involving a coupled
non-linear solve for Un, Wn, Vn and Pn, for a system with a smooth potential
and evolutionary Navier-Stokes system with simple no slip boundary condi-
tions (i.e. v = 0 on ∂Ω), but in the absence of a substrate and an electric field.
The finite element approximation uses P1 for u and w, and P2− P0 for v and p,
differing from our approach.
We take the time discretisation introduced at the beginning of Chapter 4.
We present a coupled scheme, for which we can prove stability for d = 2 and
d = 3. The scheme is given by the following:
Given U0 ∈ Kh, for n = 1 → N find {Vn, Pn,Φn,Un,Wn} ∈ Vh × Πh ×
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Shg × Kh × Sh such that
(
∇Vn,∇ χ
)
−
(
Pn,∇ · χ
)
= −λ
(
Un−1∇Wn,χ
)
(∇ ·Vn,ψ) = 0
∀χ ∈ Vh,
∀ψ ∈ Πh, (9.1a)
(c(x,Un)∇Φn,∇ χ) = 0 ∀χ ∈ Sh0, (9.1b)
̥
(
Un −Un−1
τn
,χ
)h
+
(
b(x,Un−1)∇Wn,∇ χ
)
=
β
(
Un−1Vn,∇ χ
)
∀χ ∈ Sh, (9.1c)
γ (∇Un,∇ (χ−Un)) ≥
(
Wn + γ−1Un−1,χ−Un
)h
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
∀χ ∈ Kh. (9.1d)
For later use, we defineW0 ∈ Sh by
(
W0,χ
)h
= γ
(
∇U0,∇ χ
)
− γ−1
(
U0,χ
)h
− 1
2
α
(
c′(x)|∇Φ0|2,χ
)
, ∀χ ∈ Sh, (9.2)
where U0 ∈ Kh is an approximation of the initial phase profile u0 ∈ K, and Φ0
is calculated from
(c(x,U0)∇Φ0,∇ χ) = 0 ∀χ ∈ Sh0. (9.3)
The equations (9.2), (9.3) are not required for the computation of (9.1a–d) in the
first time-step, although they do provide useful initial guesses for the linear
solvers. However the equation (9.3) is crucial in obtaining an energy decrease
result at the first time-step, and hence obtaining stability.
This scheme (9.1a–d) is a semi-implicit coupled system because of the term
Un in the diffusion coefficient c(x, ·) in the electric potential equation (9.1b),
and the the Wn term on the right hand side of the first equation of (9.1a). All
three systems, the Stokes system, the electro-static potential equation and the
Cahn-Hilliard equation must be solved simultaneously at each time-step, and
this is not simple to solve efficiently.
The discrete energy for the system (9.1a–d) is given by (4.2). We see from
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the following result that the system exhibits energy decrease.
Lemma 9.1. Let the assumptions (A1) hold and U0 ∈ Kh. Assuming existence of
a solution {Vn, Pn,Φn,Un,Wn}Nn=1 to (9.1a–d), we have the following two energy
properties for n = 1→ N,
I(Un−1,Φn) = I(Un−1,Φn−1)− 12α
(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
, (9.4)
and
I(Un,Φn) +
γ
2
|∇ (Un −Un−1)|20,Ω +
1
2
γ−1|Un −Un−1|2h
+
τn
̥
(b(x,Un−1)∇Wn,∇Wn) + βτn
λ̥
(∇Vn,∇Vn) ≤ I(Un−1,Φn), (9.5)
where Φ0 ∈ Shg solves (9.3).
Proof The proof follows that in Lemma 8.1. We replace the continuous
spaces Vds , Ps,H
1(Ω), S0, Sg,K with the discrete versions V
h,Πh, Sh, Sh0 , S
h
g,K
h,
respectively. Arguing as in (2.10)-(2.11) we obtain the analogous result to
(2.12), i.e. (4.6). Then, on noting (4.2), we have the desired result (9.4).
In order to obtain the bound (9.5), we argue as in (8.29)-(8.31), and note
that (2.13) holds. Choosing χ = Wn in (9.1c), χ = Un−1 in (9.1d), and applying
(2.13) and (2.10) yields, for n = 1→ N, that
γ
2 |Un−1|21 − γ2 |Un|21 − γ2 |Un −Un−1|21 − 12α(c(x,Un−1), |∇Φn|2)
≥ τn
̥
(b(x,Un−1)∇Wn,∇Wn)− τn
̥
β(Un−1Vn,∇Wn)
+ γ
−1
2 |Un−1|2h − γ
−1
2 |Un|2h + γ
−1
2 |Un −Un−1|2h − 12α(c(x,Un), |∇Φn|2).
(9.6)
Now, noting (4.2), choosing χ = βλV
n in (9.1a) and substituting both into (9.6)
gives us,
I(Un−1,Φn) ≥ J(Un,Φn) + γ2 |Un −Un−1|21 + γ
−1
2 |Un −Un−1|2h
+ τn
̥
(b(x,Un−1)∇Wn,∇Wn) + βτnλ̥ {(∇Vn,∇Vn)− (Pn,∇ ·Vn)}. (9.7)
Rearranging (9.7) and taking note of the divergence free condition of (9.1a) we
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get the second energy property (9.5).
Theorem 9.2. Let the assumptions (A1) hold and U0 ∈ Kh. Then for all h > 0 and
for all time partitions {τn}Nn−1, the solution {Vn,Wn,Φn,Un,Wn}Nn=1 to (9.1a–d)
satisfies
g− ≤ Φn ≤ g+ in Ω, and |Φn|1 ≤ C n = 1→ N, (9.8)
where g± ∈ R are defined as in (2.1), and
I(Un,Φn) ≥ −C n = 1→ N. (9.9)
Proof Since the electric field system (9.1b) is identical to (4.1a) in the model
without kinetics, the proof of the first result in (9.8) is given in the proof of
Theorem 4.2. Moreover, the second result in (9.8) follows directly from Lemma
4.3 and Corollary 4.4. Finally the result (9.9) follows from Corollary 4.5, on
noting (4.2).
We confirm in the following Lemma that the mass conservation property
result (8.33) for the continuous model, is reproduced by the discrete system.
Lemma 9.3. Let the assumptions (A1) hold and Un−1 ∈ Kh, where n = 1→ N, and
suppose that {Vn, Pn,Φn,Un,Wn} is a solution to the nth step of (9.1a–d). Then we
have the following mass conservation property,
(
Un, 1
)
=
(
Un−1, 1
) ∀ n = 1→ N. (9.10)
Proof The result (9.10) follows on choosing χ ≡ 1 in (9.1c), and noting that
U ∈ Sh implies that (U, 1)h ≡ (U, 1).
9.2 Coupled scheme with stability and convergence
As in Chapter 5, we must modify our coupled scheme (9.1a–d) by solving each
system on different domains in order to prove the required theoretical results.
We recall the notation introduced in Chapter 5 and define ∂DΩ f and ∂NΩ f to
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be the analogous on Ω f to ∂DΩ and ∂NΩ on Ω. We introduce the spaces
Vkf ,h := {χ ∈ C(Ω f ) : χ|σ ∈ Pk(σ) ∀σ ∈ T hf }, (9.11a)
V
h
2, f := {χ ∈ (V2f ,h)d : χ = 0 on ∂DΩ f }, (9.11b)
and
V
h
b, f := {χ ∈ (V1f ,h ⊕ B4f ,h)3 : χ = 0 on ∂DΩ f }, (9.11c)
where
B4f ,h := {χ ∈ C0(Ω f ) : χ|σ ∈ span[λ1λ2λ3λ4] for σ ∈ T hf }. (9.11d)
Similarly we define the pressure space
Πhf := V
1
f ,h. (9.12)
We use the notation Vhf to indicate either V
h
2, f or V
h
b, f , where results on
applicable on the Taylor-Hood and MINI-element spaces. Then our finite
element approximation is given by:
Given U0 ∈ Khf , for n = 1 → N find {Vn, Pn,Φn,Un,Wn} ∈ Vhf × Πhf ×
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Shg × Khf × Shf such that
(
∇Vn,∇ χ
)
Ω f
−
(
Pn,∇ · χ
)
Ω f
= −λ
(
Un−1∇Wn,χ
)
Ω f
(∇ ·Vn,ψ)Ω f = 0
∀χ ∈ Vhf ,
∀ψ ∈ Πhf ,
(9.13a)
(c(x,Un)∇Φn,∇ χ) = 0 ∀χ ∈ Sh0,
(9.13b)
̥
(
Un −Un−1
τn
,χ
)h
Ω f
+
(
b(x,Un−1)∇Wn,∇ χ
)
Ω f
=
+ β
(
Un−1Vn,∇ χ
)
Ω f
∀χ ∈ Shf ,
(9.13c)
γ (∇Un,∇ (χ−Un))Ω f ≥
(
Wn + γ−1Un−1,χ−Un
)h
Ω f
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
Ω f
∀χ ∈ Khf .
(9.13d)
9.3 Fixed point approach for the convergent coupled scheme
The coupled scheme (9.13a–d) is highly non-linear system, and therefore it is
not simple to solve efficiently. However, we can prove stability, see Theorem
9.6 below, and existence of a solution for the system. We consider a standard
fixed point approach that builds on the system (5.14a–c).
Given {Un−1,Wn−1} ∈ Khf × Shf for any n = 1 → N, let Un,0 = Un−1 and
Wn,0 = Wn−1. Then for any i ≥ 1, find {Vn,i, Pn,i} ∈ Vhf ×Πhf such that
(
∇Vn,i,∇ χ
)
Ω f
−
(
Pn,i,∇ · χ
)
Ω f
= −λ
(
Un−1∇Wn,i−1,χ
)
Ω f(
∇ ·Vn,i,ψ
)
Ω f
= 0
∀χ ∈ Vhf ,
∀ψ ∈ Πhf ,
(9.14a)
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and find Φn,i ∈ Shg such that(
c(x,Un,i−1)∇Φn,i,∇ χ
)
= 0 ∀χ ∈ Sh0,
(9.14b)
and then find {Un,i,Wn,i} ∈ Khf × Shf such that
̥
(
Un,i −Un−1
τn
,χ
)h
Ω f
+
(
b(x,Un−1)∇Wn,i,∇ χ
)
Ω f
=
+ β
(
Un−1Vn,i,∇ χ
)
Ω f
∀χ ∈ Shf ,
(9.14c)
γ
(
∇Un,i,∇ (χ−Un,i)
)
Ω f
≥
(
Wn,i + γ−1Un−1,χ−Un,i
)h
Ω f
+
1
2
α
(
c′(x)|∇Φn,i|2,χ−Un,i
)
Ω f
∀χ ∈ Khf .
(9.14d)
We note that due to the decoupling in the fixed point iteration we require
an initial finite element function W0 ∈ Shf in the first-time step, and so given
U0 ∈ Khf we takeW0 such that (9.2) holds, where Φ0 solves (9.3).
The above fixed point iteration will be utilised in our existence proof for
(9.13a–d). Since we have mass conservation for our system with kinetics, see
Lemma 9.3, we can extend the result in Lemma 5.6 to our system (9.14a–d). We
are only going to consider b(x, ·) = b0 ∈ R>0 in Ω f . We recall the definitions
of Zhf , Ghf and Khf (0) from Chapter 5, as well as the result Lemma 5.5.
We are now in a position to prove existence and uniqueness of (9.14a–d).
Lemma 9.4. Let the assumptions (A1) hold and {Un,i−1,Wn,i−1} ∈ Khf (0) × Shf .
Then, there exists a solution {Vn,i, Pn,i,Φn,i,Un,i,Wn,i} ∈ Vhf ×Πhf × Shg×Khf (0)×
Shf to (9.14a–d). Furthermore, the solutions {Vn,i, Pn,i,Φn,i,Un,i} are unique, and ifﬄ
Ω f
U0dx ∈ (−1, 1) then Wn,i is unique.
Proof Existence of solutions {Vn,i, Pn,i} ∈ Vhf × Πhf to the Stokes system
(9.14a) follows immediately from uniqueness, since it is a linear finite dimen-
sional system. To prove uniqueness, we consider the following system:
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Find {V, P} ∈ Vhf ×Πhf such that
(∇V,∇ χ)Ω f − (P,∇ · χ)Ω f = 0 ∀χ ∈ Vhf , (9.15a)
(∇ ·V,ψ)Ω f = 0 ∀ψ ∈ Πhf . (9.15b)
Choosing χ = V in (9.15a) and ψ = P in (9.15b) yields that (∇V,∇V)Ω f = 0.
Together with V ∈ Vhf , this immediately implies V = 0. Then the LBB inf-sup
conditions (8.37) and (8.39), combined with (9.15a) yield P = 0. Hence we
have shown existence of a unique solution to (9.14a).
Since (9.14b) is a linear finite dimensional system, the existence of a
solution Φn,i ∈ Shg follows immediately from uniqueness, which is given by
a Friedrich’s inequality.
Noting (9.14c), (5.6), and Lemma 5.5, we have that
b0
(
∇Wn,i,∇ χ
)
Ω f
= −̥
(
Un,i−Un−1
τn
,χ
)h
Ω f
+ β
(
Un−1Vn,i,∇ χ
)
Ω f
= −̥τn b0
(
∇Ghf
[
Un,i −Un−1],∇ χ)
Ω f
+ β
(
Un−1Vn,i,∇ χ
)
Ω f
∀χ ∈ Shf . (9.16)
Recalling (3.18), we defineRn,iV ∈ Zhf to be the unique solution to
b0(∇Rn,iV ,∇ η)Ω f = (Un−1Vn,i,∇ η)Ω f ∀η ∈ Shf . (9.17)
From (9.16) and (9.17) we see thatWn,i can be written as
Wn,i = −̥τnGhf
[
Un,i −Un−1]+ βRn,iV + λn,i, (9.18)
where λn,i ∈ R. Assuming the existence of Un,i ∈ Khf (0) for the present, and
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testing (9.18) with χ−Un,i for χ ∈ Khf (0), we have that
−(Wn,i,χ−Un,i)hΩ f
=
(
̥
τn
Ghf
[
Un,i −Un−1]− βRn,iV − λn,i,χ−Un,i)h
Ω f
= ̥τn
(
Ghf
[
Un,i −Un−1] , χ−Un,i)h
Ω f
− β
(
Rn,iV ,χ−Un,i
)h
Ω f
,
since (χ−Un,i, 1)Ω f = 0, as χ,Un,i ∈ Khf (0). Therefore we can reduce (9.14c,d)
to the following problem:
Find Un,i ∈ Khf (0) such that
γ
(
∇Un,i,∇ (χ−Un,i)
)
Ω f
+̥
(
Ghf
[
Un,i−Un−1
τn
]
, χ−Un,i
)h
Ω f
≥ γ−1
(
Un−1,χ−Un,i
)h
Ω f
+
1
2
α
(
c′(x)|∇Φn,i|2,χ−Un,i
)
Ω f
+ β
(
Rn,iV ,χ−Un,i
)h
Ω f
∀χ ∈ Khf (0). (9.19)
We know that there exists a uniqueUn,i ∈ Khf (0) solving (9.19) since, on noting
(5.6), this is the Euler-Lagrange variational inequality of the strictly convex
minimisation problem
min
zh∈Khf (0)
{
γ
2 |zh|21,Ω f + ̥2τn b0
∣∣∣∇Ghf [zh −Un−1]∣∣∣2
0,Ω f
− β(Rn,iV , zh)hΩ f − γ−1(Un−1, zh)hΩ f − 12α(c′(x)|∇Φn,i|2, zh)Ω f
}
.
Existence of a solution Wn,i ∈ Shf follows on noting (9.18), and uniqueness
follows from the arguments in the proof of Lemma 5.6.
Theorem 9.5. Let the assumptions (A1) hold andUn−1 ∈ Khf (0). Then for all h, τn >
0, there exists a solution {Vn, Pn,Φn,Un,Wn} ∈ Vhf × Πhf × Shg × Khf (0)× Shf to
the nth step of (9.13a–d).
Proof By Lemma 9.4 we have existence and partial uniqueness of solutions
{Vn,i, Pn,Φn,i,Un,i,Wn,i} to (9.14a–d), for fixed h, τn > 0 and for all i ≥ 1.
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Referring to (9.14a,b), (9.19), we write {Un,i,∇Wn,i} = F̂(Un,i−1,∇Wn,i−1),
where F̂ : Khf (0) ×∇ Shf → Khf (0) ×∇ Shf . Lemma 9.4 implies that F̂ is well-
defined.
Repeating the arguments in the proof of Lemma 9.4, we see that (9.1a–d)
can equivalently be rewritten as:
Find {Vn, Pn,Φn,Un,Wn} ∈ Vhf ×Πhf × Shg × Khf (0)× Shf such that
(
∇Vn,∇ χ
)
Ω f
−
(
Pn,∇ · χ
)
Ω f
= −λ
(
Un−1∇Wn,χ
)
Ω f
(∇ ·Vn,ψ)Ω f = 0
∀χ ∈ Vhf ,
∀ψ ∈ Πhf ,
(9.20a)
(c(x,Un)∇Φn,∇ χ) = 0 ∀χ ∈ Sh0,
(9.20b)
γ (∇Un,∇ (χ−Un))Ω f + ̥τn
(
Ghf
[
Un −Un−1] , χ−Un)h
Ω f
≥ γ−1
(
Un−1,χ−Un
)h
Ω f
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
Ω f
+ β
(
RnV , χ−Un
)h
Ω f
∀χ ∈ Khf (0),
(9.20c)
whereRnV ∈ Shf solves
b0(∇RnV ,∇ η)Ω f = (Un−1Vn,∇ η)Ω f ∀η ∈ Shf , (9.21)
andWn ∈ Shf is such that
Wn = −̥τnGhf
[
Un −Un−1]+ βRnV + λn, (9.22)
where λn ∈ R.
We seek to show that the function F̂ : Khf (0) × ∇ Shf → Khf (0) × Shf is
continuous, and then apply the Brouwer fixed point theorem, see e.g. [62, p
358]. It follows from (9.20a–c), (9.21) and (9.22) that a fixed point {Un,∇Wn}
of F̂ corresponds to a solution {Vn, Pn,Φn,Un,Wn} of (9.13a–d).
To show that F̂ : Khf (0)×∇ Shf → Khf (0)×∇ Shf is continuous we suppose
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that there exists a sequence {U(j),∇W(j)}j≥0, U(j) ∈ Khf (0), W(j) ∈ ∇ Shf and
U(j) → U ∈ Khf (0) and ∇W(j) → ∇W ∈ ∇ Shf as j → ∞. It remains to
show that F̂(U(j),∇W(j)) → F̂(U,∇W) ∈ Khf (0) × ∇ Shf as j → ∞. We let
{Z(j),∇Y(j)} = F̂(U(j),∇W(j)), i.e. on letting {V(j), P(j)} ∈ Vhf × Πhf be the
unique solution of
(
∇V(j),∇ χ
)
Ω f
−
(
P(j),∇ · χ
)
Ω f
= −λ
(
Un−1∇W(j),χ
)
Ω f(
∇ ·V(j),ψ
)
Ω f
= 0
∀χ ∈ Vhf ,
∀ψ ∈ Πhf ,
(9.23a)
Φ(j) ∈ Shg be the unique solution of(
c(x,U(j))∇Φ(j),∇ χ
)
= 0 ∀χ ∈ Sh0,
(9.23b)
and Z(j) ∈ Khf (0) is the unique solution of
γ
(
∇ Z(j),∇ (χ− Z(j))
)
Ω f
+ ̥τn
(
Ghf
[
Z(j) −Un−1],χ− Z(j))h
Ω f
≥ γ−1
(
Un−1,χ− Z(j)
)h
Ω f
+
1
2
α
(
c′(x)|∇Φ(j)|2,χ− Z(j)
)
Ω f
+ β
(
R(j)V , χ− Z(j)
)h
Ω f
∀χ ∈ Khf (0),
(9.23c)
whereR(j)V ∈ Zhf is the unique solution to
b0(∇R(j)V ,∇ η)Ω f = (Un−1V(j),∇ η)Ω f ∀η ∈ Shf . (9.24)
Finally, Y(j) ∈ Shf is such that
Y(j) = −̥τnGhf
[
Z(j) −Un−1]+ βR(j)V + λ(j), (9.25)
where λ(j) ∈ R.
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Choosing χ = V(j) in the first equation of (9.23a), noting the second and
(8.35) yields that
|V(j)|21,Ω f ≤ C‖Un−1‖1,Ω f |W(j)|1,Ω f ‖V(j)‖1,Ω f .
Applying a Friedrich’s inequality implies that
‖V(j)‖1,Ω f ≤ C(Un−1,∇W), (9.26)
where we have noted that ∇W(j) → ∇W ∈ ∇ Shf as j → ∞. In addition, it
follows from (9.23a), (8.37), (8.39) and (9.26) that
|P(j)|0,Ω f ≤ C(Un−1,∇W). (9.27)
Similarly to (4.24) we have that
‖Φ(j)‖1 ≤ C. (9.28)
Choosing η = R(j)V in (9.24), and noting (8.35), (9.26) and a Poincare´ inequality
yields that
‖R(j)V ‖1,Ω f ≤ C‖Un−1‖1,Ω f ‖V(j)‖1,Ω f
≤ C(Un−1,∇W).
(9.29)
Now choosing χ = Un−1 in (9.23c) and applying (2.10) implies that
1
2
{
γ|Z(j)|21,Ω f − γ−1|Z(j)|2Ω f ,h
}
+̥τn
(
Ghf
(
Z(j)−Un−1
τn
)
, Z
(j)−Un−1
τn
)h
Ω f
≤ 12
{
γ|Un−1|21,Ω f − γ−1|Un−1|2Ω f ,h
}
+ α2
(
c′(x)
[
Z(j) −Un−1], |∇Φ(j)|2)
Ω f
+ β
(
R(j)V ,Z(j) −Un−1
)h
Ω f
.
From (5.6) we note that
(Ghf χ,χ)hΩ f = (b0, |∇ Ghf χ|2)Ω f ≥ 0 ∀χ ∈ Zhf ,
and since Z(j) ∈ Khf (0) we have that |Z(j)|h,Ω f ≤ |Ω f |. Therefore similarly to
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(4.25), we have on noting (9.28), (9.29) and as Z(j) ∈ Khf (0) that
γ‖Z(j)‖21,Ω f ≤ C(Un−1,∇W). (9.30)
Finally from (9.25), (5.37) and (9.29) we have
|Y(j)|1,Ω f ≤ C
(
1+ |R(j)V |1,Ω f
)
≤ C(Un−1,∇W).
(9.31)
Combining (9.26)-(9.31) we have that
‖V(j)‖1,Ω f + ‖P(j)‖0,Ω f + ‖Φ(j)‖1 + |R(j)V |1,Ω f + ‖Z(j)‖1,Ω f ≤ C(Un−1,∇W),
and so we can choose a subsequence {V(jp), P(jp),Φ(jp),R(jp)V ,Z(jp),∇Y(jp)}p≥0
such that
V(jp) → V ∈ Vhf ,
P(jp) → P ∈ Πhf ,
Φ(jp) → Φ ∈ Shg,
R(jp)V → RV ∈ Zhf ,
Z(jp) → Z ∈ Khf (0),
∇Y(jp) → ∇Y ∈ ∇ Shf ,
as jp → ∞. We note that c(x,U(j)) → c(x,U) as j → ∞, due to the linearity
of c(x, ·). Passing to the limit in (9.23a–c), (9.24) and (9.25) with the indexing
(j) replaced by (jp), we obtain that the limiting functions V, P, Φ, Z and ∇Y
satisfy
(
∇V,∇ χ
)
Ω f
−
(
P,∇ · χ
)
Ω f
= −λ
(
Un−1∇W,χ
)
Ω f
(∇ ·V,ψ)Ω f = 0
∀χ ∈ Vhf ,
∀ψ ∈ Πhf ,
(c(x,U)∇Φ,∇ χ) = 0 ∀χ ∈ Sh0,
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and
γ (∇ Z,∇ (χ− Z))Ω f + ̥τn
(
Ghf
[
Z−Un−1] , χ− Z)h
Ω f
≥
(
γ−1Un−1,χ− Z
)h
Ω f
+
1
2
α
(
c′(x)|∇Φ|2,χ− Z
)
Ω f
+ β
(
RV , χ− Z
)h
Ω f
∀χ ∈ Khf (0),
whereRV ∈ Zhf is the unique solution to
b0(∇RV ,∇ η)Ω f = (Un−1V,∇ η)Ω f ∀η ∈ Shf . (9.32)
Finally, Y ∈ Shf is such that
Y = −̥τnGhf
[
Z−Un−1]+ βRV + λ, (9.33)
where λ ∈ R.
The above implies that {Z,∇Y} = F̂(U,∇W), and so the limit {Z,∇Y}
is unique. It follows that the whole sequence converges, i.e. F̂(U(j),∇W(j)) =
{Z(j),∇Y(j)} → {Z,∇Y} = F̂(U,∇W) as j → ∞. Hence F̂ is continuous,
and by the Brouwer fixed point theorem we have the existence of U ∈
Khf (0), ∇W ∈ ∇ Shf such that F̂(U,∇W) = {U,∇W}. Setting Un = U = Z,
Wn = W = Y, Vn = V, Pn = P, Φn = Φ and RnV = RV yields a solution
to (9.20a–c), (9.21) and (9.22); and hence a solution {Vn, Pn,Φn,Un,Wn} to
(9.13a–d).
9.4 Stability of the coupled scheme with kinetics
We first prove stability of the method (9.13a–d) in the following result.
Theorem 9.6. A solution {Vn, Pn,Φn,Un,Wn}Nn=1 to (9.13a–d) with Φ0 ∈ Shg
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satisfying (9.3) is such that for n = 1→ N
J f (U
n,Φn) +
n
∑
k=1
{γ
2
|Uk −Uk−1|21,Ω f +
1
2
γ−1|Uk −Uk−1|2Ω f ,h
+
1
2
α(c(x,Uk−1), |∇ (Φk −Φk−1)|2)}
+
n
∑
k=1
b0
τk
̥
{|Wk|21,Ω f +
β
λ̥
n
∑
k=1
τk|∇Vk|20,Ω f } ≤ J f (U0,Φ0). (9.34)
Proof Combining the analogues of (9.4) and (9.5) over Ω f at the time-step k ≥
1 leads to the intermediate step
I f (U
k,Φk) +
γ
2
|∇ (Uk −Uk−1)|20,Ω +
1
2
γ−1|Uk −Uk−1|2Ω f ,h
+ b0
τk
̥
|Wk|21,Ω f +
1
2
α
(
c(x,Uk−1), |∇ (Φk −Φk−1)|2
)
+
βτk
λ̥
|∇Vk|20,Ω f ≤ I f (Uk−1,Φk−1). (9.35)
Summing (9.35) over k = 1→ n gives us the desired result (9.34).
The analogous result to (9.9) over Ω f implies that the discrete energy for
the system (9.13a–d) is bounded below, and therefore we have established the
stability of the system.
The next theorem is a simple adaption of Theorem 5.10 to (9.13a–d).
Theorem 9.7. Let u0 ∈ K f ∩W1,s(Ω f ) for s > d with
ﬄ
Ω f
u0dx ∈ (−1, 1), and
the assumptions (A1) hold, and choose U0 ≡ πhfu0. Then for all h > 0, and for all
time partitions {τn}Nn=1, the solution {Vn, Pn,Φn,Un,Wn}Nn=1 to (9.13a–d), with
Φ0 ∈ Shg satisfying (9.3), is such that
max
n=1→N
‖Φn‖21 ≤ C, (9.36)
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and
γ max
n=1→N
‖Un‖21,Ω f +
N
∑
n=1
[
γ|Un −Un−1|21,Ω f + γ−1|Un −Un−1|20,Ω f
]
+
N
∑
n=1
[
α|[c(x,Un−1)] 12∇ (Φn −Φn−1)|20 + b0 τn̥ |∇Wn|20,Ω f
]
+ βλ̥
N
∑
n=1
τn|∇Vn|20,Ω f ≤ C
[
γ‖U0‖21,Ω f + γ−1|Ω f |+ αcmax|Ω|
]
≤ C.
(9.37)
Moreover,
N
∑
n=1
τn
[
‖Vn‖21,Ω f + ‖Pn‖20,Ω f
]
≤ C, (9.38a)
and for h sufficiently small
N
∑
n=1
τn‖Wn‖21,Ω f ≤ C. (9.38b)
In addition, if (A2) holds,
̥
N
∑
n=1
τn
∣∣∣G [Un−Un−1τn ]∣∣∣21,Ω f +̥τ− 12
N
∑
n=1
|Un −Un−1|20,Ω f ≤ C, (9.39)
where τ := maxn=1→N τn.
Proof We adapt the proof of Theorem 5.10. The bound (9.36) follows as in the
proof of Theorem 4.12. To obtain (9.37) we plug (5.8) into (9.34), to obtain for
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n = 1→ N
1
2
{γ|Un|21,Ω f − γ−1|Un|2Ω f ,h} −
1
2
α(c(x,Un), |∇Φn|2)
+
1
2
n
∑
k=1
[
γ|Uk −Uk−1|21,Ω f + γ−1|Uk −Uk−1|2Ω f ,h
]
+
n
∑
k=1
[
1
2
α
∣∣[c(x,Uk−1)] 12∇ (Φk −Φk−1)∣∣2
0
]
+̥−1
n
∑
k=1
τk
[
b0
∣∣∇Wk∣∣2
0,Ω f
+ βλ
∣∣∇Vk∣∣2
0,Ω f
]
≤ 1
2
{γ|U0|21,Ω f − γ−1|U0|2Ω f ,h} −
1
2
α(c(x,U0), |∇Φ0|2)
≤ 1
2
γ|U0|21,Ω f ≤
1
2
γ‖U0‖21,Ω f .
(9.40)
Similarly to the proof in Theorem 5.10 it follows from (5.32), (9.40) and (4.33),
(3.44), (3.45f) and (5.26) that the desired result (9.37) holds.
The first bound in (9.38a) follows from a Friedrich’s inequality and (9.37).
The second bound in (9.38a) on the pressure follows from (9.13a), (8.37), (8.39)
and the first bound in (9.38a). The bound (9.38b) follows from the proof in
Theorem 5.10.
We now prove (9.39). From (5.1), (5.4), (9.13c), and (3.51), which requires
(A2) to hold, we obtain for any η ∈ H1(Ω f ) that
̥
(
∇G f
[
Un−Un−1
τn
]
,∇ η
)
Ω f
= ̥b0
(
Un−Un−1
τn
, η
)
Ω f
= ̥b0
(
Un−Un−1
τn
,Qhf η
)h
Ω f
= −
(
∇Wn,∇ [Qhf η]
)
Ω f
+ β(Un−1Vn,∇ [Qhf η])Ω f
≤ C[|∇Wn|0,Ω f + β‖Vn‖0,Ω f ]|η|1,Ω f , (9.41)
since Un−1 ∈ Khf (0). The first bound in (9.39) then follows from (9.41), (9.37)
and (9.38a), since∣∣∣G f [Un−Un−1τn ]∣∣∣21,Ω f ≤ C̥2
[
|∇Wn|20,Ω f + ‖Vn‖20,Ω f
]
.
The second bound in (9.39) follows as in the proof of Theorem 5.10.
9.5. CONVERGENCE RESULTS FOR SYSTEMWITH KINETICS 172
9.5 Convergence results for system with kinetics
Throughout this Section, we restrict ourselves to the case d = 2. We recall the
notation introduced in Section 5.2. Introducing the analogous notation for V+,
and P+, (9.13a–d) can be restated as follows:
Find {V+, P+,Φ+,U,W+} ∈ L2(0, T;Vhf ) × L2(0, T;Πhf )× L∞(0, T; Shg)
×C([0, T];Khf )× L2(0, T; Shf ) such that for all χ ∈ L2(0, T;Vhf ), ψ ∈ L2(0, T;Πhf ),
χ0 ∈ L∞(0, T; Sh0), zh ∈ L2(0, T;Khf ), and χ ∈ L2(0, T; Shf ),
ˆ T
0
[(∇V+,∇ χ)
Ω f
− (P+,∇ · χ)
Ω f
]
dt
= −λ
ˆ T
0
(
U−∇W+,χ)
Ω f
dt, (9.42a)
ˆ T
0
(
∇ ·Vn,ψ
)
Ω f
dt = 0, (9.42b)
ˆ T
0
(
c(x,U+)∇Φ+,∇ χ0
)
dt = 0, (9.42c)
ˆ T
0
[
̥
(
∂U
∂t ,χ
)h
Ω f
+ b0
(∇W+,∇ χ)
Ω f
]
dt = β
ˆ T
0
(
U−V+,∇ χ
)
dt, (9.42d)
γ
ˆ T
0
(
∇U+,∇ (zh −U+)
)
Ω f
dt ≥
ˆ T
0
(
W+ + γ−1U−, zh −U+
)h
Ω f
dt
+
1
2
α
ˆ T
0
(
c′(x)|∇Φ+|2, zh −U+
)
Ω f
dt. (9.42e)
Lemma 9.8. Let d = 2 and all the assumptions of Theorem 9.7 hold. Then there
exists a subsequence of {V+, P+,Φ+,U,W+}h, where {V+, P+,Φ+,U,W+} solve
(9.13a–d), and functions
u ∈ L∞(0, T;K f ) ∩ H1(0, T; (H1(Ω f ))′),
w ∈ L2(0, T;H1(Ω f )),
v ∈ L2(0, T; [H1(Ω f )]2),
p ∈ L2(0, T; L2(Ω f )),
(9.43)
with u(·, 0) = u0 and ﬄ
Ω f
u(x, t)dx =
ﬄ
Ω f
u0(x)dx for a.a. t ∈ (0, T) such that as
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h, τ → 0
U,U± → u weak-* in L∞(0, T;H1(Ω f )), (9.44a)
G f ∂U∂t → G f
∂u
∂t
weakly in L2(0, T;H1(Ω f )), (9.44b)
U,U± → u strongly in L2(0, T; Ls(Ω f )), (9.44c)
W+ → w weakly in L2(0, T;H1(Ω f )), (9.44d)
V+ → v weakly in L2(0, T; [H1(Ω f )]2), (9.44e)
P+ → p weakly in L2(0, T; L2(Ω f )), (9.44f)
for all s ∈ [2,∞). Additionally, there exists a function
φ ∈ L∞(0, T;W1,2+δ1g (Ω)), (9.45)
where δ1 > 0 is as in Lemmas 3.8 and 5.12, such that as h, τ → 0 the subsequence
above satisfies
Φ+ → φ weak-* in L∞(0, T;W1,2+δ1g (Ω)), (9.46a)
Φ+ → φ strongly in L2(0, T; Sg). (9.46b)
Moreover, {v, p, φ, u} satisfy
ˆ
Ω f ,T
(∇ v · ∇ η − p∇ · η) dx dt
= −λ
ˆ
Ω f ,T
u∇w · ηdxdt ∀η ∈ L2(0, T; [H1(Ω f )]2), (9.47a)
ˆ
Ω f ,T
(∇ · v)η dxdt = 0 ∀η ∈ L2(0, T; L2(Ω f )), (9.47b)
ˆ
ΩT
c(x, u)∇ φ · ∇ η dxdt = 0 ∀η ∈ L2(0, T; S0). (9.47c)
Proof The proof is a simple extension of the proof of Lemma 5.13, and so we
just concentrate on the modifications. In addition to the bounds (5.52), we
deduce from (9.38a) that
‖V+‖2L2(0,T;[H1(Ω f )]2) + ‖P
+‖2L2(0,T;L2(Ω f )) ≤ C. (9.48)
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The convergence results (9.44e,f) and the results concerning v and p in (9.43)
follow immediately from (9.48).
It remains to prove (9.47a,b). For any η ∈ C([0, T]; [C∞(Ω f )]2), we choose
χ = πh
Vhf
η in (9.42a), and recall that πh
Vhf
denotes interpolation with respect to
Vhf . Similarly, for any η ∈ C([0, T];C∞(Ω f )), we choose ψ = πhf η in (9.42b)
as Πhf ≡ Shf . Then from (9.44e,f), the analogue of (3.45e) for πhVhf and π
h
f ,
(9.44c,d), and the fact that C([0, T]; [C∞(Ω f )]
2) and C([0, T];C(Ω f )) are dense
in L2(0, T; [H1(Ω f )]
2) and L2(0, T; L2(Ω f )), respectively, we have the desired
results (9.47a,b).
Theorem 9.9. Let d = 2 and the assumptions of Lemma 9.8 hold. Then there exists a
subsequence of {V+, P+,Φ+,U,W+}h, where {V+, P+,Φ+,U,W+} solve (9.13a–
d), and functions {v,w, φ, u,w} satisfying (9.43) and (9.45). In addition, as h, τ → 0
the following hold: (9.44a–f) and (9.46a,b) for a.a. t ∈ (0, T). Furthermore, we have
that {v, p, φ, u,w} fulfill u(·, 0) = u0 and ﬄ
Ω f
u(x, t)dx =
ﬄ
Ω f
u0(x)dx for a.a.
t ∈ (0, T), and satisfy (9.47a–c) and
̥
ˆ T
0
〈
∂u
∂t , η
〉
H1(Ω f )
dt + b0
ˆ
Ω f ,T
∇w · ∇ η dxdt
= β
ˆ
Ω f ,T
uv · ∇ η dxdt ∀η ∈ L2(0, T;H1(Ω f )) (9.49a)
γ
ˆ
Ω f ,T
[∇ u · ∇ (η − u)− (w + γ−1u)(η − u)
− 12αc′(x)|∇ φ|2(η − u)
]
dxdt ≥ 0 ∀η ∈ L2(0, T;K f ). (9.49b)
Proof For any η ∈ H1(0, T;H2(Ω f )) we choose χ ≡ πhf η in (9.42d) and now
analyse the subsequent terms. The first two terms are dealt with in the proof
of Theorem 5.14, and so we repeat the arguments in (5.61)-(5.65). From (9.48),
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(5.52) and the analogue of (3.45c) for πhf we have that∣∣∣∣∣
ˆ T
0
(U−V+,∇ (I − πhf )η)dt
∣∣∣∣∣
≤ C‖U−‖L2(0,T;L4(Ω f ))‖V+‖L2(0,T;[L2(Ω f )]2)‖∇ (I − πhf )η‖L∞(0,T;L4(Ω f ))
≤ Ch 12‖U−‖L2(0,T;H1(Ω f ))‖η‖L∞(0,T;H2(Ω f ))
≤ Ch 12‖η‖L∞(0,T;H2(Ω f )). (9.50)
It follows from (9.44c,e) that as h, τ → 0
ˆ T
0
(U−V+,∇ η)dt→
ˆ T
0
(uv,∇ η)dt. (9.51)
Combining (9.51) and (9.50), and noting that H1(0, T;H2(Ω f )) is dense in
L2(0, T,H1(Ω f )) yields the desired result (9.49a). The result (9.49b) then
follows from the arguments (5.66)-(5.71).
9.6 Decoupled scheme without stability
As we have already alluded to in Section 9.1, the coupled schemes (9.1a–d)
and (9.13a–d) are highly non-linear and therefore difficult to solve efficiently,
even with the fixed point iteration (9.14a–d) and an efficient Stokes solver.
Therefore we wish to develop a decoupled finite element approximation that,
for sufficiently small time-steps, represents a suitable approximation to the
coupled scheme.
We would also ideally desire a decoupled scheme with decreasing energy.
However, as we shall see in this Section, unless the Stokes system is coupled
to the Cahn-Hilliard equation it does not appear possible to obtain theoretical
energy decrease.
In [52], Kay, Styles and Welford decouple the solves for {Un,Wn} and
{Vn, Pn}, on the same system as in [39]. The authors use the P1 space
based on mesh length h for {U,W, P}, and the P1 space based on mesh
length h2 for V, a velocity-pressure space combination that satisfies LBB inf-
sup conditions. Furthermore, an energy bound and subsequent stability result
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are given provided that τnh ≤ C‖Un−1h ‖20,4 . The approach requires that the system
has an evolutionary Navier-Stokes or Stokes system, and a quartic potential Ψ.
Our finite element approximation uses a conventional decoupling of (9.1a–
d), and is therefore given by:
Given U0 ∈ Kh, for n = 1 → N find {Vn, Pn,Φn,Un,Wn} ∈ Vh × Πh ×
Shg × Kh × Sh such that
(
∇Vn,∇ χ
)
−
(
Pn,∇ · χ
)
= −λ
(
Un−1∇Wn−1,χ
)
(∇ ·Vn,ψ) = 0
∀χ ∈ Vh,
∀ψ ∈ Πh, (9.52a)(
c(x,Un−1)∇Φn,∇ χ
)
= 0 ∀χ ∈ Sh0, (9.52b)
̥
(
Un −Un−1
τn
,χ
)h
+
(
b(x,Un−1)∇Wn,∇ χ
)
=
β
(
Un−1Vn,∇ χ
)
∀χ ∈ Sh, (9.52c)
γ (∇Un,∇ (χ−Un)) ≥
(
Wn + γ−1Un−1,χ−Un
)h
+
1
2
α
(
c′(x)|∇Φn|2,χ−Un
)
∀χ ∈ Kh, (9.52d)
whereW0 ∈ Sh is such that(
W0,χ
)h
= γ
(
∇U0,∇ χ
)
− γ−1
(
U0,χ
)h
− 1
2
α
(
c′(x)|∇Φ0|2,χ
)
, ∀χ ∈ Sh,
(9.53)
and Φ0 ∈ Shg is such that
(c(x,U0)∇Φ0,∇ χ) = 0 ∀χ ∈ Sh0. (9.54)
The equations (9.53), (9.54) can be replaced by suitable initial finite element
functions W0, Φ0, but they provide a good approximation to the chemical
potential and electric potential, given an initial phase profile U0 ∈ Kh. In
particular, all of the following results hold independently of the choice of W0
and Φ0, and so do not depend on (9.53), (9.54).
The system differs from (9.1a–d) in thatWn in (9.1a) is replaced byWn−1 in
(9.52a), and Un in (9.1b) is replaced by Un−1 in (9.52b). Therefore the systems
CHAPTER 9. F.E.M.S FOR THE MODEL WITH KINETICS 177
for {Vn, Pn}, Φn, and {Un,Wn} are all decoupled, and hence can be solved
for separately.
Lemma 9.10. Let the assumptions (A1) hold and {Un−1,Wn−1} ∈ Kh × Sh. Then
for all h, τn > 0, there exists a solution {Vn, Pn,Φn,Un,Wn} ∈ Vh × Πh × Shg ×
Kh× Sh to the nth step of (9.52a–d). Furthermore, the solutions {Vn, Pn,Φn,Un} are
unique.
Proof The proof follows directly from the proof of Lemma 9.4.
Theorem 9.11. Let the assumptions (A1) hold and U0 ∈ Kh. Then for all h > 0 and
for all time partitions {τn}Nn−1, the solution {Vn, Pn,Φn,Un,Wn}Nn=1 to (9.52a–d)
satisfies
g− ≤ Φn ≤ g+ in Ω, and |Φn|1 ≤ C n = 1→ N, (9.55)
where g± ∈ R are defined as in (2.1),
I(Un,Φn) ≥ −C n = 1→ N, (9.56)
and
(Un, 1) =
(
Un−1, 1
)
n = 1→ N. (9.57)
Moreover,
I(Un−1,Φn) = I(Un−1,Φn−1) + 12α
(
c(x,Un−1), |∇ (Φn −Φn−1)|2
)
, (9.58)
and
I(Un,Φn) +
γ
2
|∇ (Un −Un−1)|20,Ω +
1
2
γ−1|Un −Un−1|2h
+
τn
̥
(b(x,Un−1)∇Wn,∇Wn) + βτn
λ̥
(∇Vn,∇Vn)
− τn
̥
β(Un−1Vn,∇ (Wn −Wn−1)) ≤ I(Un−1,Φn). (9.59)
for n = 1→ N, where Φ0 ∈ Shg is arbitrary.
Proof The proof of the first result in (9.55) is the direct analogue of the proof of
Theorem 4.2. Since the decoupling between the systems (9.52b) and (9.52c,d)
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is identical to that in (6.6a–c), the proofs of the second result in (9.55) and (9.56)
are given in Theorem 6.6. The proof of (9.57) follows from choosing χ = 1 in
(9.52c).
Similarly to Theorem 6.6, choosing χ = Φn − Φn−1 ∈ Sh0 in (9.52b), and
applying (2.10) we obtain that, for n = 1→ N,(
c(x,Un−1), |∇Φn−1|2 − |∇ (Φn−1 −Φn)|2
)
=
(
c(x,Un−1), |∇Φn|2
)
.
Therefore, on noting (4.2), we have the desired result (9.58).
Similarly to Lemma 9.1, choosing χ = Wn in (9.52c), and χ = Un−1 in
(9.52d) yields that, for n = 1→ N,
γ
2 |Un−1|21 − γ2 |Un|21 − γ2 |Un −Un−1|21 − 12α(c(x,Un−1), |∇Φn|2)
≥ τn
̥
(b(x,Un−1)∇Wn,∇Wn) + γ−12 |Un−1|2h − γ
−1
2 |Un|2h
+ γ
−1
2 |Un −Un−1|2h − τn̥ β(Un−1Vn,∇Wn)− 12α(c(x,Un), |∇Φn|2).
(9.60)
Now choosing χ = βλV
n in the first equation of (9.52a), and noting the
incompressibility condition on Vn, we obtain that
τn
̥
β(Un−1Vn,∇Wn) =− βτnλ̥ (∇Vn,∇Vn)
+ τn
̥
β(Un−1Vn,∇ (Wn −Wn−1)).
(9.61)
Rearranging (9.60), and taking note of (9.61) and (4.2), we get the second
energy property (9.59).
Remark 9.12. As we see from (9.58) and (9.59), it does not appear possible to prove
stability for the decoupled system (9.52a–d). In particular, due to the form of the right
hand sides of (9.52a) and (9.52c), we are unable to reproduce the crucial cancellation
of the right-hand sides as obtained for the scheme (9.1a–d) in (9.7). The use of stability
terms, as in (6.6a–c), combined with an informed choice of stability parameter ρ > 0
should make it easier to obtain energy decrease in practice. However, we cannot repeat
the arguments of Theorem 6.8 to obtain a theoretical stability result due to the term
(Un−1Vn,∇ (Wn −Wn−1)) in (9.59).
Remark 9.13. For the decoupled system (6.6a–c) with ρ = 0, we obtained energy
decrease in practice even though it was not guaranteed, see Section 7.3. Therefore we
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hope that we observe similar energy decrease in practice for (9.52a–d). Furthermore,
we must hope that, by taking small enough time-steps, we are able to approximate the
stable coupled scheme (9.1a–d) with the decoupled scheme (9.52a–d), and so removing
the necessity to perform the inefficient non-linear solve of the coupled scheme, see
Section 12.4.
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Chapter 10
Solution methods for the model
with kinetics
The linear systems for the decoupled scheme (9.52a–d), and for the fixed point
iteration (9.14a–d) in the absence of the subscript f for the coupled scheme
(9.1a–d) are nearly identical, and so we can use the same linear solvers for
both systems. The decoupled system (9.52a–d) splits into three independent
systems, where we solve for {Vn, Pn} and the electric field Φn first before
solving the system for {Un,Wn}. For the fixed point iteration (9.14a–d) in the
absence of the subscript f the splitting is similar, and so at each outer iteration
we solve for {Vn,i, Pn,i} and the electric field Φn,i first before solving the system
for {Un,i,Wn,i}.
Therefore throughout this Section we refer only to the decoupled system
(9.52a–d), but we note that the introduced solution methods apply directly
to the fixed point iteration (9.14a–d) in the absence of the subscript f . In the
following Sections we discuss the solution methods for the system (9.52a–d),
focussing in particular on the solution method for the Stokes system.
10.1 Gauss-Seidel method for the discrete system with kinet-
ics
The finite element approximation (9.52a–d) is a decoupled system, and we
solve the system (9.52c,d) using a ”Gauss-Seidel-type” iterative solver as in
Section 7.1. We note that the equations (9.52a,b) are independent of (9.52c,d),
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and are therefore solved for first to obtain {Pn,Vn}, Φn. To account for the
extra terms in (9.52c,d) we must rewrite the system as:
Given {Φn,Vn} ∈ Shg ×Vh for n ≥ 1, find {Un,Wn} ∈ KJ ×RJ such that
̥MUn + τnA
n−1Wn = r˘,
γ(χ−Un)TBUn − (χ−Un)TMWn ≥ (χ−Un)Ts ∀χ ∈ KJ ,
(10.1)
where K = [−1, 1], and M, B, and An−1 are symmetric matrices defined in
(7.3). The only difference in the iterative methods is in the right hand side
terms, which are now given by
r˘ := ̥MUn−1 + r˜ ∈ RJ , s := γ−1MUn−1 + s˜ ∈ RJ ,
where r˜j = βτn(U
n−1Vn,∇ χj) and s˜j := 12α(c′(x)|∇Φn|2,χj), j = 1→ J .
The construction of the iterative solver is then identical to that in Section
7.1, and so the iterative steps are given by (7.4a,b) with ρ = 0, and r replaced
by r˘. Furthermore, the result of Theorem 7.1 holds for (10.1), and each step can
by solved explicitly for each degree of freedom by the analogue of (7.5), with
ρ = 0.
The method of solving the Stokes system for {Vn, Pn} is dealt with in the
following Sections.
10.2 The Stokes saddle-point problem and boundary condi-
tions
The Stokes system (9.52a) is a symmetric saddle point problem, whose
inherent structure dictates the choice of solution method. In this Section we
present the matrix structure and discuss the implementation of our boundary
and substrate conditions.
First we must write the system in matrix form. Let N be the set of basis
nodes for the space Vh, and Jv = #N . Similarly, let P be the set of basis nodes
for the space Πh, and Jp = #P . We note that for our current setup Sh, Kh, Vh
and Πh all share the same mesh T h, and so P = J, where J is the set of nodes
of T h. However, we define P here to allow for the general case where P 6= J,
in particular with regards to techniques employed in Chapter 11.
CHAPTER 10. SOLUTIONMETHODS FOR MODEL WITH KINETICS 183
We define Idd ∈ Rd×d to be the identity matrix, and 0d ∈ Rd×d to be the
zero matrix. Furthermore, given any χ
i
∈ Vh, for k = 1 → d, we use the
fact that (χ
i
)k = χv,iek, where ek ∈ Rd is the kth identity element, and χv,i ∈
V2h or χv,i ∈ (V1h ⊕ Bd+1h ), for the Taylor-Hood element and MINI-element,
respectively.
On ignoring the boundary and substrate conditions, the linear system
(9.52a) can be written as:
Find {−→V n, Pn} ∈ (Rd)Jv ×RJp such that[−→
A N
−→
B N−→
B TN −CˆN
] [−→
V n
Pn
]
=
[−→
F nN
GnN
]
, (10.2)
where
−→
A N ∈ (Rd×d)Jv×Jv , −→B N ∈ (Rd)Jv×Jp , CˆN ∈ RJp×Jp , −→F nN ∈ (Rd)Jv
and GnN ∈ RJp , with entries
(
−→
A N)ij =
(∇ χv,i,∇ χv,j) Idd ∀i, j ∈ N ,
(
−→
B N)ij = ((B˘ij)1, . . . , (B˘ij)d)
T, (B˘ij)k = −
(∇ · (χv,iek),χj) ∀i ∈ N , j ∈ P ,
(CˆN)ij = 0 ∀i, j ∈ P ,
(
−→
F nN)j = ((F˘
n
j )1, . . . , (F˘
n
j )d)
T,
(F˘
n
j )k = −λ
(
Un−1(∇Wn−1)k,χv,j
)
∀j ∈ N ,
(GnN)j = 0 ∀j ∈ P .
In order to apply our boundary and substrate conditions (8.1h,j), which are
implicit in (9.52a), we need to manipulate our system matrix appropriately. In
particular, the matrix Cˆ will be sparse with diagonal entries equal to 1 for the
substrate degrees of freedom corresponding to (8.1j). Furthermore, the matrix−→
A will have identity rows and columns and the matrix
−→
B will have zero rows
for the degrees of freedom corresponding to the condition (8.1h). To write
down the system in detail, we must introduce some more notation.
First, we recall the notation p
j
∈ Rd for the real world coordinate of any
node j ∈ N . We also recall the definitions of Vh, Πh, Ωs, Ω f , ∂DΩ, and the
boundary and substrate conditions (8.1h,j).
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Then we partition N into N = Ns¯,D ∪N f o , where
Ns¯,D := {j ∈ N : (pj)1 ≤ −L1 + a or (pj)1 = L1},
and
N f o := {j ∈ N : −L1 + a < (pj)1 < L1}.
Here, Ns¯,D corresponds to the basis nodes of Vh coinciding with Ωs ∪ ∂DΩ,
and N f o = N \Ns¯,D.
Similarly, we partition P into P = Ps ∪ P f , where
Ps := {j ∈ P : (pj)1 < −L1 + a},
and
P f := {j ∈ P : (pj)1 ≥ −L1 + a}.
Here, P f corresponds to the basis nodes of Πh coinciding with Ω f , and Ps =
P \ P f .
Now we are in a position to write down the correct linear system for
(9.52a), where we choose a symmetric formulation. We note that, due to
the homogeneous boundary and substrate conditions (8.1h,j), the system is
simpler to write down than for inhomogenous boundary conditions. More
specifically, when making the system matrix symmetric, the terms that must
be moved to the right hand side are all zero, due to the zero boundary and
substrate conditions. Therefore, the system (9.52a) can be written explicitly at
each timestep n = 1→ N as the following.
Given {Un−1,Wn−1} ∈ Kh × Sh, find {−→V n, Pn} ∈ (Rd)Jv ×RJp such that[ −→
A
−→
B−→
B T −Cˆ
] [−→
V n
Pn
]
=
[−→
F n
Gn
]
, (10.3)
where
−→
A ∈ (Rd×d)Jv×Jv , −→B ∈ (Rd)Jv×Jp , Cˆ ∈ RJp×Jp , −→F n ∈ (Rd)Jv and
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Gn ∈ RJp , with entries
(
−→
A )ji = (
−→
A )ij =

(∇ χv,i,∇ χv,j) Idd ∀i, j ∈ N f o ,
Idd i = j, ∀i ∈ Ns¯,D,
0d i 6= j, ∀i ∈ Ns¯,D, j ∈ N ;
−→
B ij = ((Bˆij)1, . . . , (Bˆij)d)
T
(Bˆij)k =

− (∇ · (χv,iek),χj) ∀i ∈ N f o , j ∈ P f ,
0 ∀i ∈ Ns¯,D, j ∈ P ,
0 ∀j ∈ Ps, i ∈ N ;
(Cˆ)ji = (Cˆ)ij =

1 ∀i = j ∈ Ps,
0 ∀i = j ∈ P f ,
0 i 6= j, ∀i, j ∈ P ;
−→
F nj = ((Fˆ
n
j )1, . . . , (Fˆ
n
j )d)
T
(Fˆ
n
j )k =
−λ
(
Un−1(∇Wn−1)k,χv,j
) ∀j ∈ N f o ,
0 ∀j ∈ Ns¯,D;
(Gn)j = 0 ∀j ∈ P .
This ’doctoring’ ensures that we can solve the linear system (9.52a) over the
unconstrained coefficient spaces (Rd)Jv ×RJp .
10.3 The Schur-complement reformulation solver
In this Section we introduce a solution method for the system (10.3) based
upon a Schur complement reduction. The method of solution is given by:
(i) Solve TPn =
−→
B T
−→
A −1
−→
F n − Gn, where T is given by
T =
−→
B T
−→
A −1
−→
B + Cˆ.
(ii) Calculate
−→
V n =
−→
A −1
(−→
F n −−→B Pn
)
.
10.4. ITERATIVE SOLVER ON THE FULL STOKES SYSTEM 186
We will solve for the pressure Pn using the Conjugate Gradient method,
and then the velocity solution
−→
V n can be found easily from (ii). The expensive
steps in this method involve the calculation of
−→
A −1, and this is done using
the sparse LDL factorisation method described by Davis in [34]. We note
that once the LDL factorisation of
−→
A is computed, the application of
−→
A −1
is comparatively cheap. Moreover, we remark that a good preconditioner for
(i) is given by the pressure space mass matrix M, where mass lumping may be
employed to yield a diagonal matrix, e.g. see [64].
10.4 Iterative solver on the full Stokes system
In [64], Silvester and Wathen suggest that it is possible to improve upon the
Schur complement reformulation solve. They consider the application of a
solve on the full indefinite Stokes system, given by (10.3), using a Krylov
subspace type solver. Clearly, the conjugate gradient method is not applicable
here because the system matrix is indefinite, but there exist several close
relatives of the conjugate gradient method which can be applied to indefinite
systems. A taxonomy of these methods in conjugate-gradient form is prepared
in [5], along with considerations on the choice of preconditioner.
The typical method of choice for symmetric indefinite systems is the
Minimum Residual method (MinRes), sometimes called the preconditioned
conjugate residuals method. MinRes is a variant of the conjugate gradient
method that removes the possibility of breakdown for nonsymmetric systems.
It minimises the residual in the 2-norm at each iterative step, thus giving it
its name. Silvester and Wathen advocate the use of MinRes in [64] with an
intelligent choice of preconditioner, and we expect that this method should
out-perform the Schur complement reformulation method from Section 10.3
above.
The preconditioner matrix will take a block matrix form similar to the
system matrix, i.e.
P =
[−→
P A
−→
P B−→
P BT PC
]
.
However, since MinRes is only applicable to symmetric systems, we must
ensure that the preconditioner matrix is symmetric. Therefore we consider
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a preconditioner of the form
P =
[−→
P A 0
0 M
]
, (10.4)
where
−→
P A is some preconditioner matrix for
−→
A , and M is an approximation
to the pressure mass matrix, using either mass lumping or true integration, see
[64, 68]. In our experience better results are obtained using the mass lumping
formulation, which fixes M as a diagonal matrix. Then, when it comes to
applying the preconditioner, M−1 is trivial.
Remark 10.1. In fact we have observed that for methods without the symmetry
requirement, improved performance can be obtained by using the non-symmetric block
lower triangular preconditioner
P =
[−→
P A 0−→
B T M
]
, (10.5)
which admits the inverse
P−1 =
[ −→
P −1A 0
−M−1−→B T−→P −1A M−1
]
.
However, using this preconditioner would remove the symmetry from our system, and
our results in Table 10.2 suggest that MinRes with preconditioner (10.4) will perform
at least as well as other Krylov subspace methods with (10.5).
The choice of
−→
P A is critical for the solver performance, since the matrix A
presents the biggest problems for the solver in terms of efficiency and memory
use. Therefore the advantages to be gained from an intelligent choice of
preconditioner are greatest here.
First we consider the symmetric Jacobi and SSOR preconditioners. Both
of these preconditioners work by splitting the matrix
−→
A =
−→
L +
−→
U +
−→
D into
lower and upper triangular, and diagonal parts, but clearly
−→
U T =
−→
L , since
−→
A
is symmetric. The Jacobi preconditioner is given by
−→
P A =
−→
D , where
−→
D is the
diagonal on
−→
A , which is easily implemented, but is not expected to perform
well.
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The Successive Over-Relaxation (SOR) method performs one sweep of
an over-relaxed Gauss-Seidel operation, and can be written in matrix form
as
−→
P A =
−→
D
ω +
−→
L . The symmetric SOR method (SSOR) conducts the
corresponding reverse sweep to maintain the symmetry of the system, and
has matrix form
−→
P A =
(−→
D
ω
+
−→
L
)
ω
2−ω
−→
D−1
(−→
D
ω
+
−→
L T
)
,
which admits
−→
P −1A = (
−→
D +ω
−→
L T)−1
−→
D (
−→
D +ω
−→
L )−1ω(2−ω).
There is evidence in the literature that suggests that one multigrid V-cycle
should be a very efficient preconditioner, see e.g. [64]. Multigrid methods
demonstrate a vastly improved reduction rate in the residual over the standard
iterative methods. They work by creating a hierarchy of meshes and by
successively smoothing error approximations on coarser meshes. Therefore
they are particularly efficient for systems with large numbers of unknowns,
such as ours. They are also highly suited to finite element methods because
very often a mesh hierarchy is already implicit in the formulation of the
problem. In general, the additional overheads necessary for the setup of the
multigridmethod are easily compensated for by the achieved reduced number
of MinRes iterations, see [64].
We consider applying one V-cycle or W-cycle to the matrix
−→
A . The
multigrid V-cycle must have a symmetric smoothing step, and so we use a
SSOR-smoother on each grid. By default, the package Alberta provides imple-
mentations of multigrid solvers only for piecewise linear finite element spaces.
Hence, in order to apply the desired V-cycle and W-cycle preconditioners
to the matrix
−→
A in the case of the lowest order Taylor–Hood elements, we
employed an implementation of a multigrid solver for piecewise quadratic
finite elements that was kindly provided to us by Dr Lubomir Banˇas. A related
algorithm is described in [6].
To form a considered opinion we also look at the Generalised Minimum
Residual Method (GMRes), and the Stabilised Bi-Conjugate Gradient method
(BiCGStab). GMRes extends the MinRes method to non-symmetric systems,
guaranteeing the smallest residual for a fixed number of iterations. These it-
erations become increasingly expensive, as all previously computed vectors in
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the orthogonal sequence must be stored. To avoid large storage requirements
the method is restarted at regular intervals, and hence we use the notation
GMRes(k) for the case where GMRes is restarted after k iterations. If there
is sufficient storage such that restarting is unnecessary, GMRes is a fast and
accurate method.
BiCGStab approaches the solve in a different way, by simultaneously
considering two orthogonal sequences. Therefore it removes the orthogonal
sequence of residuals in GMRes, and also the large storage requirements. For
symmetric positive matrices its performance matches the conjugate gradient
method, but for twice the cost per iteration. For nonsymmetric matrices the
method is often comparable to GMRes, but convergence is also quite irregular
and not guaranteed. The applicability of these methods to different linear
systems of the form Ax = b is described in detail in [16] and summarised
in Table 10.1, where we also include the sparse factorisation package LDL. We
present an analysis of the respective solver performances on a system of the
form (10.3) generated using the lowest order Taylor-Hood spaces in Section
10.5.
Table 10.1: A summary of some of the solution methods for a linear system
Ax = b, and the properties required of the matrix A by each solver.
Symmetric Positive
Method System? Definite? Notes
Iterative:
C.G. Yes Yes 3-term recurrence relation
MinRes Yes No C.G. variant that minimises residual
BiCGStab No No residual minimisation not guaranteed
GMRes No No large storage requirements
GMRes(k) No No restart after k iterations
Direct:
LDL Yes Yes large storage and initialisation cost
10.5 Solver performance for the Taylor-Hood system
In Sections 10.3 and 10.4, we presented two different solution methods for
our system (10.3). It remains to analyse their performance on the systems
generated by our phase field problem and its heavily adapted meshes. For
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d = 2, it turns out that the Schur complement solver from Section 10.3, together
with the LDL factorisation package for the computation of
−→
A −1, is by far the
most efficient solution method. Therefore we present here only our findings
for d = 3, where largemeshes and the increased detail required for the velocity
space leads to a large number of DOFs, and so sparse factorisation packages
in general are no longer competitive. In particular, the Taylor-Hood velocity
pressure spaces (8.36a,b) produce large symmetric positive definite systems
that present a significant bottleneck in our computations.
The systems generated by the MINI-element velocity space (8.38) have
a particular structure that can be easily reduced, and therefore more solver
options are available. We analyse the solver performance for theMINI-element
separately in Section 10.8.
For the results presented in this Section, all the velocity systems are
generated on meshes using the Taylor-Hood elements. We solve the system
(9.52a) for {V1, P1} with fixed parameters b0 = 1, a = 0.125, α = 100 and
β = λ = 0.2, a Stokes solver tolerance of 10−8, and U0 = πhu0, where u0 is
given by (7.2), and W0 is given by (9.2). The mesh is generated using a mesh
size and interface parameter of either N f = 32, γ =
1
2π or N f = 64, γ =
1
4π ,
and so, recalling Chapter 7, there are at least 8 mesh points across the interface
region. We also fix Nc = 16, so that the mesh alignment assumptions of (A1)
are satisfied.
Throughout this Section, and in the remainder of the thesis, solver CPU
times are displayed in seconds.
Table 10.2 shows the performance of several different methods on the
fixed system with N f = 32. It is clear that in this case, with identical LDL
factorisation solves for
−→
A −1, the MinRes solver on the Schur formulation is
the fastest method. The conjugate gradient solver is the next best performing
method. However, we know that for larger systems generated from the
finer meshes that we run, the initialisation time will become increasingly
impractical. The Schur complement solve requires an accurate
−→
A x = b
solver, hence the use of the expensive LDL method. Conversely, the block
matrix solve on the full system only requires a good preconditioner to
−→
A , and
therefore we suspect that the MinRes method will prove to be faster for large
systems.
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Table 10.2: Solver speeds for system (10.3). The results here are for an n ×
n block matrix of size n = 360, 019, generated from the phase field model
with d = 3 and N f = 32, Nc = 16, γ =
1
2π . For all these results
−→
P A =−→
A is calculated using the direct LDL factorisation method, hence the large
initialisation times. The results here are for two different solution methods.
The first is the Schur formulation described in Section 10.3. The second is the
block matrix solve on the full system (10.3), described in this Section.
Solution Method and Preconditioner Solver Initialisation Solve
Iterative Solver Type Iterations Time Time
Schur formulation
C.G. M−1 64 600.0 185.2
BiCGStab M−1 51 ” 349.3
MinRes M−1 51 ” 303.0
GMRes(50) M−1 110 ” 269.1
Full system
BiCGStab (10.4) 171 ” 497.9
GMRes(50) (10.4) 162 ” 301.0
MinRes (10.4) 104 ” 199.1
BiCGStab (10.5) 116 ” 768.0
GMRes(10) (10.5) 116 ” 456.9
GMRes(50) (10.5) 86 ” 299.1
The Tables 10.3 and 10.4 provide the performance of MinRes with a variety
of preconditioners
−→
P A. For the Jacobi, SSOR and multigrid preconditioners
employed here, we only consider 1 or 2 sweeps, because we observe that large
numbers of preconditioner sweeps, whilst reducing the number of MinRes
iterations, do not improve the overall CPU time, particularly for the larger
system in Table 10.4. The large matrix system in Table 10.4 has a similar size
to those which occur at each time-step in our full calculations, and is also
sufficiently large for themultigridmethod to become a feasible preconditioner.
We observe that the SSOR preconditioner with 2 sweeps takes less MinRes
iterations than with 1 sweep. However, the test results in Table 10.3 and 10.4
suggest that one sweep with ω = 1 is the most efficient SSOR preconditioner,
because the small reduction in the numer of iterations achieved by applying
additional sweeps does not justify the increased amount of work per iteration
step.
As expected, all the preconditioners in Table 10.3 lead to more MinRes
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Table 10.3: Performance of the MinRes solver on the full system (10.3), with
a variety of preconditioners for the velocity stiffness matrix. The results here
are for an n × n system of size n = 360, 019, generated from the phase-field
model with d = 3 and parameters γ = 12π , N f = 32, and Nc = 16. We
include the performance of the Schur complement conjugate gradient solve
for comparison.
Preconditioner Precon. MinRes Initialisation Solve
Type Iterations Iterations CPU Time CPU Time
None - 2,984 0.0 1118.73
Jacobi 1 2,354 0.0 899.21
SSOR:
ω = 1 1 1,288 0.0 809.60
ω = 1.5 1 1,607 0.0 1018.71
ω = 1 2 1,019 0.0 823.72
MG:
V-cycle 1 779 55.2 1979.03
W-cycle 1 591 41.5 4128.47
LDL factorisation - 104 600 326.87
Schur solve C.G. - 64 600 185.23
Schur solve MinRes - 51 600 302.97
iterations than the ’perfect’ preconditioner
−→
P A =
−→
A . Moreover, the multigrid
preconditioners give the lowest iteration numbers, followed by the SSOR and
Jacobi preconditioner. In terms of overall CPU time, the SSOR preconditioner
with 1 sweep is the most efficient preconditioner for the MinRes iterative
solver.
It is clear from Table 10.3 that for this system there is no advantage to
implementing a V-cycle orW-cycle preconditioner. However, wewould expect
to be solving much larger systems in practice, and thus we must consider tests
on a finer mesh. We ignore the Jacobi preconditioner from now on, due to its
inefficient performance.
We note from Table 10.4 first that the Schur complement solve takes
approximately 14, 000s per time-step, of which 13, 000s are needed to initialise
the LDL factorisation. It is also clear that the multigrid preconditioners are
still not as competitive as the SSOR preconditioner for MinRes. The 98 MinRes
iterations for the LDL factorisation preconditioner, compared with the much
larger iteration counts for the considered preconditioners, demonstrate that
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Table 10.4: Performance of the MinRes solver on the full system (10.3), with
a variety of preconditioners for the velocity stiffness matrix. The results here
are for a large n× n system of size n = 1, 358, 880, generated from the phase-
field model for d = 3 with parameters γ = 14π ,N f = 64, and Nc = 16. We
include the performance of the Schur complement conjugate gradient solve
for comparison.
Preconditioner Precon. MinRes Initialisation Solve
Type Iterations Iterations CPU Time CPU Time
None - 7,734 0.0 13551.53
Jacobi 1 3836 0.0 4528.59
SSOR: ω = 1 1 2,079 0.0 4139.72
SSOR: ω = 1 2 1,548 0.0 5524.49
MG:
V-cycle 1 1,288 580.11 12745.70
W-cycle 1 975 559.47 35043.16
LDL factorisation - 98 13000 2542.86
Schur solve C.G. - 62 13000 603.71
Schur solve MinRes - 48 13000 646.90
there is still significant room for improvement in the choice of preconditioner.
As we mentioned previously, we are using a specially adapted multigrid
method to deal with the quadratic velocity space. Ideally we would expect
to obtain a better performance for multigrid preconditioners than for SSOR
preconditioners. However, there are overhead computational costs involved
in applying our multigrid algorithm on quadratic spaces, which results in the
multigrid performance seen in Table 10.4. For the problem (10.3) with Taylor-
Hood velocity spaces, it appears that the MinRes solver with 1 SSOR sweep as
preconditioner is the optimal solution method.
10.6 Effect of mesh adaptivity on solver performance
It has been suggested that the MinRes method performs better on uniform
meshes. Since the meshes we obtain from an adaptive finite element method
for an interface problem are highly non-uniform, it is possible that MinRes
might not be performing optimally for our system (10.3). In Table 10.5, we
compare various methods on a fixed uniform grid.
In Table 10.6 we compare solver iterations on different adaptive and
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Table 10.5: Solver speeds for the system (10.3) with d = 3, and γ = 12π on a
uniform mesh N f = Nc = 32. The n × n matrix has size n = 859, 812. All
these results are calculated using the direct LDL factorisation for
−→
P A =
−→
A ,
except for the ”MinRes, SSOR sweep” method, which uses one SSOR sweep
with ω = 1 for
−→
P −1A . There are results here for two different solution methods.
The first is the Schur formulation described in Section 10.3. The second is the
block matrix solve on the full system (10.3), described in this Section.
Solution Method and Precon. Solver Initialisation Solve
Iterative Solver Type Iterations Time Time
Schur formulation
C.G. M−1 63 2000 216.5
MinRes M−1 44 2000 313.8
Full system
GMRes(50) (10.4) 168 2000 2213.8
MinRes (10.4) 60 2000 712.3
MinRes, SSOR sweep (10.4) 1,774 0.0 1446.7
GMRes(50) (10.5) 89 2000 567.1
Table 10.6: Solver iterations for the system (10.3) with d = 3, on different
meshes. All these results are calculated using the direct LDL factorisation for−→
P A =
−→
A , except for the MinRes with SSOR sweep method, which uses one
SSOR sweep with ω = 1 for
−→
P −1A . Both MinRes methods are applied to the
full system. We calculate with parameters γ = 12π and Nc = 16, unless stated
otherwise.
Matrix CG on Schur MinRes, MinRes with
Mesh Parameters Size formulation LDL SSOR sweep
N f = 32 344, 841 64 104 1228
N f = Nc = 32, grid 859, 812 63 90 1774
N f = 64,γ =
1
4π 1, 358, 880 62 98 2079
N f = 64,γ =
1
2π 2, 177, 802 66 102 2520
uniform meshes, and the results show that the MinRes method with LDL
factorisation preconditioner for
−→
P −1A is more effective on uniform grids. The
MinRes method with LDL preconditioner requires only 90 iterations for the
uniform mesh with N f = Nc = 32, whereas the same method applied to
adaptive meshes requires at least 98 iterations, including the mesh N f =
32, Nc = 16 with fewer DOFs. Therefore it appears that the iteration
numbers for the MinRes method with LDL factorisation preconditioner are
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dependent on mesh geometry. However, the MinRes method with SSOR
sweep demonstrates iteration numbers that correlate with the number of DOFs
in the system, and therefore is less dependent onmesh geometry. This suggests
that the SSOR smoothing reduces the effect of the mesh geometry on the
method’s efficiency.
Furthermore, as we can see from Table 10.6, the conjugate gradient method
on the Schur complement formulation of (10.3) is an example of a method
whose efficiency is less dependent on mesh geometry, and independent of the
matrix size. The method appears to perform equally well on uniform and
adaptive meshes of different sizes.
Tables 10.4 and 10.5 show that the increased number of iterations required
for the MinRes solver with SSOR sweep preconditioner is justified by the
negligible initialisation CPU times, and it has proven to be the fastest method
we have attempted for our particular adaptive meshes. Indeed, for the
adaptive meshes with N f ≥ 64 that we use in practice, it performs several
times faster than any possible Schur complement reformulation solve.
We note that it may be possible to improve upon our MinRes iterative
solver with SSOR sweep preconditioner. In particular, a fully practical multi-
grid method for quadratic finite element spaces, or the algebraic multigrid
method (AMG) might prove to be more efficient methods for solving (10.3).
However, as we will see in the following Sections, we can obtain significant
improvements in solver performance by using the MINI-element instead of
Taylor-Hood spaces for d = 3.
10.7 The MINI-element Stokes system
In this Section we analyse the possible solution methods for the Stokes system
generated from the MINI-element velocity spaces Vhb from (8.38). As we
mentioned in Section 8.5.2, the support of individual bubble functions is
restricted to the element. We observe that, since the bubble function vanishes
on the element boundary, the stiffness matrix takes on a block diagonal
form. This particular structure allows us to present new solution methods,
in addition to those introduced in Sections 10.3 and 10.4.
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Writing the Stokes system (9.52a) explicitly for the MINI-element, we have
(
∇Vn,∇ χ
)
−
(
Pn,∇ · χ
)
= −λ
(
Un−1∇Wn−1,χ
)
(∇ ·Vn,ψ) = 0
∀χ ∈ Vhb ,
∀ψ ∈ Πh,
(10.6)
and the full system (9.52a–d), (9.53), (9.54) is replaced by (10.6), (9.52b–d),
(9.53), (9.54).
We note that the velocity space is composed of a direct sum, and so, given
any function V ∈ Vhb , we can write it uniquely as
V = VP1 +Vb ,
where VP1 ∈ (V1h )3, and Vb ∈ (B4h)3. Furthermore, the restriction to an element
can be written as
V|σ = VP1,σ +Vb,σ ∀σ ∈ T h. (10.7)
Decomposing the stiffness matrix into terms over individual elements, and
using (10.7) we have that
(
∇V,∇ χ
)
= ∑
σ∈T h
ˆ
σ
∇V : ∇ χdx
= ∑
σ∈T h
[ˆ
σ
∇ (VP1,σ +Vb,σ) : ∇ (χP1,σ + χb,σ)dx
]
= ∑
σ∈T h
[ˆ
σ
∇VP1,σ : ∇ χP1,σdx +
ˆ
σ
∇Vb,σ : ∇ χb,σdx
+
ˆ
σ
∇VP1,σ : ∇ χb,σdx +
ˆ
σ
∇Vb,σ : ∇ χP1,σdx
]
(10.8)
Now using integration by parts on the final two terms of (10.8) we have that
ˆ
σ
∇VP1,σ : ∇ χb,σdx =
ˆ
∂σ
(∇VP1,σ χb,σ) · ν∂σds−
ˆ
σ
∆VP1,σ · χb,σdx (10.9a)
= 0,
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and, similarly,
ˆ
σ
∇Vb,σ : ∇ χP1,σdx =
ˆ
∂σ
(∇ χ
P1,σ
Vb,σ) · ν∂σds−
ˆ
σ
∆χ
P1,σ
·Vb,σdx (10.9b)
= 0,
since χ
b,σ
|∂σ = Vb,σ|∂σ ≡ 0, and ∆VP1,σ = ∆χP1,σ ≡ 0 on σ, due to the linearity
of VP1,σ, and χP1,σ
. Combining (10.8), (10.9a,b) gives that
(
∇V,∇ χ
)
=
(
∇VP1 ,∇ χP1
)
+
(
∇Vb,∇ χb
)
. (10.10)
Nowwe introduce the notationNP1 to indicate the set of nodes correspond-
ing to the piecewise linear space V1h (and so NP1 = J, the set of all element
vertices, whilst the velocity and phase meshes align). We note that since
we compute with vector multiples of scalar basis functions on the velocity
space, in fact NP1 = P . However, we keep the notation separate to avoid
confusion. We also let Nb be the set of all bubble function nodes from the
cubic bubble space B4h, i.e. the set of barycentric mid-points of the elements.
We let JP1 = #NP1(= J ), and Jb = #Nb. We define χP1,i to be the scalar
basis function at node i ∈ NP1 , and χb,i to be the bubble basis function at node
i ∈ Nb.
It follows from (10.10), on ignoring the boundary and substrate conditions
for now, that the discrete velocity stiffness matrix takes the form[−→
A N,P1 0
0
−→
A N,b
] [−→
V nP1−→
V nb
]
, (10.11)
where
−→
A N,P1 ∈ (R3×3)JP1×JP1 ,
−→
A N,b ∈ (R3×3)Jb×Jb , with entries
(
−→
A N,P1)ij = (∇ χP1,i,∇ χP1,j)Id3 ∀i, j ∈ NP1 ,
(
−→
A N,b)ij = (∇ χb,i,∇ χb,j)Id3 ∀i, j ∈ Nb,
and
−→
V nP1 ∈ (R3)
JP1 and
−→
V nb ∈ (R3)Jb are the linear and bubble contributions
to the velocity vectorVn, respectively. Clearly,
−→
A N,b is a diagonal blockmatrix,
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since different bubble basis functions have non-overlapping support, i.e.
(
−→
A N,b)ij = δij(∇ χb,i,∇ χb,j)Id3 ∀i, j ∈ Nb.
We note that the system for (10.3) is defined independently of the velocity
space choice, the only difference being that the set of basis nodes N differs
depending upon the choice of Taylor-Hood orMINI-element spaces. However,
for the MINI-element we can re-write the system (10.3), incorporating the
diagonal block matrix structure of (10.11). To do so, we recall the notation
of Section 10.2, and in particular we must extend the partitions Ns¯,D and N f o
to the sets of basis nodes NP1 and Nb.
First we partition NP1 into NP1 = NP1,s¯,D ∪NP1, f o , where
NP1,s¯,D := {j ∈ NP1 : (pj)1 ≤ −L1 + a or (pj)1 = L1},
and
NP1, f o := {j ∈ NP1 : −L1 + a < (pj)1 < L1}.
Here, NP1,s¯,D corresponds to the basis nodes of (V1h )3 coinciding with Ωs ∪
∂DΩ, and NP1, f o = N \NP1,s¯,D.
Similarly we partition Nb into Nb = Nb,s¯ ∪Nb, f o , where
Nb,s¯ := {j ∈ Nb : (pj)1 ≤ −L1 + a},
and
Nb, f o := {j ∈ Nb : −L1 + a < (pj)1 < L1}.
Here, Nb,s¯ corresponds to the basis nodes of (B4h)3 coinciding with Ωs, and
Nb, f o = N \Nb,s¯.
We are now in a position to re-write the system (10.3) for theMINI-element,
in terms of piecewise linear and bubble contributions. We note that the
’doctoring’ of the block matrix system (10.12) to apply the Dirichlet boundary
and substrate conditions is the same as applied in Section 10.2. The full
Stokes system for the MINI-element can be written explicitly at each timestep
n = 1→ N as the following.
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Given {Un−1,Wn−1} ∈ Kh × Sh, find {−→V n, Pn} ∈ (R3)Jv ×RJp such that
−→
A P1 0
−→
B P1
0
−→
A b
−→
B b−→
B TP1
−→
B Tb −Cˆ


−→
V nP1−→
V nb
Pn
 =

−→
F nP1−→
F nb
Gn
 , (10.12)
where
−→
A P1 ∈ (R3×3)JP1×JP1 ,
−→
A b ∈ (R3×3)Jb×Jb , −→B P1 ∈ (R3)JP1×Jp ,
−→
B b ∈
(R3)Jb×Jp , Cˆ ∈ RJp×Jp , −→F P1 ∈ (R3)JP1 ,
−→
F b ∈ (R3)Jb and Gn ∈ RJp , with
entries
(
−→
A P1)ji = (
−→
A P1)ij =

(∇ χv,i,∇ χv,j) Id3 ∀i, j ∈ NP1, f o ,
δij Id3 ∀i ∈ NP1,s¯,D, j ∈ NP1 ;
(
−→
A b)ji = (
−→
A b)ij =
δij
(∇ χv,i,∇ χv,j) Id3 ∀i ∈ Nb, f o , j ∈ Nb,
δij Id3 ∀i ∈ Nb,s¯, j ∈ Nb;
(
−→
B P1)ij = ((BˆP1,ij)1, . . ., (BˆP1,ij)3)
T,
(BˆP1,ij)k =
−
(∇ · (χv,iek),χj) ∀i ∈ NP1, f o , j ∈ P f ,
0 otherwise;
(
−→
B b)ij = ((Bˆb,ij)1, . . ., (Bˆb,ij)3)
T,
(Bˆb,ij)k =
−
(∇ · (χv,iek),χj) ∀i ∈ Nb, f o , j ∈ P f ,
0 otherwise;
(Cˆ)ji = (Cˆ)ij =
1 ∀i = j ∈ Ps,0 otherwise;
(
−→
F nP1)j = ((Fˆ
n
P1,j
)1, . . . ,(Fˆ
n
P1,j
)3)
T,
(Fˆ
n
P1,j
)k =
−λ
(
Un−1(∇Wn−1)k,χP1,j
) ∀j ∈ NP1, f o ,
0 ∀j ∈ NP1,s¯,D;
(
−→
F nb )j = ((Fˆ
n
b,j)1, . . . ,(Fˆ
n
b,j)3)
T,
(Fˆ
n
b,j)k =
−λ
(
Un−1(∇Wn−1)k,χb,j
) ∀j ∈ Nb, f o ,
0 ∀j ∈ Nb,s¯;
(Gn)j = 0 ∀j ∈ P .
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10.8 Solution methods for the MINI-element system
In this Section we present four solution methods that each take advantage
of the block diagonal structure of (10.12), or more specifically (10.11). We
also investigate the efficiency of solving the MINI-element Stokes system.
The MINI-element system (10.12) should require less computation than the
Taylor-Hood element system (10.3), but it may yield a poorer approximation
according to some accounts, see e.g. [25].
Firstly we note that it is possible to solve the full system (10.12) using
the iterative solver discussed in Section 10.4. However, due to the form
of the velocity matrix from (10.11), and specifically the diagonal form of
the bubble-bubble matrix
−→
A b, we can improve upon the current series of
preconditioners at our disposal. Instead of applying the SSOR sweep, V-cycle
or LDL factorisation preconditioners on the full velocity stiffness matrix, it
is more efficient to apply them on
−→
A P1 alone, and use the inverse of
−→
A b to
complete the block preconditioner.
This method is more efficient than the preconditioners on
−→
A in (10.3)
because the P1 block matrix is much smaller than the bubble-bubble matrix. In
fact, the P1 block is small enough for the LDL factorisation method to become
competitive again, even for heavily refined grids. This suggests that the Schur
complement reformulation on the full system may indeed be faster than the
MinRes solver applied to the full system.
Furthermore, since
−→
A P1 is generated from the linear space V
1
h , the mesh
hierarchy is much more easily defined than for quadratics, and hence we can
employ the multigrid method provided within the package Alberta, see [63].
Therefore we should be able to improve performance by using V-cycle or W-
cycle preconditioners, assuming they demonstrate optimal reduction rates.
There is a further method that must be considered. It is easy to eliminate
the bubble DOFs using a so called static condensation process. Since
−→
A b is
diagonal, we can easily apply its inverse, to obtain
−→
V nb =
−→
A −1b (
−→
F nb −
−→
B bP
n),
and plugging this back into (10.12) we obtain the condensed system[−→
A P1
−→
B P1−→
B TP1 −Cˆ∗
] [−→
V nP1
Pn
]
=
[−→
F nP1
G∗
]
, (10.13)
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where Cˆ∗ = Cˆ +
−→
B Tb
−→
A −1b
−→
B b, and G
∗ = Gn −−→B Tb
−→
A −1b
−→
F nb .
This system can either be solved in its present form, using MinRes and a
V-cycle preconditioner, or we can reduce it further using the Schur comple-
ment method. Effectively, this amounts to conducting a Schur complement
reduction twice on the system (10.12), and so care must be made to distinguish
between these methods.
To summarise, the methods we consider for the MINI-element system are
the following:
1) Solve the full system (10.12). We solve using MinRes, and the precondi-
tioner
P−1 =

−→
P −1AP1
0 0
0 A−1b 0
0 0 M

where
−→
P AP1
=
−→
A P1 , with the help of a sparse LDL factorisation, one SSOR
sweep, or one V-cycle, depending upon the system size, and M is the mass
lumped approximation to the pressure mass matrix.
2) Schur complement reformulation of the full system (10.12). We solve
using the Conjugate Gradient method, and the LDL factorisation for
−→
A P1 . The
method of solution is given by:
(i) Solve TPn =
[−→
B TP1
−→
B Tb
] [−→A −1P1 0
0
−→
A −1b
] [−→
F nP1−→
F nb
]
− Gn, where T is given
by
T =
[−→
B TP1
−→
B Tb
] [−→A −1P1 0
0
−→
A −1b
] [−→
B P1−→
B b
]
+ Cˆ.
(ii) Calculate
[−→
V nP1−→
V nb
]
=
[−→
A −1P1 0
0
−→
A −1b
]([−→
F nP1−→
F nb
]
−
[−→
B P1−→
B b
]
Pn
)
.
3) Solve the condensed system (10.13). We solve using MinRes, and the
preconditioner
P−1 =
[−→
P −1AP1
0
0 M
]
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where
−→
P AP1
=
−→
A P1 , with the help of a sparse LDL factorisation, one SSOR
sweep, or one V-cycle, depending upon the system size, and M is the mass
lumping approximation to the pressure mass matrix.
4) Schur complement reformulation of the condensed system (10.13). We
solve using the Conjugate Gradient method, and the LDL factorisation for−→
A −1P1 . The method of solution is given by:
(i) Solve TPn =
−→
B TP1
−→
A −1P1
−→
F nP1 − G∗, where T is given by
T =
−→
B TP1
−→
A −1P1
−→
B P1 + Cˆ
∗.
(ii) Calculate
[−→
V nP1−→
V nb
]
=
[−→
A −1P1 0
0
−→
A −1b
]([−→
F nP1−→
F nb
]
−
[−→
B P1−→
B b
]
Pn
)
.
It is important to note that the methods (2) and (4) are closely related,
differing only in the Schur complement matrix T, and the number of steps
used to reduce to the pressure system.
10.9 Solver performance for the MINI-element system
As well as analysing the performance of the solution methods (1)-(4) on
(10.12), we must also consider how accurate the MINI-element solutions are
compared to the Taylor-Hood velocity solutions. Using a specific test problem
on Ω = (−1, 1)3 with analytic solution, we can compare the accuracy of the
MINI-element solutions to those of the Taylor-Hood element. We consider the
following system of partial differential equations:
Find functions v : Ω → Rd, and p : Ω → R such that−∆v +∇ p = f∇ · v = 0 in Ω, (10.14a)
v = 0 on ∂±DΩ, (10.14b)
(∇ v) ν∂Ω − p ν∂Ω = 0 on ∂NΩ, (10.14c)
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where
f (x1, x2, x3) = (0,−6x1, 0)T ∀x ∈ Ω.
We can see by inspection that the solution to (10.14a–c) is given by
v(x1, x2, x3) = (0, x
3
1 − x1, 0)T, (10.15a)
p = 0. (10.15b)
The Taylor-Hood andMINI-element finite element approximations to (10.14a–
c) then take on the conventional form, as in 10.2, with load vector entries
(
−→
F N)j = ((F˘j)1, . . . , (F˘j)d)
T, (F˘j)k = f (pj) ∀j ∈ N , k = 1→ d.
Throughout this Section, we solve the Stokes system 10.2 with load vector
given as above, and unless stated otherwise, with the fixed parameter Nc = 16.
Furthermore, all the adaptive meshes in this Section are generated from the
initial conditions for our phase field model, U0 = πhu0, where u0 is given by
(7.2) with l = −0.5. All results in this Section refer only to the Stokes system
solve.
The speed and accuracy of the Taylor-Hood and MINI-elements are com-
pared in Tables 10.7, 10.8 and 10.9. Table 10.7 shows that the MINI-element
is far less accurate than the Taylor-Hood element, by at least a factor of 40.
We would expect the MINI-element to be less accurate that the Taylor-Hood
element for problems with an analytic solution of quadratic or higher order,
as in (10.14a–c), (10.15a,b). It remains to be seen whether in our case the loss
of accuracy in the Stokes solutions adversely affects the phase morphology
solution.
We can see also in Tables 10.7 and 10.8 that the solver performance for the
MINI-element represents a vast improvement on the Taylor-Hood element.
Table 10.9 shows that, for uniform grids, as the grid size is refined the accuracy
of the MINI-element approximation increases. In fact the results show that, as
the grid size h is halved, the L2 and L∞ errors decrease by a factor of 0.25, and
the H1 error by a factor of 0.5, as expected.
Our investigations have shown that for the solves on the full system
(methods (1) and (3)), generated from refined grids, the optimal preconditioner
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is one V-cycle. The V-cycle performs well in the first iteration, but returns
unsatisfactory reduction rates in subsequent iterations. The W-cycle performs
better, with reduction rates remaining low over many iterations. However
there is no performance benefit to justify the extra computational cost of
implementing the W-cycle. We can see in Table 10.9 that the MinRes iterations
for LDL and V-cycle preconditioners are similar, which indicates that the V-
cycle preconditioner is performing well.
Table 10.7: Comparison of Taylor-Hood element and MINI-element accuracy
for the analytic problem (10.14a–c). The mesh is generated from the phase
field model for d = 3 with γ = 12π and N f = 32, Nc = 16. All these results are
calculated using the direct LDL factorisation; for the inverse of the full velocity
matrix for the Taylor-Hood element, and for the inverse of the condensed P1
velocity matrix for the MINI-element.
Element Taylor-Hood MINI
vh DOFs 362,937 307,209
ph DOFs 15,977 15,977
Method Full Schur (1) (2) (3) (4)
Solver MinRes CG MinRes CG MinRes CG
Initialise 479.39 538.67 5.44 5.4 6.38 4.82
Solve Time 77.8 58.46 16.74 41.14 24.74 61.43
Iterations 30 26 81 118 133 488
L2 Error 1.29e-4 1.29e-4 8.94e-3 8.94e-3 8.94e-3 9.69e-3
H1 Error 6.68e-3 6.68e-3 2.61e-1 2.61e-1 2.61e-1 3.68e-1
L∞ Error 1.06e-4 1.06e-4 8.33e-3 8.33e-3 3.23e-2 1.01e-2
We present a detailed breakdown of the performance of the optimal solvers
for Taylor-Hood and MINI-elements in Tables 10.10 and 10.11, for two and
three dimensions, respectively. For our analysis we choose the methods that
are fastest on the most heavily refined meshes, as optimising the solver speed
for large systems is our main concern. As we mentioned at the beginning of
Section 10.5, for d = 2 the solver performance on the Taylor-Hood system
is satisfactory, and Table (10.10) shows that it is indeed comparable with the
MINI-element. However, fromTable 10.11we can see that, for d = 3, theMINI-
element offers a marked improvement on the performance of the Taylor-Hood
element. The MINI-element system is solved over 200 times faster than the
Taylor-Hood element system, for the most heavily refined mesh.
As we will see in Section 12.2 below, the MINI-element produces very
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Table 10.8: Comparison of Taylor-Hood element and MINI-element accuracy
for the analytic problem (10.14a–c). The mesh is generated from the phase
field model for d = 3 with γ = 14π and N f = 64, Nc = 16. These
results are calculated using either the direct LDL factorisation or one V-cycle
approximation for the inverse of the full velocity matrix for the Taylor-Hood
element, and for the inverse of the condensed velocity matrix for the MINI-
element.
Element Taylor-Hood MINI
vh DOFs 1,394,067 1,199,434
ph DOFs 60,285 60,285
Method Full Schur (1) (2) (3) (3)
Solver MinRes CG MinRes CG MinRes MinRes−→
P −1A LDL LDL LDL LDL LDL V-cycle
Initialise 5066.75 5479.86 85.18 83.83 85.73 0.31
Solve Time 396.68 332.27 99.19 210.46 138.71 33.08
Iterations 32 27 81 120 135 148
L2 Error 1.32e-4 1.32e-4 9.31e-3 9.31e-3 9.31e-3 9.31e-3
H1 Error 6.81e-3 6.81e-3 2.65e-1 2.65e-1 2.65e-1 2.65e-1
L∞ Error 1.11e-4 1.11e-4 8.33e-3 8.33e-3 3.23e-2 1.01e-2
Table 10.9: Performance of different solution methods on the MINI-element
system, on successive uniform grids with d = 3. The system solved is the
Stokes problem (10.14a–c). The meshes are uniform, with N f = Nc = 16, and
N f = Nc = 32.
Grid size N f = Nc = 16 N f = Nc = 32
vh DOFs 88,467 697,635
ph DOFs 4,913 35,937
Method (3) (3) (4) (3) (3) (4)
Precon. LDL V-cycle LDL LDL V-cycle LDL
Initialise 0.1 0.01 0.13 44.1 0.07 45.24
Solve Time 1.04 1.15 0.95 60.18 13.4 42.81
Iterations 93 124 54 113 132 70
L2 Error 1.06e-2 1.06e-2 1.06e-2 2.56e-3 2.56e-3 2.56e-3
H1 Error 2.97e-1 2.97e-1 2.97e-1 1.46e-1 1.46e-1 1.46e-1
L∞ Error 8.38e-3 8.38e-3 8.38e-3 2.22e-3 2.22e-3 2.22e-3
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Table 10.10: Detailed breakdown of the solver performance on Taylor-Hood
element andMINI-element systems for d = 2, on a variety of adaptive meshes.
The system solved is the problem (10.14a–c). The meshes are generated
from the phase field model, on increasingly refined meshes. The solver for
the Taylor-Hood element is the Schur complement reformulation, whilst for
the MINI-element it is the Schur complement reformulation of the reduced
system, as described by method (4). Both use the direct LDL factorisation, for
the inverses of full and condensed velocity matrices, respectively.
Element type Taylor-Hood MINI-element
Mesh size N f 64 128 256 64 128 256
γπ 14
1
8
1
16
1
4
1
8
1
16
vh DOFs 8,166 15,420 30,026 6,084 11,522 22,474
ph DOFs 1,042 1,950 3,777 1,042 1,950 3,777
Iterations 18 18 18 279 295 314
Condensation - - - 0.01 0.01 0.02
Initialise 0.01 0.02 0.05 0.0 0.0 0.02
Solve Time 0.02 0.05 0.11 0.07 0.16 0.37
Table 10.11: Detailed breakdown of the solver performance on Taylor-Hood
element andMINI-element systems for d = 3, on a variety of adaptive meshes.
The system solved is the problem (10.14a–c). The meshes are generated from
the phase field model, on increasingly refined meshes. The solver for the
Taylor-Hood element is the solve on the full system using the MinRes solver
and SSOR preconditioner for the velocity matrix. The solver for the MINI-
element is the solve on the condensed system (10.13) (method (3)), using a
single V-cycle preconditioner for the condensed P1 velocity matrix.
Element type Taylor-Hood MINI-element
Mesh size N f 32 64 32 64 128
γπ 12
1
4
1
2
1
4
1
8
vh DOFs 362,937 1,394,067 307,209 1,199,343 4,768,779
ph DOFs 15,977 60,285 15,977 60,285 235,775
Solver MinRes, SSOR MinRes, V-cycle
Iterations 1,082 1,644 130 128 130
Condensation - - 0.28 1.11 4.64
Mass matrix 0.09 0.44 0.12 0.48 1.93
Initialise 0.0 0.02 0.05 0.22 0.93
Solve Time 348.82 5417.0 8.83 58.8 330.21
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similar phase solutions to the Taylor-Hood. It is clear from the results in
this Section, that the MINI-element represents a significant improvement in
computational efficiency over the Taylor-Hood element.
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Chapter 11
Further optimisation using coarse
mesh techniques
Ideally, we would like to model the Cahn-Hilliard Stokes system (8.1a–j) for
small values of γ, since it approximates a sharp interface model only in the
limit γ → 0. In the literature, conventional values of γ may be even smaller
than those we have considered so far. For d = 2, γ values of 116π ,
1
32π and
even 164π are considered in [15] and [12]. For d = 3, taking small γ values
becomes increasingly computationally expensive. However, in [7], values of
1
12π are considered. These are considerably smaller than the values γ =
1
2π
and γ = 14π used so far for our computations in Chapter 10.
In this Section we introduce two processes involving selective mesh coars-
ening that will speed up the computations in Chapter 10. We are concerned
with the performance for d = 3, and so in the following we consider only the
optimal solution technique for d = 3. Therefore, unless stated otherwise, we
restrict ourselves to the MINI-element Stokes system (10.12), and the solution
method (3) from Section 10.9, using the MinRes iterative solver and a single
V-cycle preconditioner. Unless stated otherwise, the results in this Section are
computed with the fixed parameters d = 3, b0 = 1, c0 = 1, c1 = 1.25, a =
0.125, α = 100, β = λ = 0.2, and τn = τ = 10−6, for n = 1 → N. We also use
initial conditions (7.2) with l = −0.5.
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11.1 Solving the Stokes system on a coarse mesh
In Chapter 10 we investigated efficient methods for solving the Stokes system,
which are the bottleneck in our computations. However, despite our improved
solution methods for the Stokes system, it turns out that in practice the
computation of the velocity still requires over 95% of the CPU time. One
possible approach to improve upon our current computational performance
is to solve the Stokes system (10.3) on a coarser mesh than that for the Cahn-
Hilliard system.
In particular, in what follows, wewill consider the situationwherewe solve
the Stokes system on a relatively coarse mesh, provided that the phase mesh is
a refinement of the velocity mesh. With this in mind, and recalling the notation
of Section 3.1, we make the following assumptions on our velocity mesh:
(A3) For d = 2 or 3, let {T h}h>0 satisfy (A1), and let {T hv }h>0 be a family
of partitions of Ω into elements of diameter hv := maxσ∈T hv hσ, satisfying (A1)
and,
V1h (T hv ) ⊂ Sh(T h), (11.1)
where V1h (T hv ) and Sh(T h) are the sets of piecewise linear functions defined on
T hv and T h, respectively.
Recalling the mesh parameters Nc, N f , hc and h f introduced in Chapter 7,
we introduce similar parameters Nv,c ≤ Nv, f for the Stokes mesh. We define
hv,c :=
2
Nv,c
and hv, f :=
2
Nv, f
, to be the coarsest and finest element sizes for the
mesh T hv , respectively. The assumption that the velocity mesh is aligned with
the substrate and the assumption (11.1) dictate that, for a = 0.125, we must
have Nc ≥ Nv,c ≥ 16.
In the case of a uniform velocity mesh, we introduce the parameter Nv :=
Nv, f = Nv,c ≥ 16 and set diam(σ) = hv = 23/2Nv for all σ ∈ T hv , i.e. the velocity
mesh is a uniform grid.
We desire that the velocity mesh be fine enough to recognise some of the
detail of the interface itself. Therefore, with regards to mesh parameters and
interface thickness γπ we adopt the following strategy:
Given γ > 0, we set N f and Nc as in Chapter 10, and set Nv, f =
N f
4 , so
that the velocity mesh T hv is coarse enough to improve solver performance,
but refined enough to recognise the phase interface. The mesh refinement
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strategy for T hv is given by the strategy for T h outlined in Chapter 7, with
the parameters Nc, N f , hc and h f replaced by Nv,c, Nv, f , hv,c and hv, f ,
respectively. In particular, for n ≥ 1, given Un−1 and a triangulation T n−1v ,
a simplex σv ∈ T n−1v is marked for refinement if it, or one of its neighbouring
elements, satisfies
ηv,σv :=
∣∣∣∣minx∈σv |Un−1(x)| − 1
∣∣∣∣ > δ f .
With regards to the implementation, the only non-standard difficulties
occur in calculating the triple terms in (10.6) and (9.52c). This is the motivation
for the restriction (11.1), which guarantees that the phase mesh is a refinement
of the velocity mesh. These terms can easily be calculated by cycling over
the fine mesh T h and evaluating the coarse mesh functions at the necessary
quadrature points.
We introduce the space Vhb,v for the MINI-element velocity on T hv . Then
(ψ∇ η,χ) = ∑
σ∈T h
ˆ
σ
ψ∇ η · χdx ∀ψ, η ∈ Sh, χ ∈ Vhb,v. (11.2)
As χ ∈ (P4(σ))3, we can use standard quadrature rules on σ to compute this
integral.
In Table 11.1 we present results that show how the velocity solve on a
coarse mesh increases the computational speed. In particular we make direct
comparisons with the performance on the heavily refined phase meshes.
Table 11.1 shows that taking a coarse adaptive velocity mesh with Nv, f =
1
4N f , and Nv,c = Nc =
1
8N f (i.e. ”adapt 2”), is the fastest method. In particular
we note that the extra overhead cost in setting up a separate adaptive velocity
mesh is relatively small, whilst the benefits of solving the Stokes system on
a coarser mesh are large. The results show that solving the velocity on an
adaptive coarse mesh (”adapt 2”) is at least 10 times faster than our original
method (”adapt 1”).
In theory we could increase the computational speed further by taking
smaller values of Nc and Nv,c, provided that the assumptions (A1) are still
satisfied for both T h and T hv . However, we must strike a balance between
computational efficiency and obtaining accurate data for the triple terms in
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Table 11.1: Analysis of the solver performance on a variety of velocity meshes.
In each case the Stokes system is calculated using the MINI-element, and
solved using MinRes with V-cycle preconditioner. We consider two types of
adaptive velocity meshes, and one uniform velocity mesh. The first adaptive
mesh (for future reference, we call this ”adapt 1”) is the conventional approach
where T hv = T h, and Nc = max{ 18N f , 16}. The uniform mesh (Nv = x) has
size Nv ∗ Nv, where Nv = Nc = 14N f . The second adaptive mesh (”adapt 2”)
is an adaptive mesh where Nv, f =
1
4N f , and Nv,c = Nc =
1
8N f . We note that
for N f = 64, the mesh ”adapt 2” violates (A1), and so we do not include the
results here. Solver CPU times are displayed in seconds.
T h T hv DOFs {V, P} {U,W}
N f Nc Nv, f Nv,c V P {U,W} solve solve
γ = 14π
64 16 64 16 1,120,404 56,280 56,280 103.5 33.8
64 16 16 16 88,467 4,913 56,280 2.9 22.5
γ = 18π
128 16 128 16 4,423,377 218,399 218,399 399.8 180.1
128 32 32 32 697,635 35,937 242,664 22.7 397.0
128 16 32 16 198,576 10,588 218,399 7.6 151.5
γ = 116π
256 32 256 32 18,091,221 887,035 887,035 1123.5 2473.0
256 64 64 64 5,542,467 274,625 1,096,124 280.1 8038.5
256 32 64 32 1,115,952 57,100 887,035 85.4 2887.4
(11.2).
We also observe that choosing a uniform velocity mesh of the required
nodal density means that the number of {Un,Wn} DOFs actually increases,
since we must satisfy (11.1). Thus, any advantage in performance for the
Stokes system on a uniform mesh is wiped out by the reduced performance of
the Gauss-Seidel solve for the Cahn-Hilliard system. Therefore we conclude
that the fastast arrangement of phase and velocity meshes is indeed our
Nc =
1
8N f strategy (”adapt 2”).
It is important to note that for the larger meshes in Table 11.1, the Gauss-
Seidel solve for {Un,Wn} is much slower than the Stokes solve. In particular,
Table 11.1 shows that for identical meshes (i.e. ”adapt 1”), the Gauss-Seidel
solve is much slower for N f = 256. Furthermore, in all the cases where we
solve the Stokes problem on a coarser mesh (i.e. uniform grid and ”adapt
2”), the Gauss-Seidel solve proves to be the bottleneck in our computations.
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(a) Phase profile (b) Velocity magnitude profile
Figure 11.1: Phase and velocity profiles on the underlying meshes for d = 3.
These figures demonstrate how our adaptive coarse velocity mesh compares
with the original phase mesh. The chosen strategy is ”adapt 2” as in Table
11.1, where Nv, f =
1
4N f , and Nv,c = Nc =
1
8N f . The meshes are assembled
with parameters γ = 18π with T = τ = 1 ∗ 10−6. The phase mesh is computed
with N f = 128 and Nc = 16. We note that both meshes satisfy the conditions
(A1) and the mesh hierarchy (11.1).
This behaviour is not surprising. The phase field system is expected to be
more difficult to solve than the Stokes system, but we had not observed this
behaviour for the coarse grids we had been running. However, it is worth
noting that on identical meshes the Stokes solve would still be dominating
the CPU times were it not for the improvements in Stokes solver efficiency of
Chapter 10.
Plots of the phase and velocity mesh are presented in Figure 11.1. We
observe that the assumptions (A1) concerning the mesh alignment with the
substrate region are satisfied, on recalling that a = 0.125. We also note that the
mesh hierarchy (11.1) is also clearly satisfied.
11.2 Mesh coarsening in the film region
We can make further improvements to our mesh, over those in Section 11.1, by
using further coarsening in the film region Ω f . We do this by introducing the
parameter Nsub,c which controls the coarsening on the substrate region Ωs of
both the phase and velocity meshes, T h and T hv , respectively. For our substrate
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thickness a = 0.125, we fix Nsub,c = 16, and define hsub,c =
2
Nsub,c
= 18 .
The parameters Nc and Nv,c now only apply on the film region Ω f and are
therefore free to be chosen smaller than the prescribed value of 16 for substrate
thickness a = 0.125. We choose Nc = Nv,c = 1.
This method allows us to reduce the number of DOFs in the system, and
Table 11.2 demonstrates the potential efficiency gain for the Stokes system and
the Cahn-Hilliard system. In our experience, computing with γ ≤ 18π for d =
3 was necessary to guarantee the interface growth behaviour, and Table 11.2
shows how we can increase the computation speed by using this ’selective’
coarsening.
Table 11.2: Analysis of the DOFs and solver CPU times on a variety of meshes
with d = 3, demonstrating the advantage of using extra coarsening in the
film region Ω f . In each case the Stokes system is calculated using the MINI-
element, and solved using MinRes with V-cycle preconditioner. We consider γ
values of 18π and
1
16π , and the meshes are generated with varying N f , Nv, f , Nc
and Nv,c values. Nsub,c = 16 is fixed throughout. Solver CPU times are
displayed in seconds. The extra CPU time required to implement a separate
adaptive mesh T hv are recorded where necessary.
Phase Stokes DOFs {V, P} {U,W}
Mesh Mesh V P {U,W} solve solve
γ = 18π
N f = 128 Nv, f = 128 4,423,377 218,339 399.8 180.1
Nc = 16 Nv,c = 16
N f = 128 Nv, f = 128 4,377,132 215,888 342.9 90.5
Nc = 1 Nv,c = 1
N f = 128 Nv, f = 32 152,331 8,077 215,888 3.7 52.9
Nc = 1 Nv,c = 1 T hv , time = 0.9
γ = 116π
N f = 256 Nv, f = 256 17,609,808 862,508 1452.8 943.5
Nc = 16 Nv,c = 16
N f = 256 Nv, f = 256 17,563,563 859,997 1018.1 703.8
Nc = 1 Nv,c = 1
N f = 256 Nv, f = 64 580,605 29,745 859,997 16.2 632.2
Nc = 1 Nv,c = 1 T hv , time = 2.9
Plots of the phase and velocity mesh are presented in Figure 11.2. We
observe that the assumptions (A1) concerning the mesh alignment with the
substrate region are satisfied, on recalling that a = 0.125. We also note that the
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mesh hierarchy (11.1) is also clearly satisfied.
(a) Phase profile (b) Velocity magnitude profile
Figure 11.2: Phase and velocity profiles on the underlying meshes for d =
3. These figures demonstrate the reduction in DOFs for a mesh with extra
coarsening on the film region, compared with Figure 11.1. We construct the
phase and velocity meshes with parameters N f = 128,Nv, f =
1
4N f = 32,
Nsub,c = 16 and Nv,c = Nc = 1. In addition we fix γ =
1
8π with T = τ =
1 ∗ 10−6. We note that both meshes satisfy the conditions (A1) and the mesh
hierarchy (11.1).
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Chapter 12
Numerical results
In this Chapter we present results for the full model (8.1a–j) using both
Taylor-Hood and MINI-element discretisations of the Stokes system. We
will demonstrate that the MINI-element is far more computationally efficient
than the Taylor-Hood elements over long-time computations. Furthermore,
implementing the optimisations of Chapter 11 allows us to compute with the
coupled scheme (9.1a–d). Combining all our optimisation techniques allows
us to conduct a parameter analysis in Section 12.5.
12.1 Numerical results using the Taylor-Hood spaces
As we discussed in remarks 9.12 and 9.13, the decoupled scheme (9.52a–
d) does not have guaranteed energy decrease over arbitrary timesteps. We
conducted tests searching for an energy decrease failure, i.e. parameters that
lead to an energy increase within a reasonable time-scale, and before the
interface collides with the boundary of the domain. For both d = 2 and d = 3,
we were unable to find such a parameter set, even in the case of particularly
agressive parameters. This is despite the lack of a stability result for (9.52a–d).
The energy graph for d = 2 corresponding to results in Figure 12.2, below, is
displayed in Figure 12.1. We can see that the energy appears to decrease at
every time-step, and indeed this is the case.
We present results obtained for d = 2, using the Schur complement
reformulation solve of Section 10.3, solved with a preconditioned conjugate
gradient solver. Both the phase morphology and final mesh are presented
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Figure 12.1: Discrete energy J(Un,Φn) for the system (9.52a–d) for d = 2, using
the Taylor-Hood element. We computed with parameters α = 100, β = λ =
0.2, b0 = 1, ̥ =
1
8π , γ =
1
8π and N f = 128.
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(c) t = 10−3
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(d) Mesh at t = 10−3
Figure 12.2: Long-time phase morphology evolution for d = 2, using the
Taylor-Hood element. We computed with parameters b0 = 1, ̥ =
1
8π , γ =
1
8π
and N f = 128.
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(a) t = 0 (b) t = 10−5 (c) t = 2 ∗ 10−5
(d) t = 3 ∗ 10−5 (e) t = 4 ∗ 10−5 (f) t = 5 ∗ 10−5
Figure 12.3: Morphology evolution of system (9.52a–d) for d = 3, using the
Taylor-Hood element, and the parameters β = λ = 0.2, α = 100, ̥ = 18π , γ =
1
8π , τ = 2 ∗ 10−6, b0 = 1, and Nc = 16, N f = 128.
in Figure 12.2. We take interface parameter γ = 18π , time-scaling parameter
̥ = 18π , mesh parameters N f = 128, Nc = 16, mobility b0 = 1, and model
parameters α = 100 and β = λ = 0.2. The initial conditions are given by
(7.2) with l = −0.5. See Figure 12.2 for the results. We observe that the
initially perturbed interface does not decay to the trivial ’flat’ state. Instead, in
the initial time-steps the perturbations become smoother, so that the number
of perturbations decreases. Over longer time-scales, these grow into distinct
pillar structures, as in Figure 12.4a, and eventually we observe that smaller
pillars are absorbed into the larger pillars, as in Figure 12.4b.
We present results obtained for d = 3 with initial conditions given by (7.2)
with l = −0.5, using the solve on the full system described in Section 10.4,
in Figure 12.3. We compute with ̥ = 18π , γ =
1
8π , mesh parameters N f =
128, Nc = 16, mobility b0 = 1, and model parameters α = 100 and β = λ =
0.2, and note that the results required approximately 23 days of computational
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time.
We note that computing in d = 3 with the large interface parameters
̥ = 14π , γ =
1
4π did not produce the desired interface growth, i.e. the
initial interface perturbations smooth out and approach a flat interface without
developing into pillar structures. We also note that computing with interface
parameters ̥ = 18π , γ =
1
8π as in Figure 12.3 is computationally expensive
for the Taylor-Hood elements. Each time-step is so slow that we have only
advanced to time t = 5 ∗ 10−5 after over 20 days of computation. We can see
in Figure 12.3f that the morphology has developed very little by this time, and
further computation is required.
As we shall see in Section 12.2, by using the MINI-element we are able
to compute much more efficiently with the sharp interface parameters ̥ =
1
8π , γ =
1
8π , and obtain interface growth for a similar parameter set to that in
Figure 12.3.
12.2 Numerical results using the MINI-element spaces
In this Section we analyse the long-time behaviour of the MINI-element
computations. Unless stated otherwise, the results throughout this Section
refer to solutions of (9.52a–d) with fixed parameters α = 100, β = λ =
0.2, b0 = 1, c0 = 1, c1 = 1.25, a = 0.125, τn = τ = 10
−6, n = 1 → N,
and Nc = 16. We also use initial conditions (7.2) with l = −0.5.
For the full model problem (8.1a–j) with β,λ > 0 it does not appear
possible to calculate the accuracy against an analytic solution. Therefore
we compare the solutions obtained using Taylor-Hood spaces and the MINI-
element spaces. We compare the difference in phase solutions over a long
run-time, initially in two dimensions.
Figure 12.4 presents a visual comparison, which shows the similarity of
phase solutions obtained. Figure 12.5 also compares the underlying meshes at
the final timestep for the calculations in Figure 12.4.
The phase solution graphs in Figure 12.4 appear to be very similar,
suggesting that using the MINI-element instead of the Taylor-Hood element
does not unduly affect the phase solutions. We can do a similar analysis for
d = 3 with parameters τn = τ = 2 ∗ 10−6. In Figure 12.6 we note that the phase
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(a) Taylor-Hood, t = 5 ∗ 10−4
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(b) Taylor-Hood, t = 10−3
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(c) MINI-element, t = 5 ∗ 10−4
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(d) MINI-element, t = 10−3
Figure 12.4: Long-time phase morphology evolution of the system (9.52a–
d) for d = 2, using Taylor-Hood and MINI-elements. We computed with
parameters ̥ = 18π , γ =
1
8π and N f = 128.
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(a) Taylor-Hood, t = 10−3
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(b) MINI-element, t = 10−3
Figure 12.5: Underlyingmeshes to the solutions in Figure 12.4 at time t = 10−3,
using Taylor-Hood andMINI-elements. Figures 12.5a and 12.5b correspond to
Figures 12.4b and 12.4d, respectively.
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(a) Taylor-Hood, t = 5 ∗ 10−5 (b) MINI-element, t = 5 ∗ 10−5
(c) MINI-element overlaid onto Taylor-
Hood, t = 5 ∗ 10−5
Figure 12.6: Long-time phase morphology evolution of the system (9.52a–
d) for d = 3, using Taylor-Hood and MINI-elements. We computed with
parameters ̥ = 18π , γ =
1
8π , τ = 2 ∗ 10−6, N f = 128, and Nc = 16. Figure
12.6c shows the interface for the MINI-element in red, and the Taylor-Hood
element in grey.
solutions are similar, and in Table 12.1 we note that theMINI-element performs
far more efficiently than the Taylor-Hood element. In Figure 12.6c we can see
that for the projections near the boundary, in general the Taylor-Hood phase
solution has advanced further. For the inner projections the MINI-element
phase solution has advanced further. However the differences in the phase
solutions are not large. For long-time calculations with d = 3 we will therefore
use the MINI-element for its greater efficiency.
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Table 12.1: Detailed breakdown of solver performance for the systems (9.52a–
d), (9.53), (9.54) and (10.6), (9.52b–d), (9.53), (9.54) for d = 3, with Taylor-Hood
element and MINI-element for the systems (10.3), and (10.12), respectively.
The parameters and initial conditions are those chosen in Figure 12.6.
Stokes velocity element Taylor-Hood MINI-element
Stokes solution method system (10.3) system (10.13)
MinRes, SSOR MinRes, V-cycle
vh DOFs at t = 5 ∗ 10−5 7,786,896 6,757,896
ph DOFs at t = 5 ∗ 10−5 331,435 331,434
Total solve time 552 hrs, 44 min 4 hrs, 24 min
{U,W} time 2516 sec, 0.1% 2346 sec, 14.8%
Φ time 326 sec, 0.0% 251 sec, 1.6%
{V, P} time 1,985,645 sec, 99.8% 12,449 sec 78.4%
{V, P} average iterations 3414 176
In conclusion, for our purposes the MINI element system (10.13) solved
with MinRes and 1 V-cycle leads to the most efficient discretisation and
solution method in practice. Hence, from now on, we use this setup for all
our computations.
12.3 Numerical results on coarse Stokes mesh
We recall from Section 12.1 that we did not observe interface growth for
̥ = 14π , γ =
1
4π and d = 3. This motivated the developments using
selective coarsening of Section 11.2 and Section 11.1, allowing us to compute
the system (9.52a–d) for smaller values of the interface parameters ̥, γ.
Figure 12.7 shows the long-time phase behaviour of our system using this
selective coarsening, and Figure 12.8 shows the corresponding meshes at the
final timestep.
12.4 Approximating the coupled kinetics system
In the previous Chapters we have made several improvements that have
greatly increased the efficiency of computing finite element approximations
of (8.1a–j). In Section 10.7 we considered the MINI-element Stokes system,
which offered a significant reduction in the number of velocity degrees of
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(a) t = 0 (b) t = 10−4 (c) t = 2 ∗ 10−4
(d) t = 3 ∗ 10−4 (e) t = 4 ∗ 10−4 (f) t = 5 ∗ 10−4
Figure 12.7: Morphology evolution of the system (9.52a–d) for d = 3, T =
5 ∗ 10−4, and ̥ = 18π , γ = 18π , using extra coarsening on the film region. The
phase and velocity meshes are constructed with parameters N f = 128, Nv, f =
32, Nsub,c = 16 and Nv,c = Nc = 1.
(a) Phase mesh (b) Velocity mesh
Figure 12.8: Phase and velocity profiles on the underlying meshes for d = 3
at time T = 5 ∗ 10−4. The parameters are those chosen in Figure 12.7. Figure
12.8a corresponds directly to Figure 12.7f.
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freedom over the lowest order Taylor-Hood system. We made use of the
resulting block matrix structure in Section 10.8 by selecting an informed choice
of linear solver and preconditioner, namely the Minimum Residual solver
with multigrid V-cycle preconditioner. Furthermore, in Chapter 11 we made
selective coarsenings on themesh, by solving the Stokes system on a coarsened
mesh, and removing unnecessary degrees of freedom from the film region.
Using these optimisations, the resulting number of degrees of freedom in the
Stokes system is comparable with those for the phase mesh.
(a) Decoupled scheme (b) Coupled scheme
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 10−4
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decoupled
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(c) Energy comparison
Figure 12.9: Comparison of decoupled scheme (9.52a–d) and coupled scheme
(9.1a–d) computations, using extra coarsening on the film region. Phase
solutions are shown for d = 3 at time T = 5 ∗ 10−4, and with ̥ = 18π , γ =
1
8π . The phase and velocity meshes are constructed with parameters N f =
128, Nv, f = 32, Nsub,c = 16 and Nv,c = Nc = 1. Figure 12.9c presents the
corresponding energy profile.
12.4. APPROXIMATING THE COUPLED KINETICS SYSTEM 226
We are now in a position where the computations for d = 3 are sufficiently
fast that we can consider computing the coupled system (9.1a–d). Using all of
the optimisation techniques above we are able to obtain a direct comparison
between the decoupled system (9.52a–d) and the coupled system (9.1a–d). We
note that we use the fixed point approach (9.14a–d) to solve the system (9.1a–
d), with the stopping criterion
|Un,k −Un,k−1|∞ + |Φn,k −Φn,k−1|∞ + |Vn,k −Vn,k|∞ < 10−7.
Furthermore, in practice our fixed point iteration always converged.
We choose parameters d = 3, b0 = 1, c0 = 1, c1 = 1.25, a = 0.125, α =
100, β = λ = 0.2, and τn = τ = 10−6, n = 1 → N. We use initial conditions
(7.2) with l = −0.5. For the interface parameters we fix ̥ = 18π , γ = 18π .
Therefore, the phase and velocity meshes are constructed with parameters
N f = 128, Nv, f = 32, Nsub,c = 16 and Nv,c = Nc = 1. The parameters
chosen are identical to those in Figures 12.7 and 12.8.
In Figure 12.9 we present a graphical comparison of the phase solutions
at the final time of T = 5 ∗ 10−4. The corresponding meshes are presented
in Figure 12.10. In Table 12.2 we present a breakdown of the CPU times and
solver performances for both the decoupled and coupled systems.
Table 12.2: Detailed breakdown of solver performance for the decoupled
scheme (9.52a–d), and the coupled scheme (9.1b–d), for d = 3. The parameters
and initial conditions are those chosen in Figure 12.9.
System Decoupled, (9.52a–d) Coupled, (9.1a–d)
vh DOFs at t = 5 ∗ 10−4 314,628 314,259
ph DOFs at t = 5 ∗ 10−4 16,530 16,505
uh DOFs at t = 5 ∗ 10−4 543,280 540,663
Total solve time 35 hrs 181 hrs, 2 min
{U,W} time 76,533sec, 60.7% 270,062sec, 41.7%
Φ time 9,169sec, 7.3 % 52,710sec, 8.1%
{V, P} time 21,610sec, 17.1 % 297,679sec, 45.7%
{V, P} average iterations 781 764
We can see from Figure 12.9 that the decoupled phase solutions are similar
to those of the coupled scheme. The morphologies are similar and the energy
profiles in Figure 12.9c agree by 0.09 over the interval [0, 5 ∗ 10−4], i.e. 0.016%
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(a) Decoupled scheme,
phase mesh
(b) Coupled scheme,
phase mesh
(c) Decoupled scheme,
velocity mesh
(d) Coupled scheme,
velocity mesh
Figure 12.10: Phase and velocity profiles on the underlying meshes for
the decoupled scheme (9.52a–d) and coupled scheme (9.1a–d) computations.
Meshes at time T = 5 ∗ 10−4 are displayed here, with parameters as in Figure
12.9. Figures 12.10a and 12.10c correspond to Figure 12.9a, whilst Figures
12.10b and 12.10d correspond to Figure 12.9b.
of the total energy. Furthermore, the meshes in Figure 12.10 are similar.
Table 12.2 shows that the coupled solve requires approximately 5 times the
CPU time of the decoupled scheme. However, it is worth noting that without
the efficiency improvements of Sections 10.7, 10.8 and Chapter 11 we would
not be in a position to compute either the decoupled scheme or the coupled
scheme within a reasonable time. Overall we conclude that the decoupled
scheme represents a satisfactory approximation to the coupled scheme, which
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requires far less computation time.
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(a) Initial conditions
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(f) α = 200
Figure 12.11: Phase profiles for d = 2 in the absence of kinetics, i.e. with
β = λ = 0, at time 2 ∗ 10−4, and varying electric field parameter α.
12.5 Parameter choices in our model
In this Section we analyse the effect of the parameters α and β in our model
(8.1a–j). It is our intention to find what range of parameters promote interface
growth, and give rise to the finger-like morphology in other studies, see e.g.
[28, 53, 56].
Throughout this Section we fix parameters ̥ = 18π , b0 = 1, c0 = 1, c1 =
1.25, a = 0.125, and τn = τ = 10−6, n = 1 → N. We use initial conditions
(7.2) with l = −0.5. For the interface parameter we fix γ = 18π . Therefore, the
phase and velocity meshes are constructed with parameters N f = 128, Nv, f =
32, Nsub,c = 16 and Nv,c = Nc = 1.
Firstly, for d = 2, we observe in Figure 12.11 that in the absence of kinetics
(i.e. β = λ = 0), the parameter α must lie within a certain range for
morphology growth to occur. Furthermore we observe that over longer time-
CHAPTER 12. NUMERICAL RESULTS 229
(a) Initial conditions (b) α = 0 (c) α = 10
(d) α = 50 (e) α = 100 (f) α = 200
Figure 12.12: Phase profiles for d = 3 in the absence of kinetics, i.e. with
β = λ = 0, at time 10−4, and varying electric field parameter α.
scales the many fingered morphology of Figure 12.11f quickly decays as large
fingers absorb smaller fingers.
A similar behaviour is observed for d = 3 in Figure 12.12. The morpholo-
gies for α = 200 develop rapidly, and interact with the right hand boundary of
the domain after a short run-time.
Secondly, we observe in Figure 12.13 that for d = 2 and 3, in the absence
of an electric field (i.e. α = 0), all interfaces decay towards the trivial steady
state, with no finger-like morphologies observed for a variety of β, λ values.
We conclude that it is the electric field which is crucial to the development of
the desired morphologies. Furthermore, computing for larger values of β, λ,
we observe that the initial perturbations decay to the flat interface provided
the time-step τ is small enough.
It remains to investigate the behaviour when both α and β, λ are non-zero.
The effect of both parameters is best observed by comparing two systems with
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(a) d = 2, β = λ = 2
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(b) d = 2, β = λ = 10
(c) d = 3, β = λ = 2 (d) d = 3, β = λ = 10
Figure 12.13: Phase profiles for d = 2 and d = 3 in the absence of an
electric field, i.e. with α = 0, at time 5 ∗ 10−4, and varying velocity strength
field parameters β,λ. These figures demonstrate that the desired finger-like
morphology is not obtained without the electric field.
fixed α = 100, and β, λ values of 0 and 2. Results for d = 3 are presented in
Figure 12.14. Results for d = 3 are presented in Figures 12.15 and 12.16. We
can see that in general the interface fingers for β = λ = 2 advance further than
for β = λ = 0 in the interior of the domain, whereas the fingers on and close
to the boundaries have advanced further for the case β = λ = 0. This can be
attributed to the variation in the velocity magnitudes across the domain.
We observe that up until now, the velocity field has not had a significant
impact upon the phase solutions, and so we consider the effect of large beta
values in Figure 12.17. We observe a clear difference in the morphologies for
the aggressive parameter choice of β = λ = 50. The interface morphology
develops at a much fast rate, and the pillars no longer lie perfectly parallel to
the electric field.
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(a) β = λ = 0, t = 3 ∗ 10−4
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(b) β = λ = 0, t = 4 ∗ 10−4
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(c) β = λ = 0, t = 5 ∗ 10−4
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(d) β = λ = 2, t = 3 ∗ 10−4
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(e) β = λ = 2, t = 4 ∗ 10−4
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(f) β = λ = 2, t = 5 ∗ 10−4
Figure 12.14: Phase profiles for d = 2 with α = 100, and values of β = λ = 0
and β = λ = 2.
12.6 Spinodal decomposition
As we mentioned briefly in Chapter 1, the Cahn-Hilliard equation was
originally proposed specifically to model spinodal decomposition and phase
transitions. Furthermore, many attempts at developing polymer-polymer
organic solar cells have taken advantage of spinodal decomposition in order
to develop morphologies with large interface surface area, see e.g. [28, 49, 66].
Out of curiousity, we now consider initial conditions that lead to spinodal
decomposition. We include these results to demonstrate the individual effects
of the Cahn-Hilliard system, the electric field strength α, and the velocity
strength parameters β, λ.
We restrict ourselves to the case d = 2, since spinodal decomposition
requires fine meshes everywhere, leading to expensive computations for d =
3. We still require the condition u = +1 on the substrate region, and therefore
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(a) β = λ = 0, t = 3 ∗ 10−4 (b) β = λ = 0, t = 4 ∗ 10−4 (c) β = λ = 0, t = 5 ∗ 10−4
(d) β = λ = 2, t = 3 ∗ 10−4 (e) β = λ = 2, t = 4 ∗ 10−4 (f) β = λ = 2, t = 5 ∗ 10−4
Figure 12.15: Phase profiles for d = 3 with α = 100, and values of β = λ = 0
and β = λ = 2.
(a) t = 3 ∗ 10−4 (b) t = 4 ∗ 10−4 (c) t = 5 ∗ 10−4
Figure 12.16: Phase profiles for d = 3 with α = 100, and values of β = λ = 0
and β = λ = 2. The morphologies for β = λ = 0 (red) are overlaid on top of
the morphologies for β = λ = 2 (grey). The results here correspond directly to
those in Figure 12.15.
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(e) β = λ = 50,
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(f) β = λ = 50,
t = 3 ∗ 10−4
Figure 12.17: Phase profiles for d = 2 with α = 100, and values of β = λ = 10
and β = λ = 50.
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(f) t = 2 ∗ 10−3
Figure 12.18: Phase profiles for the system (9.52c,d) with α = β = λ = 0 and
initial conditions given by (12.1), leading to spinodal decomposition.
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(f) t = 2 ∗ 10−3
Figure 12.19: Phase profiles for the system (9.52a,c,d) with α = 0, β = λ = 2
and initial conditions given by (12.1), leading to spinodal decomposition.
we compute with initial conditions given by
u0(x) :=
1 x ∈ Ωs,∑ki=1 ǫi cos (niπ(x1−yi)L1 ) cos ( n˜iπ(x2−y˜i)L2 ) x ∈ Ω f , (12.1)
where, k = 10, ni ∈ [−15, 15], ǫi ∈ [−0.05, 0.05], and yi, y˜i ∈ [0, 1).
Clearly these initial conditions u /∈ K ∩ H2(Ω), due to the discontinuity
between the substrate and film regions. Therefore the conditions required
by Lemmas 4.11 and 5.9 are not satisfied. Furthermore, U0 ≡ πhu0 does
not satisfy the conditions for Theorems 4.12, and 9.7, or any subsequent
results. Therefore with the initial conditions (12.1), stability and convergence
of numerical solutions is not guaranteed.
We compute with fixed parameters b0 = 1, c0 = 1, c1 = 1.25, ̥ =
1
8π , γ =
1
8π , τn = τ = 10
−6, n = 1 → N, N f = 128, Nv, f = 32, Nsub,c = 16 and
Nv,c = Nc = 1. Results are presented for α = β = λ = 0 in Figure 12.18, for
α = 0, β = λ = 2 in Figure 12.19, for α = 50, β = λ = 0 in Figure 12.20, and
α = 50, β = λ = 2 in Figure 12.21.
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(f) t = 2 ∗ 10−3
Figure 12.20: Phase profiles for the system (9.52b–d) with α = 50, β = λ = 0
and initial conditions given by (12.1), leading to spinodal decomposition.
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(f) t = 2 ∗ 10−3
Figure 12.21: Phase profiles for the system (9.52a–d) with α = 50, β = λ = 2
and initial conditions given by (12.1), leading to spinodal decomposition.
12.6. SPINODAL DECOMPOSITION 236
The results for α = 0 in Figures 12.18 and 12.19 are very similar. This
suggests that the velocity is having very little effect on the spinodal decom-
position. Likewise, the results for α = 50 in Figures 12.20 and 12.21 up
to t = 2 ∗ 10−3 are also very similar. We observe that although there are
differences in the numerical results, the topology of the solutions is very
similar, i.e. the parameters β, λ have little effect on the solutions over the
duration of our computations.
We also observe that the electric field with α = 50 has a dramatic effect
on the spinodal decomposition. Figures 12.18 and 12.19 for α = 0 show the
phases decomposing into separate bands lying parallel to the substrate region.
This decomposition appears to be driven by the substrate interface and by
the Neumann boundary conditions, which force the phase interfaces to be
perpendicular to the Neumann boundaries. On the other hand, Figures 12.20
and 12.21 for α = 50 show the phases decomposing into regions which lie
perpendicularly to the substrate, i.e. in alignment with the electric field.
The morphologies demonstrated in Figures 12.20d and 12.21d appear to
be particularly promising with regards to the production of organic solar
cells. These morphologies appear to have a larger interface surface area,
and thiner pillars, than similar numerical results obtained without spinodal
decomposition, e.g. in Figures 12.14c and 12.14f. However, there are still issues
with phase changes on the right hand boundary.
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Concluding remarks and future
work
We have considered two models in this thesis. The first is a Cahn-Hilliard
interface model with an electric field potential, given by (2.18a–f). We
presented a coupled finite element approximation (5.7a–c) for which we
proved existence of solutions, stability, and a convergence result. We also
presented a decoupled finite element approximation (6.6a–c) with stability
terms, for which we could prove stability, given a specific stability parameter
choice. In practice stability was observed for the decoupled scheme even in
the absence of the stability terms.
The second model we considered included kinetics in the system, i.e.
the Cahn-Hilliard interface model coupled with the electric field potential
and a Stokes flow, given by (8.1a–j). We presented a coupled finite element
approximation (9.13a–d) for which we could prove existence of solutions,
stability, and convergence.
We also presented a decoupled finite element approximation (9.52a–d) to
the model with kinetics that demonstrated stability in practice, and presented
techniques that improved the computational efficiency of the Stokes system.
Firstly, we presented results that showed the MINI-element velocity pressure
space represented a suitable substitute for the popular Taylor-Hood spaces,
whilst offering a considerable reduction in the number of degrees of freedom.
We also demonstrated how, for the large, highly adaptive meshes involved,
an iterative solve on the full system was more efficient than the alternative
Schur-complement reformulation. Choosing a single V-cycle preconditioner,
and taking advantage of the inherant block matrix structure of the MINI-
element system, produced a significant speed-up compared to the original
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Taylor-Hood computations. Finally, further optimisationswere observed upon
removing degrees of freedom from the Stokes mesh, and from the film region
of the domain.
Future work
In Table 12.2 we observe prohibitive solver performance of the Gauss-Seidel
solve for the system (9.52c,d). Therefore, one improvement upon the compu-
tations presented in this thesis would be to implement either of the methods
mentioned at the end of Section 7.1, the multigrid method of [8] or the primal-
dual active set method of [18] for d = 3. Further performance benefits could
be gained by reording the code to run in parallel, although this would require
a different choice of finite element toolkit.
A fundamentally different approach would be to consider a direct finite
element approximation of the underlying free boundary problem (2.50a–d),
(2.51), (2.52a–c) for the model (2.18a–f), and the problem (8.15a–j), (2.51),
(2.52a–c) for the model (8.1a–j). Direct finite element approximations and
analysis for models involving an electric field have been considered in [24,
55, 69]. For our model, the failure of direct methods to track interfaces at
singularities, where the topology changes, would not be problematic, since
in our computations no such changes in topology have been observed.
For our model (8.1a–j) with kinetics we restricted ourselves to the Stokes
system. The Stokes system is a simplified model of the Navier-Stokes
equations, with acceleration presumed zero. Cahn-Hilliard-Navier-Stokes
models and their finite element approximations have been considered in
[52, 54] for the smooth potential. One possible area of research would be to
replace our Stokes systemwith the Navier-Stokes system, as to our knowledge
there has been little work on finite element approximations of Cahn-Hilliard-
Navier-Stokes models with the obstacle potential. However, in our motivating
industrial problem of the organic solar cell, the fluid velocities would be very
slow, particularly on our micro scales, and the fluid viscosities involved would
be high. Therefore the motivation to solve the Navier-Stokes system would be
purely theoretical, as the Stokes system is an adequate model for our particular
application.
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Appendix
In this appendix we collect some known results used in the text.
Lemma A.1. (Sobolev-Poincare´ inequality) There exists a constant C(d, r) such that
( 
D
∣∣∣η −  
D
ηdx
∣∣∣r∗dx) 1r∗ ≤ C(d, r)diam(D)( 
D
|∇ η|rdx
) 1
r
,
for all cuboids D ⊂ Rd and all η ∈W1,r(D). Here r ∈ [1, d), with r∗ = drd−r .
Proof The proof of this result for r ∈ (1, d) can be found in [41, Theorem A.2],
and the proof of the general result is similar to the proof of (3.31).
Lemma A.2. Let Q ⊂ Rd be a cube, g ∈ Lqloc(Q) for q > 1 and g ≥ 0. Suppose that
there exists a ς ∈ R>0 and ̺ ∈ Lrloc(Q) with r > q and ̺ ≥ 0 such that
 
QR(x0)
gqdx ≤ ς
( 
Q2R(x0)
gdx
)q
+
 
Q2R(x0)
̺qdx,
for each x0 ∈ Q and for all R > 0 with 2R < dist(x0, ∂Q). Then g ∈ Lsloc(Q) for
s ∈ [q, q + ǫ] for some ǫ > 0 and
( 
QR(x0)
gsdx
) 1
s
≤ C
( 
Q2R(x0)
gqdx
) 1
q
+
( 
Q2R(x0)
̺sdx
) 1
s
 ,
where C and ǫ depend on ς q, d and r.
Proof For the proof, see [42, Proposition 5.1].
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Lemma A.3. Let D be a domain with Lipschitz boundary. Then for K = {η ∈
H1(D); |η| ≤ 1 a.e. in D} the following density result holds:
K ∩ C∞(D) = K. (A.1)
Proof We adapt the proof of [45, Chapter II, Lemma 4.2, p61]. Since ∂D is
Lipschitz we have that for all v ∈ H1(D) there exists a v˜ ∈ H1(Rd) such that
v˜|D = v. Given v ∈ K, and with v˜ ∈ H1(Rd) as above we have that
v˜− [v˜− 1]+ + [v˜ + 1]− ∈ H1(Rd),
and
(v˜− [v˜− 1]+ + [v˜ + 1]−) |D = v,
where we recall the notation [s]+ := ±max{±s, 0} for any s ∈ R. Therefore,
for all v ∈ K, there exists a v˜ ∈ Rd such that |v˜| ≤ 1 a.e. and v˜|D = v.
Now let ρn be a sequence of mollifiers, i.e.
ρn ∈ C∞0 (Rd), ρn ≥ 0,
ˆ
Rd
ρn(x)dx = 1,
∩∞n=1 supp(ρn) = {0},
and {supp(ρn)}n≥1 is a decreasing sequence.
We define v˜n := ρn ∗ v˜, i.e.
v˜n(x) =
ˆ
Rd
ρn(x− y)v˜(y)dy.
Then v˜n ∈ C∞(Rd), and hence v˜n ∈ C∞(D), and |v˜n(x)| ≤
´
Rd
ρn(x− y)dy =
1.
In addition v˜n → v˜ strongly in H1(Rd) as n → ∞. Hence vn = v˜n|D is such
that vn ∈ C∞(D), |vn| ≤ 1 in D, and vn → v strongly in H1(D), giving the
desired result (A.1).
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