Stochastic wave equations appear in several models for evolutionary processes subject to random forces, such as the motion of a strand of DNA in a liquid or heat flow around a ring. Semilinear stochastic wave equations can typically not be solved explicitly, but the literature contains a number of results which show that numerical approximation processes converge with suitable rates of convergence to solutions of such equations. In the case of approximation results for strong convergence rates, semilinear stochastic wave equations with both additive or multiplicative noise have been considered in the literature. In contrast, the existing approximation results for weak convergence rates assume that the diffusion coefficient of the considered semilinear stochastic wave equation is constant, that is, it is assumed that the considered wave equation is driven by additive noise, and no approximation results for multiplicative noise are known. The purpose of this work is to close this gap and to establish sharp weak convergence rates for semilinear stochastic wave equations with multiplicative noise. In particular, our weak convergence result establishes as a special case essentially sharp weak convergence rates for the hyperbolic Anderson model. Our method of proof makes use of the Kolmogorov equation, the Hölder-inequality for Schatten norms, and the mild Itô formula.
Introduction
In the field of numerical approximations for stochastic evolution equations one distinguishes between two conceptually fundamentally different error criteria, that is, strong convergence and weak convergence. In the case of finite dimensional stochastic ordinary differential equations, both strong and weak convergence are quite well understood nowadays; see, e.g., the standard monographs Kloeden & Platen [24] and Milstein [34] . In the case of infinite dimensional stochastic partial differential equations with regular nonlinearities strong convergence rates are essentially well understood, but weak convergence rates are still far away from being well comprehended (see, e.g., [1, 2, 3, 5, 6, 7, 10, 15, 16, 17, 18, 19, 20, 23, 25, 26, 27, 28, 30, 31, 33, 37, 40, 41, 42] for several weak convergence results in the literature). In this work we are interested in weak convergence rates for stochastic wave equations. Stochastic wave equations can be used for modelling several evolutionary processes subject to random forces. Examples include the motion of a DNA molecule floating in a fluid and the dilatation of shock waves throughout the sun (see, e.g., Section 1 in Dalang [14] ), as well as heat conduction around a ring (see, e.g., Thomas [38] ). Of course, these problems usually involve complicated nonlinearities and are inaccessible for current numerical analysis. Nonetheless, numerical examination of simpler model problems as the ones considered in the present work are a key first step. Even though a number of strong convergence rates for stochastic wave equations are available (see, e.g., [4, 8, 9, 28, 29, 35, 39, 41, 43] ), the existing weak convergence results for stochastic wave equations in the literature (see, e.g., [20, 26, 27, 28, 41] ) assume that the diffusion coefficient is constant, in other words, that the equation is driven by additive noise. The purpose of this work is to establish essentially sharp weak convergence rates for semilinear stochastic wave equations in the case of multiplicative noise.
To illustrate the main result of this article, we consider the following setting as a special case of our general framework (see Section 3.1 below). Let (H, ·, · H , · H ) and (U, ·, · U , · U ) be separable R-Hilbert spaces, let T ∈ (0, ∞), let (Ω, F, P) be a probability space with a normal filtration (F t ) t∈[0,T ] , let (W t ) t∈[0,T ] be an id U -cylindrical (F t ) t∈[0,T ] -Wiener process, let {e n } n∈N ⊆ H be an orthonormal basis of H, let {λ n } n∈N ⊆ (0, ∞) be an increasing sequence, let A : D(A) ⊆ H → H be the linear operator such that D(A) = v ∈ H : n∈N |λ n e n , v H | 2 < ∞ and such that for all v ∈ D(A) it holds that Av = n∈N −λ n e n , v H e n , let (H r , ·, · Hr , · Hr ), r ∈ R, be a family of interpolation spaces associated to −A (see, e.g., Definition 3.5.25 in [22] ), let (H r , ·, · Hr , · Hr ), r ∈ R, be the family of R-Hilbert spaces such that for all r ∈ R it holds that (H r , ·, · Hr , · Hr ) = Hr /2 × Hr /2− 1 /2 , ·, · Hr /2 ×H r /2− 1 /2 , · Hr /2 ×H r /2− 1 /2 , let P N : r∈R H r → r∈R H r , N ∈ N∪{∞}, be the mappings such that for all N ∈ N∪{∞}, r ∈ R, v ∈ H r it holds that P N (v) = N n=1 (λ n )
−r e n , v Hr (λ n ) −r e n , let P N : r∈R H r → r∈R H r , N ∈ N ∪ {∞}, be the mappings such that for all N ∈ N ∪ {∞}, r ∈ R, (v, w) ∈ H r it holds that P N (v, w) = P N (v), P N (w) , let A : D(A) ⊆ H 0 → H 0 be the linear operator such that D(A) = H 1 and such that for all (v, w) ∈ H 1 it holds that A(v, w) = (w, Av), and let γ ∈ (0, ∞), β ∈ ( γ /2, γ], ρ ∈ [0, 2(γ − β)],
F (x)(v 1 , v 2 ) H 0 < ∞, and C B = sup x,v 1 ,v 2 ∈∩ r∈R Hr, (ii) and it holds that
· ξ L 1 (P; < ∞.
(1.2) Theorem 1.1 is a consequence of the more general results in Remark 3.1 and Theorem 3.7 below (see Corollary 3.9). Our proof of Theorem 3.7 uses, as usual in the case of weak convergence analysis, the Kolmogorov equation (see (3.30) below) as well as the Hölder inequality for Schatten norms (see (3.34) below). In addition, the proof of Theorem 3.7 employs the mild Itô formula (see Corollary 1 in Da Prato et al. [12] ) to obtain suitable a priori estimates for solutions of (1.1) (see Lemma 3.2 and (3.24) in Section 3.2 below for details). The detailed proof of Theorem 1.1 and Theorem 3.7, respectively, can also be found in Section 3.2.
Next we illustrate Theorem 1.1 by a simple example (cf. Corollary 3.13). In the case where
is the Laplacian with Dirichlet boundary conditions on H, and where B :
, N ∈ N ∪ {∞}, are mild solutions of the SPDEs
In the case N = ∞, (1.3) is known as the hyperbolic Anderson model in the literature (see, e.g., Conus et al. [11] ). Theorem 1.1 applied to (1.3) ensures for all ϕ ∈ C 2 b (H, R), ε ∈ (0, ∞) that there exists a real number C ∈ [0, ∞) such that for all N ∈ N it holds that
(see Corollary 3.13). We thus prove that the spectral Galerkin approximations converge with the weak rate 1-to the solution of the hyperbolic Anderson model. The weak rate 1-is exactly twice the well-known strong convergence rate of the hyperbolic Anderson model. To the best of our knowledge, Theorem 1.1 is the first result in the literature that establishes an essentially sharp weak convergence rate for the hyperbolic Anderson model. Theorem 1.1 also establishes essentially sharp weak convergence rates for more general semilinear stochastic wave equations (see Corollary 3.11 and Corollary 3.13 below).
The remainder of this article is organized as follows. In Sections 1.1 and 1.2 the general notation and framework is presented. Section 2.1 states mostly well-known existence, uniqueness, and regularity results, while Section 2.3 collects basic properties about the interpolation spaces and the semigroup associated to the deterministic wave equation. The main result of this article, Theorem 3.7 below, is stated and proven in Section 3.2. Finally, Section 3.3 shows how this abstract result can be applied to relevant problems, in particular, the hyperbolic Anderson model (see Corollary 3.11 and Corollary 3.13 below).
Notation
Throughout this article the following notation is used. For a set A we denote by P(A) the power set of A and by P 0 (A) the set of all finite subsets of A. Furthermore, for two sets A and B we denote by A B be the set given by A B = (A \ B) ∪ (B \ A) and by M(A, B) the set of all mappings from A to B. In addition, let (·) ∧ (·), (·) ∨ (·) : R 2 → R be the mappings with the property that for all x, y ∈ R it holds that x ∧ y = min{x, y} and x ∨ y = max{x, y}. Moreover, let Γ : (0, ∞) → (0, ∞) be the Gamma function, that is, for all x ∈ (0, ∞) it holds that Γ(x) = ∞ 0 t (x−1) e −t dt, and let E r : [0, ∞) → [0, ∞), r ∈ (0, ∞), be the mappings such that for all r ∈ (0, ∞),
1 /2 (cf. Chapter 7 in Henry [21] and, e.g., Definition 1.3.1 in [22] ). Furthermore, for a metric space (E, d E ), a dense subset A ⊆ E, a complete metric space (F, d F ), a uniformly continuous mapping f : A → F , and the unique mappingf ∈ C(E, F ) with the property thatf | A = f (see, e.g., Proposition 2.5.19 in [22] ), we often write, for simplicity of presentation, f instead off in the following. In addition, for two R-Banach spaces (V, · V ) and (W, · W ) with V = {0}, an open subset U ⊆ V , and a natural
and we denote by
and we denote by Lip k (U, W ) the set given by Lip
, be the mappings with the property that for all 
and we call L p (H) the Schatten p-class of bounded linear operators on H. In addition, for an R-Hilbert space (H, ·, · H , · H ), an orthonormal basis B ⊆ H of H, a mapping λ : B → R, a linear operator A : 
Setting
Let (U, ·, · U , · U ) be a separable R-Hilbert space, let U ⊆ U be an orthonormal basis of U , let T ∈ (0, ∞), let (Ω, F, P) be a probability space with a normal filtration (F t ) t∈[0,T ] , and let 
be a strongly continuous semigroup, and let
Then Theorem 2.1 shows that there exist up to modifications unique 
4)
(iii) and it holds that
Proof of Lemma 2.3. It is well-known that the assumptions that ϕ ∈ C
imply that (i) and (ii) hold, that there exist up to modifications unique 8) and that for all
It thus remains to prove (iii). For this let
An application of the mild Itô formula in Corollary 1 in Da Prato et al. [12] on the test functions ψ p , p ∈ [2, ∞), and the Cauchy-Schwarz inequality hence yield for all p ∈ [2, ∞),
(2.13)
As p L(H)
.
(2.14)
Furthermore, applying again Corollary 1 in Da Prato et al. [12] on the test function ψ 2 , the CauchySchwarz inequality, and the fact that ∀ a, b ∈ R it holds that ab ≤
Gronwall's lemma and (2.14), therefore, imply for all
Next note that (2.9), (2.10), (2.14), and (2.16) ensure for all
and
This completes the proof of Lemma 2.3.
Setting
Let (H, ·, · H , · H ) be a separable R-Hilbert space, let H ⊆ H be an orthonormal basis of H, let λ : H → R be a mapping such that sup h∈H λ h < 0, let A :
, r ∈ R, be a family of interpolation spaces associated to −A, let (H r , ·, · Hr , · Hr ), r ∈ R, be the family of R-Hilbert spaces such that for all r ∈ R it holds that (H r , ·, · Hr , · Hr ) = Hr /2 × Hr /2− 1 /2 , ·, · Hr /2 ×H r /2− 1 /2 , · Hr /2 ×H r /2− 1 /2 , and let A : D(A) ⊆ H 0 → H 0 be the linear operator such that D(A) = H 1 and such that for all (v, w) ∈ H 1 it holds that A(v, w) = (w, Av).
2.3 Basic properties of the deterministic wave equation 
Then the R-Hilbert spaces (H r , ·, · Hr , · Hr ), r ∈ R, are a family of interpolation spaces associated to Λ.
Proof of Lemma 2.4. Observe that Λ : D(Λ) ⊆ H 0 → H 0 is a symmetric diagonal linear operator with inf(σ P (Λ)) > 0 and that for all r ∈ [0, ∞) it holds that
Moreover, for all r ∈ [0, ∞),
In addition, for all r ∈ (−∞, 0], x = (v, w) ∈ H 0 it holds that
Hr .
(2.22)
This completes the proof of Lemma 2.4.
Basic properties of the deterministic linear wave equation
The next elementary and well-known lemma can be found in a slightly different form, e.g., in Section 5.3 in Lindgren [32] .
Lemma 2.5. Assume the setting in Section 2.2 and let S : [0, ∞) → L(H 0 ) be the mapping such that for all t ∈ [0, ∞), (v, w) ∈ H 0 it holds that 
This completes the proof of Lemma 2.6. Lemma 2.7. Assume the setting in Section 2.2, let P I : r∈R H r → r∈R H r , I ∈ P(H), be the mappings such that for all I ∈ P(H), r ∈ R, v ∈ H r it holds that P I (v) = h∈I |λ h | −r h, v Hr |λ h | −r h, and let P I : r∈R H r → r∈R H r , I ∈ P(H), be the mappings such that for all I ∈ P(H), r ∈ R, (v, w) ∈ H r it holds that P I (v, w) = P I (v), P I (w) . Then for all I ∈ P(H), x ∈ H 1 it holds that AP I (x) = P I A(x) and for all I ∈ P(H), t ∈ [0, ∞), x ∈ H 0 it holds that e At P I (x) = P I e At (x).
Proof of Lemma 2.7. For all I ∈ P(H), x = (v, w) ∈ H 1 it holds that
In addition, Lemma 2.5 shows for all
The proof of Lemma 2.7 is thus completed.
3 Upper bounds for weak errors
Setting
Assume the setting in Section 1.2, let (H, ·, · H , · H ) be a separable R-Hilbert space, let H ⊆ H be an orthonormal basis of H, let λ : H → R be a mapping such that sup h∈H λ h < 0, let
, r ∈ R, be a family of interpolation spaces associated to −A, let (H r , ·, · Hr , · Hr ), r ∈ R, be the family of R-Hilbert spaces such that for all r ∈ R it holds that (H r , ·, · Hr , · Hr ) = Hr /2 × Hr /2− 1 /2 , ·, · Hr /2 ×H r /2− 1 /2 , · Hr /2 ×H r /2− 1 /2 , let P I : r∈R H r → r∈R H r , I ∈ P(H), be the mappings such that for all I ∈ P(H), r ∈ R, v ∈ H r it holds that P I (v) = H ρ ) ) and Theorem 2.1 hence shows that there exist up to modifications unique
Weak convergence rates for the Galerkin approximation
s L 2 (P;Hρ) < ∞ and P-a.s. that
The following lemma provides global L 2 -bounds on the stochastic processes
Lemma 3.2. Assume the setting in Section 3.1 and let
Proof of Lemma 3.2. Corollary 1 in Da Prato et al. [12] , Lemma 2.6, and the Cauchy-Schwarz inequality ensure for all Gronwall's lemma hence implies for all I ∈ P(H) that
The proof of Lemma 3.2 is thus completed.
Lemma 3.3. Assume the setting in Section 3.1 and let
Then it holds for all I, J ∈ P(H) that
Proof of Lemma 3.3. Observe that Corollary 3.1 in Jentzen & Kurniawan [23] and Lemma 2.6 imply for all I, J ∈ P(H) that
This implies (3.7) and thus completes the proof of Lemma 3.3.
Remark 3.4. Assume the setting in Section 3.1. Then Remark 2.2 shows that there exist up to modifications unique
Lemma 3.5. Assume the setting in Section 3.1, let
, be the mappings which satisfy for all J ∈ P 0 (H), (t,
. Then for all J ∈ P 0 (H) it holds that u J ∈ C 1,2 ([0, T ] × P J (H 0 ), R) and ( r∈R H r , L 2 (U, H 0 )) and the fact that for all J ∈ P 0 (H) it holds that P J (H 0 ) is a finite-dimensional R-vector space ensure that
. Lemma 2.3 and Lemma 2.6 then prove for all J ∈ P 0 (H) that
and that
(3.14)
This implies (3.11) and (3.12) and thus completes the proof of Lemma 3.5.
In the proof of the main result of this article, Theorem 3.7 below, we use the following elementary and well-known lemma. Lemma 3.6. Let p ∈ [0, ∞), let J n , n ∈ N 0 , be sets such that n∈N J n = J 0 and such that for all n ∈ N it holds that J n ⊆ J n+1 , and let g : J 0 → (0, ∞) be a mapping with the property that
Proof of Lemma 3.6. Without loss of generality we assume that p ∈ (0, ∞) (otherwise (3.15) is clear). Then observe that for all n ∈ N it holds that
Moreover, note that Lebesgue's theorem of dominated convergence proves that
Letting n → ∞ in (3.16) and combining this with (3.17) complete the proof of Lemma 3.6.
Theorem 3.7. Assume the setting in Section 3.1, let let ϕ ∈ C 2 b (H 0 , R), and let u J : [0, T ] × P J (H 0 ) → R, J ∈ P 0 (H), be the mappings which satisfy for all J ∈ P 0 (H), (t,
. Then it holds for all I ∈ P(H) \ {H} that .
(3.23)
In a first step we establish an estimate for the second summand on the right hand side of (3.23).
For this observe that Corollary 1 in Da Prato et al. [12] , the Cauchy-Schwarz inequality, and Lemma 2.6 ensure for all J ∈ P 0 (H),
Gronwall's lemma and Lemma 3.3 hence show for all J ∈ P 0 (H), x, y ∈ P J (H 0 ) that
This implies for all J ∈ P 0 (H), x, y ∈ P J (H 0 ) that
Furthermore, it holds for all x ∈ H 2(γ−β) , I, J ∈ P(H) with I = J that
(cf., e.g., Proposition 8.1.4 in [22] ). Putting (3.26) and (3.27) together proves for all J ∈ P 0 (H),
Inequality (3.28) provides an estimate for the second summand on the right hand side of (3.23).
In a second step we establish an estimate for the fist summand on the right hand side of (3.23).
The chain rule and Lemma 2.3 show that for all J ∈ P 0 (H), (t,
The standard Itô formula and (3.29) prove for all J ∈ P 0 (H), I ∈ P(J) that
This shows for all J ∈ P 0 (H), I ∈ P(J) that
Inequality (3.27), Lemma 3.5, and Lemma 3.2 thus prove for all J ∈ P 0 (H), I ∈ P(J) \ {J} that
This estimates the first summand on the right hand side of (3.31). Next we consider the second summand on the right hand side of (3.31). Observe for all
(3.33)
Then note that for all s ∈ [0, T ], J ∈ P 0 (H), y 1 , y 2 ∈ P J (H 0 ), I ∈ P(J) it holds that v J 0,2 s, X I s (y 1 , y 2 ) = y 1 , R I,J,s y 2 H 0 . Therefore, the Hölder inequality for Schatten norms implies for all s ∈ [0, T ],
Moreover, observe for all s ∈ [0, T ], J ∈ P 0 (H), I ∈ P(J) \ {J} that
In addition, Lemma 3.5 implies for all s ∈ [0, T ], J ∈ P 0 (H), I ∈ P(J) that
Inequalities (3.34)-(3.37), Lemma 3.2, and Lemma 3.5 prove for all J ∈ P 0 (H), I ∈ P(J) \ {J} that
Combining this with (3.31) and (3.32) ensures for all J ∈ P 0 (H), I ∈ P(J) \ {H} that
This constitutes an estimate for the first summand on the right hand side of (3.23). Inequalities (3.39), (3.23), and (3.28) show for all J ∈ P 0 (H), I ∈ P(J) \ {H} that
In a third step Lemma 3.3, Lemma 2.6, Minkowski's integral inequality, the Burkholder-DavisGundy inequality (see, e.g., Lemma 7.7 in Da Prato & Zabczyk [13] ), and the Cauchy-Schwarz inequality imply for all J 0 ∈ P(H) and J n ∈ P 0 (H), n ∈ N, which satisfy n∈N J n = J 0 and ∀ n ∈ N : J n ⊆ J n+1 and all n ∈ N that
Therefore, Lebesgue's theorem of dominated convergence proves for all J 0 ∈ P(H) and J n ∈ P 0 (H), n ∈ N, which satisfy n∈N J n = J 0 and ∀ n ∈ N :
In a next step, (3.40) shows for all I ∈ P 0 (H) \ {H} and J n ∈ P 0 (H), n ∈ N, which satisfy n∈N J n = H, I ⊆ J 1 , and ∀ n ∈ N : J n ⊆ J n+1 , and all n ∈ N that
Letting n → ∞ in (3.43) and (3.42) complete the proof of Theorem 3.7 in the case that I ∈ P 0 (H) \ {H}. In a last step we prove the remaining cases. The estimate (3.43) ensures for all I 0 ∈ P(H) \ {H} and I n ∈ P 0 (I 0 ), n ∈ N, which satisfy n∈N I n = I 0 and ∀ n ∈ N : I n ⊆ I n+1 and all n ∈ N that
Equation (3.42) and Lemma 3.6 thus complete the proof of Theorem 3.7.
The next corollary is a direct consequence of Theorem 3.7 and Lemma 3.2.
Corollary 3.8. Assume the setting in Section 3.1, let X I : [0, T ] × Ω → P I (H ρ ), I ∈ P(H), and
. Then it holds for all I ∈ P(H) \ {H} that
The last result in this section, Corollary 3.9 below, follows immediately from Corollary 3.8, Lemma 3.5, and Lemma 3.2.
Corollary 3.9. Assume the setting in Section 3.1 and let
(3.49)
Examples

Semilinear stochastic wave equations and the hyperbolic Anderson model
The following elementary lemma is well-known (cf., e.g., Example 37.1 in Sell & You [36] ).
Lemma 3.10. Let K ∈ {R, C}, let (H, ·, · H , · H ) be a K-Hilbert space, let H ⊆ H be an orthonormal basis of H, let A : D(A) ⊆ H → H be a symmetric diagonal linear operator with inf(σ P (A)) > 0, and let (H r , ·, · Hr , · Hr ), r ∈ R, be a family of interpolation spaces associated to A. Then (i) for all v ∈ s∈R H s , r ∈ R it holds that v ∈ H r if and only if
(ii) for all s ∈ R, v ∈ H −s , r ∈ [−s, ∞) it holds that v ∈ H r if and only if
(iii) and for all r ∈ R, v ∈ H r , s ∈ [−r, ∞) it holds that v Hr = sup
In the next result, Corollary 3.11, we illustrate Corollary 3.8 by a simple example. The proof of Corollary 3.11 is elementary and well-known.
-Wiener process, let {e n } n∈N ⊆ H satisfy for all n ∈ N and λ (0,1) -a.e. x ∈ (0, 1) that e n (x) = √ 2 sin(nπx), let A : D(A) ⊆ H → H be the Laplacian with Dirichlet boundary conditions on H multiplied by ϑ, let (H s , ·, · Hs , · Hs ), s ∈ R, be a family of interpolation spaces associated to −A, let P N :
53)
(ii) there exist up to modifications unique
54)
(iii) and for all ε ∈ (4( 1 /2 − γ), ∞) there exists a real number C ∈ [0, ∞) such that for all N ∈ N it holds that
Proof of Corollary 3.11. Throughout this proof let f k, : (0, 1) × R → R, k, ∈ {0, 1, 2} with k + ≤ 2, be the mappings such that for all k, ∈ {0, 1, 2}, (x, y) ∈ (0, 1) × R with k + ≤ 2 it holds that f k, (x, y) = ∂ k+ ∂x k ∂y f (x, y) and let F : H 0 → H 0 be the mapping such that for all v ∈ H 0 and λ (0,1) -a.e. x ∈ (0, 1) it holds that F (v) (x) = f (x, v(x)). Then note for all u, v ∈ H 0 , w ∈ H − 1 /2 that F(v, w) (x) = 0, F (v) and that
Moreover, it holds for all v, h ∈ H 0 and λ (0,1) -a.e. x ∈ (0, 1) that
This, Hölder's inequality, and (3.57) imply for all v ∈ H r , h ∈ H r \ {0} that
w Hr 2 h Hr < ∞.
(3.59)
In addition, it holds for all v, h ∈ H r that Inequalities (3.59) and (3.60) prove that F | Hr : H r → H 0 is Fréchet differentiable, that for all v, h ∈ H r and λ (0,1) -a.e. x ∈ (0, 1) it holds that 
which ensures that F | Hr ∈ Lip 1 (H r , H 0 ). Similarly, observe for all v, h, g ∈ H 0 and λ (0,1) -a.e. x ∈ (0, 1) that
This, Hölder's inequality, and (3.57) establish for all v, h ∈ H r , g ∈ H r \ {0} that
w Hr 3 h Hr g Hr < ∞.
(3.64)
Furthermore, Hölder's inequality and (3.57) also prove for all v, h, g ∈ H r that 
In addition, Hölder's inequality and (3.57) establish for all u, v, h, g ∈ H r that
This shows that F | Hr ∈ Lip 2 (H r , H 0 ) and hence that
). In addition, Lemma 3.10 proves for all δ ∈ (−∞, 1 /4) that This and the assumption that sup 53) and thus complete the proof of (i). Furthermore, (ii) follows directly from (i) and Remark 3.1. In the remainder of this proof (iii) is established. Let ε ∈ (4( 1 /2 − γ), 1], β ∈ ( 1 /2, 2γ] and λ n ∈ R, n ∈ N, be real numbers which satisfy for all n ∈ N that β = 1 /2 + (ε−4( 1 /2−γ)) /2 and λ n = −ϑπ 2 n 2 . In addition, let Λ : Then note for all v ∈ H 1 that Av = ∞ n=1 λ n e n , v H 0 e n and that Λ −β L 2 (H 0 ×H − 1 /2 ) < ∞. Furthermore, observe that (i) and the fact that 2γ − β = (1−ε) /2 imply that F ∈ Lip 0 (H 0 × H − 1 /2 , H 2γ−β × H 2γ−β− 1 /2 ). This and again (i) enable us to apply Corollary 3.8 to obtain that there exists a real number C ∈ [0, ∞) such that for all N ∈ N it holds that
The proof of Corollary 3.11 is thus completed.
In the proof of Corollary 3.13 below we use the following elementary and well-known result, Lemma 3.12.
Lemma 3.12. Let K ∈ {R, C}, let (H, ·, · H , · H ) be a K-Hilbert space, let H ⊆ H be an orthonormal basis of H, let A : D(A) ⊆ H → H be a symmetric diagonal linear operator with inf(σ P (A)) > 0, let (H r , ·, · Hr , · Hr ), r ∈ R, be a family of interpolation spaces associated to A, and let q ∈ R, p ∈ [q, ∞), s ∈ R, r ∈ [s, ∞). Then Corollary 3.13 (Hyperbolic Anderson model). Let T, ϑ ∈ (0, ∞), α, β ∈ R, let (Ω, F, P) be a probability space with a normal filtration (F t ) t∈[0,T ] , let (H, ·, · H , · H ) be the R-Hilbert space given by (H, ·, · H , · H ) = L 2 (λ (0,1) ; R), ·, · L 2 (λ (0,1) ;R) , · L 2 (λ (0,1) ;R) , let (W t ) t∈[0,T ] be an id Hcylindrical (F t ) t∈[0,T ] -Wiener process, let {e n } n∈N ⊆ H satisfy for all n ∈ N and λ (0,1) -a.e. x ∈ (0, 1) that e n (x) = √ 2 sin(nπx), let A : D(A) ⊆ H → H be the Laplacian with Dirichlet boundary conditions on H multiplied by ϑ, let (H r , ·, · Hr , · Hr ), r ∈ R, be a family of interpolation spaces associated to −A, let P N : H 0 ×H − 1 /2 → H 0 ×H − 1 /2 , N ∈ N∪{∞}, be the mappings which satisfy for all N ∈ N∪{∞}, (v, w) ∈ H 0 ×H − 1 /2 that P N (v, w) = This, Lemma 3.10, and Lemma 3.12 establish that B| Hρ ∈ Lip 0 (H ρ , L(H 0 , H γ− 1 /2 )). Corollary 3.11 thus completes the proof of Corollary 3.13.
