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$\mathrm{x}\leq \mathrm{y}$ (x, $\mathrm{y}\in \mathrm{Z}^{N}$ ) ( $x_{n}\leq y_{n}$ 4
$(n\in \mathrm{N})$ , $\mathrm{x}<\mathrm{y}$ $\mathrm{x}\leq \mathrm{y}$ $\mathrm{x}\neq \mathrm{y}$
, $u(\mathrm{y},\mathrm{D})$
,
, $u_{B}$ (y, $\mathrm{D}$) $=\mathrm{y}-\mathrm{D}$ , 3.
, UMDP
$u_{L}$ (y, $\mathrm{D}$) $=([\gamma_{1}-D_{1}\mathrm{r},[\gamma_{2}-D_{2\mathrm{F}},\cdot..,\triangleright_{N} -D_{N}]+)^{T}$ : ,
$\int y_{n}-D_{n}\mathrm{r}=\max\{y_{n}-D_{n},0\}$ $(n\in \mathrm{N})$






$\mathrm{X}_{B}=\{\mathrm{x}\in \mathrm{Z}^{N}$ ; $\sum_{n\epsilon \mathrm{N}}a_{n}x_{n}^{+}\leq\overline{\mathrm{M}}\}$
$g( \mathrm{x})=\min_{\mathrm{y}\epsilon \mathrm{Y}}\{\sum_{\mathrm{y}\in \mathrm{Y}}\phi(\mathrm{y},\mathrm{D})g(u(\mathrm{y},\mathrm{D}))\}$ (2)
,
$\mathrm{Y}=\{\mathrm{y}\in \mathrm{X};\mathrm{y}\geq \mathrm{x}\}$ ,
$\mathrm{X}_{L}=\{\mathrm{x}\in \mathrm{Z}_{+}^{N}$ ; $\sum_{n\epsilon \mathrm{N}}a_{n}x_{n}\leq\overline{\mathrm{M}}\}$




, $x_{n}^{+}= \max\{x_{n},0\}$ , $n\in \mathrm{N}$ $X_{B}$
X $X$ ,
1 $\mathrm{x}<\mathrm{y}<\mathrm{z}$ $f$ $\mathrm{X}$ $\sigma$ $\sigma$ $\mathrm{X}$
$\mathrm{x},\mathrm{y},\mathrm{z}\in \mathrm{X}$
$s(\cdot)$ $f=(\sigma,S(.))$




$L(\mathrm{x})=\infty$ , $\mathrm{x}\in\sigma$ $S(\mathrm{x})$
$M$ , $\mathrm{x}\in \mathrm{X}$ $\mathrm{x}\not\geq \mathrm{z}_{M}$ $\mathrm{x}\in\sigma^{c}\equiv \mathrm{X}-\sigma$
$\mathrm{x}$ $L(\mathrm{x})>M$ $\mathrm{z}_{7}\in \mathrm{X}$ , $\sigma$ , $\sigma^{c}$
3 $\mathrm{X}$
, $\mathrm{x}\in \mathrm{X}$ 1 $(\sigma,S(.))$
$\mathrm{o}\sum_{\mathrm{e}\mathrm{B}}\phi(\mathrm{x},\mathrm{D})=1$
i) $\mathrm{X}$









$g^{0}= \min_{\mathrm{y}\epsilon \mathrm{X}}\{L(\mathrm{y})+\sum_{\mathrm{D}\in \mathrm{B}}\phi(\mathrm{y},\mathrm{D})K$(u(y, $\mathrm{D}\lambda \mathrm{y}$ )}. $(4)$
$\delta(0)=0$ , $\mathrm{x}>0$
$\mathrm{i}\mathrm{i})$










$(\sigma^{0})^{\rho}’\cup\{u(\mathrm{x},\mathrm{D})$ for all $\mathrm{x}\in(\sigma^{0})’$’ $\mathrm{D}\in \mathrm{B}\}$








2 $g(\mathrm{x})$ $\mathrm{x}\in \mathrm{X}$
, $g(\mathrm{x})=g$ ,
(1) (2)
$g+v( \mathrm{x})=\min_{\mathrm{y}\epsilon \mathrm{Y}}\{K$(x, $\mathrm{y}$)
$+L( \mathrm{y})+\sum_{\mathrm{D}\mathrm{e}\mathrm{B}}\phi(\mathrm{x},\mathrm{D})u(u(\mathrm{x},\mathrm{D}))$},
$\mathrm{x}\in \mathrm{X}^{0}$ , (6)
4. $\mathrm{D}\mathrm{P}$
(6) PIM,
MPIM , (value iteration method) ,






1: $u_{0}(s_{r})=0$ $u^{0}$ ,
$m_{\mathrm{f}}$
$f^{0}$ , $\epsilon$ , $k=0$
$\langle$
2:( ) $\mathrm{x}\in \mathrm{X}^{0}$
$g^{k+1}( \mathrm{x})=\mathrm{m}\mathrm{i}\mathrm{P}_{S})\{*\in Kr(\mathrm{x},\mathrm{y})+\sum_{\mathrm{D}\mathrm{e}\mathrm{B}}\phi(\mathrm{x},\mathrm{D})o^{k}(\mathrm{x}’)-o^{k}(\mathrm{x})\}$
, $f^{k}$ (X) $g^{k+1}$ (x) :
$f^{k+1}(\mathrm{x})=f^{k}$ (x) ,
$g^{k+1}$ (x) $f^{k+1}$ (x)
3:( )
$w^{0}(\mathrm{x})=v^{k}(\mathrm{x})+\mathrm{o}^{k+1}$ (x), $\mathrm{x}\in \mathrm{X}^{0}$








$g^{k+1}$ (xr), $v^{k+1}$ (X)

















, $m$ $\lambda(0\leq\lambda\leq 1)$
, $\mathrm{X}_{v}=\mathrm{X}_{T}=\phi$ (
), $TC=0,$ $\mathrm{x}=\mathrm{x}_{0},$ $k=l=1$
2; $\mathrm{x}\not\in \mathrm{X}_{v}$ , $\mathrm{X}_{v}=\mathrm{X}_{v}\cup\{\mathrm{x}\}\mathrm{r}$
$\mathrm{X}_{T}=\mathrm{X}_{\mathit{1}}\cdot\cup\{\mathrm{x}\},$
$\mathrm{x}$ $v(\mathrm{x})=1$ , $f(\mathrm{x})$
$\mathrm{x}^{l}$
$\mathrm{x}\in \mathrm{X}_{v}$ , $\mathrm{x}\not\in \mathrm{X}_{T}$ , $\mathrm{X}_{T}=\mathrm{X}_{T}\cup\{\mathrm{x}\}$ ,










4: ( $v(\mathrm{x})$ ) $\mathrm{X}_{v}$ $\mathrm{x}_{r}$ ,
$o(\mathrm{x}_{r})=(1-\lambda v(\mathrm{x}_{r})/m\mathrm{X}w(\mathrm{x}_{r})_{-g})+(\lambda v(_{\mathrm{X}},)/m\mathrm{X}r(\mathrm{x}_{r},f(\mathrm{x}_{r}))_{-g})$
, $\mathrm{x}(\neq \mathrm{x}_{r})\in \mathrm{X}_{v}$
87
$U(\mathrm{x})=(1-\lambda v(\mathrm{x})/m\mathrm{X}w(\mathrm{x})-g)+(\lambda o(\mathrm{x})/m\mathrm{X}^{\gamma}(\mathrm{x},f(\mathrm{x}))-g)-U(\mathrm{x}_{r})$ 6: 3 $\mathrm{y}^{\mathrm{t}}$




5:( ) $\mathrm{x}\in \mathrm{x}_{v}$ $g=TC/T$
7: $Q_{old}$ $($X, $\mathrm{y})=Q_{new}$ (X,y)
$w(\mathrm{x})=\mathrm{m}\mathrm{y}\mathrm{e}N(\mathrm{x}.$.f( ){r(x, $\mathrm{y}$ ) $+ \sum_{\mathrm{D}\in \mathrm{B}}\phi(\mathrm{y},\mathrm{D})U(\mathrm{x}’)\}$ 8: $k$$\{\}$ $k=k+1$ , $\mathrm{x}$ ’ $\mathrm{x}$ $2\wedge\circ$
, $v(\mathrm{x})=0$ $N$(X, $f$(x)) Gosavi[9] SMART
, RELAXED-SMART
$f$(X) , $\emptyset(\mathrm{y},\mathrm{D})>0$ $\mathrm{x}\not\in \mathrm{X}_{v}$ [ SMART $\mathrm{L}\mathrm{A}\mathrm{X}\mathrm{E}\mathrm{D}-\mathrm{S}\mathrm{M}\mathrm{A}\mathrm{R}\mathrm{T}$
( , $\mathrm{x}_{v}=\mathrm{X}_{v}\cup\{\mathrm{x}’\},$ $v(\mathrm{x}’)=0$ , $f$(x’)SMDP ,
$\mathrm{x}^{*}$ $\mathrm{M}\mathrm{D}\mathrm{P}$
$w(\mathrm{x}’)=r(\mathrm{x}’,f(\mathrm{x}’))$ , [ $\mathrm{L}\mathrm{A}\mathrm{X}\mathrm{E}\mathrm{D}-\mathrm{S}\mathrm{M}\mathrm{A}\mathrm{R}\mathrm{T}$ ] $[9]$
$o(\mathrm{x}’)=r(\mathrm{x}’,f(\mathrm{x}’))-r(\mathrm{x}_{r},f(\mathrm{x},))$
3\sim 5,7,8 [SMART]
1: $\mathrm{Q}$ -factor $Q_{new}$ (x, $\mathrm{y}$) $=Q_{\mathit{0}/d}($X, $\mathrm{y})=0$ ,
, $w(\mathrm{x})$ $f$(x) $w(\mathrm{x})$
$TC=0$ , $T=0$ , $g$ =0, $k=0$ ,
, $w(\mathrm{x})$ $f$(X)
$\alpha_{0}$ , $p_{0}$ , $\beta$0
$k$
$\mathrm{X}_{T}=\phi,$ $TC=0,\mathit{1}$ =l, $k=k+1$ 2:
$k$ $\mathrm{x}$ , $\alpha_{k},$ $p_{k}$ ,
2 $\text{ }$ A
$\alpha_{k}=a_{0}/k$ , $p_{m}=p_{0}/m$ ’ $\beta_{k}=\beta_{0}/k$
5. SMART SBPI
MPIM SBMPIM 6: 3 $\mathrm{y}^{\mathrm{t}}$
, NDP , $TC,$ $T,$ $g$
$TC=(1-\beta_{k})TC+\beta_{k’}$(x, $\mathrm{x}’,\mathrm{y}.)$[SMART] [81
1: $\mathrm{x}\in \mathrm{X}$ $\mathrm{y}\in K$(x){ $\mathrm{A}\backslash$ T=0-\beta T+\beta k
$\mathrm{Q}$-factor $Q_{new}$ (x, $f$) $=Q_{old}$ (x, $f$) $=0-$. $g=TC/T$
$TC=0$ , $T=0$ , $g=0$ , , He et a1.[10] $\mathrm{P}\mathrm{I}\mathrm{M}$
$k=0$ , (learning rate) SBPI (Simulation




2: $k$ $\mathrm{x}$ , $\alpha_{k}$ ,
1: $\{f_{0}(\mathbb{X});\mathrm{x}\in \mathrm{X}\}$ , $k=0$
$p_{k}$
$\langle$
$\alpha_{k}=\alpha_{0}(\alpha_{\tau}+k)/(k^{2}+k+\alpha_{\tau})$ , 2:( )
$p_{k}=p_{0}(p_{\mathrm{r}}+k)/(k^{2}+k+p_{\tau})$ 2-a:( $\sim$ )
i) $\mathrm{x}_{0}$
3: $(1-p_{k})$ $Q_{new}$ (x,y) $\mathrm{x}_{1},\cdots,\mathrm{x}_{m}$
$\mathrm{y}^{*}$ , $p_{k}$ $\mathrm{y}$
.
$\mathrm{i}\mathrm{i}$) $g^{k}=0$ , $n=0,\cdots,m$ -l
$K$ (x) $\mathrm{y}$ $(\mathrm{x}_{n},\mathrm{x}_{n+1})$ $g^{k}$
4: $\mathrm{y}$
















$(\mathrm{x}_{0},\mathrm{x}_{1},\cdots,\mathrm{x}_{N}=\mathrm{x}.),$ $l=1,\cdots,L$ , $\vee$ ) ,
$(\mathrm{x}_{n},\mathrm{x}_{n+1})$ $w(\mathrm{x}_{l}),$ $i$ =l, $\cdot$ .., $n$ ,
$w(\mathrm{x}_{i})=w(\mathrm{x}_{j})+\gamma_{j}\lambda^{n-i}d_{n}$
$-$ , $\gamma_{i}$ $s_{j}$
$0\leq\lambda\leq 1$
$d_{\hslash}=r(\mathrm{x}_{n},\mathrm{x}_{n’ 1},f^{k}(\mathrm{x}_{n}))-g^{k}+w(\mathrm{x}_{n+1})-w(\mathrm{x}_{n})$
$\mathrm{i}\mathrm{v})v^{k}(\mathrm{x})=14^{\mathrm{X}})-w(\mathrm{x}_{r}),$ $\mathrm{x}$ \in X
3:( )
$f^{k+1}( \mathrm{x})=\arg \mathrm{m}\mathrm{i}\mathrm{P}_{\mathrm{x})}\{\mathrm{y}\in\kappa r(\mathrm{x},\mathrm{y})+\sum_{\mathrm{B}\mathrm{D}\epsilon}\phi(\mathrm{y},\mathrm{D}\}_{2}^{k}(\mathrm{x}’)\}$ :
$\mathrm{x}\in \mathrm{X}$















$\mathrm{m}=1000000,$ $\alpha_{0^{=}}0.9,$ $\mathrm{p}_{0}\triangleleft-.3$ ,
SMART
$\alpha=10000,$$\mathrm{p}_{\tau}=10000-^{\zeta}--$
RELAXED-SMART $\mathrm{m}$=l000000, $\alpha 0^{=}0.\underline{9_{-},}\mathrm{P}\mathrm{o}=0.3$
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