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Abstract
We consider the motion of an incompressible non-Newtonian fluid with shear dependent viscosity. We extend and improve the
results obtained in the recent paper by Crispo [F. Crispo, Shear thinning viscous fluids in cylindrical domains. Regularity up to the
boundary, J. Math. Fluid Mech., in press], concerning the case of the motion between two coaxial cylinders, to the case of a full
cylinder. Actually we prove boundary regularity for solutions to the stationary Dirichlet problem with zero boundary data.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We are interested in studying global regularity results for weak solutions of the following system describing the
motion of a generalized Newtonian fluid:{
−∇ · [(μ + |Dv|)p−2Dv]+ ∇π = f, in Ω,
∇ · u = 0, in Ω, (1)
in the shear thinning case, i.e. for 1 < p < 2, where
Dv = 1
2
(∇v + ∇vT )
and μ is a positive constant. For an extensive discussion on such fluids, we refer, for instance, to [11–14,19].
Our aim is to prove regularity results, up to the boundary, for the second derivatives of the velocity and the first
derivatives of the pressure in the case of a particular curvilinear boundary. Actually, we consider the problem in
a cylinder, by assuming zero Dirichlet boundary data on the lateral surface and periodicity in the axial direction.
The very basic structure of our proof is the one introduced in the pioneering paper [2] in the shear thickening case
and subsequently extended to the shear thinning case in [4]. There, the author deals with the case of flat boundaries.
Since the boundary prevents from using the difference quotients method in the normal direction, the new idea of the
quoted papers consists in testing the equation with the second order tangential derivatives instead of the laplacian.
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corresponding estimates on the remaining normal derivatives, by using the equations of motion.
The extension of the above regularity results to curvilinear boundaries is quite difficult, especially for the depen-
dence of the system on the modulus of the symmetric part of the gradient. Concerning general non-flat boundaries, we
refer to the recent results obtained in [5] (see also [6]) (case p > 2) and [7] (case p < 2), where arbitrary, sufficiently
smooth boundaries are considered.
In the recent paper [9] we were concerned with the regularity problem for a certain type of non-flat boundary
domain, namely the open domain between two coaxial cylinders. This case is easier to treat than the one of a generic
curvilinear boundary, which requires much more elaborate techniques of localization and “flattening the boundary.”
There we avoid such techniques, by appealing to the natural change of coordinates associated with a cylindrical
surface. Actually, the choice for the domain in [9] enabled us to pass to cylindrical coordinates, by a one-to-one
mapping, and then to extend to cylindrical coordinates the technique used in [4] for Cartesian coordinates. Indeed,
changing from a Cartesian coordinate system (x1, x2, x3) to a cylindrical one, (r, θ, x3) ≡ (y1, y2, y3), we return to
a situation similar to the one of a flat boundary, where the cylindrical coordinates play now a formal role similar to
that of the Cartesian coordinates in the flat boundary case.
The extension of this argument to the present case, namely a full cylinder, presents obvious limits, since we lose the
bi-uniqueness of the transformation from Cartesian to cylindrical coordinates. The idea is to overcome such difficulties
as follows. We apply already known interior regularity results in Ω (see [15]), in order to achieve the global regularity
of the second order derivatives of the velocity and the first order derivatives of the pressure on any cylinder Ω0
inside Ω . Then, by applying the technique introduced in [9], we prove regularity results for solutions on an arbitrary
annulus cylinder Ω \ Ω0 inside Ω , reaching in this way the boundary of Ω .
To describe the real novelties in our approach, we have restricted this presentation to system (1), where the con-
vective term (v · ∇)v has been neglected. However, provided that we consider a smaller range for p, we can obtain
exactly the same regularity results for the system “completed” with such a term. We omit the details, and refer to
[4, Theorem 1.5].
Finally, concerning further possible developments, we observe that we can obtain better integrability coefficients
following the idea of paper [8]. There, the author improves the results obtained in [4] by using, as a new device,
Sobolev anisotropic embedding theorems.
2. Notations and statement of the main result
Throughout this paper Ω denotes a cylinder with radius R > 0. We impose the Dirichlet boundary condition on the
lateral surface of the cylinder, say Γ , and periodicity in the axial direction x3, with period equal to 1. Hence
v|Γ = 0, v is x3-periodic. (2)
In notation concerning duality pairings, norms and functional spaces, we will not distinguish between scalar and
vector fields. For any domain D ⊂R3, by Lp(D), p ∈ [1,∞], we denote the usual Lebesgue space with norm ‖ ·‖p,D .
By Wm,p(D), m nonnegative integer and p ∈ (1,∞), we denote the usual Sobolev space with norm ‖ · ‖m,p,D . We
denote by W 1,p0 (D) the closure in W
1,p(D) of C∞0 (D) and by W−1,p
′
(D), p′ = p/(p − 1), the strong dual of
W
1,p
0 (D) with norm ‖ · ‖−1,p,D . Whenever confusion cannot arise, we shall omit the subscript D in the previous
norms.
We set
V = {v ∈ W 1,p(Ω): ∇ · v = 0, v|Γ = 0, v is x3-periodic}.
Below, unless otherwise specified, we assume p ∈ (1,2).
We denote by c, C positive constants that may have different values even in the same equation.
Definition 2.1. Assume that f ∈ W−1,p′(Ω). We say that the pair (v,π) ∈ V ×Lp′(Ω) is a weak solution of problem
(1)–(2) if satisfies
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Ω
(
μ + |Dv|)p−2Dv ·Dφ dx − ∫
Ω
π(∇ · φ)dx =
∫
Ω
f · φ dx, (3)
for all φ ∈ W 1,p(Ω) such that φ|Γ = 0 and φ is x3-periodic.
The existence of a weak solution is a well-known result. As far as the regularity is concerned, the interior regularity
results obtained in [15] hold here. Below we recall such results and obtain some immediate corollaries which are
essential for our later study. Further, we obtain explicit estimates on the norms involved, as they are necessary for our
developments. Since these estimates are not explicitly written in reference [15] we give a short proof in Appendix A.
Theorem 2.1. Assume that f ∈ Lp′(Ω) and let (v,π) be a weak solution of problem (1) with boundary conditions (2)
in Ω . Then, for any open set Ω ′ with Ω ′ ⊂ Ω , we have v ∈ W 2,p(Ω ′) and∫
Ω ′
(
μ + |Dv|)p−2∣∣∇2v∣∣2 dx + ‖v‖p2,p,Ω ′  c(‖f ‖p′p′,Ω + μp). (4)
Moreover, v ∈ W 2, 3pp+1 (Ω ′) also and
‖∇Dv‖23p
p+1 ,Ω ′
 c
∥∥μ + |Dv|∥∥2−p3p,Ω ′ ‖f ‖p′p′,Ω . (5)
The following estimates are trivial consequence of the above theorem.
Corollary 2.1. Under the hypotheses of Theorem 2.1 one has
‖∇π‖22,Ω ′  c
(
μp−2‖f ‖p′
p′,Ω + ‖f ‖2,Ω + μp−1
)
.
Corollary 2.2. Under the hypotheses of Theorem 2.1 one has
‖v‖2
2, 3p
p+1 ,Ω ′
 c
(
μ2−p‖f ‖p′
p′,Ω + ‖f ‖
2
p−1
p′,Ω + μ2
)
. (6)
Our aim is to prove the following Theorems 2.2–2.3 (cf. [4, Theorems 1.3–1.4], [9, Theorem 2.1]).
Theorem 2.2. Let p ∈ ( 32 ,2), f ∈ Lp
′
(Ω) and (v,π) be a weak solution of problem (1)–(2). Then v ∈ W 2, 2p4−p (Ω),
∇π ∈ L 2p4−p (Ω) and
∥∥D2v∥∥ 2p
4−p
+ ‖∇π‖ 2p
4−p
 C(μ)
(
p − 3
2
)−1(
1 + ‖f ‖
2+2p−p2
p(p−1)
p′
)
. (7)
As a consequence of Theorem 2.2, one can apply a bootstrap argument similar to the one used in [2,3] for the shear
thickening case and in [4] for the shear thinning case, and get the following improvement.
Theorem 2.3. Let the assumption of Theorem 2.2 be satisfied. Then v ∈ W 2,l(Ω), ∇π ∈ Ll(Ω), with
l = 6(p − 1)
2p − 1 . (8)
Moreover,
‖v‖2,l + ‖∇π‖l  C(p,μ)
(
1 + ‖f ‖
2
p(p−1)2
p′
)
. (9)
We recall some preliminary results, which play a key role for the proof of the main theorems, and introduce some
further notations.
562 F. Crispo / J. Math. Anal. Appl. 341 (2008) 559–574Lemma 2.4. There exists a constant c such that
‖v‖p + ‖∇v‖p  c‖Dv‖p, for each v ∈ V.
Hence the two quantities above are equivalent norms in V .
For the proof we refer, for instance, to [18, Proposition 1.1].
Lemma 2.5. If ∇g = ∇ · G, for some G ∈ Lq(Ω), then g ∈ Lq(Ω) and
‖g − g‖q  c‖G‖q,
where g is the mean value of g in Ω.
For the proof we refer, for instance, to [16].
Further, note that (see [4, Section 2])
‖Dv‖p−1p + ‖π‖p′  c
(‖f ‖−1,p′ + μp−1). (10)
We denote by Ω0 and Ω1 two cylinders coaxial with Ω , with radii, respectively, R0 and R1 with 0 < R0 < R1 < R
and unitary height. We introduce a system of cylindrical coordinates y1, y2, y3, i.e. x1 = y1 cosy2, x2 = y2 siny2,
x3 = y3. The domain Ω \ Ω0 is then transformed, by the corresponding one-to-one mapping, into the domain Λ0 =
{(y1, y2, y3): y1 ∈ ]R0,R[, y2 ∈ [0,2π[, y3 ∈ ]0,1[}. Similarly the domain Ω \ Ω1 is transformed into the domain
Λ1 = {(y1, y2, y3): y1 ∈ ]R1,R[, y2 ∈ [0,2π[, y3 ∈ ]0,1[}. The problem is assumed to be periodic, with period
equal to 2π in the y2 direction and equal to 1 in the y3 direction. From now on, when dealing with the cylindrical
coordinate system, we consider Λ0 as framework. We denote by e1, e2, e3 an orthonormal mobile basis; by u(y) =
(u1(y), u2(y), u3(y)) the velocity field v(x) written in cylindrical coordinates with respect to such a basis; by σ(y) the
pressure field π(x) written in cylindrical coordinates. A tilde on a differential operator means the differential operator
written in cylindrical coordinates. For the reader’s convenience, we write down the physical components of the tensors
∇˜u and D˜u in cylindrical coordinates in an explicit form (see [17]):
(∇˜u)11 = ∂u1
∂y1
, (∇˜u)22 = 1
y1
∂u2
∂y2
+ u1
y1
, (∇˜u)33 = ∂u3
∂y3
,
(∇˜u)12 = 1
y1
∂u1
∂y2
− u2
y1
, (∇˜u)21 = ∂u2
∂y1
,
(∇˜u)13 = ∂u1
∂y3
, (∇˜u)31 = ∂u3
∂y1
,
(∇˜u)23 = ∂u2
∂y3
, (∇˜u)32 = 1
y1
∂u3
∂y2
(11)
and
(D˜u)11 = ∂u1
∂y1
, (D˜u)22 = 1
y1
∂u2
∂y2
+ u1
y1
, (D˜u)33 = ∂u3
∂y3
,
(D˜u)12 = (D˜u)21 = 12
(
1
y1
∂u1
∂y2
+ ∂u2
∂y1
− u2
y1
)
,
(D˜u)13 = (D˜u)31 = 12
(
∂u1
∂y3
+ ∂u3
∂y1
)
,
(D˜u)23 = (D˜u)32 = 1
(
∂u2 + 1 ∂u3
)
. (12)2 ∂y3 y1 ∂y2
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partial derivative ∂
2uj
∂yhyk
except for the derivatives ∂
2uj
∂y21
, j = 2,3. Moreover, we set
∣∣D˜2∗u∣∣2 := ∣∣∣∣∂2u1∂y21
∣∣∣∣2 + 3∑
i,j,k=1
(i,k) 
=(1,1)
∣∣∣∣ ∂2uj∂yiyk
∣∣∣∣2.
By the symbol ∇˜∗σ we denote the second and the third component of the gradient of σ (in cylindrical coordinates)
and we set∣∣∇˜∗σ ∣∣2 := ∣∣∣∣ 1y1 ∂σ∂y2
∣∣∣∣2 + ∣∣∣∣ ∂σ∂y3
∣∣∣∣2.
If Λ ⊆ Λ0, we set (see, for instance, [1,17])
L˜q(Λ) =
{
u(y):
∫
Λ
∣∣u(y)∣∣qy1 dy < ∞}
and, similarly, for W˜m,q(Λ); moreover in L˜q(Λ) and W˜ 1,q(Λ) we define, respectively, the following norms
‖u‖q,Λ =
(∫
Λ
∣∣u(y)∣∣qy1 dy)
1
q
and
‖u‖1,q,Λ =
(∫
Λ
[ 3∑
i=1
u2i (y) +
3∑
i,j=1
(∇˜u)2ij (y)
] q
2
y1 dy
) 1
q
.
We set
D˜ = D˜u,
D̂ = (μ + |D˜u|),
and, for any q  1,
Aq = ‖D̂‖q,Λ0 .
If we restrict ourselves to the domain Ω \ Ω0, the equations of motion, in cylindrical coordinates, take the following
form {−∇˜ · (D̂p−2D˜u)+ ∇˜σ = F, in Λ0,
∇˜ · u = 0, in Λ0,
(13)
where F(y) represents the force field f (x) in cylindrical coordinates. Finally, the boundary condition can be written
as
u|y1=R = 0, u(y2, y3)-periodic. (14)
3. Proof of Theorem 2.2
In the sequel, as already made in previous papers (cf. [3,4,9]), we replace the use of the differential quotients method
in the tangential directions by formal differentiation in these same directions. For the use of differential quotients in a
similar framework we refer to [2].
Let ϕ(y) be a cut-off function defined on Λ0 such that ϕ ∈ C2(Λ0), ϕ(y) = 1 on y1 = R0, ϕ(y) = 0 on Λ1 and
ϕ(y) ∈ [0,1] in Λ0 \ Λ1. Then, setting θ(y) = 1 − ϕ(y), we have θ ∈ C2(Λ0), θ(y) = 0 on y1 = R0, θ(y) = 1 on Λ1
and θ(y) ∈ [0,1] in Λ0 \ Λ1.
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S = (μ + |D|)p−2D,
for an arbitrary tensor D. It is easy to verify that
∂Sij
∂Dkl
CijCkl  (p − 1)
(
μ + |D|)p−2|C|2, (15)
for any tensors C. Moreover,∣∣∣∣ ∂Sij∂Dkl
∣∣∣∣ (3 − p)(μ + |D|)p−2. (16)
Further, we set
Is(u) =
∫
Λ0
D̂p−2
∣∣∣∣ ∂D˜∂ys
∣∣∣∣2θ2y1 dy, s = 2,3. (17)
Taking into account the local regularity results of Theorem 2.1 and Corollary 2.1 the W 2,p-regularity of the weak
solution in Ω0 (and Ω1) is a well-known result. Therefore, in order to obtain results as stated in Theorem 2.2, it is
sufficient to prove regularity, up to the boundary, in Ω \ Ω0. Hence, Theorem 2.2 will be completely achieved once
we prove the following
Theorem 3.1. Let p ∈ ( 32 ,2), f ∈ Lp
′
(Ω) and let (u,σ ) be a weak solution of problem (13)–(14). Further assume
that
Du ∈ L˜q(Λ0), for some q ∈ [p,2].
Then u ∈ W˜ 2,r (Λ0), ∇˜σ ∈ L˜r (Λ0) and∥∥D˜2u∥∥
r,Λ0
+ ‖∇˜σ‖r,Λ0  B˜
(
1 + ∥∥μ + |D˜u|∥∥2−p
q,Λ0
)
, (18)
where
r = 2q
2(2 − p) + q (19)
and
B˜ = C(μ)
(
p − 3
2
)−1(‖f ‖ 2p(p−1)
p′ + ‖f ‖2 + Ap
)
. (20)
In particular, if q = p, then u ∈ W˜ 2, 2p4−p (Λ0), ∇˜σ ∈ L˜
2p
4−p (Λ0) and
∥∥D˜2u∥∥ 2p
4−p ,Λ0
+ ‖∇˜σ‖ 2p
4−p ,Λ0
 C(μ)
(
p − 3
2
)−1(
1 + ‖f ‖
2+2p−p2
p(p−1)
p′
)
. (21)
The proof of the above theorem has, as first step, estimates on the tangential derivatives of the velocity and pressure
fields. We prefer to set apart such estimates in two preliminary lemmas, in order to point out the better regularity of
the tangential derivatives with respect to the normal ones.
Lemma 3.2. Let p ∈ (1,2), f ∈ Lp′(Ω) and let (u,σ ) be a weak solution of problem (13)–(14). Then D˜2∗u ∈ L˜p(Λ0)
and, for s = 2,3,
Is(u) +
∥∥D˜2∗u∥∥pp,Λ0  c(‖f ‖p′p′ + μp−2‖f ‖ 2p−1p′ + App). (22)
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∂u
∂ys
), s = 2,3:∫
Λ0
∇˜ · [D̂p−2D˜] · ∂
∂ys
(
θ2
∂u
∂ys
)
y1 dy =
∫
Λ0
∇˜σ · ∂
∂ys
(
θ2
∂u
∂ys
)
y1 dy −
∫
Λ0
F · ∂
∂ys
(
θ2
∂u
∂ys
)
y1 dy. (23)
Integrating twice by parts on the left-hand side one gets∫
Λ0
∇˜ · [D̂p−2D˜] · ∂
∂ys
(
θ2
∂u
∂ys
)
y1 dy =
∫
Λ0
∂
∂ys
[D̂p−2D˜] · ∂D˜
∂ys
θ2y1 dy
+
∫
Λ0
∂
∂ys
[D̂p−2D˜] ·( ∂u
∂ys
⊗ ∇θ2
)
y1 dy.
Moreover, as far as the first term on the right-hand side of (23) is concerned, integrating by parts and using ∇˜ · u = 0,
we get∫
Λ0
∇˜σ · ∂
∂ys
(
θ2
∂u
∂ys
)
y1 dy = −
∫
Λ0
σ
∂
∂ys
(
∇˜θ2 · ∂u
∂ys
)
y1 dy
= −
∫
Λ0
σ
∂
∂ys
(∇˜θ2) · ∂u
∂ys
y1 dy −
∫
Λ0
σ ∇˜θ2 · ∂
2u
∂y2s
y1 dy.
Therefore, we can rewrite (23) as∫
Λ0
∂
∂ys
[D̂p−2D˜] · ∂D˜
∂ys
θ2y1 dy = −
∫
Λ0
∂
∂ys
[D̂p−2D˜] ·( ∂u
∂ys
⊗ ∇θ2
)
y1 dy
−
∫
Λ0
σ
∂
∂ys
(∇˜θ2) · ∂u
∂ys
y1 dy −
∫
Λ0
σ ∇˜θ2 · ∂
2u
∂y2s
y1 dy
−
∫
Λ0
F · ∂u
∂ys
∂θ2
∂ys
y1 dy −
∫
Λ0
F · ∂
2u
∂y2s
θ2y1 dy
=
5∑
i=1
Ji.
If we observe that∫
Λ0
∂
∂ys
[D̂p−2D˜ij ]∂D˜ij
∂ys
θ2y1 dy =
∫
Λ0
∂
∂Dkl
[(
μ + |D|)p−2Dij ]∂D˜kl
∂ys
∂D˜ij
∂ys
θ2y1 dy,
where the derivatives with respect to Dkl are evaluated at the point D = D˜, and then use estimate (15), we can further
write
Is(u) c
5∑
i=1
|Ji |, (24)
Is(u) defined by (17). To make the reading easier, we focus on the case s = 2. The case s = 3 can be treated quite in
the same way. Let us estimate each term Ji . By using estimate (16), then applying the Cauchy–Schwartz inequality,
we get
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∫
Λ0
D̂p−2
∣∣∣∣ ∂D˜∂y2
∣∣∣∣∣∣∣∣ ∂u∂y2 ⊗ (2θ∇˜θ)
∣∣∣∣y1 dy
 cI2(u) + c

∫
Λ0
D̂p−2
∣∣∣∣ ∂u∂y2
∣∣∣∣2|∇˜θ |2y1 dy.
By observing that ∇˜θ = 0 on Λ1 ⊂ Λ0 and by using the inequality∣∣∣∣ ∂u∂y2
∣∣∣∣2  2y21 3∑
i=1
(∇˜u)2i2 + 2
2∑
i=1
(ui)
2  2y21 |∇˜u|2 + 2|u|2, (25)
we get
|J1| cI2(u) + c

∫
Λ0\Λ1
D̂p−2
∣∣∣∣ ∂u∂y2
∣∣∣∣2|∇˜θ |2y1 dy
 cI2(u) + c

R2
∫
Λ0\Λ1
D̂p−2|∇˜u|2|∇˜θ |2y1 dy + c

∫
Λ0\Λ1
D̂p−2|u|2|∇˜θ |2y1 dy
 cI2(u) + c

(
1 + R2)μp−2∥∥|∇˜θ |2∥∥∞,Λ0‖u‖21,2,Λ0\Λ1 .
The last term on the right-hand side is finite. Indeed, from the inclusion W 1,3p(Ω1 \ Ω0) ⊂ W 1,2(Ω1 \ Ω0) and the
Sobolev embedding W 2,
3p
p+1 (Ω1 \ Ω0) ⊂ W 1,3p(Ω1 \ Ω0), we have
‖u‖21,2,Λ0\Λ1 = ‖v‖
2
1,2,Ω1\Ω0  c‖v‖
2
1,3p,Ω1\Ω0  c‖v‖
2
2, 3p
p+1 ,Ω1\Ω0
and the last term is finite by Theorem 2.1. Finally, since in Ω1 there holds the interior regularity estimate given in
Corollary 2.2, letting the constant c depend, among other things, on R and on the first and second derivatives of θ2,
we have
|J1| cI2(u) + c

(
1 + R2)μp−2∥∥|∇˜θ |2∥∥∞,Λ0‖v‖22, 3p
p+1 ,Ω1
 cI2(u) + c

(‖f ‖p′
p′ + μp−2‖f ‖
2
p−1
p′ + μp
)
.
Moreover, by appealing to the Hölder and the Young inequalities, we get
|J2| ‖σ‖p′,Λ0
∥∥∥∥ ∂∂y2 ∇˜θ2
∥∥∥∥∞,Λ0
∥∥∥∥ ∂u∂y2
∥∥∥∥
p,Λ0
 c

‖σ‖p′
p′,Λ0 + c
∥∥∥∥ ∂u∂y2
∥∥∥∥p
p,Λ0
;
|J4| ‖F‖p′,Λ0
∥∥∥∥∂θ2∂y2
∥∥∥∥∞,Λ0
∥∥∥∥ ∂u∂y2
∥∥∥∥
p,Λ0
 c

‖F‖p′
p′,Λ0 + c
∥∥∥∥ ∂u∂y2
∥∥∥∥p
p,Λ0
;
|J3| + |J5| ‖σ‖p′,Λ0
∥∥∥∥∂2u∂y22
∥∥∥∥
p,Λ0
∥∥∇˜θ2∥∥∞,Λ0 + ‖F‖p′,Λ0
∥∥∥∥∂2u∂y22
∥∥∥∥
p,Λ0
 c

(
1 + Rp′)‖σ‖p′
p′,Λ0 +
c

(
1 + Rp′)‖F‖p′
p′,Λ0 + c
∥∥∥∥ ∂∂y2 ∇˜u
∥∥∥∥p
p,Λ0
+ c
∥∥∥∥ ∂u∂y2
∥∥∥∥p
p,Λ0
,
where, similarly to (25), we have used∣∣∣∣∂2u∂y22
∣∣∣∣2 = ( ∂∂y2 (∇˜u)12y1 + ∂u2∂y1
)2
+
(
∂
∂y2
(∇˜u)22y1 − ∂u1
∂y2
)2
+
(
∂
∂y2
(∇˜u)32y1
)2
 2y21
∣∣∣∣ ∂ ∇˜u∣∣∣∣2 + 2∣∣∣∣ ∂u ∣∣∣∣2. (26)∂y2 ∂y2
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(1 − c)I2(u) c

(‖f ‖p′
p′ + μp−2‖f ‖
2
p−1
p′ + μp
)+ c

‖σ‖p′
p′,Λ0 +
c

‖F‖p′
p′,Λ0 + cRp
∥∥∥∥ ∂∂y2 ∇˜u
∥∥∥∥p
p,Λ0
+ c
∥∥∥∥ ∂u∂y2
∥∥∥∥p
p,Λ0
. (27)
Recalling Lemma 2.4, there holds
‖u‖p,Λ0 + ‖∇˜u‖p,Λ0  c‖D˜u‖p,Λ0,
for any u ∈ W˜ 1,p(Λ0) such that ∇˜ ·u = 0 in Λ0 and u|y1=R = 0. The idea, see [4] and [9] also, is to apply the previous
inequality to the functions ∂u
∂ys
, s = 2,3, observing that ∂u
∂ys |y1=R = 0 and
∂u
∂ys
is divergence free. Hence,∥∥∥∥ ∂u∂ys
∥∥∥∥
p,Λ0
+
∥∥∥∥ ∂∂ys ∇˜u
∥∥∥∥
p,Λ0
 c
∥∥∥∥ ∂D˜∂ys
∥∥∥∥
p,Λ0
. (28)
Next, we borrow an idea as simple as crucial from [10], that is appealing to the inequality
aq  bq−rar + bq, (29)
valid for any real a  0, b > 0 and 0 q  r . From inequality (28), using the fact that θ(y) = 1 on Λ1 and inequality
(29) with q = p and r = 2, we get∥∥∥∥ ∂u∂y2
∥∥∥∥p
p,Λ0
+
∥∥∥∥ ∂∂y2 ∇˜u
∥∥∥∥p
p,Λ0
 c
∥∥∥∥ ∂D˜∂y2
∥∥∥∥p
p,Λ0
= c
∥∥∥∥ ∂D˜∂y2 (1 − θp) 1p
∥∥∥∥p
p,Λ0
+ c
∥∥∥∥ ∂D˜∂y2 θ
∥∥∥∥p
p,Λ0
 c
∫
Λ0\Λ1
∣∣∣∣ ∂D˜∂y2
∣∣∣∣py1 dy + cI2(u) + cApp. (30)
We can use the interior regularity result to estimate the first integral on the right-hand side of (30). Indeed∥∥∥∥ ∂D˜∂y2
∥∥∥∥p
p,Λ0\Λ1
 c
∥∥∥∥ ∂∂y2 ∇˜u
∥∥∥∥p
p,Λ0\Λ1
 cRp‖∇˜∇˜u‖p
p,Λ0\Λ1 + c‖∇˜u‖
p
p,Λ0\Λ1
= cRp‖∇∇v‖p
p,Ω1\Ω0 + c‖v‖
p
1,p,Ω1\Ω0
 c
(
1 + Rp)‖v‖p2,p,Ω1 .
Further, we can increase I2(u) via (27). Hence, by using the Cauchy–Schwartz inequality and recalling (4) and (10),
estimate (30) gives∥∥∥∥ ∂u∂y2
∥∥∥∥p
p,Λ0
+
∥∥∥∥ ∂∂y2 ∇˜u
∥∥∥∥p
p,Λ0
 c
(
1 + Rp)‖v‖p2,p,Ω1 + c(‖f ‖p′p′ + μp−2‖f ‖ 2p−1p′ )
+ c(1 + Rp′)(‖σ‖p′
p′,Λ0 + ‖F‖
p′
p′,Λ0
)+ cApp
 c
(‖f ‖p′
p′ + μp−2‖f ‖
2
p−1
p′ + App
)
.
In the case s = 3, one can repeat quite the same arguments, by replacing (25) and (26) with the following inequalities∣∣∣∣ ∂u∂y3
∣∣∣∣2 = 3∑
i=1
(∇˜u)2i3  |∇˜u|2 (31)
and
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∣∣∣∣2 = 3∑
i=1
(
∂
∂y3
(∇˜u)i3
)2

∣∣∣∣ ∂∂y3 ∇˜u
∣∣∣∣2. (32)
Therefore, for s = 2,3∥∥∥∥ ∂u∂ys
∥∥∥∥p
p,Λ0
+
∥∥∥∥ ∂∂ys ∇˜u
∥∥∥∥p
p,Λ0
 c
(‖f ‖p′
p′ + μp−2‖f ‖
2
p−1
p′ + App
)
. (33)
The above estimate implies∥∥∥∥ ∂D˜∂ys
∥∥∥∥
p,Λ0
 c
(‖f ‖p′
p′ + μp−2‖f ‖
2
p−1
p′ + μp
) 1
p + cAp. (34)
Moreover, note that, for s = 2,3,∥∥∥∥ ∂2u∂ysy1
∥∥∥∥
p,Λ0

∥∥∥∥ ∂∂ys ∇˜u
∥∥∥∥
p,Λ0
. (35)
On the other hand, the incompressibility condition allows to write the term ∂
2u1
∂y21
as follows
∂2u1
∂y21
= − ∂
∂y1
(
1
y1
∂u2
∂y2
+ ∂u3
∂y3
+ u1
y1
)
= 1
y1
(∇˜u)22 − 1
y1
(∇˜u)11 − 1
y1
∂2u2
∂y1y2
− ∂
2u3
∂y1y3
,
hence∥∥∥∥∂2u1∂y21
∥∥∥∥
p,Λ0
 1
R0
‖∇˜u‖p,Λ0 +
1
R0
∥∥∥∥ ∂∂y2 ∇˜u
∥∥∥∥
p,Λ0
+
∥∥∥∥ ∂∂y3 ∇˜u
∥∥∥∥
p,Λ0
. (36)
By combining estimates (33), (35), (36), and, finally, using (10) we obtain estimate (22) for D˜2∗u. Finally, the estimate
on Is(u) is an easy consequence of estimate (27), via (33). 
Lemma 3.3. In the hypotheses of Lemma 3.2, we have ∇˜∗σ ∈ L˜2(Λ0) and
‖∇˜∗σ‖22,Λ0  cμp−2
(‖f ‖p′
p′ + μp−2‖f ‖
2
p−1
p′ + App
)+ c‖f ‖22. (37)
Proof. Let us differentiate the first equation (13)1 with respect to ys , s = 2,3:
∇˜ ∂σ
∂ys
= ∇˜ · ∂
∂ys
(D̂p−2D˜u)+ ∂F
∂ys
.
Obviously Lemma 2.5 continues to hold in cylindrical coordinates. Hence, in order to obtain (37) we only have to
estimate the term ∂
∂ys
(D̂p−2D˜u). Since
∂
∂ys
(D̂p−2D˜u)= D̂p−2 ∂
∂ys
D˜u + (p − 2)D̂p−3|D˜u|−1
(
D˜u · ∂
∂ys
D˜u
)
D˜u,
then ∣∣∣∣ ∂∂ys (D̂p−2D˜u)
∣∣∣∣ (3 − p)D̂p−2∣∣∣∣ ∂∂ys D˜u
∣∣∣∣,
almost everywhere in Λ0. Hence∥∥∥∥ ∂∂ys (D̂p−2D˜u)
∥∥∥∥2
2,Λ0
 c
∥∥∥∥D̂p−2 ∂∂ys D˜u
∥∥∥∥2
2,Λ0
 cμp−2
∫
Λ0
D̂p−2
∣∣∣∣ ∂∂ys D˜u
∣∣∣∣2y1 dy,
where in the last step we have used the assumption p < 2. Since θ = 1 on Λ1, we can write
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∥∥∥∥2
2,Λ0
 cμp−2
∫
Λ0
D̂p−2
∣∣∣∣ ∂∂ys D˜u
∣∣∣∣2θ2y1 dy + cμp−2 ∫
Λ0
D̂p−2
∣∣∣∣ ∂∂ys D˜u
∣∣∣∣2(1 − θ2)y1 dy
= cμp−2Is(u) + cμp−2
∫
Λ0\Λ1
D̂p−2
∣∣∣∣ ∂∂ys D˜u
∣∣∣∣2(1 − θ2)y1 dy
 cμp−2
[
Is(u) +
∫
Λ0\Λ1
D̂p−2|∇˜∇˜u|2y1 dy +
∫
Λ0\Λ1
D̂p−2|∇˜u|2y1 dy
]
.
For the first integral on the right-hand side we use the interior estimate (4):∫
Λ0\Λ1
D̂p−2|∇˜∇˜u|2y1 dy =
∫
Ω1\Ω0
(
μ + |Dv|)p−2|∇∇v|2 dx  c(‖f ‖p′
p′,Ω + μp
)
.
As far as the second integral is concerned, recall that
‖∇˜u‖22,Λ0\Λ1  ‖u‖
2
1,2,Λ0\Λ1  c‖v‖
2
2, 3p
p+1 ,Ω1\Ω0
 c
(
μ2−p‖f ‖p′
p′ + ‖f ‖
2
p−1
p′ + μ2
)
.
By straightforward calculations we have∥∥∥∥ ∂∂ys (D̂p−2D˜u)
∥∥∥∥2
2,Λ0
 cμp−2
(
Is(u) + ‖f ‖p
′
p′ + μp−2‖f ‖
2
p−1
p′ + μp
)
.
From the above estimates and by appealing to Lemma 2.5, we get
‖∇˜∗σ‖22,Λ0 =
∫
Λ0
(∣∣∣∣ 1y1 ∂σ∂y2
∣∣∣∣2 + ∣∣∣∣ ∂σ∂y3
∣∣∣∣2)y1 dy  cμp−2(‖f ‖p′p′ + μp−2‖f ‖ 2p−1p′ + App)+ c‖f ‖22,
that is (37). 
Proof of Theorem 3.1. In order to avoid calculations already made in the previous paper [9], here we just sketch the
main steps of the proof. The scheme is not new. It was introduced for the first time in [2], to treat the shear thickening
case, subsequently used in [4] and, just for the annulus cylinder case, in [9]. For a detailed proof we refer to Section 3
of [9].
From Lemmas 3.2–3.3 it is sufficient to obtain information on the normal derivatives of u, namely ∂
2uj
∂y21
, j = 2,3.
This is done by expressing pointwisely these derivatives in terms of those derivatives of u and σ already estimated.
By considering the second and the third of the three equations (13)1 as two algebraic equation in the unknowns ∂
2uj
∂y21
,
j = 2,3, it is possible to show that for p ∈ ( 32 ,2) there holds
3∑
j=2
∣∣∣∣∂2uj∂y21
∣∣∣∣ c(p − 32
)−1[(
1 + 1
y1
)∣∣D˜2∗u∣∣+ 1y1 |∇˜u| + 1y1
∣∣∣∣ ∂D˜∂y2
∣∣∣∣+ ∣∣∣∣ ∂D˜∂y3
∣∣∣∣]
+ c
(
p − 3
2
)−1
D̂2−p[|∇˜∗σ | + |F |], (38)
almost everywhere in y ∈ Λ0. All the terms in the first bracket on the right-hand side belong to L˜p(Λ0). Since
D̂2−p ∈ L˜ q2−p (Λ0) and both ∇˜∗σ and F belong to L˜2(Λ0), the right-hand side of (38) belongs to L˜r (Λ0), with r
given by (19). By noticing that r  p, for any p  2, straightforward calculations lead to the following estimate
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j=2
∥∥∥∥∂2uj∂y21
∥∥∥∥
r,Λ0
 c
(
p − 3
2
)−1[(
1 + 1
R0
)∥∥D˜2∗u∥∥p,Λ0 + 1R0 ‖∇˜u‖p,Λ0 + 1R0
∥∥∥∥ ∂D˜∂y2
∥∥∥∥
p,Λ0
+
∥∥∥∥ ∂D˜∂y3
∥∥∥∥
p,Λ0
+ cA2−pq ‖∇˜∗σ‖2,Λ0 + A2−pq ‖F‖2,Λ0
]
 B˜
(
1 + A2−pq
)
,
with B˜ as in (20). This easily gives estimate (18) for the second derivatives. Note that, if p = q , then r = 2p4−p and
3∑
j=2
∥∥∥∥∂2uj∂y21
∥∥∥∥ 2p
4−p ,Λ0
 C
(
p − 3
2
)−1(
1 + ‖f ‖
2+2p−p2
p(p−1)
p′
)
.
The last step consists in deriving regularity for ∂σ
∂y1
from the first of the three equations (13)1. Since∣∣∣∣ ∂σ∂y1
∣∣∣∣ cD̂p−2[(1 + 1y1
)∣∣D˜2u∣∣+ 1
y1
|∇˜u| + 1
y1
∣∣∣∣ ∂D˜∂y2
∣∣∣∣+ ∣∣∣∣ ∂D˜∂y3
∣∣∣∣]+ |F |,
almost everywhere in Λ0, straightforward calculations lead to estimate (18) for the L˜r norm of ∇˜σ and, for q = p,
to (21). The results are completely achieved. 
Remark 3.1. From Lemmas 3.2–3.3 and following the proof of Theorem 3.1 (see (38)), it is clear that the restriction
to an integrability coefficient of the normal derivatives less then p is essentially due to the term(
μ + |D˜u|)2−p(|∇˜∗σ | + |F |),
hence to D˜u. This is the motivation of the hypothesis D˜u ∈ L˜q(Λ0). Indeed, Theorem 3.1, rather then furnishing a
regularity result corresponding to stronger integrability hypotheses on D˜u, as it does, aims at allowing a bootstrap
argument which leads to higher regularity results (with respect to (21)), in the natural hypothesis u ∈ W˜ 1,p(Λ0). The
following section is just devoted to such an improvement.
4. Proof of Theorem 2.3
Theorem 4.1. Assume that p ∈ ( 32 ,2), f ∈ Lp
′
(Ω) and let (u,σ ) be a weak solution of problem (13)–(14). Then
D˜2u ∈ L˜l(Λ0), ∇˜σ ∈ L˜l(Λ0), where l is given by (8). Moreover,∥∥D˜2u∥∥
l,Λ0
+ ‖∇˜σ‖l,Λ0  C(μ)
(
B˜ + B˜ 1p−1 ), (39)
with B˜ given by (20).
Proof. Define
1
r(q)
= 2 − p
q
+ 1
2
.
By setting q1 = p, we have r(q1) = 2p4−p and, from Theorem 3.1, u ∈ W˜ 1,q1(Λ0) ⇒ u ∈ W˜ 2,r(q1)(Λ0). By applying
the Sobolev embedding theorem we get u ∈ W˜ 1,r∗(q1)(Λ0), where r∗(q1) > p is the Sobolev embedding exponent of
r(q1), and by (18),
‖u‖1,r∗(p),Λ0  B˜
[
1 + (μ + ‖D˜u‖p,Λ0)2−p].
Define the recursive sequence qn+1 as
1 = 1∗ =
2 − p + 1 ,
qn+1 r (qn) qn 6
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1
r(qn)
= 2 − p
qn
+ 1
2
.
By construction, corresponding to the increasing sequence qn we have u ∈ W˜ 1,qn+1 and
‖u‖1,qn+1,Λ0  B˜
[
1 + (μ + ‖u‖1,qn,Λ0)2−p]. (40)
Moreover, qn converges to s = 6(p− 1) and r(qn) converges to l = 6(p−1)2p−1 where l = r∗(s). Finally, from (40), taking
into account that 0 < 2−p < 1 and following the arguments used in [3], it is easy to verify that ‖u‖1,qn,Λ0 is uniformly
bounded for large values of n as
‖u‖1,qn,Λ0  μ2−pB˜ + B˜
1
p−1 .
Hence, the exponent s can be actually reached and we get
‖u‖1,s,Λ0  μ2−pB˜ + B˜
1
p−1 ,
which, by a further application of Theorem 3.1, yields (39). 
Proof of Theorem 2.3. The result can be obtained combining the interior regularity results of Theorem 2.1 and
Corollary 2.1 and the up-to the boundary results in Ω \ Ω0 that one immediately deduces from Theorem 4.1. 
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Appendix A
The aim of this section is to give a proof of Theorem 2.1. To this end, let us first define the cut-off function ζ ,
which is a main element in our proofs. It is a C2(Ω)-function, with compact support in Ω , and such that 0 ζ(x) 1
in Ω , and ζ(x) = 1 in Ω0. Moreover, we assume∥∥ζ p−2p |∇ζ |∥∥∞ < ∞. (41)
Since ∂i∂j vk = ∂i(Dv)jk + ∂j (Dv)ki − ∂k(Dv)ij there follows the well-known result
c
∣∣∇2v(x)∣∣ ∣∣(∇Dv)(x)∣∣ C∣∣∇2v(x)∣∣. (42)
For convenience, here and in the sequel, we set D =Dv. Define (see also [10])
I (v) =
∫
Ω
(
μ + |D|)p−2∣∣∇2v∣∣2ζ 2 dx.
Multiply the first equation (1) by −∇ · (ζ 2∇v) and integrate over Ω∫
Ω
∂
∂xj
[(
μ + |D|)p−2Dij ] ∂
∂xs
(
ζ 2
∂vi
∂xs
)
dx = −
∫
Ω
fi
∂
∂xs
(
ζ 2
∂vi
∂xs
)
dx +
∫
Ω
∂π
∂xi
∂
∂xs
(
ζ 2
∂vi
∂xs
)
dx. (43)
By integration by parts, with respect to xj and xs , and by taking into account that Dv is symmetric, for the first term
on the right-hand side one shows that
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Ω
∂
∂xj
[(
μ + |D|)p−2Dij ] ∂
∂xs
(
ζ 2
∂vi
∂xs
)
dx
=
∫
Ω
∂
∂xs
[(
μ + |D|)p−2Dij ]∂Dij
∂xs
ζ 2 dx +
∫
Ω
∂
∂xs
[(
μ + |D|)p−2Dij ]Rijs(x) dx
= I1 + I2, (44)
where, with obvious notation,∣∣Rijs(x)∣∣ c|ζ ||∇ζ ||∇v|. (45)
Hence, by (15) and (42),
I1(v) (p − 1)I (v). (46)
On the other hand, by appealing in particular to (16), we show that
|I2| c
∫
Ω
(
μ + |D|)p−2∣∣∇2v∣∣|ζ ||∇ζ ||∇v|dx, (47)
and, by the Cauchy–Schwartz inequality,
|I2| cI (v) + c

‖∇ζ‖2∞‖∇v‖pp. (48)
Note that c is independent of μ. Hence, from (43) it readily follows that
I (v) c‖∇ζ‖2∞‖∇v‖pp + c
∣∣∣∣∫
Ω
(
v · ∇ζ 2)π dx∣∣∣∣+ ∥∥∇2ζ∥∥∞‖∇v‖p‖π‖p′
+
∫
Ω
(
μ + |D|) 2−p2 |f |(μ + |D|) p−22 ∣∣∇2v∣∣ζ 2 dx + ∫
Ω
|f ||ζ ||∇ζ ||∇v|dx. (49)
By appealing to Hölder’s inequality with exponents 2p2−p , p
′ and 2 one shows that the fourth term on the right-hand
side of (49) is bounded by∥∥μ + |D|∥∥ 2−p2
p
‖f ‖p′I (v) 12 .
Actually, the above norms are with respect to the measure ζ 2 dx. Hence
I (v) c‖∇v‖pp + c
∫
Ω
|ζ ||∇ζ ||π |∣∣∇2v∣∣dx + c‖∇v‖p‖π‖p′ + c∥∥μ + |D|∥∥2−pp ‖f ‖2p′ + c‖∇v‖p‖f ‖p′ . (50)
Next, by Hölder’s inequality together with straightforward manipulations, and by appealing to (41), one gets∫
Ω
|ζ ||∇ζ ||π |∣∣∇2v∣∣dx  c( ∫
Ω
∣∣∇2v∣∣pζ 2 dx) 1p ‖π‖p′ . (51)
Applying again inequality (29) we get∫
Ω
∣∣∇2v∣∣pζ 2 dx  I (v) + ∫ (μ + |D|)pζ 2 dx. (52)
From (50) and (51) and (52) it follows that
I (v) c‖π‖p′I (v)
1
p + c‖∇v‖pp + c‖∇v‖p‖π‖p′ + c‖∇v‖p‖f ‖p′ + c‖∇v‖2−pp ‖f ‖2p′, (53)
where now c depends on μ. It readily follows that
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p′ + c‖∇v‖pp + c‖∇v‖p‖f ‖p′ + c‖∇v‖2−pp ‖f ‖2p′ . (54)
Finally, by (52), one gets∫
Ω
∣∣∇2v∣∣pζ 2 dx  c‖π‖p′
p′ + c‖∇v‖pp + c‖∇v‖p‖f ‖p′ + c‖∇v‖2−pp ‖f ‖2p′ . (55)
Hence
I (v) +
∫
Ω
∣∣∇2v∣∣pζ 2 dx  c‖π‖p′
p′ + c‖∇v‖pp + c‖∇v‖p‖f ‖p′ + c‖∇v‖2−pp ‖f ‖2p′ .
Note that the previous estimate holds for solutions of system (1) without requirement on the boundary. If, as in our
hypotheses, v is a solution to the homogeneous Dirichlet boundary value problem, then
‖∇v‖p−1p + ‖π‖p′  c
(‖f ‖−1,p′ + μp−1).
Hence, in this case, (4) holds.
In order to prove (5) we start by proving the following inequality∥∥μ + |Dv|∥∥p3p  c(μp + ‖Dv‖pp + I (v)). (56)
This can be proved by appealing to the following useful inequality, where μ and t are positive reals and 1 < p < 2:
(μ + t) p2  2(μ + t) p−22 t + 2 p2 μp2 , (57)
whose proof is immediate.1
We appeal to a device introduced in Lemma 9 of [10]. Note that∥∥μ + |Dv|∥∥p3p = ∥∥(μ + |Dv|) p2 ∥∥26.
On the other hand, by (57), one gets∥∥(μ + |Dv|) p2 ∥∥26  c(μp + ∥∥(μ + |Dv|) p−22 Dv∥∥26).
Furthermore, by the continuous embedding W 1,2 ⊂ L6, one gets∥∥(μ + |Dv|) p−22 Dv∥∥26  ∥∥(μ + |Dv|) p−22 Dv∥∥22 + ∥∥∇[(μ + |Dv|) p−22 Dv]∥∥22.
The first term on the right-hand side of the above inequality is bounded by ‖μ+ |Dv|‖pp and the second one by cI (v).
The proof of (56) is thereby accomplished.
Estimate (5) then follows by observing that, by applying the Hölder’s inequality with exponents 2
q
and 22−q , for
some q ∈ [1,2], we have
‖∇Dv‖2q,Ω ′ =
( ∫
Ω ′
((
μ + |Dv|)p−2|∇Dv|2) q2 (μ + |Dv|)(2−p) q2 dx) 2q

∥∥(μ + |Dv|)2−p∥∥ q
2−q
∫
Ω ′
(
μ + |Dv|)p−2|∇Dv|2 dx. (58)
Therefore, choosing q = 3p
p+1 , we get (5).
1 If t  μ, then the left-hand side is bounded by the second term on the right-hand side; if t  μ, then the left-hand side is bounded by the first
term on the right-hand side.
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