ABSTRACT
INTRODUCTION
Proteases are widely distributed in nature, where they perform a variety of different functions. Bacteria produce proteases to degrade extracellular proteins, viral proteases are essential to the life cycle of many viruses by cleaving the precursor molecules of their coat proteins, and higher organisms use proteases for food digestion, cleavage of signal peptides and a multitude of other purposes. Proteases are also used extensively in protein chemistry, proteomics research and biopharmaceutical manufacture, for tasks such as protein identification by peptide mass fingerprinting, protein fragmentation, protein domain separation and analysis (through * To whom correspondence should be addressed. partial cleavage of highly susceptible sites), and identification of protease activity type.
Prediction and characterization of proteolytic cleavage sites is therefore of great importance, both for research into the action of naturally occurring proteases and to aid practical research techniques. There have been intensive studies in this area using different techniques. A detailed review has been given by Chou (1996) . However, 'protein fingerprints' produced from cleavage sites predicted using rules and regular expressions can often be ambiguous because of their low specificity. The tools available for cleavage site prediction such as PeptideCutter (http://www.expasy.org/tools/peptidecutter/ peptidecutter_enzymes.html) only discriminate between cleavage sites and non-cleavage sites, without taking into account cleavage rates.
Artificial neural networks (ANNs) are a class of advanced computing algorithms capable of approximating universal non-linear functions and have been widely used for analyzing protein sequence data, with many successes. The neural learning algorithms used in analysing protein sequence data are back-propagation neural networks (BPNNs) (Rumelhart and McClelland, 1986) , self-organizing maps (SOM) (Kohonen, 1989) and recurrent neural networks (RNNs) (Elman, 1991; Frasconi and Gori, 1996) . They are used for many different purposes. As an example, the application of a BPNN to Human Immunodeficiency Virus (HIV) protease cleavage sites prediction gives a prediction accuracy of approximately 92% (Cai and Chou, 1998; Narayanan et al., 2002; Yang, 2001) . The use of BPNNs gave about 65-70% of accuracy in secondary structure prediction (Baldi et al., 2000; Pollastri et al., 2002; Reczko, 1993) , while the use of the RNNs has improved the prediction accuracy of secondary structure up to 75% (Baldi et al., 2000) . A SOM has also been used to identify motifs and families in the context of unsupervised learning (Arrigo et al., 1991) . A problem with using ANNs to analyze biological data is that most ANNs cannot recognize non-numerical features like amino acids. Investigating a proper encoding process prior to modelling the amino acids is then critical.
The most common encoding of amino acids is the distributed method, in which 20 binary bits are used to represent each amino acid (Qian and Sejnowski, 1988) . For instance, 'Alanine' is expressed by 0000000000 00000000001, 'Cysteine' 0000000000 0000000010 and 'Aspartate' 0000000000 0000000100. However, there are three problems with this method. First, the input space will be expanded unnecessarily large, leaving most of the space unused. As a consequence, second, a ratio of the number of the sequences over the space dimension is significantly decreased causing difficulty in neural learning. Third, the use of Euclidean space has no theoretic background in biology or chemistry and may reduce model accuracy. The distance between every pair of different amino acids in this distributed method is √ 2. This conflicts with biological meaning, for which various similarity matrices have been defined and validated (Dayhoff et al., 1978; Johnson and Overington, 1993) .
There are 15 commonly used similarity matrices, of which Dayhoff's is generally superior (Johnson and Overington, 1993) . However, they cannot be used for encoding an amino acid to a unique numerical value directly. We have therefore developed a new neural learning algorithm, which is able to recognize amino acids directly without an encoding process. This algorithm is an extension of the existing radial basis function neural network (RBFNN) with a non-parametric learning mechanism. Our new algorithm uses biological similarity rather than Euclidean distance (dissimilarity) and is referred to as a bio-basis function neural network (BBFNN). We have used prediction of trypsin and HIV protease cleavage sites as two case studies to demonstrate the performance of BBFNN. The applications showed two significant improvements in performance: reduced learning time (from 10 h using BPNNS to 2 min using BBFNN for 20 models) and reduced standard deviation of the mean prediction accuracy (from 8.2% using BPNNs to 3.4% using BPFNN). For instance, the learning time of BBFNN is 300 times faster than that of BPNN and the standard deviation of the prediction accuracy of BBFNN is only 41% of that of BPNN in the HIV case.
SYSTEM AND METHODS
The basic principle of the BBFNN is to replace the radial basis functions in RBFNN by bio-basis functions. Each bio-basis is a protein sequence in a given data set and the corresponding bio-basis function is derived from Dayhoff matrix. Like the radial basis functions in RBFNN, each bio-basis function represents a feature dimension, on which all the unseen protein sequences will have different mapping magnitudes: some mappings show large values while others display small values. A larger value implies a high level of similarity between a bio-basis and an unseen protein sequence. Instead of mapping the original input space to a feature space using Gaussian functions, the mapping in BBFNN is based on the bio-basis functions, which can handle amino acids directly. BBFNN therefore does not need an encoding process for using a neural learning algorithm for modelling. n ∈ C and f n (x) ∈ R (R is used to denote the set of all the real numbers) is the nth bio-basis function, which is defined as
where s(x, x n ) is a pair-wise similarity measurement between x and x n , b n is the maximum similarity measurement associated with the nth bio-basis function and α is a constant. It can be seen that (s(x, x n ) − b n )/b n is in general negative. After the mapping using N bio-basis functions, the sequence space will be mapped onto a N -dimensional feature space R N . The network output is defined as
where w n is the weight (one of the parameters in BBFNN) connecting the nth bio-basis function, w 0 is a bias term (another parameter in BBFNN) and e means an error. It can be seen that there are N + 2 parameters in a BBFNN model, where N + 1 are for weights and one parameter is α, which is insensitive to the model accuracy for a wide range (it was 10 in our simulations). By removing the error item, Equation (2) is re-written asŷ
where,ŷ represents the estimation of y. Suppose there are M training patterns, the estimation for the mth training pattern is then
The input layer in BBFNN accepts an input sequence denoted by x m . The hidden layer in BBFNN maps x m to N numerical feature values, hence a point in the N-dimensional feature space. The output unit gives a corresponding value denoted by y m through a linear combination of the N feature values. In order to estimate the optimal values of w n and w 0 , we need to define an objective function. A commonly used method in statistical pattern recognition is to assume that e m is a white noise denoted as N(0, 1) (Duda and Hart, 2002) . By this assumption, we then have
(5) A likelihood function of M testing patterns as a joint probability function can be defined as
Since each error is independent from the others (Duda and Hart, 2002) , we have
By applying a negative log operation, this likelihood function can be simplified as
. (8) The maximization of the likelihood function L is then equivalent to the minimization of the least square error function as follows
By denoting the feature matrix as 
Because it is a linear function, the pseudo-inverse method can be used to estimate the optimal values for the weights and the final solution to the weights is
where F T is the transpose of F, (F T F) −1 is the inverse matrix of F T F and w * is a notation of the weight vector with optimal values through learning using the pseudo-inverse method. By using the values in w * , LSE (in Equation (9)) will be minimized. The next question is how to use a trained BBFNN for decision-making. Suppose we are discussing two-class problems. The distribution of y m will be {0, 1}, where '0' is used to denote one class of the protein sequences and '1' is used to denote the other class of the protein sequences. Because of the distribution deviation of the training sequences, there is always an error betweenŷ m and y m and we will have two empirical distributions ofŷ m s, one for one class. By applying the Bayesian theory, which can minimize the probability of misclassification, to these two empirical distributions, we can find a threshold point (T ), on which the posterior probabilities from two classes are the same (Duda and Hart, 2002) 
where
for k = 1 or 2. In a decision-making process, x m will be identified as a member of the first class if y m ≤ T , otherwise a member of the second class. This principle applies to multiclass problems. There are five steps involved in the procedure. The first is to determine training and testing sequences, which are then organized into 20 sets of training sequences and testing sequences randomly. Next, 20 BBFNN models are constructed using the training sequences, followed by assessment of the models' accuracy using the testing sequences. Finally, the mean and standard deviation of the accuracy are calculated. By maximizing the prediction accuracy and minimizing the standard deviation, an optimal model structure can be determined.
IMPLEMENTATION
This method was encoded in java on a PC containing a 500 Pentium processor and Linux operating system.
DISCUSSION
This work describes the development of a new class of neural network specifically designed to model properties of biological sequences. The method will now be demonstrated by examining two cases, namely trypsin and HIV-1 protease cleavage.
Trypsin
Trypsin is a serine protease and is the most commonly used proteolytic enzyme in proteomics research. It is used, for example, to generate peptides from proteins for peptide mass fingerprinting and subsequent protein identification, protein domain activity and structural analysis and for protein truncation in biopharmaceutical manufacture. Studies have shown that only the subsites close to the cleavage site in a substrate have a significant influence on cleavage rate of substrates. The four most critical subsites are denoted by P 3 P 2 P 1 P 1 , corresponding to the subsites in trypsin S 3 S 2 S 1 S 1 (nomenclature from Schechter and Berger, 1968) . Cleavage occurs between P 1 and P 1 .
Cleavage by trypsin occurs only if one of the positively charged amino acids lysine or arginine is present in position P 1 . There is strong evidence that if arginine is in position P 1 , cleavage rate is much higher that if lysine is in P 1 (Barret et al., 1998; Wittinghofer et al., 1980) . The negative influence of residues in positions P 2 and P 1 were determined by Keil (1992) . The most significant findings were that if a proline is present in position P 1 , cleavage is strongly inhibited, with the exceptions of the sequences WKP and MRP. CKY, CKH, CKD, DKD in position P 2 -P 1 increase cleavage rate.
Published papers (McRae et al., 1981; Kawabata et al., 1988; Pozsgay et al., 1981) yielded cleavage rate data for 64 peptides (all containing Arg at P 1 ). Of these, 17 cleaved very quickly (with a Kcat/Km of >5 × 10 6 M −1 s −1 ), and were put into subset 3, the remaining 47 sequences going into subset 2. Differences in cleavage rate as a result of protective groups were also taken into account. Few rates were available for peptides containing Lys at P 1 , and no uncleaved sequences supplied (which accounts for the vast majority of all possible tetramers). Therefore, to make a set suitable for this work, the Keil rules (Keil, 1992) were used to generate 174 (Lys at P 1 ) tetramers, put into subset 1, and 175 uncleaved sequences, put into subset 0. The higher the subset number, the greater the susceptibility.
413 tetrapeptide sequences were used for training and testing. The data were divided into activity classes depending on cleavage rate, varying numbers of activity classes were tested for prediction accuracy, and the results summarized in Table 1 . First, the data were organized into two activity classes only; uncleaved (subset 0), and cleaved (subsets 1-3) peptides. 315 sequences were selected for training and the rest were used for testing. The process was repeated 20 times to account for uncertainty. The data were next divided into three activity classes: class A = uncleaved peptides (subset 0), class B = Lys at P 1 peptides (subset 1), and class C = Arg at P 1 peptides (subsets 2, 3). 350 sequences were selected for testing and the rest used for training, and 20 models were run. Next, the data were divided into four classes (A-D), according to the subset number (0-3). 385 sequences were selected for training and 28 used for testing. The low prediction accuracy for class D (5%) can be accounted for by the fact that the training data for this class contained only 17 peptides-just 4% of the total number of sequences. This is due to lack of suitable available data.
Finally, to try to improve the accuracy of classification, the data was expanded slightly; the 17 peptides of subset 3 were used to formulate regular expressions, and real protein sequences were taken from the Swiss-Prot database and searched for these patterns. Nine more peptides were found which differed from the existing data, making a total of 26. This expanded data was used to repeat some of the above experiments. When the expanded data was used for classification into three classes, all accuracies were improved. 390 sequences were used for training and 32 for testing. The expanded data was also used for classification into four classes, and again accuracies were improved. 350 sequences were selected for training and 72 used for testing. Even using the expanded data, class D only contained 6.2% of the total number of sequences, though the accuracy improved from 5 to 48%. Clearly if more data was available, classification could be improved further. Table 1 summarizes the result of Trypsin data. Figure 2 shows the box plots of the accuracy and the deviations for four classes. In Figure 2a , the accuracy of the class B is 100% with the deviation of 0% while the accuracy of the class D is 5%. After expending the data, the accuracy of the class D increased to 40%.
The training time of BBFNN is much faster than BPNN, for instance 20 BBFNN models only took 2 min while one BPNN model took 20 min with similar accuracy.
HIV Protease
Proteolytic cleavage is an essential component of the HIV life cycle (Chou, 1996; Poorman et al., 1991; Ridly, 1996) . HIV-1 protease has a recognized specificity consisting of eight subsites around the cleavage site (Chou, 1996) . The knowledge of the cleavage sites can be used in the development of antiviral drugs. The eight subsites around cleavage sites in HIV octapeptides are denoted by P 4 , P 3 , P 2 , P 1 , P 1 , P 2 , P 3 and P 4 each corresponding to the eight subsites in HIV protease S 4 , S 3 , S 2 , S 1 , S 1 , S 2 , S 3 and S 4 . The cleavage occurs between P 1 and P 1 . HIV-1 protease is highly substrate selective and cleavage specific (Chou, 1996) , and is essential for the replication and maturation of HIV. Cleavage often occurs at the site of defined pairs of large, virus-specific polypeptides (Hellen et al., 1989) . There have been wide studies towards designing and analyzing an HIV protease inhibitor (Ashorn et al., 1990) . In order to design efficient HIV protease inhibitors, there have been many algorithms designed for predicting the cleavage sites of HIV polyprotein, such as the h function (Poorman et al., 1991) , Markov chain models (Chou, 1996) , BPNN methods (Cai and Chou, 1998; Narayanan et al., 2002) and a binary probabilistic model (Yang, 2001) . A thorough review can be seen in (Chou, 1996) . 362 HIV protease sequences were collected from (Cai and Chou, 1998) , where there are 114 positive (with cleavage sites) and 248 negative (without cleavage sites). Here, 300 were randomly selected for training BBFNN and the rest were used for testing. This process was repeated 20 times so that uncertainty can be handled. Figure 3 shows the prediction results on the independent testing sequences, which were not involved in any process of modelling. The mean prediction accuracy was 97.1% for negative cases while 84.6% for positive cases and the total accuracy was 93.4%. The corresponding standard deviation was 3.2, 9.3 and 3.4%. The running time for 20 models was 113 s. This means that each model took less than 6 s, while the time cost for running a BPNN model for the same data was about 30 min; about 300 times longer! Note that the accuracy of a single model was reported as 92% using BPNNs in (Cai and Chou, 1998 ), but our experiment shows that the mean accuracy for 20 BPNN models was 90.0% (the highest Fig. 3 . The performance of the prediction accuracy on the independent testing data set for the HIV case. accuracy was 96%) with a standard deviation of 8.2%. The improvement in prediction accuracy of BBFNN compared with BPNN is 3.78%, which is calculated as (93.4−90)/90%. The improvement in the standard deviation of the mean prediction accuracy is 58.54%. However, the standard deviation was 3.4% in BBFNN. It can be seen that BBFNN is more robust than BPNN since the standard deviation of BBFNN was only 41% of that of BPNN in this experiment, which is calculated as |3.4 − 8.2|/8.2%. Figure 4 shows the histograms of the normalized amino acid similarity scores of four different bio-basis functions, namely the sequences SFTPQIT, ELEFPQIT, ARNLFIAL, SQAYPIVQ. The dark bars indicate the HIV proteases without cleavage sites while grey bars denote the HIV proteases with cleavage sites. It can be seen that the overlap between two classes (proteases with or without cleavage sites) is quite small, which shows good discrimination ability for predicting protease cleavage sites.
We have discussed the application of BBFNN using two examples: Trypsin and HIV-1 protease. In the Trypsin data set, published data were supplemented with sequences generated using some existing biological rules. By applying BBFNN, the cleavage sites and rates were characterized with some success, though it is clear that a larger data set would improve accuracy substantially. These observations were further supported by tests using BBFNN on an experimentally determined data set of HIV-1 protease. We also found that it worked better than the common neural learning algorithm (BPNN).
This paper has presented a general methodology for characterizing proteolytic cleavage site activity. Two novelties in this study are cleavage site activity class prediction and the use of BBFNN to improve the modelling speed and prediction robustness. The analysis has shown that characterizing proteolytic cleavage site activity through identifying cleavage class can be done successfully. Although the data size limits the analysis accuracy for some activity classes in the Trypsin case, which are composed of a very small proportion of sequences, it is believed that the accuracy will be improved when more data comes in. BBFNN has provided a new way for modelling protein sequences as well as DNA sequences. As indicated in this paper, BBFNN is generally a non-parametric pattern recognition method, which needs further improvement for rule extraction. We are therefore aiming to revise BBFNN for the purpose of mining protein and DNA sequences.
