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Abstract
Understanding the structure of complex activities in
videos is one of the many challenges faced by action recog-
nition methods. To overcome this challenge, not only do
methods need a solid knowledge of the visual structure of
underlying features but also a good interpretation of how
they could change over time. Consequently, action segmen-
tation tasks must take into account not only the visual cues
from individual frames, but their characteristics as a tem-
poral sequence of features.
This work presents our findings on the impact of incor-
porating both visual and temporal learning on an unsuper-
vised action segmentation pipeline. We introduce a novel
approach to extract relevant visual and temporal features
from untrimmed sequences for the temporal localization of
sub-activities within complex actions without any labeling
information. Through extensive experimentation on two
benchmark datasets – Breakfast Actions, and YouTube In-
structions – we show that the proposed approach is able to
provide a meaningful visual and temporal embedding from
the visual cues from contiguous video frames and that it in-
deed helps in temporal segmentation.
1. Introduction
Research shows that humans usually understand com-
plex activities through ongoing temporal segmentation of
perceived input into meaningful segments [31]. Neverthe-
less, replicating this behaviour in fully automated systems
is a challenging problem as it requires identifying the mean-
ingful steps in a given task and how do they logically relate
to each other. Fully supervised systems have been proposed
to realize such a temporal segmentation, but they rely on
large amounts of training data. However, annotating such
data is especially expensive for temporal video segmenta-
tion as this task usually requires a dense frame-based an-
notation. Weakly supervised approaches attempt to allevi-
(a) Breakfast Actions
(b) YouTube Instructions
Figure 1: Temporal segmentation of two videos from
the Breakfast Actions [12] and YouTube Instructional[2]
Datasets. The black segments in the YouTube Instructions
video signal background frames whose content is not asso-
ciated to a sub-activity relevant to the video task. Our ap-
proach maintains the logical ordering of sub-activities and
a good estimate on their start and duration.
ate this by incorporating the use of additional sources of
information such as speech or video captions [2, 20], but
most available real-world video data —such as surveillance
data— does not come with any additional modality such
as audio, subtitles, or descriptive meta-data. This makes it
difficult for such approaches to translate to real-world ap-
plications.
Therefore, other methods have been proposed to address
the problem of training such models without dense hu-
man generated labels, spanning from learning with weak
or sparse annotation [9, 14, 16] to completely unsupervised
learning of temporal action segmentation [4, 28, 15, 1]. The
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here proposed work deals with the later problem, the unsu-
pervised learning of action segments from unlabeled video
data, which can be framed as the task of unsupervised tem-
poral action segmentation. This follows the idea that, given
a set of videos all capturing the same activity, it should
be possible to identify temporal segments with similar sub-
actions across all videos.
While the number of sub-actions in videos belonging to
the same type of task is usually not constant, the order and
temporal location in which certain activities occur is more
stable. As such, in videos showing how to make pancakes
the process of cracking eggs would not only look visually
similar across all videos, but would generally occur before
other tasks such as mixing the eggs into the batter or pouring
the batter onto the griddle. So, sub-activities of a given task
tend to not only share certain visual features, but also occur
in a similar temporal space. Given this, recent approaches
in the field usually focus on learning a strong temporal reg-
ularization [28, 15], but we argue that this might lead to a
lower ability to identify segments based on their visual rep-
resentation.
The proposed approach aims at addressing this prob-
lem and proposes a joint visual-temporal learning pipeline
which combines the advantages of current temporal embed-
ding systems with a visual embedding based on a combi-
nation of predictive visual and temporal learning tasks. To
this end, we combine the recent best performing temporal
embedding system[28] (multi-layer perceptron architecture
designed to estimate the relative timestamp of a given video
frame) with a visual encoder-decoder pipeline that is trained
on a combination of visual loss and temporal loss.
The idea of this combination is that the decoding should
not only reconstruct the plain input signal, but should also
find a reconstruction that allows for a better estimation of
the respective timestamp and, thus, a better temporal re-
construction. To prevent an overfitting of the proposed sys-
tem, we shift the output of the visual encoder by one frame,
which turns it into a visual prediction architecture, similar
to other self-supervised models [21, 6]. Combined with
the temporal loss, the encoder-decoder predicts a frame-
representation that is optimized to give the best timestamp
prediction in the temporal embedding framework. The re-
sulting embedding space thus captures visual and temporal
representations of each individual frame.
During training we further make use of a freeze-unfreeze
protocol, training the visual embedding first, then freez-
ing those layers and refining the temporal embedding sep-
arately. It shows that this protocol is especially helpful for
sequential videos with only weak visual cues where a com-
bined training is not feasible. We evaluate the proposed sys-
tem on two challenging standard benchmark datasets, the
YouTube Instructions dataset [4] and the Breakfast dataset
[12] with respect to various metrics. Figure 1 shows quali-
tative examples which demonstrate that the proposed archi-
tecture is able to adapt well to a diverse set of action tasks
and achieve good quality temporal segmentations up to par
with current state-of-the-art approaches.
We summarize our contributions as follows:
• A state-of-the-art approach for the unsupervised tem-
poral segmentation of actions in video incorporating
visual and temporal features in a self-supervised man-
ner.
• An extensive evaluation on the influence of temporal
learning tasks on sub-action clustering and segmenta-
tion.
2. Related Work
2.1. Unsupervised learning of temporal sequences
While there has been plenty of work done in the area
of action segmentation in video, a vast majority of the
approaches rely on frame annotations –fully supervised
methods– [9, 7, 13, 25], or some form of metadata –weakly
supervised approaches– [16, 5, 24]. Such models achieve
high quality temporal segmentations but their training is
heavily dependent on vast amounts of good quality train-
ing labels which can be prohibitive in most real life scenar-
ios. Despite these limitations, there has been few research
conducted in unsupervised methods to help overcome the
dependence on labeled data.
One of the first methods to address this issue is the one
proposed by Bojanovski et al. [4] based on a Frank-Wolfe
optimization algorithm. Sener et al. [28] later proposed the
modelling of the temporal structure of sub-activities using a
combination of Generalized Mallows Model (GMM) sam-
pling and the estimation of the action length (calculated us-
ing the frame distribution) to estimate sub-activity segmen-
tation in complex action videos. Following a similar seg-
mentation pipeline, Kukleva et al. [15] propose instead a
combination of temporal encoding (generated using a frame
timestamp prediction network) and a Viterbi decoding for
consistent frame-to-cluster assignment. On the other hand,
Aakar et al. [1] approach the unsupervised segmentation
task with a predictive learning framework which uses the
difference between observed and predicted frame features
as a means to determine event boundaries, as such working
on a per video-based segmentation.
2.2. Unsupervised and self-supervised learning of
visual representations
Complementary, a lot of different methods have been
proposed for the learning of visual representations with-
out labels [11]. Particularly, in the case of learning video
representations in an unsupervised way, various approaches
Figure 2: Two stage visual-embedding pipeline: 1) Visual+Temporal embedding: next frame prediction U-Net to generate
a visual-temporal embedding (output of the last down-sampling layer, denoted by a red arrow), 2) Temporal discriminator:
timestamp predictor MLP used to identify the loss of temporal information in the frames predicted by stage 1.
make use of temporal properties of the data e.g. in form of
shuffling [23], or similar to the here proposed idea, temporal
prediction [29, 6].
Temporal prediction has been established as a way to
achieve a deeper understanding of the data ([29, 19, 30])
as it requires an implicit understanding of the structure of
the observed visual features and the rules they follow while
they change over time. However, it has been pointed out
that the use of traditional losses does not translate well
for video frame prediction. Srivastava et al. [29] have ob-
served that predictive models trained solely with an MSE
loss have a tendency of blurring regions with uncertainty.
This has given way to the introduction of promising alterna-
tives such as the adversarial loss present in Generative Ad-
versarial Networks (GANs) [8] and Conditional GANs [22]
which has led to significant advances in the performance
of video prediction [6, 18, 21]. Similar to our approach,
GAN-based methods have incorporated the use of U-Net
architectures[27] into their generator module given their
good performance in image-to-image translation [10, 32]
and image segmentation[27, 3, 17] tasks.
3. System description
Given a collection DA = {vi}Vi=1 of V complex activity
videos belonging to the same task A, we want to learn the
sequence of k sub-activities Ck that characterize such task,
as well as the sub-activity label of all the frames of each
video vi = {fn}Nn=1, regardless of any visual differences
between videos belonging to the same task.
To this end, we propose a two-stage pipeline, with the
first part encoding a visual-temporal embedding and the
second part encoding a temporal embedding only. The first
Figure 3: Unsupervised temporal segmentation pipeline. If
the feature embedding has a good representation of the vi-
sual and temporal attributes of each frame, the frames that
cluster together would have similar temporal locations and
share visual attributes that represent a given sub-activity.
stage is trained to predict the next frame following a given
input in a way that not only accurately matches the observed
frame, but also allows the second stage to estimate a con-
sistent timestamp for the output and observed frames. The
resulting embedding space of the first part is then used to
cluster the resulting features to form the respective classes
and segment the videos accordingly. We illustrate our clus-
tering and segmentation pipeline in Figure 3. We discuss
each step of the pipeline in detail in the following sections.
3.1. Visual-temporal Embedding
To enhance the temporal nature of the video frames we
model a frame prediction framework which, using as a prior
the visual features of the video at time t (frame ft) predicts
the features at a future time t+s (ft+s). As is shown in Fig-
ure 2, our visual-temporal embedding framework consists
of a linear U-Net architecture to generate an abstract repre-
sentation of the frame’s features during the encoding pro-
cess. The network learns to generate accurate future frame
predictions by minimizing the mean squared difference be-
tween the predicted frame and the actual frame:
Lossvisual =
1
N − s
N−s∑
t=1
(ft+s − fˆt+s)2 (1)
Here N is the number of video frames belonging to the
task of interest, and s is the prediction time step. That is,
for s = 1 given an input frame captured at timestamp t = 0
(ft=0) the network will return a predicted frame s frames
into the future (fˆt=1).
The network is composed of three down-sampling lay-
ers followed by three up-sampling layers (auto-encoder
structure), the abstraction xt generated by the last down-
sampling layer is then used as the representation of the layer
ft during the sub-activity clustering process. We incorpo-
rate skip connections between the encoder and decoder to
preserve fine-grained details — which might be of signif-
icance — from being discarded by the encoding process.
This network structure and learning task allows us to sup-
press visual noise and find visual cues that are more relevant
for the respective task. At the same time it ensures that the
feature embedding xt maintains enough temporally relevant
information in order to reconstruct a viable future frame in
the video sequence.
However, the learning objective of the model (see equa-
tion 1) is still highly oriented to the visual cues present in
the video frames as we are evaluating the differences be-
tween the output ˆft+s of the model and the observed frame
ft. As such, to further incorporate the temporal encod-
ing into our embedding we combine the standard U-Net ar-
chitecture with a continuous temporal discriminator that is
trained to estimate the timestamp of a given frame. The fi-
nal architecture is then composed of (1) a frame predicting
U-Net –used to extract a visual-temporal embedding from
the input frames from the last down-sampling layer of the
U-Net encoding section—, and (2) a timestamp predictor,
trained to recognize any discrepancy between the temporal
quality of the frame predicted by the U-Net ˆft+s and the
observed frame ft (more details on the learning task of the
timestamp predictor are provided in the next section).
Using the timestamp predictor we are then able to evalu-
ate the quality of the temporal features encoded into our em-
bedding by evaluating the difference between the predicted
timestamp of the U-Net’s output T (fˆt+s) and the predicted
timestamp of the observed frame (T (ft+s):
Losstemporal =
1
N − s
N−s∑
t=1
(T (ft+s)− T (fˆt+s))2 (2)
To ensure that the U-Net maintains a good balance of
visual and temporal cues into its embedding, its learning
objective must be minimizing both the visual and temporal
losses (equations 1 and 2):
LossU−Net = Lossvisual + Losstemporal, (3)
3.1.1 Temporal Embedding
The timestamp predictor is implemented as a three-layer
Multilayer Perceptron (MLP) pre-trained to predict the rel-
ative timestamp of a given frame. The MLP receives as
input a video frame ft captured at a timestamp t and pro-
vides a prediction for the relative timestamp of the frame
T (ft). As such, to ensure the MLP has a working knowl-
edge on the temporal structure of the data, it must minimize
the difference between the timestamp prediction T (fn) it
provides for a given ft frame, and the actual timestamp t of
such frame:
LossMLP =
1
N
N∑
t=1
(T (ft)− t)2 (4)
To incorporate the timestamp predictor as a discrimina-
tor for the predictions generated by the U-Net, it must be
able to identify the loss of the “temporal quality” between
the frame predicted by the U-Net fˆt+s and the ground-truth
frame ft+s. Given a frame ft we consider that the U-Net’s
embedding xt has led to the loss of temporal cues if the
U-Net’s output fˆt+s does not have a timestamp T (fˆt+s) —
timestamp estimated using the MLP— similar to the times-
tamp of the ground-truth frame ft+s. The temporal quality
(TQ) of the U-Net embedding can then be measured using
the following equation:
TQ =
1
N − s
N−s∑
t=1
T (fˆt+s)− (t+ s))2 (5)
We can then use the estimation of the temporal quality
loss as a means for the MLP to discriminate between a real
video frame ft+s and a low quality estimation fˆt+s. As
a result the timestamp predictor can learn to discriminate
between the temporal differences of the U-Net’s prediction
and the ground-truth. The loss of the MLP timestamp pre-
dictor is then evaluated as follows:
LossMLP =
(
1
N
N∑
t=1
(T (ft)− (t))2
)
+ (1− TQ) (6)
In the above formulation, T (fi) represents the output of
the timestamp predictor given an input frame fi. While this
allows the U-Net to learn stronger temporal features, the
reduced size of the temporal discriminator makes it prone to
over-fitting, consequently, we iterate training the timestamp
predictor and the U-Net rather than having both of them
learning jointly (more details on this will be discussed in
the next section).
3.2. Training
We train both the U-Net and the MLP in a standalone
way until they reach convergence. For the standalone train-
ing we use the visual loss indicated in equation 1 for the U-
Net and the MLP loss indicated in equation 4. After this we
proceed to iterate their training using the losses presented in
equations 3 and 5 in conjunction with a ”freeze-unfreeze”
training scheme. That is, the U-Net is trained while the
MLP remains frozen for x consecutive epochs, after which
we would un-freeze the MLP model (and freeze the U-Net)
and train for y consecutive epochs. We repeat this process
until convergence of the U-Net.
3.3. Clustering and decoding
For all further processing we follow the protocol of [15,
28, 4].
Once we have the temporally enhanced embedding, we
cluster the embedded features of all videos into k clusters
which would later be mapped to the k sub-activities associ-
ated with the task type. We cluster the embedded features
of all the videos of a given task using K-means clustering,
then model each of these clusters using k Gaussian Mix-
tures (GMs) to obtain the per-sample average log likelihood
of each frame given each of the K-GMs. As such, for every
video frame n, we have a corresponding k dimensional vec-
tor with each of the frame’s score for each of the clusters.
A naive approach for segmentation would be using the
scores obtained by the clustering method in order to assign
a sub-activity to each video frame. This however generates
a non-homogeneous segmentation with few groups of con-
tinuous frames being assigned to the same sub-activity clus-
ter. We use a modified version of the frame labeling method
presented in [15], a Viterbi decoding with length model as
proposed by [14] to alleviate this effect. We evaluate the
probability of each frame n belonging to a cluster cx with
respect to the probabilities of the neighboring frames and
seek to maximize the probability of the sequence following
a fixed cluster ordering. The cluster ordering is determined
by the mean time stamp of each cluster.
A fixed cluster ordering c1, c2, ..., ci, cj , ..., ck, would
constrain the possible clusters a frame ft can be assigned
to. Frame ft could belong to either the same cluster ci as it
preceding sampled frame ft−γ -where γ is the frame sam-
pling size (in the method introduced by [15] γ = 1) or to
the next cluster cj in the predetermined ordering .
4. Evaluation
4.1. Datasets
We evaluate our method using two datasets: Breakfast
Actions dataset (BF) [12] and INRIA YouTube Instructional
Videos (YTI) [2].
The Breakfast Actions dataset contains 70 hours of cook-
ing activities of varying complexity. It contains 10 differ-
ent cooking tasks (with about 170 videos per task), which
can be further split into 48 sub-activities, the length of each
video is highly dependent on the type of task, ranging from
30 seconds to a few minutes. The videos are recorded in
different real-live environments with 52 people performing
each of the ten different actions. They have a fixed view
point through all 10 activities for each person, which leads
to a high intra-class and low inter-class variance.
The INRIA YouTube Instructional Videos dataset con-
tains five tasks of different instructional domains (making
coffee, changing a car tire, CPR, jumping car, and pot-
ting a plant) which can be divided into 47 sub-activities.
As opposed to Breakfast Actions, the videos might have
been edited and include shot boundaries, as well as different
and changing view points or zooming. The videos in this
dataset are in average longer than the videos in Breakfast
Actions, however there is a significant presence of back-
ground frames whereas the Breakfast Action actions are
densely labeled without intermediate background classes.
We are using the reduced Fisher Vector features as pro-
posed by [13] and used by [15, 28] for the evaluation of
both datasets. Note that we also tried the original features
provided for the YTI dataset [4], but we found the sampling
of every 10th frame to be too large for a robust temporal
prediction.
4.2. Evaluation Metrics
To evaluate the segmentation returned by our unsuper-
vised approach, we need to map the segmented clusters of
sub-activities to the ground-truth sub-activities related to
each specific task. For this we use Hungarian matching to
provide a one-to-one mapping that finds the optimal map-
ping that maximizes the similarity between the segmented
clusters and the ground-truth sub-activities. We follow the
protocol of [4, 28, 15] and compute the Hungarian match-
ing over all videos of one activity. Note that this is different
from the Hungarian matching for each single video as used
by [1], which optimizes the matching for each single video
and usually leads to higher accuracy, but also allows clus-
ters to change their label from one video to another and thus
gives only limited meaningful results.
We evaluate the accuracy of our method using the fol-
lowing metrics: the Mean Over Frames (MoF) to indicate
the percentage of frames in the segmentation that were cor-
rectly labeled over all the frames of videos assigned to a
given task and the Jaccard Index as Intersection Over Union
(IoU) computed for each class separately and then reported
as the mean accuracy over all classes. As all datasets have
a strong imbalance in terms of frame distribution, we found
those two measurements to act opposing to each other, as
MoF favours over-fitting on dominant classes whereas IoU
favours over-fitting on underrepresented classes and there-
fore also consider the average of the two measures as a bal-
ance between both options.
4.3. Comparison to state-of-the-art methods
We compare the proposed model to other current ap-
proaches in the field. As is shown in Tables 1 and 2, our
method performs competitively against other unsupervised
and weakly supervised approaches, even outperforming one
of the supervised methods. Huang et al. [9] classify each
frame without taking into account any type of temporal in-
formation, the fact that our method manages to achieve a
higher MoF value highlights the importance of incorporat-
ing temporal information into the segmentation pipeline.
It is important to note that our cluster-to ground-truth
mapping and evaluation is done in a global manner, that
is, we use all the predicted labels and ground-truth for all
the videos of a given task to do the Hungarian matching,
and then evaluate calculating the MoF and IoU using the
count of all the true predictions on the whole dataset. On
the other hand, approaches such as LSTM+AL [1] employ
a per-video (local) cluster to ground truth mapping, which
might account for the difference in the performance of the
two approaches, particularly in the case of the YTI dataset,
where there is a higher variance between the videos belong-
ing to the same task.
4.4. Future frame prediction task
In order to assess the value of the future frame prediction
as a good learning task that highlights the temporal nature of
the data, we tested the performance of the same architecture
for a step size s of 0, 1, 3, and 5 (see Figure 4 for a visual
comparison of the two best performing step sizes).
When s = 0 the network would learn to reconstruct
the same input frame from the generated abstraction, rather
than generating a prediction of a future frame, with s > 0
the network would predict the next sth frame in the video
sequence following the input frame.
We can see in Table 3 the MoF and IoU obtained for the
Breakfast Actions dataset. While using the U-Net to recon-
struct the original input (s = 0) rather than to predict the
next frame (s = 1) leads to a better performance as mea-
sured by MoF, it is important to note the decrease in the
IoU of such method. In this case, the lower performance
in IoU, coupled with the increase in MoF is evidence of the
presence of overpopulated clusters obtained from the U-Net
(s = 0) embedding, which leads to having a video segmen-
Supervision Approach MoF
Full
SVM [9] 15.8%
TCFPN [7] 52.0%
HTK [13] 56.3%
GRU [25] 60.6%
Weak
Fine2Coarse [24] 33.3%
GRU [25] 36.7%
TCFPN+ISBA [7] 38.4%
NN-Viterbi [26] 43%
D3TW [5] 45.7%
CDFL [16] 50.2%
Unsupervised
GMM [28] 34.6%
CTE-MLP [15] 41.8%
(LSTM+AL [1]) (42.9%*)
Ours 42.66%
Table 1: Segmentation results on the Breakfast Action
dataset compared to supervised, weakly supervised, and un-
supervised state-of-the-art methods. (*denotes results with
video-based Hungarian matching)
Approach MoF IoU Average
GMM [28] 27.0% — —%
CTE-MLP [15] 39.0% 9.6% 24.3%
(LSTM+AL [1]) (39.7%*) — —
Ours 39.13% 9.44% 24.3%
Table 2: Segmentation results on the YTI dataset compared
to unsupervised state-of-the-art methods. (*denotes results
with video-based Hungarian matching). GMM [28] and
LSTM+AL[1] do not provide IoU score, as such those fields
were left empty in the table.
tation in which one or two activities dominate the majority
of the temporal segmentation (see Figure 4). This is bal-
anced out when moving to the prediction of future frames.
Here, we see the best results for a step size of one as well as
a significant decrease in both accuracy measures when the
step size becomes larger.
Step size MoF IoU Average
U-Net (s=0) 42.88% 9.7% 26.74%
U-Net (s=1) 41.62% 13.63% 27.62%
U-Net (s=3) 38.87% 11.61% 25.24%
U-Net (s=5) 37.41% 11.72% 24.56%
Table 3: U-Net Learning task impact on the Breakfast Ac-
tions dataset. Given an imput frame captured at a time t the
nU-Net was trained to estimate the frame s steps after the
input frame.
Embedding MoF IoU Average
U-Net 41.62% 13.63% 27.62%
MLP 40.91% 12.78% 26.85%
U-Net+MLP(U-Net) 42.66% 12.76% 27.71%
U-Net+MLP(MLP) 42.75% 10.66% 26.71%
Table 4: Analysis of the feature embedding sources on the
Breakfast Actions dataset. For the full architecture, the
source of the embedding can be either the U-Net or the dis-
criminator, this is specified in parenthesis.
U-Net+MLP Loss MoF IoU Average
Visual 39.66% 9.97% 24.82%
Temporal 39.35% 11.94% 25.64%
Visual+Temporal 42.66% 12.76% 27.71%
Table 5: Comparison of the effect of different losses in U-
Net+MLP embedding on the Breakfast Actions dataset
4.5. Visual vs. Temporal Embedding
We also evaluate the impact of the proposed combined
visual temporal embedding. To this end, we first analyze
the impact of the different components of the architecture
and, second, regard the impact of the proposed loss on the
final system.
Table 4 shows the result of the training of the two compo-
nents, the U-Net and the MLP, in a standalone way, as well
as in combination. The training of the combined system
results in two different embedding spaces, one from the U-
Net and one from the MLP (see also Figure 2). We therefore
also compare the resulting segmentation for those two dif-
ferent embeddings. Overall it shows that the visual embed-
ding of the U-Net alone already leads to an increased perfor-
mance of the whole system. It further shows that the best
trade-off between MoF and IoU accuracy is reached with
the visual embedding space of the U-Net (U-Net+MLP(U-
Net))
Second, we regard the impact of the different losses on
the overall system. As can be seen in Table 5, training with
only the visual or temporal losses results in a decreased ac-
curacy for MoF as well as for IoU in both cases.
Figure 4: Segmentation illustration using different learning
tasks on the U-Net architecture.
Freeze point MoF IoU Average
[10, 5] 38.58% 11.44% 25.01%
[20, 5] 42.66% 12.76% 27.71%
[30, 5] 39.39% 13.00% 26.20%
Table 6: Comparison of the training intervals for the U-
Net+MLP model on the Breakfast Actions dataset. A freeze
point [u, m] means the U-Net was trained for u consecutive
epochs -with the MLP frozen-, and then frozen for m epochs
while the MLP was being trained. The freezing-unfreezing
process was repeated until the network converged.
4.5.1 Freeze - unfreeze training
As the last aspect of the training pipeline, we consider the
steps on the freeze-unfreeze protocol. Note that we fixed
the training for the MLP to five epochs as we found that any
further training leads to overfitting and adapt the training
of the U-Net by using 10, 20, and 30 epochs respectively.
As shown in Table 6 a training with 20 epochs leads to the
highest accuracy in this case.
4.6. Clustering Analysis
We further propose in this context to use a single-GM
for cluster fitting as opposed to the so far used K-GM. The
motivation here is that we found that most activities tend
to have a few dominant action classes, i.e. the two to three
action classes with the most frames make up for more than
50% of the overall frames of this activity. As an example
Figure 6 shows the histogram of the top seven sub-activities
with respect to the overall amount of frames of the activity
for two activities from the BF dataset.
The K-GM clustering method uses a localized fitting of
the data where each of the K-Gaussian Mixtures is fitted
using only the frames assigned to a given cluster (clusters
determined using the K-means algorithm) and then provide
a score on the seen and unseen frames, whereas the GM ap-
proach uses a global fitting, where a single GM observes all
the frames in the task and then fits them to K distributions.
It can therefore be expected that a GM-based fitting of the
cluster space will be able to provide a better approximation
of the underlying imbalanced cluster space than the approx-
imation of the K-GM based clustering.
Table 7 compares the performance of the two different
clustering approaches discussed in Section 3.3. We observe
higher MoF scores when using the GM clustering, this how-
ever, comes at the expense of a lower IoU. The effect of this
is illustrated in Figure 5 with a high imbalance in the length
of the cluster segments.
Figure 5: Segmentation illustration using different clustering methods on the U-Net embedding. Notice that the GM cluster-
ing method has a tendency of over-fitting to dominant classes.
1 2 3 4 5 6 7
0
0.2
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Top K most populated cluster
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Breakfast Ground-truth Histogram
Coffee
Tea
Figure 6: Sub-activity distribution for the coffee and tea
tasks in Breakfast Actions. Note the imbalance in the num-
ber of frames assigned to different sub-activities
1 20 50 70 100 200 300
10
20
30
40
Sampling size
Frame sampling analysis
MoF IoU
Figure 7: Analysis on the impact of frame sampling size on
the YTI Dataset using the U-Net embedding.
Clustering MoF IoU Average
Breakfast K-GM 41.62% 13.63% 27.62%GM 45.55% 12.31% 28.95%
YTI K-GM 39.92% 9.73% 24.82%GM 47.87% 8.49% 28.15%
Table 7: U-Net Clustering method performance.
4.7. Optimal Sequence Selection
We evaluate the impact of the sampling size when cal-
culating the labeling sequence with the highest likelihood.
For this, we tested sampling sizes (γ) ranging from 1 to 300
on both datasets. While using a higher sampling size than 1
seemed to have an adverse effect on the Breakfast Actions
(specially on tasks a short duration), it proved to be bene-
ficial for the YTI videos. Figure 7 provides an analysis on
the performance of the YTI Dataset when using different
sampling sizes. Given that the YTI Dataset tends to have a
higher percentage of irrelevant -background- frames, using
a sampling size between 70 and 200 frames prevented the
Viterbi code from being affected by such noisy frames.
5. Discussion
In this work we proposed an unsupervised two stage em-
bedding pipeline that encourages the encoding of visual and
temporal information of video frames for temporal segmen-
tation tasks. We introduce a frame prediction network that
makes use of a combination of predictive temporal and vi-
sual losses supported by a temporal discriminator that mea-
sures the loss of temporal quality in the embedding. We
studied the impact of temporal cues through the detailed
evaluation of the components of our architecture and show
that training such a system in a freeze-unfreeze pipeline can
lead to a significant improvement over previous approaches.
Our method was tested on two challenging datasets and
achieved state-of-the-art results. The segmentations ob-
tained with our method maintain the logical ordering of
the analyzed tasks and are able to produce coherent seg-
ments. We hope that the proposed pipeline will point to
further new ideas to improve the unsupervised learning of
human actions from video sequences, we suggest as future
research direction addressing the incorporation of repetitive
and background activities which lead to inconsistent results
in their temporal location.
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