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ARITHMETIC RESTRICTIONS ON GEOMETRIC MONODROMY
DANIEL LITT
Abstract. Let X be a normal complex algebraic variety, and p a prime. We
show that there exists an integer N = N(X, p) such that: any non-trivial,
irreducible representation of the fundamental group of X, which arises from
geometry, must be non-trivial mod pN .
The proof involves an analysis of the action of the Galois group of a finitely
generated field on the e´tale fundamental group of X. We also prove many
arithmetic statements about fundamental groups which are of independent
interest, and give several applications.
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1. Introduction
Let X be an algebraic variety over C, and let Λ be a commutative ring. The goal
of this paper is to study the possible representations
pi1(X)→ GLn(Λ)
which arise from geometry, i.e. those that arise as monodromy representations
associated to locally constant subquotients of
Ripian∗ Λ,
where pi : Y → X is a morphism of algebraic varieties and Λ is the constant sheaf
on Y an. For example, if pi : Y → X is an Abelian scheme and Λ = Z`, we are asking
which monodromy representations can arise from `-adic Tate modules of Abelian
schemes over X.
1.1. Statement of Main Results: Applications. Our main result in this direc-
tion is:
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Theorem 1.1.1. Let X be a connected normal variety over C, and ` a prime. Then
there exists an integer
N = N(X, `)
such that any representation
pi1(X)→ GLn(Z)
which arises from geometry, and is trivial modulo `N , is unipotent.
See Corollary 7.2.4 and the surrounding remarks for more details.
As a corollary, we obtain the statement in the abstract, as an irreducible unipotent
representation must be trivial.
Though this theorem is about complex algebraic varieties, the proof is fundamen-
tally arithmetic — in fact, Theorem 1.1.1 is a consequence of a statement about the
e´tale fundamental groups of varieties over finitely generated fields.
Recall that if
ρ : pie´t1 (X)→ GLn(Z`)
is an `-adic representation of the e´tale fundamental group of X which arises from
the cohomology of a family of varieties over X, then there exists a finitely-generated
subfield k ⊂ C and a variety X/k such that
(1) XC ' X, and
(2) There exists a representation
ρ′ : pie´t1 (X)→ GLn(Z`)
such that ρ is naturally identified with the restriction of ρ′ to the geometric
fundamental group of X.
It turns out that this arithmetic nature of geometric monodromy representations
places serious restrictions on which representations are possible. An antecedent to
this method of analyzing monodromy representations is Grothendieck’s proof of the
quasi-unipotent monodromy theorem [ST68, Appendix].
Let k be a finitely generated field and X a variety over k. We say that a continuous
`-adic representation ρ of pie´t1 (Xk¯) is arithmetic if there exists a finite extension
k′ of k and a representation ρ˜ of pie´t1 (Xk′) such that ρ arises as a subquotient of
ρ˜|pie´t1 (Xk¯). Theorem 1.1.1 follows by a standard specialization argument from the
main number-theoretic result of this paper:
Theorem 1.1.2. Let k be a finitely generated field of characteristic zero and X/k
a geometrically connected, normal variety. Let ` be a prime. Then there exists an
integer
N = N(X, `)
such that any continuous arithmetic representation
pie´t1 (Xk¯)→ GLn(Z`)
which is trivial mod `N is unipotent.
See Theorem 7.2.1 and the surrounding remarks for more details.
Note that in both Theorems 1.1.1 and 1.1.2, N is independent of n, the dimension
of the representation in question. In many cases, (for example, if X is a curve), N
depends in an explicit way on the image of the representation
Gal(k¯/k)→ GL(H1(Xk¯,Z`)).
For example, if X = P1 \ {x1, · · · , xn}, we have
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Theorem 1.1.3. Let k be a field with prime subfield k0, and let
X = P1k¯ \ {x1, · · · , xn}.
Let K be the field generated by cross-ratios of the xi, that is,
K = k0
(
xa − xb
xc − xd
)
1≤a<b<c<d≤n
.
Let ` be a prime different from the characteristic of k and q ∈ Z×` be any element of
the image of the cyclotomic character
χ : Gal(K/K)→ Z×` ;
let s be the order of q in F×` if ` 6= 2 and in (Z/4Z)× if ` = 2. Let  = 1 if ` = 2
and 0 otherwise. For any basepoint x of X, let
ρ : pie´t1 (X,x)→ GLm(Z`)
be a continuous representation which is trivial mod `k, with
k >
1
s
(
v`(q
s − 1) + 1
`− 1 + 
)
.
Then if ρ arises from geometry, it is unipotent.
See Theorem 7.2.5 and the surrounding remarks for this and related results.
Let us unpack this a bit. First of all, observe that if the cyclotomic character
χ : Gal(K/K)→ Z×`
is surjective and ` > 2, then the bound in question becomes
k >
1
`− 1 +
1
(`− 1)2 .
That is, we may take k = 1. In other words, we have the following corollary.
Corollary 1.1.4. As before, let
X = P1C \ {x1, · · · , xn}
and let K be the field generated by cross-ratios of the xi, that is,
K = Q
(
xa − xb
xc − xd
)
1≤a<b<c<d≤n
.
Let ` be an odd prime and suppose the cyclotomic character
χ : Gal(K¯/K)→ Z×`
is surjective. For any basepoint x of X, let
ρ : pie´t1 (X,x)→ GLm(Z`)
be a representation which is trivial mod `. Then if ρ arises from geometry, it is
unipotent.
In particular, the hypothesis is satisfied for all odd ` if xa−xbxc−xd ∈ Q for all
a < b < c < d. Thus we have the following corollary:
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Corollary 1.1.5. Let
X = P1C \ {x1, · · · , xn}
and suppose that (
xa − xb
xc − xd
)
∈ Q
for all a, b, c, d. Then any representation
ρ : pi1(X(C)an)→ GLm(Z)
which arises from geometry and is trivial modulo N , for some integer N 6∈ {1, 2, 4},
is unipotent.
The hypothesis on the cyclotomic character in Corollaries 1.1.4, 1.1.5 may seem
strange, but they are in fact necessary.
Example 1.1.6. Let ` = 3 or 5, and consider the (connected) modular curve Y (`),
parametrizing elliptic curves with full level ` structure. Y (`) has genus zero. Let
E → Y (`) be the universal family, and x¯ any geometric point of Y (`). Then the
tautological representation
pie´t1 (Y (`), x¯)→ GL(T`(Ex¯))
is trivial mod `. This does not contradict Corollary 1.1.4 because the field generated
by the cross-ratios of the cusps of Y (`) is Q(ζ`), whose cyclotomic character is not
surjective at `.
We may use these results to construct example of representations of fundamental
groups which do not come from geometry — indeed, the following is an example of
a representation which does not come from geometry, and which we do not know
how to rule out by other means:
Example 1.1.7. As before, let Y (3) be the modular curve parametrizing elliptic
curves with full level three structure. Then
Y (3)C ' P1 \ {0, 1,∞, λ}
where λ ∈ Q(ζ3); let x ∈ Y (3)(C) be a point. Let ρ be the tautological representation
ρ : pi1(Y (3)(C)an, x)→ GL(H1(Ex(C)an,Z)).
Let
X = P1 \ {0, 1,∞, β}
where β ∈ Q \ {0, 1}. Then X(C)an is homeomorphic to Y (3)(C)an (indeed, both
are homeomorphic to a four-times-punctured sphere); let
j : X(C)an → Y (3)(C)an
be such a homeomorphism. Then the representation
ρ˜ : pi1(X(C)an, j−1(x))
j∗−→ pi1(Y (3)(C)an, x) ρ−→ GL(H1(Ex(C)an,Z))
is trivial mod 3 and thus cannot arise from geometry, by Corollary 1.1.5.
We do not know a way to see this using pre-existing methods, since any criterion
ruling out this representation would have to detect the difference between X and
Y (3); for example, the quasi-unipotent local monodromy theorem does not rule out
ρ˜. This example was suggested to the author by George Boxer.
ARITHMETIC RESTRICTIONS ON GEOMETRIC MONODROMY 5
Example 1.1.8. Let X/C be a proper genus two curve; recall that
pi1(X
an) =< a1, b1, a2, b2 > /([a1, b1][a2, b2] = 1).
Let p be a prime and A,B non-unipotent n× n integer matrices which are equal to
the identity mod pN . Then for N  0, Theorem 1.1.1 implies that the representation
a1 7→ A, b1 7→ B, a2 7→ B, b2 7→ A
does not come from geometry. Again, we do not know how to see this using
previously known results.
Part of the motivation for this paper is the uniform boundedness conjecture, also
called the torsion conjecture. Namely, there exists a function N = N(g, d) such that
if K is a number field and A is a g-dimensional Abelian variety over K, then
#|A(K)tors| < N(g, [K : Q]).
This conjecture is known for elliptic curves (the case g = 1) by work of Merel [Mer96]
(building on work of Mazur [Maz77], Kamienny [Kam92], and others).
The geometric analogue (the geometric torsion conjecture) replaces number
fields with function fields. Namely, let k. Then the conjecture is that there exists
N = N(g, d) such that if A/k(X) is an Abelian variety of dimension g, then
#|A(k(X))tors| < N(g, gonality(X))
for any curve X, unless A has nontrivial k(X)/k-trace (see e.g. [Con06, Definition
6.1] for a definition of the trace of an Abelian variety). Here gonality(X) is the
minimal degree of a non-constant map X → P1k. This conjecture is also known in
the case g = 1; it is simply the statement that the gonality of modular curves tends
to infinity with the level (see e.g. [Poo07]).
Thus far the methods used to study the geometric torsion conjecture have been
largely complex-analytic or algebro-geometric. One of the goals of this paper was to
use essentially anabelian methods, which could conceivably be used to study the
analogous questions for number fields.
1.2. Statement of Main Results: Theoretical Aspects and Proofs. We
now sketch the idea of the proof of Theorem 1.1.2. The proof requires several
technical results on arithmetic fundamental groups which are of independent interest.
For simplicity we assume X is a smooth, geometrically connected curve over a
finitely generated field k; indeed, one can immediately reduce to this case using an
appropriate Lefschetz theorem.
Step 1 (Section 4). Let x ∈ X(k) be a rational point, and choose an embedding
k ↪→ k¯; let x¯ be the associated geometric point of x. Let pie´t,`1 (Xk¯, x¯) be the pro-`
completion of the geometric e´tale fundamental group of X. Then we construct certain
special elements σ ∈ Gk, called quasi-scalars, whose action on the pro-unipotent
completion of pie´t,`1 (Xk¯, x¯) is well-adapted to the weight filtration.
Theorem 1.2.1. For all α ∈ Z×` sufficiently close to 1, there exists σ ∈ Gk such
that σ acts on
gr−iW Q`[[pi
e´t,`
1 (Xk¯, x¯)]]
by αi. Here W denotes the weight filtration on the Q`-Mal’cev Hopf algebra
Q`[[pie´t,`1 (Xk¯, x¯)]] associated to pi
e´t,`
1 (Xk¯, x¯).
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This is the first of our main results on the structure of the Galois action on
pie´t,`1 (Xk¯, x¯). A key step in the construction of such a σ (Theorem 4.4.4) was
suggested to the author by Will Sawin [Saw16] after reading an earlier version of this
paper, and is related to ideas of Bogomolov [Bog80]. For a more general statement,
see Corollary 4.4.5. Another key step in the proof of Theorem 1.2.1 is of additional
independent interest:
Theorem 1.2.2. Let k be a finite field and X/k a smooth variety with a simple
normal crossings compactification; let x ∈ X(k) be a rational point. Then Frobenius
acts semi-simply on
Q`[[pie´t,`1 (Xk¯, x¯)]],
i.e. its eigenvectors have dense span.
See Theorem 4.3.4 for a more general statement.
Step 2 (Sections 5 and 6). For each real number r > 0, we construct certain
Galois-stable subalgebras
Q`[[pie´t,`1 (Xk¯, x¯)]]
`−r ⊂ Q`[[pie´t,`1 (Xk¯, x¯)]]
called “convergent group rings,” which have the following property: If
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
is trivial mod `n with r < n, then there is a natural commutative diagram of
continuous ring maps
Z`[[pie´t,`1 (Xk¯, x¯)]]
ρ //

gln(Z`)

Q`[[pie´t,`1 (Xk¯, x¯)]]`
−r // gln(Q`).
where Z`[[pie´t,`1 (Xk¯, x¯)]] is the group ring of the pro-finite group pi
e´t,`
1 (Xk¯, x¯) and
gln(R) is the ring of n× n matrices with entries in R. Our second main result on
the structure of the Galois action on pie´t,`1 (Xk¯, x¯) is:
Theorem 1.2.3. Let σ be as in Theorem 1.2.1. Then there exists r > 0 such that
σ acts (topologically) diagonalizably on
Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r ,
i.e. the span of the σ-eigenvectors is dense.
Loosely speaking, this means that the denominators of the σ-eigenvectors in
Q`[[pie´t,`1 (Xk¯, x¯)]]/I
n
do not grow to quickly in n, where I is the augmentation ideal.
Step 3 (Section 7). Suppose
ρ : pie´t,`1 (Xk¯, x¯)→ GL(V )
is an arithmetic representation on a finite free Z`-module V . Then by a socle
argument (Lemma 7.0.10), we may assume that ρ extends to a representation of
pie´t,`1 (Xk′ , x¯) for some k
′/k finite. In particular, for m such that σm ∈ Gk′ ⊂ Gk,
σm acts on gl(V ) so that the morphism
ρ : Z`[[pie´t,`1 (Xk¯, x¯)]]→ gl(V )
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is σm-equivariant.
Let r be as in Theorem 1.2.3, and suppose ρ is trivial mod `n for n > r. Thus by
Step 2, we obtain a σm-equivariant map
ρ˜ : Q`[[pie´t,`1 (Xk¯, x¯)]]
`−r → gl(V ⊗Q`).
But gl(V ⊗Q`) is a finite-dimensional vector space; thus σm has only finitely many
eigenvalues. But by Theorem 1.2.3, and our choice of σ in Theorem 1.2.1, this
implies that for N  0,
ρ˜(W−NQ`[[pie´t,`1 (Xk¯, x¯)]]
`−r ) = 0,
where again W • denotes the weight filtration. It is not hard to see that the W -
adic topology and the I -adic topology on Q`[[pie´t,`1 (Xk¯, x¯)]] agree, where I is the
augmentation ideal. Hence for some N ′  0,
ρ˜(I N
′ ∩Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
) = 0,
which implies ρ is unipotent.
1.3. Auxiliary Results. We give some other applications of these techniques to
certain very special geometric situations.
In particular, the Lang-Ne´ron theorem [Con06, Theorem 2.1] shows that if the
representation ρ arose from a family of Abelian varieties over X, then the trace of
the generic fiber of this family must be non-trivial. This is our contribution to the
geometric torsion conjecture. To be precise:
Corollary 1.3.1. Let X,K, ` be as in Corollary 1.1.4. Let η be the generic point
of X. Then if A is a non-zero Abelian scheme over X with full level ` structure, we
have
TrC(X)/CAη 6= 0.
In other words, any family of Abelian schemes over X with trivial `-torsion for `
large must have non-trivial trace. An analysis of Theorem 1.1.1 gives an analogous
result for any X.
We also give several results on varieties with nilpotent fundamental group. See
Section 7.1 for details.
1.4. Comparison to existing results. We now compare our results to results
already in the literature. To our knowledge, most prior results along these lines
employ complex-analytic techniques, which began with Nadel [Nad89] and were
built on by Noguchi [Nog91] and Hwang-To [HT06]. There has been a recent
flurry of interest in this subject, notably two recent beautiful papers by Bakker-
Tsimerman [BT16,BT15], which alerted the author to this subject.
These beautiful results all use the hyperbolicity of Ag,n (the moduli space of
principally polarized Abelian varieties with full level n structure) to obstruct maps
from curves of low gonality (of course, this description completely elides the difficult
and intricate arguments in those papers). The paper [HT06] also proves similar
results for maps into other locally symmetric spaces.
The papers [Nad89, Nog91, HT06] together show that there exists an integer
N = N(g, d) such that if A is a g-dimensional Abelian variety over a curve X/C
with gonality d, then A cannot have full level N torsion unless it is a constant Abelian
scheme. The main deficiency of our result in comparison to these is that we do not
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give any uniformity in the gonality of X. For example, if X = P1 \ {x1, · · · , xn},
our results depend on the cross-ratios of the xi.
On the other hand, our result is uniform in g, whereas the best existing results
(to our knowledge) are at least quadratic in g. Thus for any given X of genus zero,
say, our results improve on those in the literature for g large. To our knowledge,
this sort of uniformity in g was not previously expected, and is quite interesting.
Moreover in many cases our result is sharp. See Section 7.3 for further remarks
along these lines.
Our results also hold for arbitrary representations which arise from geometry,
rather than just those of weight 1 (e.g. those that arise from Abelian varieties).
Finally, to our knowledge, Theorem 7.2.5 is the first result (apart from [Poo07],
which bounds torsion of elliptic curves over function fields) along these lines which
works in positive characteristic.
More arithmetic work in this subject has been done by Abramovich-Madapusi
Pera-Varilly-Alvarado [AMV16], and Abramovich-Varilly-Alvarado [AV16], which
relate the geometric versions of the torsion conjecture to the arithmetic torsion
conjecture, assuming various standard conjectures relating hyperbolicity and rational
points. Cadoret has also proven beautiful related arithmetic results (see e.g. [Cad12]).
1.5. Galois action on the fundamental group. The technical workhorse of this
paper is a study of the action of the Galois group of a finitely generated field k on
the geometric fundamental group of a variety X/k. We now compare our results
on this subject to those in the literature. In his inspiring paper [Del89], Deligne
studies the fundamental group of
P1 \ {0, 1,∞}
and in particular, analyzes the action of Gal(Q/Q) on a certain metabelian quotient
of pie´t1 (P1 \ {0, 1,∞}). Various other authors—notably Goncharov [Gon01], Ihara
[Iha91, Iha02], Anderson-Ihara [AI88,AI90], Wojtkowiak [Woj04,Woj05a,Woj05b,
Woj09,Woj12]—have studied the action of GQ on the pro-unipotent completion of the
fundamental group of P1\D, for some effective divisor D ⊂ P1, and various quotients
thereof. In light of the p-adic comparison theorem proven by Andreatta, Kim, and
Iovita [AIK15], the work of Furusho [Fur04,Fur07] also gives some information about
the action of GQp on pi
e´t
1 (P1 \ {0, 1,∞}).
Deligne [Del89, Section 19] studies the action of Gal(Q/Q) on a certain Z`-Lie
algebra associated to a metabelian quotient of pie´t1 (P1 \ {0, 1,∞}). In particular, he
shows that certain “polylogarithmic” extension classes are torsion, with order given
by the valuations of special values of the Riemann zeta function at negative integers.
Our results are much blunter than these. On the other hand, we do give results for
the entire fundamental group, rather than a (finite rank) metabelian quotient. Thus
we are able to study integral, non-unipotent aspects of the representation theory of
fundamental groups.
Certain aspects of this work are also intimately related to the so-called `-adic
iterated integrals of Wojtkowiak [Woj04,Woj05a,Woj05b,Woj09,Woj12]. In partic-
ular, given two rational points or rational tangential basepoints xi, xj (see Section
2) on a normal variety X over a finitely generated field k, and a special element
σ ∈ Gk, we define the canonical path from xi to xj (Proposition-Construction 4.3.6)
to be the unique element
pσi,j ∈ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
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which is fixed by σ and maps to 1 under the augmentation map. Here we define
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] to be a certain completion of the free pro-finite Q`-vector
space on the e´tale torsor of paths from xi to xj (see Definition 3.2.1 and the
surrounding remarks). In Section 5, we compute certain “integral `-adic periods”
associated to these canonical paths; these are related to Wojtkowiak’s `-adic multiple
polylogarithms.
In particular, if pni,j is the image of pi,j in
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I
n
(here {I n} is the I -adic filtration induced by viewing Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] as a
left Q`[[pie´t,`1 (Xk¯, x¯i)]]-module), then there exists some b0n ∈ Z>0 such that
`b
0
n · pni,j ∈ Z`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n.
We call these positive integers b0n the “integral `-adic periods” associated to canonical
paths; they are `-adic analogues of iterated integrals or multiple polylogarithms.
They are also `-adic analogues of Furusho’s p-adic multiple zeta values [Fur04,Fur07].
Bounding these b0n (as we do in Section 5) is key to our results in genus zero.
One may also view this work as an application of anabelian geometry to Dio-
phantine questions (in particular, about function-field valued points of Ag,n and
other period domains). There is a tradition of such applications—see e.g. Kim’s
beautiful paper [Kim05] and work of Wickelgren [Wic12b,Wic12a], for example. In
particular, we believe our “integral `-adic periods” to be related to Wickelgren’s
work on Massey products.
1.6. Denominators of associators. In the case that
X = P1 \ {0, 1,∞}
and xi, xj are tangential basepoints located at 0 and 1, the canonical paths pi,j
are also `-adic analogues of Drinfel’d’s KZ associator [Dri89,Dri90] and Furusho’s
p-adic Drinfel’d associator [Fur04,Fur07]. Our bounds on the integers b0n are closely
related to work of Alekseev-Podkopaeva-Sˇevera [APSˇ11] bounding the denominators
of coefficients of rational Drinfel’d associators. It would be interesting to better
understand the relationship between the work in this paper and e.g. Alekseev-
Torossian’s work on the Kashiwara-Vergne conjecture [AT12].
1.7. Integral Hodge theory—beyond the pro-unipotent fundamental group.
Aside from our applications of anabelian techniques to questions about monodromy,
we believe the main contributions of this paper to be
(1) the introduction of the rings
Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r ,
and
(2) the study of the action of Gk, for k a finitely generated field, on these rings.
Let k be a field and X a variety over k. Almost all previous work (with the exception
of [Del89, Section 19]) studying the Galois action on
G(X) := pie´t,`1 (Xk¯, x¯)
has focused on the pro-unipotent completion of G(X); this completion is a brutal
operation which remembers only the unipotent representation theory of G(X), by
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definition. The rings Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
, remember significantly more—indeed,
as one ranges over all r > 0, they remember all continuous representations of G(X),
and as evidenced by our applications, they allow one to study the integral structure
of such representations. In future work, we hope to elucidate connections to integral
structures on the Mumford-Tate group. We also hope to pursue integral p-adic
Hodge theory of the fundamental group.
1.8. Notation. Throughout, a variety X/k will be a finite-type, separated, integral
k-scheme. When we write Hi(Xk¯,Z`) we will always mean the `-adic cohomology,
i.e.
lim←−
r
Hi(Xk¯,e´t,Z/`rZ),
and
Hi(Xk¯,Q`) := Hi(Xk¯,Z`)⊗Q`.
1.9. Guide to reading the paper. In Section 2, we will summarize some prelimi-
naries on the e´tale fundamental group, inertia, and (rational) tangential basepoints.
Section 3 will summarize standard facts about `-adic group algebras for pro-`
groups, and slightly less standard facts about so-called Hopf groupoids associated
to pro-` groupoids. Section 4 will describe the Gk-action on the Q`-pro-unipotent
fundamental group of a variety. Section 5 refines this analysis to an analysis of
the Gk-action on the Z`-group ring of the pro-` quotient of the fundamental group.
Section 6 defines convergent group rings and Hopf groupoids and analyzes their
properties. Section 7 gives applications to restricting possible geometric monodromy
representations, including those mentioned in the introduction. Finally, Section 8 is
an appendix developing some useful abstract theory of Hopf groupoids.
Expert readers may skip Sections 2 and 3, referring back to them only as
necessary for details or statements. The reader only interested in applications may
read Sections 4, 5, 6, and 7 for an essentially self-contained presentation, referring
only to other sections as necessary.
1.10. Acknowledgments. This work owes a great deal to discussions with Johan
de Jong, Ravi Vakil, David Hansen, Daniel Halpern-Leistner, and many others. Its
genesis was a beautiful question by Lisa S. on Mathoverflow [S.], a talk by Benjamin
Bakker on his work with Jacob Tsimerman [BT16,BT15], and some discussions with
Akshay Venkatesh and Brian Conrad in the author’s final year of graduate school. I
am grateful to George Boxer for suggesting the simple example of a representation
that does not come from geometry in Example 1.1.7. Finally, Will Sawin suggested
the use of Theorem 4.4.4 after reading an earlier version of this paper, and pointed
the author to [Bog80], which dramatically improved the main results of the paper —
I am deeply grateful to him.
2. Preliminaries on fundamental groups
We briefly recall some useful notions about the e´tale fundamental group of a
variety. The standard reference for the fundamental group is [SGA03]; the standard
reference on tangential basepoints is [Del89].
Recall that the formalism of [SGA03, Expose´ V] associates a profinite group to
any Galois category. A Galois category is a category C equipped with a functor
F : C → Sets satisfying certain axioms [SGA03, Expose´ V.4]; the functor F is called
a fiber functor.
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The typical application of this formalism is the following: let S be a connected,
locally Noetherian scheme, and s¯ : Spec(Ω) → S a geometric point of S (that
is, Ω is an algebraically closed field). Then the category Fe´tS of finite e´tale S-
schemes equipped with the functor Fs¯ : X 7→ Xs¯ is a Galois category, and the e´tale
fundamental group pie´t1 (S, s¯) is defined to be the pro-finite group Aut(Fs¯). Similarly,
if s¯1, s¯2 are two geometric points of S, one defines the e´tale path torsor pi
e´t
1 (S; s¯1, s¯2)
to be the profinite set Isom(Fs¯1 , Fs¯2).
This construction is functorial in (S, s¯). If S is a k-scheme,  : k → k¯ is an
embedding of k in an algebraic closure k¯ of k, and s¯ : Spec(k¯)→ S is a geometric
point, the induced morphism pie´t1 (S, s¯) → pie´t1 (Spec(k), ) = Gal(k¯/k) fits into a
fundamental exact sequence [SGA03, The´ore`me 6.1]:
1→ pie´t1 (Sk¯, s¯)→ pie´t1 (S, s¯)→ Gal(k¯/k)→ 1. (2.0.1)
If s ∈ S(k) is a rational point and s¯ : Spec(k¯)→ S is the induced map, functori-
ality of pie´t1 gives a splitting of the above sequence,
Gal(k¯/k)→ pie´t1 (S, s¯).
If S/k is not proper but admits a compactification S whose boundary is a normal
crossings divisor, there is another Galois category with associated fundamental
group which will be relevant to us. Namely, we replace Fe´tS with Fe´t
tame
S , the
category of e´tale covers of S tamely ramified along S \ S. Geometric points s¯ of S
again give fiber functors on this category; the associated group
pitame1 (S, s¯) = Aut(Fs¯)
is called the tame fundamental group [GM71]. We define the pro-` fundamental
group of S to be the maximal pro-` quotient of the geometric fundamental group
pie´t1 (Sk¯, s¯) and denote it pi
e´t,`
1 (Sk¯, s¯). Both of these examples come with fundamental
exact sequences as in (2.0.1) above, constructed by pushing out sequence (2.0.1)
along the natural map pie´t1 (Sk¯, s¯) → pitame1 (Sk¯, s¯) (resp. pie´t1 (Sk¯, s¯) → pie´t,`1 (Sk¯, s¯)).
For example, we have
1 // pie´t1 (Sk¯, s¯) //

pie´t1 (S, s¯) //

Gal(k¯/k) //

1
1 // pie´t,`1 (Sk¯, s¯) // pi
e´t,`
1 (S, s¯)
// Gal(k¯/k) // 1.
Here the left square is a pushout square, and pie´t,`1 (S, s¯) is defined to be the pushout.
Note that it is not in general a pro-` group.
2.1. Tangential Basepoints. Not all fiber functors Fe´tS → Sets come from k¯-
points of S, as in the previous paragraph; likewise, not all splittings of the fun-
damental exact sequence (2.0.1) above come from rational points. We will find it
convenient to consider certain so-called tangential basepoints, first constructed by
Deligne [Del89, 15.13-15.27], which are fiber functors whose associated fundamental
exact sequences split, as in the case of fiber functors obtained from rational points.
Let X be a scheme, and let R be a discrete valuation ring with fraction field K
and residue field k; let K¯ be an algebraic closure of K. An R-tangential basepoint
of X is a morphism Spec(K)→ X; typically we will take X to be a k-scheme and
R = k[[t]]. In this case we say that the basepoint is a rational tangential basepoint.
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Choose an embedding K ↪→ K and let x¯ be the induced geometric point of X. If
we let C be the category of finite e´tale covers of X (resp. tame covers), then the
pair (C , Fx¯ : U 7→ Ux¯) is a Galois category. We define pie´t1 (X, x¯), (resp. pitame1 (X, x¯))
as before to be Aut(Fx¯). Likewise, we define pi
e´t,`
1 (Xk¯, x¯) to be the maximal pro-`
quotient of pie´t1 (X, x¯).
If x¯1, x¯2 are two tangential basepoints or geometric points of X, one defines the
e´tale path torsor
pie´t1 (X; x¯1, x¯2) := Isom(Fx¯1 , Fx¯2).
2.2. Inertia and Galois Actions. The utility of tangential basepoints (at least
in this paper) comes from the following features:
(1) Let I ⊂ Gal(K¯/K) be the inertia group of K. Then the tangential basepoint
x¯ as above induces a natural map τ : I → pie´t1 (X, x¯).
(2) If the natural map Gal(K¯/K)→ Gal(k¯/k) splits (e.g. if R = k[[t]], or if k
is finite), and X is a k-scheme, then the fundamental exact sequence
1→ pie´t1 (Xk¯, x¯)→ pie´t1 (X, x¯)→ Gal(k¯/k)→ 1
is split by the composition
Gal(k¯/k)→ Gal(K¯/K)→ pie´t1 (X, x¯).
The action of Gal(k¯/k) on (the prime-to-p quotient of) I is well-understood,
so this gives us a subgroup of pie´t1 (X, x¯) on which we know the Galois action,
namely the image of τ .
In particular, let X be a k-scheme with a normal crossings compactification, and
let
x¯ : Spec(k((t)))→ X
be a tangential basepoint. Let L be the maximal tame extension of k((t)) Let
Itame ⊂ Gal(L/k((t))) be the tame inertia group of k((t)). Then there is a diagram
of exact sequences
1 // Itame //

Gal(L/k((t))) //

Gal(k¯/k) //
=

1
1 // pitame1 (Xk¯, x¯) // pi
tame
1 (X, x¯) // Gal(k¯/k) // 1
so that the splitting Gal(k¯/k)→ Gal(L/k((t))) induces a splitting
Gal(k¯/k)→ pitame1 (X, x¯).
As a Gal(k¯/k)-module,
Itame =
∏
`
Z`(1),
where the product is taken over all ` prime to the characteristic of k.
Composing with the map pitame1 (Xk¯, x¯)→ pie´t,`1 (Xk¯, x¯), we obtain a diagram
1 // Z`(1) //
ιx

Z`(1)oGal(k¯/k) //

Gal(k¯/k) //

1
1 // pie´t,`1 (Xk¯, x¯) // pi
e´t,`
1 (Xk¯, x¯)oGal(k¯/k) // Gal(k¯/k) // 1
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of split exact sequences of fundamental groups. Observe that if the tangential
basepoint x¯ extends to a map
x¯′ : Spec(R)→ X,
the maps Itame → pitame1 (Xk¯, x¯) and ιx : Z`(1) → pie´t,`1 (Xk¯, x¯) above are trivial; if
no such extension exists, however, they may be non-trivial. In this latter case, we
say that x¯ is a tangential basepoint at a puncture of X.
3. Preliminaries on group algebras and Hopf groupoids
Let ` be a prime. The purpose of this section is to fix notation and record
some basic facts about the group rings of pro-` groups and an analogous notion for
groupoids. We will later apply these results to the pro-` e´tale fundamental groupoid
of a variety.
3.1. Group algebras. We first collect some results about the completeness of
`-adic group algebras for pro-` groups, with respect to the augmentation ideal.
Lemma 3.1.1. Let G be a finite `-group, and k a field of characteristic `. Then
the augmentation ideal IG in k[G] is nilpotent.
Proof. Finite `-groups are solvable, so there exists a normal subgroup H ⊂ G with
G/H nontrivial and Abelian of exponent `. Then for each g ∈ G/H, (g − 1)` = 0.
As the augmentation ideal IG/H ⊂ k[G/H] is generated by such elements, and is
finitely generated, IG/H is nilpotent.
Now consider the exact sequence
0→ IHk[G]→ k[G]→ k[G/H]→ 0
(here IH is the augmentation ideal in k[H]; IHk[G] is a two-sided ideal as H is
normal, and indeed IHk[G] = k[G]IH). Now for some N , I NG maps to zero in
k[G/H] by the argument of the previous paragraph; hence I NG ⊂ IHk[G].
But IHk[G] = k[G]IH , so (IHk[G])M = IMH k[G]. For sufficiently large M ,
this is zero by induction on |G|. 
For G a pro-` group, define
Z`[[G]] := lim←−Z`[G/U ],
where the inverse limit is taken over all open normal subgroups U ⊂ G. There is a
natural augmentation map
 : Z`[[G]]→ Z`,
obtained as the inverse limit of the usual augmentation maps Z`[G/U ]→ Z`.
Lemma 3.1.2. Suppose G is a pro-` group. Let IG ⊂ Z`[[G]] be the augmentation
ideal, IG := ker(). Then Z`[[G]] is complete with respect to the IG-adic topology.
Proof. First, observe that if H is a finite `-group, Lemma 3.1.1 implies that for any
r, the augmentation ideal IH of
Z/`rZ[H]
is nilpotent. Indeed, the lemma implies that for some M , IMH ⊂ (`); but the ideal
(`) is clearly nilpotent. Hence Z`[H] is complete with respect to its augmentation
ideal, as
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Z`[H] = lim←−
r
Z/`rZ[H]
= lim←−
r
lim←−
s
Z/`rZ[H]/I sH
= lim←−
s
lim←−
r
Z/`rZ[H]/I sH
= lim←−
s
Z`[H]/I sH .
But now a similar interchange of limits argument implies that Z`[[G]] is complete
with respect to its augmentation ideal. Indeed, we have
Z`[[G]] = lim←−
GH
Z`[H] = lim←−
GH
lim←−
s
Z`[H]/I sH .
As before, interchanging the limits gives the result. 
If R is a Z`-algebra , let
R[[G]] := lim←−
n
(Z`[[G]]/I nG ⊗Z` R) .
By Lemma 3.1.2, we obtain our original definition of Z`[[G]] if we set R = Z`, so
the overloaded notation is harmless.
We will primarily study
Z`[[G]],Q`[[G]];
observe that the natural injection
Z`[[G]]⊗Q` → Q`[[G]]
is not an isomorphism. The image of this injection is the set of elements with
“bounded denominators.”
Let
 : R[[G]]→ R
be the augmentation map, obtained as the inverse limit of the maps
U : R[G/U ]→ R
gU 7→ 1
for gU ∈ G/U . The augmentation ideal IG is the kernel of .
Lemma 3.1.3. Suppose G is a pro-` group and R is a Z`-algebra. The map
g 7→ g − 1 induces an isomorphism
Gab ⊗Z` R→ IG/I 2G.
Proof. We first check that the map is well-defined. Observe that if g, h ∈ G,
(g − 1)(h− 1) = gh− g − h+ 1 = (gh− 1)− (g − 1)− (h− 1) ∈ I 2G.
Hence
gh− 1 = (g − 1) + (h− 1) = hg − 1 mod I 2G,
so the map
G→ IG/I 2G
g 7→ g − 1
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does indeed factor through Gab; as IG/I 2G is an R-module, we obtain a map
Gab ⊗Z` R→ IG/I 2G, as claimed.
The inverse map is induced by the map IG → Gab which sends the basis elements
g−1 to g; this factors through IG/I 2G as (g−1)(h−1) = (gh−1)− (g−1)− (h−1)
maps to ghg−1h−1 ∈ [G,G]. 
3.2. Groupoids and Hopf groupoids. Now let G be a groupoid (a category in
which every morphism is an isomorphism). For objects a, b ∈ G, we let G(a, b) denote
the set of morphisms from a to b.
Definition 3.2.1. A pro-` groupoid is a groupoid G such that
(1) G(a, b) is a profinite set for each a, b,
(2) the composition maps G(a, b) × G(b, c) → G(a, c), and the inversion maps
G(a, b)→ G(b, a) are continuous with respect to the profinite topology, and
(3) the groups G(a, a) are pro-` groups for each a.
For each a, b in a pro-` groupoid G, we define
Z`[[G(a, b)]] = lim←−
G(a,b)H
Z`[H]
where the inverse limit is taken over continuous surjections G(a, b)  H, with H a
(discrete) finite set. The composition G(a, b)×G(b, c)→ G(a, c) induces a continuous
map
∇ : Z`[[G(a, b)]]⊗Z` Z`[[G(b, c)]]→ Z`[[G(a, c)]].
Similarly, there is a natural inversion map
S : Z`[[G(a, b)]]→ Z`[[G(b, a)]],
sending g to g−1, and a “comultiplication”
∆ : Z`[[G(a, b)]]→ Z`[[G(a, b)]]⊗Z` Z`[[G(a, b)]]
sending g ∈ G(a, b) to g ⊗ g and extended linearly. There are obvious co-unit
maps
 : Z`[[G(a, b)]]→ Z`,
and for a = b, unit maps
η : Z` → Z`[[G(a, a)]].
These maps satisfy axioms analogous to those of a Hopf algebra. In fact, the
Z`[[G(a, b)]] form a Hopf groupoid ; see Section 8 for an appendix developing the
necessary theory of such objects. In particular, the following diagrams commute:
Z`[[G(a, b)]]⊗ Z`[[G(a, b)]] S⊗id // Z`[[G(b, a)]]⊗ Z`[[G(a, b)]]
∇

Z`[[G(a, b)]]
∆
OO
 // Z`
η // Z`[[G(b, b)]]
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Z`[[G(a, b)]]⊗ Z`[[G(a, b)]] id⊗S // Z`[[G(a, b)]]⊗ Z`[[G(b, a)]]
∇

Z`[[G(a, b)]]
∆
OO
 // Z`
η // Z`[[G(a, a)]].
In Corollary 8.0.9 of the Appendix, we construct an I -adic filtration on each
Z`[[G(a, b)]], which we may view as either the I (a, a)-adic filtration on Z`[[G(a, b)]],
viewed as a left Z`[[G(a, a)]]-module, or as the I (b, b)-adic filtration on Z`[[G(a, b)]],
viewed as a right Z`[[G(b, b)]]-module. As in Lemma 3.1.3, a proof identical to
that of Lemma 8.0.10 shows that I (a, b)/I 2(a, b) is canonically isomorphic to
G(a, a)ab ⊗ Z` if G(a, b) is non-empty.
As in the group algebra case, if R is a Z`-algebra, we define R[[G]] = {R[[G(a, b)]]}
via
R[[G(a, b)]] := lim←−
n
(Z`[[G(a, b)]]/I n(a, b)⊗R) .
4. Galois action on the Q`-fundamental group
4.1. Generalities on the Galois Action on pie´t,`1 . Let X be a variety over a field
k; let ` be a prime different from char(k). We now study the action of Gk := Gal(k¯/k)
on the geometric (pro-`) fundamental group of X
pie´t,`1 (Xk¯, x¯)
for some rational point or rational tangential basepoint x, and on the group
algebra Q`[[pie´t,`1 (Xk¯, x¯)]]. After some preliminaries on the I -adic filtration of
Q`[[pie´t,`1 (Xk¯, x¯)]], we define the weight filtration W • on this pro-finite-dimensional
vector space.
The main results of this section
(1) prove that the action of certain elements of Gk, called quasi-Frobenii (includ-
ing Frobenii at primes of good reduction), on Q`[[pie´t,`1 (Xk¯, x¯)]] is semi-simple
(Theorem 4.3.4), and
(2) prove the existence of certain special elements in Gal(k¯/k), called quasi-
scalars, whose action on Q`[[pie´t,`1 (Xk¯, x¯)]] is especially well-adapted to the
weight filtration (Corollary 4.4.5).
Let {x1, · · · , xn} be a collection of rational points of X, or rational tangential
basepoints. Let k → k¯ be a choice of algebraic closure of k, and let k((t))→ k((t)) be
a compatible choice of algebraic closure of k((t)). Then the geometric fundamental
groupoid of X associated to {x1, · · · , xn} has objects {x1, · · · , xn} and morphisms
between xi and xj given by
pie´t1 (Xk¯; x¯i, x¯j).
The geometric pro-` fundamental groupoid Π1(Xk¯) is the maximal pro-` quotient of
the geometric fundamental groupoid; we denote the morphisms from xi to xj by
pie´t,`1 (Xk¯; x¯i, x¯j).
We define the arithmetic pro-` fundamental groupoid
{pie´t,`1 (X; x¯i, x¯j)}
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as having objects {x1, · · · , xn} as before and with morphisms xi to xj defined by
the pushout diagram
pie´t1 (Xk¯; x¯i, x¯j) //

pie´t1 (X; x¯i, x¯j)

pie´t,`1 (Xk¯; x¯i, x¯j)
// pie´t,`1 (X; x¯i, x¯j).
While the geometric pro-` fundamental groupoid is a pro-` groupoid, one should
note that the arithmetic pro-` groupoid is not a pro-` groupoid in general.
As each xi is a rational point or rational tangential basepoint, the natural maps
pie´t1 (X, x¯i)→ Gk
have sections si : Gk → pie´t1 (X, x¯i) (induced by the maps xi → X). Hence there are
also natural sections to the maps
pie´t,`1 (X, x¯i)→ Gk.
These sections give an action of
Gk := Gal(k¯/k)
on pie´t1 (Xk¯; x¯i, x¯j) and hence on pi
e´t,`
1 (Xk¯; x¯i, x¯j), defined as follows. Let σ ∈ Gk be
any element; then σ acts on g ∈ pie´t1 (X; x¯i, x¯j) via
g 7→ si(σ) · g · sj(σ)−1.
One may check directly that this action preserves the subset
pie´t1 (Xk¯; x¯i, x¯j) ⊂ pie´t1 (X; x¯i, x¯j),
and hence gives an action on this subset. As the quotient map of groupoids
{pie´t1 (Xk¯; x¯i, x¯j)} → {pie´t,`1 (Xk¯; x¯i, x¯j)}
is canonical, there is an induced action of Gk on pi
e´t,`
1 (Xk¯; x¯i, x¯j).
The Hopf groupoid associated to the geometric pro-` fundamental groupoid will
be denoted Z`[[Π1(Xk¯)]]; its objects are the rational or rational tangential basepoints
{x1, · · · , xn} above, with morphisms between xi and xj given by
Z`[[pie´t,`1 (Xk¯; x¯i, x¯j)]].
As in subsection 3.2 or the appendix (Section 8), we denote the filtration by powers
of the augmentation ideal by {I n(xi, xj)}. If i = j, we denote powers of the
augmentation ideal by I n(xi).
Proposition 4.1.1. Under the action of Gk described above, the Galois module
I (xi, xj)/I 2(xi, xj) is canonically identified with pi
e´t,`
1 (Xk¯, x¯i)
ab through the map
described in Lemma 8.0.10.
Proof. A direct computation shows that the map defined in Lemma 8.0.10 is Galois-
equivariant. 
Remark 4.1.2. IfX is geometrically connected, there is a canonical (Galois-equivariant)
identification
Hom(pie´t,`1 (Xk¯, x¯i),Z`) ' H1(Xk¯,Z`).
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Thus if pie´t,`1 (Xk¯, x¯i)
ab is torsion-free, the Galois action on I (xi, xj)/I 2(xi, xj)
is completely determined by the Galois action on H1(Xk¯,Z`). Since the natural
multiplication map
(I (xi)/I
2(xi))
⊗n−1 ⊗ (I (xi, xj)/I 2(xi, xj))→ I n(xi, xj)/I n+1(xi, xj)
is surjective and Galois-equivariant, knowledge of the Galois action on H1(Xk¯,Z`)
and a presentation of the fundamental group essentially determines the action of
the Galois group on the graded module associated to the I -adic filtration on the
geometric pro-` fundamental groupoid.
Example 4.1.3. Let X be a smooth, geometrically connected k-curve, and let X be
the unique smooth, proper, geometrically connected k-curve containing X as an
open subscheme. Let ` be a prime different from char(k) and let g be the genus of X,
and let d = #|X(k¯) \X(k¯)|. Then for any geometric point or geometric tangential
basepoint x¯ of X, pie´t,`1 (Xk¯, x¯) is the free pro-` group on generators
a1, b1, · · · , ag, bg, c1, c2, · · · , cd
subject to the relation (
g∏
i=1
[ai, bi]
) d∏
j=1
cj
 = 1.
Suppose d ≥ 1, so this group is in fact a free pro-` group. Thus the completed group
algebra is isomorphic to the algebra of (non-commutative) power series in 2g+ d− 1
variables. So the multiplication map
(I (xi)/I
2(xi))
⊗n−1 ⊗ (I (xi, xj)/I 2(xi, xj))→ I n(xi, xj)/I n+1(xi, xj)
is an isomorphism for any xi, xj , so Remark 4.1.2 completely determines the Galois ac-
tion on the graded module associated to theI -adic filtration on Z`[[pie´t,`1 (Xk¯; x¯i, x¯j)]].
Example 4.1.4. We make Example 4.1.3 explicit in the case that X = P1 \ {0, 1,∞}.
In this case
H1(Xk¯,Z`) ' Z`(−1)⊕2
as a Gk-module. Hence
I n(xi, xj)/I
n+1(xi, xj) ' Z`(n)⊕2n .
Having described the Gk-module structure on I n(xi, xj)/I n+1(xi, xj) in terms
of the `-adic cohomology of X, we spend the rest of the section describing studying
the extension data
0→ I n+1(xi, xj)/I n+2(xi, xj)→ I n(xi, xj)/I n+2(xi, xj)→ I n(xi, xj)/I n+1(xi, xj)→ 0,
where we view the above as an exact sequence of Galois modules.
4.2. The weight filtration. In this section we define and record some basic facts
about the weight filtration on
Q`[[Π1(Xk¯)]] := lim←−
n
Z`[[Π1(Xk¯)]]/I n ⊗Q`.
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Definition 4.2.1. Suppose that k is a finite field of characteristic prime to `, and
let σ ∈ Gk be the Frobenius element. Let ρ : Gk → GLn(Q`) be a continuous
representation. For i ∈ Z, we say that ρ is pure of weight i if the eigenvalues of ρ(σ)
are algebraic integers with (archimedean) absolute value q−i/2, for all embeddings
Q→ C. We say it is mixed if it is a direct sum of pure representations of any integer
weight.
Now suppose that k is a finitely generated field. We say that a representation
ρ : Gk → GLn(Q`) is pure of weight i if there exists a ring R ⊂ k, finitely generated
over Z, with k = Frac(R), such that ρ is unramified over R (i.e. ρ factors through the
natural map Gk → pie´t1 (Spec(R))) and such that for all closed points p of Spec(R),
the restriction of ρ to Gκ(p) (which is well-defined up to conjugacy) is pure of weight
i. We say ρ is mixed if it admits an increasing filtration W • such that W i/W i−1 is
pure of weight i; such a filtration is unique, and we call it the weight filtration..
We now define a filtration on Q`[[Π1(Xk¯)]], which is the weight filtration if k is a
finitely generated field.
We suppose X is smooth with a simple normal crossings compactification X. As
usual, we let
I ⊂ Q`[[Π1(Xk¯)]]
be the augmentation ideal and we let
J ⊂ Q`[[Π1(Xk¯)]]
be the kernel of the natural map
Q`[[Π1(Xk¯)]]→ Q`[[Π1(X k¯)]]
induced by the inclusion X ↪→ X. For i ≤ 0, we set
W−iQ`[[Π1(Xk¯)]] = Q`[[Π1(Xk¯)]].
For i > 0, we set
W−iQ`[[Π1(Xk¯)]] = I ·W−i+1Q`[[Π1(Xk¯)]] +J ·W−i+2Q`[[Π1(Xk¯)]].
Proposition 4.2.2. If k is a finitely generated field,
W−i/W−i−1
is a pure Gk-representation of weight −i. Moreover, the W -adic topology equals the
I -adic topology: we have
W−1 = I ,W−2 = J +I 2,
I n ⊂W−n
and
W−2n−1 ⊂ I n.
Proof. The statements comparing the weight filtration to the I -adic filtrations are
immediate from the definitions.
To see that the former statement holds, observe that for i ≥ −1, this is immediate
from the comparison of I /I 2 to H1(Xk¯,Z`) of Remark 4.1.2. In general, the
follows from the fact that the weight filtration we’ve defined is multiplicative. 
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4.3. Varieties over finite and finitely generated fields. We first consider the
case where k is a finite field. Let X/k be a geometrically connected variety. The
goal of this section is to study the action of Gal(k/k) on
Q`[[Π1(Xk¯]] := lim←−
n
Z`[[Π1(Xk¯)]]/I n ⊗Q`.
The main result of this section is that the Gk-action on
Q`[[Π1(Xk¯)]]/I n
is semisimple in broad generality (i.e. if X is smooth and admits a smooth com-
pactification with simple normal crossings boundary). Indeed, we prove that if k
is any field and σ ∈ Gk is a quasi-Frobenius (Definition 4.3.2), then its action on
Q`[[Π1(Xk¯)]] is semi-simple. In the next section we will analyze the extent to which
the action on
Z`[[Π1(Xk¯)]]/I n
fails to be semisimple.
We begin by studying the action of Gk on H
1(X,Q`).
Lemma 4.3.1. Let k be a finite field, let X/k be a smooth, geometrically connected
variety, and let X be a smooth compactification of X with simple normal crossings
boundary. Then Gk acts semi-simply on
H1(Xk¯,Q`).
Furthermore, this Gk-representation is mixed of weights 1 and 2.
Proof. Let j : X → X be the embedding. Let D1, · · · , Dn be the components of
X \X. Then the Leray spectral sequence for Rj∗ gives
0→ H1(X k¯,Q`)→ H1(Xk¯,Q`)→
⊕
i∈{1,··· ,n}
H0(Di,Q`)⊗Q`(−1)→ H2(X k¯,Q`)→ · · ·
Now H1(X k¯,Q`) is pure of weight 1 by the Weil conjectures, and Gk acts on it
semisimply [Tat66]. On the other hand, let
V = ker
 ⊕
i∈{1,··· ,n}
H0(Di,Q`)⊗Q`(−1)→ H2(X k¯,Q`)
 .
V is manifestly pure of weight 2, with semisimple Gk-action. But the short exact
sequence
0→ H1(X k¯,Q`)→ H1(Xk¯,Q`)→ V → 0
splits (canonically), as the first and last term have different weights. 
The main theorem describing the action of Gk on Q`[[Π1(Xk¯)]]/I n is a “non-
Abelian” generalization of the above lemma. Before stating it, we axiomatize the
properties of the Frobenius action on H1(Xk¯,Q`), as we will later apply these results
to elements of Gk which are not Frobenii.
Definition 4.3.2 (Quasi-Frobenii). Let (V, F •) be a vector space over a field k
with an increasing filtration indexed by Z, and σ : V → V a semisimple automor-
phism preserving the filtration. Let (Sym∗(V ), F •) be the induced filtration on the
symmetric algebra of V . Then we say that σ is a quasi-Frobenius if the set of σ
equivariant morphisms
Homσ(gr
i(Sym∗(V )), grj(Sym∗(V )) = 0
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for all i 6= j. If λ ∈ k¯ is an eigenvalue of σ acting on gri(Sym∗(V ))⊗ k¯, we say that
λ has weight i; likewise, if v is an eigenvector with eigenvalue λ, we say that v has
weight i.
In other words, if σ ∈ GL(V ) is a quasi-Frobenius with respect to a filtration F •,
no σ-eigenvalue appears in two different associated-graded pieces of the filtration
induced on Sym∗(V ). Concretely, this means that if Si is the set of eigenvalues of σ
appearing in gri V , we have that∏
i
∏
λ∈Si
λaλ,i 6=
∏
i
∏
λ∈Si
λbλ,i
unless ∑
iaλ,i =
∑
ibλ,i.
We say that the monomial ∏
i
∏
λ∈Si
λaλ,i
has weight ∑
iaλ,i.
Example 4.3.3. The motivating example for this definition is the following: Let k
be a finite field of cardinality q, X/k a variety, and ` a prime different from the
characteristic of k. Then the Frobenius automorphism of
(H∗(Xk¯,Q`),W •)
is a quasi-Frobenius, where W • is the weight filtration, as long as Frobenius acts
semisimply on H∗(Xk¯,Q`). Indeed, the eigenvalues of Frobenius on griH∗(Xk¯,Q`)
are q-Weil numbers of weight i (by the definition of the weight filtration), so there
can be no Frobenius-equivariant maps between pieces of H∗ with distinct weights.
In particular, by Lemma 4.3.1, the Frobenius automorphism of H1(Xk¯,Q`),
with X smooth, geometrically connected, and admitting a simple normal crossings
compactification, is a quasi-Frobenius relative to the weight filtration.
Theorem 4.3.4. Let k be a field, let X/k be a smooth, geometrically connected
variety, and let X be a smooth compactification of X with simple normal crossings
boundary. Let xi, xj be a rational points or rational tangential basepoints of X.
Suppose that σ ∈ Gk is a quasi-Frobenius for H1(Xk¯,Q`), relative to the weight
filtration. Then σ acts semi-simply on
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I
n(xi, xj).
Remark 4.3.5. Theorem 4.3.4 is trivial if H1(Xk¯,Q`) is pure, e.g. if X is proper or
if H1(X k¯,Q`) = 0. Indeed, in this case, let ι be the weight of H1(Xk¯,Q`). Then
I (xi, xj)/I
2(xi, xj)
is pure of weight −ι, and hence
I n(xi, xj)/I
n+1(xi, xj)
is pure of weight −nι (see Remark 4.1.2). Thus the short exact sequences of
σ-modules
0→ I n+1(xi, xj)/I n+2(xi, xj)→ I n(xi, xj)/I n+2(xi, xj)→ I n(xi, xj)/I n+1(xi, xj)→ 0
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split σ-equivariantly. But σ acts semisimply on each
I n(xi, xj)/I
n+1(xi, xj),
as it does so on
I (xi, xj)/I
2(xi, xj) = H
1(Xk¯,Q`)∨
by assumption, as each of these σ-modules is a quotient of a tensor power of I /I 2.
Before beginning the proof of Theorem 4.3.4, we need to introduce a new notion.
Proposition-Construction 4.3.6 (Canonical Paths). Let k be a field, let X/k be
a smooth, geometrically connected variety, and let X be a smooth compactification
of X with simple normal crossings boundary. Let xi, xj be a rational points or
rational tangential basepoints of X. Suppose that σ ∈ Gk acts as a quasi-Frobenius
on H1(Xk¯,Q`) relative to the weight filtration. Then there is a unique element
pi,j ∈ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
such that
(1) pi,j is σ-invariant, and
(2) (pi,j) = 1.
(Here  : Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]→ Q` is the augmentation map.)
Proof. As Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] is defined so that
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] = lim←−
n
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I
n(xi, xj),
it is enough to show that there are unique elements
pni,j ∈ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n(xi, xj)
satisfying the desired conditions; that is, we wish to find a canonical σ-equivariant
splitting of the augmentation map
n : Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I
n(xi, xj)→ Q`.
But the kernel of this map is
I (xi, xj)/I
n(xi, xj).
By Lemma 4.3.1, the weights of
I (xi, xj)/I
2(xi, xj)
are in the interval [−2,−1]; hence the weights of
I r(xi, xj)/I
r+1(xi, xj)
are in the interval [−r,−2r]. Thus the kernel of the augmentation map n has
strictly negative weight. But the target of the augmentation map has weight zero;
hence the augmentation map splits uniquely, as desired. 
We call the element pi,j above the σ-canonical path between xi and xj .
Remark 4.3.7. If xi = xj , pi,j is just the identity of Q`[[pie´t,`1 (Xk¯, x¯i)]]. Thus
pi,j = p
−1
i,j
pi,j ◦ pj,k = pi,k
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(by the unicity of the canonical paths, and Galois-equivariance of the composition
maps). Moreover, it is not hard to see that the pi,j are group-like in the sense of
Definition 8.0.5.
Proof of Theorem 4.3.4. We first observe that it suffices to prove Theorem 4.3.4 in
the case xi = xj . Indeed, composition with pi,j induces a canonical σ-equivariant
isomorphism
Q`[[pie´t,`1 (Xk¯, x¯i)]]/I
n(xi)→ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n(xi, xj).
Thus without loss of generality, i = j, and we denote xi by simply x. Moreover, it
is harmless to extend scalars to Q` everywhere.
Next, we claim it suffices to find a σ-equivariant splitting s of the natural map
I (x)/I n(x)→ I (x)/I 2(x).
Indeed, σ acts semisimply on I (x)/I 2(x) by assumption, so we may choose
a basis of eigenvectors {v1, · · · , vn}. Then the monomials in s(vi) give a basis of
eigenvectors for
Q`[[pie´t,`1 (Xk¯, x¯)]]/I
n(x),
which proves semisimplicity.
We now construct a splitting
s : I (x)/I 2(x)→ I (x)/I n(x)
as desired above. Observe that as σ is a quasi-Frobenius relative to the weight
filtration, we have a splitting of the weight filtration
I (x)/I 2(x) = W1 ⊕W2
canonically where W1 has weight −1 and W2 has weight −2, using the eigenspace
decomposition of σ. The projection
I (x)/I n(x)→ I (x)/I 2(x)→W1
has kernel with weights in [−2n,−2] (again by Lemma 4.3.1), so there is a canonical
splitting
s1 : W1 → I (x)/I n(x).
It remains to construct a splitting s2 : W2 → I (x)/I n(x); if W2 = 0, the proof is
complete.
Let D1, · · · , Dn be the components of the simple normal crossings boundary
X \ X. Let j : X → X be the embedding, and recall that the Leray spectral
sequence for Rj∗ gives an exact sequence
0→ H1(X k¯,Q`)→ H1(Xk¯,Q`)→
⊕
i∈{1,··· ,n}
H0(Di,Q`)⊗Q`(−1)→ · · · .
Dualizing gives an exact sequence⊕
i∈{1,··· ,n}
H0(Di,Q`)∨ ⊗Q`(1) ι→ I (x)/I 2(x)→ H1(X k¯,Q`)∨ → 0.
Comparing weights gives that W2 is precisely the image of ι above. Thus it suffices
to lift ι to a map into I (x)/I n(x).
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See Figure 4.3.8 for a schematic depiction of this lift. The statement of the
theorem is insensitive to replacing k with a finite extension (by replacing σ with a
power), so we may assume that each
Di \
⋃
j 6=i
Dj
contains a rational point yi. Let y
′
i : Spec(k[[t]])→ X be the germ of a curve in X
with the closed point mapping to yi and transverse to Di. Let y˜i : Spec(k((t)))→ X
be the associated rational tangential basepoint, and y˜i a geometric point obtained
by choosing an embedding k((t)) ↪→ k((t)). In Section 2.2, we constructed natural
Galois-equivariant maps
ιy˜i : Z`(1)→ pie´t,`1 (Xk¯, y˜i).
Thus there are natural maps
(ιy˜i − 1)⊗Q` : Q`(1)→ I (y˜i)/I 2(y˜i).
Letting ri : I (y˜i)/I 2(y˜i) → I (x)/I 2(x) be the canonical identification from
Lemma 8.0.10, (that is, the identification induced from conjugation by any element
of pie´t,`1 (Xk¯; x¯, y˜i)), we obtain a map⊕
i∈{1,··· ,n}
ri ◦ (ιy˜i − 1)⊗Q` :
⊕
i∈{1,··· ,n}
Q`(1)→ I (x)/I 2(x).
The image of this map is may be canonically identified with the image of ι above;
we rename this map ι′.
D1
D2
D3
X
xp1
p2
p3
logQ`(1)
logQ`(1) logQ`(1)
Figure 4.3.8. A schematic depiction of the lift of the weight −2
part of I (x)/I 2(x) to Q`[[pie´t,`1 (Xk¯, x¯)]]
Now it suffices to lift ι′ to a map into I (x)/I n(x). Let pi ∈ Q`[[pie´t,`1 (Xk¯; x¯, y˜i)]]
be the σ-canonical path. Then the map
si : Q`(1)→ I (x)/I n(x)
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defined by
si : α 7→ p−1i log ιy˜i(α)pi
is σ-equivariant, and the map⊕
i∈{1,··· ,n}
si :
⊕
Q`(1)→ I (x)/I n(x)
lifts ι′, as desired. Here log is defined by the usual power series
log(1 + x) =
∑
(−1)n+1x
n
n
,
which converges as ιy˜(α)− 1 is in the augmentation ideal of Q`[[pie´t,`1 (Xk¯, x¯)]]. 
Corollary 4.3.9. Let X/k and σ be as in Theorem 4.3.4. Then there is a σ-
equivariant isomorphism
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I
n(xi, xj) '
n−1⊕
r=0
I r(xi, xj)/I
r+1(xi, xj)⊗Q`.
Proof. Let {v¯r} be a basis of σ-eigenvectors for I (xi, xj)/I 2(xi, xj), and let {vr}
be lifts to σ-eigenvectors in I (xi, xj)/I n(xi, xj). Let
pi,j ∈ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n(xi, xj)
be the image of the σ-canonical path. Then each vrp
−1
i,j is a σ-eigenvector in
Q`[[pie´t,`1 (Xk¯, x¯i)]]/I n(xi). Then if m is a monomial in the vrp
−1
i,j , we have that
pi,jm is a σ-eigenvector in
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I
n(xi, xj);
as we range over all monomials m, this gives a diagonal basis for the action of σ.
If m is a monomial of degree r, then pi,jm ∈ I r(xi, xj). Let m denote its image
in I r(xi, xj)/I r+1(xi, xj). Now the desired isomorphism is induced by the map
sending pi,jm to m. 
4.4. Quasi-scalars. The purpose of this subsection is to produce certain elements
of Gk which are quasi-Frobenii for Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] relative to the weight
filtration; moreover, they act by scalars on associated graded pieces of the weight
filtration. The ideas in this section are an adaptation of [Bog80, Corollaire 2] and
were suggested to the author by Will Sawin [Saw16] after an earlier version of this
manuscript was circulated.
Definition 4.4.1 (Quasi-Scalar). Let (V, F •) be a vector space with an increasing
filtration, and let σ be an automorphism of V preserving F •. Then we say that σ is
a quasi-scalar if there exists a non-zero, non-root-of-unity scalar α such that α acts
on gri(V ) via αi. We call α the degree of the quasi-scalar σ.
Remark 4.4.2. Note that all quasi-scalars are quasi-Frobenii.
Example 4.4.3. The motivation for this definition again comes from the Frobenius
action on the weight filtration, in this case in the mixed Tate setting. Suppose
that k is a finite field and X/k a variety such that H∗(Xk¯,Q`) is mixed Tate.
Then if Frobenius acts semisimply on H∗(Xk¯,Q`), some power of Frobenius acts a
quasiscalar on H∗ relative to the weight filtration.
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We now show that in many cases (i.e. if X is smooth over a finitely generated
field k of characteristic zero) there exist σ ∈ Gk such that σ acts on H1(Xk¯,Q`)
via a quasi-scalar, relative to the weight filtration. It will follow that σ acts on
Q`[[Π1(Xk¯)]] via a quasi-scalar as well.
Theorem 4.4.4. Let k be a finitely generated field of characteristic zero, and let
X/k be a smooth, geometrically connected variety. Then there for all α ∈ Z×`
sufficiently close to 1, there exists σ ∈ Gk such that σ acts on H1(Xk¯,Q`) as a
quasi-scalar of degree α with respect to the weight filtration.
Before giving the proof, we observe the following corollary:
Corollary 4.4.5. Let k be a finitely generated field of characteristic zero, and
let X/k be a smooth, geometrically connected variety. Then there for all α ∈ Z×`
sufficiently close to 1, there exists σ ∈ Gk such that σ acts on Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
as a quasi-scalar of degree α with respect to the weight filtration, for any two rational
points or rational tangential basepoints xi, xj.
Proof. For notational simplicity we assume xi = xj ; the proof is identical in the
case the two basepoints are distinct.
Let σ be as in Theorem 4.4.4, i.e. an element of Gk acting via a quasi-scalar of
degree α on H1(Xk¯,Q`). We claim that σ also acts via a quasi-scalar of degree α
on Q`[[pie´t,`1 (Xk¯, x¯)]].
Indeed, σ is a quasi-Frobenius relative to the weight filtration on H1; hence by
Theorem 4.3.4, σ acts semisimply on Q`[[pie´t,`1 (Xk¯, x¯)]]/I n for all n. Thus there
exists a unique σ-equivariant splitting s of the map
I → I /I 2;
Let
T ∗(s) : T ∗(I /I 2)→ Q`[[pie´t,`1 (Xk¯, x¯)]]
be the induced σ-equivariant map from the tensor algebra on I /I 2 to the Q`-group
algebra. This map is surjective, respects the weight filtration, and σ acts on the
tensor algebra via a quasi-scalar of degree α, so the proof is complete. 
We now prove the theorem.
Proof of Theorem 4.4.4. Let V = H1(Xk¯,Q`), and let n = dim(V ). Let G ⊂ GL(V )
be the Zariski closure of the image of the natural map
ρ : Gk → GL(V ).
We first show that there exists a quasi-scalar in G(Q`) adapted to the weight filtration
on V . We let X be a compactification of X with simple normal crossings boundary
D; spread the pair (X,D) out over a finite-type Z-algebra R. Let p ∈ Spec(R) be a
closed point at which the pair (X,D) has good reduction, i.e. Xp is smooth and
Dp is a simple normal crossings divisor. Let q = #|R/p|.
We let F ∈ Gk be a Frobenius at p. By Lemma 4.3.1, there exists some finite
extension L ⊃ Q` so that F acts diagonalizably on VL = H1(Xk¯, L). Let {vi} ⊂ VL
be a diagonal basis for F , with eigenvalues λi, so that
F (vi) = λi · vi.
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Let T ⊂ GL be the Zariski-closure of {Fn}. We now describe T in terms of the
{λi}. Let S ⊂ Zn be the set of n-tuples of integers (α1, · · · , αn) such that∏
λαii = 1.
Then in the basis {vi}, T is the subgroup scheme of GL(V ) consisting of diagonal
matrices 
γ1 0 0 · · · 0
0 γ2 0
. . . 0
0 0 γ3
. . . 0
...
. . .
. . .
. . .
...
0 0 0 · · · γn

such that for (α1, · · · , αn) ∈ S, ∏
γαii = 1.
(That is, the γi satisfy the same multiplicative relations as the λi.) In particular,
we have that if E/Q is the (finite) extension of Q generated by the λi, then for any
(α1, · · · , αn) ∈ S, ∏
NmE/Q(λi)
αi = 1
(as the norm map is a multiplicative homomorphism), and hence the matrix
A :=

NmE/Q(λ1) 0 0 · · · 0
0 NmE/Q(λ2) 0
. . . 0
0 0 NmE/Q(λ3)
. . . 0
...
. . .
. . .
. . .
...
0 0 0 · · · NmE/Q(λn)

is in T . Then some some power AN of this matrix is a quasi-scalar in T (L), adapted
to the weight filtration. Observe that A has infinite order, as the diagonal entries
are norms of q-Weil integers.
But this matrix in fact lies in
T (L) ∩GL(V )(Q`) ⊂ GL(V )(L).
Indeed, AN is in T (L) by definition. The choice of Frobenius F splits the weight
filtration on V over Q` (into generalized eigenspaces). Let
V = W1 ⊕W2
be this splitting. As AN commutes with F by definition, AN is just the operator
which acts by one scalar on W1 and another on W2; hence it lies in GL(V )(Q`) as
desired. Hence AN in fact lies in G(Q`).
Now, we produce the desired σ ∈ Gk. Let V = W1 ⊕W2 be the splitting defined
previously, and consider the subtorus T ′ of G consisting of matrices in G which act
by a scalar α on W1 and by the scalar α
2 on W2. We have just shown that this
subtorus T ′ of G is positive-dimensional, as it contains an element of infinite order.
But by the main result of [Bog80] (which in fact holds for any finitely generated
field of characteristic zero — see e.g. Serre’s argument [Ser13, Letter to Ribet,
1/1/1981] for a reduction to the number field case proven in [Bog80]), the image of
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Gk in G(Q`) is open. Hence, in particular, im(Gk)∩ T ′(Q`) is non-empty and open,
proving the theorem. 
Remark 4.4.6. Observe that the degree of the quasi-scalar we construct depends
only on the index of the image of the representation
Gk → GL(H1(Xk¯,Z`))
in its Zariski closure. In particular, if one believes standard adelic open image
conjectures for Galois representations, one may find, for almost all `, a quasi-scalar
of degree q, where q is a topological generator of Z×` .
5. Integral `-adic periods
Let k be a finitely generated field, X/k a smooth variety with simple normal
crossings compactification, and x a rational point or rational tangential basepoint
of X. We have shown (in Theorem 4.3.4) that if σ ∈ Gk is a quasi-Frobenius for
H1(Xk¯,Q`), then the weight filtration on Q`[[pi
e´t,`
1 (Xk¯, x¯)]] splits σ-equivariantly.
However, the weight filtration of Z`[[pie´t,`1 (Xk¯, x¯)]] does not split σ-equivariantly—the
purpose of this section is to study its failure to do so.
5.1. Generalities on integral `-adic periods. Combining Remark 4.1.2 and
Corollary 4.3.9, we have a complete description of the action of a quasi-Frobenius
σ ∈ Gk on
Q`[[Π1(Xk¯)]],
for X a smooth variety with simple normal crossings compactification. We now
analyze the situation with Q` replaced with Z` (the normalization of Z` in Q`).
Here, the situation is more subtle. In the previous section, we heavily used the
fact that Q`[σ]-modules split into generalized eigenspaces; this is no longer true for
Z`[σ]-modules.
Example 5.1.1. Let k be a positive integer. Consider the following short exact
sequence of Z`-modules with endomorphism:
0 // Z`
1
0

//
·1

Z2`
(
0 1
)
//
1 1
0 1 + `r


Z` //
·(1+`r)

0
0 // Z`
1
0

// Z2`
(
0 1
)
// Z` // 0.
This sequence does not split; on tensoring with Q` it does split, via the map(
1
`r
1
)
: Q` → Q2` .
Definition 5.1.2. Let
0→W → V pi→ V/W → 0
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be a short exact sequence of free Z`-modules, and let F : V → V be an endomorphism
preserving W . Then we define the integral `-adic period bV,W of the triple (V,W,F )
to be the infimum among all v`(a) ∈ Q, a ∈ Z` such that there exists an F -
equivariant map s : a · V/W → V with pi ◦ s = id, or ∞ if no such a exists. That
is, we are taking the minimum valuation of a such that there exists a commutative
diagram
V/W
·a

s
}}{{
{{
{{
{{
0 // W // V
pi // V/W // 0.
For example, the integral `-adic period of the sequence in Example 5.1.1 is r. For
any split sequence of modules with endomorphism, the integral `-adic period is zero.
The point of this definition is that if bV,W is finite, a choice of s as Definition
5.1.2 induces an isomorphism
s˜ : (W ⊕ V/W )⊗Q` ∼→ V ⊗Q`.
The matrix entries defining this isomorphism with respect to Z`-bases of both sides
have valuation bounded below by −bV,W . We view s˜ as a kind of “comparison
isomorphism” analogous to Hodge-theoretic comparison isomorphisms, and so these
matrix entries are analogous to periods.
Remark 5.1.3. Suppose that F acts semisimply on V ⊗Q`, so that the Zariski-closure
of 〈Fn〉 in GLn(V ⊗Q`) is a torus T . Then as one runs over all F -stable submodules
of V , the associated `-adic periods control the reduction type of T . For example, in
Example 5.1.1, we see that for k > 0, the torus in question has additive reduction.
If (V, F ) arises from geometry (e.g. F encodes the action of Frobenius on some
`-adic cohomology group or fundamental group), then the torus T is referred to as
a Frobenius torus.
We plan to elaborate on the integral structure of Frobenius tori and Mumford-
Tate groups in future work; we will not require these observations in this paper,
but we feel they strengthen the analogy between integral `-adic periods and periods
arising from other notions of Hodge theory. In particular, one expects integral `-adic
periods to be controlled by an integral structure on the Mumford-Tate group, at
least in cases when the integral Tate conjecture is satisfied.
Suppose that V is a mixed representation of Gk over Q`, and that T ⊂ V is
a Gk-stable sublattice. Then there is a weight filtration W
•V , and we denote its
intersection with T by W •T .
The main purpose of this section is to fix an element σ ∈ Gk and study the
integral `-adic periods associated to the short exact sequences (for s > t > u)
0→W tT/WuT →W sT/WuT →W sT/W tT → 0 (5.1.4)
with respect to the action of σ. In our case, we will take
T = Z`[[pie´t,`1 (Xk¯;xi, xj)]]/W
−NZ`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
to be a quotient of the free pro-finitely generated module on the path torsor of a
variety, and σ ∈ Gk to be an element which acts on T via a quasi-scalar relative
to the weight filtration. See the next subsection (5.2) for a definition of the weight
filtration on Z`[[pie´t,`1 (Xk¯; x¯i, x¯j)]].
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Remark 5.1.5. The integral `-adic periods associated to sequence 5.1.4 in the
case s = 0, t = −1 are related to Wojtkowiak’s `-adic iterated integrals [Woj04,
Woj05a, Woj05b, Woj09, Woj12]. These periods measure the extent to which `-
power denominators are required to construct the canonical paths of Proposition-
Construction 4.3.6. As in the proof of Theorem 4.3.4, these periods control the
weight −2 part of Z`[[Π1(Xk¯)]]/I n.
Remark 5.1.6. The main results of [Del89, Section 19] may be viewed as a com-
putation of the periods associated to sequence 5.1.4 with X = P1 \ {0, 1,∞} and
Πe´t,`1 (Xk¯) replaced with a certain metabelian quotient thereof.
We discuss some generalities about iterated `-adic periods before proceeding to
bound the periods associated to sequences 5.1.4. First, we characterize integral
`-adic periods in terms of Ext1 groups.
Lemma 5.1.7. Let R be a ring and let M,N be right R-modules. Suppose α ∈
Ext1R(M,N) is a class representing a short exact sequence
0→ N → E →M → 0.
Then for r ∈ EndR(M), the short exact sequence in the top row of
0 // N //

M ×M E //

M //
r

0
0 // N // E // M // 0
splits if and only if r ·α = 0. Here the right square in the diagram above is Cartesian.
Proof. This is immediate from the Yoneda description of the EndR(M)-module
structure on Ext1R(M,N). 
Corollary 5.1.8. Let V be a finitely generated, free Z`-module, W ⊂ V a free
submodule, and F : V → V an endomorphism preserving W (so that V,W are
Z`[F ]-modules). Then the short exact sequence
0→W → V → V/W → 0
corresponds to a class
α ∈ Ext1Z`[F ](V/W,W ).
If α is not a Z`-torsion class, the integral `-adic period of the triple (V,W,F ) is
infinite; otherwise, it is the infimum of all v`(b) such that b · α = 0, with b ∈ Z`.
Proof. This is follows from Lemma 5.1.7, setting r = b. 
Our main technique to bound integral `-adic periods associated to (V,W,F ) will
be to bound the annihilator of
Ext1Z`[F ](V/W,W )
in Z`. We briefly record two lemmas which allow us to compute these annihilators.
Lemma 5.1.9. Let W be a Z`[F ]-module. Then there is an exact sequence
W
1−F−→ W → Ext1Z`[F ](Z`,W )→ 0
where F acts on Z` by the identity.
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Proof. The sequence
0→ Z`[F ] 1−F−→ Z`[F ]→ Z` → 0
is a free resolution of Z` as a Z`[F ]-module; using it to compute the Ext group in
question gives the result. 
Lemma 5.1.10. Let W ′ be an `k-torsion Z`[F ]-module. Then Ext1Z`[F ](Z`,W
′) is
`k-torsion as well.
Proof. This is immediate from the functoriality of Ext1. 
5.2. Periods of the fundamental group. We assume for this section that k is
a field, and X is a smooth, geometrically connected k-variety with simple normal
crossings compactification X, and σ ∈ Gk is a quasi-scalar of degree q with respect
to the weight filtration on Q`[[pie´t,`1 (Xk¯;xi, xj)]]. Our results require that:
(A1) I n−1(xi, xj)/I n(xi, xj) is a torsion-free Z`-module for all n.
Assumption (A1) holds, for example, if X is a curve and ` is different from the
characteristic. It implies that the map
Z`[[pie´t,`1 (Xk¯;xi, xj)]]→ Q`[[pie´t,`1 (Xk¯;xi, xj)]]
is injective. If assumption (A1) is satisfied, we define
W−nZ`[[pie´t,`1 (Xk¯;xi, xj)]] = Z`[[pi
e´t,`
1 (Xk¯;xi, xj)]] ∩W−nQ`[[pie´t,`1 (Xk¯;xi, xj)]].
By definition, then,
W−nZ`[[pie´t,`1 (Xk¯;xi, xj)]]/W
−n−1Z`[[pie´t,`1 (Xk¯;xi, xj)]]
is torsion-free for all n. Often (for example, in the rest of this paper) questions
about fundamental groups can be reduced to the case of curves, where Assumption
(A1) is satisfied, so we view it as harmless.
We now study the integral `-adic periods associated to sequence 5.1.4. The idea
of the argument is as follows; we will give it in detail later in this section. Let
Z`[[pi1]]n = Z`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/W
−n
and assume we have already computed the integral `-adic period b0n−1 associated to
the sequence
0→W−1/W−n → Z`[[pi1]]n−1 → Z` → 0.
That is, we have found a σ-equivariant map
pn−1i,j : Z` → Z`[[pi1]]n−1
so that
n−1 ◦ pn−1i,j = `db
0
n−1e · id,
where n−1 : Z`[[pi1]]n−1 → Z` is the augmentation map. Then we consider the
pullback diagram of short exact sequences
0 // W−n+1/W−n // V //

Z` //
pn−1i,j

0
0 // W−n+1/W−n // Z`[[pi1]]n // Z`[[pi1]]n−1 // 0.
(5.2.1)
where
V = Z`[[pi1]]n ×Z`[[pi1]]n−1 Z`.
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We then bound the integral `-adic period bn,n−1 associated to the top row of diagram
5.2.1 by the annihilator of
Ext1Z`[F ](Z`,W
−n+1/W−n).
The integral `-adic period bn associated to sequence 5.1.4 will satisfy
bn ≤ bn−1 + bn,n−1.
We will need an auxiliary lemma bounding v`(q
k − 1), for q ∈ Z`.
Lemma 5.2.2. Let ` be a prime and q an `-adic integer such that ` | q−1 (if ` > 2)
or `2 | q − 1 if ` = 2. Then
|qk − 1|` = |(q − 1)k|` = |q − 1|`|k|`.
Equivalently,
v`(q
k − 1) = v`(q − 1) + v`(k).
Proof. We have
qk − 1 = ((q − 1) + 1)k − 1 =
k∑
i=1
(
k
i
)
(q − 1)i.
Now ∣∣∣∣(ki
)
(q − 1)i
∣∣∣∣
`
< |(q − 1)k|`
for i > 1, so the result holds by the ultrametric inequality. 
Corollary 5.2.3. Let ` be a prime and q an `-adic integer prime to `. Let r be the
order of q in F∗` if ` 6= 2 and in (Z/4Z∗) if ` = 2. Then
v`(q
k − 1) =

v`(q
r − 1) + v`(k/r) if r | k
0 if r - k and ` 6= 2
1 if r - k and ` = 2.
Proof. As in the statement, we consider the three cases
r | k,
r - k and ` 6= 2,
and
r - k and ` = 2.
The first case is immediate from Lemma 5.2.2, replacing q with qr and k with k/r.
The other two cases follow from the definition of r. 
Corollary 5.2.4. Let q, `, r be as in Corollary 5.2.3. Let
Cq,`,k =
k
r
(
v`(q
r − 1) + 1
`− 1
)
if ` 6= 2 and
Cq,`,k =
k
r
(
v`(q
r − 1) + 1
`− 1 + 1
)
+
1
r
if ` = 2. Then
k∑
i=1
v`(q
i − 1) ≤ Cq,`,k.
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Proof. In the case ` 6= 2, we have by Lemma 5.2.3 that v`(qi−1) = v`(qr−1)+v`(i/r)
if r | k and 0 otherwise. Thus we have
k∑
i=0
v`(q
i − 1) =
bk/rc∑
i=1
v`(q
ri − 1) =
bk/rc∑
i=1
(v`(q
r − 1) + v`(i)).
But this last satisfies
bk/rc∑
i=1
(v`(q
r − 1) + v`(i)) = bk/rcv`(qr − 1) + b k
r`
c+ b k
r`2
c+ b k
r`3
c+ · · ·
≤ k
r
v`(q
r − 1) + k
r`(1− 1` )
=
k
r
(
v`(q
r − 1) + 1
`− 1
)
In the case ` = 2, and r = 1, an identical argument shows that
k∑
i=0
v`(q
i − 1) ≤ k
r
(
v`(q
r − 1) + 1
`− 1
)
.
If ` = 2 and r = 2, we have
k∑
i=1
v`(q
i − 1) =
∑
i odd,1≤i≤k
1 +
bk/2c∑
i=1
(v`(q
r − 1) + v`(i))
≤ k + 1
r
+
k
r
v`(q
r − 1) + k
`r
+
k
`2r
+ · · ·
=
k + 1
r
+
k
r
v`(q
r − 1) + k
r(`− 1)
=
k
r
(
v`(q
r − 1) + 1
`− 1 + 1
)
+
1
r
,
which concludes the proof. 
Theorem 5.2.5. Let k be a field, and X/k a smooth variety with simple normal
crossings compactification. Let x1, x2 be k-rational points or rational tangential
basepoints of X. Let σ ∈ Gk be a quasi-scalar of degree q−1 ∈ Z×` with respect to
the weight filtration on Q`[[pie´t,`1 (Xk¯;x1, x2)]]. Suppose that X satisfies assumption
(A1). Then the integral `-adic period bin associated to the sequence of σ-modules
0→W−i−1/W−n →W−i/W−n →W−i/W−i−1 → 0
satisfies
bin ≤ Cq,`,n−i−1.
Here Cq,`,n is defined as in Corollary 5.2.4, and W
−i is the i-th piece of the
weight filtration on Z`[[pie´t,`1 (Xk¯;xi, xj)]], inherited from the weight filtration on
Z`[[pie´t,`1 (Xk¯;xi, xj)]] defined above.
Proof. By Corollary 5.2.4, it is enough to show that
bin ≤
n−i−1∑
j=1
v`(q
j − 1).
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Let Z`(q) be the Z`[σ]-module which is free of rank one as a Z`-module, and on
which σ acts via the scalar q. Assume we have already proven this for bin−1, that is,
that we have found a commutative diagram of σ-modules
W−i/W−i−1
·a

pn−1
vvnnn
nnn
nnn
nnn
0 // W−i−1/W−n+1 // W−i/W−n+1 // W−i/W−i−1 // 0
with
v`(a) ≤
n−i−2∑
j=1
v`(q
j − 1).
Then by induction, it is enough to show the period bin,n−1 associated to the top
sequence in the diagram
0 // W−n+1/W−n // V //

W−i/W−i−1 //
pn−1

0
0 // W−n+1/W−n // W−i/W−n // W−i/W−n+1 // 0
(5.2.6)
satisfies
bin,n−1 ≤ v`(qn−i−1 − 1)
where
V = W−i/W−i−1 ×W−i/W−n+1 W−i/W−n,
that is, the right square is cartesian. Indeed,
bin ≤ bin−1 + bin,n−1.
But by the assumption that σ is a quasi-scalar of degree q−1, σ acts on W−n+1/W−n
via qn−1, and on W−i/W−i−1 by qi. Hence by Corollary 5.1.8, b0n,n−1 is bounded
by the least power of ` annihilating
Ext1Z`[σ](W
−i/W−i−1,W−n+1/W−n) =
⊕
N
Ext1Z`[σ](Z`(q
i),Z`(qn−1)).
By Lemma 5.1.9, this latter Ext group is the cokernel of the map (1− qn−i−1) and
hence is annihilated by `v`(1−q
n−i−1) as desired. 
Thus we have bounded all of the periods of associated to the action of a quasi-
scalar with respect to the weight filtration of
Z`[[Π1(Xk¯)]].
We will reinterpret this result in Theorem 6.2.5.
Remark 5.2.7. The estimates above required that σ be a quasi-scalar. For quasi-
Frobenii σ, one may estimate that for almost all `, the integral `-adic periods above
satisfy
bin = O(n log n),
using Yu’s p-adic Baker theorem on linear forms in logarithms [Yu07]. We believe
it would be very interesting if this could be improved to e.g. a linear estimate,
for example if σ was a Frobenius element. In particular, this would allow one to
generalize the results of this paper to positive characteristic.
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Remark 5.2.8. One may imitate many of the methods here over p-adic fields (rather
than finitely generated fields), taking ` = p and substituting some mild integral
p-adic Hodge theory for the estimates proven in this section. In particular, one may
define p-adic analogues of integral `-adic periods and imitate many of the rest of
the arguments in the paper to obtain similar restrictions on geometric monodromy
to those obtained in the next sections. However, we were unable to improve our
results using these methods, so we omit them here.
6. Convergent group rings and Hopf groupoids
6.1. Generalities. Let k be a field and X a variety over k. We now introduce
certain Galois-stable sub-objects of
Q`[[Π1(Xk¯)]]
on which Gal(k/k) acts; we will use the results of the previous sections to show
that, in favorable circumstances, quasi-scalars in Gal(k/k) will act diagonalizably
on these objects.
We first define a valuation vn on the groups
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I
n(xi, xj).
Namely, if g ∈ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n(xi, xj), we let
vn(g) = − inf{v(s) | s ∈ Q` such that s · g ∈ Z`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n(xi, xj)}.
Here we write
s · g ∈ Z`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n(xi, xj)
to indicate that s · g is in the image of the natural map
Z`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I
n(xi, xj)→ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n(xi, xj).
One may check that vn satisfies the usual properties of a non-archimedean valuation.
We also let
pin : Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]→ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n(xi, xj)
be the natural quotient map.
Note that for any x,
vn(pin(x)) ≥ vn+1(pin+1(x)). (6.1.1)
Definition 6.1.2. Fix r ∈ R>0. The convergent Hopf groupoid of radius `−r
Q`[[Π1(Xk¯)]]≤`
−r ⊂ Q`[[Π1(Xk¯)]]
has the same objects {x1, · · · , xn} as Q`[[Π1(Xk¯)]], with morphisms xi to xj , denoted
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
≤`−r
given by the collection of g ∈ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] such that
vn(pin(g)) + rn→∞
as n tends to infinity. If xi = xj , we call the Hopf algebra
Q`[[pie´t,`1 (Xk¯; x¯i)]]
≤`−r
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the convergent group ring of radius `−r. If R ⊂ Q` is a subring, we define
R[[Π1(Xk¯)]]
≤`−r = Q`[[Π1(Xk¯)]]≤`
−r ∩R[[Π1(Xk¯)]].
In other words, the convergent Hopf groupoid consists of those elements whose
denominators “do not grow too quickly” with respect to the I -adic filtration. One
may check that Q`[[Π1(Xk¯)]]≤`
−r
does in fact satisfy the axioms of a Hopf groupoid,
justifying its name. We explicitly check that the composition law inherited from
Q`[[Π1(Xk¯)]] preserves Q`[[Π1(Xk¯)]]≤`
−r
, and leave checking the rest of the axioms
(Definition 8.0.4) to the interested reader.
Proposition 6.1.3. Suppose R ⊂ Q`. Let
x ∈ R[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
, y ∈ R[[pie´t,`1 (Xk¯; x¯j , x¯k)]]≤`
−r
be two elements. Then
x ◦ y ∈ R[[pie´t,`1 (Xk¯; x¯i, x¯k)]]≤`
−r
.
Proof. Clearly it suffices to check this for R = Q`.
There exists N such that vn(pin(`
Nx)) + rn, vn(pin(`
Ny)) + rn > 0 for all n.
Without loss of generality, we may replace x, y with `Nx, `Ny, so we assume that
vn(pin(x)) + rn, vn(pin(y)) + rn > 0 for all n. Let f : N→ R be a positive, increasing
function tending to infinity such that
f(n) ≤ vn(pin(x)) + rn, vn(pin(y)) + rn
for all n; such a function exists by hypothesis.
We have that
vn(pin(x ◦ y)) ≥ min
a+b=n
(va(pia(x)) + vb(pib(y))) ,
using that I a ·I b ⊂ I a+b, by definition. Thus
vn(pin(x ◦ y)) + rn ≥ min
a+b=n
(va(pia(x)) + vb(pib(y)) + r(a+ b)))
= min
a+b=n
(va(pia(x)) + ra+ vb(pib(y)) + rb)))
≥ min
a+b=n
(f(a) + f(b))
≥ min
a+b=n
(max(f(a), f(b)))
≥ f(bn/2c).
This last clearly tends to infinity with n. 
In particular, we have that the sets
Q`[[pie´t,`1 (Xk¯; x¯)]]
≤`−r
are rings, with multiplication inherited from the usual group ring.
Remark 6.1.4. As the Galois action on Q`[[Π1(Xk¯)]] preserves Z`[[Π1(Xk¯)]], it also
preserves Q`[[Π1(Xk¯)]]≤`
−r
. Thus the convergent Hopf groupoid/convergent group
ring inherits a Galois action.
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Our main reason for defining convergent group rings and Hopf groupoids is that
for X satisfying Assumption (A1), continuous representations
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
will induce natural ring homomorphisms
Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r → gln(Q`)
for for r  0; r depends on the image of ρ. More generally, if F is a lisse `-adic
sheaf on Xk¯, we obtain a representation of
Q`[[Π1(Xk¯)]]≤`
−r
for r  0, in the sense of Definition 8.0.11.
Definition 6.1.5. Let
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
be a continuous representation. Let
Z`[[ρ]] : Z`[[pie´t,`1 (Xk¯, x¯)]]→ gln(Z`)
be the map induced by ρ. Then we define r0(ρ) be the supremum over all r ∈ R>0
such that
(Z`[[ρ]])(I s) ≡ 0 mod `bsrc for s 0.
Here I is the augmentation ideal of Z`[[pie´t,`1 (Xk¯, x¯)]].
Proposition 6.1.6. Let
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
be a continuous representation. Suppose that X satisfies Assumption (A1). Then
for any 0 < r < r0(ρ), Z`[[ρ]] extends to a unique commutative diagram
Z`[[pie´t,`1 (Xk¯, x¯)]]
Z`[[ρ]] //

gln(Z`)

Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r ρr // gln(Q`)
where ρr is a continuous map of Q`-algebras, and the vertical maps are the obvious
inclusions.
Proof. Let x ∈ Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
be any element. For each n, let xn be any lift
of `dvn(pin(x))epin(x) to Z`[[pie´t,`1 (Xk¯, x¯)]] ⊂ Q`[[pie´t,`1 (Xk¯, x¯)]]. By continuity of ρr, we
must have that
ρr(x) = lim
n→∞ `
−dvn(pin(x))e · (Z`[[ρ]])(xn)
if the limit exists; this proves uniqueness of ρr. (Observe that for this limit formula
to make sense, we need Assumption (A1).)
We now show that the limit does in fact exist. Let m be a positive integer. Then
ym+1 := xm+1 − `dvm+1(pim+1(x)))e−dvm(pim(x))exm ∈ Im,
because xm+1 and `
dvm+1(pim+1(x)))e−dvm(pim(x))exm are both lifts of
`dvm+1(pim+1(x)))epim(x)
to
Z`[[pie´t,`1 (Xk¯, x¯)]].
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(Here Im refers to the m-th power of the augmentation ideal in Z`[[pie´t,`1 (Xk¯, x¯)]]).
Hence we have
xm+1 = `
dvm+1(pim+1(x)))e−dvm(pim(x))exm + ym+1
and thus
xn = yn + `
dvn(pin(x))e(
n−1∑
j=1
`−dvj(pij(x))eyj)
where yj ∈ I j . Thus
`−dvn(pin(x))e · (Z`[[ρ]])(xn) =
n∑
j=1
`−dvj(pij(x))e(Z`[[ρ]])(yj).
By definition of Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
, vj(pij(x)) + jr → ∞; moreover, by our
choice of r0 and the fact that yj ∈ I j , we have (Z`[[ρ]])(yj) ≡ 0 mod `bjrc. Thus
`−dvj(pij(x))e(Z`[[ρ]])(yj)→ 0
and the sequence converges as desired. 
If ρ is a representation of Z`[[Π1(Xk¯)]], an identical theorem with identical
proofs holds for extending representations to Q`[[Π1(Xk¯)]]≤p
−r
; we omit the precise
statement and proof as we will not require them.
Observe that for any continuous representation
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`),
the real number r0 defined in Definition 6.1.5 is always non-zero. Indeed, the residual
representation
ρ¯ : pie´t,`1 (Xk¯, x¯)→ GLn(F`)
is necessarily unipotent, so the augmentation ideal of Z`[[pie´t,`1 (Xk¯, x¯)]] acts topolog-
ically nilpotently on Zn` .
Proposition 6.1.7. Let
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
be a continuous representation. Then
(1) if
ρ ≡ triv mod `k,
we have r0(ρ) ≥ k.
(2) Let
G = im(ρ¯ : pie´t,`1 (Xk¯, x¯)→ GLn(F`)).
If IG is the augmentation ideal of F`[G], let c be the least integer such that
I cG = 0. Then r0(ρ) ≥ 1/c.
In particular, for any ρ, r0(ρ) > 0.
Proof. We begin with a proof of (1). We have Z`[[ρ]](I ) ≡ 0 mod `k, hence
Z`[[ρ]](I n) ≡ 0 mod `nk, giving the result immediately.
To prove (2), note that I cG = 0 implies that Z`[[ρ]](I c) ≡ 0 mod `. Hence
Z`[[ρ]](Imc) ≡ 0 mod `m
giving the desired inequality. 
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6.2. Examples and relation to integral `-adic periods. We now move on to
studying specific examples of Q`[[Π1(Xk¯)]]≤p
−r
, and in particular to analyzing the
Galois action on these convergent Hopf groupoids/group rings.
The following example justifies the word “convergent” in the name “convergent
Hopf groupoid.”
Example 6.2.1. Let k be a field of characteristic different from `, and let X = Gm,k.
Let x be the rational basepoint 1 ∈ Gm(k). Fixing an embedding k ↪→ k¯, we obtain
a geometric point x¯ of X. Then
pie´t,`1 (Xk¯, x¯) = Z`(1).
Let Γ = Z`(1) . It is well-known that
Z`[[Γ]] = Z`[[T ]]
and that the I -adically completed group ring satisfies
Q`[[Γ]] ' Q`[[T ]]
under the isomorphism T 7→ γ− 1, where γ is a topological generator of Γ. We have
that
W−n = I n = (Tn).
Under this isomorphism, the subring of Q`[[Γ]]≤`
−r ⊂ Q`[[Γ]] is identified precisely
with the ring of convergent power series on the closed ball of radius `−r in Q`[[T ]],
for r > 0. If k is a field and σ ∈ Gk, we have that for γ ∈ Γ,
σ(γ) = γχ(σ),
where χ : Gk → Z×` is the cyclotomic character. (In particular, all σ act via
quasi-scalars.)
Equivalently,
γ(1 + T ) = (1 + T )χ(σ).
Hence log(1 + T ) is sent to χ(σ) log(1 + T ) by σ. For any r > 0, log(1 + T ) ∈
Q`[[Γ]]≤`
−r
. Indeed, the elements
log(1 + T )n, n ∈ Z≥0
are a basis of σ-eigenvectors in Q`[[Γ]]≤`
−r
with eigenvalues χ(σ)n, i.e. they are
linearly independent over Q` and their span is dense.
In fact, we have a similar statement for any variety with abelian or nilpotent
fundamental group (there exist varieties with non-abelian torsion-free nilpotent
fundamental group—see e.g. [SVdV86] or [Cam95] for examples).
Theorem 6.2.2. Let k be a field of characteristic different from `, and let X/k
be a smooth variety admitting a simple normal crossings compactification. Let x
be a rational point or rational tangential basepoint of X, and k ↪→ k¯ an algebraic
closure of X. Suppose that σ ∈ Gk acts on Q`[[pie´t,`1 (Xk¯, x¯)]] via a quasi-Frobenius
with respect to the weight filtration. Suppose further that
pie´t,`1 (Xk¯, x¯)
is finitely generated and nilpotent. Then for any r > 0,
Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r
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admits a set of σ-eigenvectors whose span is dense. Moreover,
I n(x) ∩Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
admits a set of σ-eigenvectors of weight ≤ −n whose span is dense.
Recall that we defined the weight of a σ-eigenvector in Definition 4.3.2.
Before proving the theorem, we need a brief lemma.
Lemma 6.2.3. Let k be a field and X a k-variety; let xi, xj be rational points or ra-
tional tangential basepoints of X such that for some r > 0, Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
admits a set of σ-eigenvectors whose span is dense, for some σ ∈ Gk which is a
quasi-Frobenius with respect to the weight filtration. Let w be the minimum weight
appearing in the Gk-representation H
1(Xk¯,Q`). Then
I n ∩Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
is (topologically) spanned by σ-eigenvectors of weight at most −nw.
Proof. Let Wi ⊂ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
be the span of the weight i σ-eigenvectors.
Then if i 6= 0, the augmentation map Wi → Q` is zero, so Wi ⊂ I ; moreover, as
the Wi span Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
, the map W0 → Q` must be an isomorphism.
In general, comparison to the associated graded of the I -adic filtration shows that
any σ-eigenvector of weight ≤ −nw must be contained in I n.
Let us now prove thatI n∩Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
is spanned by σ-eigenvectors,
which by the previous paragraph necessarily have weight ≤ −wn. As the σ-
eigenvectors have dense span in Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
, the σ-eigenvectors of
weight at most −1 must span I . Let v1, · · · , vn be a set of lifts of the σ-eigenvectors
of I /I 2 to I . Then the monomials in the vi of degree ≥ n have span which is dense
in I n, e.g. by considering the associated graded ring of the I -adic filtration. 
Proof of Theorem 6.2.2. We will freely use facts about Mal’cev Lie algebras in this
argument—see [Qui69, Appendix A3] for a reference. We define
Liepie´t,`1 (Xk¯) ⊂ Q`[[pie´t,`1 (Xk¯, x¯)]]
to be the set of primitive elements, namely those x such that
∆(x) = x⊗ 1 + 1⊗ x.
Then the bracket
[−,−] : x, y 7→ xy − yx
turns Liepie´t,`1 (Xk¯) into a Q`-Lie algebra, as the name would suggest. As pi
e´t,`
1 (Xk¯)
is finitely generated and nilpotent, Liepie´t,`1 (Xk¯) is finite-dimensional over Q` and
generated over Q` by
{log x, x ∈ im(pie´t,`1 (Xk¯)→ Q`[[pie´t,`1 (Xk¯, x¯)]])}.
Hence
Liepie´t,`1 (Xk¯) ⊂ Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
for any r > 0. For N  0, the natural map
Liepie´t,`1 (Xk¯)→ Q`[[pie´t,`1 (Xk¯, x¯)]]/I N (x)
is injective, so it follows from Theorem 4.3.4 that σ acts semisimply on Liepie´t,`1 (Xk¯).
Thus Liepie´t,`1 (Xk¯) admits a basis of eigenvectors.
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Let {v1, · · · , vn} be a set of linearly independent σ-eigenvectors in Liepie´t,`1 (Xk¯)
lifting a basis of eigenvectors of Liepie´t,`1 (Xk¯)
ab. The map
Liepie´t,`1 (Xk¯)→ Q`[[pie´t,`1 (Xk¯, x¯)]]
factors through I (x), and the induced map
Liepie´t,`1 (Xk¯)
ab → I (x)/I 2(x)
is an isomorphism. Thus the diagram
Span(vi) ' Liepie´t,`1 (Xk¯)ab //

I (x)
Liepie´t,`1 (Xk¯)
//

I (x)

Liepie´t,`1 (Xk¯)
ab ∼ // I (x)/I 2(x)
gives a σ-equivariant splitting of the map
I (x)→ I (x)/I 2(x).
Let {v¯1, · · · , v¯n} be the images of the vi in I (x). Then the monomials in the v¯i (in-
cluding the empty monomial 1) provide a set of σ-eigenvectors inQ`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
whose span is dense, as desired. The span of a monomial in the vi of total degree n
has weight −n, giving the claim about the weights of
I n(x) ∩Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
.
(Alternately, we may observe that the weights of H1(Xk¯,Q`) are in {1, 2}, so the
claim about weights follows from Lemma 6.2.3.) 
We now recast the results of Section 5 in terms of convergent group rings and
convergent Hopf groupoids.
Theorem 6.2.4. Let k be a field and X/k a smooth variety satisfying Assumption
(A1) of Section 5 with H1(Xk¯,Q`) pure of weight ι. Let xi, xj be rational points or
rational tangential basepoints of X; choosing an embedding k ↪→ k¯ gives geometric
basepoints x¯i, x¯j. Suppose that σ ∈ Gk acts via a quasi-scalar of degree q−1 on
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] with respect to the weight filtration. Let s be the order of q in
F×` if ` 6= 2 and in (Z/4Z)× if ` = 2. Let  = 1 if ` = 2 and  = 0 otherwise. Then
for any
r >
1
s
(
v`(q
s − 1) + 1
`− 1 + 
)
,
the topological vector space
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
≤`−r
is spanned by σ-eigenvectors. Moreover,
I n(xi, xj) ∩Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
admits a set of σ-eigenvectors of weight ≤ −n whose span is dense.
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Proof. Under the assumption that H1(Xk¯,Q`) is pure, the weight filtration on
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] is the same as the I -adic filtration. We use this fact freely
below.
We first consider the case xi = xj ; denote this basepoint or tangential basepoint
simply by x. The bounds on the integral `-adic periods b1n in Theorem 5.2.5 precisely
show that the natural map
I (x) ∩Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r → I (x)/I 2(x)
splits in a canonical, σ-equivariant manner. Indeed, the bounds of that theorem
show exactly that if α ∈ I (x)/I 2(x) is such that v2(α) = 0, the unique αn ∈
I (x)/I n(x) such that αn lifts α as a σ-eigenvector satisfies:
vn(αn) > −n
s
(
v`(q
s − 1) + 1
`− 1 + 
)
.
The (αn) give exactly the desired σ-equivariant splitting. Let {v1, · · · , vN} be a
basis of the image of this splitting. Then the monomials in the vi (including the
empty monomial 1) are a spanning set of σ-eigenvectors (they are all contained
in Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
by Proposition 6.1.3); the monomials of degree ≥ n have
weight ≤ −nι and span I n ∩Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
.
Now, we consider the case xi 6= xj . The bounds on the integral `-adic periods b0n
in Theorem 5.2.5 precisely show that the natural augmentation map
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
≤`−r → Q`
splits σ-equivariantly, that is, the canonical path pi,j constructed in Proposition-
Construction 4.3.6 lies in Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
. Now if {wm}m∈I is a spanning
set of σ-eigenvectors in Q`[[pie´t,`1 (Xk¯, x¯i)]]≤`
−r
, the elements {wm ◦ pi,j}m∈I are a
spanning set of σ-eigenvectors in Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
. 
We now consider the case where H1(Xk¯,Z`) is mixed.
Theorem 6.2.5. Let k be a field and X/k a smooth variety satisfying Assumption
(A1) of Section 5. Let xi, xj be rational points or rational tangential basepoints of
X; choosing an embedding k ↪→ k¯ gives geometric basepoints x¯i, x¯j. Suppose that
σ ∈ Gk acts via a quasi-scalar of degree q−1 on Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]] with respect
to the weight filtration. Let s be the order of q in F×` if ` 6= 2, and in (Z/4Z)× if
` = 2. Let  = 1 if ` = 2 and  = 0 otherwise. Then for any
r >
2
s
(
v`(q
s − 1) + 1
`− 1 + 
)
,
we have that
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
≤`−r
is spanned by σ-eigenvectors. Moreover,
I n(xi, xj) ∩Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
admits a set of σ-eigenvectors of weight ≤ −n whose span is dense.
Proof. The proof is identical to that of Theorem 6.2.4, replacing the I -adic filtration
with the weight filtration. By Proposition 4.2.2, we have that W−2n−1 ⊂ I n; we
let
pn : Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/W
−2n−1 → Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/I n
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be the natural quotient map. Let α ∈W−i/W−i−1 be a σ-eigenvector. By Theorem
5.2.5, for n 0 the unique σ-eigenvector αn in Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]/W−2n−1 lifting
v satisfies
vn(pn(αn)) > −2n
s
(
v`(q
s − 1) + 1
`− 1 + 
)
+ C
for some constant C. Thus the sequence pn(αn) defines the desired eigenvector in
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
. 
Remark 6.2.6. Observe that the bound on r so that the action of our quasi-scalar σ
on the convergent group ring of radius `−r depends only on the degree of σ.
Remark 6.2.7. The bounds in Theorems 6.2.4 and 6.2.5 are clearly not optimal. For
example, let X, k be as in 6.2.4, and let k′ be a finite extension of k. Suppose σ ∈ Gk
acts on Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
via a quasi-scalar of degree q−1 with respect to
the weight filtration. Then for any r as in the theorem,
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
≤`−r
admits a set of σ-eigenvectors whose span is dense. But if we instead applied the
theorem to Xk′ , k
′ (replacing σ with σn ∈ Gk′ ⊂ k′), we would obtain significantly
worse bounds for r. We formalize one solution to this problem with the following
corollary.
Corollary 6.2.8. Let k be a finite field and X/k a variety. Let xi, xj be rational
points or rational tangential basepoints of X. Let σ ∈ Gk be any element. Suppose
that for some r > 0,
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
≤`−r
admits a set of σ-eigenvectors whose span is dense. Then for any finite extension
k′/k, with σn ∈ Gk′ ⊂ Gk, the same is true for Xk′ , i.e.
Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]
≤`−r
admits a set of σn-eigenvectors whose span is dense.
Proof. If {vi} ⊂ Q`[[pie´t,`1 (Xk¯; x¯i, x¯j)]]≤`
−r
is a set of eigenvectors for the σ whose
span is dense, then it is also a set of eigenvectors for σn, concluding the proof. 
7. Applications to monodromy
We now use the results of the preceding sections to study monodromy repre-
sentations arising from geometry. Let k be a field and X a k-variety. Let x¯ be a
geometric point of X. Suppose that
ρ : pie´t1 (Xk¯, x¯)→ GLn(Z`)
is a representation arising from geometry—i.e. suppose ρ arises as the monodromy
representation on Ripi∗Z` for some proper morphism pi : Y → Xk¯ of varieties over
Spec(k¯). Then the first observation of this section is that there exists a finite
extension k ⊂ k′, and a commutative diagram
pie´t1 (Xk¯, x¯)
ρ //

GLn(Z`)
pie´t1 (Xk′ , x¯).
ρ′
88qqqqqqqqqq
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That is, the representation ρ extends to a representation of pie´t1 (Xk′ , x¯). By the
results of the previous sections, this will place serious restrictions on ρ.
In fact, many of our results do not require that the representation ρ come from
geometry. We define another notion — that of arithmeticity — which we will use in
our proofs.
Definition 7.0.9. Let k be a field and X a k-variety with geometric point x¯. Then
we say that a continuous representation
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
is arithmetic if it arises as a subquotient of a representation
ρ˜ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`),
such that ρ˜ extends to a continuous representation of pie´t,`1 (Xk′ , x¯) for some finite
extension k′ of k.
We first observe that for arithmetic ρ, we may choose ρ˜ as above having many of
the same properties as ρ. For example, if ρ is trivial mod `r, we may assume that
ρ˜|pie´t,`1 (Xk¯,x¯) is trivial mod `
r.
Lemma 7.0.10. Suppose that
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
is an arithmetic representation, which is trivial mod `r, and that ρ⊗Q` is irreducible.
Then a finite extension k ⊂ k′ and a representation β : pie´t,`1 (Xk′ , x¯) → GLn(Z)
such that
• ρ is a subquotient of β|pie´t,`1 (Xk¯,x¯), and• β|pie´t,`1 (Xk¯,x¯) is trivial mod `
r.
• r0(β|pie´t,`1 (Xk¯,x¯)) ≥ r0(ρ), where r0(ρ) is defined as in Definition 6.1.5.
Proof. By assumption, there exists a finite extension k ⊂ k′ and a representation
γ : pie´t,`1 (Xk′ , x¯)→ GLn(Z`)
such that ρ arises as a subquotient of γ|pie´t,`1 (Xk′ ,x¯). Let 0 = V
0 ⊂ V 1 ⊂ · · ·V r = γ be
the socle filtration of γ|pie´t,`1 (Xk¯,x¯)⊗Q` (viewed as a representation of pi
e´t,`
1 (Xk¯, x¯)), i.e.
V i is the largest subrepresentation of γ|pie´t,`1 (Xk¯,x¯) such that V
i/V i−1 is semi-simple
as a pie´t,`1 (Xk¯, x¯))-representation. As the socle filtration is canonical, each V
i/V i−1
also extends to a representation of pie´t,`1 (Xk′ , k¯). As ρ⊗Q` is irreducible, it arises as
a direct summand of V i/V i−1 for some i (viewed as a pie´t,`1 (Xk¯, x¯)-representation).
Thus we may assume γ|pie´t,`1 (Xk¯,x¯) ⊗Q` is semisimple.
Let W ⊂ V i/V i−1 be the minimal sub-pie´t,`1 (Xk′ , x¯)-representation containing
ρ⊗Q`. As a pie´t,`1 (Xk¯, x¯)-representation, W splits as a finite direct sum of the form
W =
⊕
(ρσ ⊗Q`)ασ ,
where ρσ denotes the representation obtained by pre-composing ρ with an auto-
morphism σ of pie´t,`1 (Xk¯, x¯). Let β be the Z`-submodule of W spanned by τ(ρ),
for τ ∈ pie´t,`1 (Xk′ , x¯). β is a lattice by the compactness of Gk, and ρ is clearly a
subquotient of β. Moreover β is spanned by the modules τ(ρ), each of which is
trivial mod `r (as representations of pie´t,`1 (Xk¯, x¯)), and hence is trivial mod `
r as
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desired. The statement about r0 follows identically (from the fact that β is spanned
by the τ(ρ)). 
The main arguments of this section will exploit the fact that in many cases, we
have shown that if k is a finitely generated field, there exists an element σ ∈ Gk
such that for r  0,
I n(xi, xj) ∩Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
is spanned by σ-eigenvectors of weight ≤ −n, and where σ ∈ Gk is acts on
Q`[[pie´t,`1 (Xk¯, x¯)]] via a quasi-scalar with respect to the weight filtration. Recall that
if ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`) is a representation, then for r < r0(ρ) (defined as in
Definition 6.1.5), ρ induces a map
ρr : Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r → gln(Q`).
But ρr must kill any σ-eigenspace in Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
of weight not appearing in
gln(Q`). Thus if r is large enough that σ acts on Q`[[pi
e´t,`
1 (Xk¯, x¯)]]
≤`−r diagonalizably,
ρr(W
−N ) = 0 for N  0.
Theorem 7.0.11. Let k be a field and X/k a variety satisfying Assumption (A1).
Let x ∈ X be a rational point or rational tangential basepoint, and suppose that
Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r
is spanned by σ-eigenvectors for some r > 0, where σ ∈ Gk is a quasi-Frobenius
with respect to the weight filtration. Then any arithmetic representation
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
with r0(ρ) > r is unipotent, where r0(ρ) is defined as in Definition 6.1.5. If ρ⊗Q`
is irreducible, then ρ is trivial.
Proof. By Lemma 7.0.10, we may assume ρ arises as a subquotient of β|pie´t,`1 (Xk¯,x¯),
for a representation
β : pi1(Xk′ , x¯)→ GLn(Z`)
satisfying r0(β|pie´t,`1 (Xk¯,x¯)) ≥ r0(ρ), and where k
′/k is finite. It suffices to show that
β|pie´t,`1 (Xk¯,x¯)⊗Q` is unipotent. Indeed, any subquotient of a unipotent representation
is unipotent, and any irreducible unipotent representation is trivial.
By Proposition 6.1.6, β|pie´t,`1 (Xk¯,x¯) extends to a ring map
βr : Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r → gln(Q`).
As β extends to a representation of pie´t,`1 (Xk′ , x¯), there exists an action of σ
m on
gln(Q`) for some m so that βr is equivariant with respect to this action and the
natural action of σm on Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
.
Let q−1 be the degree of σ. Now gln(Q`) splits into finitely many (generalized)
eigenspaces under the action of σ, as gln(Q`) is finite dimensional; in particular,
for N  0, qN does not appear as a generalized eigenvalue of the σ-action on
gln(Q`). But by Lemma 6.2.3, I n is spanned by σ-eigenvectors of weight ≤ −n.
Hence βr must annihilate I N ; in particular, β must be unipotent (as for every
g ∈ pie´t,`1 (Xk¯, x¯), we have that g − 1 acts nilpotently). 
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7.1. Nilpotent Fundamental Groups. We begin by analyzing the possible geo-
metric representations of nilpotent fundamental groups of algebraic varieties.
Theorem 7.1.1. Let k be a finitely generated field of characteristic different from `,
and let X/k be a smooth variety admitting a simple normal crossings compactification.
Let x be a rational point or rational tangential basepoint of X, and k ↪→ k¯ an algebraic
closure of X. Suppose that
pie´t,`1 (Xk¯, x¯)
is torsion-free nilpotent. Then any arithmetic representation
ρ : pie´t,`1 (Xk¯, x¯)→ GLn(Z`)
is unipotent.
Proof. First, note that X as in the theorem satisfies Assumption (A1), so we may
freely apply Theorem 7.0.11.
Let r0(ρ) be as in Definition 6.1.5; by Proposition 6.1.7, r0(ρ) > 0. Choose
any r with 0 < r < r0(ρ). Then by Theorem 6.2.2, Q`[[pie´t,`1 (Xk¯, x¯)]]≤`
−r
admits a
dense set of quasi-Frobenius eigenvectors, for any quasi-Frobenius. But there are
elements in Gk which act via a quasi-Frobenius on Q`[[pie´t,`1 (Xk¯, x¯)]] with respect
to the weight filtration. Indeed, there exists a sub-algebra R ⊂ k with k = Frac(R)
so that X has good reduction over R (i.e. there exists a smooth model of X over
R so that the simple normal crossings compactification of X extends to a relative
simple normal crossings compactification). Then any Frobenius at a closed point of
Spec(R) acts via a quasi-Frobenius on Q`[[pie´t,`1 (Xk¯, x¯)]]. We may now conclude the
result by Theorem 7.0.11. 
We now deduce some geometric consequences of this theorem.
Theorem 7.1.2. Let k be a field, and let X/k be a smooth variety admitting a
simple normal crossings compactification, and let η(X) be the generic point of X.
Suppose
pitame1 (Xk¯, x¯)
is torsion-free nilpotent. Let A be an Abelian scheme over X, and suppose that the
monodromy representation
ρ : pi1(Xk¯, x¯)→ GL(T`(A))
factors through pitame1 (Xk¯, x¯) for some ` different from the characteristic of k. Then
Aη(X) is isogenous to an isotrivial Abelian variety.
Remark 7.1.3. The condition that the monodromy representation be tame is au-
tomatic in characteristic zero or in characteristic p if p > 2 dim(A/X) + 1. It is
a necessary condition—for example, there are non-isotrivial elliptic curves over
Gm = Spec(k[t, t−1]), namely
y2 = x3 + x2 − t
in characteristic 2 and
y2 + xy = x3 + t
in characteristic 3. These examples were suggested to the author by Noam Elkies.
Higher dimensional Abelian schemes over Gm (in small characteristic relative to
their dimension) may be constructed as Jacobians of Drinfel’d modular curves.
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Proof of Theorem 7.1.2. By passing to a finite (tame) cover p : X ′ → X, we may
assume that ρ is residually trivial, and in particular factors through pie´t,`1 (X
′¯
k
, x¯′).
As p was tame, we have that pitame1 (X
′¯
k
, x¯′) ⊂ pitame1 (Xk¯, x¯) and hence pitame1 (X ′¯k, x¯′)
is torsion-free nilpotent. Thus we may assume that ρ factors through pie´t,`1 (X
′¯
k
, x¯′).
Thus (renaming X ′ as X) it suffices to show that if ρ factors through pie´t,`1 (Xk¯, x¯),
then Aη(X) is inseparably isogenous to a constant Abelian scheme (i.e. one pulled
back from k). By the Lang-Ne´ron theorem [Con06], it suffices to show that in this
case the monodromy representation on T`(A) is unipotent. In this case, the rational
torsion subgroup of Aη(X) is not finitely generated, so Aη(X) has non-trivial trace;
replacing Aη(X) with the quotient by its trace, we are done by induction on the
dimension of A
Now, there exists a finitely generated field k′ ⊂ k over which X ′ and A are
defined, and so we are done by Theorem 7.1.1, 
Remark 7.1.4. We view Theorems 7.1.1 and 7.1.2 as being analogous to the hy-
perbolicity of period domains. This hyperbolicity rules out e.g. maps from C∗ or
Abelian varieties to period domains—similarly, Theorem 7.1.1 shows that there are
representation-theoretic obstructions to the existence of such maps in the case that
such maps arise from algebraic geometry; Theorem 7.1.2 is a precise version of this
for period domains arising as moduli of Abelian schemes with level structure.
Remark 7.1.5. One may prove Theorem 7.1.1 by other means—for example, by
using Deligne’s theorem on semisimplicity of geometric monodromy (though we were
unable to find Theorem 7.1.1 in the literature). However, as we will see soon, the
method used here generalizes to varieties with more interesting fundamental group.
The proof also shows
Theorem 7.1.6. Let k be a field, and let X/k be a smooth variety admitting a
simple normal crossings compactification. Suppose
pitame1 (Xk¯, x¯)
is torsion-free nilpotent. Let
ρ : pitame1 (Xk¯, x¯)→ GLn(Z`)
be any arithmetic representation, where ` is different from the characteristic of k.
Then ρ is quasi-unipotent (i.e. its restriction to some finite index subgroup of pitame1
is unipotent).
7.2. Restrictions on monodromy in general. We now turn to results for arbi-
trary normal varieties in characteristic zero. Our main result is:
Theorem 7.2.1. Let k be a finitely generated field of characteristic zero, and X/k
a normal variety. Let ` be a prime. Then there exists
N = N(X, `)
such that any arithmetic representation
ρ : pi1(Xk¯)→ GLn(Z`)
which is trivial mod `N is unipotent.
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Remark 7.2.2. We have suppressed the choice of basepoint in this theorem because
the notion of arithmeticity is independent of basepoint — we will choose a basepoint
in the course of the proof.
Proof. By [Del81], there exists a curve C/k and a map C → X such that
pie´t1 (Ck¯, x¯)→ pie´t1 (Xk¯, x¯)
is surjective for any geometric point x¯ of C. Thus we may immediately replace X
with C; observe that pi1(Ck¯, x¯) satisfies Assumption (A1). After replacing k with a
finite extension k′, we may assume x¯ comes from a rational point of C. Note that
the choice of C and k′ does not depend on ρ. Thus we replace k with k′ and X
with C.
By Corollary 4.4.5, there exists σ ∈ Gk such that σ acts on Q`[[pie´t,`1 (Ck¯, x¯)]] via
a quasi-scalar with respect to the weight filtration. Then by Theorem 6.2.5, there
exists r > 0 such that σ acts diagonalizably on Q`[[pie´t,`1 (Ck¯, x¯)]]≤`
−r
. Set N to be
the least integer greater than r; note again that N does not depend on ρ. Now
if r0(ρ) ≥ N , (which it is if ρ is trivial mod `N , using Proposition 6.1.7), we may
conclude the theorem by Theorem 7.0.11. 
Remark 7.2.3. Observe that N only depends on X and `, and not on any of the
parameters of ρ (for example, its dimension). To our knowledge this was not
expected.
We may now prove Theorem 1.1.1, from the introduction.
Recall that we say a representation ρ of pi1(X) arises from geometry if there
exists a proper map pi : Y → X so that ρ arises as the monodromy representation
of pi1 on a locally constant (resp. lisse) subquotient of R
ipi∗Z (resp. Ripi∗Z`) for
some i, where the pushforward is taken with respect to the analytic (resp. pro-e´tale)
topology.
Corollary 7.2.4. Let X/C be a normal variety, and ` a prime. Then there exists
N = N(X, `) so that any representation
pi1(X(C)an)→ GLn(Z)
which arises from geometry, and is trivial modulo `N , is unipotent.
Proof. While the corollary is stated in the analytic topology, we may by standard
comparison results immediately replace our representation ρ : pi1(X) → GLn(Z)
with the associated continuous `-adic representation of pie´t1 (X).
Let k ⊂ C be a finitely generated subfield over which X is defined; suppose that ρ
arises as a subquotient of the monodromy representation on Ripi∗Z` for some proper
morphism pi : Y → X. Then there exists a finitely generated k-algebra R ⊂ C, a
proper R-scheme Y, and a map of R-schemes
p˜i : Y→ XR
such that pi is obtained by base change along the inclusion R ⊂ C. Rip˜i∗Z` is
constructible; hence by shrinking R and quotienting out torsion we may replace it
by a lisse subquotient. Now specializing to any closed point of Spec(R), we see that
ρ|pi1(Xk¯) is arithmetic, so we are done by Theorem 7.2.1.
Observe that the N from Theorem 7.2.1 only depends on X and k, which do not
depend on ρ in any way, so we have the desired uniformity in ρ. 
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In some cases, one can make the N appearing in Theorem 7.2.1 explicit. Indeed,
N only depends on the index of the representation
Gk → GL(H1(Ck¯,Z`))
in its Zariski closure (see Remarks 4.4.6 and 6.2.6). Thus we now turn to cases
where we understand this representation.
Our main example will be the case
X = P1k \ {x1, · · · , xn},
where x1, · · · , xn ∈ P1(k). But our results will apply equally well to any smooth
variety satisfying Assumption (A1) with a simply connected simple normal crossings
compactification, or indeed to any smooth variety X with simple normal crossings
X such that H1(X k¯,Q`) = 0, and which satisfies Assumption (A1). Unlike the
previous result 7.2.1, this theorem works in arbitrary characteristic.
Theorem 7.2.5. Let k be a finitely generated field with prime subfield k0, and let
X = P1k¯ \ {x1, · · · , xn},
for x1, · · · , xn ∈ P1(k). Let ` be prime different from the characteristic of k and
q ∈ Z×` any element of the image of the cyclotomic character
χ : Gal(K/K)→ Z×` ;
let s be the order of q in F×` if ` 6= 2 and in (Z/4Z)× if ` = 2. Let  = 1 if ` = 2
and 0 otherwise. For any basepoint x of X, let
ρ : pie´t,`1 (X,x)→ GLm(Z`)
be an arithmetic representation with
r0(ρ) >
1
s
(
v`(q
s − 1) + 1
`− 1 + 
)
.
Then ρ is unipotent.
Remark 7.2.6. For any X, the bound above becomes
r0(ρ) >
1
`− 1 +
1
(`− 1)2
for all ` 0 (indeed, for any ` > 2 such that the cyclotomic character
χ : Gal(K/K)→ Z×`
is surjective). In general, it is uniform in the degree of K/Q if K is a number
field. Thus in particular if χ is surjective at ` for some odd `, then any arithmetic
representation of pi1(Xk¯) as above which is trivial mod `, is unipotent.
Proof of Theorem 7.2.5. We first choose a rational (or rational tangential) basepoint
x of X over k.
In this case,
H1(X,Z`) = Z`(1)n−1,
so a generic element σ ∈ Gk acts via a quasi-scalar on Q`[[pie´t,`1 (X)]] with respect
to the weight filtration (which equals the I -adic filtration). In particular, there
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is a σ ∈ Gk with χ(σ) = q; hence σ acts via a quasi-scalar of degree q−1. Thus by
Theorem 6.2.4, we have that for
r =
1
s
(
v`(q
s − 1) + 1
`− 1 + 
)
,
σ acts diagonalizably on
Q`[[pi1(X, x¯)]]≤`
−r
.
Now the proof is complete by Theorem 7.0.11. 
We now discuss some corollaries of Theorem 7.2.5.
First, we may deduce Theorem 1.1.3 from the introduction.
Proof of Theorem 1.1.3. We let X = P1k \ {x1, · · · , xn}. Then X admits a natural
model over the field
K = k0
(
xa − xb
xc − xd
)
1≤a<b<c<d≤n
.
Now the result follows from Theorem 7.2.5 in a manner identical to the proof of
Corollary 7.2.4. 
Corollary 7.2.7. Let X = P1C \ {x1, · · · , xn}, where the cross-ratios of the xi lie
in Q. Let x be a C-point of X. Let ρ : pi1(Xan, x)→ GLm(Z) be a representation
of geometric origin, and suppose that ρ is trivial mod ` for some prime ` > 2, or
that ρ is trivial mod 8. Then ρ⊗Q is unipotent.
Proof. Tensoring ρ with Z`, we obtain a morphism
ρ⊗ Z` : pi1(Xan, x)→ ̂pi1(Xan, x) ' pie´t1 (X,x)→ GLn(Z`)
where ̂pi1(Xan, x) is the profinite completion of pi1(Xan, x). If ρ is trivial mod `, the
map factors through
ker(GLm(Z`)→ GLm(F`)),
which is a pro-` group. Hence we obtain a map
ρ′ : pie´t,`1 (X,x)→ GLm(Z`).
By Proposition 6.1.7, if ρ′ is trivial mod ` then r0(ρ′) ≥ 1, and if ` = 2 and ρ′
is trivial mod 8 then r0(ρ
′) ≥ 3. Now the result follows from Theorem 1.1.3 and
Remark 7.2.6. Indeed, for ` > 2,
1 >
1
`− 1 +
1
(`− 1)2 ,
and for ` = 2,
3 >
1
2− 1 +
1
(2− 1)2 = 2.

Remark 7.2.8. One may also use identical methods to prove an analogous statement
for any variety X such that
H1(Xk¯,Z`) = Z`(−1)⊕N
and satisfying Assumption (A1). For example, one may take X to be the complement
of certain hyperplane arrangements in P2.
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We also have the following amusing corollary, which may also be proven using
the quasi-unipotent local monodromy theorem.
Corollary 7.2.9. Let D ⊂ P1C be finite, and let
X = P1C \D.
Let
ρ : pi1(X)→ GLn(Z)
be a representation arising from geometry which is not unipotent. If ρ is trivial mod
` for any prime ` > 2, then |D| > 3.
Proof. If D ≤ 3, there are no non-trivial cross-ratios between elements of D. Now
the result follows from Corollary 7.2.7. 
We give one final corollary over arbitrary fields. Observe that if there is a map P1\
{x1, · · · , xn} → X which induces a surjection on geometric pro-` fundamental groups,
we may apply Theorem 1.1.3 to find restrictions on monodromy representations of
the fundamental group of X. Such a map exists if X is an open subvariety of a
separably rationally connected variety, by the main result of [Kol03]. Thus we have
Corollary 7.2.10. Let k be a field an X an open subset of a separably rationally
connected k-variety. Let ` be a prime different from the characteristic of k. Then
there exists N = N(X, `) such that if
ρ : pie´t,`1 (Xk¯)→ GLm(Z`)
is a representation which arises from geometry, and is trivial mod `N , then ρ is
unipotent.
7.3. Sharpness of results and lower bounds on periods. We expect that most
of the bounds on integral `-adic periods (or equivalently, bounds on r such that
Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r
is spanned by σ-eigenvectors for some quasi-scalar σ) are far from sharp. In positive
characteristic, a positive answer to the question posed in Remark 5.2.7 would imply
that for any X over a finite field satisfying Assumption (A1), one has that there
exists r > 0 such that
Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r
is spanned by Frobenius eigenvectors. If this conjecture holds for a given X, the meth-
ods of this section would then allow us to place restrictions on geometric monodromy
representations of pi1(X) which come from geometry, in positive characteristic.
Even in characteristic zero, we expect our bounds are not in general sharp — see
for example Corollary 6.2.8 and the remark preceding it.
On the other hand, our results are sharp in some cases—indeed, the contrapositives
of results in the last section allow us to find lower bounds on integral `-adic periods
by finding non-unipotent geometric monodromy representations which are trivial
mod `.
Theorem 7.3.1. Let ` be a prime and k a finite field of characteristic different
from `. Let Y (`) be the modular curve over k parametrizing elliptic curves with full
level ` structure. Then
Q`[[pie´t,`1 (Y (`)k¯, x¯)]]
≤`−r
is not spanned by Frobenius eigenvectors for any r < 1.
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Remark 7.3.2. Equivalently, the integral `-adic periods bin associated to the weight
filtration on the `-adic fundamental group of Y (`) (as in Section 5) grow faster than
n.
Proof of Theorem 7.3.1. The Tate module of the universal family over Y (`) provides
an arithmetic monodromy representation ρ which is not unipotent, but is trivial
mod `. But r0(ρ) ≥ 1 by Lemma 6.1.7, so if
Q`[[pie´t,`1 (X(`)k¯, x¯)]]
≤`−r
was spanned by Frobenius eigenvectors for some r < 1, this would contradict
Theorem 7.0.11. 
In particular, this shows that Theorem 7.2.5 is reasonably sharp for ` ≤ 5.
Indeed, for ` ≤ 5, Y (`) has genus zero, but nonetheless admits interesting geometric
monodromy representations which are trivial mod `. This does not contradict
Corollary 7.2.7 because the cusps of Y (`) have cross-ratios which generate Q(ζ`).
One may generate more examples from the list of Shimura curves of genus zero
in [Voi09].
The finiteness of the list of genus zero modular curves suggests the following
question, which is a strong version of the question posed in Remark 5.2.7, and is
also suggested by the geometric torsion conjecture:
Question 7.3.3. Let X be a smooth curve over a finite field k, and let ` be a prime
different from the characteristic of k. Does there exist an r = r(gonality(X), `) > 0,
depending only on the gonality of X and on `, such that
Q`[[pie´t,`1 (Xk¯, x¯)]]
≤`−r
is spanned by Frobenius eigenvectors? If so, does r tend to zero rapidly with `?
A positive answer to this question would imply a positive answer to a “pro-`”
version of the geometric torsion conjecture, by the methods of this section.
8. Appendix: Hopf groupoids
This appendix is meant to collect the various definitions and facts required about
Hopf groupoids, which are certain linear algebraic objects associated to groupoids,
just as group algebras are associated to groups. See [Fre15, Part I(c), Chapter 9]
for another presentation of this topic.
Definition 8.0.4. Let R be a commutative ring. An R-Hopf groupoid G =
(Ob(G),G(a, b),∇,∆, S, , η), is the data of
• a set Ob(G),
• for each a, b ∈ Ob(G), an R-module G(a, b),
• associative composition maps ∇ : G(a, b)⊗R G(b, c)→ G(a, c),
• for each a ∈ Ob(G), unit maps η : R → G(a, a) compatible with ∇ (i.e.
turning G(a, a) into an associative R-algebra),
• for each a, b ∈ Ob(G(a, b)), counit maps  : G(a, b)→ R, such that if a = b,
 ◦ η = idR,
• antipode maps S : G(a, b)→ G(b, a) such that S ◦ S = id,
• coassociative comultiplication maps ∆ : G(a, b)→ G(a, b)⊗G(a, b) compatible
with ∆ (i.e. turning each G(a, b) into an R-coalgebra), and compatible with
the unit in the sense that each G(a, a) is a bialgebra.
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such that the following diagrams commute:
G(a, b)⊗ G(a, b) S⊗id // G(b, a)⊗ G(a, b)
∇

G(a, b)
∆
OO
 // R
η // G(b, b)
G(a, b)⊗ G(a, b) id⊗S // G(a, b)⊗ G(b, a)
∇

G(a, b)
∆
OO
 // R
η // G(a, a)
G(a, b)⊗ G(b, c) ∇ //
⊗

G(a, c)

wwooo
ooo
ooo
ooo
o
R
G(a, b)⊗ G(b, c)
∆⊗∆

∇ // G(a, c) ∆ // G(a, c)⊗ G(a, c)
G(a, b)⊗ G(a, b)⊗ G(b, c)⊗ G(b, c) id⊗τ⊗id // G(a, b)⊗ G(b, c)⊗ G(a, b)⊗ G(b, c)
∇⊗∇
OO
where τ : G(a, b)⊗ G(b, c)→ G(b, c)⊗ G(a, b) is the map x⊗ y 7→ y ⊗ x.
If H is a groupoid with set of objects Ob(H) and arrows H(a, b) for a, b ∈ Ob(H),
the R-Hopf groupoid G(H) associated to H is given by
Ob(G(H)) = Ob(H)
and
G(H)(a, b) = R[H(a, b)].
The composition maps are defined by linearly extending the composition law of
H; the unit maps are given by sending 1 ∈ R to id in G(H)(a, a); and the counit
maps are given by sending h ∈ H(a, b) to 1 ∈ R. The antipode is constructed by
extending the map h 7→ h−1 linearly, and the comultiplication arises by extending
h 7→ h⊗ h linearly. Note that such Hopf groupoids are cocommutative, in the sense
that each (G(H)(a, b),∆, η) is a cocommutative coalgebra.
Definition 8.0.5. Let G be an R-Hopf groupoid. We say an element g ∈ G(a, b) is
grouplike if ∆(g) = g ⊗ g.
Proposition 8.0.6. Let g ∈ G(a, b) be a grouplike element. Then g is invertible.
Proof. S(g) is inverse to g. 
Definition 8.0.7. Suppose G is an R-Hopf groupoid. An ideal in G is an R-
submodule I (a, b) ⊂ G(a, b) for each a, b such that
• I (a, b) is a coideal of the coalgebra G(a, b) for each a, b,
• S(I (a, b)) = I (b, a),
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• for each a, b, c,
∇(I (a, b)⊗ G(b, c)) ⊂ I (a, c)
and
∇(G(a, b)⊗I (b, c)) ⊂ I (a, c).
We will mostly consider the “augmentation ideal” I = ker().
Lemma 8.0.8. Let G be a Hopf groupoid with augmentation ideal I = {I (a, b)}.
Suppose that each G(a, b) contains a grouplike element. Then for each a, b,
I (a, b) = I (a, a)G(a, b) = G(a, b)I (b, b).
Proof. It is clear that
I (a, a)G(a, b) ⊂ I (a, b) and G(a, b)I (b, b) ⊂ I (a, b).
For the converse inclusions, let g ∈ G(a, b) be a grouplike element; we denote
its inverse S(g) by g−1. Then for any x ∈ I (a, b), x ◦ g−1 ∈ I (a, a), and x =
(x ◦ g−1) ◦ g ∈ I (a, a)G(a, b). Analogously, x = g ◦ (g−1 ◦ x) ∈ G(a, b)I (b, b). 
Corollary 8.0.9. Let G = {G(a, b)} be an R-Hopf groupoid such that each non-
empty G(a, b) contains a grouplike element. Let I be the augmentation ideal, and let
I n be the ideal generated by x◦y where x ∈ I n−1(a, c) and y ∈ I n(c, b). Then the
filtration {I n(a, a)} of G(a, a) is the I -adic filtration of G(a, a) viewed as a ring;
the filtration {I n(a, b)} of G(a, b) is the I (a, a)-adic filtration (resp. I (b, b)-adic
filtration) obtained by viewing G(a, b) as a left G(a, a)-module (resp. right G(b, b)-
module).
Proof. The assertion about G(a, a) follows from the assertion for G(a, b); we check
the assertion comparing the filtration {I n(a, b)} to the I (a, a)-adic filtration, as
the other statement follows identically.
Lemma 8.0.8 shows that I (a, b) = I (a, a)G(a, b). In general, we may assume
by induction that I n−1(a, c) = I (a, a)n−1G(a, c) for all c. Then we have for any
x ∈ I n−1(a, c), y ∈ I (c, b) that
x ◦ y ∈ I (a, a)n−1G(a, c)I (c, c)G(c, b).
Applying Lemma 8.0.8 again, we see that x◦y ∈ I (a, a)nG(a, c)G(c, b) as desired. 
Thus when we refer to the I -adic filtration on G(a, b), there is no ambiguity as
to what is meant.
Lemma 8.0.10. Let G be a groupoid and R a commutative ring. Let I be the
augmentation ideal of the R-Hopf groupoid G(H). Then for each a, b with G(a, b)
non-empty, there is are natural isomorphisms
I (a, b)/I 2(a, b) ' G(a, a)ab ⊗R ' G(b, b)ab ⊗R.
Proof. The case a = b is follows from a proof identical to that in Lemma 3.1.3. For
a 6= b, let g ∈ G(a, b) be any element. Then the maps
I (a, b)/I 2(a, b)→ I (a, a)/I 2(a, a) ' G(a, a)ab ⊗R
I (a, b)/I 2(a, b)→ I (b, b)/I 2(b, b) ' G(b, b)ab ⊗R
induced by composition with g (resp. g−1) are isomorphisms with inverse given by
composition with g−1 (resp. g).
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If h ∈ G(a, b) is any other element, then g − h ∈ I (a, b), so the map induced by
composition with g − h is identically zero. Thus the maps above do not depend on
the choice of g. 
We also require the following definition:
Definition 8.0.11. Let G be an R-Hopf groupoid. A representation of G is a choice
of R-module Ma for each object a of G, and an R-linear map
G(a, b)→ HomR-mod(Ma,Mb)
for each a, b compatible with composition.
As in the case of Hopf algebras, R-Hopf groupoids have the property that if
{Ma}, {Na} are representations of G, then {Ma ⊗R Na} naturally has the structure
of a representation. Indeed, if G had only been a category enriched over R-modules,
{Ma ⊗R Na} would naturally have the structure of a G⊗ G-representation (where
here (G ⊗ G)(a, b) = G(a, b) ⊗ G(a, b)). But the coproduct gives us a morphism
G→ G⊗ G.
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