Ullrich conditions and smoothness of reachable states of a rotating beam  by Sklyar, G.M. & Wozniak, J.
J. Math. Anal. Appl. 354 (2009) 31–45Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Ullrich conditions and smoothness of reachable states of a rotating beam
G.M. Sklyar ∗, J. Wozniak
Institute of Mathematics, University of Szczecin, ul. Wielkopolska 15, 70-451 Szczecin, Poland
a r t i c l e i n f o a b s t r a c t
Article history:
Received 7 April 2008
Available online 11 December 2008
Submitted by D.L. Russell
Keywords:
Rotating Timoshenko beam
Riesz basis
Reachability set
We consider a Timoshenko beam slowly rotating in a horizontal plane. For this model
we study the problem of description of all states reachable from a position of rest. This
problem is equivalent to a non-Fourier trigonometric problem with respect to a system
with two asymptotically close families of exponentials. Technically such a problem can be
analyzed in terms of divided differences of the moment sequences. It turns out however
that the set of reachable states admits an essentially more convenient analytical description
in terms of smoothness of ﬁnal states.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and background
The problem of control of vibrating beams has been the subject of several investigations during last decades. A number
of publications concentrate on the Euler beam model [4,5,7,12,13]. At the same time there appear more and more works
concerning Timoshenko beam model [6,8–11,15,18,20]. In [21] the nonlinear model for a rotating Timoshenko beam in a
horizontal plane was derived and the linearization of the problem in the case of a slowly rotating beam was given. This
particular model was picked up by Krabs and Sklyar and studied in [8–10]. In the monograph [10] the detailed spectral
analysis of the operators associated with Timoshenko beam model was given (for the case of non-homogenous beam see
also [16]). This allowed statement and studying—for this model—major problems concerning control theory: exact control-
lability, approximate controllability and stabilizability.
It is well known that the problem of controllability of distributed parameter systems is often reduced to the correspond-
ing trigonometric moment problem (see [14] as one of the ﬁrst works concerning this issue). In [6] Korobov et al. showed
that in the trigonometric moment problem corresponding to the model from [10] there appear two different but asymptoti-
cally close families of complex exponentials. Such a problem was earlier studied by Ullrich [19] in 1980s in its abstract form.
The conditions of solvability obtained by Ullrich are formulated as convergence of series of divided differences associated
with the moment sequences. Later these results were essentially generalized in [2,3] and others. Applying the Ullrich’s ap-
proach the conditions of the exact controllability was obtained in the form of convergence of series of divided differences of
sequences constructed by some parameters of model operators [6]. The result was developed for some more general model
in [11].
Evaluating the results of [6,11] one can observe that the condition of controllability in the form of convergence of
inﬁnite series is hard to be veriﬁed. In this context, we note that the conditions of controllability of vibrating strings and
Euler beams which were ﬁrst formulated as convergence of some series, can also be interpreted as belonging of ﬁnal
states to domains of certain operators and, ﬁnally, in terms of smoothness of the states and some boundary conditions [1].
So a natural and important question arisen is: how to interpret controllability conditions of Ullrich type (for particular
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32 G.M. Sklyar, J. Wozniak / J. Math. Anal. Appl. 354 (2009) 31–45controllability problems) in the similar way?1 Of course this problem is quite diﬃcult at least because its statement itself
essentially depends on the particular model for which the Ullrich’s conditions arise. The present paper is an attempt to
answer this question.
We recall the dimension-free model from [8] of a homogenous Timoshenko beam rotating in a horizontal plane, whose
left end is clamped into the disk of a driving motor. Let r > 0 be the radius of the disk and let θ = θ(t) be the rotation angle
as a function of the time t  0. If we denote by w(x, t) the deﬂection of the center line of the beam at the location x ∈ [0,1]
(the length of the beam is assumed to be 1) and the time t  0 and by ξ(x, t) the rotation angle of the cross section area
at x and t and if we assume the rotation to be slow, then w and ξ are governed by the two following differential equations
w¨(x, t) − w ′′(x, t) − ξ ′(x, t) = −θ¨ (t)(r + x),
ξ¨ (x, t) − ξ ′′(x, t) + w ′(x, t) + ξ(x, t) = θ¨ (t) (1)
with x ∈ (0,1) and t > 0, where y˙(x, t) = ∂
∂t y(x, t), y
′(x, t) = ∂
∂x y(x, t). In the above we assumed that γ = 1, where γ 2 = E AK
with K the shear modulus, E the Young’s modulus and A the cross section area. In addition we have boundary conditions
given by
w(0, t) = ξ(0, t) = 0,
w ′(1, t) + ξ(1, t) = ξ ′(1, t) = 0
for t  0. Following [6] we consider the following
Problem of exact null-controllability. Assume that the beam is in the position of rest at time t = 0, i.e. the initial conditions
w(x,0) = w˙(x,0) = 0,
ξ(x,0) = ξ˙ (x,0) = 0,
θ(0) = θ˙ (0) = 0 (2)
with x ∈ [0,1] are satisﬁed. Describe the set of the states (wT , ξT , w˙T , ξ˙T , θT , θ˙T ) such that for given T > 0 we can ﬁnd
θ ∈ H2(0, T ) satisfying
θ(0) = θ˙ (0) = 0,
θ(T ) = θT ,
θ˙ (T ) = θ˙T ,
and the solution (w, ξ) of (1)–(2) satisﬁes the end conditions
w(x, T ) = wT (x), ξ(x, T ) = ξT (x),
w˙(x, T ) = w˙T (x), ξ˙ (x, T ) = ξ˙T (x).
Let A : D(A) → H = L2((0,1),R2) be an operator given by A(yz)= ( −y′′−z′−z′′+y′+z) for (yz) ∈ D(A), where
D(A) =
{(
y
z
)
∈ H2((0,1),R2) ∣∣∣∣∣ y(0) = z(0) = 0,y′(1) + z(1) = z′(1) = 0
}
.
Deﬁning b(x) = (−r−x1 ) and ( f1(x,t)f2(x,t))= b(x)θ¨ (t) we rewrite (1)–(2) in the form of the operator model equation(
w¨(·, t)
ξ¨ (·, t)
)
+ A
(
w(·, t)
ξ(·, t)
)
=
(
f1(·, t)
f2(·, t)
)
(3)
for t > 0. In [8] it was found that A is positive and self-adjoint thus it has a sequence of simple eigenvalues λ j ∈ R such
that
0 < λ1 < λ2 < · · · < λ j → ∞ as j → ∞
and a corresponding orthonormal sequence of eigenelements
(y j
z j
) ∈ D(A), j ∈ N. Moreover, it was proven that
1 Importance of this question was discussed by senior author and Sergei A. Avdonin in 2001 during the workshop Pluralism in Parameter Distributed
Systems in Enschede.
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λn =
{
2k−1
2 π − εn for n = 2k − 1,
2k−1
2 π + εn for n = 2k, εn =O( 1n ).
The unique weak solution of Eq. (3) corresponding to initial conditions (2) is then given by(
w(x, t)
ξ(x, t)
)
=
∞∑
j=1
1√
λ j
t∫
0
sin
√
λ j(t − s)
〈(
f1(·, t)
f2(·, t)
)
,
(
y j
z j
)〉
H
ds
(
y j
z j
)
for x ∈ [0,1] and t  0 and its time derivative reads(
w˙(x, t)
ξ˙ (x, t)
)
=
∞∑
j=1
t∫
0
cos
√
λ j(t − s)
〈(
f1(·, t)
f2(·, t)
)
,
(
y j
z j
)〉
H
ds
(
y j
z j
)
.
Hence the end conditions are equivalent to the following moment problem
T∫
0
sin
√
λ j(T − s)θ¨(s)ds =
√
λ j
a j
〈(
wT
ξT
)
,
(
y j
z j
)〉
,
T∫
0
cos
√
λ j(T − s)θ¨(s)ds = 1
a j
〈(
w˙T
ξ˙T
)
,
(
y j
z j
)〉
, (4)
j ∈ N, and
T∫
0
tθ¨ (T − t)dt = θT ,
T∫
0
θ¨ (T − t)dt = θ˙T , (5)
where a j = 〈b,
(y j
z j
)〉. Let d j = 〈(w˙Tξ˙T ),(y jz j )〉+i√λ j〈(wTξT ),(y jz j )〉a j , and let us rewrite (4) in equivalent form of a trigonometric moment
problem of Ullrich type, namely
T∫
0
e
√
λ j(T−s)θ¨ (s)ds = d j,
T∫
0
e−
√
λ j(T−s)θ¨ (s)ds = d j, (6)
j ∈ N. It is known that (6) has at most one solution if T  4 whereas if T > 4 the solution of (6) is not unique (if it exists).
Basing on results of Ullrich the authors of [6] obtained conditions of reachability of end states in terms of convergence of
series:
Theorem 1. (See [6].) Let T > 4. The state (wT , ξT , w˙T , ξ˙T , θT , θ˙T ) is null-reachable by the virtue of the system (3) if and only if the
condition
∞∑
j=1
(
|Imd j |2 + |Red j |2 +
∣∣∣∣ Imd2 j − Imd2 j−1√λ2 j −√λ2 j−1
∣∣∣∣2 + ∣∣∣∣Red2 j − Red2 j−1√λ2 j −√λ2 j−1
∣∣∣∣2)< ∞ (7)
holds, where
Imd j =
√
λ j
〈(wT
ξT
)
,
(y j
z j
)〉H
〈b, (y jz j )〉H , Red j =
〈(w˙T
ξ˙T
)
,
(y j
z j
)〉H
〈b, (y jz j )〉H , (8)
λ j are eigenvalues of A and
(y j
z j
) ∈ D(A) are corresponding eigenvectors, j ∈N.
Let T = 4. The state (wT , ξT , w˙T , ξ˙T , θT , θ˙T ) is null-reachable by the virtue of the system (3) if and only if the condition (7) holds
and the end conditions
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0
tθ¨ (T − t)dt = θT ,
T∫
0
θ¨ (T − t)dt = θ˙T
are satisﬁed, where θ¨ (·) is the unique solution of (6) which exists provided (7) holds.
In this work we try to show that the conditions from Theorem 1 can be also interpreted in terms of smoothness of
ﬁnal states. In Section 2 we use the fact that the eigenvalues of A form a family of asymptotically close pairs λ2k−1, λ2k .
We present a new basis of H2 in the form {bk,b⊥k }∞k=1, where bk is a projection of vector b appearing in the right-hand
side of (3) to the subspace Sk = Lin{e2k−1, e2k} (by ek we denote normalized eigenvectors of A) and b⊥k ∈ Sk is orthogonal
to bk . So we have a decomposition of H2 into H2 = B ⊕ B⊥ , where B = Lin{bk} and B⊥ = Lin{b⊥k }. Then we show that the
convergence of divided differences in (7) is equivalent to convergence of some series associated with the projections of the
ﬁnal states to vectors b⊥k from B
⊥ . This gives us conditions of null-controllability in the form of convergence not involving
divided differences.
In Section 3 we introduce some asymptotic approximation b˜k and b˜⊥k of vectors bk and b
⊥
k ,
b˜k(x) =
√
2
r2 + 1 sin
2k−1
2 πx
(r cos x2+sin x2
r sin x2−cos x2
)
,
b˜⊥k (x) =
√
2
r2 + 1 sin
2k−1
2 πx
(−r sin x2+cos x2
r cos x2+sin x2
)
.
Then we consider the space B˜⊥ = Lin{b˜⊥k }. Observe that the projections of states
(wT
ξT
)
,
(w˙T
ξ˙T
)
to the space B˜⊥ can be ex-
pressed via the functions
ϕT (x) = wT (x)
(
−r sin x
2
+ cos x
2
)
+ ξT (x)
(
r cos
x
2
+ sin x
2
)
,
ϕ˙T (x) = w˙T (x)
(
−r sin x
2
+ cos x
2
)
+ ξ˙T (x)
(
r cos
x
2
+ sin x
2
)
.
Next we show that the conditions of the convergence from Section 2 can be reduced to the convergence of some series
connected with projections of
(wT
ξT
)
and
(w˙T
ξ˙T
)
to B˜⊥ . To this end we use a remarkable lemma on approximation of series.
The main results of the paper are given in Section 4. Summarizing the arguments from Sections 2 and 3 we observe that
the Ullrich conditions mean:
(a) the additional smoothness of projections of end states to the space B˜⊥ or, equivalently, of the functions ϕT , ϕ˙T ,
and
(b) the additional boundary conditions for these projections.
Namely we prove the following theorem which answers the question of the sense of Ullrich conditions in our problem:
Theorem 7. Let T > 4. The state (wT , ξT , w˙T , ξ˙T , θT , θ˙T ) is null-reachable by the virtue of the system (3) if and only if it fulﬁlls the
smoothness conditions of the form
wT , ξT ∈ H2(0,1),
w˙T , ξ˙T ∈ H1(0,1),
ϕT ∈ H3(0,1),
ϕ˙T ∈ H2(0,1),
and boundary conditions of the form
wT (0) = ξT (0) = 0,
w ′T (1) + ξT (1) = ξ ′T (1) = 0,
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w˙T (0) = ξ˙T (0) = 0,
ϕ˙′T (1) =
1
2
w˙T (1)
(
−r cos 1
2
− sin 1
2
)
− 1
2
ξ˙T (1)
(
−r sin 1
2
+ cos 1
2
)
.
Let T = 4. The state (wT , ξT , w˙T , ξ˙T , θT , θ˙T ) is null-reachable by the virtue of the system (3) if and only if the smoothness and
boundary conditions are fulﬁlled and the end conditions
T∫
0
tθ¨ (T − t)dt = θT ,
T∫
0
θ¨ (T − t)dt = θ˙T
are satisﬁed, where θ¨ (·) is the unique solution of (4) which exists provided the smoothness and boundary conditions are fulﬁlled.
2. Controllability as convergence of series
Let us study the convergence of ﬁrst two series in condition (7). Following [8] we recall some notations: σ (k)1 =√
λk − √λk , σ (k)3 =
√
λk + √λk , τ (k) = tan σ
(k)
3
2 if k ≡ 1,4 mod 4 and τ (k) = − cot
σ
(k)
3
2 if k ≡ 2,3 mod 4. With these no-
tations one can prove that
(y
z
)
is an eigenvector of A corresponding to λ, where
y(x) = 2τ cosσ3x− 2τ cosσ1x− 2sinσ3x− 2σ1
σ3
sinσ1x,
z(x) = 2τ
√
λ
σ3
sinσ3x+ 2τ
√
λ
σ1
sinσ1x+ 2
√
λ
σ3
cosσ3x− 2
√
λ
σ3
cosσ1x (9)
(for simplicity we omitted index k in formulas (9)).
Theorem 2. The conditions
∞∑
k=1
|Imdk|2 < ∞,
∞∑
k=1
|Redk|2 < ∞
are equivalent to
∞∑
k=1
k4
∣∣∣∣〈(wTξT
)
,
(
yk
zk
)〉
H
∣∣∣∣2 < ∞, ∞∑
k=1
k2
∣∣∣∣〈(w˙Tξ˙T
)
,
(
yk
zk
)〉
H
∣∣∣∣2 < ∞ (10)
respectively, where dk’s are deﬁned by (8).
Proof. From (9) we infer that
y′n(0) =
−4λn
σ
(n)
3
,
z′n(0) = 4
√
λnτn. (11)
It follows [8,10] that〈
b,
(
yk
zk
)〉
= 1
λk
(−ry′k(0) + z′k(0))= 1λk
(
−r−4λk
σ
(k)
3
+ 4√λkτk)= 1√
λk
(
r
4
√
λk
σ
(k)
3
+ 4τk
)
. (12)
Hence
Imdk =
√
λk
〈(wT
ξT
)
,
(yk
zk
)〉
〈b, (ykzk )〉 = λk
〈(wT
ξT
)
,
(yk
zk
)〉
4r
√
λk
σ
(k)
3
+ 4τk
.
Moreover,
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k→∞
√
λk
σ
(k)
3
= lim
k→∞
√
λk√
λk + √λk
= 1
and
lim
k→∞
τk =
⎧⎪⎨⎪⎩
tan 14+1
1−tan 14
for k ∈ 2N− 1,
tan 14−1
1+tan 14
for k ∈ 2N,
in particular {τk} is bounded. Taking into account the following asymptotic behavior of eigenvalues (see [8]):
√
λn =
{
2k−1
2 π − εn for n = 2k − 1,
2k−1
2 π + εn for n = 2k, εn =O( 1n ),
(13)
we ﬁnd that the convergence of series
∑ |Imdk|2 is equivalent to the convergence of ∑k4|〈(wTξT ), (ykzk )〉|2. Similarly (11) and
(12) imply that
Redk =
〈(w˙T
ξ˙T
)
,
(yk
zk
)〉
〈b, (ykzk )〉 =
√
λk
〈(w˙T
ξ˙T
)
,
(yk
zk
)〉
4r
√
λk
σ
(k)
3
+ 4τk
and using the same arguments we ﬁnd that the convergence of series
∑ |Redk|2 is equivalent to the convergence of∑
k2|〈(w˙T
ξ˙T
)
,
(yk
zk
)〉|2. This ends the proof. 
Remark. Note that the conditions (10) mean that
(wT
ξT
) ∈ D(A) and (w˙T
ξ˙T
) ∈ D(A 12 ) respectively, i.e. (wT
ξT
) ∈ H2((0,1),R2),
wT (0) = ξT (0) = 0,
w ′T (1) + ξT (1) = ξ ′T (1) = 0, (14)
and
(w˙T
ξ˙T
) ∈ H1((0,1),R2),
w˙T (0) = ξ˙T (0) = 0. (15)
Let us study the behavior of two remaining series in (7) now. To this end we observe that pairs of eigenvalues λ2k−1, λ2k
of A are asymptotically close to each other. The idea is to use projections of vector b(x) = (−r−x1 ) appearing in the right-hand
side of (3) to linear spans Sk = Lin{e2k−1, e2k}, where e2k−1, e2k are normalized eigenvectors of A corresponding to λ2k−1,
λ2k , namely
en = 1‖(ynzn )‖
(
yn
zn
)
.
We denote
bk = 1√〈b, e2k−1〉2 + 〈b, e2k〉2 (〈b, e2k−1〉e2k−1 + 〈b, e2k〉e2k) (16)
and for any positive integer k we consider the vector b⊥k ∈ Sk orthogonal to bk given by
b⊥k =
1√〈b, e2k−1〉2 + 〈b, e2k〉2 (−〈b, e2k〉e2k−1 + 〈b, e2k−1〉e2k). (17)
Theorem 3. Assume the condition
∑∞
k=1 |Imdk|2 < ∞ holds. Then the conditions
∞∑
k=1
∣∣∣∣ Imd2k − Imd2k−1√λ2k − √λ2k−1
∣∣∣∣2 < ∞, ∞∑
k=1
∣∣∣∣Red2k − Red2k−1√λ2k − √λ2k−1
∣∣∣∣2 < ∞
are equivalent to
∞∑
k=1
k6
∣∣∣∣〈(wTξT
)
,b⊥k
〉
H
∣∣∣∣2 < ∞, ∞∑
k=1
k4
∣∣∣∣〈(w˙Tξ˙T
)
,b⊥k
〉
H
∣∣∣∣2 < ∞ (18)
respectively.
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Imd2k − Imd2k−1 =
√
λ2k
〈(wT
ξT
)
, e2k〉
〈b, e2k〉 −
√
λ2k−1
〈(wT
ξT
)
, e2k−1〉
〈b, e2k−1〉
=
√
λ2k〈
(wT
ξT
)
, e2k〉〈b, e2k−1〉 − √λ2k−1〈
(wT
ξT
)
, e2k−1〉〈b, e2k〉
〈b, e2k〉〈b, e2k−1〉
=
√
λ2k−1
〈b, e2k〉〈b, e2k−1〉
( √
λ2k√
λ2k−1
〈(
wT
ξT
)
, e2k
〉
〈b, e2k−1〉 −
〈(
wT
ξT
)
, e2k−1
〉
〈b, e2k〉
)
=
√
λ2k−1
〈b, e2k〉〈b, e2k−1〉
( √
λ2k√
λ2k−1
− 1
)〈(
wT
ξT
)
, e2k
〉
〈b, e2k−1〉
+
√
λ2k−1
〈b, e2k〉〈b, e2k−1〉
(〈(
wT
ξT
)
, e2k
〉
〈b, e2k−1〉 −
〈(
wT
ξT
)
, e2k−1
〉
〈b, e2k〉
)
.
On the other hand it follows from (17) that〈(
wT
ξT
)
,b⊥k
〉
= 1√〈b, e2k−1〉2 + 〈b, e2k〉2
(〈(
wT
ξT
)
, e2k
〉
〈b, e2k−1〉 −
〈(
wT
ξT
)
, e2k−1
〉
〈b, e2k〉
)
. (19)
The latter two relations together with (12) and (13) imply that the convergence of
∞∑
k=1
∣∣∣∣ Imd2k − Imd2k−1√λ2k − √λ2k−1
∣∣∣∣2
is equivalent to the convergence of
∞∑
k=1
∣∣∣∣k 〈(wTξT
)
, e2k
〉
+ k3
〈(
wT
ξT
)
,b⊥k
〉∣∣∣∣2 .
Since, due to Theorem 2, the series
∑ |k〈(wT
ξT
)
, e2k〉|2 is convergent, it is clear that the series ∑ |k3〈(wTξT ),b⊥k 〉|2 is also
convergent. Similarly we calculate that
Red2k − Red2k−1 =
〈(w˙T
ξ˙T
)
, e2k〉〈b, e2k−1〉 − 〈
(w˙T
ξ˙T
)
, e2k−1〉〈b, e2k〉
〈b, e2k〉〈b, e2k−1〉
and 〈(
w˙T
ξ˙T
)
,b⊥k
〉
= 1√〈b, e2k−1〉2 + 〈b, e2k〉2
(〈(
w˙T
ξ˙T
)
, e2k
〉
〈b, e2k−1〉 −
〈(
w˙T
ξ˙T
)
, e2k−1
〉
〈b, e2k〉
)
.
This immediately implies that the convergence of
∞∑
k=1
∣∣∣∣Red2k − Red2k−1√λ2k − √λ2k−1
∣∣∣∣2
is equivalent to the convergence of
∞∑
k=1
∣∣∣∣k2 〈(w˙Tξ˙T
)
,b⊥k
〉∣∣∣∣2 .
This completes the proof of Theorem 3. 
3. Asymptotic approximation of B⊥ and convergence of associated projections
Now let us introduce the asymptotical approximations b˜k , b˜⊥k of vectors bk , b
⊥
k given by
b˜k(x) =
√
2
r2 + 1 sin
2k−1
2 πx
(r cos x2+sin x2
r sin x2−cos x2
)
,
b˜⊥k (x) =
√
2
r2 + 1 sin
2k−1
2 πx
(−r sin x2+cos x2
r cos x2+sin x2
)
. (20)
It is easy to see that {b˜k, b˜⊥}∞ forms a Riesz basis in H2. We express
(wT ) and (w˙T˙ ) in the form:k k=1 ξT ξT
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wT
ξT
)
=
∞∑
k=1
〈(
wT
ξT
)
, b˜k
〉
b˜k +
∞∑
k=1
〈(
wT
ξT
)
, b˜⊥k
〉
b˜⊥k ,
(
w˙T
ξ˙T
)
=
∞∑
k=1
〈(
w˙T
ξ˙T
)
, b˜k
〉
b˜k +
∞∑
k=1
〈(
w˙T
ξ˙T
)
, b˜⊥k
〉
b˜⊥k .
The ﬁrst terms of those sums are the projections of
(wT
ξT
)
and
(w˙T
ξ˙T
)
to the subspace B˜ = Lin{b˜k}∞k=1 while the second terms
are the projections on the subspace B˜⊥ = Lin{b˜⊥k }∞k=1. Further on we focus mainly on projections on B˜⊥ and denote them
by Y⊥ and Y˙⊥ respectively. It is easy to see that
Y⊥(x) = 1
r2 + 1ϕT (x)
(−r sin x2 + cos x2
r cos x2 + sin x2
)
,
Y˙⊥(x) = 1
r2 + 1 ϕ˙T (x)
(−r sin x2 + cos x2
r cos x2 + sin x2
)
,
where
ϕT (x) = wT (x)
(
−r sin x
2
+ cos x
2
)
+ ξT (x)
(
r cos
x
2
+ sin x
2
)
,
ϕ˙T (x) = w˙T (x)
(
−r sin x
2
+ cos x
2
)
+ ξ˙T (x)
(
r cos
x
2
+ sin x
2
)
.
With this notation we formulate the following theorem.
Theorem 4. Let
(wT
ξT
) ∈ D(A) and (w˙T
ξ˙T
) ∈ D(A 12 ) and let the conditions (18), i.e.
∞∑
k=1
k6
∣∣∣∣〈(wTξT
)
,b⊥k
〉
H
∣∣∣∣2 < ∞, ∞∑
k=1
k4
∣∣∣∣〈(w˙Tξ˙T
)
,b⊥k
〉
H
∣∣∣∣2 < ∞,
hold. Then there exist constants C , C˙ such that
∞∑
k=1
k6
∣∣〈Ŷ , b˜⊥k 〉H ∣∣2 < ∞ (21)
and
∞∑
k=1
k4
∣∣〈̂˙Y , b˜⊥k 〉H ∣∣2 < ∞, (22)
where
Ŷ (x) = Y⊥(x) − Cx
(−r sin x2 + cos x2
r cos x2 + sin x2
)
,
̂˙Y (x) = Y˙⊥(x) − C˙ x(−r sin x2 + cos x2
r cos x2 + sin x2
)
.
The proof of Theorem 4 is based on the following lemma, which in turn is proved by use of theory of Riesz basis of
exponentials from [1].
Lemma on approximation of series. For an arbitrary y ∈ L2(0,1) the following holds:
∞∑
k=1
k2
∣∣〈y, b˜lk, j − blk, j 〉∣∣2 < ∞,
∞∑
k=1
k2
∣∣∣∣〈y, ddx (b˜lk, j − blk, j)
〉∣∣∣∣2 < ∞,
for l, j = 1,2, where bk = b1 , b⊥ = b2 , b˜k = b˜1 , b˜⊥ = b˜2 .k k k k k k
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∣∣∣∣ Ck , λ = λ2k−1, λ2k, k ∈ N, (23)
where the constant C does not depend on k. From here we infer that there exist C¯  C such that∣∣∣∣tan σ32 − τk
∣∣∣∣ C¯k or
∣∣∣∣− cot σ32 − τk
∣∣∣∣ C¯k ,∣∣∣∣σ3σ1 − 1
∣∣∣∣ C¯k ,
∣∣∣∣
√
λ
σ3
− 1
∣∣∣∣ C¯k ,∣∣∣∣σ3 − (2k − 1)π + 12
∣∣∣∣ C¯k ,
∣∣∣∣σ1 − (2k − 1)π − 12
∣∣∣∣ C¯k ,
where σ1, σ3, λ are deﬁned above. That allows us to write the difference b˜lk, j − blk, j in the form
b˜lk, j − blk, j =
1
k
8∑
m=1
αm,k(x) sinμm,kx+ βm,k(x) cosνm,kx, k ∈ N, l, j = 1,2, (24)
where for given m the functions αm,k(x), βm,k(x) are either not depending on k constants
αm,k, βm,k = Dα,βm (25)
or have the form
αm,k, βm,k(x) = Dα,βm · k · sin
Cα,βm,k x
k
,
∣∣Cα,βm,k ∣∣ C¯, k ∈ N (26)
and the constants μ, ν satisfy one of the following two inequalities:∣∣∣∣μm,k, νm,k − (2k − 1)π ± 12
∣∣∣∣ C¯k , (27)
then
k2
∣∣〈y, b˜lk, j − blk, j 〉∣∣2 =
∣∣∣∣∣
8∑
m=1
1∫
0
y(x)
(
αm,k(x) sinμm,kx+ βm,k(x) cosνm,kx
)
dx
∣∣∣∣∣
2
 16
8∑
m=1
(( 1∫
0
y(x)αm,k(x) sinμm,kxdx
)2
+
( 1∫
0
y(x)βm,k(x) cosνm,kxdx
)2)
. (28)
Now we observe that due to (27) the functions
{sinμm,kx}k∈N and {cosνm,kx}k∈N
form a Riesz basis in L2[0,1] for any given m (see [1]). So if αm,k, βm,k are of the form (25) one has
∞∑
k=1
( 1∫
0
y(x)
αm,k(x) sinμm,kx
βm,k(x) cosνm,kx
dx
)2
 Dα,βm
∞∑
k=1
( 1∫
0
y(x)
sinμm,kx
cosνm,kx
dx
)2
< ∞
because y(·) ∈ L2[0,1].
In the case when αm,k, βm,k are of the form (26) we ﬁrst note:
αm,k, βm,k(x) = Dα,βm
(
Cα,βm,k x+
1
k2
f α,βm,k (x)
)
,
where the functions f α,βm,k (x) are uniformly bounded:∣∣ f α,β(x)∣∣ C˜, x ∈ [0,1].
Therefore
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k=1
( 1∫
0
y(x)
αm,k(x) sinμm,kx
βm,k(x) cosνm,kx
dx
)2
 2
(
Dα,βm C˜
)2 ∞∑
k=1
( 1∫
0
x · y(x) sinμm,kx
cosνm,kx
dx
)2
+ 2(Dα,βm )2 ∞∑
k=1
(
1
k2
1∫
0
y(x) sinμm,kxf
α,β
m,k (x)dx
)2
.
The ﬁrst series is convergent because function x → x · y(x) ∈ L2[0,1]. The second one we estimate as follows:
∞∑
k=1
(
1
k2
1∫
0
y(x) sinμm,kxf
α,β
m,k (x)dx
)2

∞∑
k=1
( 1∫
0
(
y(x) sinμm,kx
)2
dx · 1
k4
1∫
0
(
f α,βm,k (x)
)2
dx
)

∞∑
k=1
1
k4
‖y‖2L2 · C˜2 < ∞.
This completes the proof of the ﬁrst part of lemma, the proof of the second part is similar. 
Remark. Note that from the lemma the following assertion follows: For an arbitrary X ∈ H the following relations hold:
∞∑
k=1
k2
∣∣〈X, b˜k − bk〉∣∣2 < ∞
and
∞∑
k=1
k2
∣∣〈X, b˜⊥k − b⊥k 〉∣∣2 < ∞,
and for an arbitrary Z ∈ D(A 12 ) the following relations hold:
∞∑
k=1
∣∣〈A 12 Z , A 12 (b˜k − bk)〉∣∣2 < ∞
and
∞∑
k=1
∣∣〈A 12 Z , A 12 (b˜⊥k − b⊥k )〉∣∣2 < ∞,
where bk , b˜k , b⊥k and b˜
⊥
k are deﬁned by (16), (17) and (20).
The ﬁrst two relations are obvious, to prove the two remaining ones, we recall (see [10]) that for any
(y1
z1
)
,
(y2
z2
) ∈ D(A 12 )
the following formula is valid:
〈
A
1
2
(
y1
z1
)
, A
1
2
(
y2
z2
)〉
=
1∫
0
[(
y′1(x) + z1(x)
)(
y′2(x) + z2(x)
)+ z′1(x)z′2(x)]dx.
Now putting Z = (yz) and b˜lk − blk = ( fkgk) we see that
〈
A
1
2 Z , A
1
2
(
b˜lk − blk
)〉= 1∫
0
(
y′(x) + z(x)) f ′k(x)dx+
1∫
0
z′(x)g′k(x)dx+
1∫
0
(
y′(x) + z(x))gk(x)dx
and convergence of all three series:
∑∞
k=1 |
∫ 1
0 (y
′(x) + z(x)) f ′k(x)dx|2,
∑∞
k=1 |
∫ 1
0 z
′(x)g′k(x)dx|2 and
∑∞
k=1 |
∫ 1
0 (y
′(x) +
z(x))gk(x)dx|2 follows directly from the lemma.
Proof of Theorem 4. Let
C = 1
2
√
2
r2 + 1ϕ
′
T (1) =
1
2
√
2
r2 + 1
[
1
2
wT (1)
(
−r cos 1
2
− sin 1
2
)
− 1
2
ξT (1)
(
−r sin 1
2
+ cos 1
2
)]
.
From the deﬁnition of Ŷ we have that
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Ŷ , b˜⊥k
〉= 〈Y⊥, b˜⊥k 〉− C 〈(r1r2
)
e, b˜⊥k
〉
,
where e(x) = x, r1(x) = −r sin x2 + cos x2 , r2(x) = r cos x2 + sin x2 . Now using the fact that {sin (2k−1)πx2 }∞k=1 is a Riesz basis of
L2[0,1] for any x ∈ [0,1] we can write
e(x) = x = 2
∞∑
j=1
(−1) j+1
(
2 j−1
2 π)
2
sin
(2 j − 1)πx
2
,
then
〈
Ŷ , b˜⊥k
〉= 〈Y⊥, b˜⊥k 〉− 2C
√
r2 + 1
2
∞∑
j=1
(−1) j+1
(
2 j−1
2 π)
2
〈
b˜⊥j , b˜
⊥
k
〉
.
It is easy to see that 〈Y⊥, b˜⊥k 〉 = 〈
(wT
ξT
)
, b˜⊥k 〉 and that {b˜⊥k }∞k=1 is an orthonormal sequence, therefore
〈Ŷ , b˜⊥k
〉= 〈(wT
ξT
)
, b˜⊥k
〉
− 2C
√
r2 + 1
2
(−1)k+1
( 2k−12 π)2
. (29)
Integrating 〈(wT
ξT
)
, b˜⊥k 〉 twice by parts and using (14) we obtain〈(
wT
ξT
)
, b˜⊥k
〉
=
1∫
0
[
wT (x)
(
−r sin x
2
+ cos x
2
)
+ ξT (x)
(
r cos
x
2
+ sin x
2
)]
sin
2k − 1
2
πxdx
= (−1)
k+1
( 2k−12 π)2
2C
√
r2 + 1
2
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈(−w ′′T − ξ ′T + 14wT
−ξ ′′T + w ′T + 14 ξT
)
, b˜⊥k
〉
.
Now using operator A we can rewrite it as follows:〈(
wT
ξT
)
, b˜⊥k
〉
= (−1)
k+1
( 2k−12 π)2
2C
√
r2 + 1
2
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈
A
(
wT
ξT
)
,b⊥k
〉
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈
A
(
wT
ξT
)
, b˜⊥k − b⊥k
〉
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈( 1
4wT
− 34 ξT
)
, b˜⊥k
〉
. (30)
Then from (29) and (30) we obtain
〈
Ŷ , b˜⊥k
〉= 1
( 2k−12 π)2
√
r2 + 1
2
〈
A
(
wT
ξT
)
,b⊥k
〉
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈
A
(
wT
ξT
)
, b˜⊥k − b⊥k
〉
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈( 1
4wT
− 34 ξT
)
, b˜⊥k
〉
. (31)
Hence in order to prove (21) it is enough to show that the series
∞∑
k=1
∣∣∣∣k 〈A(wTξT
)
,b⊥k
〉∣∣∣∣2 , ∞∑
k=1
∣∣∣∣k 〈A(wTξT
)
, b˜⊥k − b⊥k
〉∣∣∣∣2
and
∞∑
k=1
∣∣∣∣k〈( 14wT− 34 ξT
)
, b˜⊥k
〉∣∣∣∣2
are convergent. Using (17), self-adjointness of A and the fact that ek is an eigenvector of A corresponding to λk we have
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〈
A
(
wT
ξT
)
,b⊥k
〉
= k√〈b, e2k−1〉2 + 〈b, e2k〉2
(
−〈b, e2k〉λ2k−1
〈(
wT
ξT
)
, e2k−1
〉
+ 〈b, e2k−1〉λ2k
〈(
wT
ξT
)
, e2k
〉)
.
Now using the arguments from the proof of Theorem 2 we obtain
k
〈
A
(
wT
ξT
)
,b⊥k
〉
= kλ2k−1〈b, e2k〉〈b, e2k−1〉
(
λ2k
λ2k−1
− 1
)〈(
wT
ξT
)
, e2k
〉
〈b, e2k−1〉
+ kλ2k−1〈b, e2k〉〈b, e2k−1〉
(〈(
wT
ξT
)
, e2k
〉
〈b, e2k−1〉 −
〈(
wT
ξT
)
, e2k−1
〉
〈b, e2k〉
)
.
The latter relation together with (19) gives that
k
〈
A
(
wT
ξT
)
,b⊥k
〉
= kλ2k−1〈b, e2k〉〈b, e2k−1〉
(
λ2k
λ2k−1
− 1
)〈(
wT
ξT
)
, e2k
〉
〈b, e2k−1〉 + kλ2k−1
〈(
wT
ξT
)
,b⊥k
〉
.
Relations (12) and (13) imply that the convergence of the series
∞∑
k=1
∣∣∣∣k 〈A(wTξT
)
,b⊥k
〉∣∣∣∣2
is equivalent to convergence of two series,
∞∑
k=1
∣∣∣∣k2 〈(wTξT
)
, e2k
〉∣∣∣∣2
and
∞∑
k=1
∣∣∣∣k3 〈(wTξT
)
,b⊥k
〉∣∣∣∣2 ,
that follows from the hypotheses of the theorem. Thus
∞∑
k=1
∣∣∣∣k 〈A(wTξT
)
,b⊥k
〉∣∣∣∣2 < ∞.
Next we see that the relation
∞∑
k=1
∣∣∣∣k 〈A(wTξT
)
, b˜⊥k − b⊥k
〉∣∣∣∣2 < ∞
follows directly from the lemma. Integrating 〈( 14 wT− 34 ξT ), b˜⊥k 〉 twice by parts it is easy to see that
∞∑
k=1
∣∣∣∣k〈( 14wT− 34 ξT
)
, b˜⊥k
〉∣∣∣∣2 < ∞.
Hence (21) is proved.
To prove the second assertion of the theorem let
(wn
ξn
) ∈ D(A) be a sequence such that A 12 ((wn
ξn
)−(w˙T
ξ˙T
)
) → 0 when n → ∞,
for example one may put
(wn
ξn
)= (I + 1n A)− 12 (w˙Tξ˙T ), where I denotes the identity operator. We note that A 12 ((wnξn )− (w˙Tξ˙T )) → 0
implies
(wn
ξn
)→ (w˙T
ξ˙T
)
. For any positive integer k we can integrate 〈(wn
ξn
)
, b˜⊥k 〉 twice by parts obtaining〈(
wn
ξn
)
, b˜⊥k
〉
= (−1)
k+1
( 2k−12 π)2
2ϕ′n(1)
√
r2 + 1
2
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈(−w ′′n − ξ ′n + 14wn
−ξ ′′n + w ′n + 14 ξn
)
, b˜⊥k
〉
,
where ϕn(x) = wn(x)(−r sin x2 +cos x2 )+ξn(x)(r cos x2 + sin x2 ). Using operators A and A
1
2 and their properties we can rewrite
it as follows:〈(
wn
ξn
)
, b˜⊥k
〉
= (−1)
k+1
( 2k−12 π)2
2ϕ′n(1)
√
r2 + 1
2
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈(
wn
ξn
)
, Ab⊥k
〉
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈
A
1
2
(
wn
ξn
)
, A
1
2
(
b˜⊥k − b⊥k
)〉
+ 1
( 2k−1π)2
√
r2 + 1
2
〈( 1
4wn
− 3 ξ
)
, b˜⊥k
〉
.2 4 n
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√
2
r2+1 limn→∞ ϕ
′
n(1) and see that
〈(
w˙T
ξ˙T
)
, b˜⊥k
〉
= (−1)
k+1
( 2k−12 π)2
2C˙
√
r2 + 1
2
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈(
w˙T
ξ˙T
)
, Ab⊥k
〉
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈
A
1
2
(
w˙T
ξ˙T
)
, A
1
2
(
b˜⊥k − b⊥k
)〉+ 1
( 2k−12 π)2
√
r2 + 1
2
〈( 1
4 w˙T
− 34 ξ˙T
)
, b˜⊥k
〉
.
From the deﬁnition of ̂˙Y we have
〈̂˙Y , b˜⊥k 〉= 〈Y˙⊥, b˜⊥k 〉− (−1)k+1
( 2k−12 π)2
2C˙
√
r2 + 1
2
= 〈Y˙ , b˜⊥k 〉− (−1)k+1
( 2k−12 π)2
2C˙
√
r2 + 1
2
= 1
( 2k−12 π)2
√
r2 + 1
2
〈(
w˙T
ξ˙T
)
, Ab⊥k
〉
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈
A
1
2
(
w˙T
ξ˙T
)
, A
1
2
(
b˜⊥k − b⊥k
)〉
+ 1
( 2k−12 π)2
√
r2 + 1
2
〈( 1
4 w˙T
− 34 ξ˙T
)
, b˜⊥k
〉
.
We want to prove that the series
∑∞
k=1 |k2〈̂˙Y , b˜⊥k 〉|2 is convergent. In order to do this we have to prove the convergence
of three series, namely
∑∞
k=1 |〈
(w˙T
ξ˙T
)
, Ab⊥k 〉|2,
∑∞
k=1 |〈A
1
2
(w˙T
ξ˙T
)
, A
1
2 (b˜⊥k − b⊥k )〉|2, and
∑∞
k=1 |〈
( 1
4 w˙T
− 34 ξ˙T
)
, b˜⊥k 〉|2. Convergence of the
ﬁrst and the last series can be obtained the same way we proved the convergence of similar series in the ﬁrst part of the
theorem, and the convergence of the second series follows from the remark after the lemma. Thus theorem is proved. 
4. Exact form of controllable states
Now let us study the smoothness of functions ϕT , ϕ˙T associated with projections Y⊥ , Y˙⊥ of the states
(wT
ξT
)
,
(w˙T
ξ˙T
)
to the
subspace B˜⊥ .
Theorem 5. The conditions (21) and (22) imply
ϕT ∈ H3
(
(0,1),R
)
, ϕ˙T ∈ H2
(
(0,1),R
)
. (32)
Proof. From the deﬁnitions of Ŷ , ϕT and C we see that
〈
Ŷ , b˜⊥k
〉= 1∫
0
ϕT (x) sin
2k − 1
2
πxdx− (−1)
k+1
( 2k−12 π)2
ϕ′T (1).
Integrating it twice by parts we obtain
〈
Ŷ , b˜⊥k
〉= − 1
( 2k−12 π)2
1∫
0
ϕ′′T (x) sin
2k − 1
2
πxdx+ (−1)
k+1
( 2k−12 π)2
ϕ′T (1) −
(−1)k+1
( 2k−12 π)2
ϕ′T (1)
= − 1
( 2k−12 π)2
1∫
0
ϕ′′T (x) sin
2k − 1
2
πxdx, (33)
so the condition (21) implies that the series
∑∞
k=1 |k
∫ 1
0 ϕ
′′
T (x) sin
2k−1
2 πxdx|2 is convergent, thus ϕ′′T is an element of
H1((0,1),R) and in consequence ϕT is an element of H3((0,1),R). The proof of the second assertion is similar.
This way we found null-controllability conditions not involving convergence of series but in the form of smoothness
of functions ϕT , ϕ˙T associated with projections Y⊥ , Y˙⊥ of states
(wT
ξT
)
,
(w˙T
ξ˙T
)
to the subspace B˜⊥ . We notice that the
conditions (32) are equivalent to
Y⊥ ∈ H3((0,1),R2), Y˙⊥ ∈ H2((0,1),R2)
respectively. Note also that since ϕ˙T ∈ H2((0,1),R) then ϕ˙′ is absolutely continuous andT
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′
n(1)
= lim
n→∞
[
1
2
wn(1)
(
−r cos 1
2
− sin 1
2
)
− 1
2
ξn(1)
(
−r sin 1
2
+ cos 1
2
)]
= 1
2
w˙T (1)
(
−r cos 1
2
− sin 1
2
)
− 1
2
ξ˙T (1)
(
−r sin 1
2
+ cos 1
2
)
,
where wn and ξn are deﬁned in the proof of second part of Theorem 4. 
In the previous theorems the necessary conditions for a state to be null-controllable are given in terms of smoothness of
some projections of this state. In the following theorem we show that the controllable states also satisfy certain boundary
conditions.
Theorem 6. The conditions (21) and (22) imply
ϕ′′T (0) = 0 (34)
and
ϕ˙′T (1) =
1
2
w˙T (1)
(
−r cos 1
2
− sin 1
2
)
− 1
2
ξ˙T (1)
(
−r sin 1
2
+ cos 1
2
)
(35)
respectively.
Proof. Since ϕ′′′T exists and is an element of L2(0,1) then we can integrate (33) once more by parts to get
〈
Ŷ , b˜⊥k
〉= 1
( 2k−12 π)3
ϕ′′T (0) −
1
( 2k−12 π)3
1∫
0
ϕ′′′T (x) cos
2k − 1
2
πxdx.
Since the series
∑∞
k=1 |k3〈Ŷ , b˜⊥k 〉|2 and
∑∞
k=1 |
∫ 1
0 ϕ
′′′
T (x) cos
2k−1
2 πxdx|2 are convergent, ϕ′′T (0) must vanish. Similarly one
can show (35) that ﬁnishes the proof. 
This allows us to formulate the ﬁnal result, i.e. the necessary and suﬃcient conditions for the state of the beam to be
null-controllable. We state
Theorem 7. Let T > 4. The state (wT , ξT , w˙T , ξ˙T , θT , θ˙T ) is null-reachable by the virtue of the system (3) if and only if it fulﬁlls the
smoothness conditions of the form
wT , ξT ∈ H2(0,1),
w˙T , ξ˙T ∈ H1(0,1),
ϕT ∈ H3(0,1),
ϕ˙T ∈ H2(0,1), (36)
and boundary conditions of the form
wT (0) = ξT (0) = 0,
w ′T (1) + ξT (1) = ξ ′T (1) = 0,
ϕ′′T (0) = 0, (37)
w˙T (0) = ξ˙T (0) = 0,
ϕ˙′T (1) =
1
2
w˙T (1)
(
−r cos 1
2
− sin 1
2
)
− 1
2
ξ˙T (1)
(
−r sin 1
2
+ cos 1
2
)
. (38)
Let T = 4. The state (wT , ξT , w˙T , ξ˙T , θT , θ˙T ) is null-reachable by the virtue of the system (3) if and only if the conditions (36)–(38)
hold and the end conditions
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0
tθ¨ (T − t)dt = θT ,
T∫
0
θ¨ (T − t)dt = θ˙T
are satisﬁed, where θ¨ (·) is the unique solution of (4) which exists provided conditions (36)–(38) are fulﬁlled.
We notice that conditions (37) and (38) correct the ones given in [17].
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