A linear algebraic framework for the analysis of synthesis-type problems for discretetime nonlinear systems in introduced. This is an extension of a similar tool for continuous-time systems which established important connections between many algorithms associated with right-invertibility, left-invertibility and dynamic decoupling, as well as between these algorithms and an approach based upon di erential algebra. A similar payo is seen to be possible in the discrete-time setting.
Introduction
This paper extends to the class of discrete-time nonlinear systems the linear algebraic framework of 4], which has proven useful in the analysis of several synthesis problems for the class of continuous-time nonlinear system 1, 2, 3, 12, 14, 28] . Recall that 4], through the introduction of a chain of subspaces naturally associated with the output of a system, provided a high-level interpretation of the inversion and dynamic decoupling algorithms which are built around the recursive computation of certain ranks associated with left-invertibility, right-invertibility and noninteracting control. In addition, it established relationships between these algorithms and the di erential algebraic approach. This same linear algebraic setting has been used in 3] to formulate in an intrinsic way the regularity (constant rank) conditions common to several procedures for synthesizing nonlinear dynamic compensators.
The reader is reminded that the importance of algebraic techniques and reasoning for analyzing many aspects of discrete-time nonlinear systems has been rmly established in 7, 8, 9, 10, 11, 22, 25, 26] , and the references therein.
When studying continuous-time nonlinear system, the class of a ne systems (so-called because the dynamics is a nely parametrized by the control variables) has received the bulk of the attention of the nonlinear community. This is true for several reasons, the most important of which is that the class of a ne systems is general enough to encompass many models arising in practice. However, it is also speci c enough to admit reasonably simple analyses from at least two perspectives: geometrically, one is working with a nite number of vector elds, a drift term and m control vector elds, as opposed to some arbitrarily smoothly parametrized family of vector elds; algebraically, the various derivatives of the outputs depend polynomially on the inputs and their derivatives (with coe cients depending on the state, and the highest order derivative of the input appearing a nely), as opposed to some more general nonlinear dependence on the input. However, if one accepts as an axiom that any interesting class of discrete-time systems should include time-sampled (digital) versions of the class of continuous-time a ne systems, then one is obliged to consider systems of the form where f and h are su ciently smooth functions, but otherwise arbitrary (consider sampling a continuous-time bilinear system). Consequently, it is not possible to assume that the dynamics is a ne in the control variable (and hence nitely parametrized), and even if it were, this would not entail that the iterates of the output depend polynomially on the inputs, with the highest order delayed input appearing a nely. Consequently, the proof techniques of 4], based upon \global" interpretations of the inversion and dynamic extension algorithms, cannot be easily extended to discrete-time systems; a more intrinsic, \algorithm-free", analysis will be performed. In Section 2 of the paper, the linear algebraic framework of 4] is developed for analytic discrete-time systems, thereby extending the notion of the rank of a system introduced by Fliess 9] . This includes the de nition of a chain of subspaces constructed from the outputs of the system and their iterates and an analysis of the convergence properties of the chain of subspaces. It is noted that when the function f describing the dynamics is not a submersion, certain new phenomena can occur, requiring a slightly di erent analysis involving a combination of geometric and algebraic reasoning. Section 3 collects a few results which are useful for establishing relations between some existing work involving rank computations in an \algorithmic" form and the linear algebraic setting proposed here. Section 4 relates the abstract notion of rank, introduced in Section 2, to the injectivity and surjectivity properties of certian maps strongly connected with left and right invertibility. Finally, Section 5 points out the precise link between the approach used in this paper and that of Fliess 9 ].
Rank and Structure at In nity
The notion of the rank of a nonlinear system was introduced by Fliess in 7] , and yielded fundamental results on right and left invertibility, and noninteracting control of continuoustime systems. Extensions to a class of rational discrete-time systems have been given in 9], using di erence algebra in place of di erential algebra. Here, using elementary vector space techniques as in 4], the rank of a discrete-time system will be generalized to analytic systems admitting a global state space representation on IR n . This may be a strong assumption.
Linear Algebraic Framework
Consider a discrete-time system (2:10) is a limiting value of the chain (2.7) in the sense that if one were to extend the chain in the obvious manner, then n+r = n +r , for all integers r 0. Many system models of the form (2.1) would satisfy (2.9), since it is equivalent to f(IR n ; IR m ) having nonempty interior in IR n , and this is a necessary condition for accessibility. Moreover, it has just been established in 10] that rational input-output systems admit local state space representations satisfying condition (2.9). To avoid passing to a local representation, the following construction is used here in the general case where (2.9) is not satis ed. is a limiting value in the sense discussed earlier for . Whenever the system (2.1) is submersive, it will be established that + k = k + nm ; k 0 ; (2:14) so that + = . Anticipating these technical results, + is de ned to be the rank 9] of the system (2.1).
Remarks: (a) In 6], it is shown (for continuous-time systems) that the chain of subspaces (2.7) is closely related to classic objects in algebra, namely ltrations, and consequently, Hilbert polynomials; a similar result is true in discrete-time 5]. One of the main points of the analysis presented in this paper is the establishment of a prori bounds on the number of steps required to compute the limiting ranks of the ltrations whenever the system has a standard state space representation; such bounds are not provided by the classical results of algebra, which, on the other hand, apply to more general situations. with the convention that + ?1 = n+nm, could be called the persistent structure at in nity. For submersive systems the two lists coincide, and one can speak simply of the structure at in nity; this is also the case for systems satisfying certain constant rank hypotheses in the neighborhood of an equilibrium point, as can be seen from the results of 15, 21] .
Convergence of the chain E
E n .
The goal of this subsection is to justify terminating the chain (2.7) at n, the dimension of the state space of (2.1), whenever the system is submersive. For a linear system, this would follow as an easy consequence of the Cayley-Hamilton Theorem; in the case of nonlinear systems, more work is required.
Let k 0 be any non-negative nite integer, and recall that K k is the eld of meromorphic functions of (x; u 0]; . . .; u k]). Before, when de ning E k (0 k n), the span was taken with respect to K := K n . It is easily seen that the dimension of E k does not change if instead the span is taken with respect to K k . For k > n, de ne E k in the obvious way, following (2.7), taking the span with respect to K k . Theorem 2.1: Suppose that (2.1) is submersive. Then, for all integers k n, dim E k -dim E k?1 = dim E n -dim E n?1 ; that is, k ? k?1 = n ? n?1 .
The proof of the theorem will be divided into several parts, each establishing a particular property of the chain (2. (2:17) it is important that f be submersive, for otherwise may not be a meromorphic function (see (2.20) below). This induces an IR-linear mapping 3 : span K k?1 fd j 2 K k?1 g ! 3 The fact that is well-de ned follows easily from (0) = 0.
for ; 1 ; 2 ; 1 ; 2 2 K k?1 . It should be noted that (2.18) is consistent with the chain rule for di erentiation, and that, for instance
The following two (equivalent) properties are easily established whenever the system (2.1) is submersive:
P2 . 8k 0 and 8 2 R k ; 6 0, ( ) 6 0. As a consequence, if 2 K k , then ( ) is well-de ned. To see the peculiarities a nonsubmersive system may exhibit, consider the example
where x; y, and u are in IR. The function 1=x is meromorphic but (1=x) is not de ned because (x) 0.
The main ingredients of a proof of Since the right hand side of (2.22) can be at most n-dimensional, there must exist an N, 1 N n, such that this is the case. 2
The previous Lemma and the one that follows combine to replace the Cayley-Hamilton Theorem which, in the case of a linear system, proves that the chain (2.7) converges in at most n steps. for systems which are not necessarily submersive. The idea behind the analysis is that the e ect of the nilpotent part of the system on the output sequence is \short-lived", and can be eliminated from the analysis by \ignoring" the rst n time 
Further Characterizations of the Rank and Structure at Innity
This section and the rest of the paper will concentrate on submersive system. Similar results, as per the development of Section 2.3, can be stated for the general case.
Jacobian matrices
The goal here is to provide a computationally convenient means of evaluating the rank, . The same result is also useful for showing the invariance of under the action of invertible (static or dynamic) state variable feedback. The results of 18, 23] in conjunction with Proposition 3.1 justify the terminology adopted in Section 2.2 concerning the rank and structure at in nity of a nonlinear system. The following is the analog of 9, III.B. 
Remarks on the inversion algorithm
The importance of the inversion algorithm of Singh 24] , which is an extension to nonlinear continuous-time systems of the well-known algorithm of Silverman 23] , need not be underlined here. The algorithm has also been used in the study of discrete-time nonlinear systems 15, 16] , but always expressed in a form involving the implicit function theorem. Consequently, the results of the algorithm can be di cult to interpret unless one remains in a neighborhood of an equilibrium point. This problem can be removed by working at the level of the di erentials of the outputs, which linearizes the computations and allows the analysis of 4] to be carried through to the discrete-time setting. Since the algorithm in the form we will use it has already appeared in several publications for continuous-time systems 3, 4, 14], the basic idea will only be sketched here by giving the rst steps of the algorithm. Establishing the validity and convergence properties of the algorithm is quite easy using the analysis of Section 2.2.
It is assumed that (2.1) is submersive; an extension to general systems can be envisioned along the lines of Section 2.3.
Step 0: Calculate dy 0] and write it as 
Invertibility
A linear system is usually said to be right-invertible if the rank of its transfer matrix is equal to the number of output components, and left-invertible if its rank equals the number of input components. Systemically, right-invertibility means that by a proper choice of the initial condition and input sequence, any output sequence can be generated; that is, the map from initial conditions and inputs is onto Y 1 = Y Y , the space of all output sequences. Left-invertibility is equivalent to injectivity of the map from inputs to outputs, for a xed initial condition.
In the case of nonlinear systems, though such global notions of invertibility are attractive, simple examples show the di culty of trying to say anything intelligent about them; hence, one is led to localizing the concepts. These properties can be characterized as follows. Remark: A quite di erent approach to invertibility is taken in 9]; the results of the next section show that, in the case of polynomial systems, the two approaches coincide.
Di erence algebra and the transformal transcedence degree
The purpose of this section is to prove that the rank de ned in (2.10), when specialized to systems whose right-hand-side depends polynomially on x and u (more precisely, on their components), corresponds to the transformal transcendence degree so successfully used by Fliess 9] .
Consider a system
where P : IR n IR m ! IR n and Q : IR n IR m ! IR are such that each of their components is a polynomial of x and u, with coe cients in IR. This system is clearly analytic, so the analysis of Section 2 applies. For the purpose of clarity in presenting the results, it will be assumed that (5.1) is submersive. An extension to rational systems could also be undertaken.
The following de nition, adapted from 9], should actually be derived by constructing the di erence eld associated to P;Q , and then applying the de nition used in 9]. 
2
For those readers familiar with K ahler di erentials, the equality = d 0 ( P;Q ) is immediate from Theorem 3.4. In the following, an independent straightforward proof is given for a larger audience; Lemma 5.2 that follows is well-known, though hard to nd in the form presented.
Let v = (v 1 ; . . .; v r ) be an r-tuple of indeterminants, let IR v] denote the ring of polynomials of (v 1 ; . . .; v r ) with coe cients in IR and let IR(v) be the corresponding eld of rational functions. De ne a vector space over IR(v) The implication (a) =) (b) remains true with , P 1 ; . . .; P r replaced by analytic functions. However, the converse is then true only locally, and even then only on subsets where certain constant dimensional conditions are met; indeed, this is the well-known Frobenius Theorem. Since the reverse inclusion is obviously true, one has equality. By counting the number of vectors on the RHS of (A.11), one obtains (A.2) for t = k + 1. 
