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Abst ract - -S ingu lar ly  perturbed boundary value problems often have solutions with very thin 
layers in which the solution changes rapidly. This paper concentrates on the case where theses 
layers occur near the boundary, although our method can be applied to problems with interior 
layers. One technique to deal with the increased resolution requirements in these layers is the use of 
domain transformations. A coordinate stretching based transform allows to move collocation points 
into the layer, a requirement to resolve the layer accurately. Previously, such transformations have 
been studied in the context of finite-difference and spectrM collocation methods. In this paper, we 
use radial basis functions (RBFs) to solve the boundary value problem. Specifically, we present a 
collocation method based on multiquadric (MQ) functions with an integral formulation combined 
with a coordinate transformation. We find that our scheme is ultimately more accurate than a 
recently proposed adaptive MQ scheme. The RBF scheme is also amenable to adaptivity. © 2004 
Elsevier Ltd. All rights reserved. 
Keywords - -Mu l t iquadr ic ,  Integral formulation, Boundary layer, Boundary layer problems, High- 
order discretizations, Spectral accuracy. 
1. INTRODUCTION 
We consider the singularly perturbated two-point boundary value problem (BVP) 
~u"(x) + p(x)u'(x) + q(x)~(x) = f(~),  v~ e [a,: hi, 
u(a) = ~, u(b) = fl, 
(1) 
where e > 0 denotes a fixed (small) constant. In many applications (1) possesses boundary layers, 
i.e., regions of rapid change in the solution near the endpoints with widths o(1) as e --* 0. When 
we solve (1) with a collocation method using roughly N collocation points, then, with a very 
small parameter e in (1), large N is required to obtain accurate solutions. For good resolution of 
the  numer ica l  so lut ion at  least  one of the  col locat ion po ints  must  lie in the  boundary  layer. For 
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example, if e << 1 and the problem possesses a boundary layer of width O(e), then on a uniform 
grid with O(N -1) spacing between the points we would need N = CO(e-1), which is not practical 
in most cases. Therefore, most numerical methods use specially designed grids that contain 
more points in and around the (boundary) layer. For instance, Miller et al. [1] successfully 
developed an upwind and central difference scheme on a piecewise uniform mesh. Gartland [2] 
and Vulanovic [3] suggested exponentially distributed grid points. All of these special meshes 
have a limitation: collocation points must not coincide numerically. 
The traditional methods of solving partial differential equations are finite-difference and finite- 
element methods based upon piecewise low-order polynomials. Typically, the dependent variables 
are continuous across cell boundaries, but the spatial derivatives are not. It has been found that 
polynomial spectral collocation methods (PSC) are attractive in solving boundary layer problems, 
see [4]. Tang and Trummer [5] introduced a method based upon coordinate stretching and the 
Chebyshev pseudospectral method with good resolution of boundary layers. Accurate results 
were obtained for very thin boundary layers with a fairly small number of collocation points. An 
advantage of the transformed BVP is that more collocation points can be placed in the boundary 
layer without causing numerical difficulty. One drawback of the PSC method is that the mesh 
must have some special structure. For example in [5], collocation points are concentrated near 
both boundaries, even if there is only one layer. 
In 1990, Kansa [6,7] introduced the use of meshless radial basis functions (RBFs) for the 
solution of partial differential equations (PDEs) modelled after the interpolation problem. This 
method is an asymmetric collocation set-up in which boundary conditions are treated separately 
from the interior problem. One of the most powerful RBF method is based on multiquadric basis 
functions (MQ) (see Figure 1), discovered by Hardy [S], 
=  /[Lx - x ll 2 + d -  (2) 
The xk are called data centres; in our method these data centres coincide with the collocation 
points, but that does not have to be so. 
-e- 
J 
0 
x 
Figure 1. One- and two-dimensional multiquadrics entered at the origin. 
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Figure 1. (cont.) 
The MQ basis function is continuously differentiable. Madyeh and Nelson [9,10] showed that 
interpolation with the MQ is exponentially convergent. Buhmann showed the spectral conver- 
gence property of the MQ basis in [11,12]. Yoon [13] also showed that the MQ basis function 
method converges exponentially in a Sobolov space. This was recently verified numerically by 
Fedoseyev et al. [14]. MQ interpolation becomes increasingly accurate as the shape parameter e 
in (2) increases [10]; the convergence rate goes as u c/h, where u < 1 and h is the average distance 
between pairs of data centres. 
Integration is a smoothing operation in which the convergence rate is expected to accelerate 
in line with the convergence rate estimates of Madych and Nelson [9,10]. Mai-Duy and Tran- 
Cong [15,16] obtained very impressive computational results with singly or doubly integrated MQ- 
RBFs that they cast as a minimization of the least-squares residual errors to find the expansion 
coefficients of an RBF-PDE problem. The application of the volume integrated MQ-RBFs to 
the solution of PDEs has recently been investigated by Kansa, Power, Fasshauer, and Ling [17]. 
Since the derivatives of a solution to (1) change dramatically within a very narrow (boundary) 
layer, a better approximation to the solution's derivatives will result in better accuracy. Instead 
of using MQs to approximate u(x), the integral formulation uses MQs to approximate he second 
derivative u"(x). Details are given in Section 3. 
Hon [18] suggested an adaptive technique using an "a posteriori" ndicator based on the weak 
formulation of the governing equation to add collocation points where necessary. The indicator Ii 
is given by 
'Xi@i 
4 : + + - r ]  (3) 
Jx i - - i  
for a BVP  of form (i), where u is the current numerical approximation to the solution, and 
{ x-x~_l Vzc(xi_l,xi) 
x~+l - x ,  Vx  ~ (xi, xi+l) 
Xi__ 1 - -  X i 
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An extra data point is added at both midpoints of the intervals [Xi-l,Xi] and [xi,xi+l] 
if I I i -  Iul ~ 2I¢ where Iu and Ia denote the mean and the standard eviation of these in- 
dicators Ii. We refer to the original article [18] for details. 
The present paper combines the transformation technique used in [5] with the MQ integral 
formulation for solving problems with boundary layers. The proposed scheme does not suffer 
from the problem of data points coinciding, because the computational domain is on a fixed, 
well separated grid. Furthermore, the meshfree MQs allow a simple modification for one-sided 
boundary layer problems. Numerical comparisons with Tang's and Trummer's PSC methods 
and Hon's adaptive MQ scheme given in Section 4 show that our proposed scheme can achieve 
better accuracy for problems with very thin layers, and is applicable to various boundary value 
problems. 
2. TRANSFORMATIONS 
As mentioned in Section 1, at least one of the collocation points should lie in the boundary 
layer in order to resolve the layer. Tang and Trummer [5] introduced a sequence of variable 
transformations that guarantee that there are some collocation points within distance from the 
boundaries ±1 even for e <~ 1 and moderately small values of N, i.e., N ~ 100. 
2.1. The Transformed Equations 
We transform the singularly perturbed linear BVP (1) via the variable transformation x ~-* ~(x) 
into the new BVP 
ev"(~)+P(~)v'(~)+Q(~)v(~) =F(~) ,  
v(a)=a,  v(b)=f l ,  
v(  e [a, b], 
(4) 
where v is the transplant of u, v(~) = u(x(~)). Throughout the paper, we refer to x and ~ as 
the problem (or physical) variable and the computational variable, respectively. The transformed 
coefficients are given by 
p(x) C(x) 
P(~) = ~'(x---~ + e~-7~ ' 
g(x) 
Q(~) - ¢,(x)2' (5) 
f(x) 
F(~) -  ~,(x)2'  
where x = x(~). For computational efficiency the two quantities 1/~'(x) and ~"(x)/[~'(x)] 2 ought 
to be easy to calculate. 
2.2. The  I te ra ted  S INE-Transform gm 
Without loss of generality, we assume [a, b] = [-1, 1]. For m > 1, we consider the one-to-one 
mapping x(~) -- gm(~) given by (see [5]) 
go(~) = ~, gm(~) = sin gm-l(~ , m > 1. (6) 
It is shown in [5] that for the Chebyshev points ~j = {cos(j~r/g)}N=o, 
g.~ (~0) - ~m (¢1) = gm (¢N-1) - g.~ (¢N) 
= ( l+O(N-2) )  
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This indicates that the transformed BVP can handle extremely thin boundary layers with a fairly 
small number of collocation points. For m = 1, 2, and 3 (corresponding to one, two, and three 
SINE transformations), the distance between each boundary point and its nearest interior point 
is O(N-4),  O(N-S), and O(N-lS), respectively. 
It is easy to show that for uniformly distributed collocation points ~j = {(2 /N) j  - 1}Y=o, the 
estimate becomes 
gm (~0)--gin (~1)---~ gm (~N-1) -- gin (~N) ---- O (N-2"~) • (8) 
Although one may use the SINE-transformed points as collocation points for the original differ- 
ential equation (1), estimates (7) and (8) suggest hat some of these points near the boundaries 
will numerically coincide after just a few transforms. 
For transformations (6), the quantity 1/fP(x) is given by 
m-1 
:P0(i (i ))) ~'(X)  = cos gk(~ , m ;> 1, (9) 
and Hm = ~"(x)/[~'(x)] 2 can be computed using the recursion 
I-to ~ 0 , 
~r ~r ( -1)  7r [ r  ( _ l ) ,x ,~  H gk = + cos  gm_ t k = 1 , . . . , ra .  
(lo) 
Here, g(-1) denotes the inverse function of gin, i.e., 
g(-1)(X) ---- X, _ ( -1)  x g(m_l)(x ) = 2 arcsin (g rn - l ( ) ) "  
7r 
The interested reader is referred to [5] for details. Note that the data centres in the computa- 
tional variable ~ are well separated; on the other hand, in the original problem variable x, data 
centres may coincide numerically. This does not appear to give rise to any numerical difficulty; in 
practice, our calculations have been successful even with "large" values of m, such as m = 7 (see 
Table 1 for the spacing of collocation points near the boundary). Once we pick the computational 
data points ~j, the problem variable xj is given by (6). The xj are only used when evaluating 
the transformation coefficients 1/~'(x) and ~'(x)/[~'(x)]  2. The numerical coincidence of xj  is 
reflected in the coefficients of the transformed BVP, P, and Q, but not in the collocation points 
and data centres in the computational domain. 
The transform defined by (6) maps [-1, 1] onto [-1, 1]. Each level of the transform pushes 
the data centres further away from the origin towards +l,  see Figure 2. Note that the iterated 
SINE-transform gm also maps the intervals [-1, 0] and [0,1] onto themselves. Unlike the PSC 
method, the RBF method is "meshfree". If the singularly perturbed BVP contains only one layer 
on the left (or right), we shall translate the problem domain to [-1,0] (or [0, 1], respectively). 
Unnecessary collocation points in the smooth region can be avoided without any modification to 
the scheme itself. 
Table 1. Estimated istance between the boundary points and their nearest interior 
points for 2N - 1 regularly spaced ata centres on [-1, 1] under m SINE-transforms. 
N 
m=l  
m=3 
m:5  
16 32 64 128 256 512 
1.04(-03) 2.51(-04) 6.20(-05) 1.53(-05) 3.82(-06) 9.55(-07) 
1.17(-12) 4.02(-15) 1.47(-17) 5.59(-20) 2.15(-22) 8.33(-25) 
1.88(-48) 2.63(-58) 4.76(-68) 9.78(-78) 2.14(-87) 4.83(-97) 
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3. THE MQ-SCHEME AND THE INT -MQ-SCHEME 
For any given nonnegative integer m, and for N distinct points 
a=~l  <42 < "'" <~N =b, 
one can find the transformed BVP (4) as described in Section 2. 
3.1. Asymmetr ic  Mul t iquadr ics  Col locat ion 
The basic idea of the MQ-scheme is to approximate he unknown function v(~) in the trans- 
formed BVP (4) with Hardy's MQ basis, 
N M 
v(4) = Z ajCj(4) + 
j= l  e=l  
(Ii) 
•/ 2 is Hardy's MQ basis function. To where M is some positive integer, and Cj(~) = (4 - 4j) 2 + cj 
specify the MQ basis, one must specify the centre (j, and the shape parameter cj. We use the 
collocation points as centres for the MQ. Too large or too small shape parameters cj make the 
MQ basis too fiat or too peaked, respectively, and should both be avoided. Hardy [19] suggested 
a constant shape parameter c = 0.815 x mean(dj), where dj is the distance from the jth point 
to its nearest neighbour. Moody and Darken [20] suggested simple varying shape parameters 
cj = 0: dj, where 0 > 0 is a constant factor. Various other shape parameters are employed by 
Kansa et al. [7,21] and Hon et al. [22,23]. 
In (11) there are N + M undetermined coefficients Aj and "~t. Since the MQ basis function 
is continuously differentiable, the derivatives of v(4) can be approximated by differentiating the 
right-hand side of (11) and using 
¢}(() = (4 - 4j) [¢j(4)] -1 and ¢](4) = c2 [¢3(4)] -3. 
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We choose M -- 2 so that we have enough degrees of freedom in the numerical approxima- 
tion v(~) to enforce all collocation and boundary conditions. Collocating the transformed BVP (4) 
at all N grid points provides N linear equations: 
N 
E Ai [e¢~' (~i) + P (~j) ¢~ (~) + Q (~) ¢i (~3)] + 71Q (~j) + 72 [P (~j) + ~jQ (~j)] = F (~j), 
i=1 
for 1 _< j < N. The remaining M = 2 equations are obtained by substituting (11) into the 
boundary conditions in (4)• This yields 
N 
E Ai¢i(a) q- "~1 "~ "/2 a = (9l, 
i=1 
N 
i=l 
These N + M equations determine the N + M coefficients A3 and 7~ in (11), and therefore, the 
solution v(~) (or, equivalently, u(x)). The resulting matrix system is of the form 
/11 ••• iNN Q(~I )  
• * . °  * . 
[1N1 ... l~  Qff~) 
i ¢1(a) - . .  CN(a) 1 
k¢l(b) . . .  Cg(b) 1 
rl I A1 
rN AN 
a "Yl 
b 72 
= [F(!N)[, 
k /~ J 
where l,~ ~ ,~, + P(~)  ¢~(~j) + Q(~)  ¢~(~j) and r~ = P(~) + ~ Q(~)• 
3.2. Recast ing the Linear System in Integral Formulat ion 
The methodology of the integral formulation (Int-MQ-scheme) is similar, except we integrate 
the MQ basis functions twice to obtain the new basis functions 
whose derivatives are 
1 c 2 
¢}(~) = ~ (~ - ~J) ¢J(~) + 7 In (¢j(~) + (~ - ~j)), 
¢~'(e) = ~j(e). 
In other words, Hardy's MQ basis is used to approximate v"(~) instead of v(~). The expansion 
of the unknown function v(~) is now of the form 
N M 
v(e) = ~Aj :  cj(e) + ~7~:  ¢_1. 
j= l  j=l 
(12) 
We again pick M = 2 and apply the same collocation procedure as for the MQ-scheme. The 
resulting matrix system is of the form 
lN1 "'" INN Q(~N) rN AN = F ) , 
(I)l (a ) . . .  @N(a) 1 a 71 
• l(b) ... ¢~(b) 1 b 72 
(13) 
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where lij = e (I)"({j) +P({j)  ¢{({j)TQ({j) (I)i({j) and ri = P({i)+{i Q({i). The linear system (in) 
determines all unknown coefficients in (12). 
The shape parameter affects the performance of the Int-MQ-scheme. The Int-MQ-scheme 
obtains a better approximation to the solution by integrating twice. Considering this approxi- 
mation as an interpolation problem for v" suggests that the shape parameter should be chosen 
in the same fashion as in the previous ection. We shall see in Section 4 that despite relatively 
minor differences, a much improved numerical result can be achieved by the Int-MQ-scheme in 
comparison to the MQ-scheme. 
4. EXAMPLES AND DISCUSSIONS 
We use uniformly distributed ata centres for all examples in this paper, without any intention 
of optimizing the distribution of data centres (or collocation points). Although higher accuracy 
may be expected by increasing the value of the MQ shape parameter c, or by using various values 
of c at different centres, a simple shape parameter is used for testing purposes. We use the 
shape parameter cj = 0.815dj for the MQ basis (2), a constant shape parameter for uniformly 
distributed ata centres. For small e, solving the BVP directly on {xj } without using a transform 
appears hopeless. 
Currently, we do not have a way of finding the optimal value of m a priori. Estimating the 
number of data points inside a boundary layer of width e provides, however, a fairly good guess 
for m. We choose m guided by the number of computational points in the interval [-1, gml(e)]. 
The inverse of the SINE-transform, hm = g~l, is given by the recursion 
2 
ho(~) =~, hm(~) = -- arcsin (h,~_l(~)), m>_ 1. 
7r 
Table 1 lists the estimated istance (using (8)) between the boundary points and their nearest 
interior points for 2N-  1 regularly spaced ata centres on [-1, 1] under m SINE-transforms. This 
allows us to estimate the number of necessary SINE-transforms; for example, we do not expect 
that one SINE-transform (m = 1) will successfully capture a boundary layer with e = 10 -9. The 
authors are currently working on an adaptive scheme that controls the number of SINE-transforms 
automatically. 
In all tables, do.dld2(e) represents he number do.did2 x 10L All codes are written in MAT- 
LAB 6.0, and are executed in double precision arithmetic (emachine ----- 2.22 x 10 -16) on a 4x 500 M]-Iz 
Alpha machine with 2GB RAM. The matrix equations (13) are solved by the MATLAB built-in 
left matrix divide function. In this paper, we do not employ iterative techniques or precondition- 
ing. Readers interested in aspects of efficiently solving linear systems of equations arising from 
radial basis functions are referred to [24-26]. 
In our results, we report the/m-norm error. The/~-norm error provides an accurate measure 
of how well the boundary layer is being captured numerically. In our examples, the/2-norm 
errors are, in general, 2-3 orders of magnitude smaller than the/~-norm error due to the fact 
that collocation points are densely distributed in the boundary layer where the errors of the 
numerical approximation are relatively large. 
4.1. Numer ica l  Compar ison of  the MQ-Schemes 
We compare the Int-MQ and MQ methods with SINE-transformations. Previous studies by 
other authors uggest the integral formulation can achieve better accuracy for various RBF-PDE 
problems. Our results how the Int-MQ-scheme to be more accurate than the original MQ-scheme. 
The same shape parameters i used for both methods and all values of N. The BVP has 
variable coefficients and the solution develops one boundary layer on the left. The equation, 
whose domain is shifted to [-1,0], is 
eu"(x) + u'(x) = x + 1 + e, (14) 
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where f is chosen such that the function 
1 x 2 + 2x) u(z) = ~ (e -(~+l)/~ + (i5) 
is an exact solution of the differential equation (14). The boundary conditions are u( -1)  = 0, 
u(0) - 0. Note that the "exact solution" (15) will satisfy these boundary conditions to machine 
precision for all values of c ~ 0.3. The separation distance of the N problem variables xj on the 
shifted domain is equivalent to the distance for 2N-  1 problems variables on [-1, 1]. See Table 1, 
for the estimated istance between the boundary points and their nearest interior points. 
This is a difficult problem, since high resolution of the boundary layer is needed to capture 
the solution in the middle of the interval correctly. Figure 3 shows the solution for e = 10 -4, 
N = 128, and m = 3 SINE-transforms. The plot on the right is a magnification of the boundary 
layer. The SINE-transform oves more points into the boundary layer. We have a coarser grid 
spacing on the region where the solution is smooth. 
We solve (14) with both the MQ-scheme and the Int-MQ-scheme. Figure 4 shows the 
/oo-norm errors for e = 10 -6, e = 10 -9, and ~ = 10 -12, respectively, with different values of m. 
In general, more SINE-transforms are required for smaller e in order to capture the layer which 
gets thinner as e gets smaller. We also see that the Int-MQ-scheme captures the boundary layer 
more accurately than the MQ-scheme. For N = 512, the errors of the most accurate numerical 
solution (among all the tested m values) of the Int-MQ-scheme are 4.7489 x 10 -7, 1.2356 × 10 -6, 
and 4.9541 x 10 -5, for e - 10 -6, e = 10 -9 ,  and e = 10 -12, respectively. These errors occur when 
m = 4 for the Int-MQ-scheme. By contrast, the error of the MQ-scheme ceases to reduce and 
remains nearly constant at ~ 3 × 10 -3 as N increases, for all tested e. 
When we "under-transform," and have too few points in the boundary layer, the error wilt 
become large due to the undersampling in the boundary layer. On the other hand, when we 
"over-transform", and have too many points in the boundary layer, the errors will become large 
due to the undersampling in the smooth region. 
4.2. Numerical Comparison with the PSC Scheme 
The Chebyshev spectral collocation (pseudospectral) method using the transform in [5] yields 
very accurate approximations for moderately small e. Its error, however, increases rapidly as e 
becomes maller, see Figure 5. When N = 256, the error of the numerical approximation can be 
as small as notation about 10 -14, but it is around 10 -2 for e = 10 -12. As seen in Section 4.1, the 
accuracy of the Int-MQ-scheme is not very sensitive to the magnitude of e when m is properly 
chosen. 
Although, the Int-MQ-scheme may not be always as accurate as the PSC method, it is more 
flexible. Since there is no restriction on how we discretize the ~ variable, an adaptive technique 
can be easily employed irectly with our scheme. Extra points can be added to the existing grids. 
Doing this with the PSC is certainly not straightforward. Such flexibility plays an important role 
in developing an adaptive numerical scheme for time dependent BVPs whose solutions develop 
layers. 
4.3. Numerical Comparison with Hon's Adaptive Scheme 
We consider the example found in [18]: 
eu"(x) + u'(x) = O, Vz  E [0, 1], 
u(0) -- 0, u(1) = 1. 
(16) 
The BVP has one boundary layer on the left; we apply the Int-MQ-scheme on a shifted version 
of (16). Table 2 lists the results of the adaptive scheme found in [18], and our Int-MQ-scheme 
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Figure 3. Numerical solution for (14) of Int-MQ-scheme with e = 10 -4, N = 128, 
m = 3; - -  exact solution, o o o approximation. 
results for m = 3 and m = 4. Our method shows better accuracy for all N. More importantly, 
the numerical solution of the Int-MQ-scheme with m = 4 and N - 103 is more accurate than 
that  of the adaptive scheme with all tested N,  which go as high as N --- 300. Furthermore, 
our computational cost is considerably less than for the adaptive scheme in [18], which requires 
solving a linear system in each iteration. 
Figure 6 shows the plot of the solution for e = 10 -s ,  N = 103, and m = 4 using the Int- 
MQ-scheme. Note that the plot is against the computational variable ~, The boundary layer 
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Figure 4. The /oo-norm errors of the MQ-scheme (left) and the Int-MQ-scheme 
(right) to (14), with different m SINE-transforms, and with e -- 10 -8, e = 10 -9, and 
• = 10 -12, as a function of N. 
Number of Points 
Int-MQ, m = 3 
Int-MQ, m = 4 
Adaptive scheme 
Table 2. Numerical errors for (16) when e = 10 -s .  
50 103 153 ,s5 19s 
1.0(-1) 3.0(-2) 1.2(-4) 6.0(-5) 5.4(-5) 
2.5(-2) 1.0(-4) 3.2(-5) 1.7(-5) 1.6(-4) 
2.3(+0) 6.8(--1) 5.4(--1) 2.2(-2) 6.0(-3) 
250 300 
2.5(-5) 1.7(-51 
8.6(-6) 5.7(-6) 
1.4(-3) 9.2(-4) 
is s t re tched  to  -1  < ~ < -0 .7 .  F rom F igure  7, we see that  the  max imum error  occurs  in the  
boundary  layer, a round ~ -- -0 .72 .  
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Multiquadric Collocation Method 939 
1.5 
x lO  -4 
I I I J I I I I I 
104 
102 
10 o 
10"-4 
lo-~ 
10 ~ 
10 -lo 
10 -12 
10 -14 
10 -18 
0.5 
0 
-0.5 
-1 
-1 .5  --0'.9 -0'.8 --0'.7 '-0'.6 "015 --0'.4 -0'.3 -012 -0'.1 0 
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Figure 8. Weak error corresponding to Figure 6. 
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Since the Int-MQ basis functions are also C °°, the indicator (3) would apply. The weak error 
of the transformed BVP given by 
ev" + Pv '  + Qv - F, 
is straightforward to compute, see Figure 8. The weak error is small on the interval [-0.9, 0]. 
Comparing Figures 7 and 8, we see that (3) does not appear to be a good indicator for the 
Int-MQ-scheme: the region of large weak error, -1  _< ~ _< -0.9, indicated by (3) does not match 
with the region of large error,  -0.8 _< ~ < -0.7. We are currently developing an indicator that 
is suitable for the Int-MQ-scheme, which will allow adaptive mesh refinement [27]. 
5. CONCLUSION 
Numerical results show that the integral multiquadric (Int-MQ) formulation with transforma- 
tions is a very promising method for (boundary) layer problems. Even our nonadaptive method 
shows higher accuracy than a recently proposed adaptive multiquadric scheme. Our method uses 
transformations to allow a large number of collocation points in the thin boundary layer. 
It is well known that the order of approximation of a smooth function is reduced by the order 
of differentiation. Therefore, we achieve a better numerical approximation to the solution by 
twice integrating the MQ basis functions. Our integral formulation appears to be superior to 
other RBF methods. 
Although, we only experimented with boundary layer problems, our scheme is capable of solving 
interior layer problems as well. Our method can solve this internal ayer problem when combined 
with the overlapping domain decomposition method (DDM); see [28-32] for recent developments. 
Without loss of generality, consider an internal ayer problem defined on [-1, 1]. Locating the 
layer(s) exactly is usually the tough challenge. Suppose the position of the interior layer has 
been located approximately by some indicator. For simplicity, suppose there is one internal ayer 
and it is located around x = L. We decompose the computational domain 12 = [-1, 1] into 
~1 = [ -  1, L q- w] and f~2 -- [L - w, 1], where w is the width of the overlapping region chosen wide 
enough to cover the layer. The BVPs defined on i~1 and ~2 are then shifted and solved by our 
method. 
The flexibility of radial basis functions allows our method to become adaptive much easier than 
the spectral collocation method. The authors are continuing to study different indicators for the 
Int-MQ-scheme. A suitable indicator should add or redistribute data centres where necessary, 
but should also automatically apply transforms if and when needed. 
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