Abstract Due to the explosion of news materials available through broadcast and other channels, there is an increasing need for personalised news video retrieval. In this work, we introduce a semantic-based user modelling technique to capture users' evolving information needs. Our approach exploits implicit user interaction to capture long-term user interests in a profile. The organised interests are used to retrieve and recommend news stories to the users. In this paper, we exploit the Linked Open Data Cloud to identify similar news stories that match the users' interest. We evaluate various recommendation parameters by introducing a simulation-based evaluation scheme.
Introduction
A challenging problem in the user profiling domain is to create profiles of users of multimedia retrieval systems. Due to the semantic gap, it is not trivial to understand the content of multimedia documents and to find other documents that the users might be interested in. A promising approach to ease this problem is to set multimedia documents into their semantic contexts. For instance, a video about US President Barack Obama's speech in Ghana can be put into different contexts. First of all, it shows an event which happened in Accra, the capital of Ghana. Moreover, it is a visit by an American politician, the current president. Retrieving a video about Obama's visit to Ghana might indicate that someone is interested in either Barack Obama, Ghana, or in both. The semantic context can lead to a better understanding of the personal interests. A challenge in user profiling research is the identification of users' interests in various events. Multiple interests lead to a sparse data representation and approaches need to be studied to tackle this problem, e.g. by creating structured user profiles.
Knowing the context of a video is useful for recommending videos that match the consumers' information need. By exploiting these contexts, transcripts can also be linked to other contextually related transcripts. From a user profiling point of view, these links can be of high value to recommend semantically related transcripts, hence creating a semantic-based user profile. Major challenges which inhibit the creation of such semantic user profiles are the identification of user's long-term interests and the adaptation of retrieval results based on these personal interests. Most personalisation services rely on users explicitly specifying preferences, a common approach in the text retrieval domain. By giving explicit feedback, users are forced to update their need, which can be problematic when their information need is vague [1] . Furthermore, users do not tend to provide enough feedback on which to base an adaptive retrieval algorithm. Deviating from the method of explicitly asking the user to rate the relevance of retrieval results, the use of implicit feedback techniques helps by learning user interests unobtrusively. The main advantage is that users are relieved from providing feedback. A disadvantage is that information gathered using implicit techniques is less accurate than information based on explicit feedback [2] . A problem is, hence, to exploit this noisy information to build a user profile.
In this paper, we introduce a semantic user profiling approach for news video retrieval, which exploits a generic ontology to put news stories into a context. In order to identify a user's interest in specific news topics, we exploit his/her relevance feedback which is provided implicitly while interacting with the system. Moreover, we incorporate the ostensive model of developing information need [3] in order to capture the evolving focus of interest. We evaluate various parameters by employing a simulationbased user study. The remainder of this paper is structured as follows: In Sect. 2, we review related work which is relevant in the context of our study. In Sect. 3, we introduce the research challenges that arise. Section 4 introduces our architecture of capturing daily news, creating semantic annotations, exploiting implicit relevance feedback for user profiling and news content recommendation. In order to evaluate our research questions and hypotheses, we require ground truth data. The generation of such data is introduced in Sect. 5. Section 6 describes our user behaviour simulation. In Sect. 7, we present the results of our evaluation and discuss the outcome of this simulation in Sect. 8.
Background
This work builds upon different research domains, including news video retrieval, user profiling and evaluation of interactive systems. In the remainder of this section, we introduce state-of-the-art methodologies to address the research challenges of these domains.
News video retrieval
Nowadays, more and more news content providers extend their existing web-based news products by embedding short video clips in their media. Moreover, commercialised systems, such as YouTube.com provide an easy access to various types of video clips. Consequently, the interest in video retrieval has increased exponentially in recent years. Most efforts in processing television news have been pushed by the series of annual TRECVid [4] workshops, where research approaches are evaluated using a common data collection and pre-defined search queries. Smeaton et al. [5] argue that the efforts presented under this research umbrella have led to effective news video retrieval systems. State-of-the-art video retrieval systems can manage large-scale video collections and can assist users in retrieving content.
Even though the TRECVid video collections have been useful to evaluate basic technologies for the management and retrieval of large video collections, it is unsuited for studies in user profiling. The main problem is that the available corpus is outdated which is a big drawback for potential user-based evaluation of profiling approaches. Users will behave differently when searching for old news instead of the latest news, hence biasing the outcome of such studies. An important factor for achieving meaningful results in user profiling is therefore to provide users access to an up-to-date news video corpus.
User profiling
User profiling is the process of learning a user's interests over a long period of time. Most state-of-the-art user profiling approaches exploit the textual content of relevant documents to identify user's interests. Chen and Sycara [6] follow internet users during their information seeking task and explicitly ask them to judge the relevance of the pages they visit. Exploiting the created user profile of interest, they generate a personalised newspaper containing daily news. However, providing explicit relevance feedback is a demanding task and users do not tend to provide much feedback [7] . Bharat et al. [8] created a personalised online newspaper by unobtrusively observing the user's webbrowsing behaviour. The web-based interface of their system provides a facility to retrieve news stories and recommends stories to the user based on his/her interest. Although their system is a promising approach to release the user from providing feedback, their main research focus is on developing user interface aspects, ignoring the sophisticated recommendation issues. Introducing user profiling in the news video domain, Luo et al. [9] suggest exploiting users' personal background knowledge to recommend relevant news videos. Further, they automatically identify associations between different news stories using audiovisual features.
Considering the high importance of concepts, such as names, places and organisations in news data, we suggest to use these entities to identify such associations. If a story contains various entities, associations between these entities and other stories' entities might help to model user interests more accurately. This association between entities, or concepts, can be defined by an ontology. Gruber [10] defines ontologies as ''content specific agreements'' on vocabulary usage and sharing of knowledge. Fernández et al. [11] argue that ontologies can be exploited to structure news items and to annotate them with additional information. An early approach for using ontologies for user profiling is the SmartPush [12] project, where professional editors were asked to enrich information with semantic metadata. This metadata was then used to filter relevant information. Even though their approach is promising, it requires too much manual input, which questions its scalability. Gauch et al. [13] suggest creating an ontology-based user profile based on users' browsing behaviour. Their personalised retrieval system outperforms an impersonalised baseline system, indicating the effectiveness of such profiles. Järvelin et al. [14] already showed that a concept-based query expansion is helpful to improve retrieval performance. Multiple studies show the effectiveness of this technology [15] . In the news video domain, Bürger et al. [16] have shown that such structured data can be used to assist the user in accessing a large news corpus. Dudev et al. [17] propose the creation of user profiles by creating knowledge graphs that model the relationship between different concepts in the Linked Open Data Cloud. This collection of ontologies unites information about many different freely available concepts. The backbone of the cloud is DBpedia, an information extraction framework which interlinks Wikipedia content with other databases on the Web, such as Geonames or WordNet. As of now, the DBpedia Knowledge Base contains more than 2.6 million graph elements 1 which are interlinked with each other. Being a representation of Wikipedia, however, both quantity and quality of these links differ tremendously. While some concepts are interlinked with many related concepts, other concepts are linked with few related concepts only. In this work, we exploit this data cloud to link automatically segmented story videos and to build personalised long-term user profiles. Since we are evaluating the performance bounds of these profiles, a direct comparison with the above introduced methods is not possible.
Evaluation methodologies
Different from usability testing [18] experiments as common in the HCI research community, the intended aim of experiments in the information retrieval (IR) domain is to evaluate the underlying retrieval/recommendation system. IR experiments can broadly be categorised into two paradigms. The most dominant one is system-centred evaluation. Indeed, large-scale evaluation campaigns, such as TREC are based on it. System-centred experiments are defined by a strict laboratory-based setting. Automatically generated retrieval results are compared with a list of assessed documents, referred to as the ground truth, and standard evaluation metrics, such as precision and recall are computed. The metrics of both systems are then used to evaluate the effectiveness of the introduced method.
Even though system-centred evaluation is suitable for some experiments, it cannot be easily applied to study some research approaches which are focused around the user [19, 20] . This is especially problematic in adaptive information retrieval which is based on adapting retrieval results to satisfy users' personal interests. In user-centred evaluation, user satisfaction is used as evaluation measure. User-centred evaluation schemes are very helpful in getting valuable data on the behaviour of interactive search systems. Various problems, however, arise when solely relying on this paradigm [21] . First of all, user satisfaction is highly subjective. Moreover, it is almost impossible to test all the variables involved in an interaction and hence compromises are needed on many aspects of testing. Furthermore, such a paradigm is inadequate in benchmarking various underlying retrieval algorithms.
In order to evaluate the performance of long-term adaptation, user studies will be required where users interact with the system over several iterations. As argued before, both system-and user-centred evaluations are not suitable for this scenario.
An alternative, well-established way of evaluating such systems is the use of simulations. An early example is given by Finin [22] , who allowed software developers to test their systems by feeding them with simple stereotype user behaviour. Simulation-based evaluation schemes have been used extensively, as the survey on state-of-the-art user simulation given by Ivory and Hearst [23] indicates. The objective of this paper is to introduce a simulation framework which can be used to evaluate long-term user profiling methods.
Research hypotheses
Various problems arise when aiming at recommending news videos based on users' long-term interests.
The first problem is how the users' evolving interests can be captured in a long-term user profile. What a user finds interesting on one day might be completely irrelevant on the next day. In order to model this behaviour, we incorporate the Ostensive Model of developing Information Need [3] . In this model, providing feedback on a document is considered as ostensive evidence that this document is relevant for the user's current interest. As argued before, however, users do not tend to provide constant feedback on what they are interested in. Thus, one condition we set is that a user profile should be automatically created by capturing users' implicit interactions with the retrieval interface. This guarantees a constant feedback of (implicit) relevance, opposed to explicit relevance feedback that could be given rather occasionally. Our first hypothesis is hence that implicit relevance feedback techniques can efficiently be employed to create efficient long-term user profiles. The more the users show interest in a specific news story, the higher will it be ranked in their profile.
Having the users' interests captured in a profile, the next question is how to identify this interest from their profile.
One challenge is that users can show interest in multiple news topics. For example, users may be interested in Sports and Politics or in Business news. Further, they can even be interested in sub-categories, such as Football, Baseball or Hockey. A specification for a long-term user profile should therefore be to automatically identify these multiple aspects. Preliminary results [24] indicate that separating user profiles based on broader news categories leads to a structured representation of the users' interests. Moreover, results in [25] suggest that a hierarchical agglomerative clustering of the content of these category-based profiles can be used to effectively identify sub-categories. As explained, the proposed user profiling approach gives a higher weighting to those stories that achieved a higher attention by the user. An open question is, however, how many entries in such user profile should be used to represent the user's current topics of interest.
Moreover, another question is how to exploit the identified sub-categories of the profile in order to recommend relevant news stories that match the user's interest. Due to recent improvements in Semantic Web technologies, it is now feasible to automatically link concepts to the Linked Open Data Cloud, where they are connected to other concepts. Any news story's concepts can hence be set into its semantic context. Based on the introduced related work, we therefore hypothesise that exploiting this context can lead to appropriate news video recommendations. An open question is, however, how many concepts should be considered to identify similar news stories to recommend to the user.
In order to evaluate the quality of the recommendations over a longer time period, a long-term user experiment is required where users are free to use the system to satisfy their personal information need. The constrictions of laboratory-based interactive experiments with pre-defined search tasks do not allow such scenario, since users will not be able to search for the content they are really interested in. Consequently, a general list of assessed documents cannot be used, since the user decides what topic he/she is searching for. Moreover, the evaluation of different parameters requires a larger number of runs. A user-centric evaluation is therefore inadequate, since it would require many users to repeat the same steps various times. Tackling these problems, we therefore propose the generation of a test collection for long-term user modelling. The collection can be used to study above research questions by simulating users interacting with the video recommendation system. Summarising, we address the following hypotheses in this work: (H1) Implicit relevance feedback techniques can be exploited to create efficient long-term user profiles.
(H2) Ontologies can be exploited to recommend relevant news documents.
Further, we address the following research questions:
(Q1) How many entries in a user profile should be used to represent the user's current topics of interest? (Q2) How many concepts should be considered to identify similar news stories to recommend to the user?
To evaluate these hypotheses and research questions, we introduce a novel news video recommender system which automatically captures users' interests and provides personalised recommendations. The system and its components will be introduced in Sect. 4 . We further introduce the generation of a data collection which can be used to study long-term user profiling by mimicking user interactions.
Two requirements for such simulation have to be fulfilled. First, ground truth data are needed to evaluate the different required runs with respect to different user interests. Real users are required who identify interesting stories in a data collection, resulting in individual ground truth data. This relevance assessment task is introduced in Sect. 5. Another requirement for our simulation is a representative user profile which can be used to evaluate the different parameters of our recommendation approach. Our method of creating a simulated user profile is presented in Sect. 6.
System description
To evaluate the stated research questions and hypotheses, we implemented a news video recommender system. In this section, we first introduce the data-capturing phase, followed by a description of the system architecture.
Data collection
In this study, we focus on the daily BBC One O'Clock News and the ITV Evening News, the UK's largest news programmes. Each bulletin has a running time of 30 min and is broadcast on work days. Both channels enrich their broadcasts with a closed caption (teletext) signal that provides textual transcripts. Between November 2008 and April 2009, we captured the broadcasts of both channels and stored the video transmissions in MPEG-1 format. The smallest unit in a video broadcast is a video shot. A shot is defined as a part of the broadcast that has been created by a continuous recording from a single camera. Following O'Connor et al. [26] , we use a colour-histogram-based approach to detect shot boundaries in the MPEG-1 videos.
In the video retrieval domain, shots are usually visualised by static, representative key frames of the shots. In order to determine such key frames, we calculate the average colour histogram for each shot and extract the frames with the shot which is closest to the average. This results in a set of key frames for each shot which we then combine to a single animated key frame in GIF format. The next challenge is to combine these shots to larger, semantically related story segments. The news broadcasts are segmented into stories by individually processing the video and teletext streams. The story segmentation of the video stream is achieved by detecting anchor person shots and the story segments from the text stream are obtained by a semantic Latent Dirichlet Allocation (LDA)-based approach. Both individual streams are then combined to identify the story boundaries. The approach is discussed further in [27] .
Semantic annotation
Usually, news content providers classify their news in accordance to the IPTC standard, a news categorisation thesaurus developed by the International Press Telecommunications Council. We assume that a categorisation of our data corpus using this standard will lead towards a structured user profiling approach. Therefore, we use OpenCalais In a next step, we aim to identify concepts that appear in the stories. Once these concepts have been positively identified, the Linked Open Data Cloud can be exploited to further annotate the stories with related concepts. However, we need to address a number of questions in employing this method.
First of all, how can we determine concepts in the story which are strong representatives of the story content? In the text retrieval domain, named entities are considered to be strong indicators of the story content, since they carry the highest content load among all terms in a document. Therefore, we extract persons, places and organisations from each story transcript using OpenCalais.
The second question is how these named entities can be positively matched with a conceptual representation in the Linked Open Data Cloud. For resolving the identity of an entity instance, we again rely on the OpenCalais Web Service, which compares the actual entity string with an up-to-date database of entities and their spelling variations. Once entities have been disambiguated, OpenCalais maps these entities with a uniform resource identifier (URI) and their representation in DBpedia.
Since the link between the story and the DBpedia graph has been established, DBpedia can now be exploited to put each identified entity into its context. Even though entities in DBpedia are solely nodes in a graph, a semantic hierarchy between most neighboured nodes is defined by the Simple Knowledge Organisation System Reference (SKOS) data model. In order to identify the context of each node, we first extract all neighboured nodes in the graph which represent the category where this node belongs to. The corresponding links are defined by the property ''skos:subject''. Further, for each identified category node, we extract all categories that have a semantically broader meaning. These are defined by the property ''skos:-broader''. Figure 1 illustrates an example hierarchy for the concept ''Scotland''.
In order to set the entities of the video stories into a broad context, we extract up to four layers of broader categories. Note that not all named entities in the data collection have a concept representation in DBpedia. Further, not all identified concepts are linked to broader categories. An overview of the number of entities, concepts and categories (layers L 1 -L 4 ) in the data collection is given in Table 1 .
Finally, all stories are indexed using MG4J, 3 an open source search engine. Figure 2 shows a screenshot of the news video retrieval interface. It can be split into three main areas: search queries can be entered in the search panel on top, results are listed on the right side and a navigation panel is placed on the left side of the interface. When logging in, the latest news will be listed in the results panel. Search results are listed based on their relevance to the query. Since we are using a news corpus, however, users can re-sort the results in chronological order with latest news listed first. Each entry in the result list is visualised by an example key frame and a text snippet of the story's transcript. Keywords from the search query are highlighted to ease the access to the results. Moving the mouse over one of the key frames shows a tooltip providing additional information about the story. A user can get additional information about the result by clicking on either the text or the key frame. This will expand the result and present additional information including the full text transcript, broadcasting date, time and channel and a list of extracted named entities. In the example screenshot, the third search result has been expanded. The shots forming the news story are represented by animated key frames of each shot. Users can browse through these animations either by clicking on the key frame or by using the mouse wheel. This action will centre the selected key frame and surround it by its neighboured key frames. The key frames are displayed in a cover-flow view, meaning that the size of the key frame grows larger the closer it is to the focused key frame. In the expanded display, a user can also select to play a video, which opens the story video in a new panel. The user's interactions with the interface are exploited to identify multiple topics of interests. On the left-hand side of the interface, these interests are presented by different categories. Clicking on any of these categories in the navigation panel will reveal up to four sub-categories for the corresponding category. The profiling approach will be introduced in the following section.
User interface

User profiling
Addressing Hypothesis (H1), we rely on implicit relevance feedback for user profiling. When a user interacts with a result, he leaves a ''semantic fingerprint'' that he is interested in the content of this item to a certain degree. In this work, we employ a weighted story vector approach to capture this implicit fingerprint in a profile. The weighting of the story will be updated when the system submits a new weighted story to the profile starting a new iteration j. Hence, we represent the interaction I of a user i at iteration j as a vector of weights
where s indexes the story in the whole collection. The weighting W of each story expresses the evidence that the content of this story matches the user's interest. The higher the value of W, the closer this match is.
As explained before, each news story has been classified as belonging to one or more broad news categories C. Since we want to model the user's multiple interests, we use this classification as a splitting criterion. Thus, we represent user i's interest in C in a category profile vector P i (C), containing the story weight, SW(C), of each story s of the collection:
In the user interface, each category profile is represented by an item in the navigation panel.
In our category profile, the story weight for each user, i, is the combination of the weighted stories, s, over different iterations j : SWðCÞ is ¼ P j a j W ijs . Following Campbell and van Rijsbergen [28] , we include the ostensive evidence
to introduce an inverse exponential weighting which will give a higher weighting to stories which have been added more recently to the profile, compared to stories which were added in an earlier stage.
Profile categorisation
Each category profile consists of a list of weighted stories, with the most important stories having the highest weighting. A challenge here is to identify different contextual aspects in each profile. We approach this problem by performing a hierarchical agglomerative clustering of stories with the highest story weight at the current iteration. Aiming at Research Question (Q1), we define s as the number of stories used for clustering. Following Bagga and Baldwin [29] , we treat the transcripts extracted from s clustered stories as term vectors and compare them by cosine. Unlike their approach, however, we use the whole transcript rather than sentences linked by co-references and use the square root of raw counts as our term frequencies rather than the raw counts. We use complete-link clustering since this approach results in more compact clusters. Moreover, we do not use inverse-document frequency normalisation since this value can be important for discrimination. For tokenisation, we use standard filters (conversion to lower case, stop word removal and stemming). The numbers of clusters k is a parameter. Since each cluster should contain stories associated with an aspect of the user's interest, k should be equal to the number of different interests that a user has. In this study, we have set k = 4. In the interface, the clusters represent the four sub-categories under each category in the navigation panel. The two most frequent named entities in each cluster are used as a label for each sub-category. The content of the users' profiles is displayed on the navigation panel of the left-hand side of the interface. Since the idea of such navigation panel is to assist the users in finding other stories that match their interests, the next challenge is to identify more stories in the data corpus that might be of the users' interests.
News video recommendation
Assuming that each of the sub-categories contain stories that cover one or more (similar) aspects of a user's interest, the content of each sub-category can be exploited to recommend more documents belonging to that cluster. Following Hopfgartner and Jose [24] , we formulate a search query based on the content of each cluster. The search results, ranked using Okapi BM25, are then presented as recommendations.
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To evaluate Hypothesis (H2), we define three query formulation approaches, each of which aiming to retrieve other news stories that match the content of the corresponding sub-category. Hence, each approach represents another method to recommend other news stories that match the user's interest as represented by the sub-category of the profile. The query length q is a parameter used to evaluate Research Question (Q2). The approaches are as follows:
Baseline run (B): the search query consists of the q most frequent nouns and foreign names of all queries in the cluster, combined using the ''or'' operator. Concept run (C): the search query consists of the q most frequent concepts of all queries in the cluster, combined using the ''or'' operator. Concepts are named entities with a representation in DBpedia. Hence, they can be considered to be more specific entities that have been described in Wikipedia. Category run (DBpedia): the search query consists of the q most frequent concepts and the q most frequent categories of each category layer, combined using the ''or'' operator. Differing from the Baseline and Concept runs, the search query therefore consists of q 9 5 terms. Following Robertson et al. [30] , we define the concepts and each category layer as multiple weighted fields and give a linearly decreasing weighting to higher categories. Retrieval results are therefore ranked using BM25F.
Summary
To evaluate Hypothesis (H1), the introduced news video recommender system exploits implicit relevance feedback to create long-term user profiles. The Ostensive Model of Evolving Information Need is employed to give a higher weighting to more recent user feedback. Multiple user interests are identified by categorising the profile content based on broad concepts. Further, a clustering approach is introduced to identify sub-categories for these broad concepts. Aiming at our first Research Question (Q1), the number of stories used for clustering is defined as s.
Moreover, we introduce three different news story recommendation approaches to evaluate Hypothesis (H2): A Baseline run (B), a Concept run (C) and a Category run (DBpedia). All of them are based on exploiting the content of each cluster to retrieve related news stories. Addressing our second Research Question (Q2), the number of search terms used for retrieval is defined as q.
Relevance assessment
Evaluating the research questions and hypotheses which have been discussed in the previous section, a simulationbased evaluation methodology is needed. Two requirements must be fulfilled for such scheme. First of all, individual assessment lists, also referred to as ground truth data, are needed to evaluate the system with respect to different user interests. The generation of such data will be introduced in the remainder of this section. The second requirement is the need of a typical user profile to base the recommendations on. Our user profiling simulation will be introduced in the section that follows.
Assessment group
To generate necessary ground truth data, we recruited 18 volunteers with a diverse background using various mailing lists and social networking sites. Since the assessment task is a very tedious work, we allowed each participant to follow their own time schedule. Time estimation is therefore not possible. The assessment task was split into two main parts, each part ended with an additional questionnaire, where the participants were asked to express their opinion about each part.
Before the actual assessment, the assessors were asked to fill in an entry questionnaire to provide demographic information. The group consisted of 12 males and 6 females with an average age of 26.2 years. A majority of them hold either an undergraduate or postgraduate degree with a background on IT technologies. We were first interested to find out which sources they usually rely on to gather latest news. The most named answers they selected from a predefined list were news media websites, followed by television news and word of mouth. These replies indicate that the participants accept online news, but also rely on television broadcast. Our assessment group corresponds to the most active group in online services [31] . They are hence the ideal audience for news video recommender systems. Moreover, we were interested whether they follow diverse news topics, a premise for the assessment task. Therefore, they were asked to indicate their interests from a list of broad news categories. Further, they were asked to provide different examples for each category to check how diverse their interest really is. The participants provided an average of 2.5 examples per topic. The results indicate that they show interest in a diverse number of news topics. We hence conclude that they are an appropriate group to base our study on.
BBC online news assessment
In the first part of the assessment task, we aimed at identifying the participants' specific interests in news events. Three assumptions underlie this experimental subtask.
We assume that each day, national news media report about the most important news events. More specifically, we assume that the BBC, the world's largest news gatherer, reports about this event on their news Web site. 4 This Web site is one of the most popular news Web sites in the UK and well-known for its detailed content.
1. Further, we assume that events with the highest media attention are the most important news events. Apart from ''silly season'' topics, news media cover stories of general interest. 2. Besides, we assume that ''typical'' news consumers are mainly interested in the most important news.
To identify those stories on the BBC News Web site which received the highest media attention on that day, we rely on Google News which clusters similar news stories from multiple sources and ranks them based on their popularity. For each day of our experiment, we retrieved the URL, the headline and a short snippet from the BBC News Web site as provided by the Google News API. For the assessment task, we generated lists of all retrieved stories, separated by the date and split into blocks of 2 weeks each. Each list hence contained a maximum of 140 stories (10 stories per day and 14 days). Our participants were now asked to mark all stories in each list, seven in total, which they find interesting. For further information, they were also allowed to check the actual Web site on the BBC server. In a second step, they had to categorise the selected articles into related groups and provide each group with a common label. They were asked to choose rather broad labels for each category without using too general descriptions. This advice aimed at avoiding categories of very specific events which might have appeared only once within the whole time period. Table 2 provides an overview of assessed news stories and identified news categories.
The consecutive questionnaire aimed at evaluating their assessment experience. Using five-point Likert scales, we first asked them to judge the difficulty of the assessment task. The majority claimed that they found the task very simple. The main difficulty they reported was that some news stories could be classified as belonging to more than one category which our interface did not support. Since the assessment task took place a few months after the time period of the data corpus, we were interested if this time difference caused troubles for the participants. We, therefore, asked the participants to judge different statements on five-point Likert scales. Some of the scales were inverted to reduce bias. The assessors stated that before starting the task, they had a general idea of which news events happened in the given time period. Moreover, they claimed that they already knew which kind of stories they were interested in before looking at the collection. As we expected, they claimed that they discovered various news events which they were not aware of before. We assume that this might be partly due to the time difference, but also due to a less intensive following of the news events. The majority did not agree with the statement ''I marked various news events as interesting even though I was not interested in them at the given time period''. We conclude that the time difference did not influence the assessor's judgment on what they find interesting. The selected categories should, therefore, be a realistic representation of the assessor's interests in news within the time period.
News video assessment
Knowing the users' categories of interest, the second part of the experiment aimed at identifying news reports in the video corpus for each category of interest. In an ideal case, the participants would be asked to assess the full data corpus in order to identify these video clips which are relevant to their identified interests. Due to the size of the data collection, however, this approach is not feasible. Hence, it is necessary to provide the participants with a subset of the corpus which they should assess accordingly.
To identify a good subset for each category of interest, we exploit a simple observation: studies (e.g. [32] ) have shown that named entities, such as persons, locations or organisations play a key role in news reports. The news documents which have been marked and classified in the preceding subtask mainly consist of reports or interviews and hence contain many named entities. Assuming that the same news events which are broadcast have also been reported online, these terms should also be mentioned in the video report about the same event. Considering that both textual and video news are published by the same news content provider (BBC in our case), it is even more likely that the same entities are used analogically. Moreover, since the textual reports usually contain more details than short video clips, there is a high probability that all entities which are mentioned by the reporter in the video also appear in the text report. The most important named entities from the textual documents should hence provide a good presentation of the content of each category. Further, retrieving news stories using entities as a search query should provide a significantly smaller subset of the data corpus which can then be assessed by the participant. Therefore, we use the freely available LingPipe toolkit, 5 at default settings (trained on the MUC-6 English corpus) to extract all named entities from every assessed document.
In the next step, we combine the top 10% of the most frequent entities of each category of interest using the ''or'' operator to form a search query. Using the interface shown in Fig. 3 , the participants were now presented a result list of each category of interest. The label of the category, referred to as an ''aspect'', is given on top of the list. Results were ranked using BM25 and were visualised in the same way as the expanded results in the interface shown in Fig. 2 . In addition, each retrieved story had an additional ranking bar, where users were asked to assess how much this result is relevant to the given category. Search results were split into several pages containing 15 results each and the participants were asked to assess at least the first three pages. After finishing the assessment for one category, they could click on ''Next aspect's result'' on the top of the interface to start the assessment of the next category. Table 3 shows the summary of the news video assessment task. As can be seen, the assessment task ended with diverse results, indicated by the different number of relevant assessed stories and different number of days with annotated results. Figure 4 shows the numbers of relevant rated stories and the distribution of topics of interest per day for User U7. Similar patterns can be observed for all participants. As these figures illustrate, the distribution of the user's interest is very sparse. Since users will be interested in various numbers of news stories on different days, thus, we conclude that these incoherent assessment lists reflect realistic user interests.
In the final questionnaire, we aimed at evaluating whether the presented subset of the data corpus was appropriate. Therefore, using five-point Likert scales, we asked the participants to judge whether the displayed news stories were related to the according news aspect. Even though the majority had a neutral perception towards this statement, 43% slightly agreed to it. Moreover, they were asked to judge whether the news stories covered most facets of the according aspect on a five-point Likert scale. Again, the participants tended to agree with the statement. We, therefore, conclude that using the news article assessments to identify good search queries resulted in sensible subsets of the actual video data corpus.
Summary
In this section, we introduced an approach of generating personalised ground truth lists. In order to reduce the Fig. 3 News video assessment interface amount of manual labour, we aimed at adapting the assessable documents to the assessors' personal interests. Both quality and quantity of the resulting lists vary from user to user though. While some users provide a large amount of assessments, other users assess a small amount of stories only. Consequently, not all relevant documents are really assessed to be relevant by the users. Nevertheless, since this is a well-known problem that also influences other well-established relevance assessment approaches, we conclude that our assessment task resulted in a good representation of users' interests over a longer time period.
User behaviour simulation
The relevance assessment lists which have been introduced in the previous section express the interests in news events of 18 potential users of our news video retrieval system. Considering these interests as ground truth data fulfils one requirement for a simulation-based evaluation. Another requirement is a long-term user profile of a representative user who interacted with the system over a longer period of time. In this section, we introduce our approach of creating a simulation-based user profile.
Defining user actions
The first step towards evaluating our experimental parameters is to simulate a user interacting with the system. Dix et al. [33] argue that user interactions in interactive systems can be represented as a series of low-level events, e.g. key presses or mouse clicks. The interface shown in Fig. 2 supports four types of such events:
1. Tooltip event: moving the mouse over one of the key frames in the result list pops up a tooltip showing additional information about the news story. 2. Clicking event: a click on a result in the result list will expand the according news story and display further information. 3. Browsing event: a click on any animated shot segment in the expanded view of a news story will centre the according shot. In this way, the user can browse through the shots of a story. 4. Viewing event: clicking on the play button in the expanded view will start playing the video.
User actions can be seen as a sequence of one or more of these events. In [34] , Hopfgartner and Jose illustrate possible user actions of state-of-the-art video retrieval interfaces. They argue that some events are independent, while other events depend on preceding events. Two of the above introduced events can be triggered independently from others: users can always move the mouse over a result to get more information (tooltip event) and can always expand a search result (clicking event). Once a story was expanded, the user can browse through the shots (browsing event) or start playing the video (viewing event). The latter events are hence dependent from the clicking event.
Similar to Bezold [35] , we describe possible event sequences as a Markov Chain. Markov Chains consist of states and transitions between these states. A state change is triggered by a certain event with a certain probability. Figure 5 illustrates the possible user interactions of users using our retrieval interface. The probabilities of the above introduced events trigger the transitions between the different states. Note that for simplicity reasons, we consider users doing every event only once.
Following Vallet et al. [36] , the transitions are defined as follows: Having defined a Markov Chain to simulate user interactions, the next step is now to determine realistic probabilities for each transition in the chain. The best way to simulate realistic user interaction patterns is to analyse how real users interact with the video retrieval system. A statistical log file analysis of this study can then provide an insight into real users interaction patterns. Therefore, we asked 16 users to use the system for up to 10 min each working day for up to 7 days to search for any topic that they were interested. In addition, we also created a simulated search task situation as suggested by Borlund [37] . Our expectation was twofold: first of all, we wanted to guarantee that every user had at least one topic to search for. Moreover, we wanted the participants to actually explore the data corpus. Therefore, we chose a scenario which had been a major news story over the last few months:
Dazzled by high profit expectations, you invested a large share of your savings in rather dodgy securities, stocks and bounds. Unfortunately, due to the credit crunch, you lost about 20 percent of your investment. Wondering how to react next and what else there is to come, you follow every report about the financial crisis, including reports about the decline of the house's market, bailout strategies and worldwide protests.
They were further asked to indicate whenever they found news stories which interested them. A more detailed description of the user experiment is given in [25] . In order to obtain a set of characterisation parameters, we use statistical information of the 16 users to calculate probabilities of users performing certain types of actions. Our first interest here is to judge the quality of the dataset by analysing the number of clicks performed on relevant stories. Since participants of this user study were motivated to retrieve any topic they wanted, story relevance cannot be generalised. What User A might find relevant is completely irrelevant for User B. Therefore, we first determined the probability value PðRjClickÞ for each individual user, which we then averaged. According to the log files, the average probability of clicking on a document and rating this document PðRjClickÞ is 0.55, a rather high value. In other words, approximately every second story that the users interacted with was labelled to be relevant by the according user. Table 4 shows the averaged probabilities of an implicit action being performed on relevant and non-relevant using the formulae introduced in the previous section.
Creating long-term user profiles
Since we want to evaluate the effect of various parameters over a longer period of time for various users, we have to create long-term user profiles for each user. Exploiting the possible user actions and the determined probability values, we create these profiles by simulating the users interacting with the system for every day that has assessed ground truth data. We simulate the following usage scenario:
''Imagine a user who is interested in multiple news topics. He registered with our news recommender system with a unique identifier. For a period of 5 months, starting in November 2008, he logs into our system, which provides him access to the latest news video stories of the day. On the system's graphical interface, he has a list of the latest stories which have been broadcast on two national television channels. He now interacts with the presented results and logs off again. On each subsequent day, he logs in again and continues the above process.'' Starting with the first day contained in the individual user's assessment list, we simulate a user interacting with the news stories of the day according to the introduced user patterns. Each time an event has been triggered, we store this implicit action in the user profile with the according weighting W as introduced in Sect. 4 .
In this work, we define a static value for each possible implicit feedback event: The session simulation is repeated iteratively. This results in 18 individual user profile containing entries of each day of the data collection with different relevance weighting.
Recommendation approach
Each profile consists of weighted stories that the simulated users showed interest in at a particular time point. Recommended news videos should hence be related to these highest weighted stories. As explained before, we first cluster s news stories with the highest relevance weighting of the profile. Then, we identify the q most frequent terms of each cluster, assuming that these terms represent best the content of the clusters. Finally, we combine these terms using the ''or'' operator to form a search query SQ for each cluster and trigger a retrieval using this search query. Retrieved results are ranked using BM25.
Summary
In this section, we analysed the user interface of the news recommender system and identified specific feedback events. Moreover, we defined possible user actions, consisting of combinations of these feedback events. Transitions between these events can be expressed in probabilities. Exploiting the log files of a preceding user study, we determined statistical probabilities for each transition and simulated a user using the system over a period of 5 months. The outcome of this simulation is 18 user profiles which contain weighted stories of every day in the data collection. Recommendations are presented by identifying the most frequent terms of the corresponding profile content.
News recommendation evaluation
Each simulated user profile has been created iteratively.
For every day which is covered in the ground truth data, new documents have been added, resulting in a daily update of the user profile. In order to evaluate the suggested news recommender approaches with respect to the Research Questions (Q1) and (Q2), we can now compute standard evaluation measures. For each day in each user's profile, we create the search query SQ for every cluster in the profile as explained above. We then trigger a retrieval using this search query and compute standard evaluation measures with the according ground truth data. These steps are repeated for s = {4, 5, 6, 7, 8, 9, 10, 20, 30, 40 , 50}, q = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15} and SQ = {Baseline run, Concept run, Category run}. Hence, for each assessed day, we have 11 9 15 9 3 = 495 individual runs for every user.
In order to evaluate the first Research Question (Q1), we compare the mean average precision (MAP) of all users for s documents used for clustering. Various observations can be noted from these figures. First of all, the best performance for all runs can be observed when the search query is based on clusters of 7-10 documents. This suggests that the 7 to 10 highest weighted news stories in a user profile best represent the user's current interests, answering Research Question (Q1). An interesting result is that the parameter s does not influence the performance of Baseline run (B) significantly. This indicates that nouns and foreign names are not optimal to represent the content of a document. The more stories s are used to determine the most frequent nouns, the higher is the total number of nouns. The Baseline run exploits this increasing number of nouns and combines the most frequent ones using the ''or'' operator. The stable performance suggests that the increasing number of nouns does not directly influence the retrieval performance. A reasonable explanation for this is that the most frequent nouns are just not specific enough and hence do not retrieve relevant stories. In comparison, the more specific concepts show a better retrieval performance, suggesting that these, more specific entities, are a better source to create a search query. Both Baseline and Concept runs are outperformed by the Category run, which suggests that exploiting the semantic context of stories in the user profile results in better news recommendations.
Figures 7, 8 and 9 reveal a large variance for every evaluated parameter. The same observation can be made in Figs. 10, 11 and 12 which will be introduced later. We assume that the incoherent quantity and quality of exploited ground truth data partly explains this effect. Users show interests in different events to a different extend and at different times. Table 3 and Fig. 4 visualise this diversity. Every user run is based on ground truth data of different size and quality and hence influences the outcome of each run.
To evaluate the second research question, we compare the MAP of all users for a variable query length q. These figures reveal a minimal or no improvement with longer search queries. A saddle point can be seen between 9 and 10 queries, suggesting that this might be the optimal query length to identify similar news stories. This would answer Research Question (Q2). Again, the Category run outperforms both Baseline run and Concept run, suggesting the effectiveness of exploiting the generic DBpedia ontology to recommend related news stories.
An important question is whether this performance difference is significant. Therefore, we performed the Wilcoxon rank-sum test [38] on the MAP of all runs of every user for every value of query length q and each number s of stories used for clustering. Tables 5, 6 and 7 list the p values of this non-parametric statistical test for a variable number of stories s used for clustering and a constant query length Overall, the tables support our conclusions drawn from Figs. 7, 8, 9, 10, 11 and 12. Using a significance level of 95%, the Baseline run is, apart from outliers, significantly outperformed both by Concept run and by Category run. Further, in most cases, the Concept run is significantly outperformed by the Category run. A large performance difference between different users can be noted though. While the semantic-based approaches return significantly better recommendations for some users, it does not provide better recommendations for other users. Figure 12 shows a comparison of the recommendation performances, measured by MAP and P(5), over all days of a representative user (User 6) who significantly benefitted from the Category-based recommendation. Figure 13 shows the same comparison for a representative user (User 4) where the Category run was not the most successful run.
Various conclusions can be drawn from these two figures. First of all, in both cases, the recommendation quality fluctuates massively. The peaks, however, appear synchronously in all runs. As shown in Fig. 4 , a similar fluctuation appears in the assessed list of relevant stories. We, therefore, conclude that the ground truth directly influences the quality of the recommendation. Moreover, the recommendation quality does not decrease towards the end of each user's profile. Considering that the user profiles are created using implicit relevance feedback, this observation is very interesting. It supports our Hypothesis (H1) that implicit relevance feedback can be successfully exploited to create efficient long-term user profiles.
Discussion and conclusion
In this paper, we have introduced and fine-tuned various parameters of a long-term user profiling and recommendation system. The recommendation technique is based on the idea that ontologies can be exploited to set news stories into their semantic context. We introduced a novel news video recommender system which captures daily broadcasting news and segments the bulletins into semantically related news stories. Moreover, the Linked Open Data cloud is exploited to set these stories into context. This semantic augmentation of the news stories is used as the backbone of our news video recommendation. We further suggest the development of a new test collection used for studying long-term user modelling techniques in video retrieval. We first introduced an approach of generating independent ground truth lists. In order to reduce the amount of manual labour, we aimed at adapting the documents to assess to the assessors' personal interests. Therefore, volunteers were asked to assess a textual news corpus and to identify news stories they are interested in.
Further, they were asked to categorise these news stories into specific news topics. This first assessment step enables us to identify the assessors' interests in news topics. We further exploit this knowledge and identify potential relevant videos in a news video corpus. The assessors were then asked to assess the relevance of this subset. In order to study long-term profiling, we propose a simulation-based evaluation scheme. We defined unique interaction patterns and identified usage patterns by exploiting a preceding user study. Moreover, we employ both patterns and ground truth lists to generate long-term user profiles. We then used these user profiles to evaluate our hypotheses and to fine-tune various recommendation parameters.
One hypothesis we aimed at evaluating was whether implicit relevance feedback can be used to create appropriate long-term user profiles. We introduced an implicit user modelling approach which automatically captures the users' evolving information needs and represents this interest in a dynamic user profile. Another hypothesis was to study whether the selection of concepts in a generic ontology can be used for accurate news video recommendations. Therefore, we introduced our approach of exploiting the Linked Open Data Cloud to set concepts of news stories into their semantic context. We compare this approach with two different baseline runs. The simulations seem to support both hypotheses. The long-term profiles do not illustrate a lower quality of news recommendations after numerous iterations. Hence, we conclude that implicit relevance feedback can effectively be used for long-term user profiling. Moreover, the ontology-based recommendations outperform the other comparative runs. Therefore, we conclude that the use of an ontology can lead to better recommendations. Using a classical evaluation scheme, such an evaluation would have been challenging. The main conclusion which can therefore be drawn is that the introduced data collection can be used for the benchmarking of long-term recommendation approaches. We, therefore, conclude that our methodology can play an important role in the development of long-term user profiling approaches. Since all results are achieved by employing a simulation, further runs can be performed to fine-tune recommendation parameters. Nevertheless, we believe that even though simulations can be used to indicate which retrieval approach is better, it does not replace real user studies. Real users who actually use the system for their own purpose will behave smarter than simulated users. They will, for instance, not just click on random non-relevant news story. Therefore, we conclude that user simulations can be used for benchmarking different approaches, which then have to be confirmed by a successive user study.
Future work therefore includes a thorough analysis of the outcome of the user simulation, including a long-term user study to support our conclusions.
