Chasing the phantom: A closer look at Type Ia supernovae and the dark
  energy equation of state by Shafer, Daniel L. & Huterer, Dragan
Chasing the phantom: A closer look at Type Ia supernovae and the dark energy
equation of state
Daniel L. Shafer∗ and Dragan Huterer†
Department of Physics, University of Michigan, 450 Church St, Ann Arbor, MI 48109-1040
Some recent observations provide > 2σ evidence for phantom dark energy – a value of the dark
energy equation of state less than the cosmological-constant value of −1. We focus on constraining
the equation of state by combining current data from the most mature geometrical probes of dark
energy: Type Ia supernovae (SNe Ia) from the Supernova Legacy Survey (SNLS3), the Supernova
Cosmology Project (Union2.1), and the Pan-STARRS1 survey (PS1); cosmic microwave background
measurements from Planck and WMAP9; and a combination of measurements of baryon acoustic
oscillations. The combined data are consistent with w = −1 for the Union2.1 sample, though they
present moderate (∼ 1.9σ) evidence for a phantom value when either the SNLS3 or PS1 sample is
used instead. We study the dependence of the constraints on the redshift, stretch, color, and host
galaxy stellar mass of SNe, but we find no unusual trends. In contrast, the constraints strongly
depend on any external H0 prior: a higher adopted value for the direct measurement of the Hubble
constant (H0 & 71 km/s/Mpc) leads to & 2σ evidence for phantom dark energy. Given Planck data,
we can therefore make the following statement at 2σ confidence: either the SNLS3 and PS1 data
have systematics that remain unaccounted for or the Hubble constant is below 71 km/s/Mpc; else
the dark energy equation of state is indeed phantom.
I. INTRODUCTION
A key question in understanding the mechanism be-
hind the acceleration of the Universe is the value of the
dark energy equation of state, the ratio of pressure to
energy density for dark energy: w ≡ p
DE
/ρ
DE
. Measure-
ments so far [1–12] have generally been in good, even
excellent, agreement with w = −1, the value correspond-
ing to the vacuum energy density described by the fa-
mous cosmological-constant term in Einstein’s equations
of general relativity. Any measured departure from this
value would not only profoundly shake up our under-
standing of the Universe, but also provide an important
hint in our quest to understand cosmic acceleration.
It is therefore particularly important to measure the
equation of state and search for any evidence of its vari-
ation in time. Over the past decade, there were sev-
eral clear instances in which the measurements indicated
that w < −1 at & 2σ evidence [13–16], though eventually
these departures either were explained by known system-
atics in the data or quietly went away as new and better
data became available. More recently, with the release of
the first results from Planck [17], other such claims have
been presented, such as [18], which features high-quality
data and a careful analysis including systematic errors
[19] (see also [20, 21]). This motivates us to investigate
the current data in some detail, concentrating especially
on the value of w marginalized over other cosmological
parameters.
The principal tool for studying the equation of state
is the combination of three of the most mature probes
of dark energy: Type Ia supernovae (SNe Ia), baryon
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acoustic oscillations (BAO), and cosmic microwave back-
ground (CMB) anisotropies. SNe Ia and BAO probe ex-
pansion at low and intermediate redshifts and are thus
a crucial ingredient in studying dark energy. The CMB
measurements effectively probe a single high-redshift dis-
tance (specifically, the distance to the surface of last scat-
tering), which is crucial mainly because it provides com-
plementary information to break degeneracy in the Ωm–w
plane. For comprehensive reviews of dark energy probes,
see [22, 23].
The rest of the paper is organized as follows. In Sec. II,
we describe the SN Ia, BAO, and CMB data that we use
in our analysis. In Sec. III, we present our results for the
constraints on a constant dark energy equation of state
along with several further analyses that were performed.
In Sec. IV, we summarize and discuss our findings.
II. DATA SETS
We begin by describing the data sets used in this anal-
ysis. We have used the three most mature probes of
dark energy: SNe Ia, BAO, and CMB anisotropies. We
focus on these three probes since they remain the most
mature, well-studied, and robust dark energy probes at
present. Furthermore, they are expected to be statisti-
cally independent for all practical purposes. Finally, be-
ing purely geometric in nature, they measure dark energy
only through its effect on expansion history; therefore
they are understood intuitively and may bypass certain
systematic effects, such as those involved in growth of
structure measurements, which are not very well under-
stood.
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2A. SN Ia data
SNe Ia were used to discover dark energy [24, 25] and
still provide the best constraints on dark energy. SNe
Ia are very bright standard candles that are useful for
measuring cosmic distances.
SNe Ia constrain cosmology by providing essen-
tially one measurement each of the luminosity distance
DL(z) = (1 + z) r(z) to the redshift of the SN. The the-
oretical apparent magnitude is then given by
mth(z) = 5 log10
(
H0
c
DL(z)
)
+M , (1)
where the constant magnitude offsetM is a nuisance pa-
rameter that depends on both the absolute magnitude
of a SN Ia and the Hubble constant H0. It has long
been known that there exist useful correlations between
the peak absolute magnitude of a SN Ia and both the
stretch (or broadness) and photometric color of its light
curve. Simply put, a broader or bluer SN light curve
corresponds to a brighter SN. Thus we compare the the-
oretical apparent magnitude with the measured magni-
tude after light-curve correction:
mcorr = mB + α× (stretch)− β × (color) , (2)
where the stretch and color measures are specific to the
light-curve fitter employed (e.g. SALT2 [26] or SiFTO
[27]) and where α and β are two additional nuisance pa-
rameters.
Recent work has concentrated on estimating correla-
tions between measurements of individual SN Ia magni-
tudes as a way of accounting for the numerous system-
atic effects which must be controlled in order to improve
SN Ia constraints significantly beyond their current level
[28]. A complete covariance matrix for SNe Ia includes
all identified sources of systematic error in addition to
the intrinsic scatter and other sources of statistical error.
The χ2 statistic is then given by
χ2 = ∆mᵀC−1∆m , (3)
where ∆m = mcorr −mth(p) is the vector of differences
between the observed, corrected magnitudes mcorr of N
SNe Ia and the theoretical predictions mth(p) that de-
pend on the set of cosmological parameters p. Here, C
is the N ×N covariance matrix between individual SNe.
In this analysis, we compare current SN Ia data from
three separate compilations: the Union2.1 compilation
from the Supernova Cosmology Project, the three-year
compilation from the Supernova Legacy Survey (SNLS3),
and the compilation of the first SN sample from the Pan-
STARRS1 survey (PS1).
1. Union2.1
The Union2.1 compilation [12] from the Super-
nova Cosmology Project (http://supernova.lbl.gov/
Union/) improves on the previous Union2 compilation
[11] by introducing 27 additional SNe at high redshift,
making it both the largest compilation (580 SNe) and
the one with the most high-redshift SNe (∼30 at z & 1).
The compilation combines several different samples in
each redshift region (low, intermediate, and high), mak-
ing the redshift coverage very complete but also making
the compilation very inhomogeneous.
For this analysis, we include all identified systematic
errors via the covariance matrix provided. The SN mag-
nitudes have been pre-corrected for stretch and color us-
ing best-fit values for α and β, and we have verified that
our SN-only constraints match those presented in [12].
2. SNLS3
Results from the first three years of the Supernova
Legacy Survey include measurements of ∼250 SNe at
intermediate-to-high redshifts. When combined with
∼100 low-redshift SNe, ∼100 SNe from the Sloan Digital
Sky Survey (SDSS), and ∼10 high-redshift SNe from the
Hubble Space Telescope, they produce a compilation [29]
of 472 SNe with good redshift coverage out to z ∼ 1 and
some SNe extending to z ' 1.4. The SNLS3 compilation
contains the largest homogeneous sample and includes
many of the best-measured SNe along with a detailed
analysis of systematic errors [29]. Note that the SNLS3
and SDSS samples have been recalibrated [30] and that
new cosmological results, including the full SDSS sample,
are forthcoming.
We use the SN Ia data and covariance matri-
ces provided (https://tspace.library.utoronto.ca/
snls) to compute the full covariance matrix, which in-
cludes all identified sources of statistical and systematic
error. Like the corrected SN magnitudes, the covariance
matrix is a function of the light-curve nuisance parame-
ters α and β. For practical reasons, and for a fairer com-
parison with other SN Ia data sets, we fix these parame-
ters at their best-fit values (α = 1.43, β = 3.26) through-
out the analysis. It is worth noting that completely
marginalizing over these parameters (varying them both
when computing the corrected magnitudes and when
building the covariance matrix) has a negligible effect on
constraints in our parameter space. We verify that our
SN-only constraints match those in [28, 29], where α and
β are varied.
It is important to note that, in constraints with SNLS3,
we follow the prescription in [29] and marginalize over a
model with two distinctM parameters, where a mass cut
(1010M) of the host galaxy dictates which M applies.
This is meant to correct for environmental dependencies
of SN Ia magnitudes on host galaxy properties and is
empirical in nature. We discuss and investigate this issue
further in Sec. III C.
33. PS1
The primary goal of the Panoramic Survey Telescope
and Rapid Response System (Pan-STARRS) is to detect
Solar System objects by making precise, repeated obser-
vations of a wide field of view. These observations also
lead to the discovery of SNe Ia, which can be spectro-
scopically confirmed in follow-up observations. Recently-
published SN results from the first 1.5 years of the Pan-
STARRS1 Medium Deep Survey include a compilation
[18] of 313 SNe, 112 of which were discovered via Pan-
STARRS. The rest (201 SNe) come from a combination
of low-redshift samples. Aside from the low-redshift an-
chor, all SNe come from the same instrument, making
this compilation very homogeneous. A full systematic
analysis is described in [19]. Due to the smaller number
of SNe and the lack of high-redshift SNe, the PS1 com-
pilation is not competitive with current constraints from
Union2.1 or SNLS3, but the survey is ongoing and this
will eventually change. The current compilation never-
theless provides good constraints on a constant-w model
of dark energy when combined with other probes, so we
study it here.
We use the SN Ia data provided (http://wachowski.
pha.jhu.edu/~dscolnic/PS1_public/) and adopt the
covariance matrix to account for all identified systematic
errors. As with Union2.1, the SN magnitudes have been
pre-corrected for stretch and color, and we have verified
that our SN-only constraints agree with those in [18].
B. BAO data
Baryon acoustic oscillations (BAO) are the regular, pe-
riodic fluctuations of visible matter density in large-scale
structure (LSS) resulting from sound waves propagating
in the early Universe. In recent years, measurements of
BAO have proven to be useful geometric probes of dark
energy. A measurement of the position of the BAO fea-
ture in the LSS power spectrum or correlation function
basically provides a precise measurement of a spherically-
averaged comoving distance to the effective redshift of the
survey. New measurements over a wide range of redshifts
are making it possible to map expansion history with the
BAO distance, analogous to the way SNe Ia map expan-
sion with luminosity distance. For our BAO constraints,
we combine recent measurements of the BAO feature
from the Six-degree-Field Galaxy Survey (6dFGS) [31],
the SDSS Luminous Red Galaxies (SDSS LRG) [32], and
the SDSS-III DR9 Baryon Oscillation Spectroscopic Sur-
vey (BOSS) [33].
Different authors report their measurement of the BAO
feature using different distilled observable quantities.
The surveys included here report constraints on the quan-
tity rs(zd)/DV (z) or its inverse, where rs(zd) is the co-
moving sound horizon at the redshift of the baryon drag
epoch and DV is a spherically-averaged (two tangential
and one radial) distance measure [34] given by
DV (z) ≡
[
(1 + z)2D2A(z)
cz
H(z)
]1/3
, (4)
where DA(z) = r(z)/(1 + z) is the angular diameter dis-
tance. We compute the sound horizon via
rs(z) =
∫ t
0
cs
a
dt′ =
∫ a
0
cs
a′2H(a′)
da′ , (5)
cs =
c√
3 (1 +R)
,
where the sound speed cs depends on the ratio of baryon
energy density to photon energy density, which is pro-
portional to the scale factor:
R ≡ 3ρb
4ργ
≈ 31500 Ωbh2
(
TCMB
2.7 K
)−4
a . (6)
The redshift of the baryon drag epoch is given by the
fitting formula [35]
zd =
1291 (Ωmh
2)0.251
1 + 0.659 (Ωmh2)0.828
[
1 + b1(Ωbh
2)b2
]
, (7)
where
b1 = 0.313 (Ωmh
2)−0.419
[
1 + 0.607 (Ωmh
2)0.674
]
,
b2 = 0.238 (Ωmh
2)0.223 .
It is important to include a term for radiation in H(a).
One can write Ωr = Ωmaeq, where aeq = 1/(1 + zeq) is
the scale factor at the epoch of matter-radiation equality
and zeq is approximated by
zeq ≈ 25000 Ωmh2
(
TCMB
2.7 K
)−4
. (8)
We assume the value TCMB = 2.7255 K in our analysis.
The measured values of the BAO parameters are sum-
marized in Table I. Covariance between different surveys
should be negligible here, so we treat these as indepen-
dent measurements.
Note that previous measurements of the BAO feature
from SDSS LRG data (e.g. [34, 36]) cannot be used simul-
taneously with the measurement from [32] since roughly
the same galaxy sample is analyzed. The measurement
from [32] makes use of a reconstruction technique to en-
hance the BAO signal and increase the precision of the
distance measurement. We use this measurement since
it is the most precise and avoids the correlation between
the pair of measurements from [36], where the SDSS LRG
sample is combined with the SDSS main galaxy sample.
Also note that we choose to leave out the BAO mea-
surements from the WiggleZ Dark Energy Survey [37],
which measures the BAO distance in three redshift slices
(zeff = 0.44, 0.6, 0.73). These measurements are some-
what correlated with the BOSS measurement due to over-
lap in sky area and redshift, and so far no correlation co-
efficients have been estimated. Although the correlation
4is probably negligible (in part due to shot noise), adding
the WiggleZ measurements to the other BAO measure-
ments improves our constraints only very slightly, so we
leave them out.
Sample zeff Parameter Measurement
6dFGS 0.106 rs(zd)/DV (zeff) 0.336± 0.015
SDSS LRG 0.35 DV (zeff)/rs(zd) 8.88± 0.17
BOSS 0.57 DV (zeff)/rs(zd) 13.67± 0.22
TABLE I. Summary of BAO measurements combined in the
analysis. We list the survey from which the measurement
comes, the effective redshift of the survey, the observable pa-
rameter constrained, and its measured value.
C. CMB data
Although the CMB contains relatively little geometric
information about dark energy, the position of the first
peak in the power spectrum basically provides one very
precise measurement of the angular diameter distance to
recombination at z ≈ 1100. This measurement helps
break degeneracy between the dark energy equation of
state and Ωm [38]. In our analysis, we include CMB
constraints from Planck [17] and also from WMAP9 [39]
for comparison.
We summarize CMB information using the following
CMB observables:
la ≡ pi (1 + z∗) DA(z∗)
rs(z∗)
, (9)
R ≡
√
ΩmH20
c
(1 + z∗)DA(z∗) . (10)
The redshift z∗ of decoupling is given by the fitting for-
mula [40]
z∗ = 1048
[
1 + 0.00124 (Ωbh
2)−0.738
]
(11)
× [1 + g1(Ωmh2)g2] ,
where
g1 =
0.0783 (Ωbh
2)−0.238
1 + 39.5 (Ωbh2)0.763
,
g2 =
0.560
1 + 21.1 (Ωbh2)1.81
.
Following Wang and Wang [41], we use the Markov
chains from the Planck Legacy Archive (PLA) to derive
constraints on the parameter combination (la , R , z∗),
which is known to efficiently summarize CMB informa-
tion on dark energy, with the measurements themselves
independent of the dark energy model to a good approx-
imation. We assume the same model that we constrain
in this analysis (flat universe, constant w) when deriving
the CMB observables. For the Planck data, we use infor-
mation from the temperature power spectrum combined
with WMAP polarization at low multipoles (Planck +
WP). We also use the PLA chains to derive the corre-
sponding measurements for WMAP9 (temperature and
polarization data) with the same model assumptions.
The CMB measurements are summarized in Table II.
We evaluate the correlation matrix for (la , R , z∗) for
Planck to be  1.0000 0.5262 0.47080.5262 1.0000 0.8704
0.4708 0.8704 1.0000
 .
The same correlation matrix for WMAP9 is 1.0000 0.4077 0.51320.4077 1.0000 0.8580
0.5132 0.8580 1.0000
 .
We have explicitly verified that, when multiple probes
are combined, the constraints on w obtained directly
from the CMB chains are in good agreement with re-
sults obtained using the measurements in Table II. For
the base case of Planck combined with BAO and SNLS3
SNe, the best-fit values of w differ by less than 0.1σ. The
discrepancy is greater when the complementary SN data
are not included, but the difference is still less than 0.3σ
for the data combinations we consider.
Note that our measurements cannot be directly com-
pared to those presented in [41] because of different as-
sumptions: we do not include Planck lensing information,
we assume a flat model with w as a free parameter in-
stead of a Λ model with curvature, and we treat z∗ as an
observable in place of Ωbh
2.
x¯± σ Planck WMAP9
la 301.65± 0.18 301.98± 0.66
R 1.7499± 0.0088 1.7302± 0.0169
z∗ 1090.41± 0.53 1089.09± 0.89
TABLE II. Mean values and standard deviations of the CMB
measurements used in our analysis. The measurements for
both Planck and WMAP9 were obtained using the Markov
chains provided by the Planck collaboration. We assumed the
model with a flat universe and constant dark energy equation
of state, the same model we constrain in this analysis.
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FIG. 1. Likelihood curves for a constant equation of state w in a flat universe, using Planck CMB data (left panel) and WMAP9
CMB data (right panel). We compare constraints from CMB + BAO data alone (dashed black) to those which additionally
include SN Ia data from SNLS3 (blue), Union2.1 (green), or PS1 (dashed red). All likelihoods are marginalized over other
cosmological and nuisance parameters, as explained in the text.
III. RESULTS
A. Constraint methodology
The complete parameter set used in our analysis is
pi ∈ {Ωm , w ,Ωmh2 ,Ωbh2 , {Mi}} ,
where we marginalize over Ωmh
2 and Ωbh
2 for the CMB
and BAO constraints and over one or more SN Ia nui-
sance parameters Mi (see Secs. II A 2 and III C). Given
the small number of parameters, we calculate constraints
z
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FIG. 2. Evolution of the mass step predicted from a toy model
calibrated using data from the Nearby Supernova Factory.
This is similar to Fig. 11 of [42], though we include a region
of uncertainty by propagating errors in the mass step and
local star-forming fraction measured at z = 0.05 from the
Nearby Supernova Factory data. Vertical lines separate the
three redshift bins, each of which contains two M nuisance
parameters, one for each host galaxy mass range.
using brute-force computation of likelihoods over a grid
of parameter values. We assume a Gaussian likelihood
L ∝ exp(−χ2/2), where we have ignored the 1/√detC
prefactor, which is a constant and thus cancels out in like-
lihood ratios. Note that, in general, the SN covariance
matrix is a function of the SN nuisance parameters. If we
were to vary those parameters, we would need to recom-
pute the SN covariance matrix at each step; however, one
might still want to drop the Gaussian prefactor, as it can
bias the values of recovered parameters if included (e.g.
[43] and Appendix B of [29]). Finally, note that aside
from the implicit prior that {Ωm ,Ωmh2 ,Ωbh2} ≥ 0, we
assume flat priors on all of the parameters.
B. Basic constraints
Combined constraints on the equation of state,
marginalized over the other parameters, are shown in
Fig. 1, where the left panel shows the Planck data com-
bined with the BAO and SN Ia data, while the right
panel shows the same for WMAP9. CMB and BAO data
alone constrain the equation of state rather weakly. With
Planck, there is a preference for w < −1, but at ' 1σ
it is not significant. There is no preference at all with
WMAP9. Note also that the constraints with Planck
are visibly better than those with WMAP9, as Planck
measures all of the CMB distance parameters (la , R , z∗)
more precisely, with errors that are 2–3 times smaller.
Things get more interesting when SN Ia data are
added. The Union2.1 data set produces the best con-
straints when combined with CMB and BAO, marginally
better than the constraints with SNLS3. Again, though,
this leads to good agreement with a cosmological con-
stant, with an insignificant preference for w < −1 driven
by the Planck data. However, when SNLS3 or PS1 data
are used, we find a preference for w < −1 at the 1.8σ
(SNLS3) or 1.9σ (PS1) level with Planck and the 1σ
6Ωm
w
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FIG. 3. Effect of allowing for evolution of the mass step in redshift bins in the SN Ia analysis. Left : 68.3%, 95.4% and 99.7%
likelihood contours in the Ωm–w plane for SNLS3 data analyzed the standard way with two M nuisance parameters (filled
blue) and a new way with sixM parameters (open red), one for each of two mass bins and three redshift bins. Planck + BAO
constraints (open black) are overlaid for comparison. Right : 68.3% contours in the same plane for combined Planck + BAO +
SNLS3 data using one, two, or six M parameters.
(SNLS3) or 1.2σ (PS1) level with WMAP9.1 Note that
the PS1 data give slightly stronger evidence for w < −1,
even though the overall constraints are weaker.
It is useful to study the SN Ia constraints in more de-
tail, which we do in the following two subsections. Our
work here complements the detailed systematic analyses
in [19, 28, 29, 42, 44–49]. The particular focus of this
paper is the effect of potential SN Ia systematics and ex-
ternal priors on evidence for “phantom” behavior of dark
energy where w < −1.
C. SN Ia host mass correction
Recently, much work has been focused on understand-
ing the environmental dependence of SNe Ia, which pre-
sumably is not only one of the important factors con-
tributing to intrinsic scatter of SN magnitudes but also
an important systematic effect. In particular, there
is evidence that the absolute magnitude of SNe Ia is
correlated with host galaxy properties such as specific
1 Since the posterior likelihoods are not perfectly Gaussian, we
always determine σ values by computing the integral of the like-
lihood between the two values of w where the likelihood equals
that at w = −1. The quoted multiple of σ is the number of
standard deviations that enclose this probability in a Gaussian
distribution.
star formation rate, metallicity, and stellar mass af-
ter the usual light-curve stretch and color correction
[19, 42, 44, 45, 47, 48]. Most striking is the evidence
for a “mass step” where SNe in more massive hosts
(& 1010M) are brighter, on average, after light-curve
correction. This is consistent with a step function, sug-
gesting that one could fit for two separate magnitude
offsets (i.e. M), one for SNe in low-mass hosts and one
for SNe in high-mass hosts. Indeed this was prescribed
for SNLS3 in [29].
Of course, the mass of the host galaxy itself should
have no direct physical influence on SN luminosity, so
something else must be at work. Recent measurements
from Nearby Supernova Factory data [42] have indicated
strong (∼ 3.1σ) evidence that SNe Ia in locally passive
environments are brighter on average than those in active
star-forming environments. The authors further show
that this can explain the observed mass step, as passive
environments are more common in high-mass galaxies.
This is especially important because the fraction of SNe
Ia in locally star-forming environments surely evolves
with redshift, and therefore the amplitude of the mass
step should also evolve. This is a systematic effect not
corrected for by the introduction of two M parameters,
and the authors estimate a bias on the equation of state
of ∆w ' 0.06.
Fig. 2 shows a toy model for the redshift evolution of
the mass step from the analysis of [42], with errors that
we have estimated by propagating errors in the mass step
and local star-forming fraction measured at z = 0.05 from
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FIG. 4. Residuals of SN Ia magnitudes, binned by redshift (inverse-covariance weights), for SNLS3 (blue) and Union2.1 (red).
All curves and data points are relative to a flat ΛCDM cosmology with Ωm = 0.3, which is roughly the best-fit value from
CMB and BAO data. The plot shows the degree to which SNe in each redshift range pull toward w < −1, and we show several
theory curves with constant w for comparison.
the Nearby Supernova Factory data. Given the astro-
physical uncertainties in linking the star formation rate
to host stellar mass and the latter to absolute magni-
tude of SNe Ia, we do not try to use any fixed model to
correct for this. Instead, we use a less model-dependent
parametrization of the relation between the observed host
galaxy mass and absolute magnitude by allowing for two
independent values of M in each of three redshift bins:
z ≤ 0.5, 0.5 < z ≤ 1.0, and z > 1.0. Therefore, in-
stead of two offset parameters in the Hubble diagram as
in [29], we now have a total of six M parameters. The
redshift extent that pairs of these parameters cover is
illustrated in Fig. 2, with the divisions centered on the
fiducial model presented in [42]. Clearly, once their am-
plitudes are allowed to float, these nuisance parameters
will do a much better job recovering the redshift depen-
dence of the mass step than a single pair ofM parameters
for the whole redshift range. We succeeded in marginaliz-
ing analytically over these six parameters with flat priors
and including covariance between SNe with different M
(see the Appendix).
The result is shown in Fig. 3. In the left panel, the
filled blue contours show the 68.3%, 95.4% and 99.7%
constraints for the usual case with two M parameters,
while the open red contours show the result for the six
M parameters. The constraints clearly weaken, although
not as much as one might expect with four extra parame-
ters introduced at the level of the Hubble diagram. This
“self-calibration” serves to effectively protect against de-
partures from the standard-candle assumption. Remark-
ably, when SN Ia data is combined with CMB and BAO
data, the resulting constraints are barely weakened be-
cause the lengthening of the contours occurs mainly in
the direction that is very well constrained by the com-
plementary data sets. On the other hand, the right panel
of Fig. 3 shows that the best-fit value of w is shifted ap-
preciably, illustrating the sensitivity of dark energy con-
straints to systematic effects in SN Ia measurements.
D. Scanning through SN observables
Are SNe in any given redshift range of the SNLS3 com-
pilation responsible for shifting the equation of state to
phantom values? We examine this issue in Fig. 4, where
we show the residuals in the Hubble diagram relative to
w = −1 for SNe binned in ∆z = 0.075 bins. In this
analysis, we have assumed the same cosmology for both
SNLS3 and Union2.1 (Ωm = 0.3, w = −1), where Ωm is
roughly the best-fit value from CMB + BAO. We fix the
stretch, color, and M parameters at their best-fit values
separately for each SN Ia data set. We see that the two
data sets are consistent at the 1σ level in all bins except
at z ' 0.95, where they are consistent at 2σ. Therefore,
the agreement between the two Hubble diagrams seems
excellent.
We can get an even more accurate picture of the red-
shift dependence of SN constraints on the equation of
state. The individual points in Fig. 5 show the effect
of adding a single SN to the combination of Planck +
8z
∆
w
0 0.25 0.5 0.75 1 1.25 1.5
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
log10 (Mhost/M⊙)
∆
w
8 9 10 11 12
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
s
∆
w
0.8 0.9 1 1.1 1.2
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
C
∆
w
−0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
FIG. 5. Effect of each individual SNLS3 SN on the combined constraint on the equation of state, as a function of redshift (top
left), host galaxy stellar mass (top right), stretch (bottom left), and color (bottom right). The blue points show the shift ∆w
in the final constraint on w due to each individual SN. The red circles show the combined (summed) pull from each bin in the
particular quantity.
BAO + SNLS3. For practical purposes,2 we compare
the mean equation of state rather than the maximum of
the likelihood. The red circles denote the total (summed)
contribution of SNe per ∆z = 0.075 bin. We see that no
redshift bin contributes to a negative shift in the mean
equation of state more than about 0.01.
The other three panels in Fig. 5 show the individual
SNLS3 SN contributions to w as a function of stretch,
color, and host galaxy stellar mass. As before, the red
circles denote the summed contribution of all SNe in a
given bin in the quantity shown. As in the redshift scan,
we do not observe any correlation or particular region
in the stretch, color, or host-mass spaces that is chiefly
responsible for shifting the equation of state.
E. External H0 Prior
Adding a prior corresponding to an external measure-
ment of the Hubble constant with a small error bar has
2 The computed mean value depends on the precise likelihood ra-
tios between different points in a grid of parameter values, but a
simple numerical estimate of the maximum-likelihood value will
only reflect changes that are of order the grid spacing or larger.
an important effect on our results. This is easy to under-
stand: Given that the CMB essentially pins down the
physical matter density Ωmh
2 (for example, to better
than 2% with Planck), δ ln Ωm ' −2δ lnh and there-
fore a higher value of H0 corresponds to a lower value of
Ωm. For a lower Ωm, the degenerate direction of CMB +
BAO constraints leads to a more negative w. Therefore,
we would expect that higher values of H0 lead to more
negative w, and vice versa.
This expectation is confirmed by our explicit tests with
the current data, shown in Fig. 6. Here we use the same
Hubble constant measurement error of ±2.4 km/s/Mpc
as reported by Riess et al. [50], but instead of adopting
the central value of 73.8 km/s/Mpc, we vary the central
value as an integer in the range H0 ∈ [65, 75] km/s/Mpc,
one value at a time. We show the final constraint on
the dark energy equation of state using the CMB +
BAO + H0 data, with or without the addition of the
PS1 or SNLS3 SN data, as a function of the H0 central
value. For the external prior H0 = 74 ± 2.4 km/s/Mpc,
we recover results similar to [18] that favor w < −1
at ∼ 2.5σ. However, for a smaller central value of H0
(≤ 70 km/s/Mpc), the results are consistent with w = −1
at the 2σ level or less, and for an even smaller central
value (' 66 km/s/Mpc), we find the results consistent
with w = −1 at 1σ.
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FIG. 6. Effect of an external H0 prior on the constant equation of state. We show the effect on Planck + BAO constraints
(black) and on combined Planck + BAO + SN constraints separately for PS1 (red) and SNLS3 (blue), where the error bars
bound 68.3% and 95.4% of the likelihood for w. The external prior has an uncertainty of 2.4 km/s/Mpc in each case, mimicking
the uncertainty in the Riess et al. [50] measurement.
IV. CONCLUSIONS
We studied geometric constraints on the dark energy
equation of state from recent SN Ia data complemented
with distance measurements from the CMB and a com-
pilation of BAO results. For the SNLS3 and PS1 SN
data sets, the combined SN Ia + BAO + Planck data
favor a phantom equation of state where w < −1 at
∼ 1.9σ confidence (see Fig. 1), in good agreement with
the corresponding results reported in the original SN Ia
and Planck papers. Evidence for a phantom equation of
state is weaker if WMAP9 is used instead of Planck, while
the Union2.1 data set is consistent with the cosmological-
constant value w = −1 when combined with either CMB
data set.
We have tested for a possible presence of systematics
correlated with SN properties – their redshifts, stretch
factors, colors, and host galaxy masses. We find no ev-
idence of a trend or that a particular range of any of
these properties contributes to pushing w < −1; rather,
the hints of a phantom equation of state appear to be
uncorrelated with these basic SN observables. We have
also investigated the effect of modeling the redshift de-
pendence of the host galaxy mass step of SN luminosities,
assigning up to six separate M parameters for different
mass and redshift bins. The additional nuisance param-
eters shift the SN Ia constraints sufficiently that, when
combined with BAO and CMB data, they allow agree-
ment with w = −1 at ∼ 1σ. Therefore, a more generous
allowance for the temporal evolution of the dependence
of SN luminosity on host galaxy mass removes the evi-
dence for w < −1. The hope for the future is that in-
dependent observations can pin down the environmental
dependence of SN luminosities and make it possible to
account for such subtle but important systematic effects
in a consistent way and without the damaging effect of
extra nuisance parameters at the level of the Hubble di-
agram.
External measurements of the Hubble constant play
a particularly important role in the final constraints on
w. This is shown in Fig. 6, where we illustrate the ef-
fect of adding a measurement of H0 with an error of
2.4 km/s/Mpc as in Riess et al. [50], but with the central
value varied from 65-75 km/s/Mpc. Clearly, interest-
ing > 2σ evidence for the phantom equation of state is
present only when the central value is somewhat large:
H0 & 71 km/s/Mpc. Therefore, as first clearly argued
by Hu [51], with excellent CMB constraints the Hub-
ble constant measurements and their interpretation (e.g.
[52, 53]) are among the most important inputs in deter-
mining the dark energy equation of state.
Although we have taken Planck + BAO data at face
value throughout most of our analysis, it is worth men-
tioning that systematics may be present in these data as
well. This is particularly true for the Planck data, given
that its analysis is still in the early stages and given
the moderate tension between Planck results and both
WMAP and growth measurements (e.g. [54]). Indeed, a
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recent re-analysis of Planck data [55] resulted in parame-
ter shifts that somewhat reduce the tension with WMAP,
and substantial ongoing work is focused on understand-
ing systematics in growth measurements.
With current data we therefore find ourselves in an
interesting situation in which we can make the follow-
ing statement at 2σ confidence: Given Planck data, ei-
ther the SNLS3 and PS1 data have systematics that re-
main unaccounted for or the Hubble constant is below
71 km/s/Mpc; else the dark energy equation of state is
indeed phantom.
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Appendix: Analytic marginalization over multiple M
The computational cost of varying additional nuisance
parameters in a likelihood analysis can be reduced by
marginalizing analytically over some of these parameters.
The expression for the marginalized χ2 will be more com-
plicated, but fewer likelihoods will need to be computed
in the analysis (in a brute-force grid search, many times
fewer). Here we extend Appendix C of [29] and outline a
procedure to marginalize analytically over a model with
more than two M.
The analytic marginalization over the single M in
Eq. (1) is very straightforward. In this case, the
marginalized χ2 (for a flat prior) is given by
χ2marg = −2 log
∫ ∞
−∞
e−χ
2/2 dM
= X00 + log
(
X11
2pi
)
− X
2
10
X11
, (A.1)
where the unmarginalized χ2 is given by Eq. (3) and
X00 = δ
ᵀC−1δ
X10 = 1
ᵀC−1δ
X11 = 1
ᵀC−11 .
In the above, 1 is a vector of ones and δ is the vector of
magnitude residuals without the M term:
δ = ∆m+M1 = mcorr − 5 log10
(
H0
c
DL
)
.
Marginalizing over a two-M model is a bit more com-
plicated due to covariance between SNe with differentM.
Ignoring this covariance will make things much simpler,
but the resulting constraints will be biased and the ef-
fect can be significant. For the two-M case, we modify
Eq. (1) so that the vector of predicted SN magnitudes is
given by
mth = 5 log10
(
H0
c
DL
)
+M1 x1 +M2 x2 ,
where x1 (x2) is a vector with ones for SNe described by
M1 (M2), and zeros otherwise. The marginalized χ2 is
given by
χ2marg = X00 + log
(
X
4pi2
)
(A.2)
− 1
X
(
X210X22 +X
2
20X11 − 2X10X20X12
)
,
where
X00 = δ
ᵀC−1δ
X10 = x
ᵀ
1 C
−1δ
X20 = x
ᵀ
2 C
−1δ
X11 = x
ᵀ
1 C
−1x1
X22 = x
ᵀ
2 C
−1x2
X12 = x
ᵀ
1 C
−1x2
X = X11X22 −X212 .
One can extrapolate the two-M case above to cases
with three or more M. This is straightforward, but the
result quickly becomes very messy. Using the familiar
result for the integral of a Gaussian function, one can
compute the expression for several M using algebraic
manipulation software. Explicit Mathematica code for
marginalizing over six M (as in this work) is given be-
low. The result must be simplified at intermediate steps
to avoid long computation times, memory problems, or
unmanageable final expressions. Still, the computation
below takes several minutes, and the resulting expres-
sions are very long (several pages of small type). This
example can easily be modified for more or fewerM and
for slightly different parametrizations of the SN magni-
tude (for instance, treating one M as a ∆M so that
some SNe are described by more than one such nuisance
parameter).
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fexp[{a_,b_,c_}] := b^2/(4*a)+c
fpre[{a_,b_,c_}] := a/Pi
g[f_,x_] := {-1*Coefficient[f,x^2],Coefficient[f,x],f/.x->0}
pre := 1
exp := -1/2*(X00-2*M1*X10-2*M2*X20-2*M3*X30-2*M4*X40-2*M5*X50-2*M6*X60
+M1^2*X11+M2^2*X22+M3^2*X33+M4^2*X44+M5^2*X55+M6^2*X66
+2*M1*M2*X12+2*M1*M3*X13+2*M1*M4*X14+2*M1*M5*X15+2*M1*M6*X16+2*M2*M3*X23+2*M2*M4*X24+2*M2*M5*X25
+2*M2*M6*X26+2*M3*M4*X34+2*M3*M5*X35+2*M3*M6*X36+2*M4*M5*X45+2*M4*M6*X46+2*M5*M6*X56)
Do[{
coeffs = g[exp,Mi];
pre = FullSimplify[Expand[pre*fpre[coeffs]]];
exp = FullSimplify[Expand[fexp[coeffs]]]},{Mi,{M1,M2,M3,M4,M5,M6}}]
chisq_marg := Log[pre]-2*exp
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