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Inferring time-varying networks is important to understand the
development and evolution of interactions over time. However, the
vast majority of currently used models assume direct measurements
of node states, which are often difficult to obtain, especially in fields
like cell biology, where perturbation experiments often only provide
indirect information of network structure. Here we propose hidden
Markov nested effects models (HM-NEMs) to model the evolving
network by a Markov chain on a state space of signalling networks,
which are derived from nested effects models (NEMs) of indirect per-
turbation data. To infer the hidden network evolution and unknown
parameter, a Gibbs sampler is developed, in which sampling network
structure is facilitated by a novel structural Metropolis–Hastings al-
gorithm. We demonstrate the potential of HM-NEMs by simulations
on synthetic time-series perturbation data. We also show the ap-
plicability of HM-NEMs in two real biological case studies, in one
capturing dynamic crosstalk during the progression of neutrophil po-
larisation, and in the other inferring an evolving network underlying
early differentiation of mouse embryonic stem cells.
1. Introduction. Understanding the inner workings of a complex system
in biology, ecology and many other fields often relies on interventions to
the system as well as subsequent observation and analysis of perturbation
effects. For example, in biology, gene silencing such as RNA interference
(RNAi) followed by phenotypic screening has become a widely used approach
to study functions of genes and the signalling interactions between them
[Boutros and Ahringer (2008)]. Recently, there is an increasing interest in
generating and analysing time-series phenotypic screens after perturbations
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of a signalling network in order to study dynamics of a biological system
over time [Ivanova et al. (2006), Neumann et al. (2010), Ku et al. (2012)].
Despite some success in time-series analysis as well as graphical modelling,
there is still a lack of methodology specifically targeting this type of data to
reconstruct time-varying signalling networks.
1.1. Related work. Recently, a lot of effort has been put into extending
graphical models to infer evolving networks. In 2006, a generalised expo-
nential random graph model (ERGM) was proposed to model the temporal
progression of social networks [Hanneke and Xing (2006)]. ERGM was fur-
ther extended to a hidden temporal ERGM (htERGM) by considering the
networks as latent variables and using a local kernel-weighting technique to
learn smoothly evolving graphical Gaussian models [Guo et al. (2007)]. It
was also proposed to model discrete time-varying graphs as evolving Markov
random fields and perform graphical regression under smoothness assump-
tion with l1 shrinkage [Ahmed and Xing (2009)]. Another major group of
models in this field are dynamic Bayesian networks (DBNs). The original
DBN was developed under the assumption of a homogeneous Markov chain
[Murphy (2002)]. Nonstationary continuous DBNs were developed recently
by assuming a fixed network with varying interaction parameters [Grzegor-
czyk and Husmeier (2009)]. Network structures are allowed to change in
nonstationary DBNs for discrete data [Robinson and Hartemink (2009)].
Nonhomogeneous DBNs were proposed to consider evolving networks as
multiple changepoint regression models and use reversible jump MCMC
methods to do inference [Le`bre (2007)]. Further improvements of nonhomo-
geneous DBNs were made by introducing information sharing among time
series segments [Husmeier, Dondelinger and Lebre (2010)]. Moreover, a time-
varying DBN (TV-DBN) model was proposed to infer directed time-varying
network structure by a kernel-weighting l1-regularised auto-regressive ap-
proach [Song, Kolar and Xing (2009)].
These models have their own advantages and were all demonstrated to be
effective in specific applications. Their common limitation, however, is that
they reconstruct time-varying networks from direct observations of nodes,
which in cell biology are often difficult to obtain. For example, measuring
activities of signalling proteins in a cellular pathway is very difficult, as
they are mostly mediated by post-translational modifications, which are
usually not visible in gene expression data, the most commonly used data
for network inference [Markowetz (2010)].
Markowetz, Bloch and Spang (2005) addressed this problem by introduc-
ing nested effect models (NEMs) to reconstruct signalling networks from
observations of downstream genes whose expression levels are affected by
perturbations of signalling proteins. The name nested effect models stems
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from the fact that NEMs infer directed relations between signalling pro-
teins by subset relations between their perturbation effects [Markowetz et al.
(2007)]. Since their introduction [Markowetz, Bloch and Spang (2005), Markowetz
et al. (2007)], static NEMs have been extended in different directions and
have been applied in several case studies [Fro¨hlich et al. (2007, 2008), Tresch
and Markowetz (2008), Vaske et al. (2009), Anchang et al. (2009), House
et al. (2010), Fro¨hlich, Praveen and Tresch (2011), Niederberger et al. (2012),
Sadeh, Moffa and Spang (2013), Failmezger et al. (2013)].
NEMs have been extended to model dynamics within signalling pathways
under the assumption that the observed dynamic perturbation effects over
time are due to time delay of signal transduction [Anchang et al. (2009)]. An-
other extension of NEMs infers time-varying networks by unrolling the net-
work structure over time [Fro¨hlich, Praveen and Tresch (2011), Failmezger
et al. (2013)].
1.2. Contributions of this article. We propose the hidden Markov nested
effects models (HM-NEM) to infer time-varying signalling networks. The
evolving network is modelled as a discrete time first-order Markov process.
The state space corresponds to all possible network topologies. The transi-
tion probabilities of the Markov process are defined by a geometric distribu-
tion, which exploits the topological distance (defined as the distance between
their adjacency matrices) between networks. Similar to the “smoothness” as-
sumption in TV-DBNs, we assume that the more distant two networks are,
the less likely the transition is. Importantly, such “smoothness” is controlled
by a parameter which can be estimated from the data. For the observation
model, NEMs provide the formulation of emission probabilities that link the
hidden network topologies to the observable perturbation effects.
From a Bayesian perspective, the inference target is the joint posterior
distribution of the time-varying networks and the unknown smoothness pa-
rameter, given the observed effects. To approach the target distribution, we
propose a Gibbs sampler based on “Metropolis-within-Gibbs”. The algo-
rithm alternates between sampling the state path and the parameter from
the corresponding full conditionals.
In the next section, we briefly describe nested effects models and introduce
the marginal likelihood as well as inference methods. The description and
inference method of HM-NEM are presented in Sections 2.2 and 3, respec-
tively. In Section 4 we demonstrate simulation studies including convergence
diagnosis, sensitivity and coverage analysis on synthetic data for networks
with slow, moderate and rapid transitions. Finally, we show two applica-
tions of HM-NEM to reconstruct the polarisation network of neutrophils in
Section 5.1 and the self-renewal signalling network of embryonic stem cells
in Section 5.2.
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2. Model.
2.1. Background. Nested effects models (NEMs) are a statistical ap-
proach that is specifically tailored to reconstruct features of pathways from
perturbation effects in downstream reporters [Markowetz et al. (2007)]. In
contrast to other graphical models, which are all based on measures of pair-
wise association (e.g., coexpression networks) and encode conditional inde-
pendence relations (e.g., Bayesian networks), NEMs describe subset relation-
ships between observed downstream effects of perturbations.
To describe NEMs more clearly, we show a toy signalling network [Fig-
ure 1(A)] consisting of a kinase (A) and three transcription factors (B, C
and D), which directly regulate reporter genes (1 to 10). Phenotypic data
generally do not include the states of proteins A to D after perturbations
[Figure 1(B)]. This is because phenotypes like gene expression or cell mor-
phologies are downstream of the pathway of interest and often do not contain
much information on the activity states of the proteins in the pathway.
NEMs assume that perturbing upstream pathway components may im-
pact a global process, while silencing downstream genes only affect local
subprocesses. This results in a subset pattern in the observed data. For
example, for the pathway in Figure 1(A) the perturbation effects (e.g., ex-
pression changes in reporter genes) of pathway components B, C and D are
subsets of the effect of gene A: perturbing A has an effect on all reporters
(1–10), while perturbing B only affects reporters 1–4, perturbing C affects
reporters 5–10, and perturbing D affects reporters 5–8 [Figure 1(C)].
NEMs leverage the observed data on effect reporters [Figure 1(D)] and
infer the most likely pathway structure that can explain the subset patterns
by comparing it to the data expected for a pathway [Figure 1(C)]. If the data
are transcriptional phenotypes of RNAi experiments (like in our second case
study), the pathway components and effect reporters are also called S-genes
and E-genes [Markowetz, Bloch and Spang (2005)].
A pathway component j is in the natural state of 0 (Sjk = 0) if it is
not affected by perturbation k, and is in the state of 1 (Sjk = 1) if it is
interrupted directly by biological perturbation or indirectly by propagation
of a perturbation from an upstream pathway component [e.g., Figure 1(B)].
In real biological applications, the perturbation can be either enhancing
(e.g., by drug treatment in our application to neutrophil polarisation) or
inhibiting (e.g., by RNAi in our application to mouse embryonic stem cell
differentiation). Since data sets generally contain either one or the other of
these perturbations, we do not distinguish between enhancing and inhibiting
perturbations in the description of our method.
A signalling network is modelled by G = (V,E), in which V is the set
of pathway components and E a set of all interactions between them. Let
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Fig. 1. A schematic figure of nested effects models. (A) A toy example of NEMs. Per-
turbed pathway components (often called S-genes, referring to the signalling genes that
are silenced by perturbations) and effect reporters (called E-genes if they are transcrip-
tional) are shown in black round circles and grey rectangles, respectively. The thick black
arrows between pathway components denote their signalling relationships, while the thin
black arrows connect pathway components to their direct effect reporters. The thick grey
arrow between pathway components A and D is a transitive edge indicating an indirect
effect of A on D (via C). (B) States of pathway components upon different perturbations
are generally unobserved. A pathway component is in the state of 0 (white rectangle) if
it is not perturbed, and in the state of 1 (black rectangle) if it is perturbed directly or by
a perturbation propagated down from an upstream component. (C) The expected states of
effect reporters (black = effect; white = no effect) after perturbing pathway components.
(D) In real biological applications, the noisy measurement of effect reporter states may
include false negatives (FNs) and false positives (FPs).
D = [dik]m×l be the observed perturbation effects [e.g., Figure 1(D)], where
dik is the effect of perturbation k on effect reporter i.
Transitivity. An important feature of NEMs is the transitivity of subset
relations [Markowetz et al. (2007)]. For example, the perturbation effect of
gene D is a subset of the effect of gene C, which is a subset of the effect of
gene A [Figure 1(C)]. Then the perturbation effect of gene D must also be a
subset of gene A. Thus, the graph encoding such transitive subset relations
should be transitively closed: whenever there is a path from one pathway
component to another one (e.g., A→C→D), a directed edge (e.g., A→D)
exists between these two pathway components in the graph.
Marginal likelihood. Here, we make a convenience assumption that each
effect reporter is specific for only a single pathway component. Let Θ :=
{θi}
m
1 , where θi ∈ {1, . . . , n}, be a set of parameters indicating the positions
of effect reporters. Reporter i is specific for component j if θi = j. Usually,
reporter positions are unknown; thus, the likelihood of the signalling network
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G given the observation D is computed by marginalisation over Θ:
P (D|G) =
∫
P (D|G,Θ)P (Θ|G)dΘ
(2.1)
=
1
nm
m∏
i=1
n∑
j=1
l∏
k=1
P (dik|G,θi = j),
where the first product is over all effect reporters under the assumption
that reporters are independent of each other, while the second product is
over all replicates under the assumption that replicates are independent of
each other. During marginalisation, each effect reporter is “attached” to
all pathway components; we thus implicitly take multiple regulators into
account (but not complex interactions between them).
For a single effect reporter i under perturbation k, the probability to
observe dik given G and its position θi = j can be computed by
dik = 1 dik = 0
(2.2)
P (dik|G,θi = j) =
{
α 1− α Sjk = 0,
1− β β Sjk = 1,
where α and β are global false positive and false negative rate of D that can
often be estimated from control experiments [Markowetz, Bloch and Spang
(2005)]; Sjk is the state of pathway component j upon perturbation k.
However, when the relationships between pathway components and effect
reporters are already known, the likelihood can be simplified to
P (D|G) =
m∏
i=1
l∏
k=1
P (dik|G).(2.3)
Inference. The original NEM performs an exhaustive search over all tran-
sitively closed graphs to identify the optimal network by the maximum like-
lihood estimation [Markowetz, Bloch and Spang (2005)]. For large-scale net-
works consisting of many signalling genes, heuristics such as pairwise, triplets
inference [Markowetz et al. (2007)] and module networks [Fro¨hlich et al.
(2007, 2008)] have been developed. The definition of effects has also been
extended, for example, by modelling differential expression as a mixture
model of p-values [Fro¨hlich et al. (2007)] or log-ratios [Tresch and Markowetz
(2008)]. Moreover, Niederberger et al. (2012) proposed an efficient inference
method by combining MCMC sampling with an Expectation–Maximisation
(EM) algorithm.
Maximum likelihood inference was adopted in the original NEM, while
the model itself can be naturally extended by incorporating priors of the
signalling network and/or the regulatory structure between signalling genes
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and reporter genes. Fro¨hlich et al. (2007) extended NEMs to take into ac-
count prior knowledge about network structure, and applied Bayesian reg-
ularisation using Akaike information criterion (AIC). Maximum a posteri-
ori estimation was also proposed to incorporate prior network structure by
Tresch and Markowetz (2008) and Fro¨hlich et al. (2008).
2.2. Hidden Markov nested effects model. As mentioned in Section 1,
NEMs establish a framework for reconstruction of static signalling networks
from perturbation effects. However, NEMs and their extensions do not allow
network structure to change over time in their present forms. Here, we extend
NEM to the Hidden Markov nested effects model (HM-NEM ) to model
signalling networks with topological changes over discrete time points.
The time-varying network is considered as a discrete stochastic process
G1 : T = {Gt}
T
1 . Let Gt = (V,Et) be the network at time t for t ∈ {1, . . . , T}, in
which V is the set of pathway components and Et is the edge set (through-
out this paper edge means directed edge) including all signalling interac-
tions between pathway components at timestep t. Let D1 : T = {Dt}
T
1 , where
Dt = [dikt]m×l is a matrix of observed effects for m effect reporters across l
perturbations. Under the first-order Markov assumption the probability of
the observation of Gt only depends on its previous network structure Gt−1
for t ∈ {2, . . . , T} (the upper layer in Figure 2).
A hidden Markov nested effects model (HM-NEM) is a hidden Markov
model (HMM) with the time-varying network as the transition module and
nested effects model as the emission module. Similar to ordinary HMMs, we
represent a HM-NEM as Hnem = (π,A,B), in which π is the initial distri-
bution over states (network structures), and A and B denote the transition
probabilities and emission probabilities, respectively. Since the state space
of the hidden layer consists of all possible network structures, no model
selection is needed to determine the number of states, which is fixed but
can be very large (e.g., >1 billion states for a network consisting of only six
pathway components).
Initial distribution. The initial distribution is set to be a uniform distribu-
tion over all the possible network structures. This setting makes the initial
distribution take no part in the inference methods, reflecting the fact that
prior information about the underlying network is often not available in gene
perturbation studies.
Transition probability. We assume here that a signalling network prefers to
transit to a state with a similar structure. That is, let Puv be the probability
to transit from state u to v, then the more distant the network structure v
is from u, the lower the transition probability Puv will be. This assumption
is sound in biology, and many other graphical models for modelling time-
varying networks also make similar assumptions [e.g., TV-DBN in Song,
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Fig. 2. A schematic figure describing the framework of HM-NEMs. HM-NEMs are com-
prised of a Markov chain modelling an evolving signalling network (the upper layer) and
NEMs as the emission module (the middle layer). Images in the lower layer represent ob-
served time-series perturbation effects. All possible networks for a given number of pathway
components are included in the state space denoted by dotted rounded rectangles. At each
time step, only one state is present and is highlighted by a thick black square. The state
transitions between adjacent time points are highlighted by thick black arrows.
Kolar and Xing (2009) and TESLA in Ahmed and Xing (2009)]. Here we
use the geometric distribution to derive the transition probabilities:
Puv = P (Gt+1 = v|Gt = u) =
1
Zu
(1− λ)suvλ,(2.4)
where Zu =
∑
u(1−λ)
suvλ is a normalising constant; λ ∈ (0,1) is a parameter
controlling the “smoothness”; suv is the distance between network u and v
computed by
suv = ‖A
u −Av‖1 :=
∑
r
∑
c
|aurc − a
v
rc|,(2.5)
where Au and Av are binary adjacency matrices of networks u and v; pre-
cisely, arc = 1 denotes a directed edge from vertice r to c, and 0 otherwise.
Each Gt corresponds to a unique adjacency matrix At. In the following we
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show that this transition model is a special case of the htERGM in Guo
et al. (2007).
Connection with the htERGM [Guo et al. (2007)]. The transition proba-
bility setting for the htERGM is
P (Gt+1|Gt) =
1
Z(θ,Gt)
exp{θTΨ(Gt+1,Gt)},(2.6)
whereΨ(Gt,Gt−1) is a vector-valued function corresponding to several statis-
tics of the two network topologies. The parameter θ contains the weights of
these features.
To see that our transition model is a special case of the above, we rewrite
equation (2.4) with the terminology of Guo et al. (2007):
P (Gt|Gt−1) =
1
Z(λ,Gt)
exp
(∑
r
∑
c
|aGt+1rc − a
Gt
rc | ln(1− λ) + lnλ
)
=
1
Z(λ,Gt)
exp

 [lnλ, ln(1− λ)]

 1∑
r
∑
c
|aGt+1rc − a
Gt
rc |




=
1
Z(θ,Gt)
exp(θTΦ(Gt+1,Gt)),
where
θ =
[
lnλ
ln(1− λ)
]
, Ψ=

 1∑
r
∑
c
|aGt+1rc − a
Gt
rc |

 ,
Z(θ,Gt) =
∑
Gt+1
exp(θTΦ(Gt+1,Gt)).
Note that the second dimension of the feature vector Ψ directly tells
the amount of changes between the two networks. Its corresponding weight
parameter ln(1− λ) can be used to generate/fit difference levels of network
dynamics. This is consistent with our design for λ being the probability of
an edge staying the same.
Emission probability. The emission probability in a HM-NEM is the prob-
ability to observe perturbation effects Dt at time t given the current network
topology Gt, which can be derived directly from the marginal likelihood of
the nested effects model in equation (2.1) when the relationships of pathway
components to effect reporters are unknown:
P (Dt|Gt) =
1
nm
m∏
i=1
n∑
j=1
l∏
k=1
P (dikt|Gt, θi = j).(2.7)
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Similarly, if the relationships between pathway components and effect re-
porters are already known, the emission probability can be derived from
equation (2.3):
P (Dt|Gt) =
m∏
i=1
l∏
k=1
P (dikt|Gt, θi = j).(2.8)
3. Inference. Having established the framework of HM-NEMs, our main
interest is to infer the joint posterior distribution P (G1 : T , λ|D1 : T ) of state
sequence G1 : T and the unknown parameter λ in equation (2.4) given the
phenotype of gene perturbations over time D1 : T . To approach this target
distribution, we use a Gibbs sampler which draws samples from the two full
conditionals: P (G1 : T |λ,D1 : T ) and P (λ|G1 : T ,D1 : T ).
Sampling G1 : T . The full conditional of states is obtained by a single-
site-update approach, which samples one hidden state at a time. As such,
letting G−t := {Gt′ ; t
′ 6= t}, the target distribution becomes the conditional
distribution of each state given all the other states, data and parameter,
which can be written as
P (Gt = s|G−t,D1 : T , λ)
∝


P (Gt+1|Gt = s,λ)P (Dt|Gt = s), if t= 1,
P (Gt = s|Gt−1, λ)P (Gt+1|Gt = s,λ)P (Dt|Gt = s),
if t= 2, . . . , T − 1,
P (Gt = s|Gt−1, λ)P (Dt|Gt = s), if t= T.
Direct sampling from this distribution is infeasible. Hence, we resort to the
Metropolis-within-Gibbs approach [Geyer (2011)] which facilitates sampling
by the Metropolis–Hastings (MH) algorithm.
To sample networks, we propose a structural MH. By contrast to the
method in Madigan, York and Allard (1995), this MH does not restrict the
state space to DAGs. In detail, we use a uniform jumping distribution to
propose new graphs: a new graph s′ is generated by adding or deleting an
edge selected randomly with equal probabilities from all pairs of genes in
the current graph s.
The acceptance ratio of a proposed graph s′ to s can be calculated by
αGt =
P (Gt = s
′|G−t,D1 : T , λ)
P (Gt = s|G−t,D1 : T , λ)
P (s|s′)
P (s′|s)
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=


P (Gt+1|Gt = s
′, λ)
P (Gt+1|Gt = s,λ)
P (Dt|Gt = s
′)
P (Dt|Gt = s)
, if t= 1,
P (Gt = s
′|Gt−1, λ)
P (Gt = s|Gt−1, λ)
P (Gt+1|Gt = s
′, λ)
P (Gt+1|Gt = s,λ)
P (Dt|Gt = s
′)
P (Dt|Gt = s)
,
if t= 2, . . . , T − 1,
P (Gt = s
′|Gt−1, λ)
P (Gt = s|Gt−1, λ)
P (Dt|Gt = s
′)
P (Dt|Gt = s)
, if t= T
(3.1)
in which the transition probability is
P (Gt|Gt−1, λ) =
λ(1− λ)εt−1∑ne
ε′
t
=0
(
ne
ε′
t
)
λ(1− λ)ε
′
t
−1
,(3.2)
where ne = n(n− 1) is the number of all possible edges; εt = ‖At −At−1‖1,
At and At−1 are the adjacency matrices of network Gt andGt−1, respectively.
The normalising constant in equation (3.2) can be computed in advance, as
long as the number of vertices is fixed.
The proposal mechanism allows the sampler to transit from the current
state to any other state; the resulting Markov chain is therefore both aperi-
odic and irreducible. Moreover, the detailed balance condition is guaranteed
by the formulation of the Hastings ratio. Therefore, the proposed structural
MH algorithm is a correct MCMC sampler.
Sampling λ. The parameter λ is sampled based on the Metropolis–Hastings
algorithm as well. According to Bayes’ theorem, the posterior probability of
λ can be computed as follows:
P (λ|G1 : T ,D1 : T )∝ P (D1 : T ,G1 : T |λ)P (λ)
(3.3)
= π
T∏
t=2
P (Gt|Gt−1, λ)
n∏
t=1
P (Dt|Gt),
where the equality statement assumes that the prior probability follows a
uniform distribution.
To constrain λ between 0 and 1, we re-parameterise λ by the sigmoid
function, such that λ= S(κ) where S(κ) = 1
e−κ+1 . Accordingly, the posterior
probability of κ is scaled by the determinant of the Jacobian (in this case,
the Jacobian is a scalar):
P (κ|G1 : T ,D1 : T ) = P (λ|G1 : T ,D1 : T )
∂S(κ)
∂κ
(3.4)
= P (λ|G1 : T ,D1 : T )S(κ)(1− S(κ)).
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Letting κ′|κ∼N (κ,σ), the acceptance ratio of proposed κ′ to κ is
ακ =
P (κ′|G1 : T ,D1 : T )
P (κ|G1 : T ,D1 : T )
=
∏n
t=2P (Gt|Gt−1, λ
′)∏n
t=2 P (Gt|Gt−1, λ)
S(κ′)(1− S(κ′))
S(κ)(1− S(κ))
P (κ|κ′)
P (κ′|κ)
(3.5)
=
∏n
t=2P (Gt|Gt−1, λ
′)∏n
t=2 P (Gt|Gt−1, λ)
S(κ′)(1− S(κ′))
S(κ)(1− S(κ))
.
The complete sampling algorithm is described by the following pseu-
docode (Algorithm 1).
Expected network. Let A := {At}
T
1 be the adjacency matrices of G. The
expected time-varying network E[A] = {E[At]}
T
1 is computed by averaging
over all adjacency matrices of G in the estimated posterior distribution ob-
Algorithm 1 MCMC sampling algorithm for HM-NEMs
Input: D, G(0), λ(0), κ(0) =L(λ(0)), σ ⊲ L(·) is the logit function
1: for i= 1→N do
2: for t= 1→ T do
3: Propose G∗t by randomly flipping an edge in G
(i−1)
t
4: Compute acceptance ratio α
(i)
Gt
with equation (3.1)
5: Draw u
(i)
Gt
∼Uniform[0,1]
6: if u
(i)
Gt
< α
(i)
Gt
then
7: Set G
(i)
t =G
∗
t
8: else
9: Set G
(i)
t =G
(i−1)
t
10: end if
11: end for
12: Propose κ∗ from N (κ,σ)
13: Compute acceptance ratio α
(i)
κ with equation (3.5)
14: Draw u
(i)
κ ∼Uniform[0,1]
15: if u
(i)
κ <α
(i)
κ then
16: Set κ(i) = κ∗
17: else
18: Set κ(i) = κ(i−1)
19: end if
20: λ(i) = S(κ(i)) ⊲ S(·) is the sigmoid function
21: end for
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tained from the sampling result:
E[At] =
∑
At
AtP (At|D1 : T ) =
1
N −Nb
N−Nb∑
i=1
A
(i)
t ,(3.6)
where Nb is the number of burn-in samples and N is the total number of
samples.
4. Simulation studies. To evaluate the performance of the proposed MCMC
sampling algorithm for HM-NEMs, we conducted simulation studies on in
silico data generated from artificially constructed networks. Each perturba-
tion data set is simulated by the following steps:
1. For a given number of pathway components n, for the first time frame
we randomly flip 10% off-diagonal entries of a zero adjacency matrix
to generate a directed graph. This step is repeated until the graph is
transitively closed.2
2. For t= 2,3, . . . , T , the network state at time t is generated by transiting
the previous state at time t−1. In detail, we transit the previous network
by flipping a random number of off-diagonal entries ner following the
distribution
(
ne
ner
)
λ(1−λ)ner−1. This step is also repeated until the graph
generated for time frame t is transitively closed.
3. For a network at each time frame, attach nr reporter genes to each path-
way component. For each component, generate perturbation data which
are 1s standing for downstream effects and 0s for noneffects. The pertur-
bation data are duplicated for np times to model biological replicates.
4. Add false negatives and false positives to the data generated in the above
steps by randomly flipping α (%) true negatives and β (%) true positives.
4.1. Convergence diagnosis. To diagnose the convergence of proposed
algorithm on networks that transit states rapidly, moderately and slowly,
respectively, we did three simulations where λ was set to 0.1, 0.5 and 0.9.
These values allow different dynamics in network evolving. Specifically, they
generate fast, moderate and slow varying networks, respectively. The other
parameters were fixed to n = 6, nr = 4, T = 8, np = 3, α = 0.1 and β =
0.1. It should be noted here that these parameters are set according to a
sophisticated biological application to embryonic stem cells, where six genes
were perturbed following phenotyping screening over eight days. For each
simulation, a time varying network and corresponding perturbation data
2Here we generate transitively closed graphs for the convenience to simulate data from
NEMs. HM-NEMs, however, do not constrain the networks in the transitively closed graph
space.
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Table 1
Performance of λ estimation
λ= 0.1 λ= 0.5 λ= 0.9
σ 2 0.65 0.65
Posterior mean 0.11 0.49 0.92
Effective sample size 4855 1301 4121
Rejection rate 0.53 0.53 0.54
Time (sec) 631.51 635.47 602.99
were generated according to the above protocol. Twenty independent runs
of MCMC inference were performed on each data set over 52,000 iterations
to infer the network and estimate λ. In principle, the posterior can always be
estimated with only one chain given that the chain is sufficiently long. The
main purpose of using 20 runs in the simulation studies and the following
real biological applications is to compute the Gelman and Rubin diagnostic
to inspect convergence. Furthermore, with multiple runs the posterior can
be estimated within a short time. The first 2000 samples of each run were
treated as the burn-in period.
We first investigate the performance of λ estimation. To achieve a good
rejection rate (∼55%) according to the efficient Metropolis jumping rules
[Gelman, Roberts and Gilks (1996)], we tuned σ, which is the standard
deviation of the Gaussian proposal distribution (Table 1). As shown in Fig-
ure 3, the posterior distributions can be faithfully captured by our sampling
algorithm. As expected, the posterior means of estimated λ are very close
to their corresponding true parameters (Table 1). To assess the efficiency of
sampling, we also compared the effective sample sizes across three simula-
tions (Table 1). To further evaluate the time of convergence to stationary
distributions, we computed the
√
Rˆ statistic [proposed by Gelman and Ru-
bin (1992)]. The time consumption (per run), using R on an Intel Xeon
W3520 Quad-Core 2.67 GHZ with 8 GB RAM computer, does not show
a big difference between these three simulations (Table 1). We found that
for all three simulations, our algorithm converged within 52,000 iterations
[Figure 3(G), (H) and (I)].
Visualising the posterior distribution of state path is difficult. Instead, we
evaluate the estimated distribution of the log joint likelihood. As shown in
Figure 4, multiple peaks appear in the estimated log joint likelihood distri-
bution for λ= 0.9, which indicates multiple optimal state paths. Although in
all three simulations the log joint likelihood converge very quickly [as shown
in Figure 4(G), (H) and (I)], it may become challenging for the algorithm
to converge when there are many more optima.
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Fig. 3. Estimation and convergence diagnosis of λ. (A), (B) and (C) are trace plots,
(D), (E) and (F) are estimated distributions, and (G), (H) and (I) illustrate logarithm√
Rˆ statistics for λ = 0.1, λ = 0.5, λ = 0.9, respectively. Convergence is suggested when√
Rˆ is close to 1.
To evaluate the performance of network inference, we computed expected
networks using equation (3.6). Since here twenty independent runs were per-
formed for each λ, the overall expected network is averaged over the expected
networks of all runs. The adjacency matrices of these overall expected net-
works are illustrated by heatmaps in Figure 5. Indeed, the inferred networks
seem to transit very dramatically for λ = 0.1, moderately for λ = 0.5 and
very slowly for λ = 0.9. Moreover, considering 0.5 as a cutoff to binarise
these expected networks, we can compare to the true networks generated.
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Fig. 4. Estimation and convergence diagnosis of log joint likelihood. (A), (B) and (C) are
trace plots, (D), (E) and (F) are estimated distributions, and (G), (H) and (I) illustrate
logarithm
√
Rˆ statistics for λ= 0.1, λ= 0.5, λ= 0.9, respectively.
In all three simulations, our algorithm achieved 100% high sensitivities and
100% specificities (Table 2).3
Furthermore, we inspected the performance of HM-NEMs as a function of
the interval of time sampling with an additional simulation study (details in
Appendix A). We found that a smaller time interval tends to give a better
estimation of λ and network (Figure 13).
3The sensitivity, specificity and accuracy are computed by TP/(TP+FN), TN/(TN+
FP) and TP+TN/(TP+FN+TN+FP), where TP, TN, FP, FN are the number of true
positive, true negative, false positive and false negative directed edges, respectively.
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Fig. 5. Expected networks in simulation studies. The left, middle and right panels cor-
respond to λ= 0.1, 0.5 and 0.9, simulating networks that transit quickly, moderately and
slowly, respectively. Each heatmap illustrates the posterior means of edges directed from
pathway components in rows to their counterparts in columns. The directed edges of true
networks are outlined with bold borders in red.
In summary, the simulations from our model demonstrate the potential of
our sampling algorithm to infer evolving networks and “smoothness” under
a wide spectrum of network dynamics.
4.2. Sensitivity analysis. To assess the influence of several main factors,
λ and the error probabilities α and β to the performance of our algorithm,
we vary α and β from 0.1 to 0.5 to simulate artificial data sets for the three
networks (corresponding to λ = 0.1, 0.5 and 0.9, resp.) we have already
generated in Section 4.1. For each combination of parameters (λ, α and β),
Table 2
Performance of network inference
λ= 0.1 λ= 0.5 λ= 0.9
Sensitivity 100% 100% 100%
Specificity 100% 100% 100%
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Fig. 6. Mean Monte Carlo errors of estimated λ [(A) and (C)] and accuracies of inferred
expected networks [(B) and (D)] as a function of α (when β = 0.1) and β (when α= 0.1).
Lines colored in blue, orange and red correspond to λ= 0.1, 0.5 and 0.9, respectively. Error
bars indicate one standard deviation of the mean.
we simulated 1000 random data sets and performed MCMC sampling over
12,000 iterations, which are sufficient for the algorithm to converge according
to Figures 3 and 4, with the first 2000 as the burn-in period. The mean Monte
Carlo errors of estimated λ and the accuracies (footnote 3 in Section 4.1)
of expected networks binarised with a cutoff of 0.5 were calculated for each
parameter setting.
As shown in Figure 6, α and β affect more the performance on networks
that transit relatively fast (λ= 0.1 and 0.5) than those that transit slowly
(λ = 0.9), indicating that our algorithm is more robust to data noise in
smooth networks. Nevertheless, no matter how λ varies, our algorithm can
still achieve very promising performance (mean Monte Carlo error of λ <
0.05 and accuracy of inferred network >0.95) when α and β are ≤ 30%,
which is easily satisfied in real biological experiments.
We further used ANOVA to quantify the relative contributions of α, β
and λ to the performance of our algorithm. Table 3 combines the results
of a design-based ANOVA of the mean Monte Carlo error of estimated λ
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Table 3
Analysis of variance of mean Monte Carlo errors of estimated λ and accuracies of
inferred networks. All factors and interactions were statistically significant with
p < 0.0001
Mean error of λ Network accuracy
Df Sum Sq F -value Sum Sq F -value
λ 2 762.32 246,560.81 41.54 37,650.57
α 4 205.90 33,296.87 447.53 202,801.65
β 4 214.02 34,609.80 425.06 192,617.84
λ :α 8 365.01 29,514.12 1.23 278.97
λ :β 8 361.83 29,257.05 0.80 181.54
α :β 16 331.15 13,388.17 138.11 15,645.82
λ :α :β 32 150.69 3046.12 10.76 609.39
Residuals 74,925 115.83 41.34
and the accuracy of inferred networks. As expected, all factors and their
interactions are very significantly associated with performance (p < 0.0001).
Interestingly, λ itself explains 30.41% total variation of the mean Monte
Carlo error of estimated λ, which is much more than the 8.21% and 8.54%
explained by α and β, indicating that λ estimation is more sensitive to
the smoothness of networks. However, network inference is more affected by
noise in the perturbation data, as α, β and their interaction account for
91.35% total variation.
Taken together, these sensitivity analysis results demonstrate that our
sampling algorithm can be reliably employed to infer evolving networks and
estimate the smoothness for perturbation data that are not extremely noisy.
4.3. Coverage analysis. We next investigated the frequentist coverage of
Bayesian confidence intervals as a function of α and β in different contexts
of network transition. For each combination of parameter α (0.1 to 0.5), β
(0.1 to 0.5) and λ (0.1, 0.5 and 0.9), we computed highest posterior density
(HPD) intervals with 95% nominal coverage probability for estimated λ
and log joint likelihood. The “actual” coverage probability was subsequently
computed by the proportion of the time that the HPD interval contains the
true λ or log joint likelihood.
As illustrated in Figure 7, the “actual” coverage probability faithfully
matches the nominal coverage probability across all α and β when λ= 0.1
and 0.5. When λ= 0.9, the true λ and log joint likelihood are both outside
of the Bayesian intervals when α and β are both unreasonably high (≥0.4).
However, even when α or β are as high as 0.3, we still observed very good
coverage for λ= 0.9 (Figure 14 in Appendix B).
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Fig. 7. Coverage as a function of α and β. (A), (B) and (C) are heatmaps illustrating the
difference between coverage probability and 95% nominal coverage probability of estimated
λ across different α, β and λ. Similarly, (D), (E) and (F) correspond to coverage of the
log joint likelihood.
Taken together, the coverage analysis results demonstrate that our algo-
rithm provides good coverage performance as long as the quality of per-
turbation data is not extremely bad (α ≤ 0.3 and β ≤ 0.3), which is often
satisfied in real biological experiments.
5. Applications.
5.1. Application to neutrophil polarisation. Neutrophils are phagocytic
immune cells that can detect and kill bacteria very quickly. Underlying the
rapid response of neutrophils to chemoattractants is the neutrophil polarity
network, which upon stimulation progresses through three phases: instan-
taneous initiation, 2–3 min development and 10 min maintenance before
adapting. Three spatially and molecularly distinct cytoskeletal modules—
front (F), back (B) and microtubule (M) modules—have been implicated
to be involved in the neutrophil polarity network [Small et al. (2002)]. De-
spite various interactions identified between these three modules, how they
crosstalk dynamically to regulate polarisation is still poorly understood.
To gain mechanistic insights to the interactions between the front, back
and microtubule modules over time upon stimulation, Ku et al. (2012) con-
ducted systematic pharmacological perturbations to the three modules and
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employed a microscopy-based approach to quantify neutrophil polarisation
phenotypes. In detail, each module was targeted by two opposing mechanis-
tically distinct drugs: LasA (inhibitor) and Jas (enhancer) for the F module,
Y27632 (inhibitor) and Calp (enhancer) for the B module, Noco (inhibitor)
and Taxol (enhancer) for the M module. Each perturbation experiment was
done with 2 to 6 replicates over 600 seconds after stimulation of f-Met-
Leu-Phe (fMLP), which is a strong chemoattractant directing movements of
neutrophils towards bacteria. As a control, responses of neutrophils to fMLP
without drug treatment were also investigated in 20 replicates. The pertur-
bation effect of the three modules was monitored by three protein markers:
F-actin for the F module, α-tubulin for the M module, and p-MLC2 for the
B module, respectively. For each protein marker, intensity and polarity were
quantified based on image analysis. In this application the pathway compo-
nents are the three perturbed modules (F, B and M), while effect reporters
are the three biochemical markers (F-actin, p-MLC2 and α-tubulin).
In the perturbation experiments, cells were fixed at 11 nonuniform time
points from 0 to 600 seconds. The original time series were interpolated
and smoothed to generate a response curve for each replicate, perturbation,
protein marker and phenotype [details in Ku et al. (2012)]. Without loss of
generality, here we focus on the interpolated polarisation response data of
perturbation by enhancers of Jas, Calp and Taxol across 41 time points with
the same sampling interval of 15 seconds.
At time point t for perturbation k, a t-score was computed by comparing
the observed phenotype i with the reference distribution of phenotypes in
control experiments. The t-value was used to compute the probability (pikt)
that the perturbation phenotype is different from controls based on one sam-
ple Bayesian t-test [Rouder et al. (2009)]. As the relationships between the
three modules (F, B and M) and the effect reporters (F-actin, p-MLC2 and
α-tubulin) are already known, we use equation (2.3) to calculate the emission
probability P (Dt|Gt), which can be written as P (dikt|Gt) = pikt if Sjkt = 1
and P (dikt|Gt) = 1−pikt if Sjkt = 0. Having obtained the probabilities for all
phenotypes, perturbations and time points, we applied HM-NEMs to infer
the dynamic interplay between the F, B and M modules.
Twenty parallel runs of MCMC sampling were performed to do parameter
estimation and network inference. Each sampling was run for 22,000 itera-
tions, and the first 2000 were considered as the burn-in period. As shown in
Figure 8, we observed a very fast convergence for both λ and the log joint
likelihood. The posterior mean of λ is ∼0.95, indicating that the polarity
network of neutrophils progresses very smoothly.
The overall expected network was summarised over all twenty parallel
chains, and the snapshots at every 60 seconds are illustrated in the heatmaps
of Figure 9. The vast majority of the posterior means of pairwise interac-
tions are either close to 1 or 0, suggesting that the signalling interactions
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Fig. 8. Parameter estimation and convergence diagnosis in the application to neutrophil
polarisation. (A), (B) and (C) are trace plot, posterior distribution and logarithm
√
Rˆ
statistics for λ estimation. (D), (E) and (F) are trace plot, posterior distribution and
logarithm
√
Rˆ statistics for the log joint likelihood estimation.
can be identified by our algorithm without ambiguity. The overall expected
network was further binarised based on a cutoff of posterior mean at 0.5
(Figure 9). Intriguingly, the feedforward signalling of M module to B and
F modules dominates the maintenance phase (180 to 600 sec), which is
consistent with the persistant crosstalks identified in Ku et al. (2012) us-
ing a z-score-based approach. Signalling interactions inferred at early stages
(0 ∼ 120 sec), mainly from the back and front modules to the microtubule
module, coincide with the transient crosstalks, which are known to hap-
pen during the initiation and development phases of neutrophil polarisa-
tion. Taken together, the evolving network inferred by HM-NEMs captures
dynamic crosstalks between the front, back and microtubule modules un-
derlying neutrophil polarisation.
5.2. Application to mouse embryonic stem cells. There has been a wealth
of studies on the self-renewal and differentiation mechanisms of embryonic
stem cells (ESCs) for decades. Ivanova et al. (2006) conducted an integrated
approach to reveal potential regulators participating in the self-renewal pro-
cess of murine ES cells. They first used shRNAs (short hairpin RNAs)
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Fig. 9. Expected (upper panel) and discretised (lower panel) neutrophil polarisation net-
work. The evolving network identified by HM-NEMs precisely captures the three-phase
progression of the polarity network of neutrophils: polarisation initiation (0 sec), polari-
sation development (60 to 120 sec) and polarisation maintenance (180 to 600 sec). The
discretised network was produced by R package RedeR [Castro et al. (2012)].
to knock down potential transcription factors and identified six regulators
(Nanog, Oct4, Sox2, Esrrb, Tbx3 and Tcl1 ). Transcriptome dynamics were
subsequently monitored after perturbation of each of these six factors over
eight days using microarrays. Using a simple clustering analysis, they found
that the six regulators are involved in two global pathways regulating ESC
self-renewal [Ivanova et al. (2006)]. However, how these identified factors
interact with each other remains unclear. Here, we attempt to address this
challenge by HM-NEMs.
The raw gene expression data were preprocessed and discretised following
the same strategy in Anchang et al. (2009). From the discretised perturba-
tion data, we applied HM-NEMs to reconstruct the ESC self-renewal net-
work. Twenty independent runs of MCMC sampling were performed over
202,000 iterations including the first 2000 burn-in period. To speed up con-
vergence, the starting network at each time point was inferred by static
NEMs with a greedy hill-climbing algorithm [Markowetz (2006)]. As shown
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Fig. 10. Parameter estimation and convergence diagnosis in the application to mouse
embryonic stem cells. (A), (B) and (C) are trace plot, posterior distribution and logarithm√
Rˆ statistics for λ estimation. (D), (E) and (F) are trace plot, posterior distribution and
logarithm
√
Rˆ statistics for the log joint likelihood estimation.
in Figure 10, the Markov chains of λ and log joint likelihood converge very
quickly. Similar to the neutrophil polarisation network, the posterior mean
of estimated λ is ∼0.88, suggesting that the network transition underlying
ESC early differentiation is also very smooth.
We computed the overall expected network across all twenty chains, and
observed that the vast majority of signalling interactions between the six reg-
ulators are quite deterministic (illustrated by the heatmaps in Figure 11).
Using a cutoff of posterior mean at 0.5, we further discretised the over-
all expected network (Figure 11). Interestingly, the network suggests both
feed-forward and feedback regulations during early differentiation of ESCs.
One feed-forward loop (day 4 to day 8) is found between Sox2, Oct4 and
Tcl1, which can be validated by the transcriptional regulations of Sox2 on
Oct4 [Masui et al. (2007)] and Oct4 on Tcl1 [Matoba et al. (2006)]. Another
feed-forward loop (day 4 to day 8) is between Tbx3, Esrrb and Tcl1, which
is less characterised in the literature. However, the network constituted by
them is found to be critical to block the differentiation into epiblast-derived
lineages [Ivanova et al. (2006)]. These two feed-forward loops are mainly reg-
ulating the expression of Tcl1, which was shown to be important for ESC
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Fig. 11. Expected (upper panel) and discretised (lower panel) network in the application
to mouse embryonic stem cells. The network identified by HM-NEMS suggests that the
feedback regulations between Nanog, Sox2 and Oct4 may underlie early differentiation of
mouse ESCs.
proliferation but not differentiation [Matoba et al. (2006), Ivanova et al.
(2006)].
Feedback interactions are mainly found between Nanog and Oct4/Sox2
and Tbx3/Esrrb. Nanog is found downstream of Sox2/Oct4 during the early
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stage (day 1 to day 3), but upstream of Oct4 and/or Sox2 after day 4. The
feedback regulations between Nanog and Sox2/Oct4 are known to be criti-
cal for maintaining the pluripotency of ESCs [Loh et al. (2006)]. Nanog can
bind to the promoter regions of Oct4 and Sox2, while the Oct4–Sox2 het-
erodimer can also bind to the promoter region of Nanog [Boyer et al. (2005),
Loh et al. (2006)]. Thus, the feedback between Nanog and Sox2/Oct4 may
occur at the transcription level. The feedback regulations between Nanog
and Tbx3/Esrrb are also implicated in the literature. Nanog is known to
positively regulate expression of Esrrb, while Tbx3 and Esrrb can also en-
hance Nanog expression [Loh et al. (2006), van den Berg et al. (2008), Niwa
et al. (2009)].
Taken together, we hypothesize that the time-varying signalling network
inferred by HM-NEMs underlying the early differentiation of ESCs may in-
volve two stages. During the early stage (day 1 to day 3), Sox2 and Oct4 pos-
itively regulate expression of Nanog so that ESCs maintain its self-renewal.
During the late stage (after day 4), Nanog starts to regulate Oct4 and/or
Sox2 and lead ESCs to differentiate. Our hypothesis can be confirmed in part
by previous findings that high Nanog expression is important for ESCs to
possess high self-renewal efficiency, whereas low Nanog expression is associ-
ated with increased differentiation propensity [Kalmar et al. (2009), Navarro
et al. (2012)]. Nonetheless, biological experiments should be conducted to
further validate the reconstructed network.
6. Discussion. In this paper we propose hidden Markov nested effects
models for reconstructing signalling networks evolving over time. We devel-
oped a MCMC sampling algorithm to infer the most probable state path
(the evolving network) while estimating the parameter λ that indicates the
intrinsic feature of network evolutions. With simulations from the model,
the proposed MCMC sampling algorithm was shown to work efficiently on
networks under a wide spectrum of network dynamics as long as the per-
turbation data is not extremely noisy. We also demonstrated the model’s
potential to infer evolving networks underlying dynamic biological processes
by two real applications.
Identifiability. Inference of NEMs is based on the model posterior, which
combines the prior distributions on pathway structure and positions of effect
reporters with the data on effect reporter states under perturbations. We
generally choose uniform priors and, for example, the position of each effect
reporter is equally likely at each pathway component. In the following, we
use a toy example involving only two pathway components (Figure 12) to
discuss the identifiability of NEMs. We will show that whether the two
structures in the example (A→ B and B→ A) are distinguishable or not
depends on the data observed at the effect reporter E.
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Fig. 12. NEM examples involving only two pathway components A and B. Inference
success depends on the information in the data (boxes for effect reporter status under per-
turbation of A or B: shaded= effect; white= no effect). Dashed edges show error-free (and
thus most likely) effect reporter position given the A–B structure and the data. (a) Single
effect reporter showing effects under both perturbations makes structures indistinguishable;
(b) single effect reporter showing effect under only one perturbation (in this case A) prefers
structure where the perturbed gene is on top; (c) generally we have more than one effect
reporter and this is an example of a small subset structure on two reporters.
If a single effect reporter shows effects under both perturbations [Fig-
ure 12(a); a special case of two perturbations showing the same profile over
all effect reporters], the structures A→ B and B→ A are indeed indistin-
guishable. In this symmetric case the effect reporter can always be attached
to the downstream gene without preferring one structure to the other. Gen-
erally, NEMs model subset relations and in this situation the set of effects
after perturbing A (= {E}) is identical to the set of effects after perturb-
ing B (= {E}), which indeed offers no information on how to order A and B.
This issue has been identified already in the first NEM papers [Markowetz,
Bloch and Spang (2005), Markowetz et al. (2007)] and it is the reason why
we often use bidirectional arrows to indicate pairs of pathway components
with (up to noise) identical effect profiles. For larger networks we generally
merge all these nodes into a joint node and, as a result, infer a hierarchy
of clusters of genes, instead of a hierarchy of individual genes [Markowetz
et al. (2007)].
In practice, however, this identifiability problem may not be dramatic,
because effect profiles are generally not identical, especially with gene ex-
pression readout on thousands of genes like in our second case study. As
the simplest example, imagine that the effect reporter only shows an effect
under one perturbation (say A) but not the other [Figure 12(b)]. Even with
only a single reporter, this small change in the data improves the situation
drastically: now the set of effects after perturbing A (= {E}) is a superset
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of the set of effects after perturbing B (=∅). Our likelihood (and also the
marginal likelihood averaging over all reporter positions) now prefers the
A→B structure, because it allows to attach E to A without incurring any
false positive or negative effects, while no error-free attachment is possible
for B→A (if we attached it to B, the reporter profile would be completely
wrong; and if we attached it to A, the effect of perturbing B would still be
missing).
In real applications there are usually more effect reporters than pathway
components. Our scenario is thus better represented by a graph with two
effect reporters [Figure 12(c)]. If both reporters show effects under both
perturbations, we are back in the situation of Figure 12(a), but generally we
observe patterns like the one shown here: the set of effects after perturbing A
(= {E1,E2}) is a superset of the effects of perturbing B (= {E2}), which
allows unique identification of the A–B structure and reporter assignment.
Theoretically, it has also been proved that NEMs are identifiable for suffi-
ciently ‘good’ data, which can be satisfied by a sufficient number of replicate
measurements, and the pathway graph and the assignment of reporters to
pathway components are unique up to reversals [see Theorems 1 and 3 in
Tresch and Markowetz (2008)].
In HM-NEMs, the identifiability of hidden states (in our case networks,
also under given parameters) is expected to be at least the same as estimat-
ing the states separately from different time points with a static model. One
could see a HM-NEM as a static NEM with an informative prior estimated
from different time points. In this regard, it may be easier to estimate a
network at a given time point with HM-NEM than a static NEM.
Label switching. In HMMs, the label switching problem arises from the
fact that the observation model is the same as the generative process in
a mixture model. As the labels for each component are exchangeable, the
marginal likelihood (which is the objective function for parameter estima-
tion) after integrating out the unknown labels is invariant to permutations
of parameters. When the hidden states are the parameter labels, HMMs can
be seen as mixture models with a Markov prior over the labels. The marginal
likelihood is again invariant to permutations of the parameters. Thus, the
label switching got introduced into HMMs.
However, when the hidden states are the parameters of the distribution
rather than the labels of the parameters, the situation changes. For the
observation model there is only one parameter rather than K number of
parameters in the marginal likelihood. Let us illustrate this with a 2-state
Gaussian HMM. Assuming the same covariance matrix, at a give time point,
the observation model is N(µk,Σ), k ∈ (1,2). Therefore, there are two un-
known parameters µ1 and µ2 after integrating out the unknown labels. Now
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consider for the same observed data, but the hidden variable is µ itself. Inte-
grating out µ, there is only Σ left in the marginal likelihood. Hence, there is
nothing to switch any more. In HM-NEMs, the hidden states are the network
topologies which are the parameters of NEMs rather than labels. Therefore,
we think that label switching may not be a problem for HM-NEMs.
Generality. Although HM-NEMs belong to the family of structural HMMs,
it is specifically tailored for indirect data from systematic perturbation
screens. HM-NEMs extend classical nested effects models which infer static
signalling networks. With an identity transition kernel (λ→ 1), HM-NEMs
are identical to static NEMs since the graph chosen at the first time frame
persists till the end. On the other hand, when λ→ 0, there is no structural
dependencies between consecutive time points (the process loses its mem-
ory), and independent NEMs are fitted for each observation time point. To
strike the balance between a static view of the data and the negligence of
time dependence, HM-NEMs use a transition kernel to model the nature
of biological networks that transit smoothly over time. Beyond the NEMs
family, there are also generalisable elements in the model. Particularly, the
transition probability setting could be applied to other structural HMM
including DBNs.
Scalability. In HM-NEMs, the cardinality of the state space grows ex-
ponentially with the size of the signalling network. The traditional Baum–
Welch algorithm for HMM suffers from the time complexity of O(K2TM),
where M is the number of the EM iterations, K = 2ns(ns−1) is the size of
network state space for ns pathway components and T is the number of
time points. As the networks grow in size, the use of this type of method
might be prohibited. Such a scalability problem makes MCMC particularly
appealing to HM-NEMs, since the Monte Carlo estimator does not suffer the
cure of dimensionality. However, a large state space may potentially lead to
highly multimodal posterior or low identifiability, both of which can result
in poorly mixing Markov chains.
More efficient inference methods. Both scaling and generalising HM-NEMs
demand efficient inference strategies. Our inference method is an elementary
single-site update Gibbs sampler. The sampler could be easily trapped in a
local region of the posterior due to the fact that the hidden variables are
updated sequentially. This could be solved by employing block-type update
schemes which sample a part of or even the entire state path in one go. In
addition, a significant efficiency gain could be obtained by sampling λ with
the recently developed manifold MCMC approaches [Girolami and Calder-
head (2011)]. Another improvable point is to use a better structural MCMC
which efficiently explores the network topologies. To this end, one could con-
vert the network structure into ordered space [Friedman and Koller (2003)].
30 X. WANG ET AL.
Other advances in structural MCMC in DAGs, including those in Grzegor-
czyk and Husmeier (2008), could be applied in our setting as well. These are
the algorithmic avenues we are currently pursuing.
Biological applicability and implications. In this paper we also demon-
strated the potential of HM-NEMs to gain biological insights to the network
transition underlying complex dynamic biological processes. In the appli-
cation to neutrophils, HM-NEMs capture the transition between initiation,
development and maintenance phases during neutrophil polarisation. In an-
other application to mouse embryonic stem cells (ESCs), the time-varying
network inferred by HM-NEMs suggests that underlying early differentiation
of ESCs may be the feedback regulations between Nanog, Sox2 and Oct4.
Our results on these two real biological applications are in part consistent
with recent findings in the literature, and generate an intriguing hypothesis
about the mechanisms of network evolution that can be tested by further
experiments.
APPENDIX A: THE IMPACT OF TIME SAMPLING ON THE
PERFORMANCE OF HM-NEMS
Without loss of generality, we set λ= 0.9 and generated a random evolv-
ing network of n = 6 pathway components over T = 128 time points. Set-
ting the same parameters (nr = 4 reporters per pathway component, np = 3
replicates, α= 0.1 and β = 0.1) as the simulation study in Section 4.1, we
generated an artificial perturbation data set. Next, we sampled the com-
plete data set with the time interval varying from 1 to 32. HM-NEMs are
then applied to estimate the posterior of λ and evolving network for each
setting of time sampling. As expected, the posterior mean of λ increases and
approaches the real λ as time interval decreases [Figure 13(A)], indicating
that a smaller time interval tends to give a “smoother” estimate of the net-
work. The performance of network inference, assessed by accuracy, is also
improved by more time samples [Figure 13(B)]. However, even for only 4
time points (time interval = 32), HM-NEMs achieved a good performance
(median accuracy = 0.92).
APPENDIX B: HPD INTERVALS AS A FUNCTION OF α AND β
For each combination of parameter α, β and λ, we computed highest
posterior density (HPD) intervals with 95% nominal coverage probability for
estimated λ and log joint likelihood. As shown in Figure 14, HPD intervals
for estimated λ and log joint likelihood both cover the true λ and likelihood
even when α and β are as high as 30%, demonstrating the robustness of our
algorithm to noise in observed perturbation data.
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Fig. 13. (A) Posterior profile of λ, and (B) accuracy profile of network inference as a
function of the interval of time sampling.
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