In this paper, under weaker hypothesis, the global existence of oscillatory solutions is established for a forced second order nonlinear delay differential equation. The results of this paper generalize and improve some known results.
Introduction
In this paper, we are concerned with the existence of oscillatory solutions of forced second order nonlinear delay differential equations. During the past three decades, the investigation of oscillatory theory for delay differential equations and delay dynamic equations has attracted attention of numerous researchers due to their significance in theory and applications. We refer, in particular, to the monographs by Gyori and Ladas [1] , Erbe et al. [2] and the article by Anderson and Zafer [3] and references therein. But, to the best of our knowledge the existence of oscillatory solutions for the delay or non-delay differential equation has been scarcely investigated [4] [5] [6] .
The purpose of this paper is to study the existence of oscillatory solutions for the forced delay differential equation
f i (t, y(g i (t))) = q(t), t ≥ t 0 ,
where a, q and g i ∈ C ([t 0 , ∞), R), f i ∈ C ([t 0 , ∞) × R, R) and g i (t) ≤ t, lim t→∞ g i (t) = ∞, i = 1, 2, . . . , m.
Let t −1 = min 1≤i≤m inf t≥t 0 {g i (t)}. By a solution of (1.1) we mean a function y ∈ C ([t −1 , ∞), R) for an initial condition φ ∈ C ([t −1 , t 0 ], R), y(t) = φ(t), t ∈ [t −1 , t 0 ] and satisfies (1.1) for t ≥ t 0 . As is customary, a solution of (1.1) is called oscillatory if it has arbitrarily large zeros. Otherwise it is called non-oscillatory.
In the mathematical ecology, (1.1) includes various models. For example, the differential equation
was introduced in 1967 by Israelsson and Johnsson [7] as a model for the geotropic circumnutations of Helianthus annuus. The particular case of (1.1) is the ordinary differential equation 
where p ∈ C ([t 0 , ∞), R). The existence of oscillatory solutions of (1.3) and (1.4) have been established in [4] .
In this paper, using a modification of Rogovchenko's technique [4] and the well-known Schauder-Tychonoff fixed point theorem, we establish, under weaker hypothesis, a global existence theorem of oscillatory solutions of (1.1). Our results generalize and improve those in [4] .
Throughout this paper, we will use the following notations.
For a constant γ > 0
and define
Statement of the main results
In this section, we state main results in this paper. 
2)
and there exists γ > 0 such that
Moreover, there exist two increasing divergent sequences {t n } and {s n }, t n , s n ≥ t 0 such that 
then the conclusion of Theorem 2.1 is valid.
Consider differential equations (1.3) and (1.4). By Corollary 2.1 we immediately obtain the following two results.
Corollary 2.2. Assume that
∫ ∞ t 0
tq(t)dt exists and is finite, (2.7)
and there is a γ > 0 such that  
in order that (1.3) has an oscillatory solution y(t) defined on [T γ , ∞) with lim t→∞ y(t) = 0.
Remark 2.2. Corollary 2.3 improves Corollary 3.3 in [4] which requires conditions
in order that (1.4) has an oscillatory solution y(t) defined on [t 0 , ∞) with lim t→∞ y(t) = 0. Remark 2.3. The results of this paper, as in [4] , does not require monotonicity assumptions on nonlinear function f i (t, u) and f i (t, u) does not have to satisfy the sign condition for all t ≥ t 0 , that is, uf i (t, u) > 0 for u ̸ = 0.
Proof of the main results
Proof of Theorem 2.1. Our proof is based on an application of the well-known Schauder-Tychonoff fixed point theorem.
From (2.2) and (2.3), for any γ > 0 we can choose a large
and Define a set S as follows:
It
Hence, from (3.4) and (3.5), for any y ∈ S 6) which implies that FS ⊂ S and Fy is uniformly bounded on S. The continuity of F : S → S is verified as follows: let {y n } ∞ n=1 ⊂ S be any sequence and y 0 ∈ S with lim n→∞ y n = y 0 . For any ϵ > 0, let T 1 > T γ be a fixed number so that
From the compactness of the domain of f i , there exists a large N > 0 and a constant δ(ϵ)
where y satisfies |y − y 0 | < δ(ϵ). By virtue of (3.3)-(3.8), we have that for any t ≥ T ′ γ and |y n − y 0 | < δ
where (2.1) and (1.5) are used. The continuity of F on S is proved.
Moreover, in view of (2.1)-(2.3) and (3.3) there exists a positive constant M such that for all t ≥ T γ
From (3.9) it is easy to see that (Fy) ′ (t), y ∈ S, is uniformly bounded for t on [T ′ γ , ∞). This implies Fy is equicontinuous on S.
Therefore F maps S continuously into a compact subset of S. Consequently, by the Schauder-Tychonoff fixed point theorem, F has a fixed point y * in S, that is,
(3.10)
On the other hand, from (2.4) and (2.5), we find
Hence y * (t) is an oscillatory solution of (1.1) and lim t→∞ y * (t) = 0. In view of (2.4) and (2.5) y * (t) is not identically equal to 0 on any infinite subinterval of [T γ , ∞). The proof of Theorem 2.1 is complete.
The Proof of Corollary 2.1. From (2.6), there exists a positive constant γ 0 ≤ γ and two increasing divergent sequences {t n } and {s n } so that
that is, (2.4) and (2.5) with γ = γ 0 are satisfied. Hence all the conditions of Theorem 2.1 hold. The proof of corollary is complete.
Examples
In this section, we consider some illustrative examples which imply that the known results existing in the literature cannot be applied to these examples.
Example 1. Consider a linear second order equation with a forced term
where p(t) = ke −t , q(t) = −2e −t cos t + ke −2t sin t, 0 < k < 1. Thus
It is easy to see from (4.2) and (4.3) that there exists a large N ≥ 1 such that for all n ≥ N
Thus by Theorem 2.1, (4.1) has an oscillatory solution y(t) on [t 0 , ∞) and lim t→∞ y(t) = 0. It is not difficult to check that (4.1) has the oscillatory solution y(t) = e −t sin t.
On the other hand, by [8, Theorem 1A] we know that for any constants c 0 , c 1 ∈ R, (4.1) has a solution y(t) on [T , ∞), where T ≥ max{t 0 , 1} depends on c 0 and c 1 , which is asymptotic to the line c 0 + c 1 t for t → ∞, i.e. Consequently we have proved that (4.1) has both bounded oscillatory solutions tending to zero as t → ∞ and unbounded solutions tending to infinity satisfying (4.4) and (4.5). we obtain 
Example 2. Consider the forced Emden-Fowler equation with delay
y ′′ (t) + p(t)y σ (t − 2π ) = q(t), t ≥ t 0 ,(4.Q (t) := ∫ ∞ t ∫ ∞ s q(τ )dτ ds = e −t (sin t − cos t) + •(e −t ), P(t) := ∫ ∞ t ∫ ∞ s p(τ ) γ dτ ds = ∫ ∞ t ∫ ∞ s e −τ γ σ dτ ds = γ σ −1 e −t .
