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ABSTRACT 
In this paper we give necessary and sufficient conditions for the group of graph 
automorphisms of the X-join of {Y~},ex to be the "natural" ones, i.e., those that are 
obtained by first permuting the Yx according to a permutation of subscripts by an 
automorphism of X and then performing an arbitrary automorphism of each Yx. 
This simultaneously solves and generalizes the problem of giving necessary and sufficient 
conditions for the group of the lexicographic product of two graphs to be the wreath 
product of the groups of the factor graphs. This problem was introduced by Harary 
and partial solutions had been given by Sabidussi and the author. 
1. INTRODUCTION 
By a graph X we mean a set V(X) (called the vertices of 2") together with 
a set E(X) (called the edges of X) of unordered pairs of distinct elements 
of V(X). Such unordered pairs will be denoted by brackets. For x ~ V(X) 
we will frequently just write x c X. 
Sabidussi [5, p. 396] has defined the X-join of a set of graphs, {Y~}~x, 
indexed by V(X), as the graph Z with 
v(z) = {(x, y) :  x ~ iv, y ~ Y x} 
and 
E(Z) = {[(x, y), (x', y')]: [x, x'] c E(X) or else x = x' and [y, y'] c E(Y~)}, 
i.e., Z is obtained by replacing each vertex x of X by the graph Y~, and 
inserting either all or none of the possible edges between vertices of Y~ 
and vertices of Y~ depending on whether or not x and w are joined by an 
edge in X. Thus if/z ~ G(Jf)--the group of graph automorphisms of X - -  
such that Yx ~ Yw whenever/x(x) = w then/x induces a set of "natural" 
* Portions of this paper were written while the author was a Summer Research 
Participant with Oak Ridge Institute of Nuclear Studies. I would also like to express 
my thanks to Tom Whaley for helpful discussions relative to Theorem 2.10. 
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graph automorphisms of Z, namely, the autom0rphisms that are obtained 
by first permuting the Yx depending on how /z permutes the subscripts 
of the Yx and then performing an arbitrary automorphism of each Yx 9 
If Y,~ = Y for each x ~ X then the X-join of the { Yx}~x is the lexico- 
graphic product XQ Y, of X and Y. In 1959 Harary [2, p. 32] first 
suggested the problem of finding necessary and sufficient conditions that 
G(X o Y) consist precisely of those automorphisms induced (as above ) 
by automorphisms of G(X). Sabidussi [6, 7] solved this problem for 
certain general classes of graphs and I [3] recently extended those results. 
The purpose of this paper is threefold: (1) to complete the problem 
mentioned in the last paragraph, (2) to extend the results mentioned in 
the last paragraph by giving necessary and sufficient conditions for the 
group of an X-join to consist precisely of those induced by elements of 
G(X), and (3) to use the X-join to give a reduction in the problem of 
finding which permutation groups P have a graph (P has a graph X if P 
and G(X) are isomorphic as permutation groups). 
2. THE GROUP OF AN X-JoiN 
The notation used here is essentially that used in [3]. In particular, 
for x ~ X we set 
v(x ,  x) = {w e x: Ix, w] ~ E(X)} 
and 
d(X, x) = I V(X, x)I, 
the degree of x in X. R and S are the equivalence relations on V(X) 
obtained by  setting (x, w)~ R if V(X, x )= V(X, w) and (x, w)eS  if 
V(X, x) u {x) = V(X, w) w {w}. Let 
,t = {(x, x): x e X). 
X is called irreducible if R = A, otherwise it is called reducible. Note 
that S = A if and only if X'- -the complement of X--is irreducible. 
In order to obtain more concise statements of the results we introduce 
the following definitions. 
2.1. D~FINmON. Let A C_ V(X). A is externally related in X if 
V(X, x) -- A = V(X, w) -- A for all x, w e A. 
2.2. DErlSITION. Let Z~ be an X~-join of {Y~}~x,, i = 1, 2. Then 
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a graph isomorphism/z of Z~ onto Z~ is called natural if for each x~ ~ Xx 
there is an x2 ~ X2 such that /z( Ya,) ---- Y2,,. Otherwise /z is called 
unnatural. 
2.3. REMARK. If  /z is a natural isomorphism of Z~ onto Z~, then k~ 
induces an isomorphism /** of )(1 onto X2 where /~*(x0 = x2 if 
/z(Y~.x) ---- Y,2** 9 Conversely if a is an isomorphism of/(1 onto X 2 such 
that Y~. ~ Y~ot.) for all x E X1, then a induces (as mentioned in the 
introduction) a set of natural isomorphisms of ZI onto Z~ where if a # is 
one of these then (a#)* ---- a. We say that the set of natural isomorphisms 
is complete if for each isomorphism a of X~ onto X~ there exists a natural 
isomorphism /~ of Z~ onto Z2 such that/** ~ a. 
2.4. DEFINITION. Let M = {A~}~I be a partition of V(X) such that 
As is externally related in X for each ct ~ L Then the collapsed graph of X 
with respect o M, denoted by AM, is the graph with V(XM) = M and 
[As, A~] ~ E(Xm) if and only if there exists an x ~ A~ and w ~ A~ such that 
Ix, w] ~ E(X). Since each A~ is externally related in X, the latter is the case 
if and only if, for each x E As and each w ~ Aa, [x, w] ~ E(X). 
2.5. DEFINITION. Let A C_ V(X). Then S(A), the A-subjoin of Z, is the 
A-join of {Y~},~A where .4 is the section graph of X on A. 
2.6. DEFINITION. Let X and Y be graphs and cr a function of V(X) 
into V(Y). Then g is a "smorphism" of X into Y if for each x l ,  Xz ~ X 
and y l ,  y~ ~ Y such that Yl ~ Y~ and cr(xi) = Yi we have [xl, x2] ~ E(X) 
if and only if [Yl, Yz] ~ E(Y). 
2.7. REMARK. I have refrained from using the term homomorphism 
in Definition 2.6 since that term is already used (improperly in my opinion) 
in two or three different ways in graph theory. The term isomorphism is
well established in graph theory. The terms homomorphism and iso- 
morphism are well established in algebraic structures and in that context 
they are related in two key instances: (1) An isomorphism is a 1-1 homo- 
morphism, and (2) a homomorphic image of an algebraic structure A is 
isomorphic to a quotient structure of A. Thus it seems desirable to define 
the term homomorphism for graphs so that (1) and (2) hold for graph 
homomorphisms and isomorphisms. 
Property (2) is somewhat ambiguous ince one needs first to clarify 
the term quotient graph, but the existing definitions do not even satisfy (1). 
I f  one took quotient structures to be collapsed graphs (see Definition 2.4) 
then the homomorphisms would be the smorphisms of Definition 2.6. 
However, it seems to this author that a more natural definition Of a 
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quotient graph is as follows: Let M be any partition of V(X). Then the 
quotient graph of X modulo M is the graph X/M with V(X/M) -~ M and 
E(X/M) : {[.4, B]: A, B e M, A :J: B, 
such that there exists a e A, b e B with [a, b] e E(X)}. 
Then to have properties (1) and (2) hold we would be led to define a 
mapping a of V(X) into V(Y) to be a homomorphism of X into Y if for 
every Yz, Y~ ~ o(V(X)) with y~ :/: y~ we have [y~, Y2] e E(Y) if and only 
if there exists x l ,  x2 ~ V(X) such that a(x~) = Y.i and Ix1, x2] E E(X). 
In this context we have used the term "smorphism" as an abbreviation 
for the term "strong homomorphism." 
2.8. THEOREM. Let Z be the X-join of (Y~}x~x . Then the following are 
equivalent: 
(1) all automorphisms of Z are natural ones, 
(2) if ,4 is an externally related subset of X then all automorphisms of
S(A) are natural ones, 
(3) if M is a partition of V(X) whose elements are externally related in X 
and if" tr: X -~ X~t is an onto smorphism such that S(A) ~ S(cr-l(A)) 
for all A ~ M then all such isomorphisms are natural ones. 
PROOF: I f  A is an externally related subset of X such that S(A) has an 
unnatural automorphism cr then the mapping o' on Z defined as cr on S(A) 
and the identity on Z-  S(A) is an unnatural automorphism of Z. Thus 
(1) implies (2). 
Suppose M is a partition of V(X) whose elements are externally related 
in X and cr : X --~ X~r is an onto smorphism such that for each ,4 ~ M 
there is an isomorphism 
~ : s (A)  ~-- s(~- l (A))  
and, for some A, gA is unnatural. Define ~' : Z --~ Z by ~' IS(A) -~ cr~ 
for each A ~ M. It is a straightforward use of the definitions to check 
that (z' ~ G(Z). But o' is unnatural since era is unnatural for some A. Thus 
(1) implies (3). 
Since X is an externally related subset of X we have (2) implies (1) 
trivially. 
That (3) implies (1) is also trivial, for take M to be the partition with 
V(X) its only member. 
It is interesting to note that, if we require the externally related subsets 
in (2) to be proper and if we require the partitions in (3) to be proper, 
then (2) and (3) are no longer equivalent to each other (see the remarks 
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immediately preceding Corollary 2.22 below). However this new condition 
(3) does become part of a set of necessary and sufficient conditions. But, 
first, one more definition: 
2.9. DEHMTION. l fZ  is an X-join of{Y~)x~x such that J X] > 1 and 
there exists an a ~ X with d(X, a) = 0 or d(X', a) = 0 and with Ya the 
X-join of {Y~}~x where Y~ ~ Y~ for x ~ a, then we say that a is an 
inverting X-point of Z. 
2.10. THEOREM. Let Z be the X-join of {Y~)x~x where Yr ~ Yw if 
t~(x) -- w for some i~ ~ G(X). Then G(Z) is the complete set of natural 
automorphisms induced by X iJ" and only if: 
(1) Y~ is connected if (x, w) ~ R with x ~- w, 
(2) Y~ is connected if (x, w) c S with x ~ w, 
(3) I f  M is a proper partition of V(X) (i.e., M ~ {V(X))) whose elements 
are externally related in X and if ~ : X--+ X~t is an onto smorphism such 
that S(A) ~ S(o-a(A)) for all A ~ M then all such isomorphism are natural 
ones, 
(4) Z does not have an inverting X-point. 
PROOF: Necessity. The condition that Y~ ~ Yw if/~(x) = w for some 
iz ~ G(X) is of course necessary, but we put it in the hypothesis of the 
theorem for without it (I) and (2) are not necessary conditions (however, 
see Theorem 2:21 below); with it the proof of their necessity is easy and 
is the same as in the lexicographic case [see 6]. The necessity of (3) follows 
from Theorem 2.8 and the necessity of (4) is obtained by observing that/~ 
is an unnatural automorphism of Z if t~is defined as t~(Y~) = Y~ and 
/~(Y~) = Y~ via the given isomorphisms and as the identity on Ya. 
Sufficiency. Suppose (1), (2), (3), and (4) hold while /~ ~ G(Z) such 
that/~ is unnatural. For x ~ X let C~ be the section graph of X on 
{e ~ x :  v(yo) n v(t~(r~)) ~ D) 
(here and in similar situations Y~ is viewed as a subgraph of Z), and 
for w~X let Uw = ~(Y~) n Y~. Thus U~0 = [] if and only if we C~. 
The proof is complete if I C~ 1 = 1 (i.e., I V(C~)] = 1) for all x E V(X) 
(and likewise relative to /~-~). 
2.11. ASSUMPTION. [ Y~I > 1 and I C~[ > 1 for some x~X.  We 
fix this x in the remainder of the proof. 
The proofs of (2.12) through (2.14) are omitted in that they are fairly 
easy and are essentially the same as the proofs of the corresponding 
results in [3]. 
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2.12. LEMMA. I f  Uw :;~ Ywfor w e X then [w, c] ~ E(X)  for  some e e C~ 
if  and only i f  [w, c] e E(X). for  all c e C~ -- {w}. 
2.13. COROLLARY. Cx is externally related in X. 
2.14. COROLLARY. I f  U~ ~ Yc for some ce  C~ then d(Cx, c) = 0 
or I C~ I --  1 where the latter means [c, c'] e E(X)  for all c' e C~ -- {c}. 
2.15. LEMMA. There is at most one c e C,~ such that U~ =/= Y~ . 
PROOF: Suppose U~ =/= Y~ for c e C~. Let c' e C~ --  {c}, u~ ~ U~, and 
y~ ~ Y~ -- U~. Let p e Z, say p e Y~, and b, b' e 3f~ such that/x(p) = y~, 
/x(b) = u~, and /x(b') e Yd - Then w 3~= x and the following sequence of 
statements are equivalents: [y~, Uc] E E(Z);  [p, b] e E(Z);  [p, b'] ~ E(Z); 
[y~, tz(b')] e E(Z); [c, c'] c E(X). Thus U~ is a component of Y~ if 
d(C~, c) = 0 and U~ is a component of  Y~ if d(Co~, c) = I C~ I -- 1. 
Suppose Lie, :/= Y~,. By virtue of (2.14) we see that d(Cx, c) = d(C~, c') 
and that these equal either 0 or I C~ I - -  1. I f  they equal 0 then (c, C') e R 
by (2.13)i But this contradicts (1) since Y~ is disconnected by the last 
paragraph. Likewise if they equal I C~I -  1 then (c ,c ' ) cS  by (2.13) 
while Y~ is disconnected, which contradicts (2): 
2.16. COROLLARY. Let c E Cx such that U~ =/~ Y~. Then ix(Y~)C_ y~ 
i f  I~( Y~o) n Y~ ~ ~ and w @ x, 
PROOF: This is just Lemma 2.15 relative to /x-1 instead of /x. 
Let M~ = {Cw : weX such that r C~ I > 1}, let M~ = {{w} : w~Xwi th  
w r A for any A e M~}, and let M = M~ u Mz.  Thus tt(Y~) _C S(C~,) for 
all w c Xand S(C~) = Yt for some w e Xif{t} ~ M2. Also M _C {C~ : w e X} 
and if C~ r M then [ C,, I == 1 and there exists t e X such that Ct e M~ 
and C~ _C G.  
2.17. LI~MMA. M is a partition of  X whose elements are externally 
related. 
PROOF: Cw is externally related by Corollary 2.13 so the elements of 
M are externally related in X. To show M is a partit ion it is sufficient o 
show that the elements of M1 are disjoint. But t ~ C,~ n Cs for Cw, C~ e ~1 
means Y, n/x(Yw) @ ~ and g~ n tL(Y~) ~- ~,  which is a contradiction 
of Corollary 2.16, relative to s instead of x, since ] Cs ], I C~ ] > 1. 
/z induces a mapping /2 :X -+ XM defined by /2(w)= A e X~t such 
that tz(Y~) C_ S(A). It is clear from the definition of M that such an A 
exists and it is unique since M is a partition, so /2 is well-defined and 
likewise/2 is clearly onto since/z is. Note that/2(w) D Cw and S(Cw) _D/,(y~) 
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so S(/2(w))3_ I~(Yw) for all w ~ X. Using this, Lemma 2.17, and letting 
w, t ~ X such that /2(w) ~/2(0 ,  we see that /2 is a smorphism via the 
following sequence of equivalent statements: [/2(w), /2(0] ~E(XM); all 
possible edges in X exist between /2(w) and /2(0; all possible edges in Z 
exist between S(/2(w)) and S(/2(t)); all possible edges in Z exist between 
/z(Y~0) and /z(Y0; all possible edges in Z exist between Y~ and Yt; 
[w, t] ~ E(X). We have thus proved 
2.18. LEMMA. /2 is an onto smorphism. 
2.19. LEMMA. M is a proper partition of V(X). 
PROOF: If not then C, = V(X). We now show the two possible cases, 
/~(y,) 3 y~ or ~(Ys)~ Y~, do not occur. 
Suppose /z(Ys) 3_ y~. Then there exists c 3& x such that Uc 5 & [] or 
Yc. I fd (Cs ,c )= IC,  I -  1 and w~X,w~c,  x then there is ap~Ys  
and q ~ Y,o such that /~(p) = q and of course ~(q)~ Y~ -- U,. Thus 
[q,/z(q)] ~ E(Z) since [w, c] ~ E(X) so [p, q] ~ E(Z) and hence [x, w] E E(X). 
But this means Y~ is disconnected while (x, c) ~ S, which contradicts (2). 
If d(C~, c) :~ [ Cs [ -- 1 then d(C~, c) = 0 by Lemma 2.14 and by the 
same type of argument we have (x, c) e R and Y~ disconnected, which 
contradicts (1). 
If /~(Ys) ~ Y, and C~ = V(X) then Us ~ [] or Y~. If d(Cs, x) = 
I C~t -- 1 then as before we see that U~ is a component of Y~ and so x 
is an inverting X-point of Z, which contradicts (4). Likewise if d(Cs, x) = 0 
then Us is a component of Ys and again x is an inverting X-point of Z. 
2.20. CONCLUSION. It is clear from the definition of/2 that/z restricted 
to S(/2-Z(A)) is an isomorphism between S(A) and S(/2-1(A)) for each 
A E M. Also C, ~ M and /x restricted to S(/2-z(Cs)) is an unnatural 
isomorphism since I C~J > 1. So by Lemmas 2.17, 2.18, and 2.19 with 
/2 = cr in (3) we obtain the final contradiction. 
It is easy to remove the condition that Ys -~ Y,o if/z(x) = w for some 
l ~ ~ G(X) from the hypothesis of the theorem since it was not used in the 
sufficiency part of the proof. For, consider the conditions: 
(1') If (x, w) ~ R with x 3& w then Ys ~ Yw and Ys is connected, 
(2') If (x, w) ~ S with x 3& w then Ys ~ Y~0 and Y~ is connected. 
(5) If/z(x) ---- w for some/z ~ G(X) then Y~ ~ Yw- 
Then from Theorem 2.10 we immediately have: 
2.21. THEOREM. Let Z be an X-join of {Y~}s~x . Then G(Z) consists only 
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of natural automorphisms induced by X if and only if (1'), (2'), (3), and (4) 
hold and G(Z) is the complete set of natural automorphisms induced by X 
if and only if(U), (2'), (3), (4), and (5) hold. 
There are examples (in fact finite ones) showing conditions (1), (2), (3), 
and (4) of Theorem 2.10 are independent. Also there are examples (again 
finite ones exis0 showing (1), (2), and (4) of Theorem 2.10, and the 
modified (2) of Theorem 2.8 (i.e., with the additional requirement that A 
be proper)are not sufficient conditions for Theorem 2.10 so the modified 
(2) and modified (3) of Theorem 2.8 are not equivalent conditions. 
Theorem 2.21 has a generalization of itself as an immediate corollary. 
2.22. COROLLARY. Let Zi be an Xi-join of{ Yi~}~x~ , i = 1, 2, such that 
Z 1 and Z 2 are isomorphic by a natural isomorphism. Then the set of iso- 
morphisms between Z~ and Z~ consists only of natural isomorphisms, or is 
the complete set of natural ones (f and only if Z 1 and Z2 satisfy the corres- 
ponding conditions of Theorem 2.21. 
3. TUE LEXICOGRAPHIC PRODUCT 
My paper [3] had an error in it, as the given conditions were not 
sufficient. In this section we first state what was actually proved in that 
paper and then we give the desired necessary and sufficient conditions. 
3.1. TrJs Let X and Y be graphs such that Y ~z~ )(to Y for some 
subgraph Xt of X with t X~ I > 1. Then G(X o Y) ~ G(X) 9 G(Y) if and 
only if 
(1) Y is connected if R :;& A, 
(2) Y' is connected if S =;~ A, 
(3) if A is an externally related subset of V(X) then S(A) does not have 
an inverting A-point (~ is the section graph of X on A). 
This result is immediate ither by the proof of Theorem 2.10 or the 
proof in [3]. Note that condition (3) here is condition (3) of [3] phrased 
in the terms of this paper. 
It should be noted that Sabidussi's theorem in [7] is an obvious corollary 
of this theorem. Also in [7] Sabidussi noted that idempotent graphs were 
the ones giving the trouble in the lexicographic case. Here we find those 
graphs that are right lexicographic factors of themselves giving the trouble. 
Before giving the correct necessary and sufficient conditions for the 
lexicographic case we would like to show that this latter class of graphs 
is rather plentiful. 
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Let A 
l< J l  
be an arbitrary infinite set and I an indexing set with 
I S l- Suppose that, for each positive integer n, 
M.  = {A. , ,% .. . . . . .  . : a~ ~ I}  
is a parUtion of  A with I A., ...... . [ ----- [ A ] and with 
A., ........ D A ............ +, 
for all n and all ai ~ I (i.e., Mn+ 1 is a refinement of  M.). Let X be a graph 
with V(X) -- L Then X and A induce a graph A* by taking V(A*) A, 
and for x, y E A let [x, y] ~ E(A*) if and only if there exists a l ,  as ..... a~, 
b~ ~ I such that x ~ A~ ...... ._~,~ , y ~ A.~ ...... ._~,b., and [a~, b~] ~ E(X). 
It is then clear that A* ~ Xo  A*. Of course V(Y)has such a partitioning 
if Y _~ Xo  Y with r V(X)I > 1. Thus we have given a construction of 
the latter class of graphs and from the construction we can see the 
abundance of such graphs. 
3.2. THEOREM. For graphs X and Y, G(Xo Y) = G(X) :~ G(Y) if and 
only if: 
(1) Y is connected if R ~ A, 
(2) Y' is connected if S ~/~ A, 
(3) if M is a proper partition of V(X) whose elements are externally 
related in X and if a : X---~ XM is an onto smorphism such that 
S(A) ~ S(G-I(A)) ~ Y .for all A ~ M then all such isomorphisms are 
natural ones, 
(4) if A is an externally related subset of  X then S(A) does not have an 
inverting A-point (A is the section graph of X on A). 
The proof  is evident from that of Theorem 2.10. Condition (4) here 
could have been used as condition (4) in Theorem 2.10, so with the 
exception of the obvious changes in conditions (1) and (2) (which could 
have been left unchanged) the only significant change from the statement 
of  Theorem 2.10 is in (3), where we have added S(A) ~ Y for each A ~ M. 
Once again there are easy (though not always finite now) examples 
showing that the conditions of  this theorem are independent. 
4. GROUPS HAVING GRAPHS 
If  A is a set we will use SA to denote the symmetric group on A. 
Let M ~- {A~ : c~I}  be a partition of  a set A. I f  I A~ J ~ I AB I let 
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t~,~ : A~-+ As be a fixed 1 - -1  onto map. Let G <~ SI and H~ ~ SA 
for each ~ c L Thenf~ Sa is said to be naturally induced by G and {H~}~d 
relative to M if there is a g ~ G and h~ e H~ for each ~ ~ 1 such that 
f(x) ~- hg(~)t~,~u)(x ) 
for each c~ E I and x ~ A~. The set of all such permutations on A is called 
the natural composition of G with {H~}~ relative to M. 
I f  G and H are permutation groups on B and C, respectively, then 
G o H, the wreath product of G with H, is the natural composition (with 
domain B•  C) of G with {H~}b~B relative to {{b} • C : b ~ B}, where H~ 
is induced on {b} • C by H in the natural way (i.e.,/~b ~ Hb corresponds 
to /x ~ H where /xb(b, c) ~-- (b, t~(e)) for all c ~ C) and t~.~ is natural. 
Let X be a graph. The equivalence relation R determines a partition 
M of V(X)and by use of a choice function if necessary we can write 
M = {A~ : x ~ V1 C V(X) where V 1 n A~ = {x}). 
I f  x ~ V1 then by definition of R we observe that the section graph of X 
on A~ is a null graph; call it N~. I f  X1 is the section graph of X on V~ 
then we easily see that )(1 is irreducible and X is isomorphic to the • 
of {N~}~x 1 . For convenience we identify X with this Xl-join. 
If tx ~ G(X) and (x, y) c R then (/z(x),/x(y)) ~ R and (/z-l(x), t~-l(y)) e R, 
i.e., /z permutes the members of M. Thus /x is a member of the natural 
composition of G(XO and {SN~}x~xl re ative to M where .)(1 is irreducible. 
But clearly any such natural permutation is a member of G(X) so we have 
half of the theorem: 
4.1. THEOREM. Let P be a permutation group. Then P has a graph 
if and only if P is the natural composition of a group of an irreducible graph 
and a family of symmetric groups. 
The other half of the proof is obvious from the definition and the 
preceding discussion. 
This theorem effectively reduces the study of groups having graphs to 
a study of those having irreducible graphs. The next step should be to 
find out if these two classes of groups are the same or not. 
Theorem 4.1 has an interesting corollary: 
4.2. COROLLARY. A transitive Abelian permutation group is the natural 
composition of a group having an irreducible graph and a family of symmetric 
groups if and only if it is an elementary 2-group of order different .from 
4, 8, or 16. 
418 HEMMINGER 
PROOF: By [l] and its announced corrections [4] those are precisely 
the transitive Abel ian groups that have graphs. 
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