We study Davis-type theorems on the moderate deviation probabilities of martingale differences with finite pth moments (1 p < ∞). We prove that Davis' first result holds if p > 4 and fails if 1 p < 4, and Davis' second result holds if p > 2 and fails if 1 p < 2.  2004 Elsevier Inc. All rights reserved.
Introduction and results
Let (X n ) n 1 be a sequence of random variables on a probability space (Ω, F, P ) and, for each n 1, denote by F n the σ -algebra generated by X 1 , X 2 , . . . , X n . We say that (X n ) n 1 is a martingale difference if S n := X 1 + · · · + X n is a martingale with respect to the filtration (F n ) n 1 , i.e., E[S n |F n−1 ] = S n−1 for n 1 (here S 0 = 0 and F 0 is the trivial σ -algebra). Obviously, any i.i.d. centered sequence (X n ) n 1 from L 1 is a martingale difference, but the converse is false (consider, e.g., ergodic dynamical systems of positive entropy). Let p 1; we say that the martingale difference (X n ) n 1 is L p -bounded if it has finite pth moments, that is, X n p C for some constant C > 0 and any n 1.
Davis' first and second theorems refer to the rate of convergence of the moderate deviation probabilities P [|S n | > ε(n log n) 1/2 ] or P [|S n | > ε(n log log n) 1/2 ], for ε > 0. They were studied for i.i.d. sequences in Davis [1, 2] (see also Gut [3] , Gut and Spǎtaru [4, 5] ), and it is our aim to give martingale versions for both theorems. We prove that, in contrast with the i.i.d. case, Davis' first result holds for L p -bounded martingale differences if p > 4 and fails if 1 p < 4, and Davis' second result holds if p > 2 and fails if 1 p < 2.
Consider the series
Assume (X n ) n 1 is an i.i.d. sequence. Davis' first theorem says that series (1.1) is convergent for all ε > 0 if and only if (X n ) n 1 is an L 2 -bounded centered sequence (cf. [2, 3, 5] ).
In the case of martingale differences we have the following result.
Theorem 1.
(
Assume (X n ) n 1 is an i.i.d. sequence. Davis' second theorem says that series (1.2) is convergent for all ε > 0 if (X n ) n 1 is centered and satisfies:
i.e., slightly less than a second moment is needed (cf. [1, [3] [4] [5] ). A necessary and sufficient moment condition is not known. In the case of martingale differences, we have the following result.
Theorem 2.
Open problem. Prove or disprove Davis' first theorem for L 4 -bounded martingale differences, and Davis' second theorem for L 2 -bounded martingale differences.
Proof of the results
Throughout the paper, C > 0 denotes a numerical constant that may be different from line to line. The sign ∼ between two series means that they are either both convergent or both divergent. In the sequel we use that each of the series
is convergent iff β > 1 or β = 1 and α < −1 (by the integral test).
The idea in proving Theorem 1(i) is to obtain direct sharp estimates for the two sided deviation probabilities P [|X n | − (log n)a] for some a > 0 to be specified later, instead of using standard remainder term estimates for the central limit theorem. To this aim, we are going to use the following truncated processes from Lesigne and Volný [6, Theorem 3.2], adapted to our problem:
where (F n ) n 1 denotes the filtration generated by the martingale difference (X n ) n 1 , and F 0 is the trivial σ -algebra. It is immediate that (X 1 n ) n 1 and (X 2 n ) n 1 are martingale differences with respect to (F n ) n 1 and
as X k p C, we have for any k 1 and x > 0:
We obtain
The second line is obtained by integration by parts and by using estimation (2.1) in the proper integral in (2.2). By a general property of the martingale differences, we have
Combining (2.2) and (2.3) gives
Let q > 2; as |X 1 n | 2(log n) a , by Lesigne and Volný [6, Theorem 3.6], we have
By (2.4) and (2.5), we obtain that series (1.1) is dominated by
To this end, let p > 4 and take q >
2q . Indeed, the first inequality ensures the convergence of series B, and the second inequality ensures the convergence of series A.
To prove Theorem 1(ii) consider Z with finite second moment (discrete) law and such that P [|Z| > n] C/n 4 on a probability space (Ω, F, P ), where C is a normalization constant. Define X n = Z · Y n where (Y n ) n 1 is an i.i.d. bounded centered sequence, and Z is independent of (Y n ) n 1 . Note that (X n ) n 1 has finite moments of order 4 − λ for all 0 < λ 3, as
By independence and central limit theorem, we have
To prove Theorem 2(i), first remark that formulas (2.4) and (2.5) can be proved for any p, q > 2 the same way as we did in Theorem 1(i) when replacing (log n) a by (log log n) a . As such, with the same notations therein, we obtain
Hence series (1.2) is convergent if we select 0 < a < (q − 2)/2q; indeed, series F above is convergent if a > 0 and series E is convergent if a < (q − 2)/2q.
To prove Theorem 2(ii) consider Z with finite second moment (discrete) law and such that P [|Z| > n] C/n 2 on a probability space (Ω, F, P ). Define, as in the proof of Theorem 1, X n = Z · Y n and note that (X n ) n 1 has finite moments of order 2 − λ for all 0 < λ 1. As P |S n | > ε(n log log n)
we then have ∞ n=3 1 n log n P |S n | > ε(n log log n)
1 n log n P |Z| > ε(log log n)
1 n(log n)(log log n) = +∞.
