In the analysis of life tables one biometric function of interest is the life expectancy at age t, e(t) = E(T ? t jT > t). In this paper e(t) is extended to a regression model { proportional mean residual life regression model with both censoring and explanatory variables. The model usually assumes that the covariate has a log-linear e ect on the mean residual life. We consider the proportional mean residual life regression model with a nonparametric risk e ect and we discuss estimation of the risk function and its derivatives for two types of baseline mean residual life: parametrized and non-parametrized. In parametric baseline mean residual life case, inference is based on a local likelihood function, while in a nonparametric baseline mean residual life case, we propose a simple approach based on the exponential regression idea to nd estimator. This simple method makes the implementation easier. Finally, the consistency and asymptotic normality of the resulting estimators are established. A simulation study is presented to illustrate the estimation procedures.
INTRODUCTION
Let T be a non-negative random variable with a mean and a density function s( ). Let S(t) = 1 ? F(t) be the survival function. De ne e(t) = E(T ? t j T > t) = S ?1 (t) Z 1 t S(u) du:
For life tables, e(t) is called the life expectancy at age t, or more generally a biometric function (Chiang, 1960) . It is also called the mean residual life (MRL) function in the reliability literature. In biometry e(t) is de ned via the force of mortality (hazard function) (t) = s(t)=S ( Like ( ) and s(t), e(t) also determines S(t), S(t) = e(0) e(t) exp ? Z t 0 e ?1 (u)du :
For the detailed interpretation of the MRL function e(t), we refer to the papers by Dasu (1991) and Maguluri and Zhang (1994) . There is a vast literature on the nonparametric estimation of e(t) for both uncensored and censored data, see Yang (1978) , Cs org o, Cs org o and Horv ath (1984) , Lee, Park and Sohn (1993) , and Li (1997) , just name a few. In demographic and reliability studies, the MRL function may be more important than the hazard function, since the former deals with the entire residual life distribution, whereas the latter relates only the risk of immediate failure. It is obvious that the MRL is an important function in the actuarial work relating to life insurance. During the past two decades, the biometric function e(t) has been extended into several di erent directions. For example, Hall and Wellner (1984) introduced a class of survival distributions with linear MRL function, e(t) = At + B (A > ?1; B > 0), which covers a Pareto (A > 0), an exponential (A = 0) and a rescaled Beta (?1 < A < 0) distribution. Oakes and Dasu (1990) proposed a family of semiparametric proportional mean residual life (PMRL) models. Two survivor functions S( ) and S 0 ( ) are said to have PMRL if e(t) = e 0 (t) for all t 0; > 0: (1.1) Recently, Maguluri and Zhang (1994) extended the model (1.1) to a more general framework with covariate Z e(t j z) = exp( z) e 0 (t):
Here, e 0 (t) serves as the MRL corresponding to a baseline survivor function S 0 (t). They proposed two methods to estimate parameter , of which is based on the maximum likelihood equation of the exponential regression model, and the other is based on the underlying proportional hazards structure of the model and Cox's estimating equation. In this article, we extend the model (1.2) to a more popular and general nonparametric regression model with covariate e ect Z e(t j z) = (z) e 0 (t); (1.3) which is called the proportional mean residual life regression model. Clearly, e(t j z) is the conditional mean residual life function of T ? t given T > t and Z = z. When (0) = 1, the function e 0 (t) is the conditional MRL function of T ? t given T > t and Z = 0, and is called the baseline mean residual function. The model (1.3) looks similar to the proportional hazards model (Cox's model) . Following the lead of the Cox's model, we consider the following PMRL model by taking its reparametrization form
Here, ( ) is called the risk function, which is common in the proportional hazards rate analysis literature; see Fan, Gijbels and King (1997) . Thus, the major interest for the PMRL model is to estimate the risk function (x). We consider two estimation approaches: Local likelihood approach and local likelihood for exponential regression tting approach. The former discussed in Section 2 is mainly inspired by Fan, Gijbels and King (1997) for the Cox's model and the latter described in Section 3 comes from Prentice (1973) for the exponential regression tting. In many applications, the survival times of studied subjects are not always fully observed, but subject to right-censoring, due to the termination of the study or early withdrawal from the study. Consider the bivariate data f(T i ; Z i ); i = 1; : : :; ng which form an i.i.d. sample from the population (T; Z). Under the independent censoring model in which we have the i.i.d. censoring times C 1 ; : : :; C n that are independent of the survival times given the covariates, one only observes the censored data Y i = min(T i ; C i ) and i = I(T i C i ) as well as the associated covariate Z i . For notational simplicity, it is assumed throughout this paper that the random variables T and C are positive and continuous and the covariate Z remains constant over time. In this paper, we consider the problem of estimation of risk function in the model (1.3). Section 2 deals with the situation where the baseline mean residual life function is parametrized and discusses inference based on the local likelihood. Also, the consistency and asymptotic normality of the resulting estimator are investigated. For a nonparametric baseline mean residual life function, in Section 3, a simple method based on the exponential regression approach is proposed to estimate risk function and its large sample properties are also derived. In Section 4, we investigate the nite sample behavior of the local likelihood method based on the exponential regression procedure.
LOCAL LIKELIHOOD METHOD

Local likelihood estimation
Let s(t j z) denote the conditional density function of T given Z = z, and let S(t j z) = P(T > t j Z = z) be its conditional survivor function. Under the independent censoring scheme and the usual assumption about uninformative censoring, the conditional likelihood function is
where Q u and Q c denote respectively the product over uncensored and censored individuals. This kind of likelihood can be seen often in survival analysis literature (Cox and Oakes, 1984, p.81 ). We will use the following notation. Denote by E 0 (t) = R t 0 e ?1 0 (u)d u, e 1 (t j z) = @ @t e(t j z), and 0 (t) = logfe 0 (t)=e 0 (0)g. Assume temporarily that the baseline mean residual function e 0 (t) has been parametrized as e 0 (t) = e 0 (t; ) and that (z) has been parametrized as (z) = (z; ). Therefore, under model (1.3), we have
(2.4) where (t; j z) = log e 1 (t; ) + ?1 (z) e 0 (t; ) and e 1 (t; ) = @ @t e 0 (t; ):
Maximization of (2.4) leads to the maximum likelihood estimate (MLE) of and . Suppose now that (z) is in nonparametric nature, and assume that the pth order derivative of (Z) at z exists for p 1. Then by the Taylor's expansion, locally around z, (Z) can be approximated by ? ?Z T i , and 0 l (t; ; j Z) and e 0 0 (t; ) denote the gradient vector of l (t; ; j Z) and e 0 (t; ) with respect to parameter vector , respectively. For the computational issue of nding the roots of the local likelihood equations (2.7) and (2.8), we refer to the paper by Cai, Fan and Li (1999) for the details. 0; then the local log-likelihood`n( ; ) is strictly concave, which implies that the solution to the equations (2.7) and (2.8) is unique and must be consistent.
Asymptotic properties
Let 0 = ? (z); : : :; (p) (z)=p! T be the true parameter in the model (2.5), and similarly let 0 be the true parameter of e 0 (t; ). In order to obtain consistency for the local MLEs b and b , the true parameters 0 and 0 must solve the asymptotic counterpart of (2.7) and (2.8), respectively, which are the Barlett identities of the local log-likelihood. The rst local likelihood equation implies that (z) has to satisfy the following equation
(2.9)
Proposition 1 (below) shows that under certain conditions, (2.9) holds true and the second local likelihood score equation is justi ed in Proposition 2 (below). The proof of Proposition 1 is relegated to the Appendix but the proof of Proposition 2 is omitted here since it is similar to that of Proposition 2 in Fan, Gijbels and King (1997) . 
for all t, and all in a neighborhood of 0 . (ii) n h 2p+3 is bounded. We now state the asymptotic consistency in Theorem 3 and the asymptotic normality in Theorem 4, but their proofs are relegated to the Appendix. Remark 1. Note that the bias term b n (z) of b given in (2.14) has the same expression as that of the least-squares nonparametric regression (Fan and Gijbels, 1996, p.62) . It is not surprising to see that the bias term is independent of the model because the bias term comes from the approximation error.
As an application of Theorem 4, the asymptotic normality of the local polynomial estimation of ( ) ( )( = 0; : : :; p) can be obtained easily from (2.13), which is stated as follows. 
As a consequence of (2.15), the theoretical optimal bandwidth, which minimizes the asymptotic weighted mean integrated square error, Z "
is given by
where w( ) is a nonnegative and known function.
Remark 2. Note that when 0 is known, the local maximum likelihood estimator of is obtained by maximizing (2.6) with respect to . It can be showed that the bias and variance for the resulting estimator are the same as those given in Corollary 5. This leads to the conclusion that under the conditions given in Corollary 5, b (z) is adaptive in the sense that (z) can be estimated as well as in the case that 0 is known. 
AN EXPONENTIAL REGRESSION APPROACH
In practice, it is di cult to nd the solution of (2.7)-(2.8) since the form of the baseline mean residual function is, in general, unknown. To overcome this di culty, we propose an approach based on the exponential regression procedure proposed by Prentice (1973) for the survival analysis. Our estimator is the solution of the following equation is asymptotically e cient (Prentice, 1973) . For the general PMRL regression model (1.3), the estimating equation (3.16) is still asymptotically consistent by the fact that U n ( ) ! 0 in probability. Furthermore, we have asymptotic normality for b s (see Theorem 6).
Note that the function (z) is not directly estimatable since (3.16) does not involve the intercept 0 = (z) due to the cancellation. It is not surprising since from the PMRL model (1.3), (z) is only identi able to within a constant factor. The identi bility of (z) is ensured by imposing the condition (0) Note that the brief proof of Theorem 6 can be found nowhere but in the Appendix. It can be seen easily that the asymptotic variance is somewhat di erent from that in Theorem 4.
SIMULATION STUDY
In this section, we conduct a simulation study to illustrate our proposed methods in Sections 2 and 3. We consider the case of a single covariate Z and study two examples: one with unit exponential as the baseline distribution and the other with Hall-Wellner-type baseline distribution with e 0 (t) = 3 t + 1. where fz k ; k = 1; : : :; n grid g are the grid points at which the function ( ) ( ) is estimated. The grid point is taken from 0:05 to 0:90 with increment 0:01. The covariate Z is generated from U(0; 1) and the censoring random variable C is simulated from U(0; 5) and U(0; 10) for the standard exponential baseline residual mean function, and U(0; 1) and U(0; 5) for the Hall-Wellner baseline residual mean function. We simulate data and compute the estimate of ( ) (z) based on (3.17). For both examples, we repeat the simulation 100 times. For the standard exponential baseline residual mean function, Table 1 reports Table 1 . Simulation results for the exponential distribution with 100 replicates and three sample sizes and three bandwidths. the results on RASEs of the local likelihood estimate of the risk function ( ) based on 100 replicates. In each cell, the rst, second and third numbers represent the mean, standard deviation and median of RASE for three sample sizes n = 250, 400 and 700, respectively. Figure 1 represents the estimated b ( ) and b 0 ( ) from a random sample with n = 500, h = 0:5, Z U(?3; 3), C U(0; 5) and the censoring rate 7:8%, which shows that the local estimation method performs reasonably well. For the Hall-Wellner baseline residual mean function, we consider three sample sizes n = 500, 700, and 1000. A summary of the simulation results on 100 RASE-values of the local estimate of ( ) based on 100 simulations is given in Table 2 . The estimated curves of ( ) and 0 ( ) are depicted in Figure 2 for n = 700, h = 1:0, Z U(?3; 3), and C U(0; 5) with the censoring rate 5:8%. Note that the estimation for the risk function seems to be somewhat underestimated by the trapezoidal rule of Tibshirani and Hastie (1987) . From Tables 1 and 2 , one can observe that the median of RASE is always less than the mean. Furthermore, as we can see from Tables 1 and 2 and Figures  1 and 2 , the estimate for the exponential baseline mean residual function performs better than that for the Hall-Wellner. This is perfectly natural, since the former estimate is e cient when the underlying baseline distribution is exponential.
APPENDIX: PROOFS
We still use the same notation as in Sections 2 and 3.
PROOF OF PROPOSITION 1: We employ the martingale technique.
Let N(t) = I(Y t; = 1); X(t) = I(Y t) and let F t = fZ; N(u); X(u); 0 u tg be the history up to time t. Set
Then, M(t) is an F t -martingale (Fleming and Harrington, 1991, p.19) . Since and e 1 (t; 0 ) + ?1 (Z) ?1 is F t -measurable, (2.9) follows by taking the conditional expectation of the above equality with respect to and Y given Z = z. To prove (2.10), note that 
