Galois Theory without abstract algebra by Lerner, Leonid
*Email: leonid.lerner@flinders.edu.au 
 
Galois theory without abstract algebra 
Leonid Lerner* 
School of Physical Sciences, Flinders University, Adelaide, Australia 5001 
 
 
Abstract 
Galois theory is developed using elementary polynomial and group algebra. The method 
follows closely the original prescription of Galois, and has the benefit of making the 
theory accessible to a wide audience. The theory is illustrated by a solution in radicals of 
lower degree polynomials, and the standard result of the insolubility in radicals of the 
general quintic and above. This is augmented by the presentation of a general solution in 
radicals for all polynomials when such exist, and illustrated with specific cases.  A 
method for computing the Galois group and establishing whether a radical solution exists 
is also presented. 
 
1. Introduction 
 
One is frequently required to solve polynomial equations in the natural sciences [1]. For 
example, the normal mode frequencies   of coupled oscillators, such as the masses on a 
spring shown in Fig, 1a, are the roots of the matrix eigenvalue equation  
 
2 
 
0
........
..20
..2
..02
2
2
2




kmk
kkmk
kkm



. (1) 
 
Similarly, coupled mode equations of optical waveguides, or a multiple level quantum 
system, Fig. 1b, reduce to polynomials whose roots are propagation constants and energy 
eigenvalues respectively 
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For constant coupling, Eqs. (1-2) are polynomial equations with degree determined by the 
number of coupled systems. It is well known that for completely arbitrary coefficients 
solutions in radicals, meaning expressions of the type shown in Table 1, exist only for 
polynomials of degree less than 5. 
 
#                                                                 Expression 
1 BAa   
2 
CBA ba                 CBA ba   
3  
DCBA cba       DCBA cba        DCBA cba       DCBA cba   
  
Table 1. Types of radical expressions in rational functions of polynomial coefficients 
DCBA ,,,  listed in increasing number of root extractions. 
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For higher degrees, radical solutions exist only in specific cases, but there are some 
general solutions in special functions [2]. The reason for this lies in ‘Galois Theory’, but 
the details are mostly unfamiliar to those outside of pure mathematics due to the theory’s 
extensive use of abstract algebra. Indeed, it is generally acknowledged that the intricate 
structure of the modern theory makes it hard to grasp in its entirety, and it is therefore 
easily forgotten [3].  
 
It may therefore come as a surprise that the work of Galois, published in a posthumous 
memoir in 1846 [4], is almost entirely devoid of the abstractness of modern Galois 
Theory.   Indeed, the bulk of the modern approach is based largely on later work [5], 
which starting from the original framework of Galois, put the theory on a more rigorous 
footing, and widened its scope. For this reason current elementary presentations of Galois 
theory at the technical level [5-8], use an extensive amount of abstract algebra.  The 
latter, however, is unfamiliar to a wide audience outside of pure mathematics, which is 
more accustomed to algebraic operations on polynomials and group elements, and thus 
potentially able to appreciate the theory based on the original approach of Galois. Galois' 
memoir [4, 8], despite its ultimate simplicity, is quite hard to follow, due to some gaps in 
the presentation (for which it was rejected by the Paris Academy in 1830). However by 
filling in the gaps a fairly complete picture emerges (some of this has already been 
demonstrated in [8]).  The aim of this paper is therefore to provide an exposition of 
Galois Theory, based on the original approach of Galois, which can act as an introduction 
for those who want to appreciate the theory at a technical level with the minimum effort. 
It goes without saying, that the simplicity and conciseness of the present treatment comes 
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at the cost of some rigour in places, compared to modern Galois Theory. However such 
omissions can be made rigorous. The interested reader is referred to the many excellent 
introductory textbooks on the subject [5-8]. 
 
The essence of Galois’ theory lies in a procedure it gives for associating a given 
polynomial equation with a group corresponding to the symmetry of its roots (the Galois 
group). It turns out that solutions expressible in radicals, examples of which are shown in 
Table 1, satisfy polynomials with groups of a particular type. One can then investigate the 
group of a given equation to see if it belongs to this type. If it does, Galois theory 
provides a method for solving it, if it does not, no solution in radicals can be obtained at 
all. The Galois group of an n-degree polynomial with arbitrary coefficients is the 
permutation group of n  objects, denoted
nS .  Groups 5S  and above include permutations 
which do not belong to groups of equations solvable in radicals, explaining the 
insolubility of arbitrary polynomials of degree five and above. 
 
The outline of this paper is as follows. At the outset elementary symmetric polynomials 
and the theorem of symmetric polynomials is introduced, providing a natural entry to the 
Galois Group. A unified way to solve 2
nd
, 3
rd
, and 4
th
 degree polynomials is then 
developed bearing a close correspondence to these group ideas. Since the method breaks 
down at 5
th
 degree polynomials the question arises as to whether another method exists. 
To this end the concept of an irreducible polynomial is introduced and some of its 
properties established. It is then demonstrated that a solution in radicals entails the 
splitting of the Galois group of an irreducible polynomial into a series of normal 
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subgroups by the ‘adjunction’ of solutions of Ax p  . Moreover such a splitting 
corresponds exactly to the method by which the lower degree polynomials were solved, 
and therefore if a radical solution exists, it must proceed along the same lines. It is then 
shown that 
5S , the Galois group of the general 5
th
 degree polynomial, can not be split in 
such a way and so the general 5
th
 degree polynomial in insoluble. An example of a 
solvable higher degree polynomial is then presented, its Galois group is calculated and 
shown to split in the required fashion. Galois theory is then used to derive its radical 
solution. 
 
Galois’ work was preceded by the Abel-Ruffini proof of the insolubility in radicals of 5th 
degree polynomials [5, 8]. This proof is both more elaborate and more restrictive than 
Galois Theory, giving no indication when a particular polynomial is solvable in radicals, 
or  providing a means to solve it, hence it will not be discussed here. 
 
2. Radical solutions of lower degree polynomials 
2.1 Elementary symmetric polynomials 
 
Definition 2.1.  The elementary symmetric polynomials )..( 1 ni rr in n variables are 
obtained by equating coefficients in the linear factorization and the power expansion of a 
monic polynomial of degree n . 
 
Thus for   2
nd
 and 3
rd
 degree polynomials we have 
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Extending this to the general case we have 
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It follows that all )..( 1 ni rr  can be rationally expressed in terms of )..( 11 ni rr  and the 
extra variable 
nr . Denoting )..( 11 ni rr  by 11.. n  for clarity, Eq. (5) gives 
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The reverse is also true, and 
11.. n  can be rationally expressed in terms of  n ..1  and 
nr . Starting from the first line of Eq. (6), nr 11  , and this can be substituted into the 
second relation to give 2 , and so on. 
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2.2 Fundamental theorem of symmetric polynomials 
 
Proposition 2.1  Every symmetric polynomial )..( 1 nrrf  can be rationally expressed as a 
polynomial in the elementary symmetric polynomials, )..()..( 11 nn grrf  . 
 
There is a simple proof by induction. Assume the proposition is valid for polynomials in 
1n  variables, i.e. there is a polynomial g  such that )..()..( 1111   nn grrf  .  Setting 
0nr  turns a symmetric polynomial in n variables into one in 1n  variables. The 
assumption is therefore equivalent to  
  0)..()..(
011

nrnn
grrf  . (7) 
But this means that 
nr  is a root of gf  and hence divides gf  . Then by symmetry so 
do all the other 
ir  
)..(
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)..()..(
1
1
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nn rrf
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. (8) 
The new polynomial 1f is clearly symmetric, and of lower degree than f . We can now 
repeat the procedure of Eqs. (7-8) on 1f , lowering the degree until at some iteration we 
must achieve gf n  since there are no symmetric polynomials of lower degree then the 
elementary symmetric polynomials.  The theorem is thus proved. 
 
Example 
4
2
4
121 ),( rrrrf  ,   211 rr  ,  212 rr . 
From Eq. (7) 
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Repeating this once more we achieve the required decomposition 
2
22
2
1
4
1
4
2
4
1 24   rr . (11) 
2.3 The Galois Group 
In the previous section we showed that any function of the roots of a polynomial 
invariant under all permutations of these roots is ‘known’ in terms of the polynomial 
coefficients, in the sense that Eqs. (7-8) provide a procedure for calculating it. We can 
generalise this idea in the following definition 
 
Definition 2.2. The Galois group of a polynomial is the maximum group of permutations 
under which any function of its roots must be invariant, for it to be a known function of 
the polynomial coefficients. 
 
The group property arises because if the result of two permutations, say 21 rr  and 
32 rr   is known, then so is the result of a combined permutation 31 rr  . The previous 
section showed that if the polynomial coefficients are completely arbitrary, invariance 
under all permutations of the roots is sufficient for a function to be known. This is also 
necessary because asymmetric polynomials can not be constructed from rational 
combinations of symmetric functions unless some other relations exist between the roots. 
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The Galois group of an arbitrary polynomial of degree n , is therefore the permutation 
group of n objects, 
nS . Making the polynomial less general, for instance by specifying 
the coefficients such that there exist rational relations between its roots, may make the 
Galois group smaller. A method for calculating the Galois group is given in Section 4.  
 
2.4 Quadratic polynomials 
Best known are expressions for the roots of quadratic equations, obtained by ‘completing 
the square’. Here it is more convenient to think in terms of symmetric polynomials. Thus 
the functions 
211 rr   , 
2
21
2 )( rrt  , (12) 
are symmetric under all permutations of the roots (the Galois group of the quadratic is 
2S ), and are therefore known. Moreover, the roots 21 , rr   are linearly related to these 
symmetric functions 1  and t  and can therefore be easily solved 
2/)(, 121 trr   . (13) 
Rewriting 
2t  in terms of the elementary symmetric polynomials we have 
  2/)4(, 2/1221121  rr , (14) 
and we have solved the quadratic equation in radicals. 
 
2.5 Cubic polynomials 
The key to solving the quadratic was finding a power of a linear combination of the roots  
invariant under 2S , called a ‘resolvent’. In Eq. (12) the coefficients in the resolvent are 
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the square roots of unity, 12  . For the cubic 023  cbxaxx , it is therefore 
natural to consider the cube roots of unity 11  , 
3/2
2
ie   , 3/43
ie   . 
 By reference to Eq. (12) we have  
3211 rrr  ,   
3
33221
3
1 )( rrrt   ,   
3
23321
3
2 )( rrrt     (15) 
Since cyclically permuting the roots 
ir  in either of the expressions for 
3
1t or 
3
2t  multiplies 
1t  or 2t  by a cube root of unity, both 
3
1t and 
3
2t  are invariant under the permutations of the 
cyclic group, 
3Z . However unlike the quadratic, this is insufficient for them to be known, 
because 
3S  has two cyclic subgroups: 




















1,2,3
2,3,1
3,1,2)2,1(
2,1,3
1,3,2
3,2,1
'
3
3
3 Z
g
S
Z  (16) 
and a known quantity must be invariant under both sets of cycles.  
 
The symmetry of 3
1t and 
3
2t  is intermediate between that of the roots (no symmetry), and 
3S  required for a function to be known. We can put this increased symmetry to use by 
observing that symmetric combinations of 31t and 
3
2t  are invariant under permutations of 
both 
3Z  and 
'
3Z , and are therefore known.  In particular, we can calculate 
3
2
3
1 tt   and 
23
2
3
1 )( tt   in terms of the roots using Eq. (15), and then use Eqs. (7-8) to relate these to 
the cubic coefficients  
caabtt 2729 332
3
1  , )427184(81)(
3232223
2
3
1 bcabccabatt  . (17) 
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Equation (17) is easily solved for 3
1t  and 
3
2t .  Extracting the cube roots gives us the 
resolvents 1t  and 2t , which are linearly related to the roots through  Eq. (15). The cubic is 
thus solved. 
 
Group 
3S  consists of two presentations (or cosets) of the cyclic subgroup 3Z  and 
'
3Z , 
linked by the permutation )2,1(g . The permutation )3,2,1(n  applied to any element 
of either coset generates all its other elements, so that g  is a ‘generator’ of 3Z , which is 
thus Abelian.  The elements of '
3Z  in Eq. (16) are ordered by 
'
33 ZZ
g
 , which differs 
from the  order in which they are generated by )3,2,1(n , so g  and n  do not commute, 
indeed nggn 2 , and thus 3S  is ‘non-Abelian’. 
 
A subgroup N of group G  is normal if conjugating any Nni  with all Gg   returns an 
element of N , i.e. ji nggn 
1
 for some j . Put another way, the left and right cosets 
gN  and Ng  to which 
ign  and gni  belong, must be identical. Coset Ng  obtained by 
applying the elements of subgroup N  to a starting element g  is a presentation of the 
subgroup, that is the permutations linking the elements of this coset are those of N , 
however coset gN , obtained by applying a single permutation g  to all the elements of 
N  is not so, unless  N  is normal. In Eq. (16), '33 ZgZ   is clearly a presentation of 3Z , 
thus 3Z  is a normal subgroup of 3S . The permutations linking the cosets of a normal 
subgroup form a ‘quotient’ group. That is, the product of two elements ii ba ,  in cosets 
An  and Bn , with QBA ,  belong to the same coset ABn , viz jijiji nABnBnAnba
' , 
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so Q  forms a group in this sense. The quotient group Q  is denoted QNG / .  In this 
case it is 2Z , so that 233 / ZZS  , or  3
2Z
3 SZ1  . 
 
2.6 Quartic polynomials 
Since the composition of 
3S  into normal subgroups solved the cubic, to solve the quartic 
001
2
2
3
3
4  axaxaxax  we consider the composition series [6] of 4S   
4
Z
4
Z
2
Z
2
Z
SADZ1
2322
 , (18) 
see Fig. 2. The first normal subgroup in the series from 4S  is the ‘alternating subgroup’ 
4A , which is the set of all even permutations (consisting of an even number of 
transpositions). It forms a group because a sequence of even transpositions is even. It is 
normal, because it is related to its other presentation '
4A  by a single permutation, say 
(1,2).  The solution now follows the same procedure as for the cubic. We find a function 
symmetric under 4A , say 1 . Let 2 be its image under the permutation (1,2) (which 
belongs to the 244 / ZAS   quotient group). Then the following combinations exhibit 
4S symmetry and are thus known in terms of the polynomial coefficients ia  
)(21 iaf      )(
2
21 iag . (19) 
Now we find a function symmetric under 2D , say 1t . Let 2t  be its image under the 
permutation (2,3,4) (which belongs to the 
324 / ZDA   quotient group). Since 3Z  is a 3-
cycle there is a third image 3t . Then the following combinations exhibit 4A  symmetry 
and are thus known in terms of i   
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  1
3
32211   ttt ,     2
3
32112   ttt ,     3
3
22311   ttt . (20) 
To complete the solution we split 2D into its normal subgroups 
2143243211
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22
2
1,2,3,4
2,1,4,3
)4,2)(3,1(
3,4,1,2
4,3,2,1
rrrrdrrrrd
ZZ
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
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
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Then the following combination exhibits 2D  symmetry and is thus known in terms of it  
1
2
43
2
21
2
3
2
1 )()(4/)( trrrrad   (22) 
43211 rrrrd   is found by symmetrizing 43211 irrirrz  , a linear combination 
of the roots invariant only under the identity, with respect to the permutations of 2Z  
(these permutations satisfy the 2Z  multiplication table).   
 
Combining Eq. (22) with 
43213 rrrra   gives a quadratic equation for 21 rr  . 
Repeating this for the other images of 2D  all ji rr   can be found and the 4 roots 
determined. The quartic is thus solved. 
 
2.7 General procedure for solvable polynomials 
The previous section demonstrated on the example of the quartic, the procedure for 
finding the roots of a polynomial solvable in radicals. Starting with the polynomial 
coefficients exhibiting the symmetry of Galois group of the equation, we work down, 
lowering the symmetry by reducing the size of the Galois group, until at the bottom level, 
we relate these coefficient to the roots.  The key to this procedure is the fact that a single 
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permutation relates presentations of the intermediate groups, i.e. that the subgroups are 
normal with cyclic quotient groups. Therefore a polynomial with Galois group Q  and the 
composition series QABC
ZaZbZc
...1  , has the solution  
 
 
 
nipnipip
c
cip
c
cipcip
i
i
b
bip
b
bipbipi
a
aip
a
aipaipi
rqrqr
CCC
Z
B
BBBA
AAAQ
1211
1
21
1
21
1
21
...
...
...
...
...
...













 (23) 
 
where the top level functions 
iQ  are expressible in terms of the equation coefficients, and 
the bottom level functions iZ , are linear combination of the n roots ir , with the constants 
iq chosen so that iZ  are invariant only under the identity. The functions .., ii BA  are 
invariant under permutations of groups .., BA respectively, and are obtained from .., 11 BA  
by successive application of the single permutation (belonging to the quotient groups 
.., BA ZZ respectively) by which one passes from one presentation of the group to the next. 
The quantities ijp  designates elements of the cyclic permutation, while i  are the i
th 
roots of unity. 
2.8 Quintic polynomials 
The solution of Section 2.7 does not apply to the general quintic because 5S  can not be 
composed in a series of normal subgroups with cyclic quotient groups.  Therefore the 
quintic is either insoluble in radicals, or another solution method exists. Section 3.3 
demonstrates that the only solution in radicals is that of Section 2.7.  
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To show that 
5S  can not be composed as required consider the cyclic subgroup 3Z  
generated by )3,2,1( , contained in 
nS . Groups 5S  and higher contain two additional 
distinct symbols 5,4 , and one can write ghhg 11)3,2,1(  , where )3,5,1( ),1,2,4(  hg . 
If N  is a normal subgroup of 
5S  the cosets to which hg,  belong are linked to N  by a 
single permutation of the quotient group, say HG,  respectively: }{}{}{ hng
HG
 . Then  
hghg HnGnHnGnghhg
111111     (24) 
where 
in  are elements of N . Since the quotient group is cyclic, HG, commute, and they 
can be shuffled past elements of N  until they combine to form the identity. The cycle 
)3,2,1(  is then a product of elements of  N , and therefore also belongs to N .  The entire 
series of 3-cycles is then passed inside N  from one step in the composition sequence to 
the next, where the argument can be repeated. The subgroup N  thus always contains all 
3-cycles and can never be reduced to the identity. Then 
nS  with 5n  does not have the 
required composition series. 
 
A solution in radicals still exists for restricted quintics whose Galois subgroup of 
5S , has 
a  normal composition. The largest such subgroup is the Frobenius group 
20F , consisting 
of the cyclic permutations of (1,2,3,4,5) (1,3,5,2,4) (1,5,4,3,2) (1,4,2,5,3), that is 20 
elements in all. The structure of this group is similar to 
3S  of the cubic, with two 
generators 5)5,4,3,2,1( Zg   and )4,5,3,2(h satisfying the same relation ghhg 
2 . 
One passes between the 4 presentations of the cyclic subgroup 5Z  by the permutation 
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(2,3,5,4), hence 
5Z  is a normal subgroup. The composition series of 20F  is therefore 
20
2
5
2
51 FDZ
ZZ
 , and the Galois groups of solvable quintics must belong to this set. 
 
A polynomial invariant under just the permutations of 
20F  can be formed by 
symmetrizing 
52
2
1 rrr  under its 20 permutations, producing a 10 term sum 
(2,3,5,4)  41
2
535
2
424
2
313
2
252
2
11  rrrrrrrrrrrrrrrt . (25) 
Since 
20F  contains 20 of the 120 permutations in 5S , there are six presentations of 20F  in 
5S , corresponding to six invariants it . As 20F  consists of all 5 and 4 cycles these can be 
obtained by applying 
20F  to the 3-cycle (3,4,5) and two cycle (4,5). Since 20F  is solvable, 
the five roots of the quintic 
ir  can be solved [10] in terms of it as described in the 
previous section.  However since 
5S  is insoluble, there is no radical solution for the it  in 
terms of the quintic coefficients (the 
5S  invariants), and the best we can do is as follows.  
 
Symmetric combinations of the six 
it , are 5S  invariant, and hence form a known sextic, 
))..(( 61 tttt  . For a quintic in Bring form: 0
5  baxx , to which all quintics can be 
reduced in radicals, this sextic is [11]
 
)3(5)16()2( 45224 atbatat  . (26) 
Since there is no group in 5S  with 20F  as normal subgroup this sextic can not be solved 
in radicals unless t  is rational.  This condition can be  parameterized as [11] 
0
1
112
4
1
34
5
2
5
2
45 






c
c
dx
c
c
dx , (27) 
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where d is any real number but c  must be rational. For solvable quintics the Bring form 
is either that of Eq. (27), or can be factorised rationally into lower degree polynomials. 
Section 4 shows how to establish this by direct calculation. 
 
3 When is a polynomial solvable in radicals? 
The central result of Galois’ theory states that a solution in radicals must necessarily be 
of the form of Section 2.7.  To demonstrate this result we shall first recall some properties 
of irreducible polynomials. 
3.1 Irreducible polynomials 
 
Definition 3.1.  An irreducible polynomial is one that can not be factored into lower 
degree polynomials whose coefficients are rational functions of the original polynomial 
coefficients. 
 
Thus 2)( 2  xxf  can not be rationally factored as )()()( xhxgxf   with )(xf  and 
)(xg  being rational lower degree polynomials, and is thus irreducible. 
 
Definition 3.2. The ‘adjunction’ of a radical A  is an extension of polynomial )(xg  to 
),( Axg  such that the coefficients of )(xg  are rational functions of the new parameter. 
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Thus 2)( 2  xxf  can be factored into rational polynomials in x  and 2 , since 
)2)(2(22  xxx . In this way a properly chosen adjunction can reduce an 
irreducible polynomial.  Adjunction can also operate in stages as the following example 
illustrates.  
 
Example: 
110)( 24  xxxf  is an irreducible quartic. Adjunction of 2  reduces it to a product 
of quadratic polynomials  
122)2,( 2  xxxg ,  122)2,( 2  xxxh . (28) 
Further adjunction of 3  completely factorizes it into a product of four linear terms 
32)3,2,(  xxg ,     32)3,2,('  xxg  (29) 
32)3,2,(  xxh ,     32)3,2,('  xxh  
 
Proposition 3.1. An irreducible polynomial with rational coefficients can not have any 
root in common with another distinct polynomial with rational coefficients without 
having all its roots in common. As a corollary, given an irreducible polynomial there 
exists no polynomial of lower degree that has any roots in common with that irreducible 
polynomial. 
 
This can be proved using Euclid’s algorithm. Let )(xf  be an irreducible polynomial, and 
let )(xg  be another polynomial of lower degree, with which it shares roots ir . Using 
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polynomial division we can rationally determine a quotient polynomial )(xq and 
remainder polynomial )(1 xg which satisfy 
)()()()( 1 xgxgxqxf  , (30) 
where the degree of the remainder )(1 xg  is less than the divisor )(xg . At the common 
roots 
ir , both )(xf  and )(xg  are zero, consequently we must also have 0)(1 irg . 
Hence 
ir  are also the roots of the remainder polynomial. We can now repeat the process, 
dividing )(xg  by )(1 xg to obtain a new remainder polynomial )(2 xg  of lower degree 
than )(1 xg  which also shares the common roots. Eventually to avoid a contradiction we 
must reach 0)( xgn so that all the roots of )(1 xgn  are common to )(xf  and )(xg . 
This means that )(1 xgn  is a rationally determined factor polynomial of )(xf , and 
)(xf is reducible, which contradicts the assumption. 
 
Proposition 3.2. An irreducible polynomial can not have repeated roots. 
Thus a polynomial with repeated roots has these in common with its derivative 
polynomial. The derivative polynomial can be rationally determined and is of lower 
degree, hence the original polynomial is not irreducible. 
 
3.2 The auxiliary polynomial 
Proposition 3.3. For any polynomial with distinct roots one can always find a ‘resolvent’  
meaning a linear rational function V of the roots 
ir  so that no two values assumed by the 
resolvent are equal when the roots are permuted  
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nnn rarararrV ...)..( 22111  . (31) 
In the case of an arbitrary polynomial finding 
ia  does not present any difficulty since the 
roots are unrestricted, and a choice of n  distinct coefficients will suffice.  For example, 
in Eq. (22) we chose the 4
th
 roots of unity, and this can be extended to the general case 
n
n
n rrrrrV
1
211 ..)..(
  ,   nie /2  . (32) 
A proof of the existence of a resolvent when the coefficients are specified is described in 
[7]  
 
Proposition 3.4.  All roots of a given polynomial can be expressed as rational functions 
of its resolvent. As a corollary, resolvents differing from each other by a permutation of 
the roots are all rational functions of one another. 
 
Proof.  Consider the irreducible polynomial )(xp  with roots 
nrr ..1  
0
1
121 ..))..()(()( bxbxrxrxrxxp
n
n
n
n 

 . (33) 
Let us construct another polynomial )(xq  whose roots are the )!1( n  resolvents formed 
by permuting all roots of )(xp  except 1r  
   
)..(...)..(
.....),,,(..),,,(..),,,()(
10
1
11
234142314321
n
n
nn
n rrgxrrgx
rrrrVxrrrrVxrrrrVxxq



  (34) 
Since )(xq  is symmetric in 
nrr ..2 , ng  can be rationally expressed in terms of the 
elementary symmetric polynomials in 1n  variables: 11.. n . By Eq. (6) these 
polynomials are known functions of 1r  and the elementary symmetric polynomials in n  
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variables )..,()..( 112 nini rsrr   . But n ..1  are symmetric in all roots and so are 
known functions of the coefficients of the original equation, 
ib . We thus have 
)(
),(
))..,()....,(,(
)..,(')..(
1
'''
1
''
1111111
'
1111
rg
brg
rsrsrg
rgrrg
i
ii
nnni
nini








 (35) 
We can now re-express Eq. (34) as a polynomial  ),( rxq  in two variables 
)(...)(),()( 1
'''
0
1
1
'''
11 rgxrgxrxqxq
n
n
n   . (36) 
By symmetry this can be extended to all roots 
ir  
  ..)....,()....,(
)(...)(),(
11
'''
0
1'''
1
rrrrVxrrrrVx
rgxrgxrxq
ijniniji
i
n
in
n
i





 (37) 
where nij rrr ....1   denotes a symmetric permutation of the 1n  roots nrr ..1  with ir  
excluded.   
 
Substituting 
nnrarararrrVV ....),,( 22113210   into ),( rxq , gives the single-variable 
polynomial ),( 0 rVq . Trivially 0),( 10 rVq , since 1rr   annuls the first factor in Eq. 
(37). However 0),( 20 rVq  since that would mean one of the resolvents with 1r  
permuted equals resolvent  
0V  with 1r  un-permuted, which contradicts our assumption 
that all values of the resolvent are different. Therefore )(rp  and ),( 0 rVq  do not share 
root 2r , and by symmetry neither do they share any other root except 1r . But this means 
1r  can be rationally extracted dividing ),( 0 rVq  by )(rp , and is therefore known.  We can 
now repeat the argument with another root 2r , and all the other roots, which are therefore 
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also known once one resolvent is given. The roots are therefore all rationally known 
functions of one resolvent, and therefore by Eq. (31) the resolvents are all rationally 
known functions of each other, which was to be proved. 
 
Definition 3.3. For a given polynomial with n  roots )(xp , the auxiliary polynomial 
)(xq is a monic polynomial  whose roots are the !n  resolvents of  )(xp : 
  ...),..,(),..,()( 1221 nn rrrVxrrrVxxq   
 
3.3 Reduction of the Galois group by the adjunction of radicals 
Finding the roots of a polynomial entails its complete decomposition into linear factors. 
As demonstrated in Section 3.1, a step in this process is the adjunction of some radical 
p
Ar  , where A  can be any quantity of the type shown in Table 1, which leads to a 
reduction of the polynomial. Moreover, we need only consider prime roots since 
extracting any rational root can be decomposed into a sequence of extraction of prime 
roots and powers. It is well-known that the extraction of a p-th root carries an ambiguity 
associated with multiplication by a p-th root of unity. These roots are the solutions of the 
degree 1p  cyclotomic equation presented in Section 4.1, and are therefore solvable in 
radicals, with the maximum root extracted being 1p . 
 
Let us therefore adjoin a root 1r  of irreducible polynomial Ar
p  , to an irreducible 
factor of the auxiliary polynomial )(Vq , starting from 2p  and increasing in order, 
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until at some power p  the polynomial )(Vq  reduces. We can write this reduction as the 
product of a new irreducible polynomial ),( 1rVf and another component  
),(),()( 11 rVgrVfVq 
 (38) 
Expanding both sides in powers of V  we have 
  iiii VrhrVgrVfVaVq )(),(),()( 111 . (39) 
This equates known coefficients 
ia  to the polynomials )(rhi , so that 0)(  ii arh  
shares root 1r with Ar
p  . Therefore ii arh )(  for all p  roots of Ar
p  , and Eq. (38) 
is satisfied by all 
ir  
),(),()( ii rVgrVfVq  ,  (40) 
Substituting the 
ir  into the two variable polynomial ),( rVf  generates p  polynomials in 
one variable ),()( ii rVfVf  , which from Eq. (40) share all their roots with )(Vq . 
Because of the symmetry between the roots of Ar p  , these polynomials are either all 
identical or all distinct. If they are identical )(Vq   does not reduce, hence they are 
distinct, and so the )(Vf i  disjointly partition the roots of )(Vq  
)()..()()()( 1210 VfVfVfVfVq p . (41) 
Because the RHS of Eq. (41) is symmetric in 
ir  and therefore a known polynomial, )(Vq  
can admit no other factors. Thus adjunction of  the roots of Ar p   splits )(Vq  into p  
irreducible factors, )(Vf i . We now investigate their structure. 
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Let 1V  be a root of  ),( 1rVf , and say we have found a function )(VF  so that )( 1VF  is 
another root. Then the irreducible polynomial ),( 1rVf  shares a root with the polynomial 
)),(( 1rVFf . It therefore shares all roots, and thus divides it 
  ),(),(),( 111 rVgrVfrVFf  , (42) 
where ),( rVg  is the other factor. Repeating the arguments which lead from Eq. (38) to 
Eq. (40) this must hold for all roots 
ir  
  ),(),(),( iii rVgrVfrVFf  . (43) 
Therefore if 
iV  is a root of ),( irVf  then )( iVF  is another root. Putting this another way, 
if the function )(VF  relates two roots of )(Vf i , it also relates two roots of )(Vf j . 
 
Let the 
iV  and jV  be related by the permutation S in Eq. (31). Then the values of )( iVF  
and )( jVF  are related by the same permutation, as are therefore the roots of )(Vf i  and  
)(Vf j . This is summarized in the table below, where )2,1(S  for clarity 
   
   
   ),..,(),..,(
.........                               ..... ....
),..,(),..,(
),..,(),..,(
)..,(),..,(
)()(
1221
123213
122212
1221
nk
S
nk
n
S
n
n
S
n
nj
S
ni
ji
rrrVFrrrVF
rrrVFrrrVF
rrrVFrrrVF
rrrVVrrrVV
VfVf




 (44) 
 
Each column lists the k roots of )(Vf , )(VFV kk  . Since )(Vf i  is irreducible, 
functions invariant with respect to all kV  are known functions of the coefficients of 
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)(Vf i  after root ir is adjoined. On the other hand, from Eq. (31), the set kV  is in a one-to-
one correspondence to permutations of the roots of )(xp . It follows (see Section 4) that 
these permutations correspond to the Galois group of )(Vf i , which is thus a subgroup of 
the Galois group of )(Vq .  Because of the symmetry between the roots of Ar p   this 
subgroup is identical for all i , and therefore the columns in Eq. (44) correspond to its 
presentations. However Eq. (44) shows that the presentation are also related by a single  
permutation S  (as in Eq. (16)). Since both left and right cosets are therefore identical it 
follows that the Galois subgroup is normal, and the prime number of presentations means 
the quotient group is cyclic of prime order. The adjunction of the roots of Ar p   to 
)(Vq  reduces its Galois group to a normal subgroup, with a cyclic quotient group of 
prime order.  We thus arrive at the solution of Section 2.7, which is therefore unique. 
 
4. Computing the Galois group 
In Section 3.2 we found a function ),( xVq  such that if 0),( 10 rVq , 1r  can be obtained 
by polynomial division, )(/),( 0 xpxVq . Let us write the result of this division as 
)( 01 VFr  , where )(VF  is known. Replacing resolvent 0V  by resolvent 
nnrararaV ..12211  , with 2r  and 1r  swapped, gives 0),( 21 rVq . The inverse of this 
relationship is the same as above, )( 12 VFr  . Thus if a function )(VF  returns a root of 
)(xp  for some resolvent, it will return a root of )(xp  for all resolvents. 
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Given this, assume we have found a set of functions )(VFi  each returning a root ir  when 
acting on the resolvent 
0V , )( 0VFr ii  . Assume also we have found a set of resolvents 
mVV ..0  all belonging to the same irreducible factor of the auxiliary equation. Consider the 
following table 
)(   ...)()()(
............
)(   ...)()()(
)(   ...)()()(
321
1131211
0030201
mnmmm
n
n
VFVFVFVF
VFVFVFVF
VFVFVFVF
 (45) 
Since all functions in the table return a root of )(xp , with the roots arranged as 
nrr ..1  in 
the top row, the table actually represents a set of permutations of the roots 
nrr ..1 . We now 
claim: 
 
Proposition 4.1 The set of permutations in Eq. (45) forms the Galois group of )(xp , with 
all functions invariant under these permutations being known, and vice versa, all known 
functions being invariant under this set of permutations. 
 
To prove this, consider a function of the roots )..,( 21 nrrrf  invariant under the 
permutations of Eq. (45). We can write this invariance as 
    ...)()..(),()()..(),( 1121100201  VFVFVFfVFVFVFf nn  (46) 
thus ))(),..(),(()..,( 2121 VFVFVFfrrrf nn   is invariant for all iV . It is therefore a 
symmetric function in the roots iV , and is therefore known. 
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Conversely, let us write a known function of the roots )..,( 21 nrrrf  as 
)())()..(),(()..,( 00020121 VgVFVFVFfrrrf nn  , where )(Vg  is therefore also known. If 
)..,( 21 nrrrf  is not invariant under all permutations of the above table, )(Vg  is not 
invariant under all 
iV . Since this means 0const)( Vg  for only some iV , we have the 
contradiction of a known polynomial which does not share all its roots with an irreducible 
polynomial.  
 
Before turning to applications we note the following. Firstly, one generally does not have 
to construct the functions )(VFi . Below we calculate the Galois group of a quintic by 
finding an irreducible factor of its auxiliary polynomial, and establishing the 
permutations directly. Secondly, the resolvents 
iV  in Eq. (45) must belong to the same 
irreducible factor of the auxiliary equation. If on the other hand all !n  resolvents of the 
auxiliary equation are used, and for some choice of functions )(VFi  the group of 
permutations is reduced to a subgroup of 
nS , then clearly the Galois group is contained 
in this group. We use this to calculate the Galois group of the cyclotomic equation. 
 
4.1 Galois group of the cyclotomic equation of prime order 
The roots of all cyclotomic equations of degree p  
01..)1/()1( 21   ppp  , (47) 
can be expressed in radicals in terms of the roots of cyclotomic equations of prime 
degree, hence only these will be considered.  
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It is well known that for every prime p there exists a primitive integer g such that all 
integers between 1 and 1p  can be expressed  as powers of g  modulus p , 
ipg n mod . This means that if   is a p-th root of unity, the sequence 
gggggg ))((,)(,,  , generates all roots of unity.  
 
Example: For 11p , a primitive index is 2g , and so 
ig
i    gives 
 6379105842 ,,,,,,,,,  i . (48) 
Let us define grrf )(  where g  is the primitive index, choose a root 1  and a resolvent 
0V , and find a function )(VF  such that  )( 01 VF . Then the entire table of Eq. (45) can 
be generated from just )(VF  and )(rf  
1
1
2
2
1
11
1
21
2
111
10
1
30
2
2010
))((   ...))(())(()(
............
))((   ...))(())(()(
))((   ...))(())(()(











nkm
n
kmkmkm
ni
n
iii
n
n
VFfVFfVFfVF
VFfVFfVFfVF
VFfVFfVFfVF



 (49) 
where )())(( 2 rfrff   etc., and ki  ..,1  in the first column denote whatever roots our 
chosen function )(VF  generates for the given argument. We see that the Galois group of 
the cyclotomic equation of prime degree is the group of all cyclic permutations 1pZ . 
This outcome is independent of the choice of functions ))(()( VFfVF ii   in the table, 
since a different choice simply changes the starting permutation in the top row. 
 
Example: Let   and   be the 17th  and the (known) 16th-roots of unity respectively. Let 
29 
 
1615322 ..  t . (50) 
Cyclically permuting the roots   is equivalent to multiplying t  by some power of  , a 
16-th root of unity, and so 
16t is invariant under cyclic permutations. Therefore 
16t  is 
symmetric under the Galois group of the equation, and is known; indeed expanding 16t  
we find it is a function of  alone. Since there is nothing special about the particular 
permutation of  
i  in Eq. (50) all such combinations are known, from which   can be 
extracted by  a solution of 16 simultaneous equations. Since determining t  involves 
extracting the 16-th root of unity, which can be expressed in square roots, the regular 17-
gon can be drawn with ruler and compass. 
4.2 Galois group of a quintic 
The general procedure is as follows. The Galois group of a solvable quintic is a subgroup 
of 
20F  which, as we saw, consists of 4 presentations of the cyclic group 5Z  related by the 
cycle (2,3,5,4). Choosing a suitable resolvent t , we compute the polynomial 
))..()(()( 2021 txtxtxxP   , (51) 
whose roots are the images of t  under the 20 substitutions of 
20F . If this polynomial has 
integer coefficients the quintic is solvable. For this it is sufficient (by Lagrange’s 
construction) to check that )(xP  is (complex) integer valued for 20 different (complex) 
integers 
ix . The Galois group can be further narrowed down to any of the solvable 
subgroups of 20F  by restricting the polynomial )(xP  to just the permutations of this 
subgroup. 
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Example: Consider DeMoivre’s quintic 055 235  bxaaxx . Choosing 1,2  ba  
we evaluate the roots numerically and construct the following resolvent:  
..)621.1(0..)702.1(..)674.2(..)050.0( ..)705.2(  iit  (52) 
where t  assumes different values under all permutation of the roots 
ir . Choosing the 25 
complex integers 
iii idcx   with 2,2  ii dc , we calculate the product Eq. (51).  
This can be done using standard 15-digit computation in Excel with almost no rounding 
errors. A product of 20 resolvents   )( pi tx  gives a clean integer on the twentieth 
multiplication, and )( ixP  is integer valued for all choices of ix . Therefore )( ixP  has 
integer coefficients, and 0155
35  xxx  is solvable. Similarly, other choices of ba,  
lead to solvable polynomials. Therefore a solution in radicals can be found by following 
the general procedure of Section 2.7, or, in this case, more simply using the substitution 
yayx / ,  to give the five roots 
mr  
5/1
2
55/1
1 uur
mm
m
  ,   2/4, 5221 abbuu  , (53) 
where   is a 5th root of unity. If 04 52  ab  there is one real solution and two complex 
conjugate pairs, in the contrary case 
21 uu 
 , and all five solutions are real. In this case it 
is more convenient to re-express Eq. (53) in the form  
 





  ))(2/(cos2
5
1
cos)(2 2/512/1 abmarm  . (54) 
 
Example: Consider the irreducible binomial Ax 
5
. From Eq. (41) its Galois group is 
5Z  once the 5
th
 roots of unity are adjoined. The Galois group of the 5
th
 roots of unity, 
31 
 
from Eq. (49) is 4Z , so the Galois group of the binomial is composed of 4 presentations 
of 
5Z  linked by permutations of  4Z , this corresponds to the Frobenius group 20F . 
 
5. Conclusion 
 
A method for solving polynomial equations in radicals based on simple group theory 
methods has been presented and applied to solve general polynomials of degree 4 and 
below, and specific quintics. Polynomials with degree 5  with arbitrary coefficients are 
shown to be insoluble by this method. Galois theory was used to demonstrate that no 
other solution in radicals is possible. A method for calculating the Galois group was 
presented and used to solve particular polynomial equations. 
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Figure Captions 
                      
                                       
 
 
Figure 1. Oscillatory systems with frequencies and normal modes determined by the roots 
of polynomial equations. (a) A set of masses connected by springs and (b), a quantum 
system approximated by a set of spaced quantum levels. 
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Figure 2. Structure of the Galois group of the general quartic 4S , showing that it is 
solvable in radicals. The 24 elements of the group can be composed into a series of 
subgroups 4
2Z
4
3Z
2 SAD  , with presentations linked by a single permutation, the generator 
of the quotient group. The diagram also shows the polynomials 
it  invariant under each 
presentation of 2D . 
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