There is however growing interest in the sensitivity of predictions to model structure, and in evaluating the contribution of model structural uncertainty to the overall uncertainty within the general framework of sensitivity analysis (Draper, 1995 , Beven, 1993 , Beven and Binley, 1992 .
Sensitivity and uncertainty analysis contribute to all stages of model development, testing and assessment and their impact on model reliability and validity will be described. After a general introduction to sensitivity and uncertainty analysis and discussion of their contributions, some applications of sensitivity analysis to several environmental modelling studies will be presented.
INTRODUCTION
An environmental model will very often be composed of a number of linked sub-models, representing physical processes understood to varying degrees. They may be dynamic and stochastic, and the model extent may also be spatial. Such models may be used for example, to predict levels of Cs-137 on pasture over several seasonal cycles following the Chernobyl power plant accident; they may be used to model the global carbon cycle in climate studies and to model the dispersal of a radioactive pollutant discharged into the Irish Sea fi-om Sellafield nuclear fuel reprocessing plant.
Tlhe model, depending on its purpose and field of application will include many different processes, the sub-processes may operate at quite different time and space scales and for the modeller there will be choice of which processes to explicitly model and how to parameterise these processes. Some parameters will be known precisely, for others, there may be conflicting evidence so that the parameter can only be defined in terms of al range of values which may span several orders of magnitude.
Some of the parameters may be time-and spacedependent.
Sensitivity analysis encourages the exploration of the interactions between the various modelled processes and helps throw light on the properties of complex computational models by in its simplest form perturbing one parameter at a time and studying its effect on the response.
For IAEA, 1989) . In the specification of the problem, the modeller must consider the spatial and temporal resolution required in the predictions, the purpose of the modelling and the scales at which the predictions will be required. He must also consider the processes which operate.
He must formulate an appropriate conceptual model, defining the model structure, processes and the scale at which they operate and any intercomections. The conceptual model must be translated into a computational model, whose code must be verified. Finally, any unknown parameters must be defined.
The parameters may have associated with them large uncertainties , arising from two sources: natural stochastic variation and lack of knowledge on the modeller's behalf (Hofli-nan & Hammonds, 1994) .
Thus, at each stage of the modelling process uncertainties are introduced, not only in the definition of the parameters.
Sensitivity analysis contributes at each stage and only after these stages have been completed, can the critical stage of model testing and validation be reached.
The testing and validation must take into account the uncertainties introduced in the preceding stages (McKay, 1995 (the range of each parameter is partitioned into n intervals and one value is selected from each interval of each parameter). SRS is simple, reliable easy to analyse but inefficient.
LHS is basically a stratified sampling procedure and is generally more efficient than SRS (Andres, 1987 , Andres, 1997 , Iman and Conover, 1980 . A large number of methods for the analysis of the results from the sensitivity analysis exist, and indeed there have been a number of comparisons of the methods (Iman and Helton, 1988 , Saltelli and Homma, 1992 , Hamby, 1995 important one which is yet to be fully addressed. The issue of structural uncertainty is one which can be addressed using a Bayesian formulation, within which, it is possible to elicit and make use of expert beliefs. Following Draper (1995): let M denote the model, S the structural assumptions and @ the model parameters. Suppose we have a discrete set of models, say m. Let x denote the data and y the quantity to predict, then P(Y I ',s) = 'P(Si I ')P(Y I ',Si)
ad Si, i=l ,..,m denotes the different structural alternatives within the models. The analysis presented in (1) allows, through the application of Bayes Theorem, the distribution of the predicted quantity to be defined in terms of prior beliefs p(Si \ x) for the model structure given the data and the predictive distribution for y given the model structure Si. However, the prior distributions p(Si [ x) must be defined. (Hoflinan & Thiessen, 1995 , Hoffinan et al, 1996 .
The results showed variation amongst the predictions, and differences between the model predictions and experimental data. On further analysis, one of the main sources of variation in the results was found to be 'modeller interpretation' (IAEA, 1995) . In addition to best estimates, the modellers also provideld in some instances, uncertainty estimates, one of the main sources of difference in these estimates was the judgement on how representative the measured data.
BIOMOVS (1993)
BIOspheric Model Validation Study (BIOMOVS) was an international study for testing models for ecological transfer and bioaccumulation of radionuclides and other The Arctic assessment programme was concerned with evaluating the present and potential impacts of the dumping of nuclear waste within shallow coastal waters in the Arctic (specifically the Kara and Barents Seas).
The waste of most concern was reactor compartments ffom nuclear submarines, some of which still contained spent nuclear fhel. A modelling group was created with the task of providing reliable and realistic estimates of the potential radiological impact on biota and human populations.
The modelling group comprised 9 modellers, and in the fwst phase of the work they undertook an extensive benchmarking exercise, with a view to providing provisional estimates of the uncertainties in the predictions due to differences in the model structure.
The endpoints of the benchmarking were spatially and temporally discriminating, and it was of interest to investigate the variation in the endpoints.
The models used in the work simulate the dispersion of radioactivity due to advection and diffbsion within the water column and include interactions with suspended material and sediment. There were two main modelling approaches, one was based on compartmental models while the other used detailed 3-D hydrodynamic models.
In addition to a quantification of predictive uncertainty as a result of model structure, a directed sensitivity analysis was also carried out on subprocesses. Results again emphasised the importance of structural uncertainty in the overall predictive uncertainty.
SUMMARY AND CONCLUSIONS
Sensitivity and uncertainty analysis are important tools in the modelling toolkit.
They should be performed routinely, as the modeller might assess the goodness of fit or check on outliers.
In model assessment and testing, sensitivity and uncertainty analysis provide the essential information for determining the acceptabili~of the uncertainties and the influential factors.
In model validation, the agreement of. the model to observed or measured data can only be judged in the light of the predictive uncertainties.
In model design, sensitivity analysis encourages the identification of key processes to be fi,u-ther investigated and gives a metric by which to compare different model structures.
Taken together, sensitivity and uncertainty anaIysis contributes to a more reliable model, and one whose abilities are better understood. 
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