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Abstract—Sensor networks have been deployed for many bar-
rier coverage applications such as intrusion detection and border
surveillance. In these applications, it is critical to operate a sensor
network in an energy-efﬁcient manner so the barrier can be
covered with as few active sensors as possible. In this paper, we
study barrier information coverage which exploits collaborations
and information fusion between neighboring sensors to reduce the
number of active sensors needed to cover a barrier and hence to
prolong the network lifetime. Moreover, we propose a practical
solution to identify the barrier information coverage set which
can information-cover the barrier with a small number of active
sensors. The effectiveness of the proposed solution is demonstrated
by numerical and simulation results.
I. INTRODUCTION
Applications such as intrusion detection and border surveil-
lance [1] constitute a compelling application category for
wireless sensor networks. The main goal of these applications
is to detect targets as they cross a barrier, which is usually
a long belt region. Sensors are deployed in the barrier to
prevent targets from crossing the barrier undetected. This is
often referred to as the barrier coverage problem [2], [3].
In this paper, based on the probabilistic sensing model,
we study the barrier coverage problem under the assumption
that neighboring sensors may collaborate with each other to
form a virtual sensor which makes the detection decision
based on combined sensed readings. This is also known as the
barrier information coverage problem. Speciﬁcally, a point t
is said to be information-covered if, when a target is present
at point t, it can be detected by at least one sensor with
a probability larger than or equal to a pre-determined value
(P min
D ), while the system’s false detection probability is smaller
than or equal to a pre-determined value (Pmax
FD ). We assume
that the sensor locations are unknown to the target which
follows a perpendicular crossing path to cross the barrier so
as to minimize the probability of being detected. A barrier
is said to be information-covered if, for any perpendicular
crossing path, there exists at least one point along the path
that is information-covered. We study how to operate a sensor
network to information-cover a barrier efﬁciently.
The goal is to information-cover a barrier with as few
active sensors as possible. This is different from the barrier
coverage problem under the conventional 0/1 disc sensing
model because the size and shape of the coverage region of a
virtual sensor vary with the decision threshold and the positions
of collaborating sensors. Note that the size and shape of
sensors’ coverage regions affect the number of sensors needed
to provide the coverage to the barrier, which in turn determines
the decision threshold. Such mutual correlation makes this
problem non-trivial and challenging.
To address this problem, we (i) map the barrier coverage
problem to the line coverage problem by projecting sensors’
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coverage regions on the destination side of the barrier, (ii)
derive an effective lower bound to approximate the projection
length of a virtual sensor’s coverage region, and (iii) based on
the derived lower bound, propose a practical solution to ﬁnd a
set of active sensors to information-cover the barrier. In-depth
simulation study demonstrates the effectiveness of information-
coverage and sensor collaboration in reducing the number of
active sensors needed to cover a barrier and the effectiveness
of our proposed solution in ﬁnding a proper barrier information
coverage set.
The rest of this paper is organized as follows. We discuss
the related work in Section II. Then, we give the system
models and the problem statement in Section III. Section IV
studies the coverage region of a virtual sensor and its effect
on the coverage performance and derives a lower bound for its
projection length. Section V describes our proposed solution to
ﬁnd a BICS. Section VI presents the performance evaluation
results and Section VII concludes the paper.
II. RELATED WORK
The area coverage problem based on the 0/1 disc sensing
model has been studied in the past [4]–[7]. In such a model,
an object inside or outside a sensor’s sensing range is detected
by the sensor with probability one or zero. Recently, the
barrier coverage problem [2], [3] has attracted great attention.
Theoretical foundations for weak and strong barrier coverage
in a randomly deployed sensor network are studied in [3],
[8]. For a ﬁnite barrier, both [9] and [10] provide analytical
methods to estimate the sensor network density for achieving
barrier coverage and connectivity or measuring the quality of
barrier coverage. Centralized and distributed algorithms for
providing barrier coverage are proposed and evaluated in [11]
and [12]–[14], respectively. All of the above works assume
the 0/1 disc sensing model. Despite its simplicity of analysis,
many researchers start to consider alternative sensing models in
order to better study and characterize the sensor measurements
which are usually affected by noise and vary with the distance
between the sensor and the object. The works in [2], [15]–[17]
assume the exposure model or the probabilistic sensing model
to study the coverage and detection problem. Different from
our study, these works do not consider sensors’ collaborations
and information fusion for coverage.
Collaboration among sensors [18] has been considered in
many sensor network applications such as tracking and object
detection. Some fundamental problems on information fusion
for distributed detection are studied in [19]–[21] where the
local data or decisions of individual sensors are gathered by
a fusion center to make the ﬁnal decision. Recently, in [22],
the authors introduce the concept of virtual sensor resulting
from neighboring sensors’ collaboration based on value fusion,
which may improve the coverage performance. In addition,
[22] proposes a heuristic algorithm to select a sensor cover set
from deployed sensors to information-cover the area. However,
this algorithm does not adjust sensors’ decision thresholds.
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fully exploited. Moreover, application of information coverage
and virtual sensors to improve the barrier coverage has not
been studied elsewhere.
III. MODELS AND PROBLEM STATEMENT
A. System and Source Models
We consider a network of N wireless sensors deployed to
monitor a barrier which is a long belt region with two parallel
sides: entrance side and destination side.L e tB denote the
barrier. We assume that sensors know their locations in B and
the sensor network is always connected. In this paper, we study
the targets that emit or cause physical signals such as sound,
electromagnetic waves or seismic waves on the ground. The
strength of the signal emitted or caused by the target decays
according to power law, meaning that if the target is at point
t, the signal strength measured by sensor si is: [21], [22]
ωi(t)=
 
Ω,d i <d 0,
Ω
(d(si,t)/d0)α ,d i  d0, (1)
where Ω is the signal amplitude at the target, d0 is a small
constant, and α is a known decay exponent. Here, we use
d(·,·) to denote the distance between two points. While the
analysis and algorithm in this paper may be applied to any
decay exponent, we are particularly interested in α = 1o r2 .
This is because, in typical barrier coverage applications such
as border surveillance, human activity generates vibrations that
propagate away from the source as seismic waves, whose
energy is distributed in both Rayleigh waves (70%) and body
waves (30%) [23], [24]; the signal strength decay exponents
for these two waves are 1 and 2, respectively.
At each sensing cycle, every active sensor si collects its
sensed reading of xi.1 Depending on the hypothesis of whether
a target is present in the barrier (H1)o rn o t( H0), and the
position of the target (t), the sensed reading is:
 
H0 : xi = n,
H1 : xi = ωi(t)+n, (2)
where ωi(t) is the received signal strength given by (1) and n
is the background noise. In this paper, we use FN(n) to denote
the cumulative distribution function of noise, and assume that
it is identical and independent for all sensors.
B. Detection Model
A sensor can make a detection decision solely based on
its own sensed reading, or collaborate with nearby sensors to
make a decision based on combined sensed readings. There
are two types of fusion algorithms for collaborative target
detection [21] in wireless sensor networks: value fusion and
decision fusion. In this paper, we investigate and analyze the
value fusion-based collaborative target detection and deﬁne a
virtual sensor as follows. We assume the “SUM” rule for a
virtual sensor to combine sensed readings.
DEFINITION 1 (Virtual Sensor): A virtual sensor vj is an
entity that incorporates the sensed readings of a designated
group of collaborating sensors (sj1,···,s jk) and makes a
decision based on the combined sensed readings, where k is the
1We assume that a detection decision is made based on snapshot readings.
How to improve target detection and barrier coverage by considering temporal
correlation among sensed readings will be studied in the future work.
collaboration degree of the virtual sensor. A target detection is
claimed if the sum of sensed readings is larger than or equal
to a pre-determined decision threshold, Tk:
 
H0, if
 k
m=1 xjm <T k;
H1, if
 k
m=1 xjm  Tk.
(3)
Note that when k =1 , a virtual sensor is equivalent to a non-
collaborating physical sensor (or noColl sensor for short).
A previous study [22] has shown that the performance
improvement by raising the collaboration degree from two to
three or higher is limited while the implementation complexity
increases signiﬁcantly. Therefore, we focus on the situation
when the collaboration degree of a virtual sensor is at most
two. In other words, we study a sensor network consisting of
either virtual sensors with only two associated physical sensors
or noColl sensors that do not collaborate with others.
DEFINITION 2 (Sensing Intensity): The sensing intensity of a
virtual sensor vj at point t is Ij(d(sj1,t),···,d(sjk,t)) =  k
m=1 ωjm(t), where ωjm(t) is the signal strength measured
by sensor sjm –t h em-th physical sensor associated with
the virtual sensor vj. For a noColl sensor si that does not
collaborate with other sensors, its sensing intensity at point t
is simply Ii(d(si,t)) = ωi(t).
In this paper, in contrast to the 0/1 disc sensing model,
we consider the probabilistic sensing model where (i) the
sensed readings are affected by noise, as shown in Eq. (2); and
(ii) based on a pre-determined decision threshold, a target is
detected by a virtual or noColl sensor with certain probability,
which varies with the sensing intensity at the target’s position.
Fig. 1 illustrates the probability of detection (Pd) and false
detection (Pf) by a sensor. We can see that Pd increases
with the sensing intensity I. For a virtual sensor with the
collaboration degree of two, x is the sum of sensed readings
by its two associated physical sensors, T = T2 is the decision
threshold, and Pf =1− F2N(T2). Note that F2N(·) is the
cumulative distribution function of the sum of two independent
noises. For a noColl sensor, x is its own sensed reading,
T = T1 is the decision threshold, and Pf =1− FN(T1).
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Fig. 1. (a) Probability of detection: Pd = P(x  T|H1) and (b) probability
of false detection: Pf = P(x  T|H0).
Once a sensor makes a local detection decision, it sends
the decision (a Boolean value) to the sink. Since the system
has no information about where the target may appear, we
adopt the “OR” rule to make the decision fusion, i.e., we
claim that the target is present in the barrier if any virtual
or noColl sensor reports a detection. Therefore, the system’s
false detection probability is
PFD =1−
M  
i=1
 
1 − Pfi
 
, (4)
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for noColl sensors, and M is the total number of virtual or
noColl sensors in B.
C. Coverage Region and Barrier Information Coverage
DEFINITION 3 (Point Information Coverage): Given the
value fusion-based collaborative target detection described
in the previous section, we say that a point t is information-
covered if, when a target is present at point t, it can be
detected by at least one sensor with a probability larger
than or equal to a pre-determined value (Pmin
D ), while the
system’s false detection probability is smaller than or equal
to a pre-determined value (Pmax
FD ).
From this deﬁnition, we know that a point t is information-
covered by a noColl sensor si if the sensing intensity of si at
point t is larger than or equal to a certain threshold, denoted
as Ithreshold 1:
Pd =1− FN(T1 − Ii(d(si,t)))  Pmin
D
=⇒ Ii(d(si,t))  T1 − F−1
N (1 − Pmin
D )  Ithreshold 1.
(5)
Accordingly, we can determine the coverage region for si:
Ai ≡
 
t
 
 Ii(d(si,t))  Ithreshold 1
 
=
 
t
 
 ωi(t)  Ithreshold 1
 
=
 
t
 
 
 d(si,t)  d0
α
 
Ω
Ithreshold 1
 
.
(6)
Similarly, we can determine the coverage region for a virtual
sensor vj with collaboration degree of two as follows. A point t
is information-covered by vj if the sensing intensity of vj at
point t is larger than or equal to a certain threshold, denoted
as Ithreshold 2:
Pd =1− F2N(T2 − Ij(d(sj1,t),d(sj2,t)))  Pmin
D
=⇒ Ij(d(sj1,t),d(sj2,t)))  T2 − F−1
2N (1 − Pmin
D )  Ithreshold 2.
(7)
Then, the coverage region for vj is
Aj ≡
 
t
 
 Ij(d(sj1,t),d(sj2,t)))  Ithreshold 2
 
=
 
t
 
 
 
2  
m=1
ωjm(t)  Ithreshold 2
 
=
 
t
 
 
 
2  
m=1
Ω
(djm/d0)α  Ithreshold 2
 
.
It is interesting to see that the size and shape of the coverage
region of a virtual sensor vary with the positions of the
collaborating sensors, even when the source and noise models
are ﬁxed, unlike the coverage region of a noColl sensor, which
is a disc with a ﬁxed radius.
DEFINITION 4 (Crossing Path): A path in B is said to be a
crossing path if it crosses the complete width of B, i.e., starts
from any point on the entrance side of B and ends at any point
on the destination side of B. A crossing path is perpendicular
if its length equals the barrier width.
DEFINITION 5 (Information Coverage of a Path): A path is
said to be information-covered if there exists at least one point
on the path that is information-covered.
In this paper, we assume that sensor locations are unknown
to the target. Previous studies [2], [3] have shown that, in
order to minimize the probability of being detected by the
sensor network in this situation, the target should follow a
perpendicular crossing path to cross the barrier. We study
how to operate a sensor network to prevent such targets from
crossing the barrier without being detected. This is often
referred to as the weak barrier coverage problem. By contrast,
strong barrier coverage refers to the problem of deploying a
sensor network to protect the barrier against targets that may
follow any possible crossing path. Strong barrier coverage is a
more challenging problem and will be studied in the future.
DEFINITION 6 (Barrier Information Coverage): A barrier is
said to be barrier-information-covered if all perpendicular
crossing paths are information-covered.
DEFINITION 7 (Barrier Information Coverage Set (BICS)):
A BICS is a set of active sensors that can information-cover
the barrier.
D. Problem Statement
Given a network of wireless sensors deployed in a barrier,
and given the target probability of detection by a virtual or
noColl sensor (Pmin
D ) and the system’s target false detection
probability (Pmax
FD ), our goal is to develop a scheme to ﬁnd a
BICS that consists of as few active sensors as possible, so as
to prolong the sensor network lifetime.
IV. THEORETICAL ANALYSIS
To achieve our design goal, we ﬁrst study the coverage
region of a virtual sensor and its effect on the barrier coverage.
A. Mapping Barrier Coverage to Line Coverage
DEFINITION 8 (Barrier Projection): The barrier projection
of a set of points in the barrier is the set of the projections of
these points on the destination side of the barrier.
Given Deﬁnition 6 on barrier information coverage and
Deﬁnition 8 on barrier projection, it is straightforward to prove
that a barrier is information-covered if and only if the barrier
projections of the coverage regions of active sensors can cover
the entire destination side of the barrier, as illustrated in Fig. 2.
Proof of this statement is omitted due to space limitation (see
[25] for details).
B. Coverage Region of a Virtual Sensor
Fig. 3 plots the coverage regions of virtual sensors with
their associated physical sensors at different positions. In the
ﬁgure, the X-axis is in parallel to the destination side of the
barrier. Let L and θ denote the distance between two sensors
and the angle between the line segment connecting two sensors
and the destination side of the barrier, respectively. We have
a couple of observations. Firstly, the size and shape of the
coverage region of a virtual sensor vary with the positions
of its two collaborating sensors, which can be characterized
by L and θ. This conforms to our earlier discussion in
Section III-C. Secondly, a virtual sensor consisting of two
collaborating physical sensors may not always improve the
barrier coverage performance than these two noColl sensors
operating independently without collaborating with each other.
For example, while the virtual sensor in Fig. 3(a) improves
the barrier coverage performance than the non-collaborative
case, the virtual sensor in Fig. 3(b) indeed degrades the barrier
coverage performance, while the performance gain by using
virtual sensors in Fig. 3(c) and (d) is minimal. So it is important
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings.to have a good understanding about the effect of L and θ on
the coverage region of a virtual sensor.
In general, it is difﬁcult to express the coverage region of
a virtual sensor (denoted as A) and consequently the length
of the barrier projection of the coverage region (denoted as
|PA|) as closed-form functions of θ, L, and α. Instead, we use
some simple geometry graphs to construct Asub, a subset of A,
and use the length of the barrier projection of Asub (denoted
as |PAsub|) to approximate |PA|. Without loss of generality,
we ﬁrst study A and Asub by ﬁxing θ t o0i nS e c t i o nI V - C ,
because the size and shape of A do not vary with θ. Then in
Section IV-D, we study |PAsub| for different θ values. Finally in
Section IV-E, we use numerical study to evaluate the analytical
results and the tightness of |PAsub| as a lower bound to |PA|.
C. Finding Asub
We study A and Asub of a virtual sensor with the collabora-
tion degree of two. In [25], we show that the coverage region of
such a virtual sensor can be either connected or disconnected
(with two disconnected symmetric components) depending on
the distance between its two collaborating physical sensors.
In other words, there exists a critical distance, Lcritical, and
when the distance between two physical sensors is smaller
or larger than Lcritical, the coverage region of the virtual
sensor is connected or disconnected. Given the source model,
Lcritical decreases with the decision threshold. We place the two
collaborating physical sensors (s1 and s2) of a virtual sensor
along the X-axis of a Cartesian coordinate system (as shown
in Fig. 4) with the mid point of the line segment s1s2 at the
origin of the system.
1) When A is connected: When the distance between two
collaborating sensors is less than Lcritical, A is connected, as
shown in Fig. 4(a). We know that all the points on the boundary
of A have the same sensing intensity, which we denote as
Ithreshold 2. Any point inside or outside A has the sensing
e1 e2
e1 e2
e1 e2
Fig. 2. Illustration of barrier information coverage. The destination side of
the barrier is the line segment e1e2. (a) Without sensor collaborations, the
barrier is not covered. (b) Without well-planned sensor collaborations, the
barrier is not covered. (c) Barrier is information-covered with well-planned
sensor collaborations.
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Fig. 3. Illustration of coverage regions of virtual sensors with their associated
physical sensors at different positions. X-axis is in parallel to the destination
side of the barrier. The relative positions of two sensors are as follows: (a)
L =1 .14 units, θ =0 ;( b )L =2units, θ =0 ;( c )L =1 .14 units, θ = π
2 ;
and (d) L =1 .14 units, θ = π
4 . We assume the noise follows a normal
distribution with zero mean and standard deviation of
√
2
2 mW. The decision
threshold for a noColl sensor and a virtual sensor is 1.65 mW and 2.06 mW,
respectively. This is to make sure that Pf =0 .01 for both noColl and virtual
sensors. The radius of a noColl sensor’s coverage region is 0.39 units.
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Fig. 4. Illustration of A and Asub of a virtual sensor. A is shown as the
shaded region and Asub is constituted of discs and line segments.
intensity larger or smaller than Ithreshold 2.L e tc1 and c2 denote
the leftmost and rightmost point of A, respectively. It is easy
to show (see [25] for proof details) that both c1 and c2 are
along the X-axis and d(c1,s 1)=d(c2,s 2)  Rsub. The sensing
intensity at c1 and c2 is
Ithreshold 2 = I(d(c1,s 1),d(c1,s 2)) = I(d(c2,s 1),d(c2,s 2)). (8)
Let  s1 and  s2 denote the disc centered at sensor s1 and
s2, respectively, with a radius of Rsub. We have the following
lemmas.
LEMMA 1: Both  s1 and  s2 are subsets of A.
Proof: Consider any point b inside or on the boundary of
disc  s1.W eh a v ed(b,s1)  Rsub = d(c1,s 1) and d(b,s2) 
d(b,s1)+d(s1,s 2)  d(c1,s 1)+d(s1,s 2)=d(c1,s 2).F r o m
the deﬁnition of sensing intensity in Section III-B, we know
I(d(b,s1),d(b,s2))  I(d(c1,s 1),d(c1,s 2)) = Ithreshold 2. (9)
This means that b is covered by the virtual sensor. As a result,
the entire disc of  s1 is covered by the virtual sensor. Similarly,
we can prove that the entire disc of  s2 also is covered by the
virtual sensor.
LEMMA 2: When A is connected, the line segment s1s2 is a
subset of A.
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Assume there exists a point b on the line segment s1s2 that is
not covered by the virtual sensor, i.e.,
I(d(b,s1),d(b,s2)) <I threshold 2. (10)
Consider any other point t on the line that is perpendicular to
and intersects with s1s2 at point b. Since d(t,s1)  d(b,s1)
and d(t,s2)  d(b,s2), the sensing intensity at t is
I(d(t,s1),d(t,s2))  I(d(b,s1),d(b,s2)) <I threshold 2. (11)
This means that t also is not covered by the virtual sensor. As
a result, none of the points on the line that is perpendicular to
and intersects with s1s2 is covered. Thus, A is disconnected,
which contradicts with the assumption that A is connected.
THEOREM 1: When A is connected, Asub = s1s2∪ s1∪ s2
is a subset of A.
The proof of this theorem is straightforward by applying
Lemmas 1 and 2.
2) When A is disconnected: When the distance between
two collaborating sensors is larger than Lcritical, A becomes
disconnected, as shown in Fig. 4(b). Note that Lemma 1 still
holds in this situation. Let c3 and c4 denote the rightmost
point in the left component and the leftmost point in the right
component of A, respectively. Again, it is easy to show (see
[25] for details) that both c3 and c4 are along the X-axis and
d(c3,s 1)=d(c4,s 2)  Q. The sensing intensity at c3 and c4
is equal to Ithreshold 2 since both c3 and c4 are on the boundary
of A. We have the following lemma.
LEMMA 3: When A is disconnected, line segments s1c3 and
c4s2 are subsets of A.
Proof: Consider any point b on the line segment s1c3
other than s1 and c3.W eh a v ed(b,s1) <d (c3,s 1) <
d(c3,s 2) <d (b,s2). From the deﬁnition of sensing intensity
in Section III-B, we know that the sensing intensity at b is
I(d(b,s1),d(b,s2)) =
 
1
d(b,s1)α +
1
d(b,s2)α
 
· Φ, (12)
where Φ=Ω dα
0 is a constant. Because when α>0 and z>0,
the following always holds:
 
1
(x − z)α −
1
xα
   
 
 
 
x>z
< 0, (13)
we have:
1
(d(c3,s 1) − d(c3,b))α −
1
d(c3,s 1)α
>
1
d(c3,s 2)α −
1
(d(c3,s 2)+d(c3,b))α
=⇒
1
d(b,s1)α −
1
d(c3,s 1)α >
1
d(c3,s 2)α −
1
d(b,s2)α
=⇒
1
d(b,s1)α +
1
d(b,s2)α >
1
d(c3,s 1)α +
1
d(c3,s 2)α
=⇒ I(d(b,s1),d(b,s2)) >I threshold 2.
(14)
We also know that points s1 and c3 are covered by the virtual
sensor. This means that the entire line segment of s1c3 is
covered by the virtual sensor. Similarly, we can prove that the
entire line segment of c4s2 also is covered.
THEOREM 2: When A is disconnected, Asub = s1c3 ∪c4s2 ∪
 s1 ∪  s2 is a subset of A.
The proof of this theorem is straightforward by applying
Lemmas 1 and 3.
Note that the above theorems about Asub always hold re-
gardless of the values of L and α, while Rsub and Q vary with
them. Since we are particularly interested in α = 1 or 2 in this
paper, we give the corresponding results below:
• when α =1 , Rsub =
2Φ+
√
4Φ2+L2I2
threshold
2Ithreshold − L
2, and Q =
L
2 −
 
L2
4 − LΦ
Ithreshold, and
• when α =2 , Rsub = 1
2
 
4Φ+L2Ithreshold+4
√
ΦIthresholdL2+Φ2
Ithreshold −
L
2, and Q = L
2 − 1
2
 
4Φ+L2Ithreshold−4
√
ΦIthresholdL2+Φ2
Ithreshold ,
where Φ=Ω dα
0 is a constant.
D. Determining |PAsub|
LEMMA 4: The barrier projection of A’s subset is a subset
of the barrier projection of A.
The proof of this lemma is straightforward and omitted due
to space limitation. Therefore, PAsub is a subset of PA and
|PAsub| is a lower bound for |PA|. Assume that the coordinates
of s1 and s2 are (x1,y 1) and (x2,y 2), respectively. We have
the following results.
1) When A is connected: When A is connected, Asub also
is connected, and hence PAsub is a single line segment. The
X-coordinates of the left and right end points of PAsub are:
 
x  =
x1+x2
2 − Rsub − L
2
 
 cosθ
 
 ,
xr =
x1+x2
2 + Rsub + L
2
 
 cosθ
 
 ,
(15)
where  
L =
 
(x1 − x2)2 +( y1 − y2)2,
θ =a r c t a n
 
y1−y2
x1−x2
 
,
(16)
and Rsub varies with α and is given in the previous section.
Therefore, we have
|PAsub| = xr − x  =2 Rsub + L|cosθ|. (17)
2) When A is disconnected: When A is disconnected, Asub
has two disconnected symmetric components, denoted as Asub1
(containing s1) and Asub2 (containing s2). However, PAsub may
be connected or disconnected, depending on the value of θ.
This means that the barrier projections of Asub1 and Asub2
may or may not overlap.
When −π
2  θ  π
2, the X-coordinates of the left and right
end points of the barrier projections of Asub1 and Asub2 are:
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
x 1 =
x1+x2
2 − L
2 cosθ − Rsub,
xr1 =
x1+x2
2 − L
2 cosθ +m a x{Qcosθ,Rsub},
x 2 =
x1+x2
2 + L
2 cosθ − max{Qcosθ,Rsub},
xr2 =
x1+x2
2 + L
2 cosθ + Rsub,
(18)
where Rsub and Q vary with α and are given in the previous
section. We can see that when cosθ  2Rsub
L , the barrier
projections of Asub1 and Asub2 overlap and PAsub becomes a
single line segment. Therefore, we have
|PAsub| =
⎧
⎨
⎩
xr2 − x 1 =2 Rsub + Lcosθ if cosθ 
2Rsub
L ,
xr2 − x 2 + xr1 − x 1
=2 Rsub +2m a x{Qcosθ,Rsub} else.
(19)
Similar calculations can be done for θ>π
2 or θ<−π
2.
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We propose to use |PAsub| to approximate |PA|.N o ww eu s e
numerical study to evaluate the accuracy of such approxima-
tion, i.e., to evaluate the tightness of |PAsub| as a lower bound
for |PA|. In this section and the rest of this paper, we will only
show the results for α =1since the results for α =2show
similar trends.
We plot |PA| and |PAsub| for different L and θ in Fig. 5(a)
and (b), respectively. We have a couple of observations. Firstly,
results show that |PA| and |PAsub| are close to each other for
different L and θ, meaning that |PAsub| is a tight lower bound
for |PA| and can approximate it well. Secondly, the length
of the barrier projection of the coverage region of a virtual
sensor reaches the maximum when the distance between its
two collaborating physical sensors is about Lcritical and when
the two collaborating sensors are along a line that is in parallel
to the destination side of the barrier (i.e., θ =0 ).
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Fig. 5. The comparison between |PA| and |PAsub| for different L and θ.
Note that when θ =0 , |PA| = |PAsub|.
Fig. 6 gives a more comprehensive view of the tradeoff be-
tween the length of the barrier projection of the coverage region
and the sensor positions. In this ﬁgure, the ﬁrst collaborating
sensor sits at (0,0) on the X-Y plane at the bottom, where
the X-axis is parallel to the destination side of the barrier. The
second sensor sits at (x,y).L e t|PN| denote the length of the
barrier projection of the coverage region of these two sensors
when they are not collaborating with each other. Fig. 6(a) plots
the ratio of |PA| to |PN| when the second sensor sits at different
positions. The contour curve at the bottom shows when the
ratio is one. In other words, only when the second sensor
sits inside the contour curve, the collaboration between these
two sensors results in a longer length of the barrier projection
of the coverage region, thus improving the barrier coverage
performance. Fig. 6(b) plots the ratio of |PAsub| to |PN| and
we can see that the shape of the surface is similar to that in
Fig. 6(a) and the contour curve approximates well the contour
curve in Fig. 6(a).
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Fig. 6. Comparison of |PA| and |PAsub| for different sensor positions. The
ﬁrst collaborating sensor sits at (0,0) on the X-Y plane and the second one
sits at (x,y). |PN| is the length of the barrier projection of the coverage region
of these two sensors when they are not collaborating with each other.
V. A PRACTICAL SOLUTION TO FIND A BARRIER
INFORMATION COVERAGE SET (BICS)
In this section, we describe a practical solution to ﬁnd a set
of active sensors to information-cover a barrier, i.e., a Barrier
Information Coverage Set (BICS). The goal is to ﬁnd a BICS
consisting of as few active sensors as possible, thus prolonging
the sensor network lifetime.
The problem of ﬁnding a BICS is more challenging than
ﬁnding a conventional barrier coverage set under the 0/1
disc sensing model. Under the 0/1 disc sensing model, the
coverage radius of an active sensor is usually ﬁxed. By contrast,
when considering information coverage under the probabilistic
sensing model, the detection thresholds and consequently the
sensors’ coverage regions depend on the number of virtual and
noColl sensors participating in the information coverage. In the
case of virtual sensors, their coverage regions also depend on
the relative positions of collaborating sensors. Moreover, the
number of active sensors needed to constitute a BICS and the
collaboration patterns for the virtual sensors are not predictable
in practice. Thus, the underlying coverage graph is not known
and it is very difﬁcult, if not impossible, to enumerate all
possible scenarios and ﬁnd the optimal BICS that consists of
minimum number of active sensors. For this reason, we propose
a heuristic algorithm to ﬁnd an appropriate BICS. Simulation
results in Section VI show that the proposed algorithm can
reduce the number of active sensors needed to cover the barrier
and prolong the sensor network lifetime effectively.
A. The Proposed Algorithm
Our proposed algorithm to ﬁnd a BICS requires the location
information about all sensors and the barrier. The system’s tar-
get false detection threshold and the target detection probability
by a virtual or noColl sensor are also known. The pseudo-code
of the algorithm is shown in Algorithm 1.
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Input
1: All sensors’ locations: (si.x,si.y) for 1  i  N
2: System’s target false detection probability: P
max
FD
3: Target detection probability by a virtual or noColl sensor: P
min
D
4: Destination side of the barrier: D
Initialization
1: Quota =1 ; Cov = ∅
2: si.Neighbor = sensor si’s communication neighbors
3: PAsub(si,sj) = ∅ for 1  i,j  N
Main Loop
1: while 0 < Quota <Ndo
2: Calculate T1 and T2 so that 1 − (1 − Pf)Quota = P
max
FD
3: Calculate the coverage radius (Rs) of a noColl sensor
4: for i,j =1to N do
5: if (sj / ∈ si.Neighbor) | (|PAsub(si,sj)|  4Rs) then
6: PAsub(si,sj) = ∅
7: end if
8: if i == j then
9: PAsub(si,si) =[ si.x − Rs,s i.x + Rs]
10: end if
11: end for
12: k =0 ; Cov = ∅; Partner = ∅
13: Ψ={<s i,s j >} for 1  i,j  N
14: while (D   Cov) & (max<si,sj>∈Ψ
 
 PAsub(si,sj) ∩ Cov
 
  >
0) & (k<Quota) do
15: <s
∗
i,s
∗
j >=a r gm a x <si,sj>∈Ψ
   PAsub(si,sj) ∩ Cov
   
16: Cov = Cov ∪P Asub(s∗
i ,s∗
j )
17: Partner = Partner ∪ <s
∗
i,s
∗
j >; Ψ=Ψ − <s
∗
i,s
∗
j >
18: k = k +1
19: end while
20: if D⊆Cov then
21: Quota =0 /∗ BICS found ∗/
22: else if max<si,sj>∈Ψ
   PAsub(si,sj) ∩ Cov
    > 0 then
23: Quota = Quota +1 /∗ not enough Quota ∗/
24: else
25: Quota =0 ; Partner = ∅ /∗ BICS not found ∗/
26: end if
27: end while
Output
1: If Partner  = ∅, use the sensors in Partner to information-cover
the barrier
2: If Partner = ∅, the barrier cannot be information-covered
As shown in the pseudo-code, the algorithm operates by
rounds and uses a variable called Quota, initially set to one
and increased by one at each round, to denote the maximum
number of virtual and noColl sensors to be considered at a
round. Thus, at each round, based on the speciﬁed Quota,w e
can determine the detection thresholds for virtual and noColl
sensors and consequently the coverage radius (Rs) of a noColl
sensor and the coverage region of a virtual sensor. Note that
only the virtual sensors whose coverage region has a barrier
projection longer than 4Rs (i.e., twice that of a noColl sensor)
may be part of a BICS. This is because a virtual sensor consists
of two physical sensors and the collaboration between them
consumes extra energy.
We use Partner to denote the set of selected virtual and
noColl sensors and use Cov to denote the portion of the
destination side of the barrier that has been covered by the
barrier projections of the coverage regions of the selected
sensors. At the beginning of each round, both Partner and Cov
are set to empty. Then, under the Quota speciﬁed for the round,
we search for a BICS in a greedy manner as follows. We always
select a virtual or noColl sensor whose coverage region may
increase Cov the most, and add it to Partner. A round ends
when one of the following three events occurs:
• If Cov covers the entire destination side of the barrier, the
algorithm halts and the Partner is output as a BICS.
• If Cov does not cover the destination side of the barrier,
and if the number of selected virtual or noColl sensors is
equal to the Quota speciﬁed for the round, while one of
the remaining sensors may improve Cov further, we know
that the current Quota is not large enough. Thus, Quota
is increased by one and the algorithm continues.
• If Cov does not cover the destination side of the barrier,
while none of the remaining sensors can increase Cov
further, the algorithm halts and we claim that a BICS
cannot be found.
Note that this algorithm may also be used to ﬁnd the
conventional barrier coverage set for non-collaborative sensors
with little modiﬁcation that only noColl sensors are considered
when updating Partner.
B. Energy Consumption for Sensor Collaborations
After ﬁnding a BICS using the proposed algorithm, the
sensor network uses the sensors selected in the BICS to
information-cover the barrier. These sensors operate contin-
uously until batteries die out. Then, a new BICS will be
selected using the proposed algorithm and the sensors selected
in the new BICS will be used to information-cover the barrier.
The process continues until the barrier cannot be information-
covered by the remaining sensors in the network.
To operate as a virtual sensor, two physical sensors col-
laborate with each other by exchanging the sensed readings.
If the sum of the sensed readings is larger than the detec-
tion threshold (T2), a detection decision is made. This also
means that virtual sensors may improve the barrier coverage
performance but at the expense of extra energy consumption
for exchanging information between collaborating sensors. We
propose a scheme to suppress the message exchanges between
collaborating sensors as follows. If a physical sensor is to
collaborate with another physical sensor to operate as a virtual
sensor, it sends its sensed reading (x) to its collaborator sensor
only when x  T2
2 . This makes sense because if a virtual
sensor makes a detection decision based on the sum of the
sensed readings of two collaborating sensors, at least one of
the readings should be larger than or equal to T2
2 . This way,
the energy consumed for exchanging sensed readings between
collaborating sensors may be reduced signiﬁcantly. Next, we
use an example to support the above explanation.
Consider a BICS consisting 12 virtual sensors and 17 noColl
sensors to information-cover a barrier with the size of 20 × 2
units, as shown in Fig. 7(c). Assume that virtual and noColl
sensors have the same false detection probability (Pf). If the
system’s target false detection probability is Pmax
FD =0 .05 and
the background noise follows a normal distribution with zero
mean and standard deviation of
√
2
2 mW, we can determine
that the maximum false detection probability for each virtual
or noColl sensor is Pmax
f =0 .0018. Hence, according to
Eq. (4), the decision threshold for each virtual sensor is T2 =
2.915 mW. Using the above message suppression scheme, a
physical sensor only needs to send out its sensed reading when
it exceeds T2
2 = 1.4575 mW. This means that when there is
no target in the barrier, a physical sensor will send its reading
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2 · erfc
 T2
2
 
≈ 0.02 at each sensing
cycle, where erfc(·) is the complementary Gauss error function.
Suppose the sensing frequency is 25 Hz. According to [26],
the data rate of a MICA2 mote is 38.4 kbps, a packet with
maximum payload has the size of 34 bytes, and maximum
transmit power is 81 mW. Then, energy consumption for
sending a message is at most 34×8×81
38400 =0 .574 mJ and average
power consumption for sending messages for collaborations is
less than 34×8×81×0.02×25
38400 =0 .287 mW. Such a small power
consumption is almost negligible comparing to the power
consumption (about 54 mW) by other components of a MICA2
mote, including processor, radio receiver and sensor board.
VI. PERFORMANCE EVALUATION
We develop a custom simulator based on MATLAB and use
it to evaluate the performance of our proposed algorithm. In
the simulation, we randomly deploy N sensors in a rectangular
barrier with a length of 20 units and a width of 2 units,
as shown in Fig. 7(a). Note that our algorithm works for
any sensor distribution as long as the sensor locations after
deployment are known. The system’s target false detection
probability is Pmax
FD = 0.05 and the target probability of
detection by a virtual or noColl sensor is Pmin
D = 0.9. The
signal amplitude of the target is Ω=100 mW and the small
constant d0 in the source model is set to 0.01 units. Assume
that the background noise follows a normal distribution with
zero mean and a standard deviation of
√
2
2 mW. We only show
the simulation results for the decay exponent of α = 1 because
the results for α = 2 show similar trends.
A. Coverage Snapshots
Before discussing the simulation results in detail, we ﬁrst
present in Fig. 7 the coverage snapshots when our proposed
algorithm is used to ﬁnd BICS for a particular sensor net-
work deployment. Fig. 7(a) shows 200 sensors deployed in
a rectangular barrier with the size of 20 × 2 units. Fig. 7(b)
shows that, without using virtual sensors, 54 noColl sensors are
needed to cover the barrier. In contrast, with the help of sensor
collaborations and virtual sensors, 12 virtual sensors (each of
them consists of two collaborating physical sensors) and 17
noColl sensors are needed to cover the barrier. This means that
only a total of 41 physical sensors need to be active to provide
the desired barrier coverage. This example scenario clearly
demonstrates (i) the effectiveness of information-coverage and
sensor collaborations in reducing the number of active sensors
needed to cover the barrier and (ii) the effectiveness of our pro-
posed algorithm in ﬁnding a proper BICS. Similar observations
are made throughout our simulation study.
Next, we present the simulation results for different sce-
narios, which are averaged over 200 different sensor network
deployments unless speciﬁed otherwise. We compare two
different coverage schemes: (i) Non-Collaborative – barrier
coverage with noColl sensors only; and (ii) Collaborative –
barrier coverage with both virtual and noColl sensors.
B. Comparison of PBICS
Due to randomness in sensor deployment, it is impossible
to guarantee that the barrier is covered with probability one
with ﬁnite number of sensors, unless each active sensor can
cover the entire barrier. However, physical limitations prohibit
such large coverage region. This motivates us to study the
barrier information coverage from a probabilistic perspective.
Let PBICS denote the probability that a BICS can be found
using our proposed algorithm. Fig. 8(a) plots PBICS for different
number of sensors deployed in the barrier.
As shown in Fig. 8(a), PBICS increases monotonously with
the number of deployed sensors for both schemes. In general,
with fewer sensors deployed in the barrier, it is more difﬁcult
to ﬁnd a BICS. Introduction of virtual sensors helps improve
the barrier coverage performance. For example, when there
are 140 sensors in the barrier, PBICS for non-collaborative and
collaborative schemes is about 12% and 57%, respectively.
In Fig. 8(b), the number of deployed sensors to ﬁxed to
140 and we vary the width of the barrier from 2 to 90 units
and correspondingly the sensor network density from 3.5 to
0.078 per square unit. We can see that for the non-collaborative
scheme, PBICS is almost invariant with the barrier width. This
is because a noColl sensor does not collaborate with others.
As a result, the barrier coverage performance of the non-
collaborative scheme does not depend on the area density of
the noColl sensors in the two-dimensional barrier, but the line
density of the noColl sensors projected on the destination side
of the barrier, which does not change with the barrier width. In
comparison, for the collaborative scheme, PBICS decreases with
the barrier width. This is because as the sensor network gets
more sparse, it becomes more difﬁcult for a sensor to ﬁnd a
proper collaborating partner to increase the coverage region. In
the extreme cases when the barrier width is larger than about
64 units, sensors are too far away from each other to form
any beneﬁcial collaborations between them. Hence, no virtual
sensors will be part of the BICS and the collaborative scheme
becomes equivalent to the non-collaborative scheme.
C. Comparison of Network Lifetime
From Fig. 8(a), we know that in order to guarantee barrier
coverage with a very high probability, a sufﬁciently large
number of active sensors are needed. For the barrier simulated
in our study, at least 250 active sensors are needed. Next, we
vary the number of deployed sensors from 250 to 1000 and plot
the number of disjoint BICS’s for both schemes in Fig. 9(a).
Clearly, comparing with the non-collaborative scheme, the
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(a) 200 physical sensors are deployed to cover a barrier.
0 2 4 6 8 10 12 14 16 18 20
0
1
2
(b) A BICS consisting of noColl sensors only.
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(c) A BICS consisting of both virtual and noColl sensors.
Fig. 7. Coverage snapshots for a given sensor network deployment. Shaded
areas represent the coverage regions. Collaborating physical sensors associated
to the same virtual sensor are connected with a solid line. (a) 200 sensors
(shown as dots) are randomly deployed in a barrier with the size of 20 × 2
units. (b) Without using virtual sensors, the BICS selected by our algorithm
consists of 54 noColl sensors. (c) By using virtual sensors, the BICS consists
of 12 virtual sensors and 17 noColl sensors.
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Fig. 9. Comparison of sensor network lifetime. (a) # of disjoint BICS’s vs.
# of deployed sensors (N); and (b) Normalized network lifetime vs. energy
consumption for sending one message.
collaborative scheme uses fewer physical sensors to cover
the barrier with the help of virtual sensors and increases the
number of disjoint BICS’s by about 50% on average.
The number of disjoint BICS’s is in direct relation to the
sensor network lifetime. We deﬁne the network lifetime as
the time when the remaining sensors in the network cannot
cover the barrier any more. We assume that the lifetime of
a BICS equals the lifetime of a virtual sensor because the
physical sensors associated with a virtual sensor consumes
more power than noColl sensors due to collaboration. Since
each BICS can cover the barrier, the network lifetime is the sum
of the lifetimes of successive BICS’s selected by our algorithm.
In this study, we only consider the energy consumption for
sensing, collaborative decision making and sensor’s regular
operations e.g. CPU and radio. The energy consumed for a
sensor to report its detection to the sink is not considered as it
varies with the routing and aggregation methods used. Once the
methods are known, they can be incorporated into our energy
consumption study without much difﬁculty.
We assume that the power consumption for sensing, process-
ing and receiving is 54 mW [26]. To illustrate the overhead of
extra energy consumption for sensor collaboration, we assume
that the target rarely appears in the barrier. Fig. 9(b) compares
the network lifetime for different energy consumption for
sending a message (Emsg) from 0.1 to 1000 mJ and for different
sensing frequencies (fs) from 1 to 25 Hz. Each point in the
ﬁgure is normalized to the network lifetime with the non-
collaborative scheme. The collaboration cost for using virtual
sensors increases as Emsg and/or fs increase. As shown in
the ﬁgure, when Emsg is low, the collaborative scheme always
outperforms the non-collaborative scheme regardless of fs.O n
the other hand, the network lifetime with the collaborative
scheme drops below the non-collaborative scheme as Emsg
increases and the drop occurs at a smaller Emsg value when
fs is higher. This implies that the collaborative scheme works
the best for sensor networks with small energy consumption
for sending a message and low sensing frequency. Recall that
in the example given in Section V-B, Emsg is at most 0.574 mJ
for a MICA2 mote to send a message. Fig. 9(b) reads that the
collaborative scheme can improve the lifetime of a MICA2-
based sensor network deployed for barrier coverage by about
40% even at a relatively high sensing frequency of 25 Hz,
which is consistent with our discussion in the example.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we conduct extensive analytical and simulation
studies on exploring sensors’ collaborations and information
fusion to improve the barrier coverage and extend the sensor
network lifetime. We study the coverage region of a virtual
sensor and its effect on the coverage performance. We derive
an effective lower bound to approximate the projection length
of the coverage region on the destination side of the barrier,
based on which we propose a practical algorithm to operate
the sensor network to information-cover the barrier with fewer
active sensors, thus prolonging the network lifetime. The
effectiveness of our solution is supported by numerical and
simulation results. Future work includes design of a distributed
algorithm for ﬁnding the barrier information coverage set and
extension of the study to strong barrier coverage.
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