We consider the problem of globally scheduling hard real-time sporadic DAG task systems on multiprocessors. Existing techniques show that analyzing the DAG model is fundamentally more challenging compared to the ordinary sporadic task model, due to the complex intra-DAG precedence constraints which may cause rather pessimistic schedulability loss. However, such increased loss is counterintuitive because the DAG structure shall better exploit the parallelism provided by the multiprocessor platform. In this work, we present a set of novel scheduling and analysis techniques for better supporting hard real-time sporadic DAG tasks on multiprocessors, through smartly defining and analyzing the execution order of subtasks in each DAG. Interestingly, when each DAG task only contains a single subtask, the proposed utilization-based schedulability test becomes identical to the density test.
Introduction
In many real-time and embedded systems, applications are defined using processing graphs to better exploit the parallel computing capability provided by the multicore hardware. The scheduling and schedulability analysis of the real-time DAG (directed acyclic graph) model, which is defined to accurately capture such graph structure and intra-graph precedence constraints, have received much recent attention [1] , [2] . Although the development of such works represents a major and promising step towards better supporting real-time DAG tasks on multiprocessors, they fundamentally suffer from intra-DAG precedence constraints and may exhibit pessimistic schedulability loss. By comparing such DAG-based tests with the tests developed for ordinary sporadic tasks, it is not hard to observe that the schedulability loss becomes much more significant (also directly noted in [1] , [2] ).
However, such increased schedulability loss is counterintuitive. If a DAG task system contains the same amount of workload as an ordinary sporadic task system, then the DAG task system shall be easier to be schedulable because a DAG task may better exploit the parallelism provided by multiprocessors. In this work, we propose a set of novel scheduling methods and analysis techniques that enable the system to take the intuitive advantage of the parallelism benefits for executing DAG tasks on multiprocessors. There are two major components in our proposed approach: a Lazy-Cpath policy and a new executing/non-executing interval-Work supported by NSF grant CNS 1527727 and CNS CAREER 1750263. based analysis technique. The intuitive idea behind the Lazy-Cpath policy is to smartly define the execution order of ready jobs of subtasks belonging to the same DAG. By applying the Lazy-Cpath policy, intuitively, the resulting GEDF schedule would allow us to analyze the DAG tasks while mostly ignoring the complex intra-DAG precedence constraints. Combining the Lazy-Cpath policy with a novel executing/non-executing interval-based analysis technique, our developed analysis can more precisely characterize the workload distribution in the analysis window of interest, which yields a rather efficient schedulability test. Our contributions. In this paper, we develop a utilizationbased schedulability test for hard real-time (HRT) sporadic DAG task systems scheduled on a multiprocessor with M identical cores under GEDF. Specifically, we show that any HRT DAG task system τ is schedulable under GEDF with the Lazy-Cpath policy, if for every task τ k ∈ τ ,
holds, where η i is defined in Eq. 4 and σ k denotes the total utilization of subtasks on the critical path (defined in Def. 2) of DAG τ k . This schedulability test can be view as the DAG version of the schedulability test derived for the ordinary sporadic task model given in [3] , through replacing the constraint of σ k in Eq. 1 by τ k 's utilization.
State-of-the-Art. There exist two utilization-based schedulability tests [1] , [2] for dealing with GEDF-scheduled HRT DAG task systems on multiprocessors. In [1] , Li et al. proved that if an implicit-deadline DAG task system has a total utilization of at most M 4− 2 M and each task's critical path length is no longer than 1 4− 2 M of its deadline, it can be scheduled on a multiprocessor with M ≥ 2 processors under GEDF. In [2] , Chen and Agrawal claimed that if the total utilization of a DAG task system is at most
where Δ max is the maximum critical path utilization of the task system, then the implicit deadline DAG task system can be feasibly scheduled under GEDF on M processors. Both tests show that the complex intra-DAG precedence constraints may cause rather pessimistic schedulability loss. Essentially, any DAG task system with a total utilization larger than M 3 will fail to pass the schedulability test provided in [1] ; while any DAG task system with a total utilization larger than 2M 3 will fail to pass the schedulability test provided in [2] , even if each DAG task only contains a single subtask.
On the other hand, our proposed test given by Eq. 1, does not have such constraints on the system utilization. An observation on Eq. 1 is that a DAG task system may be able to pass our schedulability test even its total utilization approaches to M , when its maximum critical path utilization of the task system is small enough. The implication herein is very interesting, i.e., when the DAG tasks have large degrees of parallelism, they may have a better chance of passing our test because the maximum critical path utilization of the task system may tend to be small in this case. This also complies with the important intuition that running parallel workloads on multiprocessors shall have advantages, as the computing parallelism capacity provided by the hardware can be well utilized by parallel workloads such as DAG tasks.
Interestingly, our test can be generalized to the classical density test 1 [4] designed for ordinary sporadic task systems. When each DAG task only contains a single subtask, the schedulability condition Eq. 1 becomes identical to the density test. Intuitively, under our proposed analysis techniques, the complex intra-DAG precedence constraints do not impose additional pessimism in the schedulability analysis.
System Model
We consider the problem of scheduling a set τ = {τ 1 , . . . , τ n } of n independent sporadic DAG tasks on M identical processors. Each task τ i is specified by a tuple
is a DAG whose structure is defined by a set of subtasks V i and a set of edges E i connecting these subtasks, and d i and p i denote the relative deadline and period of DAG τ i , respectively. Let τ k i denote the k th subtask of τ i and τ k i,j denote the j th job of τ k i . A directed edge from subtask τ k i to τ h i implies that τ k i is a predecessor subtask of τ h i (also τ h i is a successor subtask of τ k i ). Thus, for any j, job τ k i,j is a predecessor job of τ h i,j . Any job of any subtask is ready to start executing if all of its predecessor jobs have completed. Each sporadic DAG task τ i generates an infinite sequence of dag-jobs, with arrival times of successive jobs separated by at least p i time units. Clearly, each dag-job released by τ i is composed by |V i | jobs belonging to the |V i | subtasks. Thus, the j th jobs of all subtasks in τ i share a same release time denoted by r i,j and a same absolute deadline denoted by d i,j = r i,j + d i . Each subtask has a worst case execution time e k i . Our DAG model allows multiple source subtasks (i.e., those with no predecessor subtask) and sink subtask (i.e., with no successor subtask) are allowed in our general DAG model. In this paper, we focus our attention on implicit-deadline DAG task systems, where d i = p i holds for all DAG tasks.
The length of this chain is defined to be the sum of the execution times 1 . Under the density test, an implicit-deadline sporadic task system is schedulable under GEDF if Usum ≤ M − (M − 1) · umax holds, where umax denotes the maximum task utilization in the system. of all the subtasks on the chain: z u=1 e xu i . We denote by
. . , τ x k i } the longest chain, named the critical path of DAG τ i . Let len(Cpath i ) denote the length of Cpath i . Each DAG has only one critical path. Note that there may exist multiple paths with the same maximum length among all paths in a DAG task. In such cases, we arbitrarily select one from them as the only critical path of this DAG.
represents the total utilization of subtasks on the critical path of τ i .
We now define several additional terminologies for the DAG task model:
The total utilization of the DAG task system is
• For a sporadic DAG task system τ , we define its maximum cp-utilization σ max (τ ) to be the largest cp-utilization of any task in τ : σ max (τ ) = max τi∈τ σ i . We require len(Cpath i ) ≤ p i , and U sum ≤ M ; otherwise, deadlines will be missed. Successive dag-jobs released by the same DAG are required to execute in sequence. We study the DAG task system under preemptive GEDF scheduling: dag-jobs with earlier deadlines are assigned higher priorities. Note that all jobs released by the subtasks in a DAG inherit the same priority assigned to the corresponding dag-job. We assume that ties are broken by task ID (lower IDs are favored). Throughout the paper, we assume that time is integral. Thus, a job that executes at time instant t executes during the entire time interval [t, t + 1).
Subtask Ordering: The Lazy-Cpath Policy
Due to intra-DAG precedence constraints, analyzing the schedulability of DAG task systems on a multiprocessor could be more challenging compared to the case of ordinary sporadic tasks. Designing a good scheduler is critical to develop a corresponding efficient schedulability test. Our goal is thus to design a smarter runtime scheduler that efficiently supports DAG task scheduling on multiprocessors. In the rest of this section, we propose a Lazy-Cpath policy to precisely define the execution order of subtasks in a DAG. By combing the Lazy-Cpath policy with GEDF, the resulting scheduler yields several important properties about the execution behavior of the DAG tasks, which enable us to ultimately develop significantly improved schedulability tests.
The Lazy-Cpath Policy
We now formally define the Lazy-Cpath Policy and derive its beneficial properties that enable us to develop an efficient schedulability test. The Lazy-Cpath policy: Under the Lazy-Cpath policy, at any time instance, ready jobs of subtasks on a DAG's critical path has the lowest priority among all ready jobs of subtasks belonging to the same DAG. Note that for any DAG, at most one subtask on its critical path could have a ready job, because subtasks on any DAG's critical path form a single chain of subtasks whose released jobs must be executed sequentially. Thus, under the Lazy-Cpath policy, GEDF works as follows: at each time instant, the scheduler first tries to schedule as many ready jobs with the earliest deadlines; if the number of such ready jobs is larger than M , then GEDF first schedules ready jobs of subtasks that are not on the critical path of the corresponding DAG. Let CP-GEDF denote the scheduling strategy after applying the Lazy-Cpath policy to GEDF. According to the above definition, the Lazy-Cpath policy does not define specific execution order among jobs of subtasks that are not on the critical path. Rather, it forces the ready jobs of subtasks on the critical path of each DAG to have the lowest priority among all ready jobs belonging to that DAG. Thus, under the Lazy-Cpath policy, jobs of subtasks on the critical path of any DAG are executed as the last among all ready jobs of that DAG. Also note that for each dag-job, any executing jobs of subtasks on the DAG's critical path may be preempted by newly released (and ready) jobs of subtasks which are not on the DAG's critical path. Example 1. Fig. 1 shows that an example DAG τ 1 scheduled on 2 processors under CP-GEDF. The DAG structure is shown in Fig. 1(a) , where vertices are labeled with the corresponding execution times. The critical path of τ 1 is τ 1 1 ⇒ τ 5 1 ⇒ τ 6 1 . Fig. 1(b) shows the schedule for the first dag-job of τ 1 . As seen in the figure, τ 5 1,1 starts executing at time instant 10. But according to the Lazy-Cpath policy, it gets preempted by τ 3 1,1 and τ 4 1,1 at time instant 15.
Beneficial Properties of the Lazy-Cpath policy
The CP-GEDF schedule has two beneficial properties. Let τ x1 i,j , τ x2 i,j , . . . , τ x k i,j denote the jobs of subtasks on the critical path for any dag-job τ i,j . Let t xu i,j denote the time instant when τ xu i,j starts executing. Property 1. If we schedule a set τ = {τ 1 , . . . , τ n } of n independent sporadic DAG tasks on M identical processors under CP-GEDF, any job τ
belonging to the critical path of dag-job τ i,j becomes ready when its predecessor job τ xu i,j belonging to the critical path completes.
Property 2. If we schedule a set τ = {τ 1 , . . . , τ n } of n independent sporadic DAG tasks on M identical processors under CP-GEDF, a dag-job τ i,j of τ i completes its execution when the job τ x k i,j of the last subtask τ x k i on the critical path complete its execution.
Schedulability Analysis
We present our schedulability analysis for DAG task systems scheduled under CP-GEDF using window-based reasoning. Due to the complex DAG structure and intra-DAG precedence constraints, the original window-based reasoning could not precisely characterize the workload distribution in an analysis window. We first enhance this framework by developing an analysis technique based on a novel concept of executing/non-executing critical path interval.
Executing/non-executing intervals
is an executing critical path interval for τ i if the following three conditions hold: (i) a DAG job τ i,j of τ i is released at or before t 1 ; (ii) τ i,j completes its execution no earlier than t 2 ; (iii) jobs of subtasks on τ i 's critical path are executing continuously throughout this interval. Otherwise, if conditions (i) and (ii) hold, but no job of any subtask on τ i 's critical path executes at any time instant within [t 1 , t 2 ), then [t 1 , t 2 ) is a non-executing critical path interval for τ i . Based on Property 1, Property 2, Definition 3 and Definition 4, we derive the following critical property of the CP-GEDF schedule. Property 3. In the CP-GEDF schedule for a DAG task system τ , if [t 1 , t 2 ) is a non-executing critical path interval for τ i , then [t 1 , t 2 ) is a busy interval.
A Necessary Condition for Deadline Misses
We focus on analyzing what happens when a deadline is missed given any DAG task system τ scheduled under CP-GEDF on M identical processors. Let t d denote the first time instant in any such schedule S at which a deadline is missed. Let dag-job τ h,l be the one that misses its deadline d h,l at t d , which is released by task τ h at r h,l . Note that dagjobs with deadlines later than t d do not affect the scheduling of dag-jobs with deadlines no later than t d . Thus, we remove every dag-job with a deadline later than t d from S. The following lower bound on the average workload of a problem window can be observed in the schedule S, which is a necessary condition for τ h,l to miss its deadline. Based on Property 3, lemma 1 holds 2 . Lemma 1. Since τ h,l misses its deadline at t d ,
and W is the workload within [r h,l , t d ).
Window-based Analysis
We now present a window-based analysis for upperbounding the workload W within the problem window, which allows us to derive a schedulability test using Lemma 1. Our approach is fundamentally based on the windowbased reasoning framework which was first proposed by Baker [3] . For any DAG τ i that may execute in a problem window of interest, we divide this window into three subwindows including the head, the body, and the tail subwindow. The workload contributed by τ i in this window, denoted by W i , is the sum of the workload contributed by τ i within these three sub-windows. We seek to obtain a total upper bound on W i by separately upper-bounding the workload contribution of τ i in each sub-window. The head of a window
, if there exists a dag-job of DAG task τ i that is released at time t = t d − Δ − λ and 0 < λ < p i . Besides the head sub-window, the tail sub-window exists if τ i releases a dag-job before t d which has a deadline later than t d . The remaining interval within [t d − Δ, t d ) is defined to be the body sub-window. Note that τ i does not contribute any workload during the tail subwindow under CP-GEDF, since we already removed dagjobs with deadlines later than t d from S.
To derive a tighter upper bound on the workload with the head window, we apply the same window extension technique as first proposed in [3] . We extend the original problem window [r h,l , t d ) to find the maximal σ h -busy window:
l , which is defined as follows:
which has no longer downward extensions that are σ h -busy. Note that such a maximal σ h -busy window exists as at least [r h,l , t d ) serves as one.
2. Lemmas 1 -4 and Theorem 1 can be proved in the same manner as lemma 3, Lemma 9 -11 and Theorem 12 proved in [3] , respectively. Lemma 2. The carry-in workload ε i of τ i within the maximal σ h -busy window [t d − Δ, t d ) is upper bounded by
is no greater than
The following lemma is to upper-bound the average workload Wi Δ due to τ i within [t d − Δ, t d ). Similar to Lemma 3, this process is essentially the same for the DAG and the ordinary sporadic task models. 
A Utilization-based Schedulability Test
We now use Lemma 4 combined with Lemma 1 to derive a utilization-based schedulability test. Theorem 1. A set τ = {τ 1 , . . . , τ n } of n independent sporadic DAG tasks is schedulable on M identical processors under CP-GEDF, if, for every task τ k ,
where η i is defined in Eq. 4 and σ k is defined in Def. 2.
Conclusion
In this paper, we present a set of novel scheduling and analysis techniques for better supporting hard real-time sporadic DAG tasks on multiprocessors, through smartly defining and analyzing the execution order of subtasks in each DAG. Our proposed test significantly improves upon existing utilization-based tests with respect to schedulability, and is often able to guarantee schedulability with little or no utilization loss.
