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Abstrak 
Penelitian ini mengemukakan atau menjelaskan suatu strategi penyelesaian untuk 
menyelesaikan masalah program integer stokastik dua tahap. Metodologi ini menggunakan 
rata–rata program stokastik melalui sampel, dan pemecahan rata–rata masalah melalui sebuah 
algoritma optimal. Tujuan dari skema ini akan menghasilkan sebuah penyelesaian optimal 
untuk masalah yang sebenarnya dengan pendekatan sebuah eksponensial yang cepat sebagai 
ukuran sampel yang fix, dijelaskan teknik statistik dan deterministik bounding untuk validasi 
kualitas dari sebuah calon penyelesaian optimal.  
 
Kata Kunci:  Program Stokastik, optimal. 
 
1.  Pendahuluan 
Dalam model operasional dan perencanaan diperlukan syarat bilangan cacah pada peubah 
keputusan. Untuk hal keputusan peningkatan sumber penghasilan, memiliki faktor seperti harga 
tetap, perubahan biaya, dan lain-lain menunjukkan model program cacah campuran. Berbagai 
aplikasi seperti yang muncul dalam skedul, rotasi, lokasi, perencanaan produksi, dan 
pembelanjaan, menunjukkan model bilangan cacah. 
Program stokastik adalah merupakan program matematika, dimana beberapa data yang 
termuat pada tujuan atau kendala mengandung ketidakpastian yang dicirikan oleh distribusi 
peluang pada parameter. Dalam persoalan program stokastik adalah membuat sebuah keputusan 
sekarang dan meminimumkan biaya rata-rata harapan sebagai konsekuensi dari keputusan, 
paradigma ini dikenal sebagai model recourse. 
Program stokastik cacah campuran adalah cabang program stokastik yang berkaitan 
dengan program stokastik dimana peubah keputusan meliputi syarat umum. Dalam program 
stokastik cacah campuran bertujuan mencari non–antisipasi keputusan (disini dan sekarang) yang 
diprioritaskan untuk mengetahui realisasi peubah acak. Keputusan ini dibutuhkan untuk 
menjadikan cara menjumlahkan total biaya atau hasil akhir optimal, dan lagi pula berbagai 
keputusan (termasuk melakukan recourse) dibatasi untuk bilangan cacah. Berbagai macam 
masalah
2
 Program stokastik cacah campuran yang timbul tergantung pada keputusan bilangan 
cacah yang dibuat, jarang untuk hasil observasi peubah acak. Peubah keputusan problem program 
stokastik dua-tahap dipartisi menjadi dua himpunan. Peubah tahap pertama ditentukan sebelum 
melakukan realisasi parameter tak pasti. Kemudian, satu kejadian acak yang muncul sendiri, dan 
selanjutnya desain atau perbaikan pengawasan operasi dapat berbentuk pilihan pada biaya pasti, 
nilai tahap kedua atau peubah recourse. Tujuan deterministik keputusan tahap pertama 
sedemikian hingga jumlah biaya tahap pertama dan ekspektasi biaya recourse minimum. 
Formulasi standar dari program stokastik dua tahap sebagai berikut: 
                                                          
1
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dengan   adalah keputusan antisipatif tahap pertama yang diambil sebelum peubah acak 
teramati dan 
 
 (   )        { 
          }  (2)   
 
merupakan nilai optimal dan  hWTq ,,,:  menyatakan vektor dari parameter problem 
tahap kedua. Diandaikan bahwa beberapa (atau semua) komponen   acak, ditulis    , 
dan ekspektasi dalam (1) diambil berdasarkan sebaran peluang dari    yang diandaikan 
diketahui. Persoalan (1) dengan peubah 1nRx , membentuk tahap pertama yang perlu 
diputuskan sebelum realisasi   . Persoalan (2)  dengan peubah 2nRy , membentuk 
recourse untuk keputusan tahap pertama yang diketahui dan realisasi   dari data acak. 
Penelitian  ini berkaitan dengan program stokastik dua tahap dengan recourse fix, yaitu 
matriks W  adalah tertentu (bukan acak) dan peubah recourse dipersyaratkan cacah, yaitu 
2nZY   dalam (2). 
Diperlihatkan dalam [7] dua sumber kesulitan dalam menyelesaikan program stokastik 
dengan recourse   cacah adalah: 
1. Evaluasi eksak dari ekspektasi biaya recourse. 
2. Mengoptimalkan Ekspektasi biaya recourse 
 
Dalam pendekatan yang diajukan, fungsi ekspektasi biaya recourse dalam (1) diganti 
oleh pendekatan rata-rata sampel dan problem optimisasi terkait diselesaikan dengan memakai 
algoritma khusus untuk optimisasi tak konveks. Disini dianalisis laju konvergensi dari 
Pendekatan Rata–rata Sampel (PRS) untuk program stokastik dengan  recourse cacah.  
Untuk menentukan   [ (   ( ))]  pada persamaan (1) secara eksak sulit dilakukan 
sehingga dilakukan pendekatan yang baik bagi  [ (   ( ))]. Penelitian ini bertujuan untuk 
mengembangkan metode pendekatan rata-rata sampel untuk menentukan fungsi biaya recourse 
dalam  masalah program stokastik cacah campuran. 
 
2.  Tinjauan Pustaka 
2.1.  Program Stokastik Dua Tahap 
 Penyelesaian persoalan program stokastik dua tahap berisi vektor deterministik. Pada 
tahap pertama, penyelesaian persoalan rencana awal deterministik  akan dibuat. Pembentukan 
rencana awal deterministik dilakukan sebelum kondisi acak dari persoalan ditentukan. Sebuah 
vektor acak pada penyelesaian persoalan yang sesuai digunakan untuk merencanakan kompensasi 
divergensi, spesifikasi parameter dari persoalan akan muncul pada tahap kedua. Tujuan dari 
manager pada persoalan di atas adalah meminimum nilai rata–rata yang mana tidak hanya 
termasuk pengeluaran pada tahap perencanaan pendahuluan tetapi juga pada tahap kedua yang 
diperlukan untuk mengkompensasi pada divergensi di dalam sistem kendala persoalan. Jika 
persoalan program stokastik dengan model dua tahap dapat diselesaikan maka pemilihan dari 
rencana awal deterministik akan menjamin keberadaan (ekstensi) vektor acak di dalam 
kompensasi untuk sistem yang divergen. 
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Andaikan terdapat persoalan berikut: 
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       (4) 
     (5) 
    (6) 
dimana:  
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Andaikan elemen dari matriks     ( ), vector     ( ) dan     ( ) benilai acak. 
2.2.  Metode Pendekatan Rata-rata Sampel 
  Suatu sampel N ,...,1   dari N  realisasi vektor acak  dibentuk, dan akibatnya 
ekspektasi fungsi nilai     ,xQE  diestimasi oleh fungsi rata–rata sampel  
 
 N
n
nxQN
1
1 ),(   . Aproksimasi rata–rata sampel yang diperoleh:  
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Nvˆ  dan  Nxˆ   masing–masing menyatakan nilai optimal dan penyelesaian optimal problem  PRS 
(1); dan  *v  serta  *x  masing–masing menyatakan nilai optimal dan penyelesaian optimal 
problem awal (1).  Hal penting yang perlu diperhatikan adalah: 
 
i. Apakah  Nvˆ  dan  Nxˆ   konvergen terhadap mitranya  
*v  dan  *x  apabila ukuran 
sampel N  dinaikkan? 
ii. Jika (i) terjawab, maka lakukan analisis konvergensi dan estimasi ukuran sampel 
yang diperlukan untuk memperoleh nilai optimal sebenarnya. 
iii. Pendekatan optimisasi yang efisien untuk menyelesaikan problem PRS dengan 
ukuran sampel yang diinginkan. 
iv. Perhatikan bahwa untuk N  yang diketahui penyelesaian Nxˆ  adalah layak dan 
merupakan calon untuk penyelesaian optimal terhadap problem awal. Apakah dapat 
diberikan informasi tentang kualitas dari calon penyelesaian ini? 
 
Pertanyaan–pertanyaan di atas telah terjawab untuk program linier stokastik dua tahap, yaitu 
apabila peubah tahap pertama dan kedua dalam (1) dan (2) kontinu. Telah dibuktikan bahwa 
untuk program linier stokastik dengan sebaran diskrit, suatu penyelesaian optimal dari PRS 
memberikan penyelesaian optimal eksak dari problem awal dengan peluang mendekati satu 
secara eksponensial apabila N  bertambah (lihat [10]). Uji statistik untuk memvalidasi calon 
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penyelesaian yang didasarkan pada gap optimalitas menurut Norkin et al. (lihat [5] dan [6]), dan 
demikian pula syarat optimalitas telah diajukan (lihat [8]). Lebih lanjut lagi, teknik sampling ini 
telah diintegrasikan dengan algoritma dekomposisi untuk menyelesaikan program linier stokastik 
dari berbagai ukuran dengan hasil yang cukup akurat (lihat Linderoth et al. [4]). Konvergensi dari 
pendekatan PRS telah juga diperluas untuk program stokastik dengan himpunan keputusan tahap 
pertama diskrit dan berhingga  oleh Kleywegt  et al. [3]. 
 
3.  Penyelesaikan Problem PRS 
Pada bagian ini dibicarakan sifat konvergensi dari estimastor PRS, terutama yang 
diterapkan pada program dua tahap dengan recourse integer . Untuk memakai hasil klasik, seperti 
Hukum Bilangan Besar, perlu diandaikan bahwa sampel yang dibentuk menyebar saling bebas 
dan identik. Namun perlu diperhatikan bahwa sifat konvergensi dapat diturunkan terhadap 
kondisi lebih luas. Disini diajukan algoritma Branch and  Bound  untuk program stokastik integer 
dua tahap dengan sebaran diskrit peubah integer campuran di tahap pertama dan peubah integer 
murni di tahap kedua. Konsep dari algoritma ini adalah mengidentifikasi calon penyelesaian 
dengan berturut-turut mempartisipasi ruang pencarian. 
Secara prinsip teknik enumerasi Schultz et al. [8] dapat dipakai untuk menyelesaikan 
problem PRS. Namun umumnya sangat sulit untuk mengkarakterisasi himpunan NV  kecuali 
problem tahap kedua memiliki struktur sangat sederhana, tambahan lagi kardinalitas V  sangat 
besar, sehingga enumerasi tidak dimungkinkan secara komputasi. Alternatifnya, dapat dicoba 
untuk menyelesaikan deterministik ekivalen dengan memakai algoritma Branch and Bound. 
Namun, teknik demikian tidak mencoba untuk mengeksplotasi struktur yang dapat teruraikan dari 
problem, dan metode ini akan gagal kecuali ukuran sampel kecil. Dekomposisi berbaris algoritma 
Branch and Bound  yang dihentangkan dalam Ahmed et al. ([1] dan [2]) untuk menyelesaikan 
problem PRS. Di samping mengkarakterisasi himpunan calon penyelesaian nV , algoritma ini 
mengidentifikasi calon penyelesaian dengan berturut–turut mempartisi ruang pencarian. Lebih 
lanjut lagi, algoritma memanfaatkan informasi batas bawah untuk mengeliminasi bagian daerah 
pencarian sehingga mencegah enumerasi lengkap. Karena algoritma tidak secara eksplisit 
menelusuri  nV , harus dipastikan bahwa penyelesaian akhir yang diperoleh tidak termasuk dalam 
himpunan ini untuk mencapai konvergensi. 
Berikut ini diuraikan algoritma  sebagai penambahan terhadap asumsi     51 AA  . 
Algoritma  mengandaikan  6A  Matriks teknologi T , yang mengaitkan problem tahap pertama 
dan kedua adalah deterministik, yaitu  TTk     untuk semua  k .  
Perhatikan transformasi linier dari peubah problem tahap pertama x  dengan memakai  T  oleh  
xTx : . Peubah  x  dikenal sebagai peubah  “lunak“  dalam literatur program stokastik. Ide 
prinsip dibelakang algoritma  adalah memandang problem PRS dalam peubah lunak. 
 
 ˆ ˆmin ( ) : ( ) ( )N NG
 
  

          (8) 
 
dimana  
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1
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NT j
x X N Nn
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
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dan    
 XxTXXX xm  ,:: 2  
 
X  memiliki dimensi lebih kecil dari pada  x . Lebih penting lagi, transformasi ini memberikan 
struktur tertentu terhadap fungsi diskontinu  ( )N  . Khususnya, dapat diperlihatkan dalam 
Ahmed et al. ([1] dan [2]) bahwa   2: mN   mempunyai sifat berikut : 
 
i. Fungsi tak naik sepanjang setiap komponen  
jX  ,  2,...,1 mj   dari  X  
ii. Untuk setiap 2
m
Zz , konstan pada himpunan 
   NnzhXzhXzC nnN ,...,1,1::   
 
Perhatikan bahwa himpunan  zCN  dikaitkan dengan himpunan  zCN  oleh 
transformasikan  xTX  . Juga perhatikan baku  zCN  adalah empat persegi karena 
merupakan perkalian kartesian dari interval. Jadi, fungsi nilai ekspektasi tahap kedua  
( )N   konstan perbagian pada daerah empat persegi dalam ruang peubah lunak  X  . 
Maka diskontinuitas dari ( )N    hanya dapat terletak di batas daerah–daerah ini dan 
semua ortogonal pada sumbu peubah. Lebih lanjut lagi, karena   X  kompak, maka X  
juga kompak. Jadi daerah demikian dalam himpunan layak problem berhingga.  
Algoritma  mengeksploitasi sifat struktural di atas dengan mempartisi ruang     
menjadi  daerah berbentuk  ∏ [     )
  
    , dimana     merupakan komponen  ke    dari 
suatu titik     dimana fungsi nilai tahap kedua   ̂ ( ) diskontinu. Perhatikan bahwa   ̂ ( ) 
hanya dapat diskontinu di suatu titik     dimana sekurang–kurangnya satu dari komponen 
vektor       merupakan integral untuk beberapa          . Jadi, partisi ruang 
pencarian sepanjang nilai  .  
Berikut ini diberikan pernyataan formal dari algoritma Branch   and Bound. 
 
Notasi: 
 
     Daftar sub problem 
  Nomor iterasi; juga dipakai untuk mengindikatorkan sub 
problem terpilih 
  Partisi yang berkaitan dengan i 
  Batas atas yang diperoleh di iterasi i 
  Batas bawah pada sub problem i 
  Penyelesaian layak untuk nilai sub problem 
  Batas atas pada nilai optimal global 
  Batas bawah pada nilai optimal global 
  Calon optimum global 
 
Algoritma Inisialisasi 
Proses problem dengan membentuk hiper-persegi berbentuk  
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   sehingga   .  
Tambahkan problem  
  dengan kendala    untuk mendaftarkan sub problem 
terbuka  .   
Buat    dan penghitung iterasi   
 
Proses Iterasi. 
Langkah 1: Jika  , berhenti dengan penyelesaian , jika tidak, pilih sub problem  ,  yang 
didefinisikan sehingga    dengan kendala   dari sub problem saat ini.  
Buat . 
 
Langkah 2:  Problem batas bawah    yang memenuhi   
  Jika  .  
Tentukan penyelesaian layak   dan hitung batas atas   
 
Langkah  2.a:  Buat   
Langkah  2.b:  Jika  , maka    dan   
Langkah  2.c:   Hentikan daftar sub problem, yaitu   
 
Jika     kembali ke Langkah   dan pilih sub problem lain. 
Langkah 3:  Partisi    menjadi    dan   . Buat   yaitu persoalan kedua 
sub problem dari   kendala  , dan  dari     kendala    ke 
daftar sub problem terbuka. Untuk tujuan pemilihan  .  Buat    dan 
kembali  ke Langkah 1. 
 
4.  Kesimpulan  
Dalam penelitian ini dikembangkan metode pendekatan rata-rata sampel untuk program 
stokastik dua tahap. Penyelesaian persoalan program stokastik dua tahap berisi vektor 
deterministik. Pada tahap pertama, dibuat penyelesaian persoalan rencana awal deterministik. 
Pembentukan rencana awal deterministik dilakukan sebelum kondisi acak dari persoalan 
ditentukan. Pada tahap kedua digunakan sebuah vektor acak pada persoalan yang sesuai untuk 
merencanakan kompensasi divergensi, spesifikasi parameter.  
Dua kesulitan dalam menyelesaikan program stokastik  adalah: 
1. Evaluasi eksak dari ekspektasi biaya recourse. 
2. Mengoptimalkan Ekspektasi biaya recourse. 
Algoritma Branch  and Bound  untuk menyelesaikan problem PRS. Algoritma Branch  and 
Bound  juga mengkaraterisasi himpunan calon penyelesaian dan mengidentifikasi calon 
penyelesaian dengan berturut–turut mempartisi ruang pencarian. Algoritma memanfaatkan 
informasi batas bawah untuk mengeliminasi bagian daerah pencarian. Karena algoritma tidak 
secara eksplisit menelusuri himpunan calon penyelesaian, maka dapat dipastikan bahwa 
penyelesaian akhir yang diperoleh tidak termasuk dalam himpunan ini untuk mencapai 
konvergensi. 
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