Abstract: Stochastic rainfall generators are used in hydrologic analysis because they can provide precipitation input to models whenever data are not available, and their parameters are calculated so that the long-term statistics of the synthetic rainfall time series match those of the rainfall records. However, although mentioned in the literature, the relative importance of each rainfall statistic on the watershed response has not been addressed yet, and no guidance on how to account for it has been provided. In this paper, this relative importance is estimated and used to ponder each statistic differently in the calibration of rainfall generators so that it better reflects the watershed hydrology. Rainfall records of 1,249 rain gauges throughout the contiguous United States were used in the study. It was found that when synthetic rainfall time series are generated by weighting the precipitation statistics according to their relative importance, predicted runoff depths and peak flows are underestimated by 4 and 3%, respectively, whereas when they are generated by giving the same weight to all statistics, the underestimation is by 20 and 14%, respectively. These results, based on a significant number of rain gauges, confirm the benefit of weighing the statistics differently for watershed analysis.
Introduction
Stochastic rainfall generators are widely used in hydrologic analysis because they can provide precipitation input to models in situations in which data are not available. Rather than attempting to reproduce actual rainfall records, stochastic models aim at generating synthetic precipitation time series, the statistics of which match those of the observed series (Rodriguez-Iturbe et al. 1987) . For this reason, the performance of stochastic rainfall generators is often measured by comparing the statistics of the observed and synthetic precipitation (e.g., Rodriguez-Iturbe et al. 1987 , 1988 Isham et al. 1990; Onof and Wheater 1994; Cowpertwait 1995; Cowpertwait et al. 2007) . In this study, the relative importance of matching each rainfall statistic is evaluated. This evaluation is conducted by comparing the flows at the outlet of a virtual watershed that are generated by the observed precipitation and by synthetic precipitation obtained by weighting the statistics differently.
Poisson cluster stochastic rainfall generators have been developed and/or improved by Rodriguez-Iturbe et al. (1987 , 1988 , Cowpertwait (1995) , Cowpertwait and O'Connell (1997) , and Cowpertwait et al. (2007) over the past three decades and, despite acknowledging important model limitations for accurately representing zero depth probabilities and extreme values (e.g., Onof and Wheater 1994; Verhoest et al. 1997) , are considered a robust and practical approach for modeling rainfall (Olsson and Burlando 2002) . The Modified Bartlett-Lewis Rectangular Pulse (MBLRP) Poisson cluster stochastic rainfall generator (Rodriguez-Iturbe et al. 1988) in particular is used in this analysis because of its statisticsbased approach in representing storm systems. The MBLRP generator represents synthetic rainfall time series as sequences of storms comprising rain cells, as shown in Fig. 1 . In this model, random variable X 1 ½T represents the storm arrival time; X 2 ½T the duration of the storm activity (i.e., the time window, after the beginning of a storm, within which rain cells can arrive); X 3 ½T the raincell arrival time within the duration of storm activity; X 4 ½T the rain cell duration; and X 5 ½L=T the rain cell intensity. The variables X 1 and X 3 are governed by Poisson processes with parameters λ ½1=T and β ½1=T, respectively. That is, λ is the average storm arrival rate or expected number of storms per unit time, and, similarly, β is the average rain cell arrival time or expected number of rain cells per unit time. The variables X 2 , X 4 , and X 5 vary according to exponential distributions with parameters γ ½1=T, η ½1=T, and 1=μ ½T=L, respectively, where η varies according to a Gamma distribution with parameters ν ½T and α. That is, 1=γ is the expected duration of storm activity, 1=η is the expected rain cell duration, and μ is the expected rain cell intensity. Note that because η varies according to a Gamma distribution, ν=α is also the expected rain cell duration and for a fixed value of ν=α, the range in which the rain cell durations vary decreases with α (i.e., as α increases, the rain cells tend to all have the same duration). Additionally, ϕ and κ are dimensionless values commonly used instead of parameters γ and β, where φ ¼ γ=η and κ ¼ β=η. Therefore, the MBLRP generator has six parameters (i.e., λ, ν, α, μ, φ, and κ), and rainfall time series are generated by randomly drawing X 1 , X 2 , X 3 , η, X 4 , and X 5 values according to their respective Poisson processes or probability distributions and parameters. The value
represents the disagreement between the statistics of the observed and synthetic rainfall time series and was used as an objective function for calibrating the generator (i.e., for estimating the generator parameters by minimizing its value). In expression (1), θ is the parameter set (λ, ν, α, μ, φ, κ); n is the number of statistics being compared; F k ð θÞ and f k are the kth statistic of the simulated and observed rainfall time series, respectively; and w k is a weight factor given to the kth statistic. Calibration is conducted for each rain gauge independently and therefore, a different parameter set is determined for each gauge. Typically, the statistics used in calibration are the mean, variance, covariance, and extreme values of the precipitation depth and the probability of zero rainfall but can change depending on the needs of the specific study (Rodriguez-Iturbe et al. 1987; Khaliq and Cunnane 1996) . Note that the statistics of the synthetic rainfall time series can be estimated from the generator parameter values without having to actually generate the series (Rodriguez-Iturbe et al. 1988) . Finding the parameters that accurately reproduce the observed rainfall statistics, however is difficult because of the generator's complex mathematical structure, and it is not uncommon to find synthetic rainfall time series with systematic biases (i.e., overestimation or underestimation of some statistics) (Chandler 1997) . A number of articles discuss approaches by which to estimate the parameters, a few of which are mentioned subsequently. Chandler (1997) , for example, presents a methodology for parameter estimation based on the approximate likelihood functions of collections of sample Fourier coefficients. Calenda and Napolitano (1999) likewise propose an approach based on the scale of fluctuation of the observed rainfall process. They also observe that the parameters that are estimated by using the method of moments are highly sensitive to the choice of statistics considered in the calibration, and that the method often requires the use of complex, heuristic optimization algorithms. Favre et al. (2004) recommend a method for calibrating the Neyman-Scott rectangular pulse model (RodriguezIturbe et al. 1987) , which is also a Poisson cluster stochastic rainfall generator, in which two of the five model parameters are determined by optimization and the remaining three are determined analytically. Burton et al. (2008) indicate the difficulty in matching the time series statistics and suggest a method to exact-fit the mean rainfall, which consists of modifying the parameters corresponding to the mean rain cell intensity to account for the difference between the observed and synthetic mean rainfall. Cowpertwait et al. (1996) and Burton et al. (2008) recognize the importance of weighting differently the rainfall statistics when estimating the generator parameters but provide no guidance on the value of the weight factors; Cowpertwait et al. (1996) specifically take the weight factors as a means to keep one statistic from dominating the others rather than to account for their importance.
Although a measure of the discrepancy between the rainfall statistics gives an estimate of the generator's performance, it is a rather indirect metric from a watershed-hydrology perspective. In fact, from a watershed viewpoint, realistic synthetic rainfall should reproduce the catchment response well. A few studies have addressed the relationship between the rainfall characteristics and the catchment response. Marani et al. (1997) , for example, analyzed the sensitivity of the hydrologic partitioning to the temporal resolution and intermittency of rainfall. Gabellani et al. (2007) investigated how the spectral slope of the rainfall time series affects the peak discharge of the watershed hydrograph. Van Werkhoven et al. (2008) analyzed the sensitivity of streamflow to the spatiotemporal structure of precipitation events of equal accumulation depth.
The purpose of this paper is to present a methodology for improving the calibration of the MBLRP model by weighting the rainfall statistics in Eq. (1) differently so that the precipitation time series generated reproduces better specific watershed response metrics (e.g., runoff volume and peak flow). It is expected, however, that the specific value of the weight factors would depend on the study area and on the variables chosen to represent the watershed response. It is hypothesized that the rainfall statistics that most affect the watershed response should be assigned greater weight factors. This hypothesis was tested by comparing the responses of an idealized virtual watershed resulting from observed precipitation and from synthetic precipitation, obtained first by weighting all statistics equally and second by assigning different weights to each statistic.
In the following section of this article, optimum values of the weight factors were estimated using precipitation records of the entire country for different definitions of the objective function of Eq. (1). In the following section, synthetic rainfall time series for each rain gauge were developed for the different sets of weight factors, and their statistics were compared. In the subsequent section, the effect on the watershed response metrics of using one set of weight factors as opposed to another was assessed. In the last section, conclusions were presented.
Effect of the Rainfall Statistics on the Watershed Response
Hourly precipitation data from 1,249 rain gauges distributed across the contiguous United States, each with a period of record of 50 years or longer, were considered in this study (Fig. 2) Fig. 1. White and gray circles represent the arrival time of storms and rain cells, respectively; each rain cell is represented by a rectangle, the width and height of which represent its duration and rainfall intensity Fig. 2 . 1,249 National Climate Data Center (NCDC) precipitation gauges distributed throughout the conterminous United States were used in the study; 1,099 of them were used in the regression analysis (gray circles), and 150 in the validation of the approach (black circles) (NCDC 2010) . Of these 1,249 gauges, 1,099 were chosen at random for the analysis, whereas the remaining 150 were sequestered to validate the approach.
To capture the seasonality of the precipitation processes, the data at each gauge were subdivided by month. That is, for each gauge and month, a time series was created by piecing together the values corresponding to the same month over the years (e.g., January 1, 1950-January 31, 1950, followed by Januaray 1, 1951-Januaray 31, 1951, and so on). Only gauge-months with complete records were used to form the merged time series, which implied that no data completion was necessary.
As a result, each of the 1,249 gauges had 12 merged rainfall time series, for a total of 14,988 merged time series (i.e., 1;249 gauges × 12 months). Specifically, there were 13,188 merged time series for the analysis and 1,800 for the validation. Note that all precipitation in the 1,249 rain gauges was assumed in liquid form despite the expected snow in the winter months in a number of them. However, the comparison between watershed responses still applies because in both cases (i.e., observed and synthetic rainfall), all precipitation was assumed in liquid form. The watershed response for the observed precipitation is not observed flow, but the result of the watershed model with observed precipitation as input, whereas, similarly, the response for the synthetic precipitation is the result of the watershed model with the synthetic precipitation as input.
For each of the merged time series, the mean, variance, skewness, and lag-1 autocorrelation coefficient of the hourly precipitation depths, and the probability of zero rainfall at an hourly interval were calculated as follows:
where P i ½L = hourly precipitation depth in the ith hour; j = number of hours in the period of record; and P½L = mean; VarðPÞ ½L 2 = variance; G 1 (dimensionless) = skewness; Rð1Þ (dimensionless) = lag-1 autocorrelation coefficient; and P0 (dimensionless) = probability of zero of the hourly precipitation depth time series. For estimating the probability of zero, the NCDC no-rainfall threshold of 0.01 in. was assumed.
The watershed responses, on the other hand, which consist of a very complex chain of hydrologic processes, were represented here by two metrics: (1) the long-term average monthly runoff depth; and (2) the long-term average monthly peak flow. It is expected that different weight factors would be found for other response metrics, and their selection should correspond to the characteristics of the response that are more relevant to the study. Runoff depths and peak flows were estimated for the same watershed in all cases regardless of the location of the rain gauge because the focus of the study was on the effect of the differences between the precipitation time series (i.e., observed versus synthetic) and therefore, all other external factors had to be kept invariant. This virtual watershed had an area of 7:50 km 2 and a lag time of 120 min (i.e., a time of concentration of approximately 200 min). A somewhat small-size watershed was adopted to minimize the effect of the spatial variability of the precipitation and land use/land cover, which were assumed to be uniform. Therefore, abstractions and runoff generation could also be assumed to be uniform across the system. Although different watershed sizes were not considered in the analysis, the approach presented in this paper would apply as long as the watershed is small enough for the assumption of uniform precipitation and land use/land cover to hold true and for the lag time to be short enough not to filter out the rainfall temporal variability in the routing process. Note that the use of a large catchment would have required a spatially distributed watershed model that included spatially correlated rainfall time series at the different watershed points, which is beyond the scope of this article.
There are physics-based models that represent the infiltration of surface water to become soil moisture and the flow of water through unsaturated soil (e.g., Green and Ampt 1911; Richards 1931) and in representing these different processes, the amount of precipitation depth that does not infiltrate and becomes surface runoff can be calculated. These models, however, require a number of parameters, some of which vary within wide ranges and are difficult to estimate. For these reason, the Soil Conservation Service (SCS) one-parameter curve number method (SCS 1972) was used to calculate hourly runoff depth for the different precipitation time series. The curve number method was used mostly because of its simplicity but also because performance comparisons have not clearly proven their superiority over other, more complex models, especially when exact hydrologic parameters are not available (Vanmullem 1991; James et al. 1992; Nearing et al. 1996; Ponce and Hawkins 1996; Michel et al. 2005) . Note that the weight factors might change depending on the watershed-model used. In fact, if a specific rainfall-runoff model is known to represent the watershed hydrology of a study area well, it should be used.
Curve number values of 50 (which correspond to undeveloped areas and/or coarse soils), 60, 70, 80, and 90 (which corresponds to developed areas and/or fine soils) were considered in the analysis. The antecedent soil moisture condition (AMC), which plays an important role in runoff generation, was taken into account by modifying the curve number values according to the precipitation depth in the previous five days. That is, if the condition is considered dry based on the precipitation depth in the previous five days, CN ¼ 4:2 CN 0 =ð10 À 0:058 CN 0 Þ; on the contrary, if the condition is considered wet, CN ¼ 23 CN 0 =ð10 þ 0:13 CN 0 Þ; otherwise, CN ¼ CN 0 , where CN is the actual curve number and CN 0 is the average-condition curve number (SCS 1972) . To estimate the hydrograph at the watershed outlet, the runoff depth time series were convolved with the watershed's unit hydrograph. The watershed's unit hydrograph was taken as the SCS unit hydrograph (SCS 1972) for a 1-h storm duration, which is consistent with the duration of the runoff blocks. Finally, for each merged time series, the long-term average monthly runoff depth R ½L was calculated by dividing the runoff volume over the entire period of simulation by the duration of the period, and the long-term average monthly peak flow Q p ½L 3 =T was calculated as the mean of the maximum flows in each month.
Therefore, for each of the 13,188 merged time series, five rainfall statistics and two response values were obtained, and a multiple linear regression analysis was used to relate them. In this multiple linear regression analysis, the predictor (or independent) variables were the rainfall statistics, and the response (or dependent) variables were R and Q p . In general, in the absence of multicollinearity among the independent variables, the regression coefficients reflect the rate of change of the response caused by a unit change in their corresponding predictor, and each regression coefficient can be interpreted as a measure of the sensitivity of the response to the predictor. In case of multicollinearity, however, although the independent variables contain some information of the other independent variables with which they are correlated, the same interpretation applies provided all the predictors considered in the regression equations are included when using the results. The uncertainty with which the regression coefficients are estimated, however, increases with multicollinearity, and it might need to be addressed to obtain a robust set of coefficients.
To make the different rainfall statistics comparable in magnitude, they were transformed into z-scores (i.e., the value minus the mean divided by the standard deviation). That is, MEAN, VAR, SKEW, PROB0, and AC represent the dimensionless z-scores of the mean, variance, skewness, probability of zero rainfall, and lag-1 autocorrelation coefficient, respectively, of the 13,188 time series used for the analysis. Table 1 shows the mean and standard deviation of the statistics used in these transformations. Data points with a z-score greater than 10 were assumed to be outliers and excluded from the analysis. There were a total of 406 outliers out of the 13,188 data points (i.e., 3.1%), limiting the analysis to 12,782 time series. The threshold value of 10 is somewhat arbitrary but was implemented consistently throughout the study. The outliers represented gauge-month statistics that were extreme with respect to national averages but are not necessarily associated to individual extreme storm events. They were removed because they would have carried an unrealistically high weight that would have affected capturing the overall trend in the regression analysis. No pattern in the statistic, month of the year, or geographic location of the outliers was observed. Similarly, the R and Q p resulting from the 12,782 remaining merged time series were transformed into residuals (i.e., the value minus the mean). That is, ΔR ½L and ΔQ p ½L 3 =T represent the residuals of the long-term average monthly runoff depth and the long-term average monthly peak flow. Table 2 shows the mean of R and Q p used in these transformations.
The following two multiple linear regression equations were used:
where A i and B i = regression coefficients. Because all predictor and response variables were transformed such that their means were zero, the constant terms of the regression equations were also zero. Pairwise scatter plots of the z-scores of the 12,782 sets of rain gauge statistics are shown in Fig. 3 . In these plots, a level of correlation between the mean and the variance and between the mean and the probability of zero rainfall was noticed. A principal component analysis (PCA) (Pearson 1901 ) was conducted to determine whether the multicollinearity between these predictors was strong enough that it needed to be addressed. According to the PCA, condition numbers of the correlation matrix less than 15 and the sum of the reciprocals of the eigenvalues less than five times the number of predictors correspond to cases in which the multicollinearity is not strong enough and can be ignored (Chatterjee and Hadi 2006) . In this case, however, the PCA resulted in a condition number of the correlation matrix of 8.4 and a sum of the reciprocals of the eigenvalues equal to 45 (greater than 25), which indicated that the multicollinearity was strong. The reader is referred to Chatterjee and Hadi (2006) for a detailed description of the PCA method. Because of the multicollinearity of the predictors, ridge regression was implemented to estimate the regression coefficients with a lower level of uncertainty than what would have been obtained with standard multiple regression (Hoerl and Kennard 1970) . In ridge regression, rather than calculating the coefficients by minimizing the sum of the square of the residuals (SSR), the coefficients are obtained by minimizing the SSR plus a regularization term. That is, by minimizing
where A = an m × n array in which each of the m rows represents a merged time series and stores the z-scores of its n rainfall statistics; x = n × 1 column array that stores the regression coefficients of the n z-scores of the rainfall statistics; b = m × 1 column array that stores ΔR or ΔQ p of the m merged time series; and Γ = n × n array used to reduce the singularity of matrix A. Often, Γ is the identity matrix but can also be a different operator depending on the specific problem being studied. In this case, Γ was taken as the identity matrix. Given that m ¼ 12;782 (i.e., the number of merged time series) and n ¼ 5 (i.e., the number of rainfall statistics), it follows that: Tables 3  and 4 for ΔR and ΔQ p , respectively. The adjusted coefficients of determination ranged between 0.59 and 0.87 for ΔR and between 0.77 and 0.93 for ΔQ p , indicating that the rainfall statistics explain a significant portion of the catchment response variability. Note that overall, the adjusted coefficients of determination tend to increase as the curve number increases. The fact that the adjusted coefficients of determination are higher for the peak flow than for the runoff depth is somewhat counterintuitive because one would have expected the runoff depth, which results from all rainfall events and not only from the greatest monthly events, to be better represented by the rainfall statistics than the peak flow.
The sensitivity of R and Q p to each statistic was estimated as the absolute value of the regression coefficient of the statistic divided by the sum of the absolute values of the coefficients. For example, the sensitivity of R to the mean was calculated as jA 1 j=ðjA 1 j þ jA 2 j þ jA 3 j þ jA 4 j þ jA 5 jÞ, and the sensitivity of Q p to the skewness as jB 3 j=ðjB 1 j þ jB 2 j þ jB 3 j þ jB 4 j þ jB 5 jÞ. These sensitivity values, which are also a measure of the relative importance of the statistics, were then used to weight the rainfall statistics differently when calibrating rainfall generators. Fig. 4 shows the sensitivity of R to the different rainfall statistics. Based on the plot, the mean rainfall depth has a 0.40-0.55 relative importance and the variance a 0.20-0.25 importance. These results indicate that the total amount and variability of the rainfall depth play a very important role in the runoff depth generation. It was also observed that the rainfall intermittency, as indicated by the sum of the probability of zero rainfall and autocorrelation coefficient, varied in a narrow range around 0.20 for the different curve numbers. The positive value of the regression coefficients of the probability of zero rainfall and autocorrelation coefficient confirms that the temporal concentration of rainfall causes greater runoff depths. The effect of extreme events, as reflected by the skewness, ranged between 0.02 and 0.16, with higher values for lower curve numbers.
Similarly, Fig. 5 shows the sensitivity of Q p to the different rainfall statistics. As in the previous case, the rainfall mean and These high values indicate that the mean and variance of the rainfall time series capture the rainfall events that cause the peak flows well. Likewise, the rainfall intermittency, as indicated by the sum of the probability of zero rainfall and autocorrelation coefficient, varied between 0.20 and 0.25. Also, in this case, the positive value of the regression coefficients of the probability of zero rainfall and autocorrelation coefficient confirms that the temporal concentration of rainfall causes greater peak flows. The effect of extreme events, as reflected by the skewness, ranged between 0.04 and 0.09, with higher values for lower curve numbers. The negative sign of the regression coefficient of the skewness for the curve number of 90 was caused by uncertainty in a value that is already expected to be very close to zero.
Effect of the Weight Factors on the Synthetic Rainfall Time Series
MBLRP generators were calibrated for 1,744 merged time series. These 1,744 merged time series corresponded to the 150 rain gauges set aside for verification of the approach and 12 months of the year, minus 56 outlier points with at least one statistic z-score greater than 10 (i.e., 150 gauges × 12 months-56 outliers). For each of the 1,744 series, three 50-year synthetic rainfall time series were generated, each of them for a different set of weight factors in Eq. (1): (1) weights w k equal to 1; (2) weights w k taken from Fig. 4 (which optimize runoff depths R); and (3) weights w k taken from Fig. 4 (R) ; the horizontal axis corresponds to the observed rainfall, and the vertical to the synthetic rainfall The lag-1 autocorrelation coefficient, however, was underestimated most times and showed no clear pattern. The skewness was not included in Fig. 6 because of its relatively low importance compared to the other statistics. For the case in which the weight factors of Fig. 5 (Q p ) were used, the same patterns were observed, except that the variance was underestimated by 1% instead of overestimated, and the adjusted coefficients of determination were 0.95, 0.95, and 0.68, respectively. The fact that the mean and variance matched better than the other statistics was expected, among other reasons, because those two statistics were assigned higher weights when calibrating the rainfall generators. Overall, the match between the statistics of the synthetic and observed rainfall time series can be considered satisfactory except for the case of the lag-1 autocorrelation coefficient.
Additionally, the internal structure of the synthetic rainfall time series can be significantly different depending on the weight factors used in calibration. According to Hawk and Eagleson (1992) , some of the rainfall characteristics can be expressed as Average number of storms in 30 days ¼ λ × 30 days ð13Þ
Average rainfall depth per storm ¼ νμ ϕα ðκ þ ϕÞ ð15Þ
Average number of rain cells per storm
Average rain cell arrival rate ¼ κα ν
Average rain fall depth per cell ¼ μν α
Average rain cell duration ¼ ν α ð19Þ Fig. 7 presents characteristics of the storms and Fig. 8 of the rain cells calculated with the weight factors of Fig. 4 (R) and Fig. 5 (Q p ) , respectively. Note that the storm and rain cell characteristics of the synthetic precipitation cannot be compared to those of the observed precipitation because they are unknown. Again, in each of these seven plots, the number of points was 1,744. Fig. 7 shows scatter plots of the average number of storms per 30-day period, the average storm duration, and the average rainfall depth per storm. Although no insignificant scatter of points around the 1∶1 line was observed, no obvious preference to overpredict or underpredict could be attributed to the weighting factors, except for the average storm duration, which showed greater values when using the Fig. 4 (R) weight factors. Similarly, Fig. 8 shows scatter plots of the average number of cells per storm, the average cell arrival rate, the average rainfall depth per cell, and the average cell duration calculated also with the weight factors of Fig. 4 (R) . In this case, almost no correlation was found, which most likely was caused by the multimodality of the MBLRP generator (Gyasi-Agyei 1999; Onof et al. 2000) . That is, the rain cell properties are affected by the multimodality more than the storm properties because they are more related to the model's idealized description of the storms than to observable physical phenomena.
Effect of the Weight Factors on Runoff Depths and Peak Flows
The validation of the approach consisted of comparing R and Q p , calculated by using observed precipitation and synthetic precipitation with different weight factor sets, for the 1,744 merged time series set aside for this purpose. Ideally, the R and Q p obtained with synthetic time series should be equal to those obtained with observed precipitation, but it was not the case. It is expected, however, that the synthetic rainfall time series obtained by weighting the rainfall statistics according to Fig. 4 (R) and Fig. 5 (Q p ) will reproduce the catchment response metrics better than those based on equally weighted statistics. Fig. 9 shows that when all statistics are weighted equally, predicted R is underestimated on average by 20%, whereas when the weight factors of Fig. 4 (R) are used, it is underestimated on average by only 4%. The adjusted coefficients of determination were 0.85 and 0.88, and the standard deviation of the residuals 0.51 and 0.50 cm, respectively. Similarly, Fig. 10 shows that when all statistics are weighted equally, predicted Q p is underestimated on average by 14%, whereas when the weight factors of Fig. 5 (Q p ) are used, it is underestimated on average by only 3%. The adjusted coefficients of determination were 0.86 and 0.88, and the standard deviation of the residuals 0:75 m 3 =s and 0:73 m 3 =s, respectively. The results presented in Figs. 9 and 10 correspond to a watershed average-condition curve number of 80. Similar results were obtained for average-condition curve numbers of 50, 60, 70, and 90. Overall, when using the weights of Fig. 4 (R) or Fig. 5 (Q p ) , the systematic underestimation of R and Q p is less than that obtained when using all weights equal to 1. This observation supports the initial hypothesis that when calibrating stochastic rainfall generators, not all statistics are equally important and some of them should be given a greater weight in the calibration process. Likewise, the scatter around the regression line and the standard deviation of the residuals also decreased, although barely.
It should be stressed that the weight factors presented in Figs. 4 and 5 correspond to the study area and 1,099 rain gauges used in our analysis and to the watershed response metrics selcted. They are not expected to apply to all cases and should not be considered recommended values. The researchers are currently studying the relevance of accounting for regional and geographic patterns (e.g., terrain relief, proximity to the ocean, climate characteristics) and for the effect of the watershed physical characteristics on the resulting weight factors.
Conclusions
An improved calibration approach for stochastic rainfall generators has been presented and tested with the MBLRP model. In previous studies, these models have been calibrated to match long-term statistics of rainfall records without differentiating them based on their relative importance. In the approach presented here, the rainfall statistics are weighted differently based on their relative importance, which is quantified proportionally to the regression coefficients of equations that relate them to catchment response metrics. In this specific application, the selected catchment response metrics were the long-term average monthly runoff depth and the long-term average monthly runoff peak flow, which were considered representative of the hydrograph volume and variability. Precipitation data of 1,099 rain gauges were used to estimate the regression coefficients and 150 to validate the approach. Based on the coefficients obtained in the regression analysis, the rainfall mean explained between 40 and 55% of the runoff depth variability; the rainfall variance around 20%; the probability of zero rainfall and lag-1 autocorrelation coefficient around 20% combined; and the skewness less than 15%. Similarly, the rainfall mean explained between 30 and 40% of the peak flow variability; the rainfall variance, between 35 and 40%; the probability of zero rainfall and lag-1 autocorrelation coefficient around 25% combined; and the skewness, less than 10%.
Overall, it was observed that the synthetic rainfall time series, generated by weighing the precipitation statistics according to their importance, reproduced the statistics of the observed rainfall well, with the exception of the lag-1 autocorrelation coefficient. In this comparison, the benchmark consisted of the runoff depths and peak flows generated with the observed precipitation. Furthermore, the synthetic rainfall time series generated by weighing the precipitation statistics according to their importance better predicted the watershed runoff depths and peak flows than those generated weighing all statistics equally. In fact, when all statistics were given the same weight, runoff depths and peak flows were underestimated by 20 and 14%, respectively, whereas when the statistics were weighted proportionally to their relative importance, the underestimation was reduced to 4 and 3%, confirming the advantage of weighing the statistics differently.
Finally, it is important to stress that the weight values determined in this study should not be considered recommended values because they might be site specific or depend on the watershedmodel structure or parameters or response metrics selected. The researchers are currently studying the relevance of accounting for regional and geographic patterns and for the watershed physical characteristics on the resulting weight factors.
