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Let us consider the quasilinear problem
(Pε)
{−εppu + up−1 = f (u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
where Ω is a bounded domain in RN with smooth boundary,
N > p, 2  p < p∗, p∗ = Np/(N − p), ε > 0 is a parameter.
We prove that there exists ε∗ > 0 such that, for any ε ∈ ]0, ε∗[,
(Pε) has at least 2P1(Ω)−1 solutions, possibly counted with their
multiplicities, where Pt(Ω) is the Poincaré polynomial of Ω . Using
Morse techniques, we furnish an interpretation of the multiplicity
of a solution, in terms of positive distinct solutions of a quasilinear
equation on Ω , approximating (Pε).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let us consider the quasilinear elliptic problem
(Pε)
{−εppu + up−1 = f (u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
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3012 S. Cingolani, G. Vannella / J. Differential Equations 247 (2009) 3011–3027where Ω is a bounded domain in RN with smooth boundary, N > p, 2  p < p∗ , p∗ = Np/(N − p),
ε > 0 is a parameter. Here f : R → R is a C1,1 function with f (0) = 0, having a subcritical growth at
inﬁnity.
For p = 2, Benci and Cerami proved in [3], that if f ′(0) = 0, the number of solutions of the corre-
sponding semilinear elliptic problem is related to the topological properties of the domain for ε > 0
small enough. Precisely by means of Morse techniques, they showed that the number of positive solu-
tions of problem (Pε), counted with their multiplicities, is at least 2P1(Ω)− 1, where Pt(Ω) denotes
the Poincaré polynomial of Ω (see Deﬁnition 2.3).
As showed in [3], the application of the Morse theory yields better results than the application of
Ljusternik–Schnirelman theory for topologically rich domain. For example if Ω is obtained by an open
contractible domain cutting off k holes, the number of solutions of (Pε) is affected by k, even if the
category of Ω is 2.
If p = 2, the notion of multiplicity of a solution is quite understood. The multiplicity is exactly one,
if the solution is nondegenerate in the classical sense given in a Hilbert space.
In [22] Marino and Prodi proved that the nondegeneracy condition is generally veriﬁed, showing
that each isolated critical point can be resolved in a ﬁnite number of nondegenerate critical points
of a C1 locally approximating functional. However this functional could not be, in general, the Euler
functional of some differential equation.
In this work we aim to obtain a multiplicity result of positive solutions to the quasilinear elliptic
problem (Pε), in the spirit of [3], taking advance of the new approach introduced in the recent paper
[10].
We make the following assumptions on the nonlinear term:
( f1) there exists a > 0 such that for any t > 0
∣∣ f ′(t)∣∣ a + atq−1
where a is a suitable constant and q ∈ ]1, Np−N+pN−p [;
( f2) there exists θ ∈ (0,1/p) such that
F (t) θt f (t), t  0,
where F (t) = ∫ t0 f (s)ds;
( f3)
d
dt
f (t)
tp−1 > 0 for t > 0;
( f4) f (0) = 0, limt→0+ t1−p f (t) = 0;
( f5) f (t) = 0 for t < 0.
In our work, following the ideas in [3], we obtain a ﬁrst topological result, which correlates the
topological properties of the domain and the number of solutions of (Pε), counted with their multi-
plicities.
Theorem 1.1. Assume that N > p, 2  p < p∗ , p∗ = Np/(N − p). There exists ε∗ > 0 such that, for any
ε ∈ ]0, ε∗[, (Pε) has at least 2P1(Ω) − 1 solutions, possibly counted with their multiplicities.
Theorem 1.1 does not assure the existence of 2P1(Ω) − 1 distinct solutions. In order to improve
this result trying to resolve possible solutions whose multiplicity is greater than 1 we build suitable
approximations of Iε (corresponding to approximations of problem (Pε)) for which we are able to
develop a local Morse theory.
We underline that the variational framework of the quasilinear problem (Pε) is the Banach space
W 1,p0 (Ω), which is not Hilbert for p = 2. A lot of diﬃculties arise in order to relate Hessian notions
to topological objects (cf. [5,10,27]).
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1,p
0 (Ω) is not isomor-
phic to its dual space (cf. [14]) and the second derivatives of the Euler functional associated to (Pε)
is not Fredholm.
In this context we can not apply the perturbation results in [22], because they rely on an inﬁ-
nite dimensional version of Sard’s Theorem, due to Smale [23], so that they require the Fredholm
properties of the second derivatives in the critical points.
Following the approach introduced in [13], we introduce the following weaker notion of nondegen-
eracy.
Deﬁnition 1.2. Let A be an open subset of W 1,p0 (Ω) and g : A →R be a C2 functional. We say that a
critical point u of g is nondegenerate if g′′(u) is injective from W 1,p0 (Ω) to its dual W−1,p
′
(Ω).
We remark that the above notion of nondegeneracy coincides with the usual one if the space is
Hilbert and the operator is Fredholm.
Using the nondegeneracy condition, we prove the following perturbation result.
In what follows, we say that ∂Ω satisﬁes the interior sphere condition if for each x0 ∈ ∂Ω there
exists a ball BR(x1) ⊂ Ω such that BR(x1) ∩ ∂Ω = {x0}.
Theorem 1.3. Assume that ∂Ω satisﬁes the interior sphere condition and that N > p, 2  p < p∗ , p∗ =
Np/(N − p). There exists ε∗ > 0 such that, for any ε ∈ ]0, ε∗[, either (Pε) has at least 2P1(Ω) − 1 dis-
tinct solutions or, if not, for any (αn) with αn > 0, αn → 0, there exists a sequence ( fn) with fn ∈ C1(Ω),
‖ fn‖C1 → 0 such that problem
(Pn)
⎧⎪⎨
⎪⎩
−εp div((|∇u|2 + αn)(p−2)/2∇u)+ up−1 = f (u) + fn in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
has at least 2P1(Ω) − 1 distinct solutions, for n large enough. In particular, if p = 2, the statement holds also
if αn  0.
The strength of our approach consists in the fact that it allows to give an interpretation of mul-
tiplicity of a critical point of (Pε), in terms of the positive distinct solutions of a new differential
problem. This fact is new even for p = 2 (cf. [3]).
The proofs of these theorems rely on the construction of a functional, approximating the Euler
functional Iε , associated to (Pε), having only nondegenerate critical points in the sense introduced in
Deﬁnition 1.2. For nondegenerate critical points of the approximating functional, we can apply the
critical group estimates in [10] so that the multiplicity of a nondegenerate critical point is exactly
one.
By Theorem 2.7 it follows that the Morse polynomial of Iε can be computed like the sum of the
Morse polynomials of the approximating functional in each critical point and a partially controlled
remainder term.
Finally we mention that in [1], using Ljusternik–Schnirelman category, Alves has proved the exis-
tence of cat(Ω) solutions to (Pε).
In this paper, differently from the critical case [13], where (P.S.) fails, Morse techniques allow us
to prove also the existence of positive solutions having higher energy than the limit equation and to
improve the multiplicity result in [1].
Perturbation results in Morse theory for quasilinear problem having a right-hand side subcritically
at inﬁnity have been obtained in [9,12] (see also [8,15]).
2. Some abstract recalls in Morse theory
We need to recall some useful deﬁnitions and results (cf. [6,7,24]).
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of X . A sequence (un) in C is a Palais–Smale sequence for f if ‖ f (un)‖  M uniformly in n, while
f ′(un) → 0 as n → +∞.
We say that f satisﬁes (P.S.) on C if any Palais–Smale sequence in C has a strongly convergent
subsequence.
Let c ∈ R. We say that f satisﬁes (P.S.)c if any sequence (un) in X , such that f (un) → c and
f ′(un) → 0 as n → +∞, has a strongly convergent subsequence.
Deﬁnition 2.2. Let X be a Banach space and f be a C2 functional on X . If u is a critical point of f ,
the Morse index of f in u is the supremum of the dimensions of the subspaces of X on which f ′′(u)
is negative deﬁnite. It is denoted by m( f ,u). Moreover, the large Morse index of f in u is the sum of
m( f ,u) and the dimension of the kernel of f ′′(u). It is denoted by m∗( f ,u).
Deﬁnition 2.3. Let K be a ﬁeld. For any B ⊂ A ⊂ Rn , we denote Pt(A, B) the Poincaré polynomial of
the topological pair (A, B), deﬁned by
Pt(A, B) =
+∞∑
k=0
dim Hk(A, B)tk
where Hk(A, B) stands for the k-th Alexander–Spanier relative cohomology group of (A, B), with
coeﬃcient in K; we also set Hk(A) = Hk(A,∅) and Pt(A) = Pt(A,∅) is called the Poincaré polynomial
of A.
Deﬁnition 2.4. Let X be a Banach space and f be a C1 functional on X . Let K be a ﬁeld. Let u be a
critical point of f , c = f (u), and U be a neighborhood of u. We call
Cq( f ,u) = Hq
(
f c ∩ U , ( f c \ {u})∩ U)
the q-th critical group of f at u, q = 0,1,2, . . . , where f c = {v ∈ X: f (v) c}, Hq(A, B) stands for the
q-th Alexander–Spanier cohomology group of the pair (A, B) with coeﬃcients in K. By the excision
property of the singular cohomology theory the critical groups do not depend on a special choice of
the neighborhood U .
Deﬁnition 2.5. We denote Pt( f ,u) the Morse polynomial of f in u, deﬁned by
Pt( f ,u) =
+∞∑
k=0
dimCk( f ,u)t
k.
We call the multiplicity of u the number P1( f ,u) ∈N∪ {+∞}.
Next theorem is a topological version of the classical Morse relation (cf. Theorem 4.3 in [6]).
Theorem 2.6. Let X be a Banach space and f be a C1 functional on X. Let a,b ∈R be two regular values for f ,
with a < b. If f satisﬁes the (P.S.)c condition for all c ∈ ]a,b[ and u1, . . . ,ul are the critical points of f in
f −1]a,b[, then
+∞∑
q=0
(
l∑
j=1
dimCq( f ,u j)
)
tq = Pt
(
f b, f a
)+ (1+ t)Q (t) (2.1)
where Q (t) is a formal series with coeﬃcients in N∪ {+∞}.
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of each tq are the same on both sides of the equality.
In order to obtain a multiplicity result of solutions to problem (Pε) via Morse relations, we recall
an abstract theorem, proved in [9] (see also [2] and [6]).
Theorem 2.7. Let A be an open subset of a Banach space X. Let f be a C1 functional on A and u ∈ A be an
isolated critical point of f . Assume that there exists an open neighborhood U of u such that U ⊂ A, u is the
only critical point of f in U and f satisﬁes the Palais–Smale condition in U .
Then there exists μ > 0 such that, for any g ∈ C1(A,R) such that
• ‖ f − g‖C1(A) < μ,
• g satisﬁes the Palais–Smale condition in U ,
• g has a ﬁnite number {u1,u2, . . . ,um} of critical points in U ,
we have
m∑
j=1
Pt(g,u j) = Pt( f ,u) + (1+ t)Q (t)
where Q (t) is a formal series with coeﬃcients in N∪ {+∞}.
3. The limit equation
Assume that N > p and 2< p < p∗ , p∗ = pN/(N− p). Standard arguments prove that the solutions
of (Pε) correspond to the critical points of the C1 functional Iε : W 1,p0 (Ω) →R deﬁned by setting
Iε(u) = ε
p
p
∫
Ω
|∇u|p dx+ 1
p
∫
Ω
|u|p dx−
∫
Ω
F (u)dx. (3.1)
Denoting by
Aε(u) =
〈
I ′ε(u),u
〉
,
we introduce the Nehari manifold
Σε(Ω) =
{
u ∈ W 1,p0 (Ω)
∣∣ u = 0, Aε(u) = 0}.
From now on, ‖ · ‖ denotes the usual norm in W 1,p0 (Ω) and 〈·,·〉 : W−1,p
′
(Ω)×W 1,p0 (Ω) →R denotes
the duality pairing.
By assumptions ( f1)–( f5) it follows that
Lemma 3.1. For any ε > 0,Σε(Ω) is a 1-codimensional submanifold of W
1,p
0 (Ω), and it is C
1,1-diffeomorphic
to
S = {u ∈ W 1,p0 (Ω): ‖u‖ = 1} \ {u ∈ W 1,p0 (Ω): u  0 a.e.}.
Furthermore there exist σε > 0 and Kε > 0 such that for any u ∈ Σε(Ω)
‖u‖ σε, Iε(u) Kε. (3.2)
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meas
{
x ∈ Ω ∣∣ u(x) > 0}> 0,
in fact, by ( f5), if u  0 and Aε(u) = 0, then u = 0.
By ( f3) we deduce that 〈
A′ε(u),u
〉
< 0 ∀u ∈ Σε(Ω). (3.3)
Moreover by ( f4), we deduce that there exists C > 0 such that
∣∣F (t)∣∣ |t|p
2p
+ C |t|p∗ ∀t ∈R,
where p∗ = Np/(N − p). Hence
Iε(u)
1
p
(
εp
∫
Ω
|∇u|p + 1
2
|u|p
)
− C
∫
Ω
|u|p∗
and 0 is a local minimum for Iε(u).
For any v ∈ S , let us consider the map t ∈ [0,+∞[ → Iε(tv). By ( f2), we have limt→+∞ Iε(tv) =
−∞. Let ξε(v) be the positive number that realizes the maximum of the map t ∈ [0,+∞[ → Iε(tv).
By ( f3) we deduce that ξε(v) is unique, indeed it is enough to notice that ∂∂t Iε(tv) = 0 implies∫
Ω
(
εp |∇v|p + |v|p)= 1
t p−1
∫
Ω
f (tv)v.
Therefore ξε(v)v ∈ Σε(Ω) and Σε(Ω) is the image of the function ψε : S → Σε(Ω) deﬁned by
ψε(v) = ξε(v)v . By the implicit function theorem, taking account of (3.3), we have that ξε and ψε
are C1,1 functions. By ( f2) we deduce easily (3.2). 
Moreover, each nontrivial critical point of Iε is a nonnegative function which belongs to Σε(Ω).
By standard arguments, we have that the Palais–Smale condition holds both for the free functional
Iε and the functional constrained to Σε(Ω). Precisely, the following lemma holds.
Lemma 3.2.
• u is a critical point of Iε if and only if u is a critical point of Iε on Σε(Ω).
• (Iε) satisﬁes (P.S.)c for all c.
• (Iε)|Σε(Ω) satisﬁes (P.S.)c for all c.
As Iε satisﬁes (P.S.) on Σε(Ω), the inﬁmum is achieved. Let us denote
m(ε,Ω) = inf{Iε(u) ∣∣ u ∈ Σε(Ω)}.
We notice that if Ω = Br(y), the number m(ε,Br(y)) does not depend on y, so we set
m(ε, r) =m(ε,Br(y)).
It is trivial that if 0 < r1 < r2, then m(ε, r2) <m(ε, r1).
Moreover for any ε > 0 we set
m
(
ε,RN
)= inf{ Jε(u) ∣∣ u ∈ Σε(RN)}
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Jε(u) = ε
p
p
∫
RN
|∇u|p dx+ 1
p
∫
RN
|u|p dx−
∫
RN
F (u)dx (3.4)
and the associated Nehari manifold Σε(RN ) = {u ∈ W 1,p(RN ) | u = 0, 〈 J ′ε(u),u〉 = 0}.
For simplicity, set J1 = J and Σ(RN ) = Σ1(RN ).
Lemma 3.3. If u ∈ Σ(RN ), there is v ∈ Σ(RN ) such that v  0 and J (v) J (u).
Proof. Let us call u+(x) = max{u(x),0} and v(x) = t∗u+(x) where t∗ is the unique positive number
such that t∗u+ ∈ Σ(RN ). As u and v are in Σ(RN ), we see that
∫
RN
|∇u|p dx+
∫
RN
|u|p dx=
∫
RN
f
(
u+
)
u+ dx
and
∫
RN
∣∣∇u+∣∣p dx+ ∫
RN
∣∣u+∣∣p dx= ∫
RN
f (t∗u+)u+
t∗p−1
dx
so by ( f3) we infer that t∗  1.
Moreover
J (u) =
∫
RN
g
(
u+
)
dx and J (v) =
∫
RN
g
(
t∗u+
)
dx
where g(t) = t f (t)p − F (t) is increasing by ( f3), hence J (v) J (u). 
Nevertheless the (P.S.) condition fails for J , we have the following result (see [16,17]).
Theorem 3.4. m(1,RN ) is achieved. Moreover for any u ∈ Σ(RN ) there exists a positive radially symmetric
ω = ω(r) such that J (ω) J (u), ω′(r) 0 for r > 0 and ω and its ﬁrst derivatives decay exponentially, i.e.,
there exist C > 0, γ > 0 such that
∣∣Dαω(x)∣∣ Ce−γ |x| if |α| 1. (3.5)
Proof. We can consider the subspace W 1,pr (RN ) = {u ∈ W 1,p(RN ) | u(x) = u(|x|)}. It is known that
W 1,pr (R
N ) is compactly embedded in Lq(RN ) for q ∈ ]p,Np/(N − p)[. Therefore the functional J
satisﬁes the (P.S.) condition on Σ(RN ) ∩ W 1,pr (RN ) and
inf
{
J (u)
∣∣ u ∈ Σ(RN)∩ W 1,pr (RN)}
is achieved. Now we show that for any u ∈ Σ(RN ) there exists φ ∈ Σ(RN ) ∩ W 1,pr (RN ) such that
J (φ)  J (u). We can assume that u  0, since we can replace u by v of Lemma 3.3 without in-
creasing J . Now let us consider u∗ the Schwartz symmetrized function about the origin of u and set
ω = t∗u∗ where t∗ is the unique positive number such that t∗u∗ ∈ Σ(RN ). ω is spherically nonin-
creasing and using the Riesz inequality we derive
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p
(
t∗
)p ∫
RN
∣∣∇u∗∣∣p + ∣∣u∗∣∣p − ∫
RN
F
(
t∗u∗
)
dx
 1
p
(
t∗
)p ∫
RN
∣∣∇u∣∣p + |u|p − ∫
RN
F
(
t∗u
)
dx
= J(t∗u)max
t0
J (tu) = J (u).
From Theorem 1.9 in [16] (see [4] for p = 2) we derive (3.5). 
For any ε > 0, the functions ωε(x) = ω( xε ) satisfy the following equation:
−εppu + up−1 = f (u), x ∈RN .
Moreover for any ε > 0, m(ε,RN ) = εNm(1,RN ) and m(ε, r) = εNm(1, r/ε).
Using the exponentially decay of ω and its derivatives, and arguing as in Lemma 3.2 in [3], we can
deduce that
Proposition 3.5.We have
lim
r→+∞m(1, r) =m
(
1,RN
)
.
We state a compactness result. A similar result has been proved by Alves in [1], under an additional
assumption on f .
Theorem 3.6. If un ∈ Σ(RN ) is a sequence such that J (un) →m(1,RN ) then we have two possibilities:
• un converges strongly in W 1,p(RN );
• there exists a sequence (yn) such that |yn| → +∞ such that un(x − yn) converges strongly to ω ∈
Σ(RN ), J (ω) =m(1,RN ).
Proof. Taking into account Lemma 3.3, we can assume that un  0. Since ‖un‖ is bounded, we have
that un → u weakly, up to subsequences. We have cases: u = 0 and u = 0.
• We suppose u = 0. By Ekeland Principle, we can assume that there exists a sequence γn such
that
J ′(un) − γn A′(un) = on(1) in W−1,p′ . (3.6)
Testing by un we derive
−γn
〈
A′(un),un
〉= γn
∫
RN
(
f ′(un)un − (p − 1) f (un)
)
un = on(1).
We want to prove that γn → 0. If not, 〈A′(un),un〉 → 0 and by ( f3) we have ( f ′(un)un −
(p − 1) f (un))un > 0 goes to zero a.e. in RN . Hence, we have that un(x) → 0 a.e. in RN .
This contradicts the fact that u = 0. We deduce that γn → 0 and then
J (un) →m
(
1,RN
)
, J ′(un) → 0.
Using the fact that 〈 J ′(un),u〉 = on(1) we deduce that u ∈ Σ(RN ). Moreover by ( f2) and Fatou’s
Lemma
m
(
1,RN
)
 J (u) = J (u) − θ 〈 J ′(u),u〉 lim inf J (un) − θ 〈 J ′(un),un〉m(1,RN)n→+∞
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RN
|∇un|p + |un|p →
∫
RN
|∇u|p + |u|p .
We conclude that un → u strongly in W 1,p(RN ). So u = ω, where ω ∈ Σ(RN ), ω is radial and radially
nonincreasing, J (ω) =m(1,RN ).
• We suppose u = 0. Let
δ = limsup
n
sup
y∈RN
∫
B1(y)
|un|p dx.
If δ = 0, then by Lemma 1.21 in [29], we have un → 0 in Lp(RN ) and thus
∫
f (un)un dx → 0. As
un ∈ Σ(RN ), un → 0 in W 1,p(RN ), which contradicts (3.2).
If δ > 0 we can assume the existence of a sequence yn such that
limsup
n
∫
B1(yn)
|un|p dx> δ/2.
Let us deﬁne vn(x) = un(x+ yn), we have
limsup
n
∫
B1(0)
|vn|p dx > δ/2.
We may assume that vn → v weakly in W 1,p(RN ) and vn(x) → v(x) a.e. x ∈ RN . It follows from the
Rellich theorem that ∫
B1(0)
|v|p dx δ/2
and v = 0. Since un → 0 weakly, |yn| is unbounded. Moreover since vn ∈ Σ(RN ), J (vn) →m(1,RN ),
by Ekeland Principle, there exists a sequence γn such that
J ′(vn) − γn A′(vn) = on(1) in W−1,p′ .
Testing by vn we derive
−γn
〈
A′(vn), vn
〉= γn
∫
RN
(
f ′(vn)vn − (p − 1) f (vn)
)
vn = on(1).
If 〈A′(vn), vn〉 → 0, by ( f3) we have 0 < ( f ′(vn)vn − (p − 1) f (vn))vn goes to zero a.e. x ∈ RN and
thus vn(x) → 0 a.e. x. This contradicts the fact that v = 0. We deduce that γn → 0 and then
J (vn) →m
(
1,RN
)
, J ′(vn) → 0.
Arguing as before, we derive that vn converges strongly to v = ω where ω is a positive function,
spherically symmetric about the origin and J (ω) =m(1,RN ), ω ∈ Σ(RN ). 
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Without any loss of generality, we shall assume that 0 ∈ Ω . Moreover we denote by r > 0 a number
such that Ω+r = {x ∈ RN | d(x,Ω) r} and Ω−r = {x ∈ Ω | d(x, ∂Ω)  r} are homotopically equivalent
to Ω and Br(0) ⊂ Ω .
Remark 4.1. Once ﬁxed r > 0 as before, we can in the same way choose any  ∈ ]0, r[. If there is
ε > 0 such that m(ε,) is a critical level for any  ∈ ]0, r[, then the corresponding problem (Pε) has
inﬁnitely many solutions and Theorem 1.1 is proved. So we can suppose that m(ε, r) is regular for
any ε.
For any function u ∈ W 1,p(RN ) whose support is compact we can deﬁne its center of mass β(u) ∈
R
N by
β(u) =
∫
RN
x|∇u|p dx∫
RN
|∇u|p dx .
Following [3] and [1], we can consider for each x ∈RN and R > r > 0, the set AR,r,x = BR(x)\Br(x).
When x= 0, we denote AR,r the set AR,r,0. Moreover we call
m(R, r, ε, x) = inf{Iε(u) ∣∣ β(u) = x, u ∈ Σε(AR,r,x)}.
As m(R, r, ε, x) does not depend on x, we denote by m(R, r, ε) =m(R, r, ε, x), moreover we set Mε =
Σε(AR,r).
Using similar arguments to Proposition 4.1 in [1], we can deduce
Proposition 4.2. There results
lim inf
ε→0+
ε−Nm(R, r, ε) >m
(
1,RN
)
.
Proof. Arguing by contradiction, we assume that there exist a decreasing sequence εn → 0 and un ∈
Mε such that
β(un) = 0, ε−Nn Iε(un) →m
(
1,RN
)
.
By Lemma 3.3 we can assume that un  0. Set vn(x) = un(εnx) and An = AR/εn,r/εn , we have that
β(vn) = 0,
1
p
∫
An
|∇vn|p dx+ 1
p
∫
An
|vn|p dx−
∫
An
F (vn)dx →m
(
1,RN
)
and ∫
An
|∇vn|p dx+
∫
An
|vn|p dx=
∫
An
f (vn)vn dx.
As any vn vanishes in Br/ε1 (0), vn can not strongly converge to ω ∈ Σ(RN ), as in this case we
should have J (ω) = m(1,RN ) and ω = 0 in Br/ε1(0). Hence, by Theorem 3.6, there exist two se-
quences wn ∈ W 1,p(RN ) and yn ∈RN such that wn → 0, |yn| → +∞ and
vn(x) = wn(x) + ω(x− yn)
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(y1n,0, . . . ,0) and y
1
n < 0. Set M =
∫
RN
|∇ω|p > 0, Bn = An ∩ B r
2εn
(yn) and Cn = An \ B r
2εn
(yn). Since
wn → 0 and
∫
B r
2εn
(0) |∇ω|p → M , we have
∫
Bn
|∇vn|p =
∫
B r
2εn
(yn)
∣∣∇wn(x) + ω(x− yn)∣∣p dx→ M (4.1)
and ∫
Cn
|∇vn|p → 0. (4.2)
In particular (4.1) assures that Bn = ∅, thus y1n − r2εn . Moreover β(vn) = 0, so that
0=
∫
Bn
x1|∇vn|p dx+
∫
Cn
x1|∇vn|p dx− r
2εn
(
M + on(1)
)+ R
εn
∫
Cn
|∇vn|p dx.
Hence ∫
Cn
|∇vn|p dx rM
2R
+ on(1)
which contradicts (4.2). 
Then it follows that
Proposition 4.3. There exists ε∗ > 0 such that for any ε ∈ ]0, ε∗[ and for any u ∈ Σε(Ω), with Iε(u) 
m(ε, r), we have β(u) ∈ Ω+r .
Proof. Assume that there exist εn → 0+ and un ∈ Σεn (Ω), such that Iεn (un)  m(εn, r) and xn =
β(un) /∈ Ω+r .
We begin to notice that by the choice of r > 0,
m(εn,Ω)m(εn, r)
for any n ∈N.
Moreover xn is a bounded sequence, as
|xn| =
∣∣∣∣
∫
Ω
x|∇un|p∫
Ω
|∇un|p
∣∣∣∣ diam(Ω).
If we ﬁx R > 0 suﬃciently large, then Ω ⊂ AR,r,xn and m(R, r, εn, xn)m(εn, r).
Since m(R, r, εn, xn) = m(R, r, εn), we have m(R, r, εn)  m(εn, r) and thus letting n → +∞ we
derive
lim inf
n→+∞ ε
−N
n m(R, r, εn)m
(
1,RN
)
which contradicts Proposition 4.2. 
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Σε(Br(0)), Iε(uε) =m(ε, r).
For any q ∈ Ω−r let us deﬁne
φq,ε(x) =
{
uε(x− q) if x ∈ Br(q),
0 otherwise.
Moreover let us deﬁne the map
Φε : Ω−r → Σε(Ω)
by setting Φε(q) = φq,ε(x). Note that, as uε is radial,
β
(
Φε(q)
)= q ∀q ∈ Ω−r . (4.3)
Setting Σm(ε,r)ε = {u ∈ Σε(Ω) | Jε(u)m(ε, r)}, we derive the following result.
Proposition 4.4. There exists ε∗ > 0 such that for any ε ∈ ]0, ε∗[, then
dim Hk
(
Σ
m(ε,r)
ε
)
 dim Hk(Ω). (4.4)
Proof. Let ε∗ be as in Proposition 4.3. Denoting by Φkε and βk the homomorphisms between the k-th
cohomology groups induced by Φε and β respectively, by Proposition 4.3 we have
Hk
(
Ω+r
) βk−→ Hk(Σm(ε,r)ε ) Φkε−→ Hk(Ω−r ).
Moreover (4.3) gives that Φkε ◦βk = idk , hence the assertion follows as Ω+r is homotopically equivalent
to Ω . 
Next result can be obtained reasoning as in [13, Proposition 3.9].
Lemma 4.5. If c ∈ (0,m(ε,Ω)) and b c is a regular value for Iε , then
Pt
(
Ibε, I
c
ε
)= tPt((Iε)bc ∩ Σε).
Proposition 4.6. There exists ε∗ > 0 such that for any ε ∈ ]0, ε∗[ there are α >m(ε,Ω) and c ∈ ]0,m(ε,Ω)[
such that
Pt
(
Iαε , I
c
ε
)= tPt(Ω) + tZ(t), (4.5)
Pt
(
W 1,p0 (Ω), I
α
ε
)= t2(Pt(Ω) − 1)+ t2Z(t) (4.6)
where Z(t) is a polynomial with nonnegative integer coeﬃcients.
Proof. Let ε∗ be as in Proposition 4.3. Choosing α =m(ε, r) and c ∈ ]0,m(ε,Ω)[, (4.5) follows from
Remark 4.1, Proposition 4.4 and Lemma 4.5.
Moreover, as Σε is contractible, Lemma 4.5 gives also
Pt
(
W 1,p0 (Ω), I
c
ε
)= tPt(Σε) = t
so that Hk(W 1,p0 (Ω), I
c
ε)  {0} if k = 1, while dim H1(W 1,p0 (Ω), Icε) = 1.
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Hk−1
(
W 1,p0 (Ω), I
c
ε
)→ Hk−1(Iαε , Icε)→ Hk(W 1,p0 (Ω), Iαε )→ Hk(W 1,p0 (Ω), Icε)
gives that
dim Hk
(
W 1,p0 (Ω), I
α
ε
)= dim Hk−1(Iαε , Icε) ∀k 3. (4.7)
For k = 1,2 we have the exact sequence
H0
(
Iαε , I
c
ε
)→ H1(W 1,p0 (Ω), Iαε ) j1→ H1(W 1,p0 (Ω), Icε)
i1→ H1(Iαε , Icε)→ H2(W 1,p0 (Ω), Iαε )→ H2(W 1,p0 (Ω), Icε).
By Lemma 4.5 H0(Iαε , I
c
ε)  H−1((Iε)αc ∩ Σε)  {0}, so that j1 is injective.
We want to prove that i1 is injective. This is equivalent to show that the dual homomorphism
H1(Iαε , I
c
ε)
i1→ H1(W 1,p0 (Ω), Icε) is surjective. By the geometry of functional Iε we infer that Icε has
two connected components, one bounded containing u0 ≡ 0 and the other unbounded. Moreover,
considering u1 and u2 belonging to the two different connected components of Icε , there is a curve σ
in Iαε connecting u1 and u2.
Let [σ ]α and [σ ] be the relative homology classes of σ respectively in H1(Iαε , Icε) and
H1(W
1,p
0 (Ω), I
c
ε). As i1[σ ]α = [σ ] and dim H1(Iαε , Icε) = 1, it is suﬃcient to prove that [σ ] = 0. Argu-
ing by contradiction, if [σ ] = 0 then there is a curve γ in Icε such that ∂σ = ∂γ , so it is possible to
connect u1 and u2 in Icε which is an absurd. Hence i
1 is injective and
H1
(
W 1,p0 (Ω), I
α
ε
) {0}  H0(Iαε , Icε). (4.8)
As H2(W 1,p0 (Ω), I
c
ε) = {0} and dim H1(W 1,p0 (Ω), Icε) = 1 we infer that H1(Iαε , Icε)  H1(W 1,p0 (Ω),
Icε) ⊕ H2(W 1,p0 (Ω), Iαε ) and
dim H2
(
W 1,p0 (Ω), I
α
ε
)= dim H1(Iαε , Icε)− 1. (4.9)
(4.7), (4.8) and (4.9) can be written as
Pt
(
W 1,p0 (Ω), I
α
ε
)= tPt(Iαε , Icε)− t2
which, together to (4.5), proves (4.6). 
Proof of Theorem 1.1. Choosing ε∗ as required by Proposition 4.6, the proof comes from (2.1), (4.5)
and (4.6). In particular, denoting by m(u) the multiplicity of any critical point u of Iε (see Deﬁni-
tion 2.5), we get
∑
Iε(u)<α
m(u) = P1(Ω) + Z(1) + 2Q−(1)P1(Ω),
∑
Iε(u)>α
m(u) = P1(Ω) − 1+ Z(1) + 2Q+(1)P1(Ω) − 1
where Q−(t) and Q+(t) are suitable formal series with coeﬃcients in N∪ {+∞}. 
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In what follows we assume that p  2, so that Iε is a C2 functional. Furthermore, for any α  0
we introduce the C2 functional Tα : W 1,p0 (Ω) →R deﬁned by
Tα(u) = ε
p
p
∫
Ω
(
α + |∇u|2)p/2 dx+ 1
p
∫
Ω
|u|p dx−
∫
Ω
F (u)dx.
Moreover, for any f ∈ C1(Ω) and α  0 we deﬁne Jα, f : W 1,p0 (Ω) →R by
Jα, f (u) = Tα(u) −
∫
Ω
f u.
We remark that, for any bounded subset A of W 1,p0 (Ω),
lim
α→0‖Tα − Iε‖C1(A) = 0 and lim‖ f ‖C1(Ω)→0
‖ Jα, f − Tα‖C1(A) = 0.
Now we state two results concerning critical groups computation via Morse index. For the proof
we refer the reader to Theorems 1.1 and 1.2 of [10] (see also [11,20]).
Theorem 5.1. Let p > 2, α > 0 and f ∈ C1(Ω). Let u ∈ W 1,p0 (Ω) be a nondegenerate (in the sense of Deﬁni-
tion 1.2) critical point of Jα, f . Then the Morse index m( Jα, f ,u) is ﬁnite and
C j( Jα, f ,u) ∼=K if j =m( Jα, f ,u), (5.1)
C j( Jα, f ,u) = {0} if j =m( Jα, f ,u). (5.2)
Theorem 5.2. Let p > 2, α > 0 and f ∈ C1(Ω). Let u ∈ W 1,p0 (Ω) be an isolated critical point of Jα, f . Then
m( Jα, f ,u) and m∗( Jα, f ,u) are ﬁnite and
C j( Jα, f ,u) = {0} for any j m( Jα, f ,u) − 1 and j m∗( Jα, f ,u) + 1.
Moreover, dimC j( Jα, f ,u) < ∞ for any j ∈N.
Remark 5.3. For p = 2 and α  0 Theorems 5.1 and 5.2 still hold, as consequence of classical results
in Morse theory, based on Morse Lemma. We refer to Theorem 4.1 and Corollary 5.1 in [6].
Proof of Theorem1.3. Let ε∗ be deﬁned by Theorem 1.1 and ε ∈ ]0, ε∗[. If (Pε) has at least 2P1(Ω)−1
distinct solutions, then the assertion is proved, otherwise Iε has a ﬁnite number of isolated critical
points u1, . . . ,uk having multiplicities m1, . . . ,mk where
1 k < 2P1(Ω) − 1 and
k∑
j=1
mj  2P1(Ω) − 1.
Let (αn) be a sequence such that αn → 0. If Tαn has at least 2P1(Ω) − 1 critical points, then the
theorem is proved just choosing fn = 0, otherwise Tαn has h < 2P1(Ω) − 1 isolated critical points
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and their related objects. If n is suﬃciently large, by Theorem 2.7 h k and
h∑
i=1
mi 
k∑
j=1
mj  2P1(Ω) − 1. (5.3)
Reasoning as in Theorem 5.3 and Proposition 5.4 of [12], we obtain there are V and W subspaces
of W 1,p0 (Ω), r > 0,  ∈ ]0, r[ such that
(1) W 1,p0 (Ω) = V ⊕ W ;
(2) V ⊂ C1(Ω) is ﬁnite dimensional;
(3) V and W are orthogonal in L2(Ω);
(4) for any i ∈ {1, . . . ,h} and v ∈ V ∩ B(0) there exists one and only one wi = wi(v) in W ∩ Br(0)
such that
〈
T ′αn (ui + v + wi),w
〉= 0 ∀w ∈ W ; (5.4)
(5) denoting by Ui = ui + (V ∩ B(0)) + (W ∩ Br(0)),
Ui1 ∩ Ui2 = ∅ if i1 = i2;
(6) introducing the map φi = V ∩ B(0) → R, where φi(v) = Tαn (ui + v + wi(v)) and wi(v) is the
only element in W ∩ Br(0) satisfying (5.4), φi is a C2 map,
∀v ∈ V φ′i(v) = T ′αn
(
ui + v + wi(v)
)
and
φi
′′(v) is an isomorphism ⇐⇒ T ′′αn
(
ui + v + wi(v)
)
is injective. (5.5)
Now let A be an open bounded set such that, for any i = 1, . . . ,h, Ui ⊂ A and let {e1, . . . , el} be
an L2-orthonormal basis of V , where l = dim V . For any v ′ ∈ V ′ we introduce Lv ′ : W 1,p0 (Ω) → R the
functional deﬁned by
Lv ′ (u) =
∫
Ω
f v ′u dx, where f v ′ =
l∑
k=1
〈v ′, ek〉ek.
Let μi be deﬁned by Theorem 2.7 relatively to Tαn , ui , A and Ui , for any i = 1, . . . ,h, and μ =
min{μ1, . . . ,μh}. Let δ > 0 be such that if ‖v ′‖V ′  δ, then ‖Lv ′ ‖C1(A) < μ/h.
Denoting by δ1 = min{δ,1/n}, by Sard’s Lemma there exists v ′1 ∈ V ′ such that ‖v ′1‖V ′ < δ1 and if
φ′1(v) = v ′1 then φ′′1 (v) is an isomorphism. Moreover there is β1 > 0 such that if v ′ ∈ V ′ , ‖v ′‖V ′  β1
and φ′1(v) = v ′1 + v ′ then φ′′1 (v) is an isomorphism.
Analogously, for i = 2, . . . ,h, there exist βi > 0, δi = min{δ1, β1/(h − 1), . . . , βi−1/(h − i + 1)} and
v ′i ∈ V ′ such that ‖v ′i‖V ′ < δi and if v ′ ∈ V ′ , ‖v ′‖V ′  βi and φ′i(v) = v ′1 + · · · + v ′i + v ′ then φ′′i (v) is
an isomorphism.
So it is suﬃcient to choose
fn =
h∑
f v ′i =
h∑ l∑〈
v ′i, ek
〉
ek.i=1 i=1 k=1
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(Pn)
⎧⎨
⎩
−εp div((|∇u|2 + αn)(p−2)/2∇u)+ up−1 = f (u) + fn in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
are critical points of the functional Jn = Jαn, fn deﬁned by
Jn(u) = Tαn (u) −
∫
Ω
fnu dx ∈R.
Denoting by Ki = {u ∈ Ui: J ′n(u) = 0}, we will see that any u ∈ Ki is nondegenerate, hence, by Theo-
rem 5.1 (see also Remark 5.3) P1(u, Jn) = 1. Moreover as ‖ Jn − Tαn‖C1(A) < μ, Theorem 2.7 and (5.3)
assure that
h∑
i=1
∑
u∈Ki
P1(u, Jn)
h∑
i=1
mi  2P1(Ω) − 1
so that (Pn) has at least 2P1(Ω) − 1 distinct solutions.
Let us prove that the critical points of Jn in U1 ∪ · · · ∪ Uh are nondegenerate.
Firstly observe that
∫
Ω
fnw dx= 0 ∀w ∈ W and
∫
Ω
fnv dx =
h∑
i=1
〈
v ′i, v
〉 ∀v ∈ V . (5.6)
If u˜ ∈ Ki , there exists (v˜, w˜) ∈ V × W such that u˜ = ui + v˜ + w˜ .
By (5.6), for any w ∈ W
〈
T ′αn (ui + v˜ + w˜),w
〉= 〈 J ′n(u˜),w〉= 0
so that w˜ = wi(v˜).
By construction φ′i(v˜) = v ′1+· · ·+ v ′i + v ′ , where v ′ = v ′i+1+· · ·+ v ′j and ‖v ′‖V ′ < βi , so that φ′′i (v˜)
is an isomorphism and, by (5.5), u˜ is nondegenerate.
Therefore for n large enough, there exist at least u1n, . . . ,u
2P1(Ω)−1
n solutions of the equation (Pn).
We remain to prove that uin are positive. Firstly we notice that for any i, there exists j ∈ {1, . . . ,k}
such that uin tends to u j in W
1,p
0 (Ω) as n → +∞.
Moreover since V ⊂ C1,α(Ω), the regularity results in [19,21,25,26] assure that the solutions uin
are uniformly bounded in C1,α(Ω), and then, up to subsequence, uin converges in C
1(Ω) to u j > 0 as
n → +∞. By the Strong Maximum Principle (see Lemma 3.4 in [18] for p = 2 and Theorems 1 and
5 in [28] for p > 2), we know that
∂u j
∂ν (x0) > 0 being x0 ∈ ∂Ω , ν is the interior normal of x0. This
implies uin > 0 on Ω , for n suﬃciently large. 
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