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vSummary
The recent advances in metabolomics have created the potential to measure the
levels of hundreds of metabolites which are the end products of cellular regulatory
processes. The automation of the sample acquisition and subsequent analysis in
high throughput instruments that are capable of measuring metabolites is posing
a challenge on the necessary systematic storage and computational processing of
the experimental datasets. Whereas a multitude of specialized software systems for
individual instruments and preprocessing methods exists, there is clearly a need
for a free and platform-independent system that allows the standardized and inte-
grated storage and analysis of data obtained from metabolomics experiments. Both
support for preprocessing of raw datasets and also means to visualize and integrate
the results of higher level statistical analyses within a functional genomics context
are required
To facilitate the systematic storage, analysis and integration of metabolomics
experiments, MeltDB was designed, implemented, and applied. MeltDB is a
web-based software platform for the analysis and annotation of datasets from
metabolomics experiments. The software supports open and standardized file for-
mats (netCDF, mzXML, mzDATA) and facilitates the integration and evaluation
of existing preprocessing methods. The system provides researchers with means to
consistently describe and store their experimental datasets. Comprehensive analy-
sis and visualization features of metabolomics datasets are offered to the community
through a web-based user interface. The newly developed system covers the pro-
cess from raw data management to the visualization of results in a knowledge-based
background and is integrated into the existing software platforms of genomics, pro-
teomics, and transcriptomics at Bielefeld University.
This work demonstrates the functionality of MeltDB by means of several appli-
cation examples where e.g. the influence of three different carbon sources on the
gram-negative bacterium Xanthomonas campestris pv. campestris or the differences
between healthy and disease human blood plasma samples are dissected. Novel vi-
sualization and analysis methods based on the MeltDB API have been developed
and evaluated in the context of the extensible software platform.
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CHAPTER 1
Motivation and Overview
The first completely sequenced genome, namely that of the pathogenic bacterium
Haemophilus influenzae, was published in 1995. This represented a milestone
in genome research and molecular biology. Less than two decades later, more
than 1100 completely sequenced organisms are available (Genomes Online, Octo-
ber 2009) in the public databases and currently the number of sequences entered
in the public repositories doubles in less than 12 months. The genome sequence
delivers the blueprint for all cellular functions and the set of encoded genes defines
the functional space for an organism. Yet, the number of genes with hypothetical
or even unknown function is still growing with the number of sequenced genomes.
This resulted in a paradigm shift in biology towards the so called functional ge-
nomics approaches that aim at elucidating the function and interaction partners of
the individual genes.
Together with advances in bioinformatics, a number of high-throughput experi-
mental techniques have been developed that enable the analysis of a large number
of compounds in living cells. Among them are DNA arrays for the analysis of the
mRNAs, 2D-gel electrophoresis together with mass spectrometry for the analysis
of a large fraction of the proteins and yeast-two hybrid approaches for the iden-
tification of protein-protein interactions. These techniques are often referred to
as Omics techniques and the different analytical approaches are described by the
terms transcriptomics, proteomics and interactomics. The term ”-ome” is used
similar to ”-omics” to describe all components of a given group of compounds or
interactions.
One of the more recent contributions to the Omics family is the field of
metabolomics, which addresses the analysis of the metabolome. The term
metabolome has been introduced approximately one decade ago. It refers to all
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low molecular mass compounds modified and synthesized by a living cell, tissue
or organism. During the last couple of years, the field emerged in the biological
sciences and achieved tremendous popularity and development. Metabolomics re-
vives the classical biochemical concepts and analytical techniques and puts them in
context with genomic information and other system wide approaches. The field is
unique in modern science due to its multidisciplinary requirements: knowledge from
biology, chemistry, engineering, physics as well as mathematics and statistics needs
to be integrated. Furthermore, metabolomics finally allows to connect the differ-
ent levels of biological information on the molecular level. As a high-throughput
technology, metabolomics puts high demands on the analytical and computational
analysis and requires streamlined and robust processing methods. To cover and
address these requirements, the MeltDB software has been developed and will be
presented in this work.
The following chapters describe the design, development, implementation, and
application of MeltDB. Chapter 2 begins with a brief overview of the biological
foundations of metabolomics. The relation to the other Omics techniques is detailed
and the reader is introduced to the fundamentals of hyphenated mass spectrometry
based metabolomics technology. Possible problems and pit-falls when working with
hyphenated mass spectrometry data are highlighted and discussed; some methods
to overcome these issues, including normalization and statistical inference will be
presented that allow to extract information from noisy data.
Chapter 3 is dedicated to progressive methods of standardization and software
systems in the field of metabolomics. The first results of standardization efforts are
presented which involve the content of communication, machine-readable formats
and vocabularies, and, finally, pieces of software implementing them.
Chapter 4 deals with the more formal aspects of designing a system. It is almost
infeasible to build a complex application as a monolithic piece of source-code. One
should rather use a modular approach and decompose the whole system into smaller
reusable and manageable portions communicating with each other via well defined
interfaces.
After the initial design, the formally described components are realized in source
code and combined to the working application. Chapter 5 describes the imple-
mentation of MeltDB, which software and programming languages were applied,
and how their employment resulted in an extensible database system with a highly
versatile interface. At the same time, novel analysis methods realized using the
MeltDB API are detailed
The availability of the MeltDB system led directly to the application of the
functionality in real-world projects. Recently, more than a dozen projects were
initialized. Some are internal evaluation projects, dealing with assessment of new
methods of statistics and visualization. Others are tutorial projects used for teach-
ing and in laboratory courses. But the largest range of projects is dedicated to
metabolomics research in a diverse range of organisms and environments. In how
far MeltDB has contributed to academic research is detailed in Chapter 6 which
describes several recent application examples.
3A discussion of the system, its implementation, and new insights obtained is
given in Chapter 7 and a conclusion together with an outlook on the perspectives
of MeltDB is presented in Chapter 8.

CHAPTER 2
Background
The sequencing of complete genomes marked the starting point for a system wide
understanding of living cells, as the genome represents the complete blueprint of
genetic potential of an organism. However, this information is static and insuffi-
cient to describe which part of the genomic functionality is actually realized under
certain environmental conditions. Methods to obtain snapshots of the actual state
of the living cell on various levels have been developed in the last decade and the
term functional genomics was coined to subsume these efforts. One important aim
is the elucidation of the function of every gene. Gene expression analyses (tran-
scriptomics) provide information about transcribed genes (Lockhart et al., 1996)
and modern microarray technology allows to analyze virtually all transcriptional
changes of an organism or tissue. Thereby the effects of genetic and environmental
manipulations can be investigated.
Protein analyses (proteomics) reflect protein abundances and their amounts in a
cell (Shevchenko et al., 1996). Advances in protein separation by two-dimensional
gel-electrophoresis and subsequent identification using e.g. matrix assisted laser des-
orption coupled to one- or two-dimensional mass spectrometry allow to determine
the abundance of proteins by analyzing up to several thousand proteins in parallel.
The combination of transcriptomics and proteomics already provides a large
amount of functional information. Nonetheless, several recent studies revealed the
limitations of transcriptomic and proteomic approaches to predict gene functions.
In accordance with the terms transcriptome and proteome, the complement of
all metabolites of an organism was termed metabolome (Oliver et al., 1998).
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The qualitative and quantitative analysis of all metabolites (present in a cell, a
tissue or an organism at a given time point) was termed metabolomics1 (Sumner
et al., 2003).
In order to achieve a complete understanding of the biological behavior of a com-
plex system, it is essential to monitor the response of an organism to a conditional
perturbation at the transcriptome, proteome and metabolome levels (Bino et al.,
2004). An important step towards this goal is the integration of experimental data
and results from all fields of functional genomics. For a truly integrative approach
towards systems biology it is essential to include metabolic data (Fiehn, 2002; Sum-
ner et al., 2003; Weckwerth, 2003) especially because changes in metabolites are
most closely connected to the observed phenotype of an organism. The backward
link to the genotype of an organism can be established through knowledge about
biochemical pathways and gene regulatory networks.
Nonetheless, there are several additional challenges to tackle in metabolome anal-
ysis compared to the analysis of the genome, transcriptome or proteome. In contrast
to the linearly arranged sequences of four nucleotides in DNA and RNA or the 20
amino acids in proteins, metabolites belong to chemically diverse compound classes
and vary in molecular composition. Thus, metabolites can not be subjected to a
general sequence analysis, i.e. the determination of the order of the nucleotides or
amino acids (Fiehn, 2002). The identification is complex since the elemental com-
position, the atomic configuration, as well as the stereochemic orientation need to
be determined for each metabolite. Furthermore, as the concentration of individ-
ual compounds present in biological material can vary by as much as nine orders
of magnitude (Sumner et al., 2003), the dynamic range of most modern analytical
systems is easily exceeded.
Despite these limitations and pitfalls, comprehensive analysis of metabolic re-
sponses has been made possible and useful with the advent of modern compu-
tational and analytical tools. The analytical procedure for metabolomics can be
subdivided into three experimental sections. First, the biological samples have to
be harvested without disturbance of the metabolome; the metabolites must be ex-
tracted and eventually derivatized. In a second step, the metabolites are separated
by chromatographic techniques such as gas chromatography (GC) or high perfor-
mance liquid chromatography (HPLC). In the third step, the identification and
quantification of the metabolites is achieved. Hyphenated mass spectrometry is
currently one of the most widely applied technologies in metabolomics, as it pro-
vides rapid, sensitive, and selective qualitative and quantitative analyses (Dunn
and Ellis, 2005).
Estimations for the number of metabolites present in living organisms range
from hundreds to many thousands; for the model organism Escherichia coli ≈ 750
metabolites have been ascertained (Nobeli et al., 2003). With the application of
modern hyphenated technologies, a significant part of the metabolome (Hall, 2006)
1The term metabonomics was proposed in parallel, but is used less often due to the inconsistency
in terminology with transcriptomics and proteomics
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step is impossible due to the chemical complexity and heterogeneity of compounds
(Goodacre et al., 2004). The number of estimated compounds for eukaryotic cells
ranges from 4,000 to 20,000 (Fernie et al., 2004) and in the entire plant kingdom up
to 200,000 metabolites are expected to exist. Therefore, truly metabolomic studies
will rely on new technical inventions (Hall, 2006).
At present, comprehensive metabolite profiles of plants and bacteria need to be
acquired by using combinations of gas chromatography - mass spectrometry (GC-
MS) (Fiehn et al., 2000; Roessner et al., 2000; Weckwerth et al., 2004), liquid
chromatography - mass spectrometry (LC-MS) (Buchholz et al., 2002; Huhman
and Sumner, 2002; Tolstikov and Fiehn, 2002), capillary electrophoresis - mass
spectrometry (CE-MS) (Soga et al., 2002, 2003; Nesbitt et al., 2008) and also liq-
uid chromatography - nuclear magnetic resonance (LC-NMR) (Wolfender et al.,
2003). The experimental and analytical effort for such extensive analyses is im-
mense. Considering the tradeoff between effort and the number of detectable and
identifiable compounds in biological samples, GC-MS is currently deemed to be the
most popular method for global metabolite profiling (Kopka, 2006) which can be
complemented by LC-MS analysis for incompatible compounds (Broeckling et al.,
2005).
Apart from the comprehensive analysis of all metabolites which requires an in-
tegrated analysis, several other approaches are employed in metabolomic research.
These approaches can be classified in the following main categories according to
Goodacre et al. (2004):
In metabolite target analyses, the number of metabolites is restricted to e.g. a
particular enzyme system that would be directly affected by abiotic or biotic per-
turbation (Fiehn, 2001). The number of metabolites that need to be detected and
quantified is low and analytical procedures can be optimized towards these.
The more general metabolite profiling approach focuses on a group of identifiable
metabolites, for example, a class of compounds such as carbohydrates, amino acids
or those associated with a specific pathway. Compared to target analyses, the
quantification of the individual compounds may be less accurate but a broader
analysis reduces the over-interpretation of data (Fiehn, 2001).
If the goal of the analysis is the classification of samples on the basis of provenance
of either their biological relevance or origin, metabolic fingerprinting is employed
(Kell et al., 2005). Quantitative data for all biochemical pathways is not strictly
necessary; it is often sufficient to obtain enough information to unravel metabolic
alterations (Fiehn, 2001).
The analytical methodology and instrumentation necessary for these and the
comprehensive metabolomics analyses will be detailed in the following.
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Figure 2.1.: The chromatographic separation used in metabolomics usually relies
on the distribution between two phases. One phase is stationary while
the second phase (gas or liquid) is mobile and can be exchanged. Dif-
ferences in the distribution coefficients K1 and K2 allow to separate
the compounds C1 and C2 (Figure adapted from Villas Boˆas (2007)).
2.1. Separation and chromatography
Chromatography is a physical method of separation in which components that need
to be separated are distributed between a stationary and a mobile phase that moves
into a defined direction (Ettre, 1994). The first description of chromatographic
separation dates back to the turn of the 20th century when M. S. Tswett used
columns of powdered calcium carbonate to separate green leaf pigments into a series
of colored bands (Poole, 2002). Tswett also coined the name chromatography (color
writing) to describe this process. Since then, chromatography has evolved into a
large number of applied methods. The main advances of the technique occurred
between the 1960s and 1990s. Improvements of columns, detectors and electronics
resulted in the possibility to separate nearly all types of chemical compounds even
when they are found in complex mixtures (Villas Boˆas, 2007).
2.1.1. Basics of chromatography
Small differences in the distribution coefficients and their temperature dependence
are used to separate compounds in two-phase systems (e.g. liquid-liquid or gas-
liquid). In these systems, one phase is termed the stationary phase which is chemi-
cally bound to a surface and fixed in a column. The second phase is termed mobile
and can either be gaseous or liquid.
The separation process is dynamic, the differences in the distribution coefficients
as described in Figure 2.1 determine how long a compound remains in the stationary
phase. Since the mobile phase is continuously fed to the chromatographic system,
the compounds are dynamically separated until the end of the column is reached.
A plot of the concentration of compounds eluting at the end of the column vs.
the time is called chromatogram. A simple chromatogram is shown in Figure 2.2
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Figure 2.2.: The figure displays a typical chromatogram. The retention time of
the analytes found is presented on the x-Axis of the diagram and the
intensity measured by a detector is presented on the y-Axis. In the
sample image, the retention time of seven peaks is marked. For each
peak, the maximal intensity and the area can be determined. The
peaks occurring at timepoints t5 and t6 are not completely resolved by
the chromatographic separation.
illustrating the most important parameters retention time, peak height, and peak
area by which the peak of an analyte can be described. The process of detecting
and integrating peaks is addressed by computational signal analysis methods.
2.1.2. Chromatographic systems
The analysis of complex mixtures is a recurring requirement in biological experi-
ments, and chromatography can achieve the important step of physical separation.
Most important for the field of metabolomics which requires the separation of com-
plex metabolite mixtures are high performance liquid chromatography (HPLC), gas
chromatography (GC) and also capillary electrophoresis (CE). The general princi-
ples and theories of gas and liquid chromatography are quite similar as described
in the previous section. Both analytical systems consist of a supply for the mobile
phase, an injection system, the column, and a detector. The systems are controlled
and data is recorded though an integrated computer system. The exemplary setup
of a GC instrument is presented in Figure 2.3.
An important and critical part of a gas chromatograph is the injector unit which
transfers the typically liquid sample into the gaseous phase and focuses it at the
beginning of the column. The injector can easily evaporate small molecules with
boiling points below 300◦C but non-volatiles need special chemical modifications
to be made amenable for GC analysis. In metabolomics, amino acids, sugars,
small organic acids and other polar metabolites are of great interest. By protecting
their polar groups through chemical modifications e.g. methylation or silylation,
the volatility can be increased. A comprehensive overview of modern derivatization
methods is given by Toyo’oka (2000)
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Figure 2.3.: The main components of a gas chromatograph are a gas supply coupled
to an injector which transfers the sample into the mobile gas phase and
a column located in an oven. The temperature program of the oven
is controlled and the column is connected to a detector, e.g. a mass
spectrometer (Figure adapted from Villas Boˆas (2007)).
In order to unambiguously identify and quantify the compounds after their sep-
aration, both sensitive and selective detectors need to be employed. A further re-
quirement for the detector is the compatibility with the separation technique which
results in three main technologies. At first, there are so-called optical detectors
that use ultra violet light (UV), photo diode arrays, or laser induced fluorescence
(Fraser et al., 2000; Britz-Mckibbin et al., 2003). Alternatives are nuclear magnetic
resonance (NMR) which allows for structural elucidation of the compounds but re-
quires high sample volumes (Wolfender et al., 2003) and finally mass spectrometry
detectors which are deemed to be the most generic and comprehensive technology
for metabolomics approaches (Bedair and Sumner, 2008).
2.2. Mass spectrometry
The development of mass spectrometry (MS) dates back to the year 1910 when J.J.
Thomson showed that the noble gas Neon consists of a mixture of two isotopes of
nominal mass 20 and 22. The basic principle of mass spectrometry is the generation
of ions from organic or anorganic compounds followed by the separation of these ions
by their mass-to-charge (m/z) ratio. The m/z ratio is dimensionless by definition, it
calculates from the dimensionless mass number, m, of a given ion and the number
of its elemental charges, z. If the number of elemental charges is one, the m/z
scale directly matches the m scale. The associated value that is measured in mass
spectrometry is the abundance of ions of a specific m/z ratio.
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Figure 2.4.: The figure displays a block diagram of a mass spectrometer together
with the function of the individual modules. Analytes are ionized in
the ion source and are afterwards transferred to the high vacuum of
the mass spectrometer.
2.2.1. Mass spectrometer
A mass spectrometer always consists of a common basic setup. The first module is
called ion source followed by a mass analyzer and a detector operated under vacuum
conditions as presented in Figure 2.4. The ion source realizes several key processes
which are the transfer of the samples into the gas phase, ionization, and finally
the transfer of the analyte to the vacuum. Compounds may be ionized thermally,
by electromagnetic fields, or the impact of accelerated electrons or ions with the
analyte. The commonly positive ions are single ionized atoms, clusters, molecules
or their fragments or associates. The separation of the ions can be achieved by
static or dynamic electromagnetic fields or by time-of-flight analyzers (Kienitz and
Aulinger, 1968).
2.2.2. Ionization methods
Ionization is crucial to mass spectrometry since only ionized molecules can be trans-
ported and separated by electromagnetic fields in the vacuum that is required for
mass detection. Different ionization methods will be briefly sketched according to
(Kopka et al., 2004) in the following subsections.
Electron ionization (EI)
In electron ionization (EI), the analyte of interest is bombarded in the vapor phase
with high-energy electrons (usually 70 eV). Some of this energy is absorbed by
the analyte molecules (≈ 20 eV) causing a number of processes. The analyte may
simply lose a single electron and is thereby ionized. This results in the so called
molecular ion (M+•), the m/z of which corresponds to the molecular weight of the
analyte. Typically, 10 eV of the energy is required for this process. Since bond
energies in organic molecules are typically around 4-5 eV, the remaining excess
energy may lead to fragmentation. Complex spatial rearrangements of the atoms
in the molecule or simple scission of bonds may occur. This process may help to
elucidate the nature of the analyte since the generated fragment ions yield direct
information on the structure of the analyte. An example of the scissions that can
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Figure 2.5.: A possible fragmentation pathway of an ionized molecule ABYZ+•.
The excess energy of electron ionization typically leads to a number of
rearrangement and fragmentation processes. In an EI mass spectrum
of the molecule ABYZ, all the formed ionic species may be detected.
Nonetheless, the intensity of the respective peaks can not be predicted
by simple rules due to numerous competing and consecutive reactions.
(Figure adapted from Gross (2004))
occur are presented in Figure 2.5 and for further consideration of the interpretation
of EI spectra the textbook by McLafferty (1993) is recommended.
Electrospray ionization (ESI)
Electrospray ionization (ESI) is typically used in combination with liquid chro-
matography. The ionization process of the molecules that are dissolved in large
amounts of solvent starts with the formation of small charged liquid droplets.
These are sprayed into a vacuum. While the solvent evaporates, the charge is
concentrated at the surface of the shrinking droplets. At the end of the process,
the charge is transferred to the solutes. The electrostatic repulsion inside the small
droplets leads to a discharge of the ions which can subsequently be analyzed by
mass-spectrometric detectors. Molecules with a low ionization potential are pref-
erentially ionized and if molecules compete for ionization, those molecules that do
not readily form ions may be suppressed.
Chemical ionization (CI)
The hard ionization techniques such as EI lead to a fast fragmentation of the molec-
ular ion. This is disadvantageous as the molecular ion is one of the most important
pieces of analytical information as it can be used to derive potential sum formulas
of the analyte. In order to reduce the fragmentation associated with ionization
and thereby increase the production of molecular species, chemical ionization (CI)
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has been developed. This approach is often termed as ’soft ionization’ where the
analyte molecules are subjected into a mass spectrometer which contains a reagent
gas. Although the mixture is bombarded with electrons as described in the previ-
ous section, the ionization of gas molecules is predominant since the reagent gas is
present in vast excess (> 1,000:1). After ionization of the gas atoms, ion-molecule
reactions take place between neutral analyte molecules and the reactant gas atoms
in the high-pressure regime of the mass spectrometer source. Typically, adducts of
reagent ions with the analyte molecules occur in low energy processes which result
in little fragmentation.
The m/z of the ions observed does not give the molecular weight directly, it arises
from the combination of the analyte with an adduct. The mass of the adduct (1 for
methane gas or 18 in the case of ammonia) must in this case be subtracted from
the observed m/z value.
To summarize, hard ionization techniques transfer more energy than is required
for the first ionization step. All molecules are ionized but the remaining excess
energy often causes strong molecular fragmentation. Soft ionization technologies,
such as CI and ESI, transfer a smaller amount of energy. Molecules are therefore
less likely to form fragments but not all compounds can be ionized using CI or ESI.
2.2.3. Mass-detection approaches
The determination of the m/z ratio can be achieved through a combination of
electric and/or magnetic fields in the mass analyzer module of the mass spectrom-
eter. All mass analyzers operate under high vacuum conditions to ensure that the
generated ions do not collide with uncharged molecules (e.g. the air) or with each
other. The main quantitative difference between mass analyzers is the mass res-
olution they achieve. Nominal mass analyzers obtain integer mass accuracy and
feature a resolution of ≈ 1:1,000-2,000. High resolution mass analyzers can achieve
resolutions of up to 1:100,000 which corresponds to a mass accuracy lower than 1
part-per-million (ppm).
Quadrupole detectors (QUAD)
A quadrupole detector (QUAD) is a mass-spectrometric device for the detection and
quantification of ions. These are generated from molecules of interest as described
above. In a quadrupole instrument, a set of four electronically operated metal
rods acts as a mass-selective ion filter. The ions that pass this filter at each of
the successively monitored masses are recorded and counted by a detector which
finally generates a mass spectra. Triple quadrupole detectors are a variation of the
basic single quadrupole setup. For these detectors, three quadrupole devices are
coupled in a linear array which can realize two selective filtering steps. Thereby
all unwanted components can be removed from a complex mixture and the target
metabolite of interest can be extracted.
14 Chapter 2. Background
Ion-trap technology (TRAP)
Ion-traps (TRAP) can also be employed for the mass-spectrometric detection and
quantification of ions. An ion-trap device collects and stores ions by forcing them
into stable orbits. Afterwards, the ions are released from the device and analyzed.
By trapping and release of ions of successive masses, a mass spectrum can be gener-
ated through this two-step process. An interesting feature of ion-trap instruments
is the possibility to analyze secondary fragments originating from the collected and
stored ’primary ions’. Researchers can employ this approach for determining the
structure of molecules, or to monitor known metabolites in complex samples.
Time-of-flight technology (TOF)
TOF was initially developed for the analysis of macromolecules, such as proteins,
peptides and polysaccharides, by matrix-assisted laser desorption (MALDI-TOF).
Improvements to this technology allow a coupling to gas chromatographic sepa-
ration instruments. TOF-MS is ideally suited for fast-scanning analysis of small
volatile molecules (Kopka et al., 2004) since a processing cycle that consists of
bundling, accelerating and detection of the ions in an evacuated flight tube does
only take a few milliseconds. The flight tube has a fixed distance and as ions of
low mass travel faster than those with a high mass, they can be distinguished by
their time of flight which is recorded at the end of the tube.
As mass spectrometry is a destructive method, the analytes are consumed during
the examination. This is a drawback in comparison to non destructive methods such
as infrared (IR) or nuclear magnetic resonance (NMR) spectroscopy but because of
the sensitivity of MS this is rarely a problem. MS is even more considered as the
method of choice when other analytical techniques fail to obtain clear analytical
information from amounts of sample in the nanogram scale (Gross, 2004).
2.2.4. Mass spectrum
A mass spectrum (often abbreviated as MS) represents the two dimensional infor-
mation on ion abundance in relation to m/z ratio. The intensity is derived from the
area or simply the height of the measured signals (so called peaks). It is common
to normalize all measured intensities relative to the most intense peak in the spec-
trum the so called base peak (rel. % Int.). Mass spectra can either be represented
as discrete spectra or as profile spectra which resemble the peak shape. A sample
mass spectrum of the compound valine is presented in Figure 2.6.
2.3. Hyphenated mass spectrometry
Most often the compounds of interest are found as part of a complex mixture. The
chromatographic technique provides separation of the components of that mixture
and therefore allows for their identification or quantitative determination. The
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Figure 2.6.: A mass spectrum obtained through electron impact ionization (EI) of
the compound valine. The mass-to-charge (m/z) ratio of the mea-
sured ions is presented on the x-axis whereas the y-axis represents the
recorded number or intensity of the individual ions. Typically, mass
spectra are normalized to the peak with the highest intensity (base
peak). In this example, the base peak is found at 144.187 m/z.
information on the retention time of an unknown compound alone does not suffice
to unequivocally identify the compound even if it matches the retention time of
known standards within the limits of the experimental error. There exist simply so
many different compounds that an analyst cannot say with absolute certainty that
two compounds are the same based on retention time information alone. Additional
information is needed and the connection to MS provides further insight.
The first approach was the coupling of gas-chromatography to mass spectrome-
try (GC-MS) which was first reported in 1958 and rapidly established as a routine
method. The coupling of liquid chromatography to mass spectrometry devices was
realized shortly after and was followed by further liquid phase separation meth-
ods. In any case, an additional dimension is added to the analytical measurement
through the separation by one of the aforementioned techniques. For chromato-
graphic techniques that are coupled to an MS instrument, the term hyphenated
methods has been established. Chromatographic detectors deliver a chromatogram
that represents the mass flow eluting from the chromatographic column.
If a mass spectrometer is employed as detector, repetitive scans over the m/z
range of interest are measured during the chromatographic run and thereby the
relation between chromatogram and mass spectra of the eluting components is es-
tablished. The mass spectra of many compounds are sufficiently specific to allow
their identification with high confidence. Problems may arise if the separation
is incomplete and the analyte of interest is found as part of a mixture. The ob-
tained mass spectrum will contain ions from all the compounds present in this case.
Nonetheless, many compounds with similar or even identical retention times have
quite different mass spectra and can therefore be differentiated.
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2.3.1. Gas chromatography - mass spectrometry (GC-MS)
Gas chromatography-mass spectrometry (GC-MS) combines the features of gas
chromatography and mass spectrometry to identify substances within a complex
sample. A fused silica capillary is contained in the oven of a GC instrument. The
inner surface of the long and fine capillaries is coated by a film of stationary phase.
The selective binding of the analytes is facilitated by this stationary phase due
to different physiochemical interactions (dispersion, dipole-dipole interactions and
hydrogen bonding). According to the application, capillary columns are available
in different dimensions with various stationary phases. A typical column is 30m
long with an internal diameter of 0.25mm and a stationary phase 0.25µm thick.
Volatility and derivatization
Gas Chromatography requires a certain level of volatility and thermal robustness
of the analyte since both the injection block and interface regions are at high
temperatures even while the column oven is not. Compounds can be derivatized
through silylation or acetylation (Halket and Zaikin, 2003). Thereby, the polarity
of molecules decreases as e.g. XH groups are transformed in XSiR3 groups. A
reduced polarity leads to improved volatility even if the molecular weight of the
analyte is increased. The thermal robustness is additionally increased, alcohols are
for example protected from thermal dehydration.
Column bleed
The high temperatures of the GC column lead to the slow release of the stationary
phase of the inner wall of the capillary. This effect is termed thermal degradation or
column bleed. One of the characteristics is that it is proportional to the temperature
in the GC oven. In case of the frequently employed methyl-phenyl-siloxane liquid
phases, abundant ions are 73, 147, 207, 281 m/z. Within one series the peaks are
74 U (OSiMe2) distant.
In the repetitive scanning mode in GC-MS each point of the TIC corresponds
to a full mass spectrum. It is important for the analytical process that the time
to acquire a mass spectrum is shorter than the time to elute a component from
the column. When scan cycle times are in the order of one second the resulting
chromatograms are usually represented by thousands of mass spectra. With recent
GC/GC instruments the frequencies of hundreds of scans per second can easily
be achieved. This leads to a proportional increase in the number of mass spectra
achieved for individual experiments. Due to the high sensitivity, GC-MS can detect
trace compounds and is therefore well suited for metabolomics approaches.
2.3.2. Liquid chromatography - mass spectrometry (LC-MS)
In GC-MS virtually all compounds that pass the chromatographic column can be
ionized and therefore analyzed via the mass spectrometer. This is not the case for
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high performance liquid chromatography (HPLC) and MS due to the incompatibil-
ities of the two techniques (Ardrey, 2005). The main incompatibility is the mobile
phase is a liquid being pumped through the column at a flow rate of typically 1
ml min−1. Since the MS operates under vacuum conditions, the eluate can not be
pumped directly in the source of the mass spectrometer and has to be removed
beforehand. To achieve this efficiently, the electrospray and atmospheric pressure
chemical ionization interfaces are most widely used currently.
The main advantage of LC-MS over GC-MS are that firstly, compounds do not
need to be chemically altered prior to analysis. Secondly, compounds that are
highly polar, thermo-unstable or have high molecular weights (e.g. oligosaccharides
or lipids) can be quantified and separated (Nikolau, 2007). Additionally, a wide
range of columns and elution procedures is available for the specific separation and
detection of different compound classes. In conclusion, the combination of HPLC
with mass spectrometry can help to identify and quantify additional primary and
secondary metabolites and thereby complements the GC-MS approach.
2.3.3. Capillary electrophoresis - mass spectrometry (CE-MS)
Capillary electrophoresis (CE) is suited for the separation of polar and charged
compounds, as compounds are separated on the basis of their charge-to-mass ratio.
As this separation mechanism is different to other approaches such as reverse phase
liquid chromatography (RPLC), CE can provide complementary information on the
composition of a biological sample (Ramautar et al., 2009). Further advantages of
CE are fast and efficient separations without the need for extensive sample pre-
treatment, a low consumption of organic solvent and other reagents, and the use
of simple fused-silica capillaries instead of expensive LC columns. On the other
hand, the concentration sensitivity of CE is low due to the limited sample volume
in the range of nanoliters that can be introduced into the capillary. This can be
partly compensated with a coupling to a sensitive mass spectrometry (MS) based
detector.
The coupling of CE-MS has been recognized as an attractive complementary tech-
nique for metabolomic studies. Initially, mainly targeted analyses have been per-
formed but in recent years the potential of CE-MS for comprehensive metabolomics
approaches has been recognized. The results of more than a decade in CE-MS based
analysis have been reviewed by Monton and Soga (2007).
The range of applications of the main ionization and separation techniques is
presented in Figure 2.7. Currently, no single method exists that is capable of
covering the complete metabolome of an organism. Thus, integrated approaches
combining the different techniques need to be realized for comprehensive analyses.
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Figure 2.7.: The range of the different ionization and separation techniques with
respect to mass and polarity of the analytes is presented. No sin-
gle analytical method is capable of covering the complete metabolome
quantitatively. For comprehensive metabolomics analyses, integrated
approaches combining the different analytical platforms need to be em-
ployed. Figure adapted from Halket et al. (2005).
2.4. Structure of chromatographic data
The data that is produced by all hyphenated MS methods is typically mass spectral
data together with a time dimension from the preceding compound separation
technique (Villas Boˆas, 2007). Thus, the structure of GC-MS, LC-MS, and CE-
MS data is very similar. The mass spectra are obtained in regular intervals which
means that a spectrum has been recorded for each time point in the chromatogram.
A chromatogram represents specific values from the spectra; i.e. either single or
extracted ions current (EIC) or the total intensity current of the mass spectra
(TIC) and is plotted as a function of time. A complete data file can be seen as a
matrix where spectral information spans the y-dimension and time is represented
via the x-dimension. This is visualized in Figure 2.8: the grey-scale image in the
upper right part illustrates the intensity values measured at each point.
A mass spectrum is presented in the lower part and can be stored in two ways,
either as a continuum spectrum or in the centroid data format. The continuum
format represents the most raw data format as all data points recorded by the
spectrometer are stored. In centroided format, the spectrum is reduced to discrete
mass-intensity pairs of the ions recorded. This format is commonly used, as it
generates smaller data files. One drawback is that the masses of a centroid spectrum
are recorded at a continuous scale. They can therefore not be aligned directly
between consecutive scans but have to be binned to obtain a regular data matrix.
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The bin width has to be chosen according to the accuracy of the mass spectral
instrument.
The aim of the preprocessing of the raw data matrices that represent the chro-
matographic data is to find and identify the chromatographic peaks representing
compounds present in the biological sample under study. A variety of signal pro-
cessing and feature detection methods have been developed and will be presented
in the following section.
2.5. Signal processing and feature detection
The general preprocessing strategy that transforms raw datasets from hyphenated
mass spectrometry to quantitative metabolite information usually encompasses fil-
tering, noise and baseline reduction of the raw data followed by feature extraction
which corresponds to chromatographic peak detection in this context.
GC-, LC- or CE-MS datasets exhibit various sources of noise often covering
or distorting true analyte signals. The aim of signal processing in general is the
separation of the analyte signal from the different types of noise. The signals that
are sought in the datasets under study typically exhibit a representative peak shape
which often resembles a Gaussian distribution.
Peak detection is central and a variety of peak detection methods has been pro-
posed for both chromatographic and mass spectral datasets over the years (Stein,
1999; Danielsson et al., 2002; Andreev et al., 2003; Du et al., 2006). In general,
the goal is to remove the baseline, de-noise the signal using e.g. smoothing filters
and identify peaks above a given signal-to-noise (S/N) ratio. The intensities of
extracted or total ion chromatograms are used and often information about the
expected peak shape is integrated to improve the recovery rate. Furthermore, so
called deconvolution (Stein, 1999) methods are necessary to separate co-eluting
metabolites.
Various approaches for filtering noise can be applied to chromatographic signals.
The methods range from simple median filtering in a specified window size to more
elaborate signal processing techniques that increase the S/N ratio but do not affect
the area under curve. One of these approaches is called matched filtration (Daniels-
son et al., 2002). The general concept of matched filtration is the application of
a filter function whose coefficients are equal to the expected shape of the signal.
As described earlier, the Gaussian function is a simplified description of the peak
shape obtained in chromatographic experiments. When such a filter is applied, a
reduction of peaks whose widths are significantly less than the model peak shape
can be observed. The application of matched filtration on LC-MS data was first
reported by Danielsson et al. (2002). Additionally, matched filtration was recently
extended by using the noise characteristics in areas without signal to improve the
filter in an algorithm known as MEND (Andreev et al., 2003). An implementation
of the approach in the R system (Ihaka and Gentleman, 1996) has been made avail-
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Figure 2.8.: Overview of the structure of chromatographic data. The data that
is produced by all hyphenated MS methods are mass spectral data
together with a time dimension from the preceding compound sepa-
ration technique. Mass spectra are obtained in regular intervals, one
mass spectrum recorded at a specific timepoint of the chromatographic
separation process is presented in the lower part of the figure. The 2-
dimensional plot at the top right part represents all measured data,
intensities of individual ions are visualized using a grayscale mapping.
The construction of a total (TIC) or extracted ion current or chro-
matogram (EIC) based on the mass spectral data is presented in the
left part of the figure. An EIC represents the intensities of a single ion
measured over time, the TIC represents the sum of all ions measured
in the individual mass spectra.
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Figure 2.9.: Overview of chromatogram alignment approaches: Retention time cor-
rection can be achieved by selecting markers manually. This approach
is time and labor intense and has various drawbacks. Hence, alignment
algorithms use either the raw data for chromatogram alignment per-
forming complete time series alignment (profile alignment) or make use
of predicted chromatographic features (peaks) which have been previ-
ously detected by preprocessing steps (peak alignment, a.k.a. feature
based alignment). In both variants, retention time information and
additionally mass spectral data can be employed (Figure adapted from
Robinson et al. (2007)).
able by Smith et al. (2006). Their XCMS system works both on LC- and GC-MS
data.
Apart from the noise influence on single chromatograms, there are retention time
drifts between consecutive measurements that can aggravate the comparison and
analysis of multiple measurements. How these can be addressed is presented in the
following section.
2.5.1. Chromatogram alignment
Due to instrument imperfections that are e.g. caused by small variations in the
temperature program or mobile phase flow rates, a chromatographic run can not
be reproduced even if the very same sample and instrument are used again. This
is especially true for LC-MS measurements. Additionally, column aging and pol-
lution by disproportional overrepresented analytes can lead to shifts in retention
time and aberrations in peak compositions of recorded mass spectra. It is im-
portant to understand that such perturbations may affect the retention time of
the studied analytes, however, the sequence of analyte occurrences is typically not
altered. Nevertheless, sample matrix effects, that emerge from variations in sam-
ple composition, and the previously discussed difficulties in sample extraction and
preparation influence the quality of a chromatographic separation (Robinson et al.,
2007; van Nederkassel et al., 2006).
To compensate the aforementioned retention time drifts, chromatographic align-
ment can be performed. Easily identifiable retention standards can be added to the
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samples yielding so called retention indices. Alternatively, alignments can be com-
puted based on detected features (Robinson et al., 2007) or by finding the maximal
covariance between the chromatograms (Jonsson et al., 2005). In any case, success-
ful alignment simplifies the assignment of corresponding unknown peaks or mass
signals across multiple measurements in the downstream analysis. Over the years,
various approaches have been developed which work either on the complete mea-
surement data, or employ previously detected features i.e. chromatographic peaks.
A categorization of the methods is presented in Figure 2.9.
2.5.2. Continuous time series alignment
There exist several alignment techniques which correct retention time shifts on raw
chromatogram data, among others dynamic time warping (DTW), parametric time
warping (PTW), semi-parametric time warping (STW), fuzzy warping (FW), and
correlation optimized warping (COW) (van Nederkassel et al., 2006). However,
COW has already been developed in 1997 by Nielsen et al. (1998) and has become
a frequently used algorithm, which served as model for various newer algorithms,
too. Although the original COW approach only supports pairwise alignment, it
will be used to explain the principles of time series alignment techniques in the
following.
Correlation optimized warping
The basic concept of Correlation Optimized Warping (COW) is to divide the chro-
matograms, of which one serves as target chromatogram, into a user-defined number
of N sections. Each section is linearly stretched or compressed to match the target
chromatogram as good as possible, which is accomplished by a warping function.
Thereby the function shifts the end points of each section (except the outermost
ones, which are fixed) within a user-specific range of size [−s; +s], where s (called
the slack parameter) is defined by the user. For each possible shift position, the
section is then linearly interpolated and a correlation coefficient is calculated and
stored. Starting from the first section, the warping function is iteratively called
upon each section and with respect to previous shifts the correlation coefficients
for further shifts are calculated. After all possible warping solutions are calculated
and scored, the highest scoring warping solution is selected. The score of a warping
solution is defined by the cumulative sum of its correlation coefficients of the con-
tained sections (Nielsen et al., 1998; van Nederkassel et al., 2006). The computation
time of the algorithm depends strongly on the two user-defined parameters N and
s, where N usually depends on the number of peaks. Hence, chromatograms with
many peaks or with great length differences where a high slack parameter must
be used, lead to an unacceptably high computation time (van Nederkassel et al.,
2006). However, the major disadvantage of the algorithm emerges from the fact
that the section for each chromatogram needs to be manually defined. The quality
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of an alignment is therefore dependent on the experience of the user, who has to
supply the proper position and amount of sections.
2.5.3. Feature based chromatogram alignment
The large distribution of feature based chromatogram alignment algorithms is cer-
tainly induced by their usually low computational time, as only an extract of data is
used to determine an alignment. Peak detection belongs to the standard procedures
of chromatogram analysis, which is performed in every metabolomic experiment,
independent of the employed alignment tool. It is required for the identification of
recorded analytes in both targeted and untargeted metabolite profiling as well as in
metabolomics. The use of profitable data which is already available is a substantial
argument to favor peak alignment. Peak alignments define alignments of peak lists
instead of raw chromatogram data, as the name implies. A peak list L is defined as
an ordered sequence L = [p1, p2, . . . , pn], pi < pi+1. However, a peak alignment can
be transformed into a chromatogram alignment. Thereby aligned peaks serve as
anchor points, between which the retention time of the respective chromatograms is
interpolated using linear, polynomial, or spline interpolation. Thus, anchor points
are comparable to the section end points in the COW alignment algorithm.
Dynamic programming approaches for chromatogram alignments
Various authors (Prakash et al., 2006; Hoffmann and Stoye, 2009; Robinson et al.,
2007) developed dynamic programming based algorithms for chromatogram align-
ments. The general concept of these approaches is similar, Prakash and Hoffmann
use profile data whereas Robinson employs feature lists. To present the general
concept of dynamic programming based chromatogram alignments, the method by
Robinson et al. is detailed in the following. In this approach, the alignment of two
peak lists LX = [x1, x2, . . . , xn] and LY = [y1, y2, . . . , ym] is defined as a list with
one-to-one relations or gaps between peaks x and y, e.g.
ALXLY = [(x1, y1), (x2, y2), (x3,−), (x4, y3), . . . ] (2.1)
This example presents two cases analogous to pairwise sequence alignments: two
peaks either match or gaps occur meaning that a peak from list LX has no matching
counterpart in LY or vice versa. The maximal length of ALXLY is limited by n+m
and the alignment is obtained by backtracing a generated score matrix using the
Needleman-Wunsch algorithm (Needleman and Wunsch, 1970).
It is important to note that in the case of Robinson’s algorithm, the employed
score function is composed of two terms. The first computes a mass spectral simi-
larity and the second penalizes retention time deviations between the peak tuple.
score(xi, yj) = S(xi, yi)× exp
(
(RT (xi)−RT (yj))2
2D2
)
(2.2)
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The function S(x, y) returns the dot-product of the vector representations of the
mass spectra associated to the two peaks x and y. The function RT (x) returns
the retention time of peak x in seconds and D represents the tolerated retention
time deviation that can occur due to measurement errors. By varying D, the
importance of the retention time deviations to the overall peak similarity score can
be controlled. Robinson’s algorithm represents an instance of class b presented in
Figure 2.9. The normalized dot product (cosine) between the mass spectra vectors
MS(x) of length l of the compared peaks xi and yj is used as similarity measure
and calculated as follows:
S(xi, yj) =
∑l
k=1MS(xi)k ×MS(yj)k√∑l
k=1MS(xi)k ×
√∑l
k=1MS(xi)k
(2.3)
When the score matrix for LX and LY has been computed, the traceback resulting
from the application of dynamic programming gives the best alignment of the peaks.
For this approach, a gap penalty G has to be defined additionally. For G, a fixed
value between 0 and 1 is employed. Unlike in sequence alignment where affine
gap-cost functions are used, the extension of existing gaps is not favorable to the
creation of new gaps in the alignment of peak lists.
The construction of multiple alignments is detailed in the original publication
(Robinson et al., 2007) and will be sketched briefly. It follows the ideas of progres-
sive multiple sequence alignments (Thompson et al., 1994). In order to construct
multiple alignments of peak lists LA, LB, LC , . . . , the authors first calculate all pos-
sible pairwise alignments between the peak lists. Then, from all pairwise alignments
the alignment score for each pair of peak lists is calculated. Based on these scores,
a guide tree is built which provides the similarity relationship between the peak
lists. The peak lists are then progressively aligned following the branching order
given by the guide tree resulting in a multiple alignment of all peak lists.
As the presented algorithm depends on previously detected peaks, the quality
of the generated alignments is influenced by the peak detection method employed
in the preprocessing. Automated peak detection remains a challenge, and any
errors introduced at this stage will propagate through to the final alignment tables.
Especially, if several peaks with similar mass spectra occur in a small retention
time window, the method can generate misalignments.
In contrast, the reduction of the large chromatographic datasets to peak lists
makes the approach very efficient. Furthermore, with the availability of multiple
alignments, the processing of high-throughput metabolomics data is simplified. In
the optimal case, the errors induced by chromatographic deviations and time shifts
are compensated and all downstream analysis steps can benefit from the registered
and aligned measurements.
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2.6. Compound identification
After the detection and deconvolution of chromatographic peaks, the associated
metabolites need to be identified. The mass spectra obtained through fragmen-
tation by electron impact can be compared to annotated reference spectra from
mass spectral databases (NIST, GMD). If chemical or other soft ionization meth-
ods were performed, exact molecular masses of the mother ions can be achieved. In
this case, the Metlin database (Smith et al., 2005) can be used to find candidates
for the chemical identity of the measured compound. Database lookup can provide
initial evidence for the chemical identity of the metabolite but additional informa-
tion such as the retention time or retention index of the peak need to be taken into
account. Analysts dealing with unknown compounds from complex environmental
samples need to prove that a tentative identification is in fact the correct compound
(Schymanski et al., 2009).
2.6.1. Mass spectral reference databases
NIST
The National Institute of Standards and Technology (NIST) provides a standard
reference mass spectral database. The so-called NIST/EPA/NIH library is the
product of a multi-year, comprehensive evaluation and the main EI MS library
contains 191,436 spectra. Together with the Retention Index Library which cov-
ers 293,247 Kovats RI values, information for 44,008 compounds is available. The
spectra have been inspected by experienced mass spectrometrists and the chemi-
cal structures are checked for correctness and consistency, using both human and
computer methods. Along with the mass spectra, the NIST database also provides
references to IUPAC names and CAS registry numbers (Wiley, 2005).
The Human Metabolome Database (HMDB)
The Human Metabolome Database (HMDB) is a web-based bioinformat-
ics/chemoinformatic resource with detailed information about human metabolites
and metabolic enzymes. The HMDB contains MS spectra for some of the metabo-
lite entries together with compound description, names and synonyms, chemical
structure information, and physico-chemical data (Wishart et al., 2007).
GMD Golm Metabolite Database
Kopka and co-workers (Kopka et al., 2005; Schauer et al., 2005) have compiled and
maintain the Golm Metabolome Database (GMD) as an open access metabolome
database. The goal of this database is to provide means for the unambiguous iden-
tification of metabolites in highly complex metabolite preparations from biological
samples. The authors have established a collection of mass spectra, which comprise
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frequently observed metabolites of either known or unknown exact chemical struc-
ture. The motivation is to pool the identification efforts currently performed in
many laboratories around the world. The GMD provides public access to custom
mass spectral libraries, metabolite profiling experiments as well as additional infor-
mation and tools, e.g. with regard to methods, spectral information or compounds.
The main goal will be the representation of an exchange platform for experimen-
tal research activities and bioinformatics to develop and improve metabolomics by
multidisciplinary cooperation.
METLIN
Whereas the GMD focuses on GC-MS spectra, the Metlin database was established
as a repository for exact masses of molecular or adduct ions obtained from LC-
MS measurements (Smith et al., 2005). METLIN is a freely accessible web-based
data repository, which has been developed to assist in a broad range of metabolite
research projects and to facilitate metabolite identification through mass analysis.
METLIN includes an annotated list of known metabolite structural information
that is easily cross-correlated with its catalog of high-resolution Fourier transform
mass spectrometry (FTMS) spectra, tandem mass spectrometry (MS/MS) spectra,
and LC-MS data.
2.6.2. De novo identification of compounds
With database lookup, compounds can only be identified if reference mass spec-
tra exist in the previously described libraries. Hence, the de-novo identification
through interpretation of metabolite mass spectra is highly sought (Bo¨cker et al.,
2008). Identification can be achieved by experts using mass spectral classifiers to
identify substructures and then building the matching molecule(s), either by hand
or using structural generators such as MOLGEN (Benecke et al., 1997). In any
case, this process is time consuming, error prone and requires expert knowledge.
A valuable piece of information in the process to identify yet unknown compounds
is the molecular mass of the compound which can be obtained by highly accurate
mass spectrometry instruments. One or more possible sum formulas of the un-
known compound can be reconstructed based on the measured molecular mass as
described in the following section.
2.6.3. Mass decomposition
The elucidation of the structure of unknown small molecules by mass spectrometry
remains a challenge despite increased accuracy of the mass spectrometric devices.
Modern high-resolution mass spectrometry can determine the mass of sample
molecules with an accuracy of 1-5 parts-per-million (ppm). As described in Section
2.2.4, the output of a mass spectrometer consists of peaks that correspond to the
masses of the sample molecules together with their abundance. The natural isotopic
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distributions of the elements result in several peaks in the output that correspond
to the same type of sample molecule, the so called isotope pattern. The composition
of the isotope patterns contains valuable information that can be used to identify
the elemental composition of unknown compounds.
The first step towards the identification of the structure is the determination of
the elemental composition of the unknown compound based on the measured ions.
Efficient algorithms are available to enumerate all potential molecular formulas that
sum up to the observed ion masses. Nonetheless, with growing molecular weight,
the number of potential candidate formulas explodes (Bo¨cker et al., 2008, 2009).
Apart from the exact enumeration algorithms, a set of seven heuristic rules has
been developed to select the most likely and chemically correct molecular formu-
las. These heuristics include restrictions for the number of elements, LEWIS and
SENIOR chemical rules, isotopic patterns, hydrogen/carbon ratios, element ratio
of nitrogen, oxygen, phosphor, and sulfur versus carbon, element ratio probabilities
and the presence of trimethylsilylated compounds (Kind et al., 2007).
The authors evaluated their filtering rules on 6000 pharmaceutical, toxic and
natural compounds and obtained a retrieval of the selected compound as top hit at
80% to 99% probability when assuming data acquisition with complete resolution
of unique compounds and 5% absolute isotope ratio deviation and 3 ppm mass
accuracy. Together with the efficient mass decomposition, this marks one possible
approach for the elucidation of compounds not yet listed in mass spectral databases.
2.7. Data analysis strategies for metabolomics
datasets
After the successful identification compounds based on mass spectral information
and the quantification of the respective peaks, the experimental data can be rep-
resented as a data matrix with rows representing individual measurements and
columns representing the detected compounds. The entries in the data matrix cor-
respond to quantitative measurements of the compounds, e.g. the peak areas or
intensities.
The reduction of experimental data to abundance matrices allows to employ var-
ious pre-treatment methods that have previously been established in other Omics
techniques such as microarray analyses or quantitative proteomics. Nonetheless,
metabolomics data have important properties and differ from e.g. transcriptomics
data in several points.
2.7.1. Properties of metabolomics data
Metabolomics experiments obtain a snapshot of the metabolome that reflects the
cellular state or phenotype for the experimental conditions under study. In an eval-
uation study, van den Berg et al. (2006) analyzed the properties of the datasets that
are typically generated by metabolomics experiments. The authors identified dif-
28 Chapter 2. Background
ferences in the order of magnitudes between measured concentrations of abundant
metabolites such as e.g. ATP and low abundant metabolites. This finding suggests
that e.g. for bio-marker discovery, relative fold changes are more important than
large absolute changes of metabolite concentrations and that the heteroscedasticity
of the experimental data has to be accounted for in the analysis of metabolomics
experiments.
If the experimental conditions included biologically induced variation, the aim
of the experiment is often to detect differences in the fold changes in metabolite
concentrations that are an effect of the induced variation. It is highly important
to be able to distinguish the sought after changes from the uninduced biological
and technical variation. Different strategies exist to limit the influence of technical
variation. In order to compensate varying signal intensities due to changes in
detector sensitivity or sample preparation, artificial internal standards can be used2.
The conduction of replicate measurements allows to identify the biological variation
and to employ tests for statistical significance of the observed changes.
2.7.2. Data pre-treatment methods
The necessary replicate measurements do increase the size of the experimental
datasets which results in further requirements. Especially for low abundant com-
pounds, the stable detection across all measurements of an experiment can be prob-
lematic and may lead to missing values if the abundances drop below the level of
detection in the sample. Missing values may also occur due to noisy measurements
or the overlap of a trace compound by compounds with higher abundance.
An important preprocessing step is therefore the treatment of missing values. In
the most strict approach, columns or rows of the experimental data matrix contain-
ing missing values can be discarded. As this can reduce the number of available
data drastically, missing value substitution is often preferable. Simple methods
for missing value estimation in metabolomics experiments are e.g. the replacement
by the mean or median of the metabolite concentrations over all samples or the
imputation from nearest neighbors (Steinfath et al., 2008).
After missing values have either been estimated or discarded, multivariate statis-
tics and explorative data visualizations such as principal component and hierar-
chical clustering analyses can be employed. Furthermore, pairwise correlations
between the measured metabolite levels can be computed (Steuer et al., 2003b)
in order to gain insight into changes of the metabolomic network under varying
experimental conditions. As mentioned earlier, large differences in concentration
of the metabolites can be observed. Yet, these differences are not proportional to
the biological relevance of the individual metabolites but this distinction can not
be made by typical data analysis methods.
With these limitations and requirements in mind, a variety of data pre-treatment
methods have been evaluated (van den Berg et al., 2006). The aim of the study
2Ribitol is often employed as internal standard in GC-MS analysis.
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was to identify methods that can correct for aspects that hamper the biological
interpretation of metabolomics datasets.
An initial step is the centering of the measured metabolite abundances. Centering
converts all the abundances to fluctuations around zero instead of around the mean
of the metabolite abundance. Thereby, differences in the offset between high and
low abundant metabolites are transformed to fluctuations around zero. In a second
step, scaling methods (pareto scaling, autoscaling, range scaling, vast scaling and
level scaling) were applied on the metabolite abundances (Keun et al., 2003). The
aim of scaling is to compensate the fold differences between the metabolites by
converting the data into differences in abundance relative to the scaling factor.
Finally, the effect of transformations of the metabolite abundances using the power
or log functions was examined.
The authors of the study state, that different aspects of the data are emphasized
by different pre-treatment methods. In general, the choice for a pre-treatment
method strongly depends on the biological question, the properties of the dataset
and the data analysis method selected. As a general suggestion, the authors rec-
ommend the use of auto-scaling and range scaling for the explorative analysis of
the dataset under study as both methods were able to remove the dependence of
the rank of the metabolites on the average concentration and the magnitude of the
fold changes. To evaluate the normalized and scaled results, an explorative data
analysis was performed. The PCA (principal component analysis) of the range and
auto scaled data showed biologically sensible results in their study.
2.7.3. Explorative data analysis
Many of the explorative and pattern-recognition strategies currently pursued in the
analyses of Omics data are based on unsupervised techniques (Hastie et al., 2009).
In metabolomics, hierarchical cluster analysis (HCA) can be used to assess, in a
multivariate manner, how similar sets of samples are to one another on the basis of
their metabolite profiles (Goodacre et al., 2004). For high dimensional metabolome
data a typical optimization procedure is simplification or dimensionality reduction.
Methods such as principal component analysis (PCA) or independent component
analysis (ICA) (Hyva¨rinen and Oja, 2000) try to summarize the large body of
metabolite data by a few parameters with minimal loss of information. The re-
sulting low dimensional plots (ICA, PCA) and generated dendrograms (HCA) can
be interpreted by the researcher. If metabolite profiles of known provenance are
included in the clustering approaches, one can classify unknown samples by their
closeness to the known datasets, a process referred to as guilt by association (Alt-
shuler et al., 2000).
2.7.4. Machine learning and classification
If the classification of the measurements is known a priori, supervised machine
learning methods can be applied to train predictive models based on the observed
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metabolite abundances. The recently released caret package (Kuhn, 2008), available
from the BioConductor repository (Gentleman et al., 2004), provides interfaces to
classification and regression training and contains a variety of tools for developing
predictive models. It furthermore gives access to the rich set of models available in
R and simplifies as well as standardizes model training and tuning across a wide
variety of modeling techniques.
As mentioned before, an important prerequisite for reliable metabolomics data
analysis is a robust preprocessing of the raw datasets obtained from GC- or LC-
MS measurements. Missing values, high correlation between the ratios or levels of
single metabolites and near zero variance of metabolite abundances complicate
the construction of predictive models for metabolomics datasets (Steuer et al.,
2003b). When these issues are addressed, state-of-the art classification methods and
predictive models such as Support Vector Machines (SVM) and Random Forests
can be applied for the analysis of metabolomics datasets.
Support vector machines
Support vector machines represent an intensely studied and theoretically well
founded classification approach that has been successfully used for various bioinfor-
matics problems in the past years (Boser et al., 1992). SVMs have been applied for
the functional classification of expression data from microarray experiments (Brown
et al., 2000), for the detection of homologous proteins (Hou et al., 2003; Jaakkola
et al., 2000), and for the analysis of quantitative proteomics experiments. SVMs are
ideally suited for two-class classification problems but can be generalized to multi-
ple classes. Viewing input data as two sets of vectors in an n-dimensional space,
a SVM will construct a separating hyperplane in that space, one which maximizes
the margin between the two data sets.
Random forests
In supervised machine learning, a random forest is a classifier that consists of many
decision trees. The output of the random forest is the class that is the mode of the
classes output by individual trees. During the construction of a single classification
tree, logical if-then conditions are determined for predicting or classifying cases.
The original algorithm for inducing a random forest was developed by Breiman
(2001). The method constructs a collection of decision trees with controlled varia-
tions. An advantage of the random forest approach is the fast learning process even
for large number of input variables. The generation of highly accurate classification
for many datasets could be shown. Especially beneficial for the detection of marker
substances in the context of metabolomics research is the possibility to estimate
the importance of variables (metabolite abundances) in determining classification.
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Variable importance estimation
The importance of a variable for classification accuracy may be due to its (pos-
sibly complex) interaction with other variables. Hence, the definition of variable
importance is generally problematic. Nonetheless, the importance of a variable
is estimated in the random forest algorithm by computing the increase in predic-
tion error when the data for that variable is permuted while all others are left
unchanged. The percent increase in misclassification rate for a permuted variable
does reflect the importance of that variable for the overall classification. To obtain
importance estimates for the complete dataset, all input variables are consecutively
and randomly permuted in the test set. Finally, when the aim of the analysis of
metabolomics experiments is the detection of potential marker substances for two
class experiments, the importance of a variable can directly be linked to its predic-
tive power for the classification.

CHAPTER 3
State of the art in the analysis of
metabolomics data
As described in the previous chapter, the generation of metabolomics data is largely
performed via hyphenated mass spectrometry analyses. Mass spectra are consecu-
tively acquired with a frequency determined by the scan rate of the MS instrument.
Depending on the speed and accuracy of the MS instrument the scan rate can vary
from single scans per second to up to 500 scans per second in modern Time-Of-
Flight instruments such as the LECO Pegasus IV system. The size of the measured
data is directly proportional to the scan rate and the duration of the chromato-
graphic separation and ranges from few megabytes for simple Ion-Trap and LC-MS
measurements to up to several gigabytes for GC/GC-MS measurements.
Different manufacturers of hyphenated MS systems such as LECO, Waters,
Thermo Finnigan or Bruker Daltonics provide machine specific software solutions
for the acquisition and storage of the measured chromatographic and mass spectral
data. These datasets are typically stored in proprietary file formats that are only
readable by vendor specific software systems.
Researches are limited to the closed source functionality of the system specific
software solution. The historical focus of hyphenated-MS on targeted analysis
methods becomes obvious since multivariate statistical features are missing in most
of these applications. Nonetheless, for most of the software systems conversion tools
exist that can export the proprietary datasets in open and standardized exchange
formats.
Initially, the ANDI netCDF format was used to represent the chromatographic
data but two XML based formats have been developed in the last years. A severe
drawback is that the mzXML (Pedrioli et al., 2004) and mzData (Orchard et al.,
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2007) formats have been developed in parallel which are competing and redundant
representations of the same raw data. Only recently, the mzML format (Deutsch,
2008) has been defined which aims at merging both efforts and providing a common
standard for mass spectrometer output. Due to the novelty of mzML, few exporters
are currently available from the vendors of mass spectrometry hardware.
3.1. Proprietary and vendor specific systems
3.1.1. Thermo Xcalibur
The Xcaliburr software provided by Thermo Scientific is a Microsoftr Windows
based data system that provides instrument control and data analysis for Thermo
Scientific mass spectrometers. The software provides automation functionality for
quantitative processing and allows to review and rework the preprocessed GC-
and LC-MS data using the so called Quan Browserr application. User-defined
Processing Setups need to be generated for the identification and quantitation of
compounds, therefore retention time intervals and a quantitation ion have to be
defined for each compound. Apart from the integrated functionality, Xcaliburr
can convert the proprietary RAW data format to netCDF files which allows to
access the measured data in a standardized form.
3.1.2. LECO ChromaTOF
The current ChromaTOFr software by LECO Corp. (St. Joseph, MI) features
signal deconvolution, automated peak detection functionality and a variety of cal-
ibration approaches. It is possible to perform a semi-quantitative analysis for the
reporting of non-calibrated compounds with the software and to automatically ex-
port data to a variety of formats including CSV, netCDF and Raw file formats. In
combination with the Pegasusr 4D GCxGC-TOFMS instrument, ChromaTOFr
supports the analysis of two-dimensional gas chromatographic separation experi-
ments.
3.1.3. Agilent Mass Hunter
The Mass Hunterr application is an integral part of the Agilent TOF softwarer
system. The software works on electrophoretic and chromatographic mass spectral
datasets with the focus on the extraction of information from single measurements.
Various preprocessing functions are available to reduce data complexity, eliminate
potential interferences, and generate a list of molecular features. In the software
context, a feature is a discrete molecular entity defined by the combination of
retention time and mass. Apart from typical visualizations of TIC-, EIC-, and
Contour-Plots, Mass Hunter allows to compute potential molecular compositions
of the detected features.
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3.1.4. MassLynx
The MassLynxTM software acquires, analyses and manages information from mass
spectrometry. MassLynxTM controls every mass spectrometric instrument from
Waters (Milford, MA, USA). This includes the management of the sample and
applied solvents and furthermore the control over the MS instrument and additional
detectors. The software allows to detect nominal and exact masses and can also
be applied for MS/MS analysis. In MS/MS, selected ions of a precursor mass
spectrum (e.g. the molecular ion) are subjected to an additional fragmentation
which is recorded in a subsequent mass spectrometer.
MassLynx organizes the experimental data in so called Sample Lists. The user
employs the analysis methods of the software on these Sample Lists which simplifies
the handling of results from GC-MS or LC-MS systems according to the manufac-
turer. Specific modules of the software systems allow to automatically quantify the
samples or to qualitatively screen and identify compounds in the samples. Accord-
ing to the user manual, no support for multivariate statistics or integration with
other Omics datasets is currently included in the system.
3.1.5. AMDIS
The AMDIS mass spectrometry analysis software (Stein, 1999) has been devel-
oped for the automatic extraction of pure component mass spectra from complex
GC-MS data files. These spectra are used for identifying compounds based on a
reference library. AMDIS incorporates methods for spectrum deconvolution and
library searching with the addition of a variety of factors to account for noise and
other characteristics of GC-MS data. One drawback of the freely available system
is that it only works under Microsoftr Windows operating systems and does not
provide methods apart from simple text files to store or manage the obtained results
of GC-MS analyses.
3.2. Software from the scientific community
Apart from the need for open formats for storing raw measurement data, there
is also a need for the consistent experimental description of metabolomics mea-
surements. It has been repeatedly pointed out (Fiehn et al., 2006, 2008) that the
detailed description of experimental conditions and all relevant factors of the pro-
cessing of experimental data is important for the interpretation, exchange, and
reproducibility of metabolomics experiments.
Motivated by this need, a minimal set of reporting standards and best-practice
recommendations (Sansone et al., 2007) has emerged. Together with the definition
of ontologies a standardized annotation of the experimental design and conditions
has become feasible. This is of importance since experimental details are vital for
the interpretation of the data and its re-use in related studies.
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Apart from the proprietary systems described above, a growing number of tools
and applications is being developed by the scientific community for the analysis
of hyphenated MS datasets. The ArMet (Jenkins et al., 2005) data model was a
first proposal for the standardization of metabolomics software tools. It has been
initially designed for plant metabolomics, and later has been extended to support
e.g. microbial metabolomics experiments.
The specific features and functionality of tools are described in the following.
The tools are ordered by the level of functionality they provide, i.e. tools deal-
ing with raw data and data preprocessing are detailed at first and the collection
ends with high-level analysis packages that mainly provide multivariate statistical
analysis. The number of applications and tools in the scientific community for com-
putational metabolomics has been growing rapidly over the past years. Therefore,
the presented collection can hardly be complete. Nonetheless, the tools portrayed
in this collection represent typical solutions for the main tasks in the analysis of
metabolomics datasets.
3.2.1. SetupX and BinBase
Based on the ArMet data model, Scholz and Fiehn (2007) have presented the
SetupX system, which allows for accurate description of the biological study design
and accompanying meta-data in metabolomic databases. SetupX is an example for
a web-based metabolomics LIMS system and is oriented towards metabolomics data
from GC-MS measurements. For the analysis of the experimental data SetupX relies
on the seamlessly integrated mass spectrometry database BinBase. The system has
been implemented in Java and stores experimental datasets in a relational database
system.
3.2.2. MZmine
The MZmine software contains methods for processing and visualizing mass spec-
trometry based molecular profile data. Support for the mzXML data format is
provided. MZmine allows to perform batch processing for a large number of files
and new methods for calculating peak areas using a post-alignment peak picking
algorithm have been implemented. The implementation of Sammon’s mapping and
curvilinear distance analysis for data visualization and exploratory analysis com-
plete the functionality of the Java application (Katajamaa et al., 2006).
3.2.3. MET-IDEA
MET-IDEA is a data extraction tool solely available for the Microsoftr Windows
operating systems. It only supports the netCDF input format. The implemented
analysis method performs selected ion quantification and is capable of extracting
semiquantitative data from raw data files, which allows for more rapid biological
insight according to the authors (Broeckling et al., 2006). The tool needs a user
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specified list of ion and retention time pairs for the extraction of quantitative fea-
tures from the raw chromatographic datasets.
3.2.4. MetAlign
The MetAlign software handles a broad range of accurate mass and nominal mass
GC-MS and LC-MS data. It is capable of automatic format conversions, accurate
mass calculations, baseline corrections, peak-picking, saturation and mass-peak ar-
tifact filtering, as well as alignment of up to 1000 data sets. A 100 to 1000-fold
data reduction can be achieved by the preprocessing methods of the system. The
MetAlign software output is compatible with most multivariate statistics programs
but does not directly provide any statistical analysis features (Lommen, 2009).
3.2.5. XCMS and centWave
The LC-MS-based data analysis approach XCMS features metabolite profiling in
bio-marker discovery, enzyme substrate assignment, drug activity/specificity de-
termination, and basic metabolic research. It provides new data preprocessing
approaches to correlate specific metabolites to their biological origin and incorpo-
rates novel nonlinear retention time alignment, matched filtration, peak detection,
and peak matching. The method dynamically identifies hundreds of endogenous
metabolites for use as standards and calculates a nonlinear retention time correction
profile for each sample. Following retention time correction, the relative metabo-
lite ion intensities are directly compared to identify changes in specific endogenous
metabolites, such as potential bio-markers (Smith et al., 2006). XCMS has been re-
leased as a BioConductor package, the extension of the system is therefore possible
and recently a sensitive peak detection extension for LC-MS data termed centWave
was presented (Tautenhahn et al., 2008). The use of XCMS and centWave requires
familiarity with the R programming language, no support for the annotation or
management of experimental datasets is included.
3.2.6. TagFinder
The TagFinder (Lu¨demann et al., 2008) software does address modern
metabolomics and fluxomics studies and especially focuses on non-biased
metabolomic fingerprinting, footprinting and profiling experiments. The system
does support NetCDF input files. In addition, preprocessed results from the LECO
ChromaTOFr software system may be imported for downstream analysis. The
generation of statistically accessible data matrices from large-scale GC-MS based
metabolite profiling experiments relies on co-analysis of retention index (RI) marker
substances within each chromatogram. So called mass tags are identified across all
chromatograms of an experiment by TagFinder based on RI gaps in the sorted peak
lists. Afterwards, clusters of intensity-correlated mass fragments are computed and
the non-normalized intensities of the grouped masses are stored as data matrix.
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The authors state that parameter settings for the scanning distance between mass
tags and the minimum width of mass tags should be carefully adapted and revised
for each new GC-TOF-MS profiling experiment.
3.2.7. MetaboAnalyst
MetaboAnalyst (Xia et al., 2009) is a web-based metabolomic analysis tool. It
supports data processing, data normalization, multivariate statistical analysis, and
graphing. Rudimentary metabolite identification and pathway mapping features
are provided. The main feature of MetaboAnalyst is the upload functionality of
data matrices that are processed in a streamlined manner with functions from R and
the BioConductor repository. Apart from the integration of visualization methods
the classification performances of several machine learning algorithms (i.e. random
forest, SVM) can be assessed. The annotation of identified metabolites is simplified
through the connection with the Human Metabolite Database (HMDB).
3.3. Metabolic pathway repositories and visualization
tools
Apart from the preprocessing and statistical analysis of metabolomics data, visual-
ization of the generated data in their biochemical context is of central importance
to support the interpretation by a researcher. Metabolic networks are typically em-
ployed to detail the connection between metabolites, proteins and genes. Initially,
there were databases such as KEGG (Ogata et al., 1999) or the different realiza-
tions of MetaCyc (Caspi et al., 2008) that store information about the structure of
such metabolic networks. These databases represent static knowledge of metabolic
pathways of organisms from all three domains of life. The contained data have
been collected and curated over the years of genomic research and can be presented
using images of metabolic pathways linking metabolites and enzymes.
Several tools have been developed to visualize and analyze biological networks
together with data obtained from functional genomics measurements. Most in-
teresting in this context are tools that visualize experimental data in the form
of biochemical networks. The authors of the VANTED system for advanced data
analysis and visualization in the context of biological networks (Junker et al., 2006)
presented a comprehensive review of existing pathway visualization and mapping
tools such as Cytoscape (Shannon et al., 2003), MapMan (Thimm et al., 2004),
KaPPA-View (Tokimatsu et al., 2005), PathwayExplorer (Mlecnik et al., 2005),
and the Viewer included in MetaCyc-related databases (Karp et al., 2002) such as
AraCyc (Mueller et al., 2003). They pointed out that often only two conditions
can be compared. In experiments designed to provide the basis for simulation in
systems biology this is of limited use since often changes in metabolite concen-
tration or transcript levels can only be understood if time series experiments are
conducted and analyzed. It is also stressed by the authors that most tools are lim-
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ited to transcriptomics datasets and only Omics Viewer (Paley and Karp, 2006),
Cytoscape, and MapMan are designed to also display metabolite or other data. A
severe limitation of some of the existing tools is their dependency on static maps,
i.e. the data is mapped onto predefined pictures. This might be appropriate if the
tools are being developed for a single organism or metabolic pathway but in general
it clearly limits the re-usability of the approach.
KEGG Pathways and KEGG Markup Language
A major component of KEGG, the Kyoto Encyclopedia of Genes and Genomes, is
the PATHWAY database which represents most of the known metabolic pathways
(Ogata et al., 1999). The database is continuously updated and consists of a col-
lection of graphical diagrams, the so called pathway maps. In these maps, a box
represents an enzyme and a circle a metabolic compound. The manually drawn
and annotated pathway maps represent knowledge about the metabolism, genetic
information processing, and cellular processes.
The KEGG Markup Language (KGML) is an XML-based exchange format and
contains computerized information about graphical objects and their relations in
the KEGG pathways. In KGML a pathway element is the root element that specifies
one graph object. The nodes of the graph object are represented by the entry
elements, whereas the relation and reaction elements specify the edges. An entry
element contains information about a node of the pathway, like id, name and type.
The relation element specifies a relationship between two proteins or protein and
compound, which is indicated by an arrow. The reaction element describes the
chemical reaction between substrates and products.
KaPPA-View
KaPPA-View is a web-based tool and was developed to represent quantitative data
for individual transcripts as well as metabolites on plant metabolic pathway maps.
The aim of the system is to support the generation of hypotheses of gene function
in the metabolic pathways through an intuitive visualization of the transcripts and
metabolites. The system uses SVG vector graphic images for the representation of
the biochemical pathways and the experimental datasets that are mapped on the
pathway representations (Tokimatsu et al., 2005).
MapMan
MapMan is a user-driven tool that displays large datasets (e.g. gene expression
data from Arabidopsis thaliana Affymetrix arrays) onto diagrams of metabolic
pathways or other processes. It has been developed specifically for data generated
in Arabidopsis thaliana experiments measuring transcript or metabolite levels.
The visualization focus is on the display of experimental data in hierarchical and
pre-defined pathway maps.
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The functionality of KaPPA-View and MapMan can be accessed via web-
applications. In general, a tendency to provide sophisticated analysis methods for
functional genomics experiments and datasets through web-based frameworks can
be observed. The advantage of web-based analysis tools compared to stand-alone
applications is the ease of updates and the possibility to rapidly release new fea-
tures. Apart from recent web-browsers no additional software needs to be installed
by the user.
To summarize, tools such as KaPPA-View or MapMan focus on a limited set of
organisms and user defined pathway maps for other organisms or related strains are
not supported. Additionally, means to visualize metabolic pathway information is
usually limited by the underlying pathway model as can be seen in the CellDesigner
and KEGG pathways. Informative legends or additional user definable graphical
elements that explain details are in general not supported.
Whereas most of the aforementioned tools allow to directly upload files with
numerical results from Omics experiments in simple text-based files (CSV, TSV)
or spreadsheets, the support to directly access Omics databases containing experi-
mental results via e.g. Web Services is currently not well established.
3.4. Evaluation of existing systems
Whereas all of these publicly available systems are able to perform one or more pre-
processing function such as peak detection, chromatogram alignments, compound
identification or quantitation, the direct connection to statistical analysis tools and
means to describe experimental designs and conditions is not addressed. Besides,
the connection to results from transcriptomics and proteomics experiments and
genome annotation data is absent in all systems. Most often, the systems are sin-
gle user applications and therefore limit the exchange of the results and can not be
included in automated workflows. Single user applications running solely on pro-
prietary operating systems do typically represent bottlenecks in high-throughput
analysis pipelines. For the open source systems XCMS and centWave no user in-
terfaces are provide which means that researchers have to familiarize themselves
with the R programming language and environment. Table 3.1 gives an overview
of features and limitations of the existing systems.
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None of the described metabolomics analysis software systems and tools allows
to visualize the generated results in a biochemical context. Yet, various tools to in-
tegrate and visualize multi-Omics datasets are available as presented before. Their
main features and characteristics are subsumed in Table 3.2.
To conclude, a streamlined combination of metabolomics preprocessing, statisti-
cal analysis and visualization approaches is hardly possible and can only be achieved
through the combination of various (proprietary) software tools and applications.
Most of them are single user applications and require a local installation and access
to the raw experimental data. The exchange of results can most often only be real-
ized using spreadsheet representations of the generated datasets. This approach is
limiting the comparability of findings across multiple experiments and laboratories.
As metabolomics is highly interdisciplinary, specialists from different fields may
need to contribute to achieve a comprehensive analysis of a metabolomics exper-
iment. This becomes especially important for the identification of yet unknown
compounds that have e.g. been detected to vary significantly between healthy and
diseased tissues and present potential biomarkers. Experts in both biochemistry
and mass spectrometry are needed to contribute to the analysis of the same dataset
and therefore an easy and structured exchange of the data and results is necessary
(Sansone et al., 2007; Fiehn et al., 2006). Typically, single-user applications as the
ones described above do not provide functionality to collaborate on experimental
datasets.
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CHAPTER 4
Requirements and System Design
The evaluation of the existing systems highlights that no free software system is
available allowing to cover the complete process from raw data analysis and pre-
processing of metabolomics data sets to multivariate statistics and the integration
of the results in a multi-Omics context. Nonetheless, valuable tools exist for indi-
vidual preprocessing tasks, e.g. peak detection, metabolite identification or chro-
matogram alignments. The availability of both open data standards for the raw MS
datasets and a recommended database model for the description of metabolomics
experimental data provide the basis for an integrated approach.
Based on the observation that metabolomics experiments can be conducted in a
high throughput manner, streamlined and robust data processing strategies need
to be established to cope with increasing data volumes and experimental datasets.
Furthermore, various analytical platforms from hyphenated mass spectrometry are
employed in metabolomics which are able to generate quantitative metabolite mea-
surements. The number of individual instruments applicable for metabolomics re-
search being available from the different vendors (Bruker DaltonicsTM, ThermoTM,
AgilentTM, WatersTM) is ever increasing. A comprehensive analysis system should
therefore be able to integrate and support the future developments and instrument
types.
These observations lead to a list of requirements for the design of the
metabolomics analysis platform termed MeltDB.
 Structured storage and annotation of the data and meta-data generated in
metabolomics experiments.
 Support for multiple projects and research collaborations.
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 Only secured and authenticated user access.
 Scalable preprocessing functionality and flexible pipelines for the streamlined
analysis of raw input data.
 Support for measurement data from various vendors and instruments.
 Integration of statistical analysis features and visualizations.
 Multi-Omics data integration and visualization
In the following, the general system design of MeltDB is developed in order to
address the listed requirements.
4.1. System design
The first step is the definition of an object relational database model with the aim
to store experimental data of metabolomics experiments together with descriptive
meta-data and the applied preprocessing parameters and tools.
The design of the MeltDB object model was influenced by ArMet and the recom-
mendations of the Metabolomics Standards Initiative (MSI) workgroup. Various
classes of ArMet have been adopted and beyond that the MeltDB data model also
supports user access control, a more flexible, ontology based metabolomic experi-
ment annotation, and the possibility to integrate and parameterize preprocessing
algorithms and methods that can be submitted to a compute cluster. The sys-
tem is realized using a three tier architecture consisting of a database layer, the
business logic layer and the presentation layer (Figure 4.1a). The O2DBI software
(unpublished) was used to design the data model and generate an XML document
that formally describes all classes and hierarchies. Based on this formal definition, a
documented application programming interface (API) was created in both Java and
Perl to provide the core functionality of the MeltDB software framework. The API
supplies create, retrieve, update and delete (CRUD) functionality for all modeled
classes of the data model. The core functionality can easily be extended and new
methods can be added to the objects on demand. Furthermore, the auto-generated
API is the basis of the business logic layer and provides an object relational mapping
for all modeled classes of the MeltDB data model.
4.2. Data model
An overview of the top level classes and their interaction is given in Figure 4.1b.
All modeled classes and the inheritance relations are represented in the Appendix.
The classes Chromatogram, ChromatogramGroup and Experiment represent data
from metabolomics experiments. Subclasses of Chromatogram allow to distinguish
the instrument specific properties of chromatograms originating from LC-, GC-,
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Figure 4.1.: The three tier architecture of the MeltDB framework (a) and a symbolic
representation of the main data objects and their interaction (b). A
representation of the complete data model of MeltDB can be found in
the Appendix. The comprehensive HTML based API documentation is
available via the MeltDB project web-page http://meltdb.cebitec.
uni-bielefeld.de.
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or CE-MS measurements. ChromatogramGroup objects aggregate chromatograms
from biological or technical replicate sets.
In order to be able to support the different objectives of metabolomic experi-
ments, four specialized subclasses of Experiment have been defined in accordance
with the suggestions given by the MSI.
 Targeted Analysis: Detection and precise quantification of a single or a small
set of target compounds within a metabolome sample.
 Metabolite Profiling: Detection and approximate quantification of a large set
of target metabolites within a metabolite sample.
 Metabolomics: Detection, approximate quantification and tentative identifi-
cation of as many of the compounds within a metabolome sample as possible.
 Metabolic Fingerprinting: Generation of a signature for a metabolome sample
without regard for the individual compounds that it contains.
4.3. Experiment description
The MeltDB data model describes and annotates the experimental design using
ExperimentalFactors. They represent e.g. growth conditions, quenching, extraction
or sample preparation methods. Each chromatogram in MeltDB can be attributed
with a list of these experimental factors, thereby the experimental conditions are
annotated. The structure of the best practice recommendations of the MSI working
group is integrated and can be extended dynamically. Once experimental factors
have been defined in the MeltDB database, they can be reused for annotation of
multiple chromatograms. The main classes for the annotation of metabolomics
experiments are shown in Figure 4.2.
4.4. Software as a service
During the last years a tendency to replace the functionality of applications formerly
running on single workstations through web-based applications can be observed.
This concept has been termed ’Software as a Service’ (SaaS) (Bennett et al., 2000)
and with the availability of web techniques such as AJAX and modern web toolkits,
the look and feel and the responsiveness of the web applications is becoming com-
parable to applications running on local workstations. The SaaS approach provides
various advantages over traditional applications. Updates of the web based appli-
cation are centralized and there is no need to install software on the local machine
apart from a recent web browser. Furthermore, the centralized data storage and
backup is simplified and users can employ the functionality from everywhere and
are not limited to a single analysis workstation in their laboratory. An important
factor in an interdisciplinary field such as metabolomics is that researchers can
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Figure 4.2.: Overview of the main classes representing the minimal information
necessary for the annotation of metabolomics experiments as recom-
mended by the MSI initiative. The MSI proposed a classification of
information that has to be detailed for metabolomics experiments. Es-
pecially the sample preparation steps have a large influence on the
composition and quantity of the metabolome and therefore harvesting,
quenching, and extraction methods need to be specified to ensure the
reproducibility of an experiment.
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share experimental data and analyze their experiments in a collaborative manner.
The evaluation of these advantages led to the decision to implement the MeltDB
system using the SaaS concept.
4.5. Project management
The design of MeltDB as a web-based application has several implications. Predom-
inantly, the access to the application and the stored datasets needs to be controlled
via both a security and an access layer.
Providing a secure level of access control is essential for data privacy and thereby
acceptance of the software system. The access control component of MeltDB should
fulfill two authorization tasks. First, access to the individual project needs to
be controlled, and second, access to the individual objects of interest is governed
on a per-user basis. Furthermore, it should be possible to restrict the access to
the available functionality of the MeltDB system for each user. Computationally
intensive methods or tasks that can compromise data consistency are only allowed
to developer and administrative users.
A role-based approach was chosen to accomplish this tasks. This concept has
been previously employed in other functional genomics platforms implemented at
the CeBiTec (Meyer et al., 2003; Wilke et al., 2003; Dondrup et al., 2009) and proved
to be well suited for the user management in distributed projects. While providing
a high level of granularity to control access, it also keeps the system manageable
by providing sets of predefined access rights for objects. A role provides a set of
rights within the domain and by assigning a role to a user, the possible actions he
can perform within a system are defined.
After the user authentication occurs at the login page of the MeltDB system, a
personalized session is tracked. Access to experimental data is limited according
to the predefined rights and roles i.e. a user with the role Guest has the right
to review public datasets but does not have the right to add experimental data.
Data security is ensured through MySQL permissions imposed on individual tables
in the project databases. Higher level privileges e.g. the right to run and modify
preprocessing pipelines on raw datasets are furthermore enforced by the business
logic layer of MeltDB. The careful definition of user rights and roles will allow the
use of the MeltDB system in a productive environment.
4.6. Access control model
The means of a relational database system are insufficient to control the access to
individual database entries. The rights and privileges to read, update, create or
delete can only be granted on complete tables or columns. To control individual
entries in database tables, access control lists (ACL) can be employed to realize
this additional layer of fine grained access control. Their application for distributed
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functional genomic systems has already been described and implemented for the
Emma2 transcriptomics system developed by Dondrup et al. (2009).
An ACL is generally a list of permissions attached to an object. The list defines
who is allowed to access an individual object and which operations are accessible.
In comparison to rights and privileges of the relational database system, ACLs offer
a more fine grained control.
Even if the organization of metabolomics experiments and user access are com-
parable to the requirements for transcriptomics, an extension and adaptation of the
described ACL functionality is necessary for the MeltDB system. To realize the
concept of ACLs in MeltDB, the AC (Access Control) class needs to be introduced,
which acts as interface and provides the required access control functionality for all
experimental data stored in the MeltDB data model.
All classes inheriting the class AC will provide fine grained user and group rights
similar to those of unix file systems. The owner of an AC object can grant the
rights to read, write, or refer to his object to other MeltDB users and groups. The
classes AC::Chromatogram, AC::Experiment, and AC::ChromatogramGroup and all
their sub classes inherit the AC functionality. An overview of the relation modeled
classes is given in Figure 4.3.
The functionality of the business logic layer of MeltDB implemented in Perl
realizes the described functionality. As a consequence, public and trial projects for
the MeltDB web server can easily be established and maintained.
The collaborative analysis of experimental data from metabolomics requires in-
terdisciplinary exchange between researchers from different backgrounds. This pro-
cess is made possible and simplified since the experimental data can be shared by
granting the respective permissions to collaborating users and user groups. It is
necessary to define the set of access permissions controlled by the ACLs which is
presented in Table 4.1.
Each permission can be set to one out of two values, which can be either Yes
or No. A combination of all permissions with an assigned value, a user or group,
and an object constitutes a complete ACL. The resulting permission is derived
from a combination of all ACLs assigned to the user for the given object; ACLs
can be either directly assigned to a user or assigned by group memberships. As
a result, many ACLs may apply for a given combination of user and object. In
case of a conflict, the permissions are computed from all ACLs using a logical AND
operation. The default access policy is No for each action in the action set. This
results in an often desired behavior where a user cannot perform any action until
it is allowed explicitly.
4.7. Tool concept
As presented in Section 3, various open software packages for data processing and
analysis are available and new methods are developed on a regular basis in the
computational metabolomics community. In order to integrate these tools and
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Figure 4.3.: UML-model of the database classes realizing the access control system
of MeltDB. The user and group ACL classes represent the access control
lists for users and groups of users and are both derived from the ACL
superclass. The ACL class controls access to objects of the AC class
hierarchy that represents all experimental data stored in the MeltDB
system.
Permission Description
Read view the object and the information pro-
vided, like name, descriptions, referenced ob-
jects, etc.
Edit change values, names and descriptions
Reference re-use this object (mostly important for chro-
matograms and chromatogram groups) and
link to it, a chromatogram can e.g. be refer-
enced in another experiment
Delete remove the object permanently
View permissions view the ACLs assigned to this object
Change permissions alter the permission settings by adding and
removing ACLs
Table 4.1.: The set of available access permissions controlled by the ACLs in
MeltDB.
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methods, a general abstraction of a computational analysis method applicable to
metabolomics data is specified in the MeltDB data model. Therefore, the Tool class
is defined to represent an analysis package that can be integrated in the MeltDB
system.
Each tool instance defines the type of data it can be performed on and which
results in terms of objects in the MeltDB data model it generates. The available
preprocessing methods do typically require a number of user defined parameters
that are e.g. set via the command-line. For this, tool instances can aggregate Tool-
Parameter objects that specify the type, name and range of the parameters. The
support for the ToolParameter objects in combination with the Tool class makes
it possible to store multiple parameterizations or instances of the same preprocess-
ing method. Each one can be adapted to datasets from e.g. different instruments.
As the input and output of any tool is strictly typed, the combination of tools to
pipelines becomes possible.
The existing preprocessing functionality necessary for hyphenated mass spec-
trometry can be classified in peak detection, peak and compound identification,
chromatogram alignments as well as importers for proprietary analysis methods.
Thus, subclasses of the Tool class are defined to represent the respective properties
of these distinct analysis tasks. As an example, one Tool::PeakDetection object in
the MeltDB database is a parameterized instance of an integrated peak detection
algorithm. The associated tool parameters define e.g. the noise window, the peak
width and the baseline correction method.
Depending on the preprocessing method and the implemented algorithm, large
computational requirements with respect to runtime and memory consumption can
be expected. As researchers can select one or more suitable tool instances for
the preprocessing of chromatograms or experiments, the submission of the actual
computation to a compute cluster makes the analysis scalable and efficient. MeltDB
utilizes the Distributed Resource Management Application API (DRMAA) 1 as a
high-level API specification for the submission and control of jobs to Distributed
Resource Management Systems (DRMS).
After submission, the combination of a tool and the data represented in the
MeltDB data-model is represented as Job object. A job tracks the computational
progress and stores potential errors and warning messages. An overview of the
described classes is given in Figure 4.4.
Each realized tool class implements the abstract interface method run. This typ-
ically comprises a system call to the binary of the tool together with the specified
tool parameters followed by a parsing step of the generated results. In order to con-
nect these results with the chromatograms and experiments stored in the MeltDB
database, Peak, Observation, or Annotation objects are created.
An observation associated to a chromatographic peak represents e.g. the com-
puted retention index or a match to a mass spectrum from the GMD database.
Whereas observations may contain hypothetical and contradicting information, an-
1http://www.ggf.org/documents/GWD-R/GFD-R.022.pdf
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Figure 4.4.: UML-model of the database classes realizing the tool and job system of
MeltDB. Tools can be performed on experimental data represented in
the AC subclasses. The parameterization of a Tool instance can be de-
fined via associated ToolParameter objects. The class Job implements
the functionality to submit the combination of a Tool and AC object
to a compute cluster using DRMAA and to track the progress of the
computational analysis.
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notations are used to aggregate approved information. Observations and anno-
tations are linked to the creating tool. Thus, generated results are reproducible
and transparent. The general concept of tools, observations and annotations is
presented in Figure 4.1b.
An additional advantage of the presented observation/annotation concept is the
possibility to store and compare the effect of different parameterizations of an
algorithm or software package. Typically, the comparison is most intuitive for
the researcher when the generated results, i.e Observations and Annotations are
projected on TIC or EIC or visualizations of the raw chromatographic data as
presented in Figure 2.8.
4.8. Statistical analysis
A wealth of multivariate statistical analysis methods is available via the free R
project for statistical computing. Additionally, the freely available BioConduc-
tor repository already provides various analysis packages tailored to functional ge-
nomics. This led to the decision to integrate R functionality in MeltDB. Thereby,
the support for multivariate statistical analysis of metabolomics experiments can
be realized. The direct connection of the MeltDB API implemented in Perl with
the R framework is possible via the free RSPerl interface2. Experimental data ma-
trices stored in MeltDB can be converted into R data objects which can be analyzed
directly within the R software. All generated R visualizations based on the exper-
imental data matrices are rendered to static images in the PNG format which can
be easily presented via the MeltDB web interface.
4.9. Data integration
An important prerequisite to systems biology and multi-Omics analyses is the in-
tegration of diversified experimental and annotation data. These datasets are typi-
cally stored in distributed life-science databases. The necessary integration of these
data is often complicated by the lack of semantic knowledge about the content of
specific database tables and inconsistencies in the description and labeling of iden-
tical datasets. Nonetheless, if a system has been realized that integrates various
databases, problems may arise when changes or updates of the individual database
structures are performed. If an embedded database is extended by new data and
the data structure of the back-end needs to be changed, this usually affects the im-
port procedures and the front-end applicability as well as the stability and integrity
of the whole system (Philippi and Ko¨hler, 2006).
To overcome these limitations, several strategies exist for the integration of het-
erogeneous datasources found in functional genomics research. One example is the
BRIGEP approach described by Goesmann et al. (2005), which focuses on the inte-
2http://www.omegahat.org/RSPerl
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gration of three functional genomics systems, namely GenDB (Meyer et al., 2003),
ProDB (Wilke et al., 2003), and Emma Dondrup et al. (2003). All three systems
share a similar software infrastructure based on a object relational database sys-
tems. To this end, a tight integration of the three systems was achieved on the
level of the individual APIs. The previously implemented BRIDGE layer (Goes-
mann et al., 2003) directly connects the APIs and allows to share objects that are
stored in the object relational databases. As the API functionality encapsulates
the data access completely, no direct connection to the database tables is necessary
and changes and updates can be implemented in a transparent manner.
An alternative strategy was developed for the CoryneCenter platform Neuweger
et al. (2007) for the integrated analysis of corynebacterial genome and transcrip-
tome data. Here, a Web Services based approach to integrate heterogeneous soft-
ware frameworks for functional genomics was employed. Web Services are soft-
ware interfaces that interact via a network connection using XML-based messages.
The XML messages either contain queries (i.e. function calls) or the corresponding
results. The transfer of these messages is generally performed using the HTTP
protocol. The message structure is described using SOAP (Simple Object Access
Protocol). The higher level description of an entire Web Service is defined using
the Web Service Description Language (WSDL). By following theses standards,
any software implementing a SOAP interface can retrieve data directly from the
provided service. Further information on the technical details of Web Services
and SOAP has e.g. been detailed by Curbera et al. (2002). For CoryneCenter,
the GenDB genome annotation system, the Emma transcriptomics suite and the
CoryneRegNet data warehouse (Baumbach et al., 2006) were connected to facilitate
integrated analyses of gene regulatory networks based on microarray experiments.
From the experiences obtained during the development and implementation of
these frameworks, the data integration strategy for MeltDB is derived. As the
MeltDB API is designed using the O2DBI software, the requirements for a BRIDGE
connection are automatically fulfilled.
Additionally, Web Services will also be employed to provide programmatic ac-
cess to the experimental datasets stored in the MeltDB database. To make sure
that only authenticated access is possible, the Web Services interface implements
the previously described GPMS functionality. Thereby, a standardized and secure
access to metabolomics data sets is possible. Furthermore, the seamless integration
into other applications will provide added value for comprehensive data analyses
on multi-Omics experiments.
CHAPTER 5
Implementation and Methods
Based on the formal design presented in the previous chapter, the implementation
details of MeltDB and novel methods that could be realized with the system are
presented. The structure of this chapter follows a possible workflow from raw data
to the statistical analysis of numerical data matrices representing metabolite con-
centrations. The integration and visualization of the generated data via metabolic
pathway maps concludes this chapter.
5.1. Supported input formats
MeltDB supports the established open data formats netCDF, mzData, and mzXML
(Unidata, 2008; Orchard et al., 2007; Pedrioli et al., 2004) that are widely used in
metabolomics and proteomics. A variety of conversion tools for these standards
are available for vendor specific file formats1. Most of the raw datasets generated
by hyphenated MS instruments can therefore be imported and analyzed using the
system.
In order to limit the data being represented in the object relational database,
unprocessed raw data in the supported data formats is stored as files and referenced
together with meta information (format, sample volume, acquisition time, etc.).
The factory methods pattern (Gamma et al., 1995) is applied to create mass spectra
and total or extracted ion chromatograms from the raw data of chromatograms.
Factory methods define an interface for creating an object, but let the subclasses
decide which class to instantiate. For each of the supported data formats (netCDF,
mzDATA and mzXML), subclasses are implemented that generate the TIC, EIC
1sashimi.sourceforge.net, tools.proteomics.org
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and Mass Spectra objects. Mass spectra can be retrieved from the raw data files by
scan number or retention time, extracted ion chromatograms can be extracted for
nominal m/z values or for floating m/z values together with a bin width parameter.
5.2. Raw data visualization
The availability of standardized interfaces to the different raw file formats provided
by the MeltDB API allows to realize generic visualizations such as TIC views or
chromatogram alignments for whole experiments as shown in Figure 5.1.
Visualization of raw data already allows researchers to assess the quality of single
measurements or whole experiments. More beneficial is of course the combination
of the visualizations with the result of the preprocessing and import functionality of
MeltDB that will be presented in the following sections. Thus, the implementation
of all raw data visualizations is designed to map additional information, e.g. the
chemical identity of a detected feature.
5.2.1. Experimental overview
To obtain statistically significant results from metabolomics experiments, technical
and biological replicate measurements are necessary. This implies that experiments
typically contain large numbers of chromatograms. To obtain an overview of the raw
data, the visualization of the chromatographic properties of dozens of measurements
needs to be both concise and informative. Since the visualization of TIC plots
contains the necessary information to identify qualitative differences but becomes
too bulky for more than a few measurements, it is not suited to represent an
overview of complex experiments with multiple replicates and conditions.
A brief but comprehensive chromatographic visualization realized using the
MeltDB API employs the following transformation: The range of all TIC inten-
sities found in a complete experiment is computed and mapped to gray scale in-
tensities. White (RGB 1.0,1.0,1.0) represents the highest intensity found and black
(RGB 0.0, 0.0, 0.0) represents the minimum intensity. The advantage to compute
the intensity range across all measurements is that both relative differences can be
visualized and the effect of varying sample amounts becomes immediately visible.
The peak intensities found in GC- and LC-MS measurements span several orders
of magnitude and the largest peaks found in the analysis are rarely the most infor-
mative. Therefore, a scaling of all intensities is applied to improve the information
content of the visualization. The power and log scaling are typical data transfor-
mations that emphasize small values (van den Berg et al., 2006). After evaluation
of the effect of both scalings for the visualization of various experiments, the log
transformation was chosen as the default method for the comparative visualization
of multiple chromatograms. As will be presented in Section 5.5.5, the overview
visualization can also be enriched with additional information, e.g. the peaks de-
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Figure 5.1.: The standardized access to the raw data stored in MeltDB allows to
easily implement generic visualizations for whole Experiments, Chro-
matograms, or Peaks and Mass Spectra. The dominant mass channels
of a chromatographic peak are shown exemplarily in the upper screen-
shot (a). Intensity coded TIC views of unaligned (b) and aligned chro-
matograms (c) can also be generated and allow to easily spot differences
between measured peak intensities.
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tected in the raw chromatograms. Additionally, links to connected entries in the
MeltDB database are integrated automatically in the web based user interface.
5.3. User interface
The functionality of MeltDB can be accessed through a platform independent web
interface. Perl CGI scripts running on an Apache web server dynamically create
the HTML content and manage the authentication and the ongoing user sessions.
The interactivity of the web application is increased through the use of mod perl,
JavaScript and AJAX which also results in fast access to all objects stored in the
MeltDB database. In order to obtain a flexible and extendable web interface, the
Model-View-Controller design pattern (Gamma et al., 1995) is employed for the
generation of the actual HTML content. Generic views applicable to all objects
in the MeltDB database provide a tabular representation of e.g. the annotations
associated to a peak. Specialized views realizing the same interface have been
added to the system. Thus, the TICs and mass spectra of MeltDB objects such as
chromatograms, peaks, or complete experiments can be visualized. Examples are
presented in Figure 5.1.
Apart from the visualization of raw data and results, investigators can import,
organize and annotate their experimental datasets according to the recommenda-
tions of the MSI. The user interface gives access to the preprocessing and import
functionality included in MeltDB which will be presented in more detail in the
following sections.
5.4. Preprocessing
After the import, organization and annotation of raw chromatographic datasets
in the MeltDB database, data preprocessing is necessary to transform raw data
into numerical matrices representing the quantified and identified metabolites in
all measurements. A possible workflow from raw data to the statistical analysis of
numerical data matrices representing metabolite concentrations is depicted in Fig-
ure 5.2. This figure does presents the functionality provided by MeltDB. In order
to be able to support a wide variety of analytical platforms, no strict preprocess-
ing pipeline is enforced by MeltDB. The system does in fact allow to complement
results from vendor specific software systems such as ChromaTOFr or Xcaliburr
with academic tools that e.g. perform peak detection (metaB, XCMS, centWave)
or chromatogram alignments (XCMS, ChromA). The most simple approach to use
MeltDB would be to import peaks that have already been quantified and identified
by e.g. ChromaTOFr and use them as basis for further statistical analysis and
data integration. Nonetheless, integrated methods can be employed by the user to
e.g. detect peaks missed by vendor specific software systems or to compute chro-
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Figure 5.2.: preprocessing steps for metabolomics experiments together with con-
tributing tools and importers integrated into MeltDB. Visualizations
of raw data and statistical analyses are detailed as well.
matographic alignments as a basis for profiling analyses. MeltDB therefore allows
to combine, compare and evaluate the results of different preprocessing methods.
5.5. Implemented Tools
With the MeltDB API providing access to Mass Spectra, EICs and TICs, the
implementation of preprocessing methods and own tools is simplified and will be
demonstrated by several examples in the following.
5.5.1. Peak detection
Smith et al. (2006) implemented in their XCMS application a peak detection
method applying matched filtration in combination with a signal-to-noise threshold
to extract de-noised and background corrected peaks. XCMS has been primarily
developed for the profiling analysis of LC-MS datasets, but as the evaluation of
the peak detection method on GC-MS measurements showed promising results,
extensions were implemented to make the approach applicable for GC-MS chro-
matograms as well. Since, in contrast to LC-MS, multiple ions (50 - 250) can be
measured for the same eluent in GC-MS with EI fragmentation (Lu¨demann et al.,
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2008), the original XCMS implementation fails to group these and treats them
individually in the downstream analysis. To compensate this missing feature, de-
tected peaks of extracted ion channels with overlapping retention time windows
are analyzed for correlation of their abundance vectors in the MeltDB wrapper
class Tool::PeakDetection::XCMS. This wrapper class also manages the execution
of the XCMS functionality on a compute cluster and imports the generated results
into the MeltDB database model. The background corrected intensity and area
of the detected peaks is represented in MeltDB via Observation objects. To sum-
marize, with the extended XCMS integration, peak detection for hyphenated mass
spectrometry could be realized in MeltDB.
5.5.2. Mass spectral database search
Various methods for metabolite identification based on mass spectral comparison
have been evaluated by Stein and Scott (1994). The recommended similarity mea-
sure S is the dot product between the vector representation of database and query
spectra being calculated as follows:
S =
∑
j
Iˆlibrary,j Iˆquery,j (5.1)
Iˆlibrary,j is the normalized intensity of the jth m/z bin of the library spectrum,
and Iˆquery,j that of the matching bin of the query spectrum. The length of both
vectors is normalized to 1, and S is therefore always between 0 and 1. The latter
value indicates identical spectra (Lam et al., 2007).
Mass spectral libraries such as the NIST Wiley (2005) or GMD (Kopka et al.,
2005) can be parsed by MeltDB and are used to generate observations for the
chemical identity of chromatographic peaks. The mass spectrum located at a peak
apex is therefore extracted from raw data and compared against all database spec-
tra. The similarity S is used to select database spectra above a given threshold
0 < t < 1 for which the associated information such as compound name, Chemical
Abstracts Service (CAS) Number or KEGG Compound ID are again connected
to the peak via observations. The complete functionality is encapsulated in the
Tool::PeakIdentification::Cosine class of the MeltDB API. As mass spectral infor-
mation alone is insufficient for the unambiguous identification of structurally very
similar compounds such as L-leucine and L-isoleucine, additional information such
as the retention time of the eluents needs to be exploited.
5.5.3. Retention index computation
The GMD contains mass spectra for known compounds associated with informa-
tion on Kovat’s Retention Indices (RI) (Ettre, 1994). By combining the peak
identification tool with a specialized retention index library, MeltDB is able to
identify peaks representing retention indices (e.g. dodecane or pentadecane) that
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have been added to a biological sample in GC-MS analysis. Relative to the re-
tention time of these identified standards, retention indices can be computed by
the Tool::PeakIdentification::RI tool in MeltDB for all other peaks detected in a
chromatogram (RIpeak). By combining the deviation of retention indices from the
database RIdb with the mass spectral similarity S, the number of false positive
database matches for a given peak can be greatly reduced (Kopka et al., 2005).
5.5.4. Compound identification
In order to combine the information from mass spectral similarity and the devia-
tion of the measured Retention Index and the RI information found in the GMD
database, a filtering function S ′ is employed.
S ′ =
S
e(
RIpeak−RIdb
w
)2
(5.2)
The function S ′ is implemented in the Tool::PeakIdentification::AutoAnnotator
class to exclude mass spectral matches if a large difference of RIpeak and RIdb can
be observed.
Through an adjustment of parameter w, the tolerated deviations of the reten-
tion indices according to the attributes of the chromatographic instrument can be
controlled. The maximal deviation of the RI values for known compounds can
be determined experimentally. For GC-MS measurements on a Thermo Finnigan
Ion Trap instrument, RIs were found to deviate less than 30 units (Pu¨hse, un-
published). The filtering of the potential matches to a query peak using S ′ with
the retention index deviation parameter w efficiently removes false positive mass
spectral matches found in the GMD.
The combination of mass spectral database search, the computa-
tion of Retention Indices and the integration of both results with the
Tool::PeakIdentification::AutoAnnotator tool can be realized in MeltDB using
the Tool::Queue functionality. The three described preprocessing methods are
consecutively executed for single chromatograms or complete experiments by a
Tool::Queue instance. Thereby, the analysis of metabolomics experiments can be
standardized and simplified for the researcher.
5.5.5. Support for non-targeted profiling analysis
The established method to compute similarities between mass spectra has been im-
plemented modularly and can be reused in various approaches. The first one pre-
sented here is the support for non-targeted profiling analysis in MeltDB. A general
aim of profiling analyses is the identification and quantification of the metabolites
present in an organism. For compounds with previously recorded mass spectra,
the identification can be based on mass spectral similarity and retention time or
retention index information. Chromatographic peaks that on the one hand can
recurrently be detected in the experimental measurements but on the other hand
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have no matching mass spectra can not be identified unambiguously. These peaks
are therefore typically excluded in the generation of quantitative data matrices. To
make the quantitative information of these peaks amenable to downstream statisti-
cal analysis, they need to be registered across the chromatograms of an experiment.
Therefore, an association based on mass spectral similarity and common retention
time or retention index characteristics needs to be constructed. Furthermore, a
quantification of the peak area and the peak intensity has to be computed.
A corresponding strategy has been described in the TagFinder application by
Lu¨demann et al. (2008). As this software is limited to the netCDF input format
and ChromaTOFr result files, it can not be included in the generic preprocessing
pipelines of MeltDB.
Therefore, a novel tool to generate data for non-targeted metabolite profiling
analysis was established that may either be performed on previously aligned chro-
matograms or on raw data alone. The only prerequisite is the initial detection of
EIC peaks and the association of co-eluting peaks to common parent peak objects in
the MeltDB data model. As this can be readily achieved by the previously described
XCMS integration, the implementation of the non targeted profiling analysis was
easily realized.
Method
For a given experiment consisting of a set C = {c1, . . . , cn} of n chromatograms, the
initial step is the selection of a reference peak p from an arbitrary chromatogram
ci, 1 ≤ i ≤ n. The retention time interval I(p) = [rt(p) −4t, rt(pr) +4t] is used
to select proximal peaks in all other chromatograms cj, 1 ≤ j ≤ n, j 6= i, where
the function rt(p) returns the retention time of peak p. The value of 4t is user
defined and defaults to 10 seconds. If a multiple chromatogram alignment has been
computed beforehand, the retention time window can be narrowed accordingly.
The result of the search in the retention time interval I(p) is a list of peaks lj
found in each chromatogram cj. Overall, one obtains the set L of n− 1 peak lists,
L(p) = {l1, . . . , li−1, li+1, . . . , ln}. In order to find the best matching peak from each
list lj, the mass spectrum at the apex of p is matched against the mass spectra
at the peak apices of lj using the previously described cosine score. If the mass
spectral similarity of the best matching peak is above a conservative threshold t,
this peak is labeled mj and kept for further analysis. This results in a list M(p) of
up to n− 1 associated peaks.
Quantitation of the reference peak p and the associated peaks in M(p) is the
next necessary step. The use of the TIC intensity or TIC area is problematic
because of the influence of co-eluting peaks and potential background and noise
that accumulates across several mass channels. In general, the use of a single
representative EIC peak is recommended for quantification. To select a common
EIC channel, the EIC peaks present in all peaks from M(p) and p are counted and
the group of the most abundant EICs is selected. In case that more than one such
EIC group exists, the peak group with the highest median intensity is chosen. This
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approach reduces the influence of chromatographic noise and aims at selecting the
most robust feature to represent the peak group quantitatively.
As all subsequent statistical analysis methods are highly sensitive to missing data
and outliers, the annotation of associated peaks will only occur if a sufficient subset
of all chromatograms (> 80%) in the experiment is covered.
Finally, a unique label is created for each registered peak group which contains
the median retention time and the nominal mass of the EIC channel (e.g. ’TAG
RT 1221.4s MZ 314’). Each peak is annotated using this label in MeltDB and the
intensity and area of the selected EICs are represented as associated observations.
Additionally, pr and the annotated peaks are flagged such that they are not used
in further iterations of the profiling approach. The next non-flagged reference peak
is selected and the approach is repeated until all peaks are flagged.
Evaluation
The evaluation of the profiling approach was performed in comparison to a targeted
analysis of human blood plasma samples using the Xcaliburr software with an
established processing method defined by an expert researcher.
The manually curated processing method of the Xcaliburr analysis detects 43
metabolites in all of the 20 chromatograms of the experiment. Unfortunately, seven
of these metabolite peaks are missed in more than five of the chromatograms ana-
lyzed, which further reduces the number of features that can be used in statistical
analysis methods. After XCMS peak detection was performed on the dataset, more
than 200 peaks could be identified for each individual chromatogram with a signal-
to-noise threshold larger than five. This indicates that the Xcaliburr analysis is
missing a large proportion of the metabolites in the sample. The untargeted pro-
filing approach was able to unambiguously identify and quantify 122 of the more
than 200 features detected by XCMS across all the 20 measurements. None of the
annotated features had more than four missing peaks. A visualization of the results
of both approaches mapped to the raw chromatographic data is presented in Figure
5.3. Whereas the Xcaliburr analysis does provide a metabolite identification, the
profiling analysis is more comprehensive and gives more insight in the metabolic
changes and differences of an experiment. The coverage and overlap of the detected
peaks from both approaches is presented in Table 5.1.
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The manual inspection of the approximately twenty metabolites that could only
be detected by Xcaliburr showed that the associated peaks featured predominantly
small intensities below a signal-to-noise level of five and could therefore not be
detected by the specified XCMS approach.
Nonetheless, the automated profiling approach covered all of the abundant
metabolites of the Xcaliburr analysis and both methods were able to generate
data matrices that showed clear metabolic differences (according to PCA and ICA
analysis) between the two analyzed sample groups (data not shown). Interestingly,
the non-targeted quantitation automatically selected the same EIC channels for
several metabolites as specified in the Xcaliburr processing method defined by a
human expert. The list of metabolites with matching TAGs is given in Table 5.2
5.5.6. Feature based chromatogram alignment (FBCA)
The computation of alignments is an optional processing step for profiling analyses
and can be used to compensate drifts in the retention time of compounds occurring
in the chromatograms of a large scale metabolomics measurement. Various algo-
rithms have been proposed as described in Section 2.5.1, the feature based instances
rely on peak detection methods (XCMS, Robinson’s Method). As the quality of
peak detection and quantitation is strongly dependent on the dataset under study,
and the values of noise, peakwidth and smoothing parameters have a great influ-
ence, artifacts in the alignments can be produced even for theoretically optimal
algorithms. Therefore, a robust feature based alignment approach that is inde-
pendent of the previously employed peak detection method has been implemented
using the MeltDB API.
Central to the approach is the search for chromatographic peaks having a char-
acteristic and unique mass spectrum. In the following, two chromatograms X
and Y are represented by their lists of detected peaks LX = [x1, x2, . . . , xn] and
LY = [y1, y2, . . . , ym] . The peaks in the lists are ordered by their retention time.
If an all-against-all comparison of the mass spectra of LX and LY is computed
using Equation 5.1, a similarity matrix M of size (n,m) is generated. A heatmap
representation of such a matrix M is given in Figure 5.4. Now, characteristic peaks
in LX will only have one matching peak in LY exhibiting a high mass spectral sim-
ilarity. The characteristic peaks represent unique substances occuring only once in
both chromatograms and can therefore act as anchor points for chromatographic
alignments. The first criterion for an anchor point is that the maximal similarity
value in a row of the matrix is also the maximal similarity value in the respec-
tive column. If this criterion is met, the two matching peaks xi, 1 ≤ i ≤ n, and
yj, 1 ≤ j ≤ m, are termed a bidirectional best hit. Especially in chromatographic
areas with high background or for highly abundant compounds that saturate the
detector, multiple peaks with very similar mass spectra can be detected. In Figure
5.4 this can be observed in the lower right part where multiple neighboring peaks
have a high pairwise mass spectral similarity. To improve the robustness of the
approach, the mass spectral similarity of potential anchor points has to fulfill an
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Chromatogram Only Xcaliburr Both Only Profiling
P IP 14 18 31 91
P IP 15 19 24 93
P IP 16 17 28 88
P IP 17 19 26 86
P IP 18 16 27 90
P IP 19 23 25 86
P IP 20 22 27 86
P IP 21 18 29 91
P IP 23 21 28 87
P IP 24 20 26 88
P S 102 20 29 76
P S 103 17 28 92
P S 104 18 28 91
P S 105 19 27 93
P S 106 19 26 93
P S 107 18 27 91
P S 108 17 24 86
P S 109 21 26 92
P S 111 18 26 93
P S 113 17 30 88
Total 377 542 1781
Table 5.1.: Comparison of the Xcaliburr and Profiling analysis with respect to
covered features. The first column shows the name of the chromatogram,
the second contains the number of features that could only be detected
and identified in the Xcaliburr analysis. The third column shows the
features that were identified by both tools whereas the last column gives
the number of features identified by the MeltDB profiling analysis but
not by Xcaliburr.
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Compound TAG (RT) EIC
Alanine 536.3 116
Valine 706.2 144
Leucine 794.4 158
Iso-leucine 827.9 158
beta-Alanine 1035.2 248
Pyroglutamat 1181.7 156
Glutamat 1316.9 146
Glycerol-3-phosphate 1502.5 357
Tryptophan 2028.6 202
Sucrose (8TMS) 2424.0 361
Trehalose 2516.5 361
Table 5.2.: Features found by the MeltDB profiling analysis that exactly match
the manually curated Xcaliburr results. The first column of the table
lists the compound name specified by Xcaliburr, the median retention
time of the matching tag is found in column two. In column three, the
nominal mass of the ion used for quantitation by both Xcaliburr and
the automated profiling is presented.
additional outlier criterion with respect to the values in column j and row i of the
similarity matrix M .
Usually, an outlier can be found at the extreme values of a distribution, and
the rejection of suspect observations needs to be based on an objective criterion.
This can be achieved by using non-parametric tests for the detection of outliers
such as Dixon’s Q-test. It states if one (and only one) observation from a small
set of replicate observations can be identified as outlier. The Q-test is based on
the statistical distribution of subrange ratios of ordered data samples, drawn from
the same normal population. Hence, a normal (Gaussian) distribution of data is
assumed whenever this test is applied.
To test if the bidirectional best match also represents an outlier with respect to
the mass spectral similarity, the computed similarities of peak xi with all peaks in
LY are arranged in ascending order:
s1 < s2 < · · · < sm
Note that sm is the value found in the similarity matrix at position Mij and the
other values s1, . . . , sm−1 originate from the remaining entries in row i of matrix
M .
Then the experimental Q-value (Qexp) statistic is calculated. This is a ratio
defined as the difference of the suspect value from its nearest one divided by the
range of the values (Q: rejection quotient). Thus, for testing sm as possible outlier
the following Qexp value is used:
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Qexp =
sm − sm−1
sm − s1
The obtained Qexp value is compared to a critical Q-value (Qcrit) found in pre-
computed tables. This critical value corresponds to the confidence level (CL) the
user requests (defaults to CL=95%). If Qexp > Qcrit, then the match of xi to yj
can be characterized as an outlier.
If the comparison of the mass spectral similarity of yj to all peaks in LX also
satisfies the outlier criterion, the tupel xi and yj will be used as a robust anchor
point for the generated alignment. An advantage over Robinson’s algorithm is that
the presented approach can be applied even if large deviations of retention times
between chromatograms occur due to e.g. changes in the instrument setup.
Interpolation between anchor points
The retention times of the peak pairs of neighboring anchors are used to either com-
pute a linear or cubic spline interpolation function for all intermediate scans. The
cubic splines generate a continuous function from a set of nodes (the anchors) and
in comparison to linear regression they ensure that the resulting function traverses
through the nodes. To obtain a rough estimate for the parts of the chromatograms
before the first anchor and after the last anchor, the extrapolation of the first and
last segment of the interpolation function is used.
It is not trivial to specify an objective measure for the quality of an alignment,
but an intuitive way to assess the results is a concise visualization of the aligned
chromatograms. The implementation of the MeltDB Experiment TIC visualization
was therefore extended to support the visualization of both pairwise and multiple
alignments. In this approach, the anchor points are aligned and the generated
interpolation function is used to project all intermediate TIC intensities at corre-
sponding positions in the visualization. The results of the FBCA alignment tool
employed on 30 GC-MS measurements of wheat samples are presented in Figure
5.5. In the interactive MeltDB web interface, the alignment visualization is enriched
with peak markers that allow to access associated observations and annotations.
5.6. Importer
For preprocessing methods that can not be employed in an open source environ-
ment, integration has been achieved through individual importing functionality us-
ing the previously described Tool concept. For the following file formats importers
have been implemented.
 AMDIS reports (Text format)
 Thermo Xcaliburr reports (XLS format)
 LECO ChromaTOFr reports (Text format)
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Figure 5.4.: The image shows the similarity matrix of mass spectra at predicted
peak apices of two chromatograms. Detected anchor peaks fulfilling
the bidirectional best hit and outlier criteria are are highlighted by
white circles. A block of high peak similarities represented in the lower
right part of the matrix represents neighboring peaks with very similar
mass spectra. The bidirectional best hit criterion alone easily leads to
mismatched anchors in such areas, using the additional outlier criterion
will avoid anchors in these ambiguous regions.
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Figure 5.5.: Visualization of unaligned and aligned GC-MS measurements using the
MeltDB TIC visualization. The upper part shows 30 unaligned GC-
MS measurements, the lower part represents the same measurements
being aligned and interpolated using the MeltDB FBCA tool.
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 MassHunter reports (Text format)
 ChemStation peak lists (Text format)
The importers transform information on the chromatographic peaks predicted
by external software tools into the MeltDB data model. Information associated to
peaks such as chemical identity, peak area and intensity are represented using obser-
vations and annotations. The extensible importer concept realized in the MeltDB
data model makes it easy to import additional text based vendor specific formats.
Together with the support for netCDF, mzXML and mzData metabolomics experi-
ments conducted on various GC-MS and LC-MS instruments can be analyzed using
MeltDB.
5.7. Implemented statistical analysis features
As described in the previous chapter, R has been directly integrated with MeltDB
using the RSPerl interface. This avoids the cumbersome and error prone conver-
sion of data tables from proprietary software packages into a format that can be
interpreted by a statistic software framework. Furthermore, experimental factors
assigned to a MeltDB experiment are projected to the R representations of the data
and allow interpretation of the visualizations in the context of the experimental de-
sign. The data matrix featuring normalized peak areas and intensities is e.g. used
for the box plot visualization presented in Figure 5.6a. All statistical methods can
be executed using the web interface and additional criteria such as the treatment
of missing values, the scaling of the values and the exclusion of certain metabolites
or whole chromatograms can be controlled by the user. The recommended scaling
methods evaluated by van den Berg et al. (2006) have directly been implemented
in the MeltDB API. The visualization of independent and principal component
analysis (ICA and PCA) (Hyva¨rinen and Oja, 2000), the results of a hierarchical
cluster analysis (HCA) 5.6b or the results of a pairwise correlation analysis of the
pool sizes of the measured metabolites can easily be generated and exported in
either PDF or PNG format. The following list gives an overview of the statistical
and explorative analysis methods available via the MeltDB web interface:
 Student’s t-test
 Analysis of Variances (ANOVA)
 Hierarchical Cluster Analysis (HCA)
 Principal Component Analysis (PCA)
 Independent Component Analysis (ICA)
 Boxplots
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 Volcano Plots
 Support Vector Machines
 Random Forest
One of the main goals of the R integration in MeltDB is the simplification of the
integration of additional analysis and visualization functionality provided through
novel BioConductor packages. The generation of data matrices amenable to statis-
tical analysis is therefore standardized via the MeltDB API. In addition, a generic
user interface that allows to customize the submitted data for each experiment
stored in MeltDB has been implemented. The combination of these methods al-
lows to easily embed new statistical analysis functionality in the MeltDB web ap-
plication. Since the data matrices generated in current metabolomics experiments
are typically in the range of a few hundred metabolites and measurements, most
multivariate methods can be performed on the fly.
5.7.1. Visualization of PCA and ICA results
The static images of exploratory data visualizations that the R framework provides
are sufficient for datasets containing a limited set of measurements and metabolites
or features. However, these two-dimensional visualizations become unreadable if
hundred of measurements and metabolites are available. To improve the interac-
tive analysis of PCA and ICA results, a Java based 3D Viewer application was
implemented. The Java Web Start application is started via the MeltDB web in-
terface and accesses the generated PCA and ICA results in order to display them
in a 3-dimensional space. The data representation can be freely moved in the three
dimensional space. Replicate groups can be hidden and information on individual
features and measurements can be retrieved via the interactive user interface. The
results of a PCA analysis of the replicate measurements for four time points of a
fermentation experiment are illustrated in Figure 5.7.
5.7.2. Metabolite correlation analysis
As described in Section 2.6.2, the de novo identification of yet unknown compounds
is a major task in metabolomics research. In order to identify potentially interesting
target compounds for further analysis, a profiling approach is beneficial since the
researcher can reduce the list of hundreds of peaks in complex samples to those
exhibiting a certain behavior e.g. due to concentration changes or a high correlation
of the pool sizes to known compounds.
The correlation analysis of peak data as described previously (Steuer et al.,
2003a,b) has been applied to observe fluctuations in metabolic networks by Mor-
genthal et al. (2006). The authors could show that direct transfer of functional
connections as in transcriptomics, where concertedly regulated genes show a corre-
lated expression profile, is not possible in metabolite analysis ab initio.
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Figure 5.6.: MeltDB supports a collection of statistical and explorative data visual-
izations. The normalized and log scaled pool data for selected metabo-
lites can e.g. be visualized using box-plots (a). The web interface also
allows to visualize the results of hierarchical cluster analysis (HCA) on
both metabolites and chromatograms (b). Here, the Euclidean distance
function and the complete linkage method are applied.
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Figure 5.7.: To improve the interactive analysis of the results of a PCA and ICA,
a Java based 3D Viewer application was implemented. The Java Web
Start application can be started via the MeltDB web interface and ac-
cesses the generated PCA and ICA results and renders them using Java
3D functionality. The view of the data-set can be zoomed and rotated
in the three dimensional space. The measurements of two replicate
groups of human blood plasma samples are represented as green and
red spheres in the screenshot. Each replicate group can be hidden and
information on individual features and measurements can be retrieved
via the interactive user interface. In addition to the measurements, the
metabolites that contribute most to the principal components and may
explain the visualized clusters are presented as gray arrows.
5.7. Implemented statistical analysis features 77
Nonetheless, for metabolites that are directly connected by enzymatic reaction
in metabolic pathways such as the citrate cycle, high correlation between pool sizes
can be observed. To simplify the detection of linear metabolite correlations for the
researcher, the MeltDB interface offers a correlation analysis method implemented
using R.
Method
Pearson’s correlation coefficient is used as a measure of linear correlation of metabo-
lite pool sizes and is computed for the vectors that represent either the area or
intensities of identified compounds or mass spectral tags obtained by the MeltDB
data analysis functionality. The resulting symmetric data matrix contains values
between -1 and 1 and can be represented in form of a heatmap as shown in Fig-
ure 5.8. The Euclidean distance between the individual columns and rows in this
matrix is used to compute a hierarchical clustering (complete linkage). The results
of the clustering are represented as dendrograms that represents the similarity be-
tween the metabolites. When displaying hierarchical clusters as dendrograms, at
each merge a decision is needed to specify which subtree should go on the left and
which on the right. Since, for n observations there are n−1 merges, there are 2(n−1)
possible orderings for the leaves in a cluster tree, or dendrogram. In the algorithm
used here, the subtrees are ordered such that the tighter cluster is on the left (the
last, i.e., most recent, merge of the left subtree is at a lower value than the last
merge of the right subtree). Single observations are the tightest clusters possible.
The ordering of the leafs in the dendrograms presented in Figure 5.8 is then also
used to reorder the columns and rows of the presented correlation matrix. Thereby,
blocks of metabolites with high pairwise correlation values are observable.
Evaluation
The correlation analysis of the normalized metabolite measurements of a fermen-
tation experiment of the Lysine production strain of C. glutamicum is able to
highlight the correlation of the metabolites Fumarate, Malate, Citrate, and Pyru-
vate as shown in Figure 5.8. These metabolites are part of the citrate cycle and
as such closely connected through orchestrated enzymatic reactions. A simplified
overview of the citrate cycle with the detected metabolite correlation is presented
in Figure 5.9.
The web interface of the correlation analysis allows to furthermore combine fea-
tures found in the non-targeted profile analysis described above with already quan-
tified and identified compounds. If high correlation between a yet unknown feature
and known metabolites can be found, this evidence can indicate the chemical iden-
tity of the unknown compound as it might be closely connected through metabolic
pathways and enzymes.
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Figure 5.8.: A heatmap of the computed correlation values, high correlation values
are represented in pink, anti-correlation is presented in blue. The corre-
lation analysis is able to detect the strong correlation of the metabolites
Fumarate, Malate, Citrate, and Pyruvate which are present in the cit-
rate cycle of C. glutamicum. For the analysis only metabolites that
could be identified in all measurements of the fermentation experiment
were used, normalization to dry weight and the internal standard ribitol
was applied.
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Figure 5.9.: A simplified version of the citrate cycle of C. glutamicum presenting
the correlated metabolites Fumarate, Malate, Citrate, and Pyruvate.
5.8. Mass decomposition for the identification of
metabolites
Apart from the analysis of correlation between known compounds and repeatedly
detected but unidentified peaks, a second approach to the elucidation of the chem-
ical identity of compounds based on their mass spectrum has been realized in the
MeltDB system. The mass decomposition approach that aims at identifying the
chemical identity of a measured compound by generating sum formulas that have
the exact or very similar mass as the one measured by the mass spectrometric
instrument.
Bo¨cker and Lipta´k (2005) presented an efficient algorithm to enumerate all sum
formulas or molecules consisting of a given alphabet Σ of atoms (e.g. CHNOPS)
of size n that sum up to a query mass M in consideration of a measurement error
ε. To transform the problem into the integer knapsack problem, all real-valued
monoisotopic masses of the atoms in the selected alphabet are converted to integer
values. By using a blowup factor b ∈ R and the function φ(a) := dbae, the integer
masses a1 < a2 < · · · < an associated to the atoms are generated in ascending
order.
Afterwards, all molecules with monoisotopic mass in the interval [l, u] ⊂ N with
l := φ(M − ε) and u := φ(M + ε) + δu need to be generated. The value δu is added
to the upper bound to compensate rounding errors.
a1c1 + a2c2 + · · ·+ ancn ∈ [l, u] (5.3)
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One solution vector c = (c1, . . . , cn) satisfying 5.3 is termed compomer and may
only contain non-negative integers. The efficient generation of these compomers for
each value in the interval [l, u] can be performed using the FIND-ALL algorithm
described by Bo¨cker and Lipta´k (2005).
One drawback of the original approach is that a large proportion of biochemically
infeasible or improbable sum formulas are generated which have to be either filtered
or ranked in succeeding steps if the final goal is to identify the correct sum formula
for a yet unknown compound. This is the case even if high mass accuracy (1−5ppm)
of the instrument is given. Kind et al. (2007) have presented seven rules which can
be used to limit the search space of possible sum formulas and reduce the number of
formulas to be tested by e.g. matching isotope pattern distributions. The authors
do not present an efficient implementation of the sum formula generation but use
an existing proprietary software. Analysis of the mass decomposition algorithm
(Bo¨cker and Lipta´k, 2005) shows that it is easily possible to integrate an upper
bounds criterion for the number of atoms in the sum formulas defined by Kind
et al. (2007).
Method
In the following, the improved algorithm is presented that makes use of this upper
bounds criterion to circumvent unnecessary calls to the recurrence especially at
early stages of the sum formula generation.
For producing all witnesses of the integer query mass M ′ = φ(M), the recursive
FIND-ALL function is used. The pseudocode is given in Algorithm 1. As in the
simple backtracing using the dynamic programming tableau, the method maintains
a current compomer c, an index i, and a current mass m. At step i, the entries
cn, cn−1, . . . , ci+1 of compomer c have already been filled in, and the remaining mass
m = M ′ −∑nj=i+1 cjaj will be decomposed over {a1, . . . , ai}. The invariant at the
call of FIND-ALL(m, i, c) is that mass m is decomposable over {a1, . . . , ai} and
cj = 0 for j = i, i−1, . . . , 1. The function lcm(x, y) that is used in the pseudo-code
returns the least common multiple of x and y.
FIND-ALL furthermore uses a precomputed Extended Residue Table (ERT).
The two-dimensional table of size na1 contains for each r = 0, . . . , a1 − 1 and each
i = 1, . . . , n, the smallest number nr,i congruent r modulo a1 such that nr,i is
decomposable over {a1, . . . , ai}. The ERT can be computed in O(na1) time and
the construction algorithm is detailed in the Appendix. For the improved variant
of the FIND-ALL algorithm, the original ERT implementation is used.
In the original version, the upper bound for the number of iterations of the for
loop is based only on the value l which is the least common multiple of the cur-
rent mass ai and a1 divided by a1. During the generation of candidate molecules,
this can result in compomers that e.g. solely consist of phosphorus atoms. Such
compounds can not exist in nature and should be excluded beforehand if the aim
is the identification of existing but yet unidentified biochemical compounds. To
circumvent unnecessary iterations of the for loop and thereby reduce the number
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Algorithm 1 Algorithm FIND-ALL mass M ′ , index i , compomer c
if i = 1 then
c1 ←M/a1; output c; return;
else
lcm← lcm(a1, ai);
l ← min(occurrences(M ′, i), lcm/ai); {min of occurrence of a1 in natural
molecules and least common multiple }
for j = 0 to l - 1 do
ci ← j;
m←M ′ − jai; {start with j pieces of ai}
r ← m mod a1;
lbound← ERT (r, i - 1);
while m ≥ lbound do
FIND-ALL(m, i - 1, c);
m← m - lcm;
ci ← ci + l;
end while
end for
end if
of recurrent calls to the FIND-ALL function, the new bounded version has been
implemented. In the improved version of the algorithm, l is now limited to maxi-
mal occurrence of atom i from Σ for a given query mass M ′ in natural occurring
compounds. Therefore, the occurrences function is called, which uses the index i
of the current atom and the query mass M ′ to retrieve the upper bound from a
pre-computed lookup table. If no entry for the combination of i and M ′ can be
detected in the lookup table, occurrences returns∞ and the value of l is computed
as in the original algorithm. This ensures that the algorithm can also be applied
for larger molecules and unusual atom alphabets.
To obtain biochemically reasonable bounds for the occurrences lookup table,
an analysis of the KEGG compounds database was conducted beforehand. The
database contains a comprehensive set of sum formulas of biochemically relevant
compounds together with their molecular masses. For all compounds with molec-
ular mass up to 1000 Dalton, the maximal occurrences of the typical atoms in
biochemical compounds were obtained from the annotated sum formulas. The
database was split into mass intervals of size 100 in order to be able to benefit from
atom number limits even for compounds of low molecular mass. The results are
presented in Table 5.3.
Evaluation
In order to evaluate the runtime improvement of the newly implemented algorithm
compared to the unbounded version, 200 compounds from the KEGG compound
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Mass H C N O F Si P S Cl Br
< 100 14 7 4 4 1 1 1 2 2 1
< 200 28 15 6 7 6 1 2 5 4 2
< 300 44 22 8 10 7 3 3 5 6 3
< 400 54 28 8 14 7 3 3 5 7 3
< 500 68 34 9 18 9 3 4 5 10 3
< 600 72 42 10 21 9 3 5 5 12 4
< 700 88 48 13 24 9 3 6 5 12 4
< 800 94 55 13 27 9 3 7 5 12 4
< 900 98 63 13 27 9 3 7 5 12 4
< 1000 100 63 13 31 9 3 7 5 12 4
Table 5.3.: The KEGG compound database lists the sum formulas and masses of
more than 15000 biochemically relevant molecules. The analysis of all
compounds with masses below 1000 Dalton shows that the number of
individual atoms in the sum formulas are mostly below 10. The table
contains the maximal number of atoms that can be found in molecules
in the listed mass intervals. Using this information as upper bound
for the frequencies in the recurrences of the mass decomposition algo-
rithm, the number of mass decompositions per second can be greatly
improved without losing sensitivity. In the original article, the limited
atom alphabet CHNOPS was used. With the bounded algorithm, the
negative runtime effect of the extension of the atom alphabet is reduced,
especially since the remaining atoms F, Si, Cl and Br occurring in bio-
chemically relevant compounds are never exceeding 12 occurrences per
valid sum formula.
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Figure 5.10.: The improved algorithm was compared to the original mass decom-
position approach. For compounds of molecular mass close to 1000
Dalton, 7-fold runtime improvements can be observed. As presented
in the graph, the relation of the runtimes of both methods is not lin-
ear. Especially for large compounds, the improved variant becomes
most beneficial.
database with specified sum formulas and known molecular mass were chosen in
the mass interval from 0 to 1000 Dalton. For each of these compounds mass de-
composition was performed using the original and the improved algorithm with a
maximal mass deviation of ±0.05 Dalton. Runtime information was obtained using
a 64 bit 2600 MHz AMD system running Solaris OS 5.10. Figure 5.10 shows the
runtime in relation to the molecular mass of the compound. It can be observed
that the bounded version is up to 7 times faster, the improvement is observable
especially for large molecules and masses.
The improvement of the algorithm is not limited to the runtime of the algorithm
since the filtering of the potential candidate formulas has to be applied afterwards
to remove infeasible formulas from the generated candidate list. Simple filters can
generally be computed in constant time (Degree of Unsaturation, Lewis check,
Senior check, Heteroatom rule) (Kind et al., 2007) but especially the computation
of theoretical isotope patterns needs at least O(n∗K2) for each sum formula with n
being the size of the atom alphabet and K representing the length of the computed
distribution (Bo¨cker et al., 2006). The matching and scoring of the measured and
simulated isotope patterns takes additionally O(K) time. Every infeasible sum
formula that is filtered out implicitly by the improved algorithm does not need
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Figure 5.11.: The improved mass decomposition functionality is included in the
MeltDB web interface and can be applied to every detected chro-
matographic peak. The implementation automatically extracts the
dominant ions from the mass spectrum. The interface allows to spec-
ify the expected mass error of the instrument and to correct the ef-
fect of potential adduct ions which is especially important in LC-MS
measurements. Isotope pattern filters and matches to the KEGG
compound database can be activated additionally.
to be post processed in the filtering stage which furthermore improves the overall
runtime of the method.
To make the improved functionality available to researchers, it is integrated di-
rectly into the MeltDB web interface and can be applied on every detected chro-
matographic peak. The user interface presented in Figure 5.11 allows to specify the
expected mass error of the instrument and to correct the effect of potential adduct
ions, which is especially important in LC-MS measurements. Several filters can be
activated to reduce the number of computed sum formulas. As the implementation
does automatically extract and sort the dominant ions found in the mass spectrum,
the access to the mass decomposition is greatly simplified for the researcher.
After the efficient generation and filtering of the sum formulas, each one is com-
pared against the KEGG compound database. Matching sum formulas are high-
lighted and both compound name and synonyms are presented to the user.
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5.9. Manual annotation functionality and user
defined References
If no matching mass spectra can be found in the GMD or NIST databases, the
integrated methods for the computation of mass spectral similarity can also be
applied to find matching peaks in other publicly available chromatograms organized
in MeltDB. If an annotated peak with matching mass spectra, retention time or
retention index could be detected, the information may be inherited in order to
annotate the yet unknown peak. Thereby the number of ’unknowns’ can be reduced
step by step. Knowledge generated once can be reused for the identification of the
same compound in further analyses.
5.10. Data integration
Data integration in the MeltDB system is achieved on various levels. The previously
mentioned KEGG compound database (Kanehisa et al., 2006) is regularly imported
through direct access to the KEGG FTP server. Relevant terms and relations of the
compounds are thereby directly represented in the MeltDB database model. The
current version of the KEGG compound database contains ≈ 15000 entries which
act as a controlled vocabulary in MeltDB for compounds relevant to biological sys-
tems. References to other metabolite databases (CheBI, CAS) and the connection
to metabolic pathways are included in the MeltDB database representation.
Apart from the controlled vocabulary, the KEGG compound database does fur-
thermore provide an association of metabolites to reactions, enzymes, pathways,
and genes. It is therefore possible to link metabolic experiments with existing
genome projects stored in e.g. the GenDB genome annotation system. To connect
both systems, the use of SOAP based Web Service technology has been chosen.
Gene annotations containing EC numbers can be requested via the GenDB Web
Service for an prokaryotic organism under study. Thereby, metabolic pathway rep-
resentations from the KEGG database can be enriched together with qualitative
information on detected metabolites (Figure 6.2). The visualization of qualitative
data on KEGG pathways is feasible, but for time series experiments or quantita-
tive datasets, the predefined pathway representations of KEGG are of limited use
since the static images are easily overcrowded. For the integrated visualization
of quantitative datasets, several alternatives are available as described in Section
3.3. Nonetheless, none of the existing tools allows the direct import of quantitative
metabolomics data via Web Services.
To provide a multi-Omics visualization platform based on Web Service data
exchange, the existing core functionality of the MeltDB web interface and visual-
ization features was re-applied and extended towards a second application called
ProMeTra that will be described in the following sub-sections. The generic imple-
mentation of the models, views and controllers being implemented for the MeltDB
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Figure 5.12.: ProMeTra is a web-based system for the integration and visual-
ization of Omics datasets. The connection to existing functional
genomics platforms such as MeltDB, QuPE, and Emma2 is real-
ized via SOAP-based Web Services. Researchers can upload their
own metabolic pathway maps in an annotated SVG (Scalable Vector
Graphics) format and employ the ProMeTra functionality to render
quantitative information originating from transcriptomics, proteomics
or metabolomics experiments onto these images. The web interface
allows the download of the enriched SVG images. Additionally, meth-
ods to upload quantitative results in spreadsheet formats are provided.
system could be re-used for the fast development of the novel application (Neuweger
et al., 2009).
5.10.1. Multi-omics data integration
Comparable to the MeltDB system, the functionality of ProMeTra can be accessed
through a platform independent web application. ProMeTra does furthermore
act as an interactive interface to the experimental datasets stored in the Omics
platforms MeltDB for metabolomics, Emma2 for transcriptomics (Dondrup et al.,
2009), and QuPE for proteomics (Albaum et al., 2009) that contain experimental
results. ProMeTra features user access control and offers a public account to the
scientific community, users can directly log into ProMeTra and upload own datasets
and pathway maps.
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A researcher can employ the preprocessing and visualization functionality of
ProMeTra via the web interface. Apart from a recent web browser that supports
SVG images (e.g. Firefox or Safari) no additional software needs to be installed.
Users of Microsoftr Internet Explorer need to install a SVG viewer plugin from
Adobe which is freely available.
Users can also upload their own datasets in a text based CSV format that can
easily be generated by any spreadsheet application. Details of the supported data
formats and the organization of Excel files can be found in the online documen-
tation. The uploaded data files in Excel or CSV format are only stored during a
ProMeTra session and are automatically deleted afterwards to ensure the privacy
of experimental data. In contrast to the temporarily stored data files, user defined
pathway images enriched with information on the presented genes, transcripts, pro-
teins or metabolites can be stored on the ProMeTra server persistently. Every user
can decide if his pathways are made public, delete or update his uploaded pathway
images via the ProMeTra web interface. Information on the pathway maps are
stored in an object relational database on the server. User defined SVG pathway
maps can e.g. be generated using the freely available Inkscape software.
The core of ProMeTra is an object oriented API that provides access to the
pathway maps and the experimental data sets. The main classes are DataFactory,
Element and Color. Subclasses of the interface DataFactory are responsible for
retrieving experimental data from data sources. Based on the numerical range of
the experimental data a mapping of various color gradients (e.g. red-yellow-green)
is computed by instances of the Color class. The functionality to enrich annotated
SVG elements in pathway or genome maps is encapsulated in the Element class.
It provides XML parser functionality to access and extend the DOM (Document
Object Model) tree of any SVG image. The Element class inherits all methods of
the XML::DOM::Element class and adds animation and coloring methods.
5.10.2. Web Services and external data integration
It could already be shown how Web Services can be used to connect heterogeneous
software frameworks in functional genomics (Neuweger et al., 2007). MeltDB and
Emma2 provide SOAP based Web Services written in Perl which provide access
to normalized quantitative data from metabolomics and transcriptomics experi-
ments. QuPE offers Java based and WSDL specified methods to obtain the prepro-
cessed experimental datasets originating from quantitative proteomics experiments.
ProMeTra is the first web-based system to make use of this functionality and sup-
ports the main functional genomics techniques in one system. For researchers that
do not have the possibility to analyze their data using the described web-based sys-
tems, a simple CSV and Excel based data import via the ProMeTra web interface
is provided as well.
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5.10.3. Visualization and Animation features
ProMeTra supports SVG images that are extended by annotations for genes, pro-
teins or metabolites. The images in the open and user readable data format SVG
can be uploaded to the web-server via the ProMeTra web interface. A set of high
quality pathways for the industrial amino acid producer Corynebacterium glutam-
icum is available and used in the following application example. Metabolic path-
ways can either be designed and submitted by the user or can be converted via
ProMeTra functionality from SBML files defined in CellDesigner. An SBML to
SVG converter that already includes the mapping of the elements to the KEGG
compound database and includes annotated gene locus tags has been developed.
The mapping of numerical experimental data such as concentrations and ratios
is done through a color encoding and rectangles in the SVG image representing
genes, proteins or metabolites are subdivided or animated alternatively. Therefore
the DOM tree of the SVG image is extended by ProMeTra such that child ele-
ments are added to the respective rectangles. Animations are realized such that
the background color of the elements representing genes, proteins or metabolites
changes over time. In both cases, the user defined layout is preserved. ProMeTra
offers different color gradients to encode the values of the submitted experimental
datasets. The M-Value based color gradient ranging from red (-5) to green (+5)
being common for microarray and metabolite ratios is used as default. Further
color gradients can easily be defined via the flexible ProMeTra API and if data
with larger absolute values is submitted to the ProMeTra system, the mapping of
the value range to the color gradient is computed dynamically.
It has been pointed out that the representation of Omics data on metabolic
pathways is most intuitive to the researcher but other concepts of data visualiza-
tion can be addressed in ProMeTra. Annotated bacterial genomes present at the
NCBI genome repository can be transformed into so called GenomeMaps. There-
fore, GenBank (Benson et al., 2008) files of the available replicons are parsed us-
ing BioPerl and SVG images (the GenomeMaps) are generated automatically. A
GenomeMap represents each annotated coding sequence of the replicon as rectangle
in a grid. The order of the rectangles is determined by the chromosomal position
of the stop codon of the respective coding sequence and the rectangles are labeled
by the associated locus tag or the gene name if present. The grid is filled row by
row starting at the top left position for the first gene after the origin of replication.
GenomeMaps have been generated for more than 400 bacterial genomes and are
available through the ProMeTra web application. A GenomeMap enriched with the
data of transcriptional changes during a fermentation experiment of C. glutamicum
is presented in Figure 5.13.
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Figure 5.13.: Genome scale ProMeTra visualization of relative transcript abun-
dances during fermentation of the L-lysine producer C. glutamicum
DM1730. The zoomed out GenomeMap (A) contains all coding re-
gions of C. glutamicum as rounded rectangles in chromosomal order.
Colored boxes represent the transcript ratios of each gene of time
points t2 to t6 in comparison to t1 using the color mapping in the
legend (B). The SVG format allows to zoom into interesting areas
of the GenomeMap as presented for the nar and atp operons. The
genes of each of the two operons show a corresponding expression
profile (C).

CHAPTER 6
Application examples
The previous chapters presented the implementation of the web-based system for
the storage, administration, analysis and integration of metabolomics datasets.
Now, the realized analysis system allows researchers to cover the computational
aspects of metabolomics experiments in a structured and platform independent
manner. The following application examples of metabolomics experiments will
highlight several of the analysis features of MeltDB.
6.1. Xcc B100 grown on three different carbon
sources
The first application example is a metabolomics experiment conducted on the bac-
terium Xanthomonas campestris pv. campestris B100 and will present visualization
and analysis features provided by MeltDB.
The genus Xanthomonas mainly consists of phyto-pathogens of wide host range.
On their ability to infect different host-plants the genus is subdivided into species
and pathovars, a classification system that has also been verified by 16S rDNA
sequence analysis. One of these species, Xanthomonas campestris pv. campestris
(Xcc), is the causal agent of black rot disease in crucifers. Xcc secretes numer-
ous lytic enzymes and an exopolysaccharide (EPS) to facilitate its pathogenic and
saprophytic life style. But not only the pathogenic properties put this rod shaped,
gram-negative bacterium in the focus of interest; the exopolysaccharide, so-called
xanthan gum, produced by Xcc is also of economical importance. Xanthan gum
finds a variety of industrial uses as stabilizer in foods, cosmetics, paints, and as bio-
lubricant in oil drilling. As biotechnological product it therefore takes 1% of the
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world market shares and is estimated to have an annual turnover of 400 Mill. US$
(2004). The strain used in this work is Xanthomonas campestris pv. campestris
B100 (Xcc B100). The proteome of this strain has been widely researched and only
recently the genome of Xcc B100 has been published (Vorho¨lter et al., 2008). But
the EPS production and regulation still needs to be thoroughly scrutinized on the
metabolomic plain. Under certain conditions Xcc is able to channel up to 80% of
the available carbon source into the xanthan gum production.
Xanthomonas campestris pv. campestris B100 was cultivated in Vincent-
Minimal-Medium (VMM) in shaken flasks. The medium was supplemented with 1%
(w/v) of glucose, mannitol, and succinate, respectively. Two biological replicates
for each carbon source were cultivated. Sample preprocessing, derivatization and
GC-MS measurements were conducted as described previously (Barsch et al., 2004).
The resulting chromatograms were converted to netCDF format using functionality
of the Xcaliburr software and imported into the MeltDB system. Annotation of the
chromatograms was done in accordance with the recommendations of the MSI and
the chromatograms were organized in replicate groups according to their carbon
source in MeltDB. Peak detection, identification and quantification was performed
using a manually defined preprocessing method defined in the Xcaliburr software.
The MeltDB importer tool was used to transfer these results into the data model
and to link identified metabolites to the KEGG compound database.
An initial comparative inspection of the raw datasets was performed using the
Experiment TIC plot provided by the MeltDB web interface (Figure 5.1b)). Al-
though retention time deviations of some seconds were observed between the indi-
vidual chromatograms, most of the predicted peaks of the Xcaliburr preprocessing
method are present in all samples.
After the MeltDB chromatogram alignment was performed and visualized, de-
viations in peak intensities between the different replicate groups became evident.
To analyze the differences in more detail, peak areas were normalized in each chro-
matogram relative to the area of the ribitol peak (set to 100). The data matrix
computed within MeltDB was used for further statistical analysis such as e.g. simple
boxplot visualizations shown in Figure 5.6a. The heatmap visualization of a hier-
archical clustering on both metabolites and chromatograms shown in Figure 5.6b
highlights that the replicates of the three groups (glucose, mannitol, and succinate)
cluster together. The dendrogram associated to the chromatograms included in
this feature also shows that the glucose and mannitol groups are more similar to
each other than to the succinate group. Higher abundances of 3-phospho-glycerate,
L-2-aminoadipate, and glycerone phosphate in the glucose and mannitol approach,
and the higher amounts of L-leucine and uracil in the succinate approach seem to
be the main reason why the mannitol and glucose groups differ from the succinate
group. The main differences between the glucose and mannitol groups are found in
the higher metabolic pools of gluconic acid, when glucose is the sole carbon source.
Box-plots of the normalized intensities for these metabolites are depicted in Figure
5.6a.
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Figure 6.1.: This biplot visualization of the PCA analysis represents both the scores
of the observations and the loadings of the variables of a matrix of
multivariate data on the same plot. The scores of the observations
are represented for the first and second principal component using the
x- and y-axis. The green axis labels to the right and top are used
to represent the loadings of the variables. In this case, the measure-
ments (observations) are shown in black and the metabolites (variables)
are represented using green arrows. It can be observed that the repli-
cate measurements for succinate, mannitol and glucose cluster together.
Furthermore, the biplot allows to identify the metabolites contributing
to the clustering of the measurements. A high abundance of gluconic
acid in the measurements of the glucose group can be observed whereas
uracil can be predominantly found in the succinate measurements.
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Figure 6.2.: Enhanced MeltDB visualization of the pentose phosphate pathway
from KEGG. Identified metabolites from the chromatograms of the
actual experiment together with the genome annotation data of Xcc
B100 stored in GenDB are colored. Detected metabolites are marked
in green, enzymes identified and annotated in Xcc B100 by a human
annotator are shown in red, enzymes for which at least potential homol-
ogous sequences could be detected in Xcc B100 using BLAST searches
against the KEGG database are marked in blue.
A biplot (Gabriel, 1971) of the PCA analysis presented in Figure 6.1 indicates
e.g. a high abundance of gluconic acid in the glucose group. Since gluconic acid is a
direct intermediate of the pentose phosphate pathway (Figure 6.2), one may assume
that glucose is not only catabolized via the glycolysis and pentose and glucuronate
interconversions, but in contrast to the mannitol group also via this pathway. On
the other hand there were no differences between the glucose and mannitol groups in
the amount of 3-phospho-glycerate and 2-phospho-glycerate, which indicates that
Xcc B100 metabolizes mannitol and glucose with seemingly the same mass flux via
the glycolysis. The higher abundance of glycerone phosphate in the mannitol group
again shows that mannitol degradation not only differs from glucose metabolism in
the low utilization of the pentose phosphate pathway, but also in the higher usage
of the glucuronate interconversions, since glycerone phosphate is an intermediate
found in the periphery of this pathway. Since succinate is directly internalized
into the citrate cycle, it is not catabolyzed via any of the above pathways. Rather
glucose is anabolized via gluconeogenesis, which explains the higher number of
differences of the succinate group to the other two.
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These findings are facilitated by MeltDB through a mapping of the detected
metabolites onto the metabolic pathway maps provided by the integrated KEGG
database. As MeltDB is also connected with the functional genomics packages
GenDB and Emma2 via web-services and the BRIDGE layer (Goesmann et al.,
2005), current gene annotation data from the XCC annotation project is dynam-
ically added to the pentose phosphate pathway (Figure 6.2). Thus, MeltDB sup-
ports the analysis of metabolomic experiments in a knowledge based environment
and simplifies the interpretation of experimental results in a biological context.
These findings are part of the first publication of the MeltDB system (Neuweger
et al., 2008).
6.2. Analysis of human heart and blood plasma
samples
MeltDB was designed to provide a seamless connection of the experimental datasets
to the R software and integrates multivariate analysis and visualization features for
metabolomics datasets via the web interface. The extension of the analysis func-
tionality towards classification and variable importance analysis became evident
during the first experiments conducted on human blood plasma samples and human
heart tissue samples. Here, the metabolic differences between healthy and diseased
samples were sought. Each measured sample was clearly labeled and therefore tech-
niques of supervised machine learning could be applied. The following will detail
both how the MeltDB system could be extended to address the novel requirements
and how the analysis functionality could be employed in the search for changes in
metabolite levels being characteristic for human heart insufficiency patients.
For each of the two classes (healthy, heart insufficiency patient) ten biological
replicates were measured using a GC-MS (Ion Trap) instrument. The experimental
data that was used for the evaluation of the profiling analysis described in Section
5.5.5 is reapplied in the following study. As described earlier, the Xcaliburr analysis
identified and quantified 36 metabolites in all of the 20 measurements.
Manual effort for the definition of the compound library as well as the manual
detection and quantitation of missed peaks in the Xcaliburr software provides a
valuable reference dataset. To find metabolic differences between the two sam-
ple groups, several analysis features of MeltDB were employed. The first method
was the analysis of variance performed on all normalized peak intensities of the
36 metabolites. Of these, the differences between the compounds Citrate and
D-glucose were most significant according to the results of an ANOVA analysis
presented in Table 6.1.
To examine the performance of machine learning and classification on this
metabolomics dataset, state-of-the-art classifiers such as support vector machines,
random forest and neural networks were employed. A standardized interface to
classification and regression analysis in R is provided through the caret package
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Compound p-value
Citrate 0.00000
D-Glucose 0.00001
D-Ribose 0.00002
Salicylate 0.00013
(2S,3R)-3-Hydroxybutane-1,2,3-tricarboxylate 0.00064
Tryptophan 0.00080
Table 6.1.: An analysis of variance (ANOVA) of 36 metabolites detected in 20
human blood plasma samples from two groups was conducted using
MeltDB. For the metabolites presented in the table, the normalized peak
intensities exhibit significant differences (p−value < 0.001) between the
two sample groups.
(Kuhn, 2008) from the BioConductor repository. Caret simplifies the training and
evaluation of various classifiers based on experimental data. As MeltDB organizes
single measurements in groups and experiments, the distinction between healthy
and diseased samples can directly be extracted from the experimental description.
The resulting data matrix is labeled with the classes (heart insufficiency, healthy)
from the experiment and the classification performance of SVM, random forest and
neural network models are computed. The implemented caret analysis pipeline
repeatedly splits the data matrix into a training and a test set to estimate the
model performance. Centering and scaling is performed on both sets using the
predictor means and standard deviations from the training set. Afterwards, highly
correlated metabolites and those that exhibit near zero variance are excluded from
both training and test sets. All models are trained under varying tuning parameters
and for each classifier, the optimal model is reported. For the dataset under study,
an optimal classification could be achieved by all three classifiers. This indicates
that the measured metabolic profile of the blood plasma samples differs considerably
between the healthy individuals and the heart insufficiency patients.
6.2.1. Variable importance estimation
The identification of the metabolites or variables with the most influence on the
trained model is of great interest as they point to the main metabolic differences and
potential marker substances for the two sample classes. The variable importance
analysis provided by caret allows to extract variable importance estimations from
the trained models. For the random forest model, the values of each predictor
variable are permuted and the change in prediction accuracy before and after the
permutation is used as measure for the variable’s importance presented in Figure
6.3.
A clear separation of both sample groups is possible. This finding is also sup-
ported by the more comprehensive profiling analysis implemented in MeltDB. Af-
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Figure 6.3.: Variable importance estimation based on the trained random forest
model of the classified blood plasma dataset. Apparently, metabolites
that already show significant differences in the ANOVA analysis are
also important for the classification using random forest. The most
important metabolite is set to value 100 and others are scaled accord-
ingly.
ter applying the previously described profiling analysis of MeltDB that identifies
common EIC channels for the unambiguous quantitation and annotation of these
peaks, a second dataset with 122 features was available for more detailed classifica-
tion analysis. Again, a clear separation of the two sample groups could be achieved
(data not shown). The results of the MeltDB analysis of the blood plasma samples
in combination with samples from human heart tissue samples have been presented
at the twenty ninth annual meeting of the international society for heart and lung
transplantation (Gezelbash et al., 2009). Further experiments will be conducted
in the future to increase the number of replicate measurements and to analyze the
detected differences in more detail.
6.3. Analysis of a multi-omics fermentation
experiment of Corynebacterium glutamicum
Furthermore, MeltDB was applied for the analysis of a fermentation experiment
of the L-lysine producing strain Corynebacterium glutamicum DM1730. During
fermentation, oxygen supply was switched off in order to perturb the system and
observe its reaction. At six different time points, transcript abundances, intracel-
lular metabolite pools, as well as extracellular glucose, lactate, and L-lysine levels
were determined.
The interpretation and visualization of the results of this complex experiment
was facilitated by the previously described ProMeTra software. Both transcrip-
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Figure 6.4.: ProMeTra visualization of relative metabolite pools and transcript
abundances during fermentation of the L-lysine producer C. glutam-
icum DM1730. The metabolite pool ratios are shown in rounded rect-
angles and the transcript ratios are shown in boxes as mean values
(M-values) of time points t2 to t6 in comparison to t1. The values
in the range of -5 to 5 are shown in a color code from green to red.
The pathway map shows the glycolysis, pentose phosphate pathway,
tricarbolic acid cycle and the lysine pathway for C. glutamicum with a
zoomed L-lysine pathway. The pools of the metabolites shown in grey
were not determined.
tome and metabolome data were visualized on a metabolic pathway map. Visual
inspection of the combined data confirmed existing knowledge but also delivered
novel correlations that are of potential biotechnological importance.
The ProMeTra tool uses the measured values for the relative expression values
of the transcripts and the relative pool sizes of the metabolites to map them onto a
previously defined pathway map as presented in Figure 6.4. Metabolome analysis
was performed by GC-MS using the protocol described by Plassmeier et al. (2007).
The pathway map shows the main metabolic pathways of C. glutamicum from glu-
cose uptake to L-lysine excretion. The L-lysine pathway is shown in a short version,
as most of the metabolites between L-aspartate and L-lysine are not identified with
GC-MS, because of missing reference substances and non-volatile metabolites. The
values of measurements, metabolites, and transcripts are shown in color code from
green (upregulated) to red (downregulated). Only those values are displayed that
had an error probability less than 5% in a Student’s t test. For each measurement
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the value is given relative to that at the first timepoint (logarithmic growth). Even
if neither transcript levels precisely predict enzyme activities nor metabolite pools
do this for fluxes, a high number of correlations could be identified that corre-
spond with actual knowledge on bacterial metabolism. The interpretation of the
complex experiment was simplified through the visualization of the results on the
presented metabolic pathway representation. These and additional findings have
been presented in more detail in the ProMeTra publication (Neuweger et al., 2009).
6.4. Statistical analysis of cell harvesting methods
MeltDB was employed for the evaluation of a new technique for harvesting of C.
glutamicum cells for metabolome analysis on the basis of size exclusion chromatog-
raphy (SEC). This classical technique can be used for separation of cells and extra-
cellular compounds. Residual analysis demonstrates that this method effectively
depletes extracellular compounds. In order to test the potential of this method,
SEC was compared with common methods used for harvesting of C. glutamicum
cells for metabolome analysis, by name cold methanol quenching, fast centrifugation
and fast filtration. Fermentations were performed using the wild type and lysine
production strain DM1730 in minimal medium. In addition, the strain DM1730
was grown in complex medium CASO bouillon. All samples were analyzed with a
GC-MS instrument and subjected to MeltDB analysis.
To assess the global differences in the sizes of metabolite pools resulting from the
three methods, an unsupervised clustering analysis available through the MeltDB
analysis system was performed. The initial compound detection of the measured
samples has been performed using the Xcaliburr software. Both the intensity and
the area of chromatographic peaks of identified reference compounds were com-
puted by Xcaliburr. The results were imported into the MeltDB software for
further analysis. Normalization to dry weight and the internal standard (ribitol)
has been performed using MeltDB functionality. To additionally compensate dif-
ferences between the three fermentations, all measured intensities and areas have
been transformed to represent the relative deviation from the median value of the
wild type measurements. The resulting data matrix was analyzed via the integrated
functionality of the statistical software system R. For the hierarchical cluster analy-
sis (HCA) presented in Figure 6.5, the Ward clustering algorithm was employed and
the Euclidean distance function was used on the normalized data matrix described
above. Ward clustering generally aims at finding compact, spherical clusters. As
expected, replicate groups were clustered first, but also the two groups of the CASO
measurements with centrifugation and MeOH treatment were most distant to the
remaining measurements.
Different clusters could be distinguished by the HCA, corresponding to the dif-
ferent strains and harvesting techniques. The compact clustering of individual
harvesting methods revealed a high reproducibility. The ratios of the lysine pro-
duction strain DM1730 in comparison to the wild type revealed that each harvesting
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Figure 6.5.: For the hierarchical cluster analysis the Ward clustering algorithm was
employed with an Euclidean distance function. The Cluster Dendro-
gram shown in the figure represents the differences between the mea-
surements. It can be observed that all nine replicate groups form com-
pact clusters and the two groups of the CASO measurements with
Centrifugation and MeOH treatment are most distant to the remain-
ing measurements.
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method produced the same distance in the HCA corresponding to comparable pool
size ratios for most of the metabolites. Unsurprisingly, cultivation in complex me-
dia resulted in large distance differences in the HCA when comparing the same
strain harvested with centrifugation or cold methanol in comparison to the cells
grown in minimal media. This is most likely due to the presence of high amounts
of unremoved media components in the samples. In contrast, samples harvested
with the SEC method are more similar to the samples derived from minimal media
than to those from complex medium harvested with the other two methods. While
these are still the outliers in the minimal media cluster (most likely due to shifts in
internal pool sizes of amino acids), this indicates a much more stringent removal of
media compounds in samples collected with the SEC method.
The statistical analysis supported by MeltDB revealed that the SEC method
is the most suitable method for harvesting when intracellular pool sizes are to
be measured. It completely removes extracellular compounds, in contrast to fast
centrifugation and cold methanol quenching. The SEC method turned out to be
usable for fermentations under production conditions, handling well even high cell
densities. The results of this analysis together with the description of the newly
developed cell harvesting methods is currently prepared for publication by Marcus
Persicke et al. (in preparation).

CHAPTER 7
Discussion
MeltDB is the first web based system to support the annotation of metabolomic ex-
periments using the recently published recommendations of the metabolomics stan-
dards initiative. The system is currently applied for the analysis of metabolomics
experiments on various prokaryotes (C. glutamicum, S. meliloti, Xanthomonas
campestris pv. campestris), higher organisms (Chlamydomonas reinhardii, Triticum
spp.) and human blood and heart tissue samples as described in Chapter 6. The
metabolomics datasets stored and analyzed in MeltDB originate from a variety of
GC-MS and LC-MS instruments and several different work groups and institutions
apply the system.
This indicates that the requirements for the structured storage and annotation
of metabolomics experiments have successfully been addressed. The system can be
employed for the analysis of metabolomics experiments. To this date, more than
50 users in multiple projects and research collaborations all over the world have
stored and annotated raw data in MeltDB projects.
The organization of various projects and the large number of users was simplified
by the integration and customization of the Generalized Project Management Sys-
tem (GPMS) being developed by the Bioinformatics Resource Facility at CeBiTec,
Bielefeld University. The web based user interface and the secured access to the
experimental datasets makes the MeltDB system applicable in distributed research
projects and allows to analyze sensitive data since all communication from and to
the web server is encrypted using state-of-the-art SSL technology. Especially the
possibility to analyze experimental results in a collaborative approach is unique to
MeltDB since most of the other existing software solutions for metabolomics are sin-
gle user applications running on workstations. As these are typically overstrained
by experiments consisting of hundreds of measurements, the scalable nature of the
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MeltDB system with the connection to a compute cluster and the storage of gen-
erated results in an object relational database model allows to easily cope with
growing experimental datasets and user numbers. Compared to the previously ex-
isting software tools for the analysis of metabolomics experiments, MeltDB is the
only system that features a platform independent user interface together with the
support for a scalable compute cluster architecture. It distinguishes itself from
other web based solutions such as MetaboAnalyst by supporting various input for-
mats, flexible preprocessing pipelines, and importers for all widely used vendor
specific export formats. Interactive and user configurable data visualizations for
both raw data and the results of multivariate statistical analyses are also unique to
MeltDB in the presented comprehensiveness. Via MetaboAnalyst, researchers may
only download an archive of PNG images generated by a variety of pre-configured
R functions that can be computed for the uploaded data matrices. In comparison
to the features of existing systems for metabolomics analysis and visualization pre-
sented previously in Tables 3.1 and 3.2, the combination of MeltDB and ProMeTra
is more comprehensive and also offers improved data integration strategies.
The availability of the source code of the system led to a collaboration with the
Center for Mathematical Modeling (CMM), at the University of Santiago, Chile,
where a second installation was realized during a visit. The work group develops
support for CE-MS based metabolomics based on the MeltDB data model and the
already implemented analysis functionality of MeltDB.
Apart from this external collaboration which spurs the advancement of the
MeltDB project, an evolutionary development of the system led to several new
tools and visualizations. The feedback from the user community and experimen-
tal requirements have driven the realization of novel analysis methods and the
adaptation and refinement of existing ones. Although various methods have been
developed to support the emerging requests and requirements, the core data base
model as well as the user access and tool concept could be efficiently applied for
all analyzed experiments. No changes to the initial data model apart from the
inclusion of CE-MS measurements had to be made.
The careful design of the MeltDB data model and the automatically generated
functionality to store, retrieve, update, and delete objects from the database was
just the starting point for the core API development. Raw data access was encap-
sulated in Factory Interfaces and especially the simplified and standardized access
to mass spectral data allowed to rapidly implement novel analysis methods and
evaluate existing algorithms. As this functionality does mainly concern the soft-
ware developers, the user community will typically not be affected by such details
of the software development project.
Yet, the use of customizable analysis-pipelines within the project showed sub-
stantial benefits for a standardized execution of the computational part of the ex-
perimental metabolomics analysis. The provided MeltDB functionality can readily
be used. Furthermore, experienced users of the system can also parameterize the
integrated and implemented preprocessing methods in MeltDB to obtain the opti-
mal set of methods and to choose the optimal parameters. The results of different
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parameterizations can be observed and compared through the visualization of the
generated results on the raw data presented in Section 5.2. But even if MeltDB
allows to compare different parameterizations of a tool, the need for knowledge, at
least on a basic level, about the applicable methods cannot be compensated by the
software alone.
Taking into account the evolution of the hyphenated mass spectrometry technol-
ogy observed in recent years, it is questionable, whether a single analysis software
can satisfy all the different emerging technological requirements. A software solu-
tion such as MeltDB may therefore only be complete with respect to the supported
standards and data sources. Nonetheless, it could be shown that the integration of
novel analysis features can easily be realized using the existing software infrastruc-
ture.
The preceding application examples detail that the system is capable of per-
forming heterogeneous tasks encountered in metabolomics research thus far and
opens up the possibility for rapid development of novel analysis and preprocessing
features. Even though, it has to be assumed that there will be more extensions
required than could be envisioned at the moment.
Hence, extensibility has been a key feature of MeltDB already by design. Sev-
eral extensions could already be made, such as the efficient mass decomposition
algorithms and the classification and machine learning extension, delivering an-
other unique feature of this system compared to other analysis tools. In addition,
methods such as the integrated metabolite correlation analysis can lead to the for-
mulation of novel hypotheses. Even if the automatic detection of hidden metabolic
associations by the correlation analysis on metabolomics data alone is open to
question, the observations generated by MeltDB can give evidence for the chemical
identity of yet unknown compounds. Still, it remains the task of the researcher
to validate the generated hypothesis together with the integration of metabolic
pathway information and e.g. genome annotation data. To support these efforts,
MeltDB already provides the connection to metabolic pathway repositories and the
prokaryotic genome annotation projects in GenDB.
The decision to seamlessly integrate both R and BioConductor functionality has
paid off. Simple integration of multivariate statistics together with explorative
data visualization allows to perform state-of-the-art analysis methods (ICA, SVM,
Random Forest) on any experimental dataset stored in MeltDB.
With respect to the integration of data from different sources, MeltDB has con-
tributed to the multi-Omics platform that is in the meanwhile established at the
Center for Biotechnology. It is e.g. possible to automate integrated data analysis
tasks by the use of Web Services. The merits of data integration could be demon-
strated by the evaluation of MeltDB experiments in combination with expression-
data stored in the Emma 2 system that were combined and analyzed on metabolic
pathway maps using the ProMeTra application.
It should be emphasized, that the approach of data integration of different Omics
data sources is also feasible without any specialized software. Genome annotations
as well as expression data can be downloaded from public resources manually. The
106 Chapter 7. Discussion
added value of a software framework consisting of several linked applications is the
maintenance of consistent references between biological sequence entries and other
relevant objects within the framework. But, most importantly, it is the automation
of an otherwise tedious task, which makes Web Service-based data integration of
MeltDB and ProMeTra so attractive.
The web based approach of MeltDB makes it possible to use the system in dis-
tributed research projects and across institutes all over the world. In contrast to
ordinary repositories or data warehouses that only provide data, MeltDB combines
both, data and applicable methods and algorithms. Thereby, the system allows to
share expertise on the stored data together with data analysis functions and opti-
mized tools between the participating institutions. The system makes it possible
to compare the results achieved by different laboratories in a standardized man-
ner. Furthermore, methods for data analysis can be evaluated directly within the
analysis environment based on a solid foundation of real-world data.
All in all, MeltDB is a comprehensive system for the integrated analysis of hy-
phenated mass spectrometry measurements and marks an important advance in
the computational analysis of metabolomics experiments.
CHAPTER 8
Conclusion and Outlook
MeltDB was designed as a platform-independent software for the analysis and in-
tegration of metabolomics experiments. During the evolutionary development pro-
cess, various aspects of the system have been extended. It was possible to integrate
support for additional MS based analytical platforms. Part of the flexibility can
be attributed to the generic data model that has been designed initially. The soft-
ware infrastructure implemented for MeltDB made it possible to efficiently realize
a second application. The ProMeTra system is based on the generic web based
architecture and concepts realized for MeltDB initially. Both systems are already
featured in a current review on the visualization of Omics data for systems biology
(Gehlenborg et al., 2009).
From the user perspective, MeltDB provides a large set of methods for
metabolomics data analysis. Furthermore, it provides unique features for man-
agement, retrieval and exchange of the contained data. With its integrative ca-
pabilities of other functional genomics resources, a useful combination of methods
has been established, that allows to push metabolomics research forward. Conse-
quently, MeltDB is a versatile systems biology platform to support the efficient and
large-scale analysis of metabolomics experiments.
Yet, several extensions to the system can be envisioned. The number of ap-
proaches for the elucidation of the chemical identity of yet unknown metabolites in
existing MeltDB experiments has already been increased through the integration
of novel algorithms and analysis concepts detailed in the Implementation Chap-
ter. Nonetheless, an additional emphasis should be put on this aspect in continu-
ing work. Especially, since the profiling analysis shows that there are various yet
unidentified compounds showing interesting changes in metabolite pool level under
the experimental conditions as described in Chapter 6.
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Currently, most of the mass spectral databases for EI fragmentation provide only
nominal mass resolution (GMD, NIST). Therefore, the support for mass spectra
with higher mass resolution could be integrated in the MeltDB system to improve
the identification and especially the differentiation of similar compounds. The
MeltDB database already contains hundreds of measurements from various instru-
ments, several of them containing multiple reference compounds. These datasets
could be an appropriate pool for the generation of a highly resolved mass spectral
reference database. To make use of these high resolution data, improved methods
for the comparison of the mass spectra need to be established.
The support for metabolic flux analyses is another logical extension of the
MeltDB platform. Isotope labeled carbon (13C) or nitrogen (15N) atoms are typi-
cally used in metabolic flux analysis studies. The integration of such atoms in com-
pounds of interest through the cellular metabolism leads to shifts of the measured
isotope patterns in the corresponding mass spectra. Currently, the identification
and quantitation of these shifts is already supported by the MeltDB API. Together
with the integration of GenDB and KEGG, a possible generation of draft models
and stoichiometric matrices of metabolic pathways for prokaryotes is in reach. Thus,
MeltDB could be an ideal platform for the generation of quantitative metabolite
labeling data being the prerequisite for modeling and simulation approaches.
The application of MeltDB in various national and international cooperations
and research projects leads to increasing data volumes that need to be stored and
analyzed. To cope with the increasing number of users and experiments, extensions
and adaptations to the compute infrastructure for storage and computation might
become mandatory. Due to the three tier and cluster based architecture of MeltDB,
additional compute nodes and data storage capacities can easily be integrated.
All in all, the presented MeltDB system is an important milestone for the analysis
of metabolomics experiments and offers the necessary flexibility to address future
challenges in computational metabolomics research. Metabolomics is already ap-
plied for the system-wide analysis of biological systems and recent advances have
added to the comprehensiveness of the approach.Thus, the field represents an im-
portant building block of systems biology. With the integration of high throughput
data from metabolomics experiments, the next step toward a holistic understanding
of cellular behavior could be accomplished.
APPENDIX A
ERT construction & Data model
Algorithm 2 Construction algorithm of the Extended Residue Table (ERT) used
in the FIND-ALL algorithm described by Bo¨cker and Lipta´k (2005). The algorithm
computes the ERT of a weighted alphabet a1, . . . , ak with the smallest mass a1 in
runtime O(ka1). The function gcd(x, y) returns the greatest common divisor of x
and y.
for i = 1 to k; do
ert(0, i) = 0;
for r = 1 to a1 − 1 do
ert(r, i) =∞;
end for
end for
for i = 2 to k do
d← gcd(a1, ai);
for t = 0 to d− 1 do
find n = min{ ert(q, i− 1)|q mod d = t}; ert(n mod a1, i)← n;
if n <∞ then
for 1 to a1/d− 1 do
n← n+ ai; r ← n mod a1;
n← min{n, ert(r, i− 1)}; ert(r, i)← n;
end for
end if
end for
end for
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A.1. Abbreviations
AJAX Asynchronous JavaScript and XML
API Application Programming Interface
CE Capillary Electrophoresis
CE-MS Capillary Electrophoresis coupled to Mass Spectrometry
EIC Extracted Ion Current or Extracted Ion Chromatogram
GC Gas Chromatography coupled to Mass Spectrometry
GC-MS Gas Chromatography
GMD Golm Metabolite Database
HCA Hierarchical Cluster Analysis
HPLC High Performance Liquid Chromatography
ICA Independent Component Analysis
KEGG Kyoto Encyclopedia of Genes and Genomes
LC Liquid Chromatography
LC-MS Liquid Chromatography coupled to Mass Spectrometry
MSI Metabolomics Standards Initiative
MS Mass Spectrum or Mass Spectrometry
NIST National Institute of Standards and Technology
PCA Principal Component Analysis
SEC Size Exclusion Chromatography
SOAP Simple Object Access Protocol
SVM Support Vector Machine
SVG Scalable Vector Graphics
TIC Total Ion Current or Total Ion Chromatogram
WSDL Web Service Definition Language
XCC Xanthomonas campestris pv. campestris
XML Extensible Markup Language
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