Non-convex constrained optimization problems have many applications in machine learning. To obtain theoretically-guaranteed methods for the problems, restricted strong convexity (RSC) and restricted smoothness (RSM) are often considered. Thanks to recent studies, it has been revealed that RSC and RSM are related to weak submodularity, and thus weakly submodular maximization is expected to be a powerful approach to non-convex constrained optimization. In this paper, we extend the submodularity-based approaches using weak supermodularity. We show that various set functions with (weak) submodularity also exhibit weak supermodularity and that this fact yields beneficial theoretical results. Specifically, we first show that weak submodularity and weak supermodularity are implied by RSC and RSM; using this finding we present a fixed-parameter-tractable approximation algorithm for 0-constrained minimization. We then consider non-convex optimization with submodular cost constraints. We show that submodular cost functions typically exhibit weak supermodularity, which we use to provide theoretical guarantees for a cost-benefit-greedy algorithm and an iterative-hard-thresholding-style algorithm. We compare the performance of these methods experimentally.
Optimization problems with restricted non-zero patterns arise in many real-world scenarios [1, 15] , and the problems are often formulated as follows [22, 26, 28] :
l(x) subject to supp(x) ∈ F,
where [d] := {1, . . . , d} and supp(x) ⊆ [d] consists of indices corresponding to the non-zeros of x. F ⊆ 2 [d] represents a certain structure of non-zeros, which we specify later; the resulting feasible region is typically non-convex. l : R
[d] → R is a continuously differentiable objective function that is generally non-convex on R [d] ; l(·) is assumed to have restricted strong convexity (RSC) and restricted smoothness (RSM) as detailed later. One major approach to problem (1) is projected gradient descent, which has recently been studied as iterative hard thresholding (IHT) [9, 27] and hard thresholding pursuit (HTP) [20, 49] . On the other hand, Elenberg et al. [16] have revealed that non-convex sparse optimization can be considered as weakly submodular maximization; using this as a basis, they obtained several beneficial results. In this paper, we obtain further beneficial results by considering both weak submodularity and weak supermodularity [35] . Our main message is as follows: various set functions with (weak) submodularity also have weak supermodularity, and this fact provides useful insights into non-convex constrained optimization. Specifically, the contributions of this paper are obtained from the weak supermodularity of the following two types of functions.
Weak supermodularity of RSC/RSM objective functions (Section 3) Given objective function l(·) with RSC and RSM, we define the following set function as considered in [16, 33] :
where S ⊆ [d] . With thus defined F (·), we make the following contributions: (a) We show that F (·) has both weak submodularity and weak supermodularity, where the former is proved in [16] . As a corollary of this result, we show that, if problem (1) is well-conditioned in terms of RSC and RSM, a good solution can be obtained simply by maximizing a modular function on F.
(b) Using result (a), we obtain a randomized fixed-parameter-tractable (FPT) approximation algorithm for 0 -constrained minimization.
Intuitively, result (a) connects the hardness of problem (1) to that of set function maximization, which may be of independent interest as a bridge between (continuous) non-convex constrained optimization and (discrete) set function maximization.
Weak supermodularity of submodular cost functions (Section 4) We turn to optimization problems with submodular cost constraints: Given some submodular function G : 2
[d] → R and budget value b > 0, the constraint is specified by G(supp(x)) ≤ b. Such problems have many applications since submodularity-based structures often occur in realistic scenarios [1, 2] . The 0 -constraint is a special case of a submodular cost constraint, and so the problems considered here are harder than 0 -constrained minimization. We address the problems by assuming that G(·) has weak supermodularity; note that submodular functions can be weakly supermodular as in Figure 1 . The contributions of this section are as follows:
(c) We prove an approximation guarantee for the cost-benefit greedy (CBG) algorithm.
(d) We prove a convergence guarantee for an IHT-style method whose projection step uses the CBG.
(e) Examples of submodular cost functions are presented, and their weak supermodularity is confirmed. We experimentally compare the performance of the above CBG and IHT-style methods.
Organization Section 2 provides the theoretical background. Our main contributions are presented in Sections 3 and 4 as explained above, respectively. Previous studies are described in Section 5 since the relationship between our work and these studies will be clearer after seeing the details of this paper. Section 6 concludes this paper. All proofs are shown in the appendices.
Background
Sets and set functions Subsets of [d] are denoted by upper case sans-script fonts: e.g., S and T. Elements in [d] are basically denoted by j; we sometimes abuse the notation and denote {j} ⊆ [d] simply by j. Set functions defined on [d] are denoted by upper case letters: e.g., F and G. Given set function F :
All set functions considered in this paper are monotone:
We then explain about the set function, F (·), defined in (2). It is monotone and satisfies F (∅) = 0. We assume that F (S) can be evaluated efficiently for any S ∈ F; in Section 3.1 we assume it can be done in polynomial time w.r.t. d, or poly(d) time. This is equivalent to the following assumption: Assumption 1. Given any S ∈ F, the following problem can be solved efficiently:
If l(·) is a quadratic loss function, problem (3) can be solved by computing a pseudo-inverse matrix. Given more general objective functions, we can use iterative methods (e.g., [41] ) to solve problem (3). Weak submodularity and weak supermodularity Given monotone set function F : 2
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[d] → R, its weak submodularity and weak supermodularity are parametrized with the following submodularity and supermodularity ratios. Let U ⊆ [d] and k > 0 be a fixed subset and integer, respectively. Then, the submodularity ratio γ U,k and the supermodularity ratio β U,k of F (·) are defined as follows:
where we regard 0/0 = 1. We define γ k ,k := min |U|≤k γ U,k and β k ,k := max |U|≤k β U,k . Note that we have
hold for any U and k. In particular,
is submodular, and
is modular, which is the easiest to deal with in Figure 1 . Therefore, it is desirable for the submodularity and supermodularity ratios to be bounded as tightly as possible from below and above, respectively.
Restricted strong convexity and restricted smoothness Given continuously differentiable function l :
for all (x, y) ∈ Ω. µ Ω and ν Ω are called RSC and RSM constants, respectively. Note that, given µ Ω , ν Ω , and Ω ⊆ Ω, we can set µ Ω and ν Ω so as to satisfy µ Ω ≥ µ Ω and ν Ω ≤ ν Ω , respectively. For convenience, if (4) holds with Ω = Ω k1,k2 := {(x, y)
we say l(·) is µ k1,k2 -RSC and ν k1,k2 -RSM. Furthermore, we define µ k := µ k,k and ν k := ν k,k .
RSC and RSM imply weak submodularity and weak supermodularity
We suppose that F (·) is defined as in (2) . It is shown in [16] that the submodularity ratio γ U,k of F (·) can be bounded from below with RSC and RSM constants of l(·). Below we show that the supermodularity ratio β U,k of F (·) can also be bounded from above with RSC and RSM constants.
Theorem 1 (partially adopted from [16] ). For any U ⊆ [d] and k ∈ Z >0 , the submodularity ratio γ U,k and supermodularity ratio β U,k of F (·) are bounded with RSC and RSM constants of l(·) as
κ |U|+k := ν |U|+k /µ |U|+k ≥ 1 is called a restricted condition number [26] , and problem (1) with a smaller κ |U|+k is typically easier to deal with. On the other hand, from the definitions of γ U,k and β U,k , we have
namely, a small κ |U|+k implies that F (·) is close to a modular function. Hence, Theorem 1 connects the hardness of problem (1) to that of set function maximization. Specifically, thanks to Theorem 1, we can obtain a performance guarantee of the modular-maximization method on F (or oblivious support selection [16] on F) as follows:
, where x * is an optimal solution for problem (1) , and k = max{|S|, |S * |}. Then we have
This result can be applied to various constraints; for example, if ([d] , F) forms a matroid, then the modular function can be maximized with the greedy algorithm [32] .
3.1 Randomized FPT approximation algorithm for 0 -constrained minimization Algorithm 1 Randomized FPT approximation algorithm [43] . 
Choose j ∈ [d]\S i−1 randomly with probability ∝ F (j | S i−1 ).
6:
return S k Using Theorem 1, we construct a randomized FPT approximation algorithm for the 0 -constrained minimization problem formulated as follows:
The problem is known to be NP-hard in general [38] , and thus it is almost impossible to guarantee that efficient methods (e.g., forward selection [42] , IHT [27] , and HTP [50] ) always find optimal solutions; furthermore, such methods typically require that a sufficient number of entries are allowed to be non-zero, which means x 0 ≤ k may be violated for predetermined k. When it comes to obtaining better guarantees, one possible approach is a naive exhaustive search; namely, we examine all possible subsets of indices such that the corresponding entries are allowed to be non-zero, which incurs Ω(d k ) computation cost. This result is not strong enough in terms of computation cost, and so the following question naturally arises. Is it possible to obtain a nearly optimal x that satisfies x 0 ≤ k without requiring Ω(d k ) computation cost? To answer such a question, the parametrized-complexity framework is often considered (see, e.g., [13] ). With this framework, we regard part of the input as fixed parameter(s), p, which does not include instance size d, and we aim to design an algorithm that runs in g(p) · poly(d) time, where g(·) is some computable function of p. Such algorithms are said to be fixed-parameter tractable (FPT). Note that, if k is regarded as a fixed parameter, then algorithms that require Ω(d k ) time (e.g., exhaustive search) are not FPT. In this section, regarding k as a fixed parameter, we obtain a randomized FPT approximation algorithm for problem (5) .
Our idea is based on the randomized FPT approximation algorithm [43] that is developed for maximizing p-separable monotone submodular functions, which form a subclass of submodular functions. Using the weak submodularity and weak supermodularity of F (·), we extend the result of [43] . We first consider the following problem: minimize
We apply Algorithm 1 to problem (6), which performs SingleRun(), a randomized variant of the greedy algorithm, T times and returns the best solution. The algorithm enjoys the following guarantee:
Theorem 2 (extension of [43] ). Suppose that F (·) has the submodularity ratio γ k,k and supermodularity ratio β k,d . Let S * be an optimal solution for problem (6) . For any > 0, if Algorithm 1 runs with
) with a probability of at least 1 − δ.
We turn to problem (5) . Given F (·) defined as in (2), we execute Algorithm 1 to obtain solution S. With the thus obtained S, we set x = argmin supp(x )⊆S l(x ) as a solution for problem (5) . Thanks to the above theorem and Theorem 1, we get the following result: Corollary 2.a. Let x * be an optimal solution for problem (5) and
Since problem (3) is assumed to be solved in poly(d) time, this result means that Algorithm 1 gives a
, which allows us to ignore the above
. Note that SingleRun() can be seen as a randomized variant of the fully corrective forward greedy selection [42] , which is known to achieve -error if k is large enough. In contrast, Corollary 2.a tells us that (l(x * ) − l min )-error is achievable for any given k > 0 with high probability at the cost of the FPT computation time.
Non-convex optimization with submodular cost constraints
We consider minimization problems with submodular cost constraints. Given monotone submodular G :
is not larger than some budget value.
We can assume that the budget value is not smaller than ρ w.l.o.g. since any j such that G(j) exceeds the budget value can be removed from [d] in advance. Hence, we denote the budget value by c + ρ with some c ≥ 0, and we consider the following problem:
When addressing 0 -constrained minimization problems, we typically allow a sufficient number of entries to be non-zero in an attempt to recover the full set of non-zeros included in the target sparse solution; the trade-off between the sparsity and solution quality is studied in [42] . Given this background, we let c * ≤ c + ρ and regard x * := argmin G(supp(x))≤c * l(x) as the target solution; we define k * := x * 0 . We impose the following mild assumption on the problem:
Any j violating this assumption is never included in supp(x * ), implying that such a j is too costly to be taken into account. Thus it is natural for such a costly j to be removed from [d] in advance.
We study the CBG and IHT-style algorithms in Sections 4.1 and 4.2, respectively, using the weak supermodularity of G(·). In Section 4.3 we show that the supermodularity ratio of G(·) is bounded in many applications. In Section 4.4 we experimentally compare the CBG and IHT-style methods.
Cost-benefit greedy algorithm
Algorithm 2 Cost-benefit greedy
We formulate problem (7) as weakly submodular maximization with a submodular cost constraint as follows:
We apply Algorithm 2 to problem (8), which is a submodular cost version of the CBG algorithm [34, 44] . In fact, the procedures of Algorithm 2 are slightly simpler than those of the standard CBG; this simplification usually results in no theoretical guarantee. Fortunately, in our case, the following result can be obtained thanks to the setting of the budget value:
Theorem 3. Let S be the output and S * := supp(x * ). If F (·) has a submodularity ratio γ S,k * and G(·) has a supermodularity ratio β ∅,k * , then
The CBG algorithm can be seen as a variant of the forward stepwise selection [6, 16, 42] . Hence, if it is applied to problem (7) by defining F (·) as in (2), the submodular cost version of the error bound [42] can be obtained thanks to the lower bound of γ S,k * (the part of Theorem 1 shown by [16] ).
IHT with CBG projection
Algorithm 3 IHT with CBG
2: for t = 0, 1, . . . , T do 3:
4:
We apply the IHT-style method (Algorithm 3) to problem (7) . Similarly to the standard IHT [27] , the algorithm iteratively updates a solution via gradient descent and projection onto the feasible region. Since the constraint is given by a submodular cost function, G(·), we need a projection step that works well with G(·). Here we perform the projection step via the above CBG algorithm, which is denoted by P c (g t ). Specifically, we execute Algorithm 2 with objective function
, cost function G(S), and budget value c + ρ; we thus obtain solution S. We then set (x t+1 ) j to (g t ) j if j ∈ S and 0 otherwise. This projection step is similar to that of [28] , but there is a technical difference between them as explained in Section 5. Thanks to Theorem 3, we can evaluate the performance of P c (·), from which we can obtain the following guarantee of the IHT with CBG projection: Theorem 4. Let k := max t:0≤t≤T x t 0 and ω := max t:0≤t≤T g t 2 . Assume that l(·) is continuously twice differentiable, µ 2k+k * -RSC, and ν 2k+k * -RSM, and that G(·) has the supermodularity ratio β ∅,k * . Set
Namely, given an appropriate c, we can recover
Below we detail additional techniques that can improve the empirical performance of the algorithm.
Backtracking for step-size computation In experiments, we use the following standard backtracking to compute η in Step 3. Let η t denote the step size used in the t-th iteration. We first set η t ← 2η t−1 if t ≥ 2 and η t = 1 if t = 1. If l(g t ) > l(x t ) occurs with the current step size, η t , we then set η t ← η t /2 and recompute g t ; we repeat this until we get l(g t ) ≤ l(x t ). We thus guarantee that the objective value always decreases in Step 3.
Full correction As in [28] , the following full-correction step can be incorporated into Algorithm 3: After obtaining x t+1 in Step 4, we set x t+1 ← argmin x∈R [d] {l(x) | supp(x) ⊆ supp(x t+1 )}. Experiments show that this modification greatly speeds up the algorithm.
Applications and upper bounds of supermodularity ratio
Below we list some examples of submodular cost functions, G(·), and bound their supermodularity ratios. More precisely, given k ∈ [d], we bound the supermodularity ratio β ∅,k of G(·) from above, which suffices since we used only β ∅,k * of G(·) in the above theorems.
Contiguous sparsity Suppose that the entries of x ∈ R [d] are arranged in a 1D line. We aim to obtain sparse x such that supp(x) has a small number of intervals (see, Figure 2) . To obtain such a solution, the following monotone submodular function is considered in [1] : G(S) := |S| + NI(S), where NI(S) is the number of intervals formed by S (e.g., NI({1, 2, 5, 6}) = 2). The supermodularity ratio β ∅,k of this function can be bounded as follows:
Concave functions of non-negative weights
Let h : [0, ∞) → [0, ∞) be a non-decreasing concave function such that h(0) = 0, and suppose that each j ∈ [d] is associated with non-negative weight w j ≥ 0. Then, G(S) := h( j∈S w j ) is known to be monotone and submodular [2]. In particular, letting p ∈ [1, ∞) and regarding w p j ≥ 0 as a weight value, the p-norm function defined as G(S) = w S p := ( j∈S w p j ) 1/p is monotone and submodular, where w := (w 1 , . . . , w d ) . Thanks to Hölder's inequality, we have j∈S w j ≤ w S p |S| p−1 p , which means β ∅,k ≤ k p−1 p .
Spectral functions of submatrix Given
, monotone submodular functions of submatrix A S are used in many scenarios. One such example is the trace norm function, G(S) = tr(A S A S ), which is a composition of h(x) = √ x and j∈S A j 2 2 ; hence its supermodularity ratio can be bounded as above. In sparse Bayesian learning, G(S) = log(det(ξI S,S + A S A S )) is often used [1, 48] . If ξ ≥ 1, then G(·) is monotone and submodular. We define X := ξI + A A and x max := max j∈[d] X j,j . Let λ min be the smallest eigenvalue of X. If λ min > 1, then β ∅,k = max |S|≤k j∈S log Xj,j log(det(X S,S )) ≤ log xmax log λmin holds thanks to the eigenvalue interlacing property. We experimentally study the typical behavior of the CBG algorithm, IHT with CBG projection, and the one with full correction, which we call CBG, IHT, and IHT-FC, respectively. For IHT and IHT-FC, we continued the iteration until the objectivevalue improvement, l(x t )−l(x t+1 ), becomes smaller than 10 −8 . All our experiments were conducted on a 64-bit macOS (High Sierra) machine with 3.3GHz Intel Core i7 CPUs and 16 GB RAM.
Experimental comparisons
Settings We use synthetic instances of regression models with contiguous sparsity; given a sample of size n, we estimate x ∈ R [d] such that x 0 d and x has few intervals. Given design matrix A ∈ R
[n]× [d] and observation vector y ∈ R
[n] , we use a quadratic loss function: l(x) := 1 2d y − Ax 2 2 . We randomly generated 100 instances as follows. We set k entries of the true solution, x true , at 1 and the others at 0, where the k entries were chosen so that x true has contiguous sparsity as in Figure 2 . We draw each entry of A ∈ R
[n]×[d] from the standard normal distribution, which we denote by N , and we set y true = Ax true . We then set y = y true + 0.1u, where each entry of u ∈ R
[n] was drawn from N . We thus obtained A and y. As a submodular cost function, we used G(S) = |S| + NI(S). In experiments, we set d = 100, k = 10, and n = k log d . The budget value was set as follows: Results Figure 2 shows two example results. In the upper two figures, the IHT-style methods successfully attained small objective values and recovered x true , while the CBG did not, and the opposite is true in the lower figures. In terms of running times, IHT-FC is outstandingly faster than the others. We observed that obtained objective values, l(x), always satisfied either (i) l(x) ≤ l(x true ) or (ii) l(x) ≥ 10 × l(x true ) with all methods and 100 instances; note that l(x) ≤ l(x true ) is possible due to the presence of the noise term, 0.1u. We regarded an instance as solved if condition (i) occurred, and we counted the number of solved instances. Out of 100 instances, 64 instances were solved by all the three methods, and 5 instances were solved by no methods. For the remaining 31 instances, the results are summarized in Table 1 , which implies that IHT-style methods are usually but not always superior to CBG. These results suggest that there is room for further studies into both greedy and IHT-style methods, for which our theoretical analyses will be useful.
Related work
Our work is relevant to the weakly submodular maximization approach to non-convex sparse optimization [16] . A similar problem setting called weakly supermodular minimization is studied in [35] , where the definition of weak supermodularity is actually different from ours. Unlike these works, we use both weak submodularity and weak supermodularity simultaneously to obtain new theoretical results. Our contributions are related to several topics: FPT algorithms, submodular maximization, and non-convex optimization. Below we review particularly relevant previous work on each topic.
FPT algorithms Natarajan [38] proved that problem (5) is NP-hard. For some special cases of problem (5), efficient -error algorithms have been developed [38, 42] . The algorithms, however, do not always output solutions satisfying x 0 ≤ k for predetermined k, and thus they are different from our FPT algorithm. Bertsimas et al. [7] showed that problem (5) can be solved via mixed-integer programming if l(·) is quadratic, but it does not give an FPT algorithm; although the integer linear programming (ILP) is fixed-parameter tractable [13] , the problem considered in [7] is more difficult than ILP. Our idea is based on the work undertaken by Skowron [43] , who presented a randomized FPT approximation algorithm for maximizing p-separable monotone submodular functions, which form a subclass of submodular functions. Using weak submodularity and weak supermodularity, we extended the result and obtained a randomized FPT approximation algorithm for problem (5).
Submodular maximization Submodular maximization is a well-known NP-hard problem [18] . A famous result is the (1 − 1/e)-approximation guarantee of the greedy algorithm for maximizing monotone submodular functions under a cardinality constraint [40] . Various notions have been considered for dealing with set functions that do not enjoy submodularity [4, 14, 19, 23, 33] ; in particular, the submodularity ratio [14] has been used in many studies [8, 11, 17, 30, 31] . The curvature of monotone functions [12] is another notion that appears in many studies [4, 8, 25, 45] ; for example, Bian et al. [8] proved an approximation guarantee that depends on the curvature and submodularity ratio for greedy weakly submodular maximization. We can confirm that it is more demanding to bound the curvature value than the supermodularity ratio (see the appendices), and thus our results are different from the existing guarantees that depend on the curvature value. In [24] , the submodular cost submodular knapsack (SCSK) problem is studied. Unlike SCSK, the objective function of problem (8) is weakly submodular, to which the results of [24] cannot be applied directly.
Non-convex optimization Greedy-style algorithms are also prevalent in optimization and statistical learning communities [3, 6, 37, 42, 47] , most of which consider the sparsity structure, while our CBG algorithm deals with submodular cost constraints. A greedy approach for more general structures is studied in [46] , and optimization problems with submodularity-based structures is considered in [1] ; in contrast to our work, they consider convex formulations of the problems. Non-convex constrained optimization has gained considerable attention in the context of compressed sensing [9, 15] , and theoretical results that depend on the restricted isometric property (RIP) have been extensively studied [10, 21, 39] . Recently, the performance guarantees of IHT/HTP-style methods for the 0 -constrained minimization problem have been proved using RSC and RSM [27, 50] , which offer more general analysis frameworks than those using RIP. After that, IHT/HTP-style methods have been attracting much interest as effective approaches to non-convex sparse optimization [26, 36] . IHT/HTP-style methods for more general constraints have also been widely studied.
An accelerated IHT has been developed for the case where exact projection onto the feasible region is available [29] . In [5] , convergence results of projected gradient descent are proved using a geometric property, called local concavity. For non-convex optimization defined on graph structures, algorithms based on head and tail approximations are studied [22, 51] . The closest to our method is the IHT-style method with greedy projection [28] . The difference between the two methods is as follows: In the projection step of [28] , the greedy algorithm approximately solves a submodular maximization problem with a cardinality constraint; hence the aforementioned analysis [40] is applicable. On the other hand, in our IHT with CBG projection, the CBG algorithm aims to solve modular function maximization with a submodular cost constraint; hence Theorem 3 plays a key role in evaluating the CBG projection.
Conclusion
We obtained several theoretical results for non-convex constrained optimization using submodularity and supermodularity ratios. We showed that objective functions with RSC and RSM have weak submodularity and weak supermodularity, and we obtained an FPT algorithm for 0 -constrained minimization. We then provided theoretical guarantees of the CBG and IHT-style methods for optimization problems with submodular cost constraints; both results were derived from the weak supermodularity of submodular cost functions. We bounded the supermodularity ratios of some important submodular cost functions. The performance of the methods was confirmed experimentally.
Appendices
In Sections A-D, we provide the proofs of the results presented in the main paper. In Section E we detail the relationship between the supermodularity ratio and the curvature.
A RSC and RSM imply weak supermodularity and weak submodularity
For convenience, we define f (x) := l(0) − l(x) in what follows; with this definition the set function, F (·), can be written as F (S) = max supp(x)⊆S f (x). If l(·) is µ Ω -RSC and ν Ω -RSM, then f (·) has µ Ω -restricted strong concavity (µ Ω -RSC) and ν Ω -restricted smoothness (ν Ω -RSM) as follows:
for any (x, y) ∈ Ω. We introduce the following definitions:
is µ k1,k2 -RSC and ν k1,k2 -RSM. For simplicity, we define µ k := µ k,k and ν k := ν k,k .
•
For Ω ⊆ Ω, we can set µ Ω and ν Ω so that we have µ Ω ≥ µ Ω and ν Ω ≤ ν Ω , respectively. In particular, we often use the following inequalities:
• For any A, B ⊆ [d], we have µ |A∪B| ≤ µ A,B and ν |A∪B| ≥ ν A,B .
• For any A ⊆ B ⊆ [d], we have, µ |B|,|B\A| ≤μ A,B and ν |B|,|B\A| ≥ν A,B .
The following lemma is the key to proving Theorem 1, which is implied in the proof of [16] ; here we state it clearly for ease of reference.
Lemma 1. Given any given
Proof. We show the first inequality. Since
Therefore, from the inequality of RSM, we obtain
.
, we obtain the first inequality:
We then prove the second inequality. Thanks to the definition of RSC, we have
We consider replacing b (A∪B) in RHS with w + b (A) , where supp(w) ⊆ A ∪ B, and maximizing RHS w.r.t. w; we thus obtain the upper bound of F (B | A) as follows:
The maximum is attained with w A∪B = 1 µ A,A∪B ∇f (b (A) ) A∪B , and thus we obtain
where the last equality comes from the first-order optimality condition (or the KKT condition with the linear independence constraint qualification) at
Below we prove Theorem 1 using the above lemma.
Proof. We refer the readers to [16] for the proof of the lower bound of γ U,k . We here obtain the upper bound of β U,k as follows:
The proof is completed with ν |U|+k,k ≤ ν |U|+k and µ |U|+1 ≥ µ |U|+k .
B FPT approximation algorithm for 0 -constrained minimization
This section presents proofs with regard to the FPT approximation algorithm for the following problem:
We first prove a key lemma, which provides a lower bound of the probability that j ∈ S * is chosen in each iteration of SingleRun().
Algorithm 1 Randomized FPT approximation algorithm [43] . for i = 1, . . . , k do
5:
Choose j ∈ [d]\S i−1 randomly with probability proportional to F (j | S i−1 ).
6:
S i ← S i−1 ∪ {j}.
7:
return S k Lemma 2. For i ∈ [k], let S i−1 be the partial solution that is constructed in the loops of SingleRun(). Then the probability p ∈ [0, 1] that newly chosen j ∈ [d]\S i−1 is included in S * is bounded from below as follows:
Proof. The proof is obtained directly from the definitions of the submodularity and supermodularity ratios as follows:
Using this lemma we obtain the theorem as follows:
Theorem 2 (extension of [43] ). Suppose that F (·) has the submodularity ratio γ k,k and supermodularity ratio β k,d . Let S * be an optimal solution for problem (A2). For any > 0, if Algorithm 1 runs with
Proof. We consider a single invocation of SingleRun(). In each i-th iteration (i ∈ [k]), one of the following two conditions occurs:
Once (A3) occurs for some i ∈ [k], then we have
thanks to the monotonicity of F (·). If (A4) occurs, we have
· 1+ thanks to Lemma 2; if this occurs k times, we have
) with a probability of at least q :=
with a probability of at least
Thus the proof is completed.
C Cost-benefit greedy algorithm
if G(S) ≤ c + ρ then
5:
S ← S ∪ {j} 6:
We prove the approximation guarantee of the CBG algorithm (Algorithm 2) for the following problem:
To obtain the main theorem, we need the definitions and lemmas shown below. c Let S * be any subset of [d] such that G(S * ) ≤ c * and |S * | = k * ; in the theorem of the main paper, we set S * := supp(x * ). We suppose that t + 1 elements are added when G(S) ≥ c occurs in the loops of Algorithm 2 for the first time. We let j i be the i-th element added to S for i ∈ [t + 1]. We define S i := {j 1 , . . . , j i } for i ∈ [t + 1] and S 0 := ∅. Thanks to the monotonicity of G(·), submodularity of G(·), and definition of ρ, we have
do not exceed the budget value, which means that j i (i ∈ [t + 1]) is the element added in the i-th iteration of the algorithm. Moreover, the output, S, satisfies S t+1 ⊆ S.
Lemma 3. For i = 1, . . . , t + 1, we have
Proof. Thanks to the weak submodularity of F (·), we have
Since j i is chosen greedily, j i = argmax j / ∈Si−1
G(j|Si−1) holds, and hence
G(j|Si−1) for any j ∈ S * \S i−1 . Using this fact and the above inequality, we obtain
Lemma 4. For i = 1, . . . , t + 1, we have
Proof. We prove the lemma by induction on i = 1, . . . , t + 1. First, if i = 1, the target inequality holds thanks to Lemma 3. We then assume that the target inequality holds for S 1 , . . . , S i−1 and prove it for S i . Combining Lemma 3 and the assumption, we obtain
Thus the lemma holds by induction.
Theorem 3. Let S be the output and S * be any subset that satisfies G(S * ) ≤ c * and |S * | = k * . If F (·) has a submodularity ratio γ S,k * and G(·) has a supermodularity ratio β ∅,k * , then
holds.
Proof. We define x :=
, which satisfy
(1 − xy i ) attains its maximum value when we have y 1 = · · · = y t+1 = 1 t+1 . Thus we obtain
By using Lemma 4, inequality (A5), and G(S t+1 ) ≥ c, we obtain
Since we have S t ⊆ S t+1 ⊆ S, we obtain
D IHT with CBG projection
Algorithm 3 IHT with CBG projection
We prove the theorem that guarantees the performance of Algorithm 3 for the following problem:
is obtained as follows: We perform Algorithm 2 with objective function
, and budget value c + ρ; the resulting solution, S, satisfies c ≤ G(S) ≤ c + ρ. We setẑ j to z j if j ∈ S and 0 otherwise. Note that F (·) is monotone and modular, which implies that its submodularity ratio is equal to 1. We first prove a key lemma that guarantees the performance of the CBG projection.
Lemma 5. Let S * be an arbitrary subset such that G(S * ) ≤ c * and |S * | = k * . Given any z ∈ R [d] , we let S := supp(P c (z)). If G(·) has a supermodularity ratio β ∅,k * , then the following inequality holds for anỹ c ≥ c * β ∅,k * log( z S * 2 2 / ) and c >c + ρ:
c * β ∅,k * ≤ z S\S * 2 2 + c −c − ρ .
Proof. We defineS as the first S in the loops of Algorithm 2 that satisfy G(S) ≥c; note thatc < G(S) ≤c + ρ holds. As in the proof of Theorem 3, we have
Therefore, fromc ≥ c * β ∅,k * log( z S * 2 2 / ) = c * β ∅,k * log(F (S * )/ ), we obtain
We then suppose that t + 1 elements are added toS in the loops of Algorithm 2 when G(S) ≥ c occurs for the first time. We let j i be the i-th element added toS. We defineŜ i := {j 1 , . . . , j i } for i ∈ [t + 1] andŜ 0 := ∅.
As discussed in the proof of Theorem 3, we havẽ c ≤ G(Ŝ 0 ∪S) ≤ · · · ≤ G(Ŝ t+1 ∪S) = G(Ŝ t ∪S) + G(j t+1 |Ŝ t ∪S) ≤ c + ρ, and so j i is added in the (|S| + i)-th iteration. In particular, we have c ≤ G(Ŝ t+1 ∪S) ≤ c + ρ. Furthermore, the output, S, satisfiesŜ i ∪S ⊆ S for i = 0, . . . , t + 1. Since j i is chosen greedily w.r.t. the cost-benefit ratio, we have
for any j ∈ S * \{Ŝ i−1 ∪S}. Therefore, we obtain 
E Supermodularity ratio and curvature
Remember that, given monotone set function F (·), U ⊆ [d], and k ∈ Z >0 , the supermodularity ratio β U,k ∈ [1, k] is defined as
where 0/0 is regarded as 1. On the other hand, as in [8] , the generalized curvature α ∈ [0, 1] of F (·) is defined as the smallest scalar that satisfies
and ∀j ∈ M\S.
If F (·) is submodular, it can be defined in a simpler manner as follows:
where 0/0 = 1; the thus defined α is usually called a total curvature. Given that F (·) is submodular, both β U,k and α measure how close F (·) is to a modular function; β U,k ≈ 1 and α ≈ 0 imply that F (·) is close to a modular function. Hence the two parameters play similar roles; more precisely, β U,k ∈ [1, k] and 1 1−α ∈ [1, ∞] are similar to each other. The difference is how easily they can be bounded. Let S i = {j 1 , . . . , j i } for i = 1, . . . , |S| and S 0 = ∅. If F (·) has a bounded curvature α < 1, we have
where the inequality comes from the definition of α with j = j i , M = L ∪ {j i }, and S = S i−1 . Therefore, the supermodularity ratio β U,k is also bounded from above. The opposite is, however, not true. A simple counterexample is a submodular function F : 2 [2] → R defined as F (∅) = 0 and F ({1}) = F ({2}) = F ({1, 2}) = 1.
From the definitions, we have α = 1 and β U,k ≤ 2 for any U ⊆ [d] and k > 0; namely, 1 1−α is unbounded while β U,k is bounded. Moreover, unlike β U,k , no upper bound of α with the RSC and RSM constants has been found to the best of our knowledge. Hence, when considering the set-function-based approaches to non-convex constrained optimization, the supermodularity ratio is more suitable than the curvature.
