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Abstract—The personal affective trait (PAT) is a relatively 
stable affective characteristic that reflects differences among 
individuals. It is crucial for a better understanding of 
individuals in various applications, such as human-computer 
interaction (HCI) and personalized services.  PAT computing is 
to calculate some individual affective traits based on personal 
data and it is generally similar to personality computing. Its 
computing process includes data collection, feature extraction, 
and PAT computation. Several physiological datasets are used 
in this research to calculate the PAT, since physiological data 
could reflect people’s emotional states that are closely related to 
personal affective characteristics. According to personality 
psychology, a trait calculated from a certain scenario is just an 
estimation to a personal true trait. Therefore, PAT computing is 
based on physiological data from multiple scenarios. A fusion 
process is proposed to fuse the result calculated from different 
scenarios so as to reach a more accurate result. In order to 
illustrate the feasibility of the proposed PAT computing, two 
affective traits are selected, namely affect intensity and 
emotional stability. 30 participants were recruited for 
performing two experiments during which their physiological 
data was collected using wearables in different scenarios. 
Furthermore, the fusion process is evaluated by comparing the 
results computed from single and multiple scenarios. 
Keywords—Personal Affective Trait, Physiological Data, 
Affective Intensity, Emotional Stability, Multiple Scenarios. 
I. INTRODUCTION 
Emotions are feelings that involve subjective evaluation, 
physiological processes and cognitive beliefs [1]. The 
interpersonal communication process is accompanied by the 
generation, transformation, and expression of emotions. 
Emotions are essential to realizing better human-computer 
interaction (HCI). At this stage, extensive experiments have 
applied emotions to applications, such as the emotional robot 
Pepper. In addition, stable individual differences exist among 
individuals’ emotions, namely the personal affective trait 
(PAT) [2]. The PAT is critical to some applications, e.g., 
human-computer interaction (HCI). For example, the system 
can communicate with people in different ways due to their 
PAT, to achieve a better HCI service. 
According to the research set out in [3], PAT could be 
observed according to people’s emotional states. In other 
words, the PAT is a stable individual difference or trait held 
by each individual that expresses their emotional state. The 
work on affect computing functions to recognize emotional 
state based on various forms of personal data, such as text data, 
voice data, or physiological data [4]. According to the 
personal state recognition results, the best data source is 
physiological data. This could be due to the fact that such data 
cannot be controlled by the individuals’ subjective will, and 
therefore, may objectively reflect emotional states. Thus, the 
data source for PAT computing is based on physiological data. 
Specifically, the physiological data used include heart rate 
(HR), electroencephalography (EEG), and electrodermal 
activity (EDA). 
According to personality psychology, a personality is 
defined as a set of stable patterns of affect, behavior, and 
cognition [5]. It appears to be the case that personality 
contains PAT; on that basis, the computing process of PAT 
could follow personality computing. Broadly speaking, PAT 
computing includes the process of data collection, feature 
collection, and PAT computation. The common algorithms for 
personality computing are carried out using regression (e.g., 
linear regression), or machine learning (e.g., neural 
networking). These processes are supervised learning 
processes, meaning that they require data with training labels. 
A training label is the result of PAT gathered by phycological 
questionnaires. The process of PAT computing with training 
labels is termed labelled PAT computing. PAT indications of 
an individual’s individual differences in personal affects make 
it possible to measure such stable individual differences 
according to emotional states. Therefore, to calculate more 
PAT, this study also proposed using unsupervised PAT 
computing using data without training labels, namely 
unlabeled PAT computing. 
As to the general understanding, a personal trait that is 
observed/calculated from a single scenario is just an 
estimation of such a trait. In other words, an accurate PAT 
could only be obtained during a long-term observation and 
computation of the data in various scenarios. Accordingly, this 
research proposes a PAT fusion, which aims at increasing 
accurate PAT computation by fusing the PAT results from 
various scenarios. In relation to PAT computing, the possible 
fusion types are data-level fusion, feature-level fusion, and 
decision-level fusion. Considering the algorithms of PAT 
computation in different scenarios might be different; as such, 
this research employed decision-level fusion. Effect intensity 
and emotional stability are selected as the two PATs to 
evaluate the PAT computing process. These two PATs 
indicate people’s strength and fluctuation of emotional 
experiences across situations and time. 30 participants were 
recruited to perform two experiments. In total, four scenarios 
were classified during the two experiments: answering 
questionnaires during silence, during one’s favorite music, 
during a piece of specific music, and whilst watching a movie. 
The results showed the feasibility of PAT computing/fusion.  
The remainder of this paper is organized as follows: 
Section II reviews the literature related to PAT computing. 
The general process of PAT computing is outlined in Section 
III. Section IV discusses the process and methods for affective 
trait computing. The experiments on personal data collection 
are described in Section V and the results of two PATs are 
provided in Section VI. Conclusions and future work are 
addressed and outlined in the final section. 
II. RELATED WORK 
This section reviews relevant work on affective computing 
and personality computing done by other researches. The 
special considerations and features of this research are also 
described as compared with others’ work. 
Affective computing is to recognize timely emotional 
states for various applications, from health monitoring to HCI. 
According to [6], affective computing involves the study and 
development of systems and devices that can recognize, 
interpret, process, correlate and simulate human affects. 
Research in [7] proposes six basic emotional states: anger, 
disgust, fear, happiness, sadness, and surprise. The general 
affective computing framework consists of data preprocessing, 
feature extraction, feature selection and classification [8]. 
Common data-based modalities employed in affective 
computing include facial expressions, body movements, 
gestures, voice behavior and other physiological signals, such 
as HR and blood volume pressure [9]. Given that emotions are 
conveyed by multiple data sources (video, text, and images) 
and expressed by several actions (speech, physiology, and 
facial expressions), many affective computing methods adopt 
multimodal modeling. In [10], emotions induced by the 
Wizard-of-Oz are recognized using fusing bio-signals and 
speech. Similar to the researches in affective computing, PAT 
computing is also based on physiological data. Differently, 
due to the PAT is not an emotional state, but a personal 
characteristic that embodies individual stability differences, 
the PAT is hard to be calculated accurately during a single 
scenario. Therefore, Multiple scenarios are adopted to 
approach more accurate results of the PAT. 
Personality is defined as stable and measurable individual 
differences in human thought, feelings, and behavior [11]. The 
Big Five [12] describes human personality in terms of five 
dimensions (Conscientious, Extraversion, Agreeableness, 
Openness, and Neuroticism). The experiments of [13] 
measure the correlation between the Big-Five Traits of 214 
game players and Genre Preference. The results show weak, 
but significant correlations between Neuroticism and 
presence/immersion, Agreeableness and intuitive controls, 
and Openness and autonomy. In work [14], it approximates 
personality traits using physiological data, highlighting the 
fact that low HR and high HR variability are correlated with 
high extraversion. Moreover, the authors find that skin 
conductance and neuroticism are negatively correlated. 
Another work of [15] collect the physiological data, ECG, to 
research the heart of personality in early childhood: cardiac 
electrophysiology and stability of temperament.  
Our work is similar to theirs in analyzing labeled data 
features and the choice of highly correlated data features. 
Similar to the personality computing that having personal data 
with training label by using questionnaires or self-reporting, 
the labeled PAT adopts self-evaluation as a benchmark. 
Differently, we further proposed unlabeled PAT computing 
that could calculate the PAT by the personal data without 
training label. 
III. PROCESS OF PERSONAL AFFECTIVE TRAIT COMPUTING 
The general process of PAT computation can be divided 
into four steps: data collection from multiple scenarios, data 
features calculation from raw data, scenario-based fusion and 
two methods for PAT computation, as shown in Fig. 1. In 
personality psychology, affective traits are considered 
relatively stable personality characteristics [2]. [16] views the 
PAT as part of the personality and provides a comprehensive 
survey of personality computing approaches. Moreover, the 
literature states that personality traits are computed from 
different data sources, such as wearable devices, smartphones, 
and social media. In order to ensure data source diversity, we 
adopt several physiological data sources.  
 
Fig. 1. The general process of the personal affective trait computing. 
The computing process of PAT contains four principal 
steps. These are data collection, feature analysis, multiple 
features fusion, and PAT calculation. Affective traits are 
expressed in various ways and needed to be accurately 
measured during different scenarios, so we collect different 
personal data from multiple scenarios. The data we collected 
included multiple data types of physiological data. Including 
HR that reflect a person’s heartbeat status, EEG that indicates 
a person’s mind wave, and EDA that shows a person’s skin 
conductivity. These data are closely related to people’s 
emotional states. For example, when a person with a strong 
emotion state, his/her HR and EDA would increase, and EEG 
presents a specific mind wave. Such properties of these data 
could support PAT computing. 
The next step is data feature analysis. Since the original 
data is complex, data features should be extracted to the 
benefit of PAT computing. The data feature analysis involves 
the extraction of data features from the raw data and feature 
selection. There are some data with corresponding results. For 
example, some people could provide their personal data and 
their PAT results measured by psychological questionnaires. 
For example, emotional stability, as one of the PAT, can be 
computed using the Eysenck Personality Questionnaire. When 
calculating labeled PAT, the data features which correlate 
strongly with the PAT can be discovered through correlation 
analysis. The selected high correlational feature named high 
correlated DF. Such features are used for labeled PAT 
computing. Due to there are some personal data without 
corresponding result as a training label, the feature of 
corresponding emotional state is extracted for unlabeled PAT 
computing. Such a feature named DF with emotional states. 
The clustering is adopted for the unlabeled PAT computing.  
As to the labeled PAT computing, the main computational 
algorithms are various regression methods, such as linear 
regression (LR), stepwise regression (SR), and support vector 
machine (SVM). As to the unlabeled PAT computing, the 
main computational algorithms are multiple clustering 
methods, such as K-means. The main difference in computing 
algorithms is decided by whether the personal data has 
corresponding training labels. Since the PAT we compute is 
scenario-based, we need to fuse PATs from regression and 
clustering computing, that is scenario-based fusion, to obtain 
the final PAT. 
IV. COMPUTING OF TRAITS AI AND ES 
In order to precisely calculate the personality affective trait, 
optimized computational methods must be selected. Therefore, 
the process of affective trait computing, methods of feature 
extraction and selection, labeled personal affective trait 
computing and unlabeled personal affective trait computing is 
discussed in the following subsections. 
A. Computing Process of Traits AI and ES 
In our research, affective intensity (AI) and emotional 
stability (ES) are selected for PAT computing. AI is defined 
as individual differences in the strength or intensity of 
people’s emotional experiences [16]. People with high affect 
intensity usually have the following performance: easy to 
change their mood, frequently changing their emotional state, 
emotional expression is more abundant, and less restraint or 
control of emotional expression. There are many business 
applications of affect intensity, such as predicting the emotion 
of customers with different affect intensity when experiencing 
advertising and their views on advertising. ES is defined as the 
ability to remain emotionally stable and calm when facing 
emotional stimuli. People with high emotional stability tend 
to be calm, less complaining and anxious, more likely to feel 
satisfied and happy, and have higher job performance and 
satisfaction. Emotional stability can be used in medicine to 
prevent mental disorder in patients. 
 
Fig. 2. The process of affective trait computing 
Specifically, the process of personal affective trait 
computing is mainly divided into data feature extraction, 
scenario-based data feature classification, PAT computing, 
and scenario-based PAT fusion. As shown in Fig. 2. The date 
features we extract from physiological signals and emotional 
states include not only statistical features such as maximum, 
minimum, mean and variance, but also specific features, such 
as the peak value of EDA. PAT is related to the scenario. 
Similarly, different scenarios can use the data in that scenario 
to calculate a specific PAT. Our PAT calculation mainly 
includes four kinds of physiological data, namely, HR, EDA, 
EEG and the emotional state of physiological response. The 
types of physiological data collected in different scenarios are 
different. According to the physiological data types in 
different scenarios, then we classify the extracted data features 
(DFHR, DFEEG, DFstate, DFEDA), and classify the scenario-based 
data features (DFQ, DFM, DFF).  
In order to calculate the target PAT, as accurately as 
possible in a specific scenario, we choose the algorithms and 
select the optimized PAT calculation algorithms for each 
scene for computing the features in different scenarios. The 
results of PAT in different scenarios are extracted, denoted as 
PATQ, PATM, and PATF. The scenario-based PAT fusion is to 
fuse the results of PAT calculated from these results. We adopt 
the weighted average method for PAT fusion. The scenario-
based weight adaption is performed which considers the 
results from a different scenario with different weight. 
B. Feature Extraction and Selection 
This sub-section describes the feature analysis with a focus 
on feature extraction and selection. The corresponding raw 
data is obtained according to the experiment and lifelogging. 
The original data is complex and covers various categories. 
Moreover, the PAT is highly subject-dependent, and different 
people possess distinct data features that reflect their PAT. 
With reference to psychological results, the correlation 
between data features and the PAT should be analyzed to find 
the best PAT-relevant features. In correlation analysis, the 
strength of the linear relationship between the data features 
and the PAT is described by the correlation coefficient r. 
According to [17], when |r| ≥ 0.5, there is correlation. In order 
to improve the accuracy of the PAT calculation, all three 
methods are adopted in this study, namely, Pearson 
Correlational Analysis, Spearman Correlational Analysis, and 
Kendall’s tau-b Correlational Analysis.  
 For the PAT without psychological reference (unlabeled 
PAT), several data features related to emotional states should 
be extracted. The reason is that emotional states are easily 
labeled. This step is similar to emotion recognition, whereby 
data features that reflect the emotional state are selected. 
Correlation analysis can successfully identify several data 
features that are highly correlated with emotional states, 
including HR, GSR and hand acceleration. Each subject is 
analyzed individually rather than collectively. This feature 
analysis seeks to identify the data features associated with 
arousal as these reflect differences between people. For 
instance, many people unconsciously shake to some degree 
during arousal, while others do not. Such characteristics are 
desirable affective traits. 
C. Computation and Fusion of Traits AI and ES 
A PAT calculation flowchart is provided in Fig. 3. As 
mentioned previously, the PAT calculation can be divided into 
the labeled and unlabeled PAT. Two different methods are 
used according to the type of PAT. For labeled PAT, the high 
correlated features are extracted using correlation analysis 
before being computed using regression, as shown in the left 
flow of Fig. 3. For the unlabeled PAT, emotion features with 
individual differences are first selected and then the unlabeled 
PAT is calculated using clustering, as shown in the right flow 
of Fig. 3. The high-correlation data features are chosen for 
labeled PAT calculations by fitting or regression analysis. 
There are two reasons for choosing the regression analysis. 
For one thing, it highlights the significant relationship 
between affective traits and data features. For another, it states 
the extent to which different data features impact a certain 
affective trait. 
With small samples, the calculated PAT may be inaccurate 
or there may be no fitting due to a lack of psychological results. 
Hence, methods for classification, clustering or observation 
could be adopted by analyzing the relationship between data 
features and affective traits so that relatively accurate PAT 
results can be obtained when there is an insufficient number 
of subjects. 
 
Fig. 3. Flowchart of affective trait computation. 
The PAT calculated from multiple scenarios need to be 
fused so as to generate more accurate results of PAT. The 




 ( 1 ) 
Where ?̅? is the fused PAT results, which calculated by the 
results of PAT in each scenario 𝑇𝑖  with according weight 𝑤𝑠𝑖 . 
There are two methods of weight determination. The first one 
is to judge the weight of results from each scenario due to the 
average accuracy of corresponding algorithms. The second 
one is to evaluate the number of high correlated features. If a 
scenario has more high correlated features, results from such 
scenario are higher than those with less correlated features. 
V. EXPERIMENTS FOR PERSONAL DATA COLLECTION 
In this section, the process followed for the experiment is 
described. Then the experimental data will be presented. 
A. Two Experiment 
In this research, two experiments are performed as case 
studies. These are reading the news and answering questions 
while listening to music and watching a short film. In total, 25 
graduates participated in the research. The methods of using 
music, movies, and news are effective to induce different 
emotions according to the investigation of related work. 
 
Fig. 4. Experimental scenarios. 
 Firstly, each participant is asked to read the news and 
answer questions based on the news content. The news is 
selected from the website BBC World News. Each news 
questionnaire contains five short questions based on the news 
content. The experiment is carried out three times under three 
different conditions whereby participants watch in silence 
while listening to their favorite music and while listening to 
preselected music. Secondly, each participant is required to 
watch a short film “The Phone Call”. The experiment lasts 
about 20 minutes. The experimental scenarios are shown in 
Fig. 4. 
B. Wearable Devices in Experiments 
The wearable devices used in the study include Emotiv 
Insight, Muse, and Empatica E4, as shown in Fig. 5. These 
wearable sensors are commercial devices. They are easy to 
buy and have high accuracy in measuring data. Emotiv Insight 
is a 5-channel mobile EEG headset that records subjects’ 
brainwaves before translating them into meaningful data. Six 
emotional state attributes (focus, interest, relaxation, 
engagement, stress, and excitement) are recorded in real time. 
Each emotion contains 4 metrics: Raw, Min, Max and Scale 
values. Muse is another headset that measures subjects’ 
brainwaves and is selected because it is easier to wear than 
Emotiv Insight. Five brainwaves are collected with Muse. 
These are the alpha wave, beta wave, theta wave, delta wave, 
and gamma wave. The E4 wristband is a bracelet that offers 
real-time physiological data, including blood volume pulse 
(BVP), electrodermal activity (EDA), and 3-axis 
acceleration data (motion-based activity). 
 
Fig. 5. Wearable devices used in experiments. 
C. Experimental Data 
The section mainly explains the experimental details of 
data collection. The explanations are divided into three parts, 
physiological data, emotion state data collected from Emotive 
Insight, and psychological questionnaire data. The data 
collected in the three experimental scenarios are compiled and 
summarized in Table I, according to [18]. 
TABLE I.  SUMMARY OF THE COLLECTED DATA AND ITS FEATURES 
Category Data Type Feature Parameter 
Physiological 
Signals 




{Mean, Standard Deviation, 
Variance, Skewness, Standard 
Error of Skewness, Kurtosis, 
Standard Error of Kurtosis, 
Minimum, Maximum, First 









{Mean, Standard Deviation, 
Variance, Skewness, Standard 
Error of Skewness, Kurtosis, 
Standard Error of Kurtosis, 
Minimum, Maximum, First 














The major psychological data we collected are HR, EDA, 
and EEG. The heart rate could change with the subjects’ 
emotion swings. Skin electrical reaction system is closely 
related to emotion, arousal, and attention. EEG records the 
changes of electrical waves during brain activity. And the 
expression of emotion is controlled by the central nervous 
system of the human brain. There are six main types of data 
on emotional states. The main data of psychological 
questionnaire are as follows: Affective Intensity Measure 
(AIM), the Eysenck Personality Questionnaire and the Big 
Five Inventory (BFI-44). The BFI-44 describes five 
personality traits: Openness (O), Conscientiousness (C), 
Extroversion (E), Agreeableness (A) and Neuroticism (N). 
The personality traits are measured with a 44-item version 
containing the following ranges: O is [10, 50], C is [9, 45], E 
is [9, 45], A is [9, 45], and N is [8, 40]. 
VI. RESULTS OF AI AND ES COMPUTATION 
In this section, the computing results of labeled PAT and 
unlabeled PAT are represented in a single scenario, the results 
of PAT fusion from multiple scenarios are provided, and the 
correlation analysis between PAT, emotional states and the 
big five personality traits are described. 
A. Result of Labeled AI and ES Computing 
Two PAT, namely affect the intensity and emotional 
stability, are selected to be computed. One of linear regression 
(LR) or stepwise regression (SR) are selected as the optimized 
algorithm in each scenario. We calculated the PAT separately 
during each scenario, as shown in Table II. From the results, 
we find that LR is the best in any scenario. Therefore, the next 
step of PAT fusion from multiple scenarios is based on LR.   
TABLE II.  RESULTS OF FITTING BY LINEAR REGRESSION AND 
STEPWISE REGRESSION                                                                                                       
Scenario Regression AI (R2) ES (R2) 
Watch Movie 
LR 0.48 0.50 
SR 0.34 0.50 
In Silence 
LR 0.73 — 
SR 0.66 — 
Listen Favorite 
Music 
LR 0.42 0.37 
SR 0.34 0.37 
Listen Special 
Music 
LR 0.40 0.54 
SR 0.36 0.40 
Note: AI = Affective Intensity, ES = Emotional Stability 
‘—’ represents no related data feature 
The experimental results are rounded to reserve the last 
two decimal points. The bold values denote the best results 
achieved by linear regression (LR) or stepwise regression (SR) 
models. The computing results were verified using R2 (the 
determination coefficient for the regression model). The data 
features related to ES are not found and fitting cannot be 
performed. The results clearly show that the best fitting result 
of AI is 0.73 under the condition of a silent scene. 
B. Result of Unlabeled AI and ES Computing  
 For the unlabeled PAT, emotional states must be 
combined. As described in the first experiment, there are three 
conditions for stimulating subjects’ emotional states. The 
emotional states collected from “Emotiv Insight” include 
arousal, focus, engagement (En), relaxation (Re), interest and 
stress. Corresponding data features are extracted for each 
emotional state under each stimulus. In total, 263 features are 
extracted. In each scenario, 30 subjects are analyzed using the 
k-means clustering method [19], where k = 2. The purpose of 
this experiment is to illustrate the effectiveness of the 
classification algorithm. Therefore, we also analyze the 
correlation with Type I and Type II. The clustering results and 
the correlation results are shown in Table III. 
TABLE III.  RESULTS OF CLUSTERING AND CORRELATION 
Scenario  Type I Type II 
In Silence 
N 14 16 
P .48** .49** 
K .57** .63** 
S .38** .47** 
Listen to 
Favorite Music 
N 1 29 
P 1 .63** 
K 1 .43** 
S 1 .60** 
Listen to 
Special Music 
N 13 17 
P .54** .49** 
K .39** .35** 
S .58** .49** 
Note: ** = p smaller than .01 (strong correlation), P = Person 
S = Spearman, K = Kendall, N = number of subjects 
TYPE I and TYPE II are clustering results 
 N represents the number of subjects while P, S, and K 
represent three methods of correlation analyses. Type I and 
Type II denote the two clustering result groups. From 
Table III, the best type I correlation is 1 while listening to 
one’s favorite, while the best type II correlation is 0.632 in 
silence according to Kendall analysis. 
C. Result of Fused AI and ES from Multiple Scenarios 
The vast majority of PAT calculations are performed by 
capturing data from a single scenario. Although the data 
source may be multimode under a single scenario, the 
accuracy of the PAT is still not high. We propose scenario-
based fusion to improve the accuracy of PAT. Therefore, we 
first train PAT prediction models of different scenarios, i.e. 
linear prediction models, using data collected from 20 subjects 
under different scenarios. To verify the accuracy of the model, 
we test these scenario-based models with data from 10 
subjects in different scenarios, and the deviation rates are 
shown in Table IV. 
TABLE IV.  DEVIATION RATES OF PAT FUSION                                                                                                      
Scenario AI ES 
Watching Movie 10.2% 21.2% 
In Silence 8.3% — 
Listen Favorite Music 9.5% 12.1% 
Listen Special Music 11.2% 20.9% 
Multiple scenarios 6.5% 7.4% 
Note: AI = Affective Intensity, ES = Emotional Stability 
‘—’ represents no related data feature 
In addition, in order to verify the PAT fusion of different 
scenarios, we use the weighted average method to calculate 
PAT based on decision-level fusion. According to the 
prediction accuracy of the model, we assign a weight to the 
results calculated under different scenario models. Among 
them, the film has the most weight, followed by silence, 
favorite music, and special music. Due to the fact that the 
    
           
          
       
        
      
  
D. Correlation between Personality and Personal Trait 
The correlation between the PAT, emotional states and the 
Big Five personality traits are analyzed. In order to better 
reflect the relationship between these three variables, the value 
with the highest correlation coefficient (p<0.05 and p<0.01) is 
selected using three methods of correlation analysis. The 
results are shown in Table V. The O, C, E, A, and N represent 
the Big Five personality traits of Openness (O), Conscientious 
(C), Extraversion (E), Agreeableness (A), and Neuroticism (N) 
respectively. As shown in Table V, the correlation between 
PAT and personality is significantly higher than that between 
emotional state and personality. According to the correlations, 
moderate and positive correlations are noted between AI and 
C, as well as between ES and E. 
TABLE V.  CORRELATED ANALYSIS AMONG PERSONAL AFFECTIVE 
TRAITS, EMOTION STATES, AND BIG FIVE PERSONALITY TRAITS 
 O C E A N 
AI -0.13(P) .57*(S) 0.31(P) 0.32(P) -0.47(S) 
ES 0.09(S) 0.51(S) .63*(P) 0.44(P) -0.38(S) 
Focus 0.31(P) 0.14(P) 0.17(P) -0.38(S) -0.31(P) 
En 0.41(S) 0.14(P) 0.53(P) 0.26(P) -0.44(P) 
Re 0.21(S) 0.12(P) 0.27(P) 0.13(S) -0.30(P) 
Interest 0.40(P) 0.50(P) -0.30(S) -0.21(S) 0.49(S) 
Stress -0.35(S) 0.30(P) -0.26(S) -0.08(P) -0.16 (P) 
Note: * = p smaller than .05 (weak correlation) 
P = Person, S = Spearman 
VII. CONCLUSION AND FUTURE WORK 
According to the case studies, the four conclusions are 
summarized as follows. Firstly, the PAT computing process is 
confirmed to be reasonable based on the case study results. 
Secondly, the LR regression effect is better than that of SR. 
Hence, LR is better for calculating the labeled PAT than SR. 
Meanwhile, the computed result of AI and ES by multiple 
scenario fusion is more accurate than that computed from a 
single scenario, which also validates our previous prediction. 
Last but not least, the correlation between two selected 
affective traits and personality is discovered to be significantly 
higher than that between emotional state and personality. 
Hence, the calculated AI and ES are stable traits rather than 
timely states and correlations between these two affective 
traits and personality are consistent with other studies [20].  
Although the experimental results support the basic idea 
of PAT computation, these case studies still have some 
shortcomings. Firstly, more participants should be recruited, 
or public databases used in order to improve the accuracy of 
the computed results. Since only 30 participants were 
recruited to take part in the experiment, there are not enough 
participants for the clustering and the clustering effect is worse 
than expected. Secondly, the general computing process of 
PAT computation needs to be optimized. More specifically, 
the data features in each scenario should be fused, and more 
methods for the affective trait computation should be taken, 
such as logistic regression, so as to improve the computing 
accuracy. In addition, the computing process based on the 
answering questions in silence scenario couldn’t be performed, 
as there was no obvious high correlation between ES and the 
data features. Therefore, more data under various scenarios 
must be collected and used to guarantee comprehensive PAT 
computing, such as with subjects’ daily logs, including books, 
TV shows, and travel destinations that they like, and which 
can be collected by a smartphone. Last but not least, more 
affective traits should be explored and analyzed. Since 
according to psychology, there exists at least one more PAT, 
such as the dispositional affect. 
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relevant data features of ES cannot be found in the silent state,
it is impossible to calculate the deviation rate. As can be seen
from the table, the average deviation rate of the results
calculated in different scenarios is higher than 8%. The 
maximum deviation rate after fusion is 7.4%. Therefore, the
proposed fusion method effectively reduces the average 
deviation rate.
