The standard two-step model of homogeneous-catalyzed reactions had been theoretically analyzed at various levels of approximations from time to time. The primary aim was to check the validity of the quasi-steady-state approximation, and hence emergence of the Michaelis-Menten kinetics, with various substrate-enzyme ratios. But, conclusions vary. We solve here the desired set of coupled nonlinear differential equations by invoking a new set of dimensionless variables. Approximate solutions are obtained via the power-series method aided by Padè approximants. The scheme works very successfully in furnishing the initial dynamics at least up to the region where existence of any steady state can be checked. A few conditions for its validity are put forward and tested against the findings. Temporal profiles of the substrate and the product are analyzed in addition to that of the complex to gain further insights into legitimacy of the above approximation. Some recent observations like the 'reactant stationary approximation' and the notions of different timescales are revisited. Signatures of the quasisteady-state approximation are also nicely detected by following the various reduced concentration profiles in triangular plots. Conditions for the emergence of Michaelis-Menten kinetics are scrutinized and it is stressed how one can get the reaction constants even in the absence of any steady state.
INTRODUCTION
The standard two-step model of homogeneous-catalyzed reactions leads to a set of coupled differential equations. Several interesting features 1 -5 of nonlinearity in such reactions involve biochemical systems, either in isolation or as part of complex reaction networks.
Therefore, simplifying assumptions are often made for the solutions. The most popular and useful result of these endeavors is the Michaelis-Menten (MM) form 6 -8 , particularly relevant to enzyme kinetics. One assumes here that the concentration of enzyme-substrate complex remains approximately constant over a considerable time span after a short transient. This is commonly known as the quasi-steady-state approximation (QSSA). It has been customary to test QSSA by choosing large substrate-enzyme ratios in keeping with in vivo studies. Therefore, one is led to believe, along with many authors 9 -17 that the standard QSSA (s-QSSA) is valid only when the enzyme concentration is small enough, though the range of validity of the MM region is widened 13 . On the other hand, a number of studies 2, 18 -25 considered moderate-to-large enzymesubstrate ratios and found QSSA regions there too, under specific circumstances. These are relevant to interesting in vitro studies. Such endeavors, without any restriction on substrateenzyme ratios, look for the applicability of total QSSA (t-QSSA). Experimental relevance of the MM kinetics in these situations is also available 4 .
The two-step model corresponds to the reaction scheme 1 Several features of QSSA have been noted on its basis. For example, Laidler 26 put forward certain conditions for the applicability of QSSA. Borghans et al 19 distinguished s-QSSA from t-QSSA, and also remarked on reverse QSSA (r-QSSA) when the enzyme-substrate ratio is large.
The idea was extended by Tzafriri 22 ; subsequent extensions 23, 24 followed. Various perturbation methods 10, 13, 18 have appeared with different scaled variables to understand QSSA. A nice summary of such works with further developments are available 27, 28 . A variation-iteration method due to has recently 32 been found effective over a range of certain parameter values. Legitimacy of the MM approximation via a stochastic algorithm has also been forwarded 15 .
From an experimental point of view, however, one can follow not only the rate of product formation, but the temporal profiles of substrate and product also. Theoretical studies, on the other hand, are centered chiefly on the profile of the complex. Conditions for the validity of QSSA also vary. So, while it is tempting to explore better and precise conditions of the applicability of QSSA (or t-QSSA) from a different theoretical approach to the problem, one may also legitimately inquire whether its signatures exist in substrate-time and product-time plots. We also indicate the usefulness of triangular plots in deciphering the applicability of 
The conservation equations (6) now read as
The primary kinetic equations, out of (2) -(5), then follow as
with the initial conditions
The constants K 1 and K 2 in (10) are given by
Thus, we could reduce the actual problem by choosing three variables and two constants. The usual strategy 37 has been to employ three variables and three constants.
Series Expansions.
Note that a large K 2 implies the equilibrium approximation in MM kinetics that had been extended 7 to QSSA in the same context long back. The above system of non-linear equations (9) -(10), with the aid of (11), can be solved analytically using the standard power series method. Hence, we express the concentrations of the participating species 
etc., insert them suitably into (9) and (10) , and collect similar powers of τ. Thus, the unknown parameters of the expansions in (13) are obtained in terms of β 0 , K 1 and K 2 . The other concentration terms can then be obtained simply by invoking (8) . A few results of future interest are the following:
By using equations (8) , one can get similar expansion coefficients for α and δ. In case of δ, a better alternative is to directly integrate (5) that now takes the form
Let us also note that, while γ rises from zero linearly during the initial phase of the reaction, it would finally tend to zero again. Hence, there exists at least one maximum in γτ plot. Indeed, one finds from (9) and (10) that
It shows, the point where dγ /dτ becomes zero is unique and at this point τ c the value of γ would read as
Therefore, there appears yet another possibility of expansions like (13) . 
Putting (19) in (9) and (10), we obtain the first few terms as 
We shall see the usefulness of these terms later.
Numerical
Stability. An obvious problem with the expansions like (13) is their inability to yield reliable results for large τ. We circumvent here this problem by constructing the PA 38, 39 . The PA has been found to be quite faithful in perturbation theory involving divergent
Taylor expansions and quite a few other contexts (see, e.g., Dhatt and Bhattacharyya 40 and references quoted therein). Here, we construct three types of PA, the diagonal [N/N] ones, and the two nearest off-diagonal [(N+1)/N] and [N/(N+1)] varieties. The agreement among values of such varieties points to the adequacy of the scheme. More specifically, we have taken the first 21 terms in (13) to obtain the sequences of these approximants. They suffice our purpose 35 as long as K 1 and K 2 are not large enough. Otherwise, one has to routinely increase the number of terms in order to get gradually improved results, or over a wider range of time τ at a fixed accuracy level.
Another way to check the numerical stability of our computed data is to compare the left and right sides of (18) from the PA sequences for γ and β at τ = τ c . Indeed, this is the point at which rate of product formation attains its maximum value and, therefore, it possesses an experimental relevance too.
By following the above two checks, we noted that one can go well beyond the region of adequacy of QSSA. It may be pointed out that τ c exists irrespective of whether QSSA is satisfied or not. Hence, the quality of steady state can be nicely assessed, if there is any, once the numerical scheme is known to be stable.
A different kind of possibility of extending the temporal regime is to first get γ c and β c via (13) and then employ (19) . The rest of the scheme proceeds as before. After matching the coefficients, in the way we arrive at (20) and (21), one can construct the types of PA quoted above. However, in the present work, we did not require any use of (19) for numerical purposes.
ANALYSIS

Behavior of the concentration profiles.
We consider first the case of γ. In the small-τ regime, it turns out that 
where the coefficients are given by (15) . It shows the initial linear rise, with a slope of K 1 β 0 .
After the transient time τ c , however, it is expressible as
in view of (19) and (21) . Accepting that the quick linear rise is opposed by the quadratic term in (22) to yield a maximum, one can write
and it can be solved for τ c , yielding ( )
Result (25) should be approximately true for small τ c .
Initial fall-off of β is linear too, with a slope of K 1 β 0 . Moreover, if K 1 is small, which we shall later see to turn out as a condition for QSSA, one can write
over a good range. Now, if it so happens that K 1 << 1, and the transient phase (0 to τ c ) is small, then the RSA 21, 33 follows. Another characteristic parameter of some use 13, 18 -24 is τ s , the time required for maximum change in β. For β 0 << 1, the initial decay is very slow. Hence, from (26), on the basis of initial decay, τ s is the lifetime. Thus, we have a different timescale
This attaches a physical meaning to K 1 . Note, however, that β 2 tends to oppose the fall-off.
Around τ c , on the other hand, we find
that reveals again a linear fall-off unless |γ c2 | is large. We shall see later how this result becomes useful.
Turning attention to δ, we notice from (15), (16) and (22) that
It tells, the initial rise of the product is always parabolic in time 41 . However, unless τ c is large, the parabolic nature may not show up significantly. Again, from (16), (21) and (23), one arrives at the temporal behavior of the product beyond τ c as , showing a linear rise for small enough |γ c2 |.
Workability of the QSSA.
It is now appropriate to remark on the conditions so far put forward concerning the workability of QSSA. One of the earliest ones is given by Laidler 26 .
Stated in terms of our parameters, his four conditions are ( ) 1;
( ) / (1 ) 1;
Either of these is a necessary condition. Additionally, it is agreed that, if (31a) holds, then τ c would be small 11, 26 . As stated earlier, most authors favor (31a) only. Some authors 16, 17 still maintain that QSSA would fail under condition (31b). A few other works 18, 20 replace (31a) by
highlighting it as the sole criterion for the validity of QSSA. It has also been remarked 19 that QSSA is tenable even when β 0 ≈ 1, but then the Michaelis constant k m should obey
An extension 22 -24 of the earlier work 19 revealed that (32) would apply if β 0 >> 1; in the converse case, one has to ensure whether
is satisfied and this condition validates QSSA. Let us remark here that conditions (32) and (34) may better be viewed as extensions of (31d) and (31c), respectively. A thorough check 35 shows, however, that none of these conditions (31), (32) and (34) withstand a close scrutiny.
In terms of timescales, another idea [18] [19] [20] [21] [22] [23] [24] is to check the ratio τ s /τ c . For β 0 >> 1, QSSA (or,
At the other extreme (r-QSSA) of β 0 << 1, condition (35) is replaced by
Workability of such conditions will be surveyed in the next section. We only remark here that when β 0 >> 1, β 0 ≈ β c is obeyed and hence (25) In the present work, it is transparent from (21) and (23) 
But, (21) shows that a sufficient condition for (39) to hold is
It now also explains the adequacy of the constant-β approximation 33 discussed below (26) . More appropriately, however, (39) yields
Thus, (41) turns out to be a condition for QSSA.
Using (18), one finds from (41) that ( )
For convenience, we call the quantity at the left side of (42) by λ c . However, its value depends on β c that may not be known a priori. So, we also define a quantity λ 0 by ( )
Then, while λ c > λ 0 , if one can ensure that λ 0 << 1, one may not be far from the applicability of QSSA. We shall later check how such a condition performs. Condition (43) looks in part like (31c) or (31d) and partly like (32) . One can conclude from (43) that (i) a very small K 1 is sufficient for QSSA, as found before, but (ii) if K 1 is not small enough, we can still satisfy inequality (43) by requiring that K 1 β c >> (K 2 + 1). Further, for large β 0 , we may replace the preceding inequality by K 1 β 0 >> (K 2 + 1). Thus, it is neither true 9 -17 that QSSA is always valid for β 0 >> 1, nor false 17, 42 that QSSA is always invalid for β 0 << 1. 
Conventional MM
In ( 
But, we must note that, while (46) predicts a constant rate, (44) does not. Moreover, by virtue of (45), r is never the initial rate. The initial rate is always zero. Indeed, (44) or (46) refers to the maximum rate for a given run and r M stands for the overall maximum of all such maxima. In terms of our variables, (44) reduces to
where R stands for the rate in our terms. Form (47) [equivalently (44) ] has another immediate problem. Putting the expansion (28) for β at the right hand part of (47), one can check that there exists a non-zero first-order term in γ. Hence, this form cannot respect (23) or (45), which tells that there is a maximum of γ in the γτ plot. On the other hand, if one goes along with (47) and
argues that γ remains stationary only in an approximate sense [γ c1 ≈ 0 in (21)], the first-order factor associated with (τ -τ c ) should be very small. This leads to
.
Since the second part of (48) is naturally less than unity, one notes from here that, either a large β c (or, approximately, β 0 ) or a large K 2 /K 1 would suffice. Indeed, the first requirement here corresponds closely to condition (31a) and the second one exactly to (31d). Otherwise, we may like to satisfy K 1 β c >> (K 2 + 1). Calling the left side of (48) Even when QSSA is not valid, we can still use (51) as Table 1 . the γτ plots. In this respect, we follow the outcomes of Figure 1 and classify the sets. Note that the sets vary widely in terms of the starting concentration ratios of the substrate and the enzyme, and the rate constants. We have maintained k 2 = 1 throughout and thus varied really the relative rate constants. This is what actually matters.
The We explore next whether the validity of QSSA has anything to do with the features of the βτ plots. Figure 2 shows 4 such plots. One may note that curves 1 and 2 do show a faster linear fall-off initially, but the reduction becomes slower soon, though the decrease remains still linear. This is a hallmark if QSSA is valid. Otherwise, a less-than-linear decay is observed, as in case 4. 
that is valid even for reasonably large times, while (28) gives
for τ around τ c and well beyond, as required by the validity of QSSA. However, (18) shows that 1 1 .
Hence, the two slopes coincide to give a single linear decay curve.
The δτ plot similarly contains signature of the validity of QSSA. Figure 3 shows again 4 plots. In accordance with our observations around (29) , (30) and (52), we notice that δ starts with a quadratic rise but soon follows linearity. The linear region is large when QSSA is obeyed.
In case QSSA fails to work, the growth rate gets reduced soon to yield a sigmoid profile. Cases 1 and 2 reveal typical linear regimes in support of QSSA; others show how such plots look when QSSA ceases to be obeyed. An alternative to the individual concentration plots is to go for triangular plots. We note from (8b) that
Therefore, calling these variables as β S , γ S and δ S , we show the characteristics of situations that approve QSSA. Cases 1 and 4 in Figure 4 show complete breakdown of QSSA, whereas case 2 supports QSSA better than case 3. Indeed, after an initial rise from the right, if the line remains parallel to the β S axis, we note that QSSA is obeyed in such a case. In the best of cases, however, the plot looks much like a point. but the order breaks down miserably in case of calculated values. A similar problem is encountered with r-QSSA measure, as displayed in Table 3 . As a result, some prediction based on (35) or (37) becomes misleading. This is precisely seen in Table 4 . We find, whereas the adequacy of s-QSSA is rightly guessed by condition (35) with the expressions (36), the same of (42) and μ c in (48) . However, these quantities involve β c that is not known a priori. So, we test, in addition, the performance-levels of λ 0 and μ 0. Table 5 presents the results. A glance at it reveals that the QSSA is obeyed if both λ c and μ c are less than 0.01. Roughly, the same criteria hold for λ 0 and μ 0 . On the other hand, when λ 0 , μ 0 > 0.1, one is sure that QSSA will not be obeyed at all. Cases for which 0.1 > λ 0 , μ 0 > 0.01 show mostly a borderline behavior. This is how one can rationalize all our observations. Conventional plots, however, employ s 0 in place of s c , as shown in Figure 5 (a). The data-set makes it also clear that the slope should turn out to be k m = 40. Figure 5 shows the plots with two choices, the latter being ours. A least-squares-fit yields the following results:
Case (a): slope = 42.519; intercept = 0.971; Case (b): slope = 40.043; intercept = 0.997.
We note happily that our case (b) offers much better values than the conventional plot (a).
The second set of data relates the sets 24, 29, 30, 33, 34, 38, 47 and 49 . None of the sets chosen here obey the QSSA. The first few satisfy QSSA intermediately, but most of them violate the same badly. To notice this readily, one may consult Table 5 for values of both λ c and μ c of the sets under study in Figures 5 and 6 . Normally, for sets under consideration in Figure 6 , one never goes for LB plots. But, if we are ready to fit an equation like (60), with k m = 9/5, Figure 6 comes into sight. For the same two choices as above, one obtains here the results given below: We thus see, our idea of employing the MM kinetics results in conditions defying QSSA is supported beyond any doubt. The agreements are indeed spectacular.
CONCLUSION
To summarize, we have studied here 60 sample cases with widely different reaction constants and substrate-enzyme ratios to check the conditions of validity of the QSSA. Our scheme is simple, but efficient. We have found that a reduced concentration profile of either the substrate [ Figure 2 ] or the product [ Figure 3 ] can also identify whether a given enzyme-substrate system obeys QSSA. This should be particularly useful to experimentalists because more often the concentration profile of the complex is difficult to follow. We have additionally found the theoretical importance of triangular plots [ Figure 4 ] in deciphering a case of QSSA. In view of the limited success 35 of a number of prevalent criteria to check a priori the adequacy of QSSA, two new measures [Eqs. (42) , (43) and (48), (49) ] have been put forward. They emerged from our analysis. We checked thoroughly their efficacy [ Table 5 ] and found them quite satisfactory.
Most importantly, we have established that LB plots corresponding to the MM kinetics equations can be wisely employed to find the reaction constants even when QSSA ceases to hold. Figure 6 and the corresponding results establish our assertion beyond doubt.
It may be mentioned that several numerical approaches to study the reaction scheme (1) exist and a recent exposition 43 highlights quite a few earlier works. Certain endeavors 44 -45 consider a catalytic cycle to handle (1) . A detailed analysis 44 by casting the relevant equations in terms of a single nonlinear second order differential equation reveals some interesting features of the problem. Particularly notable is a subsequent work 45 that led to the emergence of an equation for the substrate concentration profile without invoking QSSA. However, the goals of such formulations differ from ours. MM kinetics is also of interest in stochastic simulation studies 46 -48 , electrocatalysis 49 , etc. The relevance of QSSA 50 in such a context has drawn attention as well.
We hope that the present endeavor may be useful in these backgrounds.
