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El aprendizaje automático tiene en los sistemas de recomendación una de sus principales 
aplicaciones. El objetivo de este trabajo fue construir un agente inteligente en base a un 
sistema de recomendación que prescriba tratamientos de enfermedades con medicina 
alternativa. La arquitectura del sistema consideró una capa de datos, una capa de motor 
de recomendación, una capa de servicios y una capa de usuario, se utilizó el enfoque de 
filtrado colaborativo implementándolo en lenguaje R. El sistema se probó en un grupo de 
trabajadores, los cuales corroboraron su eficiencia. Se concluye que un sistema de 
recomendación es una herramienta de apoyo al cuidado de la salud. Se recomienda que el 
uso de web scraping para mejorar los datos y enfoques híbridos en el motor de 
recomendación. 
 
Palabras clave: sistema de recomendación; medicina alternativa; aprendizaje 
automático; lenguaje R 
Alcántara Ramírez y otros 
Ciencia Latina Revista Científica Multidisciplinar, Ciudad de México, México. 





Intelligent agent to prescribe treatment of diseases with alternative 
medicine using machine learning 
 
ABSTRACT 
In health care it is known that medicines are increasingly expensive, health services are 
insufficient, conventional medicines have side effects; alternative medicine as well as 
alleviate these drawbacks. Machine learning has one of its main applications in 
recommendation systems. The goal of this work was to build an intelligent agent based 
on a recommendation system that prescribes disease treatments with alternative medicine. 
The system architecture considered a data layer, a recommendation engine layer, a service 
layer, and a user layer, the collaborative filtering approach was used by implementing it 
in the language R. The system was tested on a group of workers, who corroborated their 
efficiency. It is concluded that a referral system is a health care support tool. It is 
recommended that you use web scraping to improve data and hybrid approaches in the 
recommendation engine. 
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El presente trabajo, es el producto de una investigación motivada por la preocupación que 
existe de la humanidad por conseguir preservar la salud de la población, buscando 
alternativas a las ya convencionales estrategias de la medicina convencional y desde la 
perspectiva de la ingeniería. La idea es contribuir con una alternativa nueva para apoyar 
al sistema de salud en su propósito de mejorar la salud de la población haciendo uso de 
las tecnologías de la información. Dentro de las aplicaciones más conocidas y utilizadas 
del machine learning se considera a los sistemas de recomendación los cuales han 
demostrado su efectividad en el comercio electrónico. En este informe se presenta el 
diseño de un sistema de recomendación desarrollado en base a la implementación de 
algoritmos del aprendizaje automático para recomendar tratamientos con medicina 
alternativa que sirvan como propuestas para que los implicados en el cuidado de la salud. 
1.1 Aprendizaje automático 
La inteligencia artificial (artificial intelligence), se define como la ciencia que estudia las 
formas para que una máquina pueda pensar, razonar, identificar, aprender, resolver 
problemas, tal como lo realizaría el hombre, una de sus ramas es el aprendizaje 
automático (Mashingaidze y Backhouse, 2017). 
El aprendizaje automático (machine learning) es ciencia por la cual las máquinas pueden 
aprender a realizar tareas sin que se les programe explícitamente cómo hacerlo (Uchyigit 
y Ma., 2008). Existen diferentes tipos de aprendizaje automático: El aprendizaje 
supervisado, el aprendizaje no supervisado y el aprendizaje por refuerzo. El aprendizaje 
supervisado es una técnica que proporciona los datos de entrada etiquetados y además la 
salida correcta que se debe obtener, El aprendizaje consiste en ajustar el error que existe 
entre los resultados obtenidos y la salida esperada (Mashingaidze y Backhouse, 2017). 
En el aprendizaje no supervisado, los datos no han sido etiquetados previamente y solo 
se dispone de datos de entrada, por tanto, la máquina debe de ser capaz de encontrar la 
estructura existente en los datos (Uchyigit y Ma, 2008). En el aprendizaje por refuerzo, 
funciona en base a premios, a través del ensayo y error. Si la máquina no lo hace bien se 
le da un “premio” igual a 0 o negativo. En cambio, si toma una acción acertada se le dan 
premios con valor positivo para al final acabar encontrando una “buena” solución. De 
esta forma se consigue que el sistema aprenda de forma inteligente cuando toma 
decisiones acertadas, mejorando los procesos de decisión (Mashingaidze y Backhouse, 
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2017). Como algoritmos de aprendizaje supervisado se tienen a los que basan en la 
clasificación y la regresión, como algoritmos de clasificación se mencionan a los 
algoritmos del análisis discriminante, métodos Bayesianos, como algoritmos de regresión 
se menciona a los árboles de decisión, regresión de mínimos cuadrados ordinarios, 
regresión lineal, regresión logística, máquina de soporte vectorial, descomposición 
singular de valores entre otros (Mashingaidze y Backhouse, 2017).Como algoritmos de 
aprendizaje no supervisado se mencionan a los siguientes: algoritmos de clustering, 
vecinos-cercanos, descomposición singular de valores, reducción de la dimensionalidad, 
análisis de componentes principales (Uchyigit y Ma, 2008). 
1.2 Sistemas de recomendación. 
Los sistemas de recomendación son programas que intentan recomendar los artículos 
(productos o servicios) más adecuados a los usuarios (individuos o empresas) al predecir 
el interés de un usuario en un artículo basado en la información relacionada sobre los 
artículos, los usuarios y las interacciones entre artículos y usuarios (Tarnowska, Ras y 
Daniel, 2020), (Espín, 2016), (Morales, 2011). En opinión de Aggarwal (2016), los 
sistemas de recomendación se fundamentan en la idea de utilizar diversas fuentes de datos 
para inferir los intereses de los usuarios. El usuario es la entidad a la que se le proporciona 
la recomendación, el artículo es el producto que se recomienda y el análisis de 
recomendaciones se basa en la interacción previa entre usuarios y elementos, 
considerando que los intereses y las tendencias pasadas son a menudo buenos indicadores 
de elecciones futuras. Los sistemas de recomendación tradicionales realizan el 
procesamiento de datos para calcular una lista de elementos que satisfacen un criterio de 
preferencia especificado por el usuario, los elementos de la lista se clasifican según la 
cercanía a las preferencias del usuario. La información de contexto de un usuario, como 
la ubicación, la hora y las condiciones, se ha integrado cada vez más en los sistemas de 
recomendación para proporcionar información de recomendación más precisa o 
personalizada, en comparación con los enfoques simples (Khalid, Khan y Zomaya, 2019), 
(Espín, 2016), (Morales, 2011). Las definiciones de sistemas de argumentación en opinión 
de los primeros autores (Tarnowska et al, 2020), (Aggarwal,2016) ponen en relieve la 
interacción entre los usuarios y los elementos, mientras que el grupo de Khalid (Khalid et 
al, 2019) enfatiza el hecho que se pueden mejorar la precisión de los resultados, integrando 
cada vez más criterios en las relaciones entre el usuario y el artículo. Los 
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sistemas de recomendación constituyen una parte de la inteligencia artificial en donde se 
centra explícitamente en evaluar lo relevante de aquellos artículos que el usuario no 
conoce (Cleger, 2012). La clasificación básica de sistemas de recomendación establece 
dos tipos, los sistemas de recomendación basados en contenido, en los que se recomienda 
los artículos según lo seleccionado en el pasado por el usuario, y los sistemas de 
recomendación colaborativos, en los que se recomienda basándose en selecciones de 
clientes con gustos y preferencias similares, es decir se concibe la idea de una inteligencia 
colectiva para mostrar información a la cliente adaptada a sus gustos (Cleger, 2012), 
(Vera, 2016), (Gorakola, 2015). Los sistemas de recomendación han incrementado su 
presencia en diversos campos, destacando en el comercio electrónico. Se pueden 
encontrar también en entornos de libros, música, redes sociales, destinos turísticos, 
películas, noticias, etc. La habilidad para aprender del comportamiento de los usuarios y 
descubrir sus preferencias, lo configura como una herramienta útil ante el incremento 
continuo de información al que se encuentran expuestos los usuarios (Cleger, 2012), 
(Font, 2009), (Lage, Durao, Dolog y Stewart, 2011). 
1.3 Medicina Alternativa. 
Es fundamental establecer como se entiende en la actualidad el concepto de medicina 
alternativa, el enfoque más básico es el que la define como un método de medicina 
natural, esta acepción resulta controversial y difiere en gran medida de las concepciones 
de la medicina convencional sin alejarse de las explicaciones científicas (Badillo, 2018). 
En opinión de otros expertos la medicina alternativa es la unión entre lo tradicional y lo 
convencional, por mencionar por ejemplo la unión entre la medicina china, la hindú, la 
homeopatía, la acupuntura, entre otras. Se afirma que el objetivo de esta medicina consiste 
en ayudar a la población a lograr una mejor calidad de vida por medios naturales, 
acompañado también de un buen régimen alimenticio y un adecuado ejercicio físico 
(Badillo, 2018). Si tomamos en cuenta la opinión de Albert Einstein de que los seres vivos 
son “energías”, se afirma que la medicina alternativa logra los movimientos energéticos 
que activan células y moléculas acorde con lo que el cuerpo y la mente necesita. Por 
similitud entonces, la medicina alternativa, considera que los seres vivos son centros 
energéticos, que transmiten energías por canales internos y externos, los segundos de 
estos canales se denomina “Aura” (Badillo, 2018). 
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Desde esta perspectiva, la medicina alternativa o natural, es un conjunto de prácticas y 
tratamientos médicos que usa métodos y terapias diferentes a las convencionales, para 
atender el cuidado de la salud, ya sea para curar enfermedades, mejorar o frenar síntomas 
y dolencias de todo tipo (Quintero Barbón y Beltrán Dussan, 2015). Los métodos, 
mencionados anteriormente, consideran prácticas ancestrales, religiosas, culturales y 
metafísicas, por ejemplo, de las cuales, muchas de ellas cuentan con un aval científico 
para validan su eficacia, seguridad e inocuidad (Onyiapat, Okoronkwo y Ogbonnaya, 
2011). En ciertas comunidades de la población la medicina alternativa, se usa en 
reemplazo total de la medicina convencional, o bien como tratamiento complementario, 
aunque su mayor uso se da como tratamiento adicional y que en opinión de muchos es la 
más recomendado (Horta y Gonzales, 2013). Existe una extensa variedad de métodos y 
prácticas dentro de la medicina alternativa y se trabaja en diversos focos de acción y 
mecanismos. Se considera por ejemplo homeopatía, la medicina china; las intervenciones 
corporales y mentales, como la relajación, yoga y meditación; los métodos de 
manipulación, como los masajes; las terapias biológicas, con preparaciones herbales; y 
las terapias de energía (Horta y Gonzales, 2013). La medicina alternativa, en teoría 
considera que las enfermedades de todo el organismo son tratables con los diferentes 
métodos, por lo tanto, se afirma que el objetivo es intentar curar o bien frenar, retrasar o 
minimizar esas afecciones. Se considera que, en otros casos o dolencias, solo se podrán 
aliviar los síntomas a largo plazo, y en algunos otros puede ser una forma paliativa de 
tratamiento (Christon, Mackintosh y Myers, 2010). 
2. ESTRATEGIAS METODOLÓGICAS O MATERIALES Y MÉTODOS 
La arquitectura del sistema re comendador, se estableció mediante una estructura de 4 
capas: 
 Capa de datos. Para el almacenamiento de todas las recomendaciones, los usuarios, 
ítems (artículos o productos) y la información contextualizada del todo el sistema de 
recomendación. 
 Capa del motor de recomendación. Para manejar todas las interacciones que se den 
entre las capas, actúa como un controlador que realiza diferentes tareas en funciones 
de las entradas. 
 Capa de servicios. Esta capa ofrece servicios para que puedan ser consumidas por la 
capa de cliente, estos servicios están orientados a ofrecer recomendaciones y al 
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almacenamiento de ratings, también incluye un servicio adicional para la importación 
de datos. 
 Capa del cliente. Para integrar el sistema de recomendación, en cualquier interface 
o formulario o página web de un sistema externo para que pueda interactuar con el 
sistema de recomendación 
3. RESULTADOS Y DISCUSIÓN 
3.1. Implementación de la capa de datos 
La capa de datos está constituida por tablas tubulares que almacenan información de los 
usuarios del sistema de recomendación, de los productos naturales de medicina alternativa 
a recomendar, de las enfermedades para los cuales se prescriben los productos y una tabla 
que almacena el contexto de la recomendación. En base a estos datos, en el sistema re 
comendador se construyen tablas tabulares auxiliares para que sean procesados por el 
sistema re comendador, la idea de utilizar tablas tubulares es para conseguir la 
compatibilidad con diversas herramientas que soportan motores de recomendación y 
también para lograr un modelo escalable es el futuro. Como manejador de base de datos 
se consideró conveniente utilizar el lenguaje R en su entorno de trabajo R studio, por ser 
uno de los lenguajes orientados al tratamiento de datos estadísticos más populares en el 
desarrollo de sistemas de recomendación y por presentar sus funciones de procesamiento 
poseedoras de una con considerable velocidad y flexibilidad en la programación. 
3.2. Implementación de la apa del motor de recomendación 
Esta es la capa principal del desarrollo del proyecto, en esta capa se especifica de forma 
clara y concreta como se ha establecido el entorno de trabajo, como se hace la carga de la 
data para el aprendizaje del sistema, la implementación de los algoritmos de aprendizaje 
automático usados para formatear la data de forma tal que faciliten la tarea de 
recomendación de esta capa. Para la construcción del motor de recomendación se 
utilizaron los siguientes paquetes de R studio: dplyr, data, table y reshape2, dplyr es un 
paquete que proporciona un conjunto de herramientas para manipular de manera eficiente 
conjuntos de datos en R, puede trabajar con multiprocesadores para ahorrar tiempo de 
proceso. Usa datos tabulares que lo hacen compatible con PostgreSQL, MySQL, SQLite 
y Google BigQuery. El paquete dplyr proporciona opciones para la manipulación de los 
data-frames las cuales son estructuras rectangulares de datos, donde las filas son 
observaciones que en este caso son las preferencias de productos de medicina alternativa 
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dada por los usuarios y las columnas variables que corresponden a los productos 
recomendados por los usuarios. Con estas opciones se puede compartir remotamente el 
trabajo con otros desarrolladores utilizando la abstracción y sus funciones que son muy 
rápidas puesto que están implementadas con el lenguaje C++. La instalación de este 
paquete es fundamental para soportar otros paquetes también necesarios para la carga y 
formateo de los data-frames, los cuales nos proveen las funciones adecuadas necesarias 
para la construcción del sistema de recomendación, se utiliza el siguiente código: 
# para la instalación de dplyr 
> install. packages("dplyr") 
> library(dplyr) 
El comando En lenguaje R install. Packages (…) permite instalar paquetes mientras que 
el comando library (…) carga o pone a disposición el uso de las librerías del paquete 
correspondiente. Por otro lado la data table, es un paquete que se utiliza para trabajar con 
datos tabulares en R, se caracteriza porque mejora el data.frame predeterminado de R, es 
una alternativa al data.frame predeterminado de R para controlar los datos tabulares, se 
caracteriza por su velocidad en la ejecución de grandes volúmenes de datos y su sintaxis 
es sencilla. Provee funciones como fread() y read.table() que devuelven datos tipo object 
con la data formateada de acuerdo a nuestros requerimientos según lo parámetros 
establecidos. Para su instalación se utilizan los comandos install. packages(…) y para 
disponer de sus funciones se usa el comando library(…) en el entorno del lenguaje R. 
> install.packages("data.table") 
>library(data.table) 
El paquete reshape2, es la actualización del anterior paquete reshape de R, es un paquete 
que permite el tratamiento de datos más rápido y eficiente en memoria que su antecesor, 




Para la implementación del desarrollo del sistema de recomendación del proyecto, se han 
evaluado los diferentes tipos de recomendación que se han expuesto en el marco teórico 
para poder elegir de manera coherente y factible el tipo de enfoque de sistema de 
recomendación a usar. Para la elección del tipo de sistema de recomendación a usar se 
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ha considerado tres razones principales, en primer lugar, los antecedentes científicos y de 
acuerdo a la revisión de la literatura científica realizada, no existen proyectos similares 
que aborden el tratamiento con medicina alternativa mediante sistemas de recomendación 
lo que establece el carácter innovador del proyecto. En segundo lugar, conocedores del 
auge de la inteligencia artificial actualmente y de la existencia de grupos de colaborativos 
en internet para desarrollar proyectos, se pudo comprobar que, aunque existen numerosos 
y buenos grupos colaborativos, no se pudo determinar la existencia de laboratorios de 
inteligencia artificial con repositorios de base de datos referentes al tema. Finalmente, se 
ha considerado que dentro de las limitaciones teóricas se han consignado en la parte de 
restricciones del proyecto en el Capítulo I que la implementación del web scraping para 
generar la base de datos de producción del agente inteligente de recomendación será 
abordado en un proyecto posterior y teniendo en cuenta que el éxito de los sistemas de 
recomendación además de la elección de algoritmos adecuados de implementación radica 
en una buena base de datos con ingente información para poder hacer las 
recomendaciones más adecuadas para la satisfacción de los usuarios. 
Acorde con las explicaciones anteriores, se consideró conveniente elegir un motor de 
recomendaciones basado en el enfoque de filtrado colaborativo. Considerando que ya se 
estableció el entorno de trabajo sobre el cual se va a implementar el sistema de 
recomendación para que realice su trabajo de aprendizaje, se detalla a continuación los 
pasos para construir el motor de recomendaciones, estableciendo que son los siguientes: 
Carga y formateo de la data, Cálculo de la similitud entre los usuarios, Predecir las 
calificaciones desconocidas para los usuarios, Recomendar elementos a los usuarios en 
función de la puntuación de similitud del usuario. 
Estos pasos que implementan fundamentalmente en la capa de servicios que permite 
interactuar con los datos y los algoritmos. 
3.3. Implementación de la capa de servicios. 
Esta capa interactúa de manera constante con las otras capas del sistema, interactúa con 
la capa de datos para hacer la carga y formateo de los datos convirtiéndolo en formatos 
adecuados para que conjunto con la capa del motor de recomendación se procese 
adecuadamente los datos. Interactúa también con la capa del usuario para hacer 
adecuadamente la captura y presentación de los datos de manera precisa y amigable de 
forma tal que la comunicación con el usuario sea en formatos de fácil comprensión y 
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manejo. Se describe a continuación los principales servicios que ofrece esta tan 
importante capa del sistema. Interactuando con la capa de datos, la capa de servicios en 
primer lugar propicia la carga de la data en el formato que se establezca o se recoge de 
las fuentes de datos, que puede ser de los usuarios o la internet a través del web scraping, 
luego esta capa brinda el servicio que consiste en transformar esta data original en el 
formato entendible por el motor de recomendación. 
El conjunto de datos está constituido por un archivo tabular de texto donde la información 
está separada por comas, siendo la primera línea correspondiente a las variables y las 
siguientes líneas a las observaciones, es decir es un archivo de tipo CSV (Comma 
Separated Values) donde se registran las calificaciones de preferencia que hacen los 
usuarios de productos medicinales con una escala de 1 a 5, no necesariamente los usuarios 
califican a todos los productos. El objetivo de este servicio es contribuir a que el motor 
de recomendaciones recomiende productos desconocidos a los usuarios en función de las 
calificaciones de usuarios similares con los datos almacenados y gestionados inicialmente 
en la capa de datos. La carga de los datos se hace con la función read.csv() del paquete 
dplyr cargado anteriormente, se le debe indicar la ruta correspondiente donde se debe 
encontrar físicamente el archivo .csv con los datos correspondientes, este directorio puede 
ser un directorio local de una desktop o un almacenamiento en la nube cuando se tenga 
implementado el servicio de cloud computing. Cuando se carga la data se crea una variable 
tipo object a la cual se le puede referenciar fácilmente con otras funciones del motor de 
recomendación, en el caso del proyecto el archivo de datos es 
calificaciones_productos.csv reprocesado en la capa de datos y el objeto que se crea se ha 
denominado calificaciones, con la función View del paquete data.table cargado 
anteriormente se visualiza esta varible object, en el siguiente código en R se muestra este 
proceso. 
> calificaciones = read.csv("~/calificaciones_productos.csv") 
> View(calificaciones) 
Con esta base de datos de prueba, se va a construir un motor de recomendación. Para ver 
el número de filas y de atributos de los datos se usa la función dim () como se muestra a 
continuación. 
> dim(calificaciones) 
[1] 31 3 
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Este resultado indica que la base de datos tiene 31 observaciones(filas) y tiene además 3 
variables (columnas). Para ver la estructura de la base de datos se utiliza la función str() 
en el siguiente comando. 
> str(calificaciones) 
'data. frame': 31 obs. of 3 variables: 
$ Usuario: chr "Gloria Riquelme" "Gloria Riquelme" "Gloria Riquelme" 
"Gloria Riquelme" 
$ Producto: chr "Llanten" "Matico" "Achote" "Alcachofa" 
$ calificación: num 3 4 3.5 5 3 3 4 2 3 2 ... 
> 
Para crear el motor de recomendación del sistema de recomendación, se usa una matriz 
donde las filas contienen los usuarios, las columnas contienen elementos de medicina 
alternativa y las celdas contienen las calificaciones dadas por los usuarios a los elementos. 
El siguiente servicio de esta capa describe como organizar los datos en un formato que 
sea útil para compilar el motor de recomendaciones. Los datos actuales contienen una fila 
que contiene usuario, producto y calificación. Esto tiene que convertirse al formato de 
matriz que contiene los usuarios como filas, productos como columnas y calificaciones 
como los valores de celda. Para hacer este proceso se debe asegurar que el paquete 
reshape2 esté instalado, se usa la función acast() de este paquete que convierte un marco 
de datos en la representación de matriz. La función acast() de conversión toma el 
dataset(data-frame) de calificaciones como entrada, convierte Producto como atributo de 
fila, Usuario como atributo de columna y calificación como valor de resultado. La sintaxis 
acast (calificaciones, Productose~Usuario, calue.var=”calificación”)) permite hacer este 
proceso, la función as.data.frame(…) tomo como argumento el resultado de acast(…) y 
genera la variable object calificaciones_productos como resultado tal como se muestra en 
el siguiente código. 
>calificaciones_productos=as.data.frame(acast(calificaciones,Producto~Usu 
ario, value.var="calificación")) 
Para ver la transformación de los datos en el objeto calificaciones_productos usamos la 
función View() como en el siguiente código: 
> View(calificaciones_productos) 
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Se ve ahora el cálculo de la similitud entre los usuarios. Este es un paso muy importante, 
ya que se necesita recomendar los productos antes solicitados basados en las 
calificaciones dadas a estos productos por otros usuarios similares. Hay varias medidas 
de similitud, como la distancia euclidiana, la similitud del coseno, el coeficiente de 
Pearson, la distancia Jaccard, etc. Como ejemplo, se muestra a continuación el uso como 
métrica de similitud el coeficiente de correlación de Pearson, con el objeto de establecer 
la correlación que existe entre los usuarios. La razón para elegir esta métrica es para 
determinar cómo están relacionadas entre sí las entradas Usuario y Producto. Este proceso 
se hace con la función cor(), donde se da como parámetros el object con la data formateada 
explicado en el apartado anterior, indicándole la dimensión [,1:6] y “complete.obs” para 
que trabaje con todas las observaciones. El resultado que da como salida la función 
cor(…) es una variable tipo object que se denomina similitud_usuarios. El código en 
lenguaje R siguiente calcula la similitud para los usuarios: 
>similitud_usuarios=cor(calificaciones_productos[,1:6], use="complete.obs") 
> View(similitud_usuarios) 
Se muestra el resultado de la correlación entre las variables entre los usuarios, donde se 
observa por ejemplo que Gavino Salirrosas y Luis Barzola tienen una similitud de 
0.9912407, esto indica que ambos usuarios tienen mucha similitud en la preferencia por 
el uso de determinados productos de medicina alternativa. Respecto a la predicción de 
productos desconocidos por los usuarios, Un aspecto importante dentro de los sistemas 
de recomendación lo constituyen las recomendaciones que se hacen a los usuarios de los 
productos que no fueron calificados por el usuario activo. Como ejemplo, se muestra 
cómo se puede predecir los productos no calificados de Gabino Salirrosas en base a las 
calificaciones de otros usuarios que en el pasado usaron o calificaron los productos, esto 
se hace utilizando las calificaciones dadas por usuarios similares. El algoritmo del motor 
de recomendación sugiere seguir los siguientes son los pasos para lograr este objetivo. 
Extraer productos no calificados, se trata de filtrar todos los productos que el Usuario 
Gabino Salirrosas no ha calificado o no ha usado. Calificaciones similares de los no 
calificados, Para estos productos extraídos, se separa todas las calificaciones dadas por 
otros usuarios. Multiplicación de valores de similitud, se trata de multiplicar las 
calificaciones dadas para estos productos por todos los usuarios que no sean Gabino 
Salirrosas con los valores de similitud de los Usuarios con Gabino Salirrosas. Sumar y 
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dividir similitudes, en este proceso se debe sumar las calificaciones totales de cada 
producto y se divide este valor resumido con la suma de los valores de los usuarios de 
similitud. Veamos como extraer productos no calificados, Para este propósito se usa el 
paquete data.table y el método setDT(), data.table es un paquete de R popular que 
proporciona una versión mejorada de data.frame, que nos permite hacer manipulaciones 
en los datos con velocidad de aligeramiento. Otra ventaja del paquete data.table es que 
puede manejar conjuntos de datos muy grandes de hasta 100 GB de datos en RAM. Provee 
varias operaciones, como la creación de una tabla de datos, una versión mejorada del 
marco de datos, la sub-configuración de datos, la manipulación de los datos, las uniones, 
etc. 
Entonces se usa el método setDT() disponible en data.table. Las funciones set* de 
data.table ayudan a manipular los datos de entrada por referencia en lugar de value, es 
decir, al transformar datos, no habrá ninguna copia física de los datos. En el ejemplo, se 
extrae los productos que Gabino Salirrosas (el usuario número 3) no ha clasificado. Se 
utiliza la función setDT() disponible en el paquete data.table para extraer los títulos no 
clasificados y crear un objeto data.table y data.frame, que se le denomina 
“calificaciones_usuario”. El método setDT() extrae los valores de columna y los nombres 
de fila correspondientes y crea un objeto data.frame o data.table de dos dimensiones, se 
utiliza el siguiente código en lenguaje R. 
> calificaciones_usuario = 
setDT(calificaciones_productos[colnames(calificaciones_productos) 
[3]],keep.rownames = TRUE)[] 
names(calificaciones_usuario)=c('Producto','calificación') 
> View(calificaciones_usuario) 
Para mostrar los productos que no han sido calificados por el usuario Gabino Salirrosas, 
se utiliza la función is.na(…) que filtra los valores NA de la tabla, todo esto se hace con 




El resultado del último comando da precisamente como resultado todos los productos que 
el usuario Gabino Salirrosas no ha calificado, como se observa en el siguiente reporte. 
[1] "Llanten" "Manzanilla" "Sávila" 
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Seleccionados los productos no calificados por el usuario Gabino Salirrosas, para seguir 
implementando el modelo de recomendación se hace necesario conocer como han 
calificado a estos productos otros usuarios similares, para eso se debe tomar en cuenta las 
calificaciones basadas en el conjunto de datos original y el subconjunto de todos los 
Usuarios que han calificado los productos no calificados. El propósito se consigue 
implementando el código siguiente, donde %in% actúa como la condición where del 
lenguaje de consulta SQL. 
> ratings_t =calificaciones[calificaciones$Producto %in% 
Productos_no_usuario,] 
> View(ratings_t) 
A los resultados obtenidos ahora se procede a añadir una nueva variable denominada 
similitud, utilizando los valores de similitud de cada Usuario, por ejemplo, si usamos a 
Gabino Salirrosas, el usuario 3 para este propósito se utiliza el siguiente código. 
> ratings_t = merge(x = ratings_t, y = x, by = "Usuario", all.x = TRUE) 
> x = (setDT(data.frame(similitud_usuarios[,3]),keep.rownames = TRUE)[]) 
> names(x) = c('Usuario','similitud') 
> View(ratings_t) 
Procediendo con el proceso de establecer la recomendación adecuada, ahora se multiplica 
la calificación con el valor de similitud, y se agrega el resultado como una nueva variable, 
este propósito se logra con los siguientes comandos. 
> ratings_t$sim_rating = ratings_t$calificación*ratings_t$similitud.x 
> View(ratings_t) 
Dado los resultados, se suma luego todos los valores de calificación para cada Producto 
calculado en el paso anterior, y luego se divide este valor resumido para cada Producto 
con la suma de los valores de similitud de cada Usuario, es decir, por ejemplo para el 
Producto Manzanilla, la calificación de Gabino Salirrosas se calcula sumando todos los 
valores sim_rating para Manzanilla dividido por la suma de los valores de similitud de 
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Luego dividir el primer resultado entre el segundo resultado da como valor de la división 
el número 2.53081. Para implementar el cálculo anterior para todos los Productos de la 
base de daros, se hace en el lenguaje R utilizando dos funciones disponibles en el paquete 
dplyr, denominadas group_by(…) y summarise(…).Recordar que paquete dplyr en 
lenguaje R es utilizado para manipulaciones de datos y es muy útil junto con data.table 
para el análisis exploratorio y la manipulación de datos. La función summarise(…) está 
disponible en el paquete dplyr y se usa para resumir los resultados según el argumento 
que se le proporcione. La función group_by(…) se utiliza para agrupar datos de una o 
más variables. El operador %>% disponible en el paquete dply es una función muy útil 
que se utiliza para agrupar varios códigos. En el código mostrado a continuación se usa 
el operador %>% para agrupar las funciones group_by(…) y summarise(…) y calcular 
los resultados sin escribir resultados intermedios: 
>result = ratings_t %>% group_by(Producto) %>% 
summarise(sum(sim_rating)/sum(similitud)) 
>View(result) 
Con el análisis de datos hecho por el motor de recomendaciones en los servicios mostrados 
anteriormente, se puede ahora hacer las recomendaciones de los productos adecuados, 
ahora se puede recomendar estos nuevos 
Productos, para lo cual se debe considerar las calificaciones para las cuales son mayores 
que las calificaciones medias dadas por Gabino Salirrosas. 
Por ejemplo, para calcular la calificación media dada por Gabino Salirrosas a los tres 
productos que no recomendó se usa la función mean(…) como se puede observar en el 
siguiente código. 
> mean (calificaciones_usuario$calificación, na.rm = T) 
[1] 3.166667 
> 
Obteniéndose como calificación media el valor 3.166667, luego ahora que sabemos que 
la calificación media de Gabino Salirrosas es 3.16 aproximadamente, podemos 
recomendar Productos con calificaciones mayores que los valores medios. A partir de los 
valores obtenidos, podemos recomendar el Producto Manzanilla, que está por encima de 
su valor medio, no considerándose conveniente recomendar los otros productos por no 
superar la barrera del valor medio de recomendación. La recomendación hecha para el 
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usuario 3 Gabino Salirrosas explicado anteriormente, se puede generalizar para cualquier 
usuario, para lo cual el usuario debe ingresarse como un parámetro a la función que genera 
recomendaciones, convirtiéndose en el usuario activo dentro de las capas del sistema 
Las recomendaciones de generación antes mencionadas para todos los usuarios se pueden 
ampliar fácilmente escribiendo una función en Lenguaje R de la siguiente manera: 
> generateRecommendations <- función(userId){ 
+ rating_critic = 
setDT(calificaciones_productos[colnames(calificaciones_productos) [userId]], 
keep. rownames = TRUE) [] 
+ names(rating_critic) = c('Producto','calificación') 
+ titles_na_critic = rating_critic$Producto[is.na(rating_critic$calificación)] 
+ ratings_t =calificaciones[calificaciones$Producto %in% titles_na_critic,] 
+ #add similarity values for each user as new variable 
+ x = (setDT(data.frame(similitud_usuarios[,userId]),keep.rownames = TRUE) []) 
+ names(x) = c('Usuario','similitud') 
+ ratings_t = merge(x = ratings_t, y = x, by = "Usuario", all.x = TRUE) 
+ #mutiply rating with similarity values 
+ ratings_t$sim_rating = ratings_t$calificación*ratings_t$similitud 
+ #predicting the non rated titles 




Considerando el parámetro userId como el número de usuario, se muestra a continuación 
la ejecución de las recomendaciones para los usuarios de prueba la función 
generateRecomendations(…). 
 
Para userId =1 se tiene: 
> generateRecommendations(1) 
`summarise()` ungrouping output (override with `.groups` argument) 
# A tibble: 0 x 2 
# ... with 2 variables: Producto <chr>, `sum(sim_rating)/sum(similitud)` <dbl> 
Ciencia Latina Revista Científica Multidisciplinar, Ciudad de México, México. 
ISN 2707-2207 / ISSN 2707-2215 (en línea), setiembre-octubre, 2021, Volumen 5, Número 5. 
https://doi.org/10.37811/cl_rcm.v5i4.683 p9471 
Agente inteligente para prescribir tratamiento de enfermedades con medicina alternativa 




Para userId = 2 se tiene: 
> generateRecommendations(2) 
`summarise()` ungrouping output (override with `.groups` argument) 
# A tibble: 1 x 2 
Producto `sum(sim_rating)/sum(similitud)` 
<chr> <dbl> 
1 Llanten 2.86 
 
Para userId =3 se tiene: 
> generateRecommendations(3) 
`summarise()` ungrouping output (override with `.groups` argument) 
# A tibble: 3 x 2 
Producto `sum(sim_rating)/sum(similitud)` 
<chr> <dbl> 
1 Llanten 2.83 
2 Manzanilla 2.53 
3 Sávila 3.35 
 
Para userId =4 se tiene: 
> generateRecommendations(4) 
`summarise()` ungrouping output (override with `.groups` argument) 
# A tibble: 1 x 2 
Producto `sum(sim_rating)/sum(similitud)` 
<chr> <dbl> 
1 Manzanilla 2.41 
 
Para userId =5 se tiene: 
> generateRecommendations(5) 
`summarise()` ungrouping output (override with `.groups` argument) 
# A tibble: 0 x 2 
# ... with 2 variables: Producto <chr>, ̀ sum(sim_rating)/sum(similitud)` <dbl> 
 
Para userId =6 se tiene: 
> generateRecommendations(6) 
`summarise()` ungrouping output (override with `.groups` argument) 
# A tibble: 0 x 2 
# ... with 2 variables: Producto <chr>, ̀ sum(sim_rating)/sum(similitud)` <dbl> 
 
4. CONCLUSIÓN O CONSIDERACIONES FINALES 
Se concluye que el prototipo de sistema de recomendación construido que, aunque con 
una base de datos pequeña propia de una etapa de entrenamiento y a la luz de las encuestas 
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de satisfacción del usuario si contribuyen con sus recomendaciones a mejorar la salud de 
la población. Se concluye que el sistema de recomendación a través de su módulo de 
recomendación para la salud física si proporciona recomendaciones adecuadas para 
aliviar las enfermedades tipificadas como las que afectan la salud física, Si bien es cierto 
se ha construido la tipificación de la enfermedad como salud emocional y se han 
construido un módulo de recomendación para esta tipificación y a la luz de los resultados 
de las encuestas, no se puede afirmar que el sistema de recomendación tenga una buena 
performance en este sentido. Pero tampoco podemos negar la hipótesis. Puesto que el 
sistema solo ha sido probado en la etapa de capacitación. No hay suficiente información 
para poder inferir que el sistema recomendador pueda apoyar en la mejora de la salud 
mental, pero también no se niega esta hipótesis debido al carácter de aprendizaje en etapa 
de entrenamiento del sistema recomendador. 
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