Particle swarm optimization (PSO) is a popular intelligent algorithm to solve the task scheduling optimization problem of work-flow system in cloud computing environment. However, this algorithm is easy to fall into the local optimality. It is the reason that the execution time and cost of the scheduling scheme are higher than other methods. Therefore, by improving the calculation method of the single particle success value, the traditional adaptive inertia weight particle group task scheduling algorithm is optimized. Through each particle fitness and local optimal value and global optimal value that divided into four cases to compare, the inertia weight improved can be used to adjust the particle velocity more accurately. It can better equilibrate search capacity of particles between global and local, and avoid the local maximum of the particles. In this paper, we more accurately describe the particle state and improve the inertia weight. We can get a scheduling scheme with lower execution time and lower cost. The analog results show that the improved algorithm is stable. The convergence accuracy is obviously improved. It can effectively avoid prematurely falling into the local optimality.
Introduction
At present, the most commonly used task scheduling algorithm in cloud work-flow management system is proposed by Eberhart and Shi [1] . It uses a random optimization heuristic algorithm established by group intelligence [1, 2] . PSO algorithm has the characteristics of few parameters, easy implement and fast convergence. However, this algorithm can't effectively control the velocity of the particle. It cannot equilibrate search capability between the global and local. The local convergence defect cannot find the optimal solution in the limited iteration times.
For solving the shortcoming of local convergence, the velocity updating formula of particle swarm algorithm increases the inertia weight parameter. In the process of algorithm implementation [1, 2, 3] , the inertia weight is fixed as a constant. It makes the algorithm toilless to get into the local optimality. Therefore, Eberhart and Shi proposed the random inertia weight to optimize the dynamic change of the target [3] . Moreover, Eberhart and Shi proposed a linear reduction of inertia weight to improve the ability of particle swarm algorithm aiming to solve the problem of accuracy of the algorithm [4, 5] . If the initial particle search is not a good location, it is toilless to run into the local optimality. On the basis of linearly reducing the inertia weight, Chatterjee and Siarry proposed that the exponential reduce the inertia weight to a certain extent. It can avoid the algorithm getting into local optimum [6] . However, the determination of the index value is a difficult problem, which leads to a great deal of calculation. It is not suitable for complex problem solving.
In summary, against the non-adaptive inertia weight, Nickabadi and other people proposed a particle swarm algorithm based on adaptive inertia weight [7] . According to the position state information of the whole particle group in the process of algorithm iteration, the algorithm can modify the inertia weight dynamically. However, the method of calculating the success value in this parameter only considers the merits of the position of the individual particles in different iterations. The adaptive mechanism cannot adjust the inertia weight accurately. It makes the PSO algorithm not precise enough to fall into the local optimal. Therefore, by improving the successful value calculation method in the traditional adaptive inertia weight, the particle swarm optimization algorithm based on the improved adaptive inertia weight is improved [7] . In summary, the simulation results show that the improved adaptive inertial weight particle group task scheduling algorithm can effectively avoid prematurely local optimality, and be better than other algorithms in the fitness value.
Cloud computing task scheduling problem description

Standard PSO algorithm
In 1995, Kennedy proposed PSO algorithm, based on the individual's search space fitness value of the size of the individual to evaluate the merits and defects [8] . He supposed that in a D-dimensional search space, there is a particle population with a population size of N, the position of each particle i (i = 1,2, ..., N) in space can be expressed as xi = (xi1, xi2, ..., xiD). The velocity of particle i is expressed by vi = (vi1, vi2, ..., viD) [8, 9] . When the particle i is updated to t generation, d-th (d = 1,2, ..., D) dimensional velocity in the subspace is shown in the following equation:
The pid (t) represents historical optimal position of the current iteration particle i [8] . The pgd (t) represents the global historical optimal position of the current iteration population; ω is the inertia weight. The larger ω value favors the global search, and the smaller ω is favorable for local development; c1, c2 is the acceleration factor, usually between 0 ~ 2 [8] ; rand1, rand2 is the 0 to 1 uniform distribution of two independent random number. The PSO algorithm is applied to cloud computing task scheduling problem. It needs to be improved and the particle is encoded.
Particle coding and initialization
There is a coding method. It is decimal coding method with N tasks, M resources, and N> M. When N = 9, M = 3, the coding sequence (3,1,2,3,1,1,2,3,2) is a particle, where apiece task maps to a resource, for example, Task2 corresponds to Resource2. Then, the particles are decoded with the goal of obtaining all the tasks running on each resource, such as all tasks running on Resource2 as {2,6,8}. Define the matrix time[i, j] to record the execution time of Task i on Resource j, and the total time for all tasks on Resource j is:
The i represents the number of tasks executed on Resource j; n represents the total number of tasks performed on Resource j. The total time for the system to complete all tasks is:
Then, the population is initialized, with T tasks, R resources, S particles, and T>R. The i-th particle position is represented by the vector xi, defined as xi = {xi1, xi2, ..., xid} [9] . 1 ≤ i ≤ S, 1 ≤ d ≤T, 1 ≤ xij ≤ R. The i-th particle speed is represented by the vector vi, defined as vi = (vi1, vi2, ..., vid).
Initially, S particles are generated. The position and the speed of each particle are assigned random integers between [1, R] and [-R, R], respectively [9] .
Fitness function
The fitness is a comprehensive index that evaluates the execution time and cost of the task scheduling scheme [10] . It shows the advantages and disadvantages of the particle position state in the particle swarm algorithm.
Debt TaskTime
The Debt represents the cost of the scheduling scheme, as shown in equation (6) . Debt consists of three parts. VMdebt is the cost of the virtual machine service, and if the number of virtual machines increases, VMdebt also increases; Timecost is the execution time ratio. The reciprocal of the execution time of the scheme is expanded according to the number of different tasks. It can be seen that the shorter the execution time, the greater the ratio, the greater the Timecost. MIPScost is the average processing power ratio, that all the virtual machine processing capacity to take the average. Similarly, according to the number of different tasks reduce the corresponding multiple, so that it has executable meaning. When the processing capacity is stronger, MIPScost is also greater. To sum up, the fitness can measure the time and cost of the scheduling plan. If the fitness of the scheduling program is higher, the time required and the cost is smaller. The location of the particle position is better. On the contrary, if the overhead is greater, the particle position is worse.
Adaptive inertia weight
Traditional adaptive inertia weight
Nickabadi and other people proposed an adaptive inertia weight AIW [7] . It first calculates the success of a single particle (as shown in equation (7)). Then, calculates the success rate of the entire particle population (as shown in equation (8)). Finally, updates the inertia weight. S(i,t) is the success value of the particle i in the t-th iteration [9] ; pbest is the optimal position of the particle i at the t-th iteration [9] ; fitness(pbest) is the fitness of the optimal position of the particle i at the t-th iteration. When the fitness of the current particle is less than the last optimal position, the success value of the particle in this iteration is 1. It indicates that the position of the particle in the search is better than the previous time. It shows the search is successful. On the other hand, the current position of the particle is equal to the last optimal position. In the next two iterations, the optimal position of the particle fitness has not changed: the success value is set to 0. When the position at which the particle moved in this search is worse than the last optimal position, the search fails. 
P(t) is the success rate of the particle swarm at t iterations. It indicates that the proportion of particles in the group. And the iterations of the particles are better than before. ∑S(i,t) is the sum of the success values of all particles; n is the number of particles in the entire particle population. ω(t) is the inertia weight at the t-th iteration. It is used to adjust the initial velocity of the particles at the iteration.
AIWPSO algorithm generated scheduling program execution time and cost higher than the ordinary PSO algorithm, because the inertia weight AIW in the success of the calculation method only considers two cases. The current particle fitness is better than the last. The successful value is 1 otherwise it is 0. The method does not fully analyze the position information of the particles. The global optimal position is not considered, so the calculation of the success rate and inertia weight is not accurate enough. Therefore, the method can not accurately adjust the inertia weight value in each iteration. It cannot effectively balance the global and local search of the algorithm in the iterative process, so the algorithm is localized and cannot find the optimal solution.
Improved adaptive inertia weight
In order to describe the position of the particle in a more accurate way, the fitness value of each particle is compared with the global optimal value in the successful value calculation method. In this paper, the fitness value of each particle is compared with the global optimal value. The success value of the improved adaptive inertia weight is calculated as follows: (10) In the formula (7), the current fitness of each particle is compared with the previous iteration. The global optimal value fitness(gbest t ) is added to S(i,t) in eq. (10) . The success value of the new S(i,t) calculation method is expanded to four cases: 1,0.7,0.3,0. The calculation method is based on a more detailed evaluation of the particle position state. When the search is locally optimized, the result of the comparison with the global optimal fitness produces three kinds of result values, so as to obtain S(i,t) more accurately. More accurate S(i,t) can improve the accuracy of the particle group's success rate (eq. (8)) and the adaptation of the inertia weight. Therefore, the algorithm can adjust the particle velocity more accurately to balance the search capability of the particles between global and local. It can avoid the local optimum.
The improved adaptive inertia weight changes with the different search states of the particle swarm. It can dynamically change the search speed of the particle. When the success rate Ps(t) of the particle swarm is large, it shows that the whole particle group is far from the optimal value. At this time, the particle is required to search globally at a large initial velocity. By increasing the value of ω(t), the particle is close to the optimal value at a larger initial velocity. When the success rate Ps(t) of the particle swarm is small, it shows that the whole particle swarm is close to the optimal value. By reducing the value of ω(t), the particle search speed can be reduced. The optimal solution can be refined to ensure the accuracy of the algorithm. In this paper, the algorithm can improve the search capability of the dynamic balance algorithm according to the current position state of the particle. It changes the velocity of the particle by the improved success value formula.
Particle Swarm Task Scheduling Algorithm Based on Improved Adaptive Inertia Weight
Algorithm The process of the optimal fitness Input: the maximum number of iterations ITERATIONS, the number of tasks N, the number of virtual machines M; Output: optimal scheme, optimal fitness.The basic implementation of the improved algorithm is as follows: 1. For i = 1 to n do; 2. Initialize the particle's initial position xi and the initial velocity vi; 3. End for 4. For i = 1 to n do 5.
Calculate fitness; 6. End for 7.
The optimal global optimal scheduling scheme is found from n scheduling schemes. 8.
For i = 1 to ITERATIONS do 9. Update the scheduling scheme according to the update search speed, assign the task to the corresponding virtual machine; 10. For j = 1 to n do 11.
Update fitness 12. End for 13.
The optimal global optimal scheduling scheme is found from n scheduling schemes. 14. For j = 1 to n do 15.
Calculate the success value of the current scheduling scheme S; 16. Sum = Sum + S; 17. End for 18.
Calculate the success rate;Update the inertia weight according to the success rate; 19.
End for 20. Return best fitness; 21. End
The scheduling algorithm can dynamically balance the global search and local search of the particles by updating the inertia weight dynamically. It can avoid the algorithm getting into the local optimal, so as to obtain the optimal scheduling scheme.
Simulation experiment and analysis
Simulation of experimental environment and algorithm parameters
By using Cloudsim to build the cloud computing environment and eclipse as the development platform, there are five algorithms: the improved adaptive inertial weight particle swarm optimization algorithm, the standard PSO algorithm, the traditional adaptive inertial weight particle swarm algorithm, the NAIWPS algorithm proposed in [9] , and Sequential scheduling algorithm. The convergence and optimal fitness of each algorithm are compared and analyzed respectively. The algorithm parameters are shown in Table 1 . 
Results and Analysis
The total number of tasks is 50 to 300, and the load of a single task is a random value in the range of 30 to 3000 [11] . Each algorithm runs 100 times and takes an average value. The results are shown in the following figures: Figure 1 . When the number of tasks is 50, the algorithm converges Figure 2 . When the number of tasks is 300, the algorithm converges Figure 3 . Five kinds of algorithm fitness Figure 1 and Figure 2 show that the convergence of the NewPSO algorithm is stable. The convergence accuracy is higher than that of the PSO scheduling algorithm and AIWPSO scheduling algorithm. Figure 3 shows the optimal fitness values of the five algorithms from 50 to 300. It can be clearly seen that the NewPSO scheduling algorithm is far superior to the Sequence scheduling algorithm. It is also superior to the NAIWPSO scheduling algorithm mentioned in the literature [7] . Therefore, it can be seen from the simulation experiment data that with the increase of the scale of the problem, the number of tasks increases. Improved adaptive inertia weight PSO algorithm is better to reflect the adaptability of the improved adaptive inertia weight and better to balance the global and local search.
Conclusions
The simulation results show that the improved adaptive inertia weight PSO scheduling algorithm can describe the position of the particle more accurately by simplifying the calculation method of the success value. It avoids the local optimum solution. It can more efficiently obtain better scheduling. However, the work of this paper is in the stage of theoretical analysis and simulation. It needs to be validated on the real cloud computing platform. The fitness function of the algorithm only considers the total value of execution time and cost. Therefore, it is necessary to further study.
