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Formalizmi za predstavqawe neodre|enih, nejasnih ili nepotpunih po-
dataka, razli~itih tipova informacija kao i znawa, izazivaju veliko
interesovawe u mnogim nau~nim oblastima, posebno u u`im nau~nim obla-
stima i granama nauka koje direktno uti~u na razvoj novih tehnologija.
Iako je danas dosta razvijena formalizacija verovatnosnog rezonovawa
[27], [28], [35], [59], [60], [63] i [65], gde se mogu jasno izdvojiti dva pristupa,
tj. dve vrste logika (logike sa verovatnosnim kvantifikatorima [29], [38]
i [50], logike sa verovatnosnim operatorima [15], [58] i [62]), pri re{avawu
nekih problema pogodnije je koristiti funkcije rastojawa, a ne verovat-
nosne funkcije.
Funkcije rastojawa su od su{tinskog zna~aja za mnoge oblasti ma-
tematike i ra~unarskih nauka, pre svega zbog svoje {iroke primene [6],
[52]. Grubo re~eno, funkcije rastojawa izra`avaju stepen sli~nosti (ili
razli~itosti) izme|u dva objekta: matrica (u algebri), grafova (u diskret-
noj matematici, u kombinatorici), strategija (u teoriji igara), znawa (u
ve{ta~koj inteligenciji), poruka (u kriptografiji), stringova (u teoriji
informacija) i tako daqe.
Istra`ivawa u oblastimamatemati~ke logike koja imaju dodirne ta~ke
sa rastojawima dolaze do izra`aja u drugoj polovini XX veka, a naro~ito u
posledwih dvadeset godina. Motiv i interesovawe za takvom vezom proiz-
laze iz problema pri zakqu~ivawu u situacijama kada je znawe nepotpuno
ili dvosmisleno ili kada nije jasno koja pravila zakqu~ivawa se mogu
primeniti. Svi navedeni problemi otvorili su mnoga nova pitawa i
nametnuli istra`iva~ima nove izazove. Tema ovog rada jesu logike sa
metri~kim operatorima.
Ideja za razmatrawemiotkrivawemlogi~kih sistema sa ciqemdapred-
stavqaju znawa o rastojawima nije nova. Na primer, u radovima [36], [47],
[67], [72] i [77] su uvedene i razmatrane logike rastojawa kod kojih su ra-
stojawa prostorne prirode. U pro{lom veku, a i u posledwe vreme dosta
pa`we je posve}eno metri~koj (ili kvantitativnoj) temporalnoj logici,
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recimo u radu [37], pri ~emu rastojawa nisu posmatrana u prostornom
smislu. [to se ti~e logi~kih sistema razvijenih u novije vreme u kojima
su rastojawa prostornog karaktera, neophodno je ista}i rezultate koji se
pojavquju u radovima [12], [13], [41], [42], [43] i [44]. U tim sistemima logike
sa rastojawima su zami{qene kao formalizmi za predstavqawe znawa, sa
ciqem da se numeri~ki, kvantitativni koncept rastojawa iskoristi za
kvalitativno zakqu~ivawe. Glavne oblasti u kojima su primenqivi po-
menuti formalizmi su prostorne prirode. Me|utim, pojam rastojawe,
kao {to je pomenuto u prvoj glavi, mo`e imati {irok spektar tuma~ewa.
Centralni pojam u ovom radu su logike sa rastojawima (metrikom), tj.
logike koje u svom jeziku sadr`e operatore rastojawa (metri~ke operatore)
i koje omogu}avaju eksplicitno rezonovawe o udaqenosti.
U prvoj glavi su definisani najva`nijih pojmovi vezani za funkcije
rastojawa, zatim naveden je niz osobina koje ovakve funkcije mogu imati,
u zavisnosti od wihove primene. Primene funkcija rastojawa mogu se
videti u radovima [6] i [52]. Navedene osobine imaju zna~aj i u nekim
teorijskim disciplinama. U prvoj glavi naveden je i niz primera me-
tri~kih prostora. Klasifikacija prostora rastojawa izlo`ena u prvoj
glavi je skra}ena verzija klasifikacije izlo`ene u radovima [8] i [52]. Na
kraju prve glave rezmatrana su rastojawa (metrike) definisana na skupu
iskaznih formula, a razmotrena su i neka aktuelna pitawa vezana za takve
funkcije, {to je ilustrovano primerima. Pomenuti primeri su motiva-
cija za posmatrawe logika koje su predstavqene u tre}oj glavi. Ideja za
uvo|ewem metrika na pomenutom skupu iskaznih formula potekla je od
profesora Miodraga Ra{kovi}a, Neboj{e Ikodinovi}a i Radosava \or-
|evi}a (videti [14], [20] i [73]).
U uvodnom delu druge glave bi}e uvedene modalne logike rastojawa i
logika rastojawa prvog reda ~iji logi~ki sistemi u svom jeziku sadr`e
liste unarnih metri~kih operatora. Tehnika filtracije koja se koristi
u dokazivawu potpunosti bi}e prikazana za modalne logike rastojawa sa
minimalnim skupom pomenutih operatora D = {A6a, A>a}. Ista tehnika
se koristi i u dokazima potpunosti za druge modalne logike rastojawa i
mo`e se videti u radu [40]. Operatori oblika {A6a | a ∈ M}, {A>a | a ∈
M}, gde je M ⊆ R+, se interpretiraju kao svi se nalaze na rastojawu
najvi{e a i svi se nalaze na rastojawu ve}em od a, a takve logike su
namewene za rezonovawe o rastojawima, gde se pojam rastojawa shvata u
{irokom, ne obavezno prostornom smislu. Sadr`aj druge glave disertaci-
je su rezultati bazirani na radovima [40], [41], [42], [43], [44] i predstavqali
su dobru osnovu za daqa istra`ivawa.
U tre}oj glavi su prikazane iskazne logike sa binarnim metri~kim
operatorima. Polazne osnove ~ine rezultati dosada{wih istra`ivawa
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modalnih logika i neklasi~nih vi{evrednosnih logika, kao i logika sa
generalizovanim kvantifikatorima i operatorima, sa posebnim osvrtom
na verovatnosne logike koje su izu~avane od strane autora okupqenih oko
Seminara za verovatnosne logike Matemati~kog instituta SANU u Beo-
gradu, pod rukovodstvom profesora dr Miodraga Ra{kovi}a. Nedostaci
nekih od pomenutih logika i nedostaci klasi~ne logike, kao i ideje o po-
boq{awu izra`ajnosti, dovode nas do nezavisnog razvoja novih logika,
i kao takve predstavqaju osnovu za daqa istra`ivawa i nadogradwu i
primenu istih. U ovoj glavi disertacije bi}e opisane iskazne logike
sa listama binarnih metri~kih operatora oblika D>s(α, β) i D6s(α, β)
koji se interpretiraju kao rastojawe izme|u formula α i β je najmawe
s i rastojawe izme|u formula α i β je najvi{e s i koji omogu}avaju
eksplicitno rezonovawe o rastojawu, a kao motiv za prou~avawe nave-
denih logika je realan problem iz oblasti medicinskih nauka naveden
u prvoj glavi. Za navedene logike bi}e opisane klase modela i prikazane
aksiomatizacije za koje }e biti pokazana potpunost. Kako za ve}inu posma-






potpunost se ne mo`e dokazati uz kona~nu aksiomatizaciju, pa iz tog raz-
loga, navodi}emo beskona~ne aksiomatizacije u kojoj su formule kona~ne,
a postoje beskona~na pravila (beskona~no pravilo) izvo|ewa. Ovaj deo di-
sertacije bi}e baziran na originalnim rezultatima autora [14] i [73], kao
i na saop{tewima na me|unarodnim i nacionalnim nau~nim skupovima
posve}enih matemati~koj logici i ra~unarstvu.
Istra`ivaweizlo`enouovomradupredstavqadeoprojekta ON174026,
Ministarstva prosvete, nauke i tehnolo{kog razvoja Republike Srbije,
~iji je rukovodilac prof. dr Silvia Gilezan.
Najve}u zahvalnost dugujem svom mentoru prof. dr Neboj{i Ikodi-
novi}u, koji je bio ukqu~en u sve faze istra`ivawa prikazanih u ovom
radu. Veliku zahvalnost dugujem i prof. dr Miodragu Ra{kovi}u i prof.
dr Radosavu \or|evi}u na korisnim diskusijama i idejama. Zahvalnost
dugujem prof. dr Silviji Gilezan, prof. dr Zoranu Ogwanovi}u, dr An-
gelini Ili}-Stepi}, dr Silvani Marinkovi}, dr Mariji Bori~i} i dr
Vladimiru Risti}u na korisnim sugestijama i nesebi~noj podr{ci.
Tako|e, `elim da se zahvalim prof. dr Mariji Stani} i prof. dr
BranislavuPopovi}u za prijateqske savete tokom studija i za vreme izrade
ovog rada, kao i svim kolegama sa Instituta za matematiku i informatiku
Prirodno-matemati~kog fakulteta Univerziteta u Kragujevcu.
Na kraju, `elim da se zahvalim mojim roditeqima, sestri i wenoj
porodici {to su verovali u mene i sa velikim strpqewem propratili i




Rastojawe, posmatrano kao mera fizi~ke udaqenosti dva objekta, je rezul-
tat ~ovekovog iskustva i nezaobilazna je informacija prilikom plani-
rawa i zakqu~ivawa. U svakodnevnom `ivotu pri svakodnevnim aktivno-
stima pod rastojawem podrazumevamo odre|eni stepen blizine dva fizi~ka
objekta, kao na primer fizi~ka udaqenost izme|u gradova a i b, naj~e{}e
izra`ena u kilometrima. Iako o du`ini pruge koja povezuje pomenute
gradove a i b u svakodnevnom govoru ne govorimo kao o rastojawu, ona to
zapravo jeste, jer rastojawe kao matemati~ki pojam mo`e biti indukovano
razli~itim merama, tako da i vreme koje je potrebno da stignemo iz grada a
u grad b, nekim prevoznim sredstvom ili pe{ke, jeste jedno rastojawe koje se
meri minutima, satima ili ~ak danima. Pod rastojawem mo`emo smatrati
i broj gradova koji se nalaze na putu od grada a do grada b, a razlika u
nadmorskoj visini gradova a i b tako|e predstavqa jedno rastojawe i tako
daqe.
Metrika, ali i metri~ki prostori kao strukture, definisani su pre
vi{e od jednog veka od strane francuskog matemati~ara Moris Rene Fre-
{ea1 i nema~kog matemati~ara Feliksa Hauzdorfa2, kao poseban slu~aj
beskona~nog topolo{kog prostora. Uvo|ewem metri~kih prostora u geo-
metriji od strane austrijsko-ameri~kog matemati~ara Karla Mengera 3 i
ameri~kog matemati~ara Leonarda Blumentala4 javqa se veliko intereso-
vawe za istra`ivawa u kona~nim i beskona~nim metri~kim prostorima.
U tim istra`ivawima javio se trend da mnoge matemati~ke teorije, u svojoj
generalizaciji se uzdignu na nivo metri~kog prostora, a taj proces je i
1 Maurice René Fréchet (1878–1973)
2 Felix Hausdorff (1868–1942)
3 Karl Menger (1902–1985)
4 Leonard Mascot Blumenthal (1901–1984)
6
danas aktuelan, na primer u Rimanovoj geometriji, realnoj analizi i tako
daqe.
Odre|ivawe rastojawa i metrika su danas postali jedan od osnovnih
alata u mnogim oblastima matematike i wene primene, ukqu~uju}i geo-
metriju, verovatno}u, statistiku, analizu podataka, kriptografiju, ra~u-
narsku grafiku, kao i mnoge druge nauke poput astronomije, molekularne
biologije i drugih. Iako je pojam rastojawa univerzalan i standardan
u svim naukama, ~esto u svakodnevnom `ivotu ne koristimo vrednosti
da izrazimo rastojawe izme|u ta~aka a i b (npr. nekih lokacija), ve}
koristimo prideve u smislu da je rastojawe kratko, sredwe ili duga~ko,
pa iz tog razloga takva rastojawa nazivamo fazi rastojawima. Osobina
simetri~nosti o~igledno va`i, dok nejednakost trougla ne, iako se to
o~ekuje, jer se radi o fizi~kom rastojawu dva objekta.
Nala`ewe najpouzdanijih rastojawa i metrika kako bi se odredila naj-
prikladnija blizina nekog objekta postala je uobi~ajena i pouzdana me-
toda u mnogim naukama, a ujedno je postao i zadatak za mnoge istra`iva~e.
Za takvim rastojawima naj~e{}e se traga u ra~unarskoj biologiji, ana-
lizi slike, prepoznavawu govora i naukama koje se bave pronala`ewem
nedostaju}ih podataka. Ono {to je veoma bitno, a i korisno je to {to
se ista rastojawa mogu upotrebqavati u razli~itim kontekstima u zavi-
snosti od oblasti, kao na primer Hamingovo rastojawe definisano na
re~ima, a rastojawa u razli~itim kontekstima mogu biti motivacija za
nova istra`ivawa. Pojmovi definisani u ovoj glavi su univerzalni pa
se definicije i klasifikacije prostora sa rastojawima mogu prona}i u
skoro svakoj kwizifunkcionalne analize. Klasifikacija navedena u ovom
radu bazira se na klasifikacijama prikazanim u radovima [8] i [52].
1.1 Prostori sa rastojawem
Pojam metrike i metri~kog prostora je u mnogim matemati~kim discipli-
nama nezaobilazan pojam, dok pojam rastojawa i prostora sa rastojawima
je wihovo uop{tewe i kao takvi su pogodni za odre|ene primene. Rastojawa
u op{tem slu~aju ne zadovoqavaju nejednakost trougla, a kao nenegativne
funkcije zadovoqavaju samo uslove simetri~nosti i refleksivnosti. Me-
|utim, neki autori smatraju da rastojawe ne mora da zadovoqava uslov
simetri~nosti. Na primer, vreme potrebno da stignemo avionom iz mesta
a u mesto b nije isto kao i vreme potrebno da stignemo iz mesta b u mesto a
ako se kre}emo u pravcu istok-zapad.
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DEFINICIJA 1.1.1. Preslikavawe d : X ×X → [0,+∞) je funkcija rasto-
jawa na nepraznom skupu X ako za svako x, y ∈ X va`i:
(D1) d(x, y) = d(y, x) (simetri~nost),
(D2) d(x, x) = 0 (refleksivnost).
Prostor X na kome je definisana funkcija rastojawa d zove se prostor sa
rastojawem i ozna~ava sa (X, d), ili kra}e samo sa X kada podrazumevamo
o kojoj funkciji rastojawa d se radi.
DEFINICIJA 1.1.2. Neka je X neprazan skup. Preslikavawe d : X ×X →
[0,+∞) koje zadovoqava samo uslov (D2) prethodne definicije naziva se
kvazi-rastojawe na skupu X .
Na osnovu iskustva, bilo da se radi o fizi~kom rastojawu dva objekta
(udaqenosti), du`ini vremenskog intervala, meri razli~itosti dva ele-
menta i drugih rastojawa, zapa`amo razli~ite osobine koje mogu imati
funkcije rastojawa. Na osnovu tih osobina mo`emo izvr{iti klasifika-
ciju funkcija rastojawa. Pomenute osobine i karakteristi~ne funkcije
rastojawa opisa}emo u slede}em odeqku, a detaqan pregled i klasifi-
kacija prostora sa rastojawima, kao i wihove zna~ajne osobine mogu se
pogledati u [8], dok se neke od primena, naro~ito u obradi slika, i jedna
od klasifikacija mogu videti u [52].
1.1.1 Osobine funkcija rastojawa
Funkcije rastojawa mogu zadovoqavati i neke druge osobine, pa su takva
rastojawa nazvana metrikom, ultrametrikom i tako daqe. Neke osobine
koje karakteri{u specijalna rastojawa navedene su u slede}oj definiciji.
DEFINICIJA 1.1.3. Preslikavawe d : X × X → [0,+∞) na nepraznom
skupu X mo`e imati slede}e osobine (x, y, z ∈ X):
(D3) d(x, y) = 0 akko x = y,
(D4) d(x, y) 6 d(x, z) + d(z, y) (nejednakost trougla),
(D5) d(y, x) = 0 ako je d(x, y) = 0 (slaba simetri~nost),
(D6) x = y ako je d(x, y) = d(y, x) = 0,
(D7) d(x, y) 6 max{d(x, z), d(z, y)} (ultrametri~ka nejednakost),
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(D8) d(x, x) 6 d(x, y) (rastojawe d(x, x) (sopstveno-rastojawe) je malo),
(D9) d(x, y) 6 d(x, x) (rastojawe d(x, x) (sopstveno-rastojawe) je veliko),
(D10) x = y ako je d(x, x) = d(x, y) = d(y, y) = 0 (T0 aksioma separacije),
(D11) d(x, y) 6 d(x, z) + d(z, y)− d(z, z),
(D12) d(x, y) + d(y, z) + d(z, x) = d(x, z) + d(z, y) + d(y, x) (relaksirana
simetri~nost).
Funkcije rastojawa na nepraznom skupu X koje zadovoqavaju neke od
prethodno navedenih osobina imaju posebne nazive, a svakako najpozna-
tija funkcija rastojawa je metrika i ona zadovoqava uslove (D3) i (D4).
Funkcija rastojawa koja zadovoqava uslov (D3) naziva se semi-metrika
(ili polu-metrika), dok funkcija rastojawa koja zadovoqava uslov (D4)
naziva se pseudometrika, a va`no je napomenuti da semi-metrika ne mora da
zadovoqava nejednakost trougla. Kvazi-rastojawe koje zadovoqava uslove
(D3) i (D4) zove se kvazi-metrika, a kvazi-rastojawe koje zadovoqava samo
uslov (D4) naziva se kvazi-semi-metrika. Slaba kvazi-metrika je kvazi-
semi-metrika koja zadovoqava uslov (D5), a Albertova-kvazi-metrika je
kvazi-semi-metrika koja zadovoqava uslov (D6). Te`inska kvazi-semi-
metrika je kvazi-semi-metrika koja zadovoqava uslov relaksirane sime-
tri~nosti, tj. uslov (D12). Ultrametrika je funkcija rastojawa koja
zadovoqava osobine (D3) i (D7). Parcijalnu metriku na nepraznom skupu
X defini{emo kao simetri~no preslikavawe d : X × X → [0,+∞) koje
zadovoqava uslove (D8), (D10) i (D11).
1.2 Metri~ki prostori
U zavisnosti od potrebe metriku mo`emo oja~ati i nekim posebnim uslo-
vima.
DEFINICIJA 1.2.1. Prostor X na kome je definisana metrika d zove se
metri~ki prostor i ozna~ava sa (X, d), ili kra}e samo sa X kada podrazu-
mevamo o kojoj se metrici d radi.
• Slabi metri~ki prostori
Rastojawe d definisano na nepraznom skupu X zove se slaba metrika
ako za svako x, y, z ∈ X i neku konstantu C ∈ [1,+∞) va`i
d(x, z) 6 C(d(x, y) + d(y, z)).
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Prethodna nejednakost naziva se C-nejednakost trougla, a prostor (X, d)
slabi metri~ki prostor.
• Helderovi slabo-metri~ki prostori
Slaba metrika d definisana na nepraznom skupu X zove se Helderova
slaba metrika ako nejednakost
|d(x, y)− d(x, z)| 6 βd(y, z)α(d(x, y) + d(x, z))1−α
va`i za sve x, y, z ∈ X i neke vrednosti β > 0 i 0 < α 6 1. Prostor (X, d)
naziva se Helderov slabo-metri~ki prostor.
•Metri~ki prostori sa Coarse-path metrikom
Metrika d definisana na nepraznom skupu X naziva se Coarse-path
metrika ako za neku fiksiranu konstantu C ∈ [0,+∞) va`i da za sve x, y ∈
X postoji niz elemenata x = x0, x1, . . . , xt = y takav da je d(xi−1, xi) 6 C,
i = 1, 2, . . . , t i
d(x, y) > d(x0, x1) + d(x1, x2) + · · ·+ d(xt−1, xt)− C.
• Slabi ultrametri~ki prostori
Slaba ultrametrika (iliC-pseudorastojawe) d je rastojawe definisano
na nepraznom skupu X tako da za neku konstantu C ∈ [1,+∞) i sve x, y, z ∈
X , x ̸= y va`i
0 < d(x, y) 6 C ·max{d(x, z), d(z, y)}.
Prethodna nejednakost naziva se slaba C-ultrametri~ka nejednakost, a
prostor (X, d) slabi ultrametri~ki prostor.
• Aditivni metri~ki prostori
Metrika d definisana na nepraznom skupu X zove se aditivna metrika
ili metrika sa nejednako{}u ~etiri ta~ke ako d zadovoqava ja~u verzi-
ju nejednakosti trougla koja se zove nejednakost ~etiri ta~ke, tj. za sve
x, y, z, u ∈ X va`i
d(x, y) + d(z, u) 6 max{d(x, z) + d(y, u), d(x, u) + d(y, z)}.
Prostor (X, d) zove se aditivni metri~ki prostor.
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• Ptolomejev metri~ki prostor
Ptolomejeva metrika na skupu X je metrika d za koju va`i Ptolomejeva
nejednakost
d(x, y) · d(u, z) 6 d(x, u) · d(y, z) + d(x, z) · d(y, u),
za svako x, y, z, u ∈ X . Prostor (X, d) naziva se Ptolomejev prostor, a kao
primer Ptolomejeve metrike navodimo preslikavawe d =
√
d1, gde je d1
proizvoqna metrika.
• δ-hiperboli~ki metri~ki prostor
Za δ ∈ [0,+∞), metrika d na nepraznom skupu X zove se δ-hiperboli~ka
metrika ako za sve x, y, z, u ∈ X zadovoqava Gromovu δ-hiperboli~ku ne-
jednakost
d(x, y) + d(z, u) 6 2δ +max{d(x, z) + d(y, u), d(x, u) + d(y, z)}.
Metri~ki prostor (X, d) je 0-hiperboli~ki ako metrika d zadovoqava
nejednakost ~etiri ta~ke.
• 2k-gonalni metri~ki prostori
2k-gonalna metrika d je metrika na nepraznom skupu X koja zadovoqava
2k-gonalnu nejednakost, tj. ako za sve razli~ite elemente x1, x2, . . . , xn ∈ X













bibjd(xi, xj) 6 0.
• Negativni 2k-gonalni metri~ki prostori
Negativna 2k-gonalna metrika d je metrika na nepraznom skupu X koja
zadovoqava negativnu 2k-gonalnu nejednakost, tj. ako za sve razli~ite




bi = 0 sledi
∑
16i6j6n
bibjd(xi, xj) 6 0.
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• 2k + 1-gonalni metri~ki prostori
2k + 1-gonalna metrika d je metrika na nepraznom skupu X koja za-
dovoqava 2k + 1-gonalnu nejednakost, tj. ako za sve razli~ite elemente





bi = 1 ∧
n∑
i=1





bibjd(xi, xj) 6 0.
• Hipermetri~ki prostori
Hipermetrika d je rastojawe na nepraznom skupu X koja zadovoqava hi-
permetri~ku nejednakost, tj. ako za sve razli~ite elemente x1, x2, . . . , xn ∈




bi = 1 sledi
∑
16i6j6n
bibjd(xi, xj) 6 0.
1.2.1 Metrika
Neke metrike su od univerzalnog zna~aja i koriste se u mnogim naukama,
kako teorijskim tako i u onima koje se bave primenama. U ovom odeqku bi}e
navedeni neki primeri dobro poznatih metrika, a primeri metrika u pro-
storu ograni~enih nizova, konvergentnih nizova, neprekidnih funkcija
na kona~nom intervalu [a, b], ograni~enih funkcija na intervalu [a, b] kao
i u mnogim drugim prostorima, mogu se prona}i u [8].
• lp-metrika
Jedna od poznatih metrika je lp-metrika, 1 6 p 6 +∞, koja se de-
fini{e na prostoru svih beskona~nih realnih ili kompleksnih nizova
x = (xn)
+∞
n=1, takvih da je zbir
∑+∞
i=1 |xi|p (za p = +∞, zbir
∑+∞
i=1 |xi|)









Za p = +∞, metrika dl∞p je data sa dl∞p (x, y) = maxi>1 |xi − yi|.
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• Standardna euklidska metrika
Specijalan slu~aj lp metrike je standardna euklidska metrika, ali je
zbog va`nosti i {iroke primene posebno navodimo. U vektorskom pro-
storu (Rn,+, ·,R) mo`emo definisati metriku na slede}i na~in
d2(x, y) =
√




Metri~ki prostor (Rn, d2) se naj~e{}e ozna~ava sa E
n i zove se Eu-
klidski prostor ili realni Euklidski prostor. Nekada, kada se ka`e
Euklidski prostor podrazumeva}e se da je n = 3, a kada ka`emo Euklidska
ravan to je za slu~aj kada je n = 2. Euklidska prava (realna prava) je slu~aj
za n = 1, tj. radi se o metri~kom prostoru (R, d) gde je d(x, y) = |x − y|
takozvana prirodna metrika.
• Lp-metrika
Za proizvoqno p ∈ [1,+∞) i vektore x, y ∈ Rn vektorskog prostora









definisana jedna metrika na skupu Rn.




Za proizvoqne ta~ke x, y ∈ Rn vektorskog prostora (Rn,+, ·,R) je sa
dL∞(x, y) = max
i∈{1,...,n}
|xi − yi|,
definisana jedna metrika na skupu Rn. Metrika dL∞ je u literaturi koje
se bave primenama ~esto nazvana i ^ebi{evqeva metrika.
1.2.2 Metrike na re~ima
Primeri rastojawa navedeni u prethodnom odeqku, uglavnom, nalaze pri-
menu u matemati~kim disciplinama. Me|utim, rastojawa nisu zna~ajna i
primenqiva samo u matematici, ve} se koriste i u ra~unarskim naukama,
pre svega definisana na skupu re~i (stringova).
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Pod alfabetom Σ podrazumevamo bilo koji neprazan kona~an skup ~ije
elemente nazivamo simbolima ili karakterima. Svaki alfabet koristi-
mo da bismo napisali neki tekst, a u ra~unarskim naukama veoma va`an
je binarni alfabet Σ2 = {0, 1}. U ra~unarstvu termin re~ (ili string)
je osnovna jedinica jezika, a za razliku od standardnog govornog jezika,
predstavqa neki proizvoqan tekst. Drugim re~ima, re~ (string) je niz
simbola datog kona~nog alfabeta Σ. Skup svih re~i nad alfabetom Σ
ozna~avamo sa Σ∗. Primeri primena rastojawa definisanim na skupovima
re~i iz realnog sveta su mnogobrojna, recimo kod prepoznavawa govo-
ra, u bioinformatici, pri nala`ewu nedostaju}ih podataka, a posebno u
kriptografiji prilikom otkrivawa gre{aka, zatim pri ~uvawu i prenosu
informacija itd.
Pojmovi podstringa, prefiksa, sufiksa i drugih definisani su u mno-
gim kwigama, a ozna~avawe u ovom radu preuzeto je iz [55]. U slede}im
primerima navedena su rastojawa (metrike) zna~ajna u ra~unarskim nau-
kama.
• Hamingovo rastojawe
Neka je Σ alfabet i neka je Σn skup svih re~i fiksne du`ine n ∈ N
nad alfabetom Σ. Za re~i a = a1a2 . . . an i b = b1b2 . . . bn, gde su a, b ∈ Σn,
defini{emo funkciju rastojawa
dH(a, b) = |{i | i ∈ {1, 2, . . . , n}, ai ̸= bi}|.
Vrednost dH(a, b) je broj pozicija, tj. slova u re~ima a i b, u kojima se
te dve re~i razlikuju. Funkcija rastojawa dH(a, b) je jedna metrika i kao
takva se primewuje u mnogim naukama u zavisnosti od konteksta.
• Leven{tajnovo rastojawe
Pored Hamingovog rastojawa u ra~unarskim naukama koristi se i Le-
ven{tajnovo rastojawe. Leven{tajnovo rastojawe re~i a i b, u oznaci
dlev(a, b) je dato rekurzivnom definicijom
dlev(a, b) = dlev(a, b)[|a|, |b|],
dlev(a, b)[i, j] =

max{i, j}, min{i, j} = 0,
min

dlev(a, b)[i− 1, j] + 1
dlev(a, b)[i, j − 1] + 1
dlev(a, b)[i− 1, j − 1] + χai ̸=bj
 , min{i, j} > 0,
gde je χai ̸=bj =
{
0, ai = bj,
1, ai ̸= bj,
|a| je du`ina re~i a, a vrednost dlev(a, b)[i, j]
je rastojawe izme|u niza prvih i znakova re~i a i prvih j znakova re~i b.
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Prethodna definicija se mo`e interpretirati i re}i da je Leven-
{tajnovo rastojawe re~i a i b minimalan broj izvr{enih transformacija
nad znakovima re~i a, tako da se re~ a mo`e transformisati u re~ b.
Transformacije su:
(1) brisawe (izostavqewe) jednog simbola ai ∈ Σ iz re~i, tj. transfor-
macija re~i a1a2 . . . an du`ine n u re~ a1a2 . . . ai−1ai+1 . . . an du`ine
n− 1,
(2) umetawe (dodavawe) jednog simbola x ∈ Σ u re~, tj. transformacija
re~i a1a2 . . . an du`ine n u re~ a1a2 . . . aixai+1 . . . an du`ine n+ 1,
(3) zamena jednog simbola ai ∈ Σ simbolom b ∈ Σ u re~i, tj. transfor-
macija re~i a1a2 . . . ai−1aiai+1 . . . an u re~ a1a2 . . . ai−1bai+1 . . . an.
Kao i Hamingovo rastojawe, Leven{tajnovo rastojawe je jedna metrika
na skupu svih re~i.
• Damerau-Leven{tajnovo rastojawe
Damerau-Leven{tajnovo rastojawe, koje je tako|e metrika na skupu svih
re~i, je modifikovano Leven{tajnovo rastojawe, a razlika je u tome {to se
transformacijama Leven{tajnovog rastojawa dodaje jo{ jedna transfor-
macija
(4) zamena mesta dva susedna simbola u re~i, tj. transformacija re~i
a1 . . . ai−1aiai+1ai+2 . . . an u re~ a1 . . . ai−1ai+1aiai+2 . . . an.
1.3 Rastojawa izme|u dva skupa
U ovom odeqku prikazana su neka rastojawa izme|u skupova. Rastojawa
izme|u skupova predstavqaju motivaciju za primenu logika posmatranih
u [14] i [73], a koje }e biti razmatrane u tre}oj glavi. Neka od navedenih
rastojawa koriste se samo u diskretnoj matematici.
• Euklidsko rastojawe ta~ke i kona~nog skupa
Euklidsko rastojawe ta~ke x ∈ Rn i skupa Y = {y1, y2, . . . , yk} ⊆ Rn je
definisano sa







gde je d2 euklidsko rastojawe izme|u dve ta~ke.
• Euklidsko rastojawe dva kona~na skupa
Euklidsko rastojawe izme|u dva proizvoqna kona~na skupa X = {x1,
x2, . . . , xp} ⊆ Rn iY = {y1, y2, . . . , yq} ⊆ Rn mo`emodefinisati na slede}i
na~in













gde je dE(xi, Y ) euklidsko rastojawe ta~ke od skupa prethodno definisano.
• Rastojawe ta~ka-skup
Neka je d proizvoqna funkcija rastojawa definisana na nekom nepraz-
nom proizvoqnom skupuX . Za proizvoqnu ta~ku x i proizvoqan neprazan




definisana funkcija rastojawa ta~ke od skupa dinf : X × (P(X) \ {∅}) →
[0,+∞) i ~esto se jo{ naziva i infimum rastojawe ta~ke od skupa, a ~esto
se koristi prilikom obrade slika i govora i u mnogim srodnim oblastima.
Ovakvo preslikavawe se obi~no dodefini{e vrednostima dinf(x, ∅) = 1 ili
dinf(x, ∅) = +∞ koje predstavqaju rastojawe proizvoqne ta~ke do praznog
skupa.
• Rastojawe skup-skup
Rastojawe ta~ka-skup definisano u prethodnom odeqku mo`e se na je-
dnostavan na~in pro{iriti do rastojawa skup-skup. Neka je d proizvoqna
funkcija rastojawa definisana na nekom nepraznom proizvoqnom skupu




definisana funkcija rastojawa dva skupa dinf : (P(X) \ {∅}) × (P(X) \
{∅}) → [0,+∞) i ~esto se jo{ naziva i infimum rastojawe skupova.
Ovako definisano preslikavawe obi~no se dodefini{e i vrednostima
dinf(A, ∅) = dinf(∅, A) = +∞ i dinf(∅, ∅) = 0 i predstavqa rastojawe proi-




Najpoznatije, a i me|u prvim me|uskupovnim rastojawima je Hauzdor-
fova metrika. Neka je d proizvoqna funkcija rastojawa definisana na
nekom nepraznom proizvoqnom skupu X i neka je dinf(x,A) rastojawe ta~ke
x do skupa A koje je prethodno definisano. Za proizvoqne neprazane









defini{e funkciju dHaus : (P(X) \ {∅})× (P(X) \ {∅}) → [0,+∞) rasto-
jawa dva skupa. Preslikavawe dHaus mo`emo dodefinisati vrednostima
dHaus(A, ∅) = dHaus(∅, A) = +∞ i dHaus(∅, ∅) = 0 tako da dodefinisana
funkcija rastojawa bude metrika, koju nazivamo Hauzdorfova metrika.
Hauzdorfova metrika ima veliki nedostatak prilikom primena u obradi
slika. Naime, vrednost rastojawa dva skupa se drasti~no promeni ako se
jednom od skupova doda samo jedna ta~ka koja je znatno udaqena od ostalih.
•Modifikovana Hauzdorfova metrika
Hauzdorfova metrika se mo`e modifikovati i na taj na~in je ubla`en
nedostatak Hauzdorfove metrike. Navedena modifikacija u velikoj meri
ograni~ava funkciju dHaus, jer se ograni~avamo samo na kona~ne skupove.
Naime, neka je d proizvoqna funkcija rastojawa definisana na nekom ne-
praznom proizvoqnom skupu X i neka je dinf(x,A) rastojawe ta~ke x do
skupa A. Ozna`imo sa |A| kardinalni broj skupa A, a sa F(X) fami-
liju svih kona~nih podskupova skupa X . Za proizvoqne kona~ne neprazne














definisana funkcija dMHaus : F(X) × F(X) → [0,+∞) rastojawa dva
skupa. Iako ova funkcija rastojawa nije metrika, jer ne zadovoqava neje-
dnakost trougla, ona ima {iroku primenu u tehni~kim naukama.
• Suma minimalnih rastojawa
Suma minimalnih rastojawa je jo{ jedno rastojawe nastalo modifi-
kovawem Hauzdorfove metrike u ciqu otklawawa nedostataka. Za proiz-
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definisana funkcija dSMD : F(X)×F(X) → [0,+∞) rastojawa dva skupa.
Kao i modifikovana Hauzdorfova metrika ova funkcija rastojawa nije
metrika, jer ne zadovoqava nejednakost trougla.
• Lp-Hauzdorfovo rastojawe
Ako je (X, dinf) kona~an metri~ki prostor, Lp-Hauzdorfovo rastojawe








U slu~aju kada je p = +∞, radi se o uobi~ajenoj Hauzdorfovoj metrici.
•Mera simetri~ne razlike
Neka je na skupu X definisana σ-algebra A i ako je µ neka σ-kona~na
mera na merqivom prostoru (X,A), tada funkcija d△ : A ×A → [0,+∞)
definisana sa
d△(A,B) = µ(A△B),
predstavqa funkciju rastojawa na σ-algebri A, gde je △ simetri~na ra-
zlika skupova.
Funkcija d△ je reflesivna, simetri~na i zadovoqava nejednakost tro-
ugla, a kako ne zadovoqava osobinu (D3) onda ona nije metrika, ve} jedna
pseudometrika.
U op{tem slu~aju, od svake pseudometrike mo`emo izgraditi metriku,
ali na koli~ni~kom skupu na slede}i na~in. Na skupu A mo`emo defini-
sati relaciju ekvivalencije
A ∼ B ⇔ µ(A△B) = 0.
Funkcija definisanana koli~ni~kom skupu d̃△ : (A∼)×(A∼) → [0,+∞)
na slede}i na~in
d̃△([A], [B]) = µ(A△B),
odre|uje jednu metriku.
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Neka jeX kona~an skup i neka je µ mera kardinalnosti, tj. µ(X) = |X|.
Preslikavawe d|△|(A,B) = |A△B| je jedna metrika, jer u ovom slu~aju va`i
ekvivalencija |A△B| = 0 akko A = B.
• Lip{icovo rastojawe izme|u dve mere
Za dati kompaktni metri~ki prostor (X, d), Lip{icova semi-norma






Lip{icovo rastojawe izme|u mera µ i ν definisanih na skupu X je dato
sa




Ako su µ i ν verovatnosne mere, rastojawe dLip se zove Kantorovi~-
Malovs-Monge-Vaser{tajnova metrika.
1.4 Iskazne formule i rastojawa
Rastojawa prikazana u prethodnim odeqcima su op{te poznata i primen-
qiva u mnogim naukama. Ideja da se na skupu iskaznih formula defini{e
funkcija rastojawa potekla je od profesora Miodraga Ra{kovi}a koji je
definisao maxmin-metriku na skupu iskaznih formula. Rastojawa pri-
kazana u ovom odeqku bila su motiv za prou~avawe iskaznih logika sa
metri~kim operatorima koje }e biti prikazane u tre}oj glavi.
Neka je Forn skup klasi~nih iskaznih formula nad iskaznim slovima
p1, . . . , pn. Ozna~imo sa a1, . . . , aN , gde je N = 2
n, sve atome nad p1, . . . , pn,
tj. sve konjunkcije oblika pe11 ∧ . . . ∧ penn , gde su e1, . . . , en ∈ {0, 1} (p1 = p
i p0 = ¬p). Neka je A = {a1, . . . , aN}. Skup A se mo`e posmatrati i kao
skup valuacija iskaznih slova p1, . . . , pn, pa iz tog razloga svaku iskaznu
formulu mo`emo posmatrati i kao odgovaraju}i skup atoma. Za bilo koju
iskaznu formulu α postoji Sα ⊆ A tako da je α ekvivalentna sa
∨
Sα:
Sα = {a ∈ A | a |= α} = {a ∈ A | va(α) = 1}.
Identifikovawem atoma skupa A sa binarnim re~ima du`ine n, svaka
funkcija rastojawa definisana na skupu re~i mo`e biti transformisana
u rastojawe u logi~kom kontekstu. Na primer, Hamingovo rastojawe mo`e
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1, a |= α,
0, a ̸|= α.
Me|u binarnim nizovima du`ine n na razne na~ine se mo`e uvesti
metrika. Na primer, funkcija d : A× A→ [0,+∞) data sa
d(e, f) = |{i ∈ {1, . . . , n} | ei ̸= fi}|, e, f : {1, . . . , n} → {0, 1},
jeste metrika na skupu A, jer zadovoqava osobine
1. d(e, f) = 0 akko e = f ,
2. d(e, f) = d(f, e),
3. d(e, f) 6 d(e, g) + d(g, f).
Nejednakost trougla sledi direktno iz ~iwenice ei ̸= fi ⇒ ei ̸= gi∨gi ̸= fi.
Drugi primer, primer ograni~ene metrike na skupu A, jeste preslikavawe
d1 : A× A→ [0, 1], dato sa
d1(e, f) =
|{i ∈ {1, . . . , n} | ei ̸= fi}|
n
, e, f : {1, . . . , n} → {0, 1}.
Sada, ciq nam je da metriku d : A× A → [0,+∞) pro{irimo sa skupa
A na skup iskaznih formula For, a to mo`emo uraditi na vi{e na~ina.
• maxmin-metrika na skupu iskaznih formula
Metriku d nad skupom atoma A pro{irimo do metrike na skupu iskaz-
nih formula. Metriku datu u slede}oj teoremi definisao je profesor
Miodrag Ra{kovi}.












je metrika na skupu For.
DOKAZ. Doka`imo da preslikavawe D zadovoqava uslove metrike, a
o~igledno je da se radi o nenegativnom preslikavawu.
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(1) Poka`imo da va`i ekvivalencija: D(α, β) = 0 akko |= α↔ β.








d(a, b) = 0
akko za svako a |= α,min
b|=β
d(a, b) = 0 i
za svako b |= β,min
a|=α
d(a, b) = 0
akko za svako a |= α postoji b |= β tako da d(a, b) = 0, tj. a = b i
za svako b |= β postoji a |= α tako da d(a, b) = 0, tj. a = b
akko za svako a |= α, a |= β i za svako b |= β, b |= α
akko α |= β i β |= α
akko |= α↔ β.
(2) Jednakost D(α, β) = D(β, α) va`i o~igledno.
(3) Neka su α, β i γ proizvoqne formule. Tada va`i nejednakost d(a, b) 6
d(a, c) + d(c, b), za sve a |= α, b |= β i c |= γ. Za fiksirano c |= γ, neka
je ac |= α takav da je d(ac, c) 6 d(a, c), za svako a |= α, dakle, d(ac, c) =
min
a|=α
d(a, c). Kako je d(ac, b) 6 d(ac, c) + d(c, b), za bilo koje b |= β, imamo
min
a|=α
d(a, b) 6 d(ac, b) 6 d(ac, c) + d(c, b) = min
a|=α
d(a, c) + d(c, b).
Odavde dobijamo da je
min
a|=α
d(a, b) 6 min
a|=α





d(a, c) + d(c, b), za sve b |= β, c |= γ.
Daqe, imamo da za sve b |= β va`i
min
a|=α




d(a, c) + min
c|=γ
d(c, b).
Na kraju, ako je b′ takav da je min
a|=α
d(a, b′) > min
a|=α







































Polaze}i od nejednakosti d(a, b) 6 d(a, c) + d(c, b), za sve a |= α, b |= β i














Na osnovu dobijenih nejednakosti sledi da je D(α, β) 6 D(α, γ) +D(γ, β),
{to je i trebalo pokazati.
Da bismo lako odredili rastojawa izme|u formula α i β potrebno je
formule α i β zapisati u kanonskoj disjunktivnoj normalnoj formi, kao u
slede}em primeru.
PRIMER 1.4.1. Za date formule α i β odredimo wihove kanonske disjunk-
tivne normalne forme, tj. neka je α : (p∧ q∧ r)∨ (¬p∧ q∧ r)∨ (¬p∧¬q∧ r)









d(a, b) = 1, pa je D(α, β) = 1
2









d(a, b) = 0 zakqu~ujemo da je D(α, α) = 0.
• Hamingova metrika na skupu iskaznih formula
Na osnovu Hamingovog rastojawa izme|u atoma mo`emo definisati




|v(ai, α)− v(ai, β)|
Kako je Hamingovo rastojawe jedna metrika, to je i preslikavawe D me-





|v(ai, α)− v(ai, β)|
)
/N,
koju }emo iskoristiti da u slede}em primeru skiciramo ideje za ozbiqnije
primene. Metrika D je definisana u radu [73] i bila je jedan od motiva za
razmatrawe logika sa binarnim metri~kim operatorima.
PRIMER 1.4.2. Za odre|enu bolest, da bi se izle~io, pacijent mo`e kori-
stiti ~etiri razli~ita leka (me{aju}i dva ili vi{e lekova, ili jedan
pojedina~no). Razli~iti lekovi su ozna~eni slovima A, B, C i D. Na
osnovu iskustva tri izle~ena pacijenta, ~etvrtom pacijentu je potrebno
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predlo`iti ta~no jedan lek, tako da taj lek bude najefikasniji. Iskustva
tri izle~ena pacijenta su slede}a:
1. pacijent je koristio lek A i lek B istovremeno;
2. pacijent je koristio lekove A, C i D (nekada samo jedan, nekada dva
istovremeno, a nekada i sva tri);
3. pacijent je koristio sva ~etiri leka istovremeno ili po dva (A i D
zajedno ili B i C zajedno).
Iskaznim slovima ozna~imo slede}e iskaze:
p1pacijent je koristio lek A;
p2pacijent je koristio lek B;
p3pacijent je koristio lek C;
p4pacijent je koristio lek D;
qpacijent je ozdravio.
Iskustva tri izle~ena pacijenta mo`emo zapisati iskaznim formulama:
1. (p1 ∧ p2) ⇒ q;
2. (p1 ∨ p3 ∨ p4) ⇒ q;
3. ((p1 ∧ p4) ∨ (p2 ∧ p3)) ⇒ q.
Da bismo odredili najefikasniji lek odredimo rastojawa D(α, β) , gde je
α formula koja predstavqa iskustvo pacijenta, a formula β je formula
oblika pi ⇒ q, i ∈ {1, 2, 3, 4}, tj. rastojawa od formula koje predstavqaju
iskustva i formula koje ozna~avaju stawe da }e pacijent ozdraviti ako
koristi samo jedan lek tokom terapije.
Kako u navedenom primeru imamo 5 iskaznih slova, ima}emo 32 valua-
cije. Na osnovu definicije v(a, α), svaku od formula mo`emo posmatrati
kao niz du`ine 32 sastavqen od 0 i 1. Tako na primer, iz definicije
preslikavawa v za formulu (p1 ∧ p2) ⇒ q dobijamo niz
10101010111111111111111111111111,
a za formulu p1 ⇒ q dobijamo niz
10101010101010101111111111111111,
pri ~emu su vrednosti na istim pozicijama u nizovima dobijene iz iste
valuacije.
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Kako se ovi nizovi razlikuju na 4 pozicije, imamo da je rastojawe wihovih
formulaD((p1∧p2) ⇒ q, p1 ⇒ q) =
4
32
. Na sli~an na~in mo`emo odrediti
i ostala rastojawa, koja su navedena u tabeli ispod.
D(α, β) p1 ⇒ q p2 ⇒ q p3 ⇒ q p4 ⇒ q
(p1 ∧ p2) ⇒ q 0.125 0.125 0.25 0.25
(p1 ∨ p3 ∨ p4) ⇒ q 0.1875 0.25 0.1875 0.1875
((p1 ∧ p4) ∨ (p2 ∧ p3)) ⇒ q 0.15625 0.15625 0.15625 0.15625
Analiziraju}i podatake iz tabele, vidimo da su rastojawa formule
p1 ⇒ q do formula koje predstavqaju iskustva pacijenata najmawa, pa iz
tog razloga pacijentu je potrebno preporu~iti lek A.
Mo`emo primetiti da metrika D, definisana u ovom odeqku, ima
zanimqiva svojstva, kao na primer:
1. D(α,¬α) = 1,
2. D(α,¬β) = 1−D(α, β),
3. D(α, β ∨ γ) = D(α, β) +D(α, γ)−D(α, β ∧ γ),
za sve formule α, β i γ.
Metrike navedene u ovom poglavqu predstavqaju motivaciju za razma-
trawe logika koje u svom jeziku sadr`e liste binarnih metri~kih ope-
ratora o kojima }e biti re~i u tre}oj glavi. Navedena svojstva Hamin-
gove metrike podse}aju na svojstva uslovne verovatno}e, pa bi bilo dobro
istra`iti neke dubqe veze metri~kog operatora D i odgovaraju}ih vero-





Kao {to je navedeno u prvoj glavi i razmatrano u radovima [40], [42] i [44]
prostor sa rastojawem (W,d) zadovoqava samo uslov (D3) i kao takav on
je model jezika koji }e biti prou~avan u ovoj glavi, a klasu svih prostora
sa rastojawem ozna~ava}emo sa Dd ili jednostavno D. Kod navedenog pro-
stora sa rastojawem ~esto }emo zahtevati da funkcija d zadovoqava i neke
dodatne uslove, na primer da za funkciju d va`e uslovi (D1) i (D3), a klasu
takvih prostora naziva}emo klasom prostora sa simetri~nim rastojawem
i ozna~avati sa Ds. Klasu prostora sa rastojawem kod kojih za funkciju d
va`e uslovi (D3) i (D4) nazva}emo klasom prostora sa trougaonim rasto-
jawem i ozna~avati sa Dt, a klasu svih metri~kih prostora ozna~ava}emo
sa Dm.
Na samom po~etku ove glave opisa}emo sintaksu i semantiku logike ra-
stojawa prvog reda kao i modalnih logika rastojawa, a na realnom primeru
diskutova}emo wihove izra`ajne mo}i i navesti klase logika u zavisnosti
od wihovog jezika. Posmatrajmo realan primer u kome je na osnovu zadatih
uslova potrebno dobiti dobar zakqu~ak.
PRIMER. Prilikom kupovine ku}e zainteresovani kupci su odabrali grad
u kome `ele `iveti, a detaqe oko lokacije prepustili su agenciji uz defi-
nisawe nekoliko neophodnih uslova.
(1) Ku}a ne bi trebala biti daleko od fakulteta, recimo, na rastojawu
ne ve}em od 10 kilometara.
(2) Ku}a bi trebalo da bude blizu prodavnica i restorana, a trebalo bi
da budu dostupni, recimo, u krugu od 1 kilometra.
(3) Potrebno je da postoje parkovi blizu ku}e, na rastojawu bar 2 kilo-
metra u svakom pravcu od ku}e.
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(4) Fabrike i auto-putevi ne treba da budu blizu ku}e, na rastojawu ne
mawem od 5 kilometara.
(5) Mora postojati sportski centar, a osim toga, svi sportski centri
tog grada trebalo bi biti dostupni za pe{ake, odnosno na rastojawu
ne ve}em od 3 kilometra.
(6) Javni prevoz bi trebao biti dostupan, tj. kad god ste na rastojawu
ne ve}em od 8 kilometara od va{e ku}e, treba da postoji autobuska
stanica na udaqenosti do 1 kilometra.
(7) Naravno, mora postojati autobuska stanica, ne previ{e blizu, ali
ne previ{e ni daleko od ku}e - negde izme|u 0.5 i 1 kilometra.
Uslovi u prethodno navedenom primeru mogu se zapisati jezikom logike
rastojawa prvog reda, u oznaci LF [Q+] i predstaviti formulama (1′)−(7′).
Ku}u i fakultet, u navedenom primeru, mo`emo posmatrati kao konstante
i ozna~iti ih sa k i f , a osobinu objekta biti prodavnica, restoran, park,
fabrika, auto-put, sportski centar, stajali{te javnog prevoza kao unarne
predikate (relacije) i ozna~avati ih redom sa P,R, Z, F,AP, SC,A. Uslove
prethodnog primera sada mo`emo predstaviti na slede}i na~in:
(1′) δ(k, f) 6 10;
(2′) (∃x)(δ(k, x) 6 1 ∧ P (x)) i (∃x)(δ(k, x) 6 1 ∧R(x));
(3′) (∀x)(δ(k, x) 6 2 → Z(x));
(4′) (∀x)(F (x) ∨ AP (x) → δ(k, x) > 5);
(5′) (∃x)(δ(k, x) 6 3 ∧ SC(x)) i (∀x)(δ(k, x) > 3 → ¬SC(x));
(6′) (∀x)(δ(k, x) 6 8 → (∃y)(δ(x, y) 6 1 ∧ A(y)));
(7′) (∃x)(δ(k, x) > 0.5 ∧ δ(k, x) 6 1 ∧ A(x)).
Sli~no, kao i kod temporalnih, deskriptivnih i drugih neklasi~nih
logika tako i kod modalnih logika rastojawa izbegavamo upotrebu kvan-
tifikatora tako {to ih zamewujemo razli~itim vrstama modalnih opera-
tora. Jezici modalnih logika rastojawa su ekstenzije klasi~nog iskaznog
jezika koji pored klasi~nih simbola sadr`e i liste unarnih metri~kih
operatora. Unarni operatori rastojawa mogu biti operatori oblika na-
vedeni u skupu






6b | a, b ∈M},
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sa zna~ewem, na primerA6a ozna~ava svuda u krugu polupre~nika a, aA>a
ozna~ava svuda van kruga polupre~nika a i gde umesto konstanti jezika
prvog reda koristimo nominale, tj. atomi~ne formule interpretirane
singltonima koji su podskupovi skupa W . Jezike koji sadr`e navedene
operatore ozna~avamo sa LOO[M ], a ako nominali nisu deo jezika, jezik
ozna~avamo sa LO[M ], gde je O podskup navedenog skupa operatora, a M
skup parametara, M ⊆ R+. Prethodno navedeni primer mo`emo predsta-
viti formulama jezika LOO[M ], gde su k i f nominali, a unarne predikate
P,R, Z, F,AP, SC,A sada posmatramo kao iskazne promenqive interpre-
tirane podskupovima domena prostora rastojawa. U navedenom primeru
javqaju nam se uslovi poput negde u krugu polupre~nika b ili sli~ni
uslovi koje mo`emo predstaviti jezikom modalne logike rastojawa kori-
ste}i dualne operatore navedenih operatora rastojawa. Dualne operatore
uvodimo na slede}i na~in, E6a = ¬A6a¬ i tako daqe. Na taj na~in dobi-
jamo skup operatora modalne logike rastojawa koji su dualni operatorima
prethodno navedenog skupa






6b | a, b ∈M}.
Uslove (1)− (7) iz primera sada mo`emo zapisati jezikom modalne logike
rastojawa na slede}i na~in:
(1′′) k → E610f ;
(2′′) k → (E61P ∧ E61R);
(3′′) k → A62Z;
(4′′) k → ¬E<5(F ∨ AP );
(5′′) k → (E63SC ∧ A>3¬SC);
(6′′) k → A68E61A;
(7′′) k → E>0.561 A.
Zna~ewe formula zapisanih jezikom modalne logike rastojawa je u
skladu sa interpretacijom pomenutih operatora, tako na primer, formula
E61P je ta~na za sve one ta~ke iz domena, za koje je najmawe jedna prodav-
nica dostupna na rastojawu do 1 kilometra. Na sli~an na~in mo`emo
odrediti i zna~ewa ostalih formula.
Radi dokazivawa saglasnosti, potpunosti i drugih osobina logika ra-
stojawa, metri~ke prostore, u op{tem slu~aju prostore rastojawa, pred-
stavi}emo kao relacijske strukture u odnosu na jezik LOO[M ] kao u teore-
mama 2.2.2 i 2.2.3, {to ima za posledicu da formula jezika LOO[M ] va`i
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u nekom metri~kom prostoru ako i samo va`i u odre|enoj vrsti Kripke-
ovog okvira, nazvanog D-metri~ki okvir (D je konkretan skup operatora
o kojem }e biti re~i kasnije). Slo`enom filtracijom i tehnikom nado-
gradwe okvira `elimo da poka`emo da Kripkeovi okviri imaju svojstvo
kona~nog okvira i da se mogu konstruisati adekvatni metri~ki prostori
iz posmatranih okvira.
U ovoj glavi navodimo potpunu aksiomatizaciju logike MSD[M ], za
konkretan skup operatora D i gde jezik ne sadr`i nominale, koja je pred-
stavqena u radovima [40], [42] i [43]. Potpune aksiomatizacije logika ra-
stojawa prvog reda, kao i modalne logike rastojawa sa skupom operatora
F ~iji jezici mogu da sadr`e nominale predstavqene su u radovima [40] i
[41].
2.1 Jezik logike rastojawa prvog reda
i modalne logike rastojawa
Svi jezici koje posmatramo bi}e definisani u odnosu na neki skup pa-
rametara iz R+ ~iji elementi se javqaju u formulama pomenutog jezika.
Ove skupove naziva}emo parametarskim skupovima i defini{emo ih na
slede}i na~in.
DEFINICIJA 2.1.1. Neka je M ⊆ R+ skup nenegativnih realnih brojeva.
Skup M nazivamo parametarskim skupom, ako su zadovoqena slede}a dva
uslova:
(1) 0 ∈M ;
(2) ako a, b ∈M i ako postoji c ∈M takav da a+ b < c, onda i a+ b ∈M .
Skupovi R+, Q+ i N se name}u kao prirodni kandidati za parametar-
ske skupove, ali su svi oni beskona~ni. Pored navedenih beskona~nih
kandidata lako mo`emo uo~iti i kona~an skup sa navedenim osobinama
prethodne definicije, na primer skup M = {0, 1, 2, . . . , n}, za n ∈ N.
[to se ti~e semantike, jezici }e biti interpretirani u razli~itim
klasama rastojawa kao {to je pomenuto u uvodnom delu. Klase koje posma-
tramo u budu}em izlagawu su:
• Dd ili samo D  klasa svih prostora rastojawa;
• Ds  klasa svih prostora simetri~nih rastojawa;
• Dt  klasa svih prostora trougaonih rastojawa;
28
• Dm ili samoMS  klasa svih metri~kih prostora.
Jezik u kome bismo mogli najpreciznije da izrazimo svojstva prosto-
ra rastojawa, a i metri~kih prostora, jeste standardni jezik prvog reda.
Neka je M parametarski skup. Jezik prvog reda LF [M ] logike rastojawa
sadr`i prebrojiv skup simbola konstanti {c1, c2, . . .}, prebrojiv skup pro-
menqivih Var = {x1, x2, . . .}, prebrojiv skup unarnih relacijskih simbola
{P1, P2, . . .}, znak jednakosti=, dva skupa (skupovi mogu biti i beskona~ni)
binarnih relacijskih simbola oblika
δ(·, ·) < a i δ(·, ·) = a, (a ∈M),
klasi~ne logi~ke veznike, logi~ke konstante ⊤ i ⊥ i kvantifikator ∃
(egzistencijalni).
Atomske formule defini{emo na uobi~ajeni na~in, tj. atomske for-
mule su oblika
⊤, ⊥, δ(t1, t2) < a, δ(t1, t2) = a, t1 = t2 i Pi(t),
gde su t, t1 i t2 termi, tj. promenqive ili konstante, a a ∈ M . Formule
jezika LF [M ] defini{emo na standardan (uobi~ajeni) na~in, a formulu
δ(t1, t2) > a mo`emo predstaviti u obliku ¬δ(t1, t2) < a ∧ ¬δ(t1, t2) = a.
LF [M ]-formule su interpretirane u skupu W koji je domen strukture
oblika
A = ⟨W,d, PA1 , . . . , cA1 , . . .⟩,
gde je (W,d) odgovaraju}i prostor rastojawa, PAi su podskupovi od W
(interpretacije unarnih relacijskih simbola Pi), a c
A
i su elementi od W
(interpretacije simbola konstanti ci). Valuacija promenqivih u skupu
W jeste svaka funkcija v : Var → W . Ure|eni par M = ⟨A, v⟩ zovemo
LF [M ]-model ili jednostavno model prvog reda logike rastojawa.
Za term t, neka tM ozna~ava cMi ako je t konstanta ci, a v(x) ako je t
promenqiva x. Relaciju zadovoqewa defini{emo na uobi~ajeni na~in,
tj. M |= φ za LF [M ]-formulu φ, defini{emo induktivno po slo`enosti
formule φ na slede}i na~in:
• M |= ⊤ iM ̸|= ⊥;
• M |= δ(t1, t2) < a akko d(tM1 , tM2 ) < a;
• M |= δ(t1, t2) = a akko d(tM1 , tM2 ) = a;
• M |= t1 = t2 akko tM1 = tM2 ;
• M |= Pi(t) akko tM ∈ PMi ;
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• M |= ∃xiψ akko ⟨A, w⟩ |= ψ, za neku valuaciju w za koju va`i w(x) =
v(x) za x ̸= xi;
• M |= ¬ψ akkoM ̸|= ψ;
• M |= ψ ∧ ϕ akkoM |= ψ iM |= ϕ.
Pojmovi vaqanost i zadovoqivost se defini{u analogno kao i u klasi~noj
logici prvog reda, ali u odnosu na klase uvedenih modela.
Neka su Di, i ∈ {d, s, t,m} klase prostora rastojawa, aM parametarski
skup i φ ∈ LF [M ] proizvoqna formula.
DEFINICIJA 2.1.2. Formula φ je zadovoqiva u klasi Di ako postoji model
M baziran na prostoru ⟨W,d⟩ ∈ Di, takav da M |= φ. Formula φ va`i
u prostoru rastojawa ⟨W,d⟩ ∈ Di ako za svaki model M baziran na ⟨W,d⟩
imamo da M |= φ. Kona~no, formula φ va`i u klasi Di ako formula φ
va`i u svakom prostoru rastojawa ⟨W,d⟩ klase Di.
Sada }emo se upoznati sa modalnim logikama rastojawa ~iji jezici su
fino odabrani tako da imaju dobru izra`ajnu mo}, ali su mawe izra`ajni
od jezika logika rastojawa prvog reda. Neka je M parametarski skup.
Jezici koje defini{emo, zavisi}e od skupa M ⊆ R+, jer jezik sadr`i
liste operatora rastojawa koji zavise od vrednosti a ∈M .
DEFINICIJA 2.1.3. Alfabet jezika LO[M ] se sastoji od prebrojivog skupa
iskaznih slova P = {p1, p2, . . .}, klasi~nih veznika ∧ i ¬, logi~kih kon-
stanti ⊤ i ⊥, kao i od podskupa skupa operatora rastojawa O ⊆ O[M ],
nazvanog skup operatora, koji zavisi od M :






6b | a, b ∈M}.
Gra|ewe formula se defini{e na uobi~ajeni na~in. ^esto, kada je
dat konkretan parametarski skup M , oznaku M izostavqamo iz zapisa,
jer osobine logike uglavnom ne zavise od konkretnog izbora skupa M , kao
{to recimo aksiomatizacija ne zavisi od wega. Me|utim, kompaktnost
zavisi od toga da li je skup M beskona~an, a odlu~ivost od toga da li je
rekurzivan skup.
Druge klasi~ne vaznike, kao i dualne modalne operatore E6a, E>a
itd, uvodimo na uobi~ajen na~in, tako na primer uvodimo da je E6a =
¬A6a¬ i E>a = ¬A>a¬. Slova p, q, r, . . . koristimo da ozna~imo iskazna
slova (iskazne promenqive), a malim slovima gr~kog alfabeta χ, φ, ψ, . . .
ozna~avamo formule, dok velika slova gr~kog alfabeta ∆,Σ,Θ, . . . su re-
zervisana za ozna~avawe skupova formula.
Na taj na~in smo definisali sintaksu logike jezika LO[M ], a semantiku
defini{emo na slede}i na~in.
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DEFINICIJA 2.1.4. Model jezika LO[M ] je struktura oblika
B = ⟨W,d, pB0 , pB1 , . . .⟩,
gde je (W,d) prostor rastojawa, a pBi su podskupovi od W . Relacija za-
dovoqewa ⟨B, w⟩ |= φ, za LO[M ]-formulu φ i svet w ∈ W , se defini{e
induktivno po slo`enosti formule φ:
• ⟨B, w⟩ |= p akko w ∈ pB;
• ⟨B, w⟩ |= φ ∧ ψ akko ⟨B, w⟩ |= φ i ⟨B, w⟩ |= ψ;
• ⟨B, w⟩ |= ¬φ akko ⟨B, w⟩ ̸|= φ;
• ⟨B, w⟩ |= A<aφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je d(w, u) < a;
• ⟨B, w⟩ |= A6aφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je d(w, u) 6 a;
• ⟨B, w⟩ |= A>aφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je d(w, u) > a;
• ⟨B, w⟩ |= A>aφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je d(w, u) > a;
• ⟨B, w⟩ |= A=aφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je d(w, u) = a;
• ⟨B, w⟩ |= A>a<bφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je a < d(w, u) < b;
• ⟨B, w⟩ |= A>a<bφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je a 6 d(w, u) < b;
• ⟨B, w⟩ |= A>a6bφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je a < d(w, u) 6 b;
• ⟨B, w⟩ |= A>a6bφ akko ⟨B, u⟩ |= φ za sve u ∈ W , za koje je a 6 d(w, u) 6 b.
Uobi~ajeno, formula φ va`i u modelu ako va`i u svakoj ta~ki modela;
formula φ va`i u prostoru rastojawa ⟨W,d⟩ ako va`i u svakom modelu
baziranom na prostoru rastojawa (W,d). Kona~no, formula φ va`i u
klasi prostora rastojawa D ako va`i u svakom prostoru rastojawa klase
D.
Lako je zakqu~iti da je jezik LO[M ] redundantan u smislu da se neki
operatori rastojawa mogu izraziti preko drugih. Na primer, operator
A>a6bφ mo`emo zapisati kao
A>a6bφ = A
>a
<bφ ∨ A=aφ ∨ A=bφ.
Iz prethodnog javqa se potreba za dobro odabranim minimalnim i
interesantnim podskupovima O skupa operatora O[M ]. Karakteristi~ni
jezici formirani na osnovu tako odabranih podskupova jesu LF [M ] iLD[M ].
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DEFINICIJA 2.1.5. Fiksirajmo parametarski skup M i neka je:
• F [M ] = {A<a, A>a, A=a, A>a<b | a, b ∈M};
• D[M ] = {A6a, A>a | a ∈M}.
Na ovaj na~in defini{emo jezike LF [M ] i LD[M ], ili jednostavno LF i LD
ukoliko se podrazumeva o kom parametarskom skupu se radi.
Kao i kod logika rastojawa prvog reda, modalne logike rastojawa su
definisane u smislu semantike, tj. kao skupovi formula jezika koje va`e
u odre|enoj klasi prostora rastojawa. Za nas najinteresantnija logika je
modalna logika rastojawa, kod koje je rastojawe metrika, a skup operatora
D. Takvu logiku ozna~avamo sa MSD[M ].
2.2 Okviri
Predstavqawe prostora rastojawa u obliku relacijskih struktura omogu-
}ava da se procesom filtracije doka`e teorema potpunosti za posmatrane
logike.
DEFINICIJA 2.2.1. Za parametarski skup M wegov M -okvir (ili samo
okvir) je struktura
f = ⟨W, (R6a)a∈M , (R>a)a∈M⟩ ,
~iji je domen skup W (skup mogu}ih svetova, ~esto ka`emo i skup ta~aka),
i dve familije binarnih relacija definisanih na skupu W u oznaci
(R6a)a∈M i (R>a)a∈M .
Zna~ewe binarnih relacija iz prethodne definicije je o~ekivano, tako
da uR6av ozna~ava rastojawe od ta~ke u do ta~ke v je najvi{e a, a zna~ewe
za uR>av je rastojawe od ta~ke u do ta~ke v je ve}e od a, a ∈M .
DEFINICIJA 2.2.2. Za parametarski skup M wegov M -model (ili samo
model) baziran na okviru f je struktura oblika
M =
⟨
f, pM0 , p
M
1 , . . .
⟩
,
gde su pMi podskupovi skupa W .
Koriste}i standardnu Kripkeovu semantiku nad mogu}im svetovima
re}i }emo da
32
• ⟨M, w⟩ |= A6aφ akko ⟨M, u⟩ |= φ za sve ta~ke u ∈ W za koje je wR6au,
• ⟨M, w⟩ |= A>aφ akko ⟨M, u⟩ |= φ za sve ta~ke u ∈ W za koje je wR>au,
za a ∈M .
DEFINICIJA 2.2.3. Neka je M podskup skupa M . Redukovani okvir, u
oznaci f(D,M), okvira f je struktura
f(D,M) =
⟨
W, (R6a)a∈M , (R>a)a∈M
⟩
.





i svaki modelM baziran na okviru f va`i ekvivalencija:⟨
f, pM0 , p
M








1 , . . . , w
⟩
|= φ.
Na prvi pogled, okvire nikako ne mo`emo dovesti u kontekst prostora
rastojawa ili metri~kog prostora. Me|utim, pokaza}emo da sve posma-
trane logike rastojawa mogu biti okarakterisane klasama okvira.
DEFINICIJA 2.2.4. Neka je S = ⟨W,d⟩ prostor rastojawa i M parametra-
ski skup. Prijateqski M -okvir prostora S jezika LD je struktura
fD,M(S) = ⟨W, (R6a)a∈M , (R>a)a∈M⟩ ,
takva da za sve u, v ∈ W va`i:
• uR6av akko d(u, v) 6 a,
• uR>av akko d(u, v) > a,
a (R6a)a∈M i (R>a)a∈M su dve familije binarnih relacija definisanih na
skupuW .
Neka su MS iO[M ], i ∈ {m, t, s, d} modalne logike rastojawa, za O ⊆
O[M ]. Sa Fr(MS iO[M ]) ozna~imo klasu okvira tako da za svaki okvir
f ∈ Fr(MS iO[M ]) i M -model baziran na wemu va`i da ⟨M, w⟩ |= φ, za
φ ∈ MS iO[M ]. Za proizvoqnu klasu okvira F ozna~imo sa Th(F) = {φ ∈
L | F |= φ}. Teoremu koja nam daje zna~ajnu ekvivalenciju navodimo bez
dokaza, a dokaz se mo`e prona}i u radu [40].
TEOREMA 2.2.1. Neka suMS iO[M ], i ∈ {m, t, s, d}modalne logike rastojawa,
za O ⊆ O[M ]. Za neki fiksirani parametarski skup M va`i jednakost
MS iO[M ] = Th(Fr(MS iO[M ])).
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Na osnovu prethodne teoreme mo`emo zakqu~iti da za svaki model
M =
⟨
W,d, pM0 , p
M
1 , . . .
⟩
, gde je S = ⟨W,d⟩ prostor rastojawa, i wegov






1 , . . .
⟩
, za proizvoqnu formulu
φ ∈ LD[M ] i svet w ∈ W va`i
⟨M, w⟩ |= φ ⇔ ⟨fD,M(S), w⟩ |= φ.
Kako su nama potrebni okviri sa odre|enim osobinama, radi dovo-
|ewa u kontekst prostora rastojawa, za relacije okvira uvedimo neka
ograni~ewa. Re}i }emo da je M -okvir f oblika
f = ⟨W, (R6a)a∈M , (R>a)a∈M⟩ ,
D-metri~ki ako za sve a, b ∈M i u, v, w ∈ W va`e slede}i uslovi:
(D1) R6a ∪R>a = W ×W ;
(D2) R6a ∩R>a = ∅;
(D3) ako je uR6av i a 6 b, tada uR6bv;
(D4) uR60v akko u = v;
(D5) uR6av akko vR6au;
(D6) ako uR6av i vR6bw, tada uR6a+bw.
Osobine (D4), (D5)i (D6) opisuju osobinematri~kih prostora. Otuda,
zaM -okvir f ka`emo da je
• D-standardan, ako zadovoqava osobine (D1)− (D4);
• D-simetri~an, ako zadovoqava osobine (D1)− (D5);
• D-trougaoni, ako zadovoqava osobine (D1)− (D4) i (D6).
Primetimo da sviD-metri~ki okviri zadovoqavaju i dodatne osobine:
(D7) ako uR6av i uR>a+bw, tada vR>bw;
(D8) ako uR>av i a > b, tada uR>bv;
(D9) uR>av akko vR>au;
(D10) ako uR6av i uR>aw, tada vR>0w.
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Nije te{ko zakqu~iti da je osobina (D7) posledica osobina (D1), (D2)
i (D6); osobina (D8) sledi iz (D1), (D2) i (D3), dok osobina (D9) iz (D1),
(D2) i (D5), a (D10) iz (D1), (D2) i (D4). Dakle, svi D-standarni okviri
zadovoqavaju osobine (D8) i (D10), sviD-trougaoni okviri zadovoqavaju
osobine (D7), (D8) i (D10), a svi D-simetri~ni okviri zadovoqavaju
osobine (D8), (D9) i (D10). Uslov (D10) je specijalan slu~aj uslova (D7)
za b = 0. Ozna~imo sa Fd[M ], F s[M ], F t[M ] i Fm[M ] redom, klase svih
D-standarnih, D-simetri~nih, D-trougaonih i D-metri~kihM -okvira.
Ako je S = ⟨W,d⟩ metri~ki prostor (prostor rastojawa, prostor sime-
tri~nihrastojawa, prostor trougaonihrastojawa) iM parametarski skup,
prijateqski okvir fD,M(S) bi}e D-metri~kiM -okvir (D -standardni, D-
simetri~ni, D-trougaoni).
TEOREMA 2.2.2. Za svaki kona~an parametarski skup M i D-metri~ki M -
okvir f (D-standardni, D-simetri~ni, D-trougaoni) postoji metri~ki
prostor S (prostor rastojawa, prostor simetri~nih rastojawa, prostor
trougaonih rastojawa) tako da je fwegov prijateqski okvir, tj. f = fD,M(S).
Posebno, ako je f kona~an, takav je i S.
DOKAZ. Neka jeM = {0, a1, a2, . . . , an−2, γ} kona~an parametarski skup, gde





f = ⟨W, (R6a)a∈M , (R>a)a∈M⟩ .
Defini{imo skup
D = {ai + aj − γ | ai + aj > γ, ai, aj ∈M} ,
i ozna~imo sa ε = min(D∪{1}) > 0. Definisawem vrednosti ε obezbedili
smo va`nu osobinu: ako a, b ∈M i a+ b < γ + ε, tada je a+ b 6 γ. Zaista,
ako je a, b ∈ M i a + b < γ + ε i ako je a + b > γ, tada a + b− γ ∈ D, pa je
ε 6 a+ b− γ, tj. a+ b > γ+ ε, {to je kontadikcija. Na osnovu prethodnog,
ako a, b ∈ M i a + b < γ + ε, tada a + b ∈ M . Defini{imo funkciju d na
W ×W na slede}i na~in
d(u, v) = min({γ + ε} ∪ {a ∈M | uR6av}).
Kako je M kona~an skup, d je dobro definisano. Pokaza}emo da ako je
fD-standardni okvir, tada je d funkcija rastojawa, ako je fD-simetri~ni
okvir, tada je d simetri~na funkcija rastojawa, i ako je f D-trougaoni
okvir, tada je d trougaona funkcija rastojawa. Otuda, ako je fD-metri~ki
okvir, tada je d metrika. O~igledno da je kodomen preslikavawa d skup
M ∪ {γ + ε}.
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(a) d(u, v) = 0 akko uR60v akko u = v, na osnovu uslova (D4).
(b) Pretpostavimo da uslov (D5) va`i za D-simetri~ni okvir i neka je
d(u, v) = a.
• Ako je a = γ + ε, tada je uR>bv za svako b ∈ M , tj. va`i ¬uR6bv za
svako b ∈ M , odnosno ¬vR6bu za svako b ∈ M , tj. va`i vR>bu za svako
b ∈M . Dakle, d(v, u) = γ + ε = a.
• Sli~no, ako je a = i, gde je i = min{b ∈ M | uR6bv}, tada je uR6iv
i ¬uR6cv za svako c < i, odnosno vR6iu i ¬vR6cu za svako c < i, tj.
i = min{b ∈M | vR6bu} = d(v, u). Dakle, d(u, v) = d(v, u).
(v) Pretpostavimo da uslov (D6) va`i za D-trougaoni okvir i neka je
d(u, v) = a i d(v, w) = b. Poka`imo da va`i nejednakost d(u,w) 6 a+ b.
• Ako je a+ b > γ + ε, tada d(u,w) 6 a+ b, jer je d(u,w) ∈M ∪ {γ + ε}.
• Sada, mo`emo pretpostaviti da je d(u, v) = a 6 γ i d(v, w) = b 6 γ
i a + b < γ + ε. Na osnovu uvodnog razmatrawa imamo da a + b ∈ M , a na
osnovu uslova (D6) imamo i da je uR6a+bw. Otuda, na osnovu definicije
preslikavawa d zakqu~ujemo da d(u,w) 6 a+ b.
Dakle, mo`emo definisati prostor rastojawa S = ⟨W,d⟩. Ostaje da
doka`emo da je fD,M(S) = f. Potrebno je pokazati da:
(a) d(u, v) 6 a akko uR6av, za svako a ∈M ;
(b) d(u, v) > a akko uR>av, za svako a ∈M .
(a) Prvo pretpostavimo da je d(u, v) 6 a. Tada, na osnovu definicije
preslikavawa d postoji b ∈M , takvo da je b 6 a za koje je uR6bv. Na osnovu
uslova (D3) zakqu~ujemo i da je uR6av. Suprotno, neka je uR6av za svaki
a ∈M , tada je d(u, v) 6 a na osnovu definicije preslikavawa d.
(b) Prvo pretpostavimo da je d(u, v) > a. Tada je ¬uR6av, na osnovu
definicije preslikavawa d, a iz uslova (D1) zakqu~ujemo da je uR>av.
Suprotno, ako je uR>av, za svako a ∈ M , tada ¬uR6av na osnovu uslova
(D2). Iz uslova (D3) imamo da ¬uR6bv, za sve b 6 a. Dakle, d(u, v) > a.
Kao {to prime}ujemo dokaz teoreme ne zavisi od toga da li je skup W
kona~an, ve} samo od toga da li je parametarski skup M kona~an.
TEOREMA 2.2.3. Neka je M proizvoqan parametarski skup. Formula φ
jezika LD[M ] va`i u metri~kom prostoru (prostoru rastojawa, prostoru
simetri~nih rastojawa, prostoru trougaonih rastojawa) definisanom na
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skupu W ako i samo ako va`i u modelu baziranom na D-metri~kom M -
okviru (D-standardnom, D-simetri~nom, D-trougaonom) definisanom na
skupuW .
DOKAZ. Pretpostavimo da formula φ va`i u modeluA = ⟨W,d, pA0 , pA1 , . . .⟩
koji je baziran na prostoru rastojawa S = (W,d), tj. A, w |= φ za neko w ∈
W . Na osnovu teoreme 2.2.1, imamo da φ va`i umodelu prijateqskog okvira
MD(A). Lako se proverava da okvir fD(S), koji je osnova modela MD(A)
je D-metri~ki, tj. zadovoqava osobine (D1) − (D6) ako je S metri~ki
prostor. Analogno za ostale prostore rastojawa.
Sa druge strane, pretpostavimo da formula φ va`i u D-strandardnom
M -okviru f. Defini{imo kona~an parametarski skup M(φ) i D-standar-
dniM(φ)-okvir f†, tako da φ va`i u f ako i samo ako φ va`i u f†.
Neka jePar(φ) = {a ∈M | a se javqa u formuli φ}, γ = max(Par(φ))+1
i neka je
M(φ) = {a ∈M | a = a1+a2+ · · ·+an < γ, a1, a2, . . . , an ∈ Par(φ), n < ω}.
O~igledno da je M(φ) parametarski skup i da je kona~an. Sada, de-
fini{imo okvir f† kao redukovani okvir okvira f u odnosu na M(φ),
tj.
f† = f(D,M(φ)).
Kao {to smo u uvodnom delu naglasili, kako φ ∈ LD[M(φ)], φ va`i u f
akko va`i u f(D,M(φ)). Na osnovu teoreme 2.2.2 postoji prostor rastojawa
S tako da f† je wegov prijateqski okvir, tj.
fD,M(φ)(S) = f(D,M(φ)).
Na osnovu teoreme 2.2.1, formula φ va`i u prostoru rastojawa S, {to je i
trebalo pokazati.
2.3 Logike rastojawaMS iD[M ], i ∈ {d, s, t,m}
U ovom odeqku navodimo aksiomatizacije logika MS iD[M ], i ∈ {d, s, t,m},
~iji jezik LD[M ] ne sadr`i nominale, a D je skup modalnih operatora
rastojawa. Za dokazivawe potpunosti koristi}emo tehniku filtracije o
kojoj }e biti re~i u narednim odeqcima.
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2.3.1 Aksiomatski sistemiMSiD[M ], i ∈ {d, s, t,m}
Na po~etku, navodimo aksiomatske sisteme za logike MSdD[M ],MSsD[M ],
MStD[M ] i MSmD [M ], gde je M ⊆ R+ proizvoqno izabrani parametar-
ski skup. Aksiomatske sisteme ozna~ava}emo redom sa MSdD[M ],MS
s
D[M ],
MStD[M ] i MS
m
D [M ]. Pored operatora skupa D jezik LD sadr`i stan-
dardne modalne operatore poput
• univerzalnog modaliteta - aφ = A6aφ ∧ A>aφ (φ va`i svuda),
• wegovog dualnog operatora - ♢aφ = E6aφ ∨ E>aφ (φ va`i negde).
Aksiomatski sistemMSdD[M ] za logikuMSdD[M ] sadr`i slede}e sheme
aksioma:
(1) aksiome iskaznog ra~una,
(2) A6a(φ→ ψ) → (A6aφ→ A6bψ), a, b ∈M i a > b,
(3) A>a(φ→ ψ) → (A>aφ→ A>bψ), a, b ∈M i a 6 b,
(4) A6aφ→ A6bφ, a, b ∈M i a > b,
(5) A>aφ→ A>bφ, a, b ∈M i a 6 b,
(6) A60φ→ φ,
(7) φ→ A60φ,
(8) E6aA>0φ→ A>aφ, a ∈M ,
(9) 0φ→ aφ, a ∈M ,
(10) aφ→ 0φ, a ∈M ,
(11) aφ→ aaφ, a ∈M ,
(12) φ→ a♢aφ, a ∈M ;
i slede}a pravila izvo|ewa:
(R1) iz φ→ ψ i φ zakqu~ujemo ψ,
(R2) iz φ zakqu~ujemo A6aφ, a ∈M ,
(R3) iz φ zakqu~ujemo A>aφ, a ∈M .
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Prethodno navedene aksiome i pravila izvo|ewa ~ine aksiomatski si-
stem logike MSdD[M ], a aksiomatski sistemi ostale tri logike, pored
prethodno navedenih aksioma ukqu~uju i jo{ neke dodatne aksiome, koje





D [M ] su:
(13) φ→ A6aE6aφ, a ∈M ,
(14) φ→ A>aE>aφ, a ∈M ,
(15) A6a+bφ→ A6aA6bφ, a, b ∈M ,
(16) E6aA>bφ→ A>a+bφ, a, b ∈M .
Aksiomatske sisteme logika MSsD[M ], MStD[M ], MSmD [M ] mo`emo pred-
staviti na osnovu aksiomatskog sistema logikeMSdD[M ] na slede}i na~in:
• MSsD[M ] =MSdD[M ]⊕ (13)⊕ (14);
• MStD[M ] =MSdD[M ]⊕ (15)⊕ (16);
• MSmD [M ] =MSdD[M ]⊕ (13)⊕ (14)⊕ (15)⊕ (16).
Za LD[M ]-formulu φ pi{emo ⊢MSdD[M ] φ, ⊢MSsD[M ] φ, ⊢MStD[M ] φ i







D [M ], a radi jednostavnijeg zapisivawa ~esto }emo izostav-
qati [M ] i pisati samo ⊢MSdD φ,MS
d
D, itd.
Slede}a lema nam daje dve korisne teoreme sistemaMSmD [M ] koje su nam
potrebne u dokazu teoreme potpunosti, a dokaz se mo`e videti u [40].
LEMA 2.3.1. Za svako φ ∈ LD[M ] va`i:
(1) ⊢MSmD aφ↔ bφ, a, b ∈M ;
(2) ⊢MSmD aφ→ φ, a ∈M .
2.3.2 Saglasnosti sistemaMSiD[M ], i ∈ {d, s, t,m}
Jedan od bitnijih rezultata ove glave jeste potpunost aksiomatskih si-
stema, tj. teorema potpunosti. Da bismo dokazali teoremu potpunosti
neophodan uslov je saglasnost aksiomatskih sistema.
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TEOREMA 2.3.1. (Teorema saglasnosti) Neka je MSiD[M ], i ∈ {d, s, t,m}
aksiomatski sistem i MS iD[M ] odgovaraju}a logika. Za svaku LD[M ]-
formulu φ va`i
iz ⊢MSiD φ sledi φ ∈ MS
i
D[M ].
DOKAZ. Potrebno je dokazati da je svaka aksioma odgovaraju}eg aksiomat-
skog sistema vaqana formula, a jasno je da pravila izvo|ewa ~uvaju vaqa-
nost. Kako je postupak dokazivawa pojedinih aksioma sli~an, navodimo
dokaze za odre|ene aksiome.
• Aksioma 2: Pretpostavimo da formula A6a(φ → ψ) → (A6aφ →
A6bψ), a > b, a, b ∈ M , nije vaqana. Tada postoji model M i svet (ta~ka)
w ∈ W tako da M, w ̸|= A6a(φ → ψ) → (A6aφ → A6bψ). Dakle, imamo
da M, w |= A6a(φ → ψ), M, w |= A6aφ i M, w |= ¬A6bψ. Na osnovu
definisanog zna~ewa operatora E6b imamo da M, w |= E6b¬ψ, pa za neki
svet u ∈ W za koji je d(w, u) 6 b 6 a va`i M, u |= ¬ψ. Sa druge strane,
iz toga da M, w |= A6a(φ → ψ) i M, w |= A6aφ i kako je d(w, u) 6 a,
zakqu~ujemo da za svet u ∈ W va`i M, u |= φ → ψ i M, u |= φ, odnosno
M, u |= ψ, {to je kontradikcija sa M, u |= ¬ψ. Dakle, formula A6a(φ →
ψ) → (A6aφ→ A6bψ), a > b, a, b ∈M , jeste vaqana.
• Aksioma 5: Pretpostavimo da formula A>aφ → A>bφ, a 6 b, a, b ∈
M , nije vaqana. Tada postoji model M i svet w ∈ W tako da M, w ̸|=
A>aφ → A>bφ. Dakle, imamo da M, w |= A>aφ i M, w |= ¬A>bφ, odnosno
M, w |= E>b¬φ, pa za neki svet u ∈ W za koji je d(w, u) > b > a va`i
M, u |= ¬φ. Sa druge strane, iz toga da M, w |= A>aφ i kako je d(w, u) > a,
zakqu~ujemo da za svet u ∈ W va`i M, u |= φ, {to je kontradikcija sa
M, u |= ¬φ. Dakle, formula A>aφ→ A>bφ, a 6 b, a, b ∈M , jeste vaqana.
Vaqanost aksioma 6 i 7 trivijalno va`i.
• Aksioma 8: Neka je M proizvoqan model i w ∈ W proizvoqan svet
i pretpostavimo da M, w |= E6aA>0φ. Tada postoji svet u ∈ W takav da
je d(w, u) 6 a i za svaki svet v ∈ W za koji je d(u, v) > 0 (tj. u ̸= v) va`i
M, v |= φ. Ako odaberemo proizvoqni svet v′ takav da je d(w, v′) > a, tada
je o~igledno da je u ̸= v′, pa na osnovu prethodnog imamo da M, v′ |= φ,
odnosno M, w |= A>aφ, {to je i trebalo pokazati.
Vaqanost aksioma 9, 10, 11 i 12 je o~igledna, a za ispitivawe vaqanosti
aksioma 13, 14, 15 i 16 pretpostavqa}emo da preslikavawe d zadovoqava
uslov simetri~nosti, odnosno nejednakost trougla.
•Aksioma 13: Pretpostavimo da za preslikavawe d va`i osobina sime-
tri~nosti, tj. d(u, v) = d(v, u) za sve u, v ∈ W i pretpostavimo da formula
φ → A6aE6aφ nije vaqana. Tada postoji model M i svet w ∈ W tako da
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M, w ̸|= φ→ A6aE6aφ. Dakle, imamo daM, w |= φ iM, w ̸|= A6aE6aφ, od-
nosno M, w |= E6aA6a¬φ. Tada postoji svet u ∈ W za koji je d(w, u) 6 a,
tako da M, u |= A6a¬φ. Kako za preslikavawe d va`i osobina sime-
tri~nosti imamo da je d(u,w) 6 a i M, u |= A6a¬φ, tj. za svaki svet iz
W , pa i za w va`i d(u,w) 6 a iM, w |= ¬φ, {to je kontradikcija. Dakle,
formula φ→ A6aE6aφ jeste vaqana.
• Aksioma 15: Neka preslikavawe d zadovoqava nejednakost trougla
i pretpostavimo da formula A6a+bφ → A6aA6bφ, a, b ∈ M nije vaqana.
Tada postoji model M i svet w ∈ W tako da M, w ̸|= A6a+bφ → A6aA6bφ,
odnosno M, w |= A6a+bφ i M, w ̸|= A6aA6bφ, tj. M, w |= E6aE6b¬φ. Tada
postoji svet u ∈ W za koji je d(w, u) 6 a, tako daM, u |= E6b¬φ, tj. postoji
svet v ∈ W za koji je d(u, v) 6 b, tako daM, v |= ¬φ. Kako za preslikavawe
d va`i nejednakost trougla imamo da je d(w, v) 6 d(w, u) + d(u, v) 6 a+ b.
Sa druge strane, kako je M, w |= A6a+bφ, tada za svaki svet x ∈ W za koji
je d(w, x) 6 a + b va`i M, x |= φ, pa i za v (jer je d(w, v) 6 a + b) va`i
M, v |= φ, {to je kontradikcija. Dakle, formula A6a+bφ → A6aA6bφ,
a, b ∈M jeste vaqana.
2.3.3 Potpunosti sistemaMSiD[M ], i ∈ {d, s, t,m}
Za dokaz teoreme potpunosti koristi}emo reprezentaciju prostora rasto-
jawa u obliku relacijskih struktura. Glavni rezultat potreban u dokazu
teoreme potpunosti naveden je u obliku slede}e teoreme.
TEOREMA 2.3.2. Neka je MSiD[M ], i ∈ {d, s, t,m} aksiomatski sistem i F i
odgovaraju}a klasa standardnih okvira. Za svaku LD[M ]-formulu φ va`i
⊢MSiD φ akko f |= φ za sve kona~ne f ∈ F
i.
DOKAZ. Prvo, pretpostavimo da ⊢MSiD[M ] φ
i, i ∈ {d, s, t,m}. Neka je
M ′ ⊃ Par(φi) kona~an parametarski skup koji sadr`i parametre koji se
pojavquju u formuli φi. Tada, za proizvoqni (kona~an) D-standardni
M -okvir fi ∈ F i imamo da φi va`i u fi ako i samo ako φi va`i u redukova-
nom okviru fi(D,M ′) = ⟨W, (R6a)a∈M ′ , (R>a)a∈M ′⟩. Na osnovu teoreme 2.2.2,
fi(D,M ′) je prijateqski okvir za neki prostor rastojawa S, gde je S metri~ki
prostor ako je fi(D,M ′) jedan D-metri~kiM
′-okvir, a sli~no razmatramo i
za ostale prostore. Na osnovu saglasnosti aksiomatskih sistema u odnosu
na odgovaraju}e klase prostora rastojawa, φi va`i u klasi Di, otuda φi
va`i u odgovaraju}oj klasi F i (kona~nih)M -okvira.
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Sa druge strane, neka je MSiD[M ], i ∈ {d, s, t,m} aksiomatski sistem
i Mi wegov kanonski model baziran na kanonskom okviru fi. Kako su
sve aksiome sistema MSiD[M ] Salkvist formule, za i ∈ {d, s, t,m}, na
osnovu Salkvistove teoreme imamo da fi |= MSiD[M ] (videti [70]). Na
osnovu strukture okvira fi nije te{ko zakqu~iti da okvir fi zadovoqava
sve osobine odgovaraju}e klase okvira F i, izuzev mo`da osobina (D1) i
(D2).
Pretpostavimo da 0MSiD φ
i. Tada postoji svet wi takov da M
i, wi ̸|= φi.
Neka jeMiwi podmodel modelaM
i generisan sa wi, paM
i
wi
, wi ̸|= φi, a okvir
fiwi koji je u osnovi ovog podmodela zadovoqava pomenute osobine, izuzev
mo`da osobina (D1) i (D2). Tvrdimo da za i ∈ {d, s, t,m}, fiwi zadovoqava
i osobinu (D1). Zaista, na osnovu aksioma (11), (12) i osobine (2) leme
2.3.1, za svako a ∈ M , operator a je interpretiran relacijom Ri6a ∪ Ri>a,
pa su Ri6a ∪ Ri>a relacije ekvivalencije na skupu W i. Na osnovu osobine
(1) iz leme 2.3.1, imamo da je Ri6a ∪ Ri>a = Ri6b ∪ Ri>b za sve a, b ∈ M . Kako
je okvir fiwi osnova posmatranog podmodela, zakqu~ujemo da je R
i
6a ∪ Ri>a
univerzalna relacija na W i, tj. Ri6a ∪ Ri>a = W i ×W i, {to je i trebalo
pokazati.
Ostaje da se transformi{e model Miwi u kona~ni modelM
‡
i u kome ne}e
va`iti formula φi, a koji }e imati sve osobine odgovaraju}e klase F i,
ukqu~uju}i i (D2).
U daqem dokazu teoreme, kao i u navedenim lemama posmatra}emo sva
~etiri slu~aja. Osnovna pretpostavka je da MSdD[M ] 0 φd,MSsD[M ] 0 φs,
MStD[M ] 0 φt iMSmD [M ] 0 φm, a pretpostavimo daMd, wd ̸|= φd,Ms, ws ̸|=
φs,Mt, wt ̸|= φt iMm, wm ̸|= φm.
Bez gubqewa op{tosti mo`emo pretpostaviti da su modeli Md, Ms,
Mt iMm bazirani naM(φ
d),M(φs),M(φt),M(φm)-okvirima fd, fs, ft i fm,
redom definisani kao u dokazu teoreme 2.2.3, gde su M(φd),M(φs),M(φt) i






Tada su okviri fd, fs, ft i fm koji su u osnovi modela Md,Ms,Mt iMm
oblika
fd = ⟨Wd, (D6a)a∈Md , (D>a)a∈Md⟩ ,
za kog va`e osobine (D1), (D3)− (D4), (D8) i (D10);
fs = ⟨Ws, (S6a)a∈Ms , (S>a)a∈Ms⟩ ,
za kog va`e osobine (D1), (D3)− (D5) i (D8)− (D10);
ft = ⟨Wt, (T6a)a∈Mt , (T>a)a∈Mt⟩ ,
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za kog va`e osobine (D1), (D3)− (D4), (D6)− (D8) i (D10);
fm = ⟨Wm, (M6a)a∈Mm , (M>a)a∈Mm⟩ ,
za kog va`e osobine (D1) i (D3)− (D10).







m koji }e zadovoqavati osobinu (D2), a u kojima
ne va`e formule φd, φs, φt i φm. Defini{imo zatvorewa cl(φd), cl(φs),
cl(φt) i cl(φm) za formule φd, φs, φt i φm kao najmawe skupove T d, T s, T t i
Tm, LD[M ]-formula tako da φd ∈ T d, φs ∈ T s, φt ∈ T t i φm ∈ Tm, i
(C1) T i je zatvoren za podformule;
(C2) ako ψ ∈ Tm, tada A60ψ ∈ Tm, kad god ψ nije oblika A60χ;
(C3) akoA6aψ ∈ T t,m ia > a1+· · ·+an, ai ∈Mt,m\{0}, tadaA6a1 . . . A6anψ ∈
T t,m;
(C4) ako A>aψ ∈ T t,m i b ∈Mt,m, tada ¬A6b¬A>aψ ∈ T t,m;
(C5) ako A>aψ ∈ Tm i b > a (b ∈ Mm), tada A>bψ ∈ Tm i ako a + b ∈ Mm
(b ∈Mm \ {0}), tada ¬A>a+b¬A>aψ ∈ Tm;
(C6) ako A>aψ ∈ T d,s,t i b > a, tada A>bψ ∈ T d,s,t;
(C7) ako A6aψ ∈ T d,s i a > b, tada A6bψ ∈ T d,s;
(C8) ako A>0ψ ∈ T d,s, tada ¬A6b¬A>0ψ ∈ T d,s;
(C9) ako A>0ψ ∈ T s, tada ¬A>b¬A>0ψ ∈ T s.
Mo`e se pokazati da su zatvorewa za φd, φs, φt i φm kona~ni skupovi.
Modele Md, Ms, Mt i Mm je potrebno filtrirati kroz skupove Θ
d =
cl(φd), Θs = cl(φs), Θt = cl(φt) i Θm = cl(φm). Defini{imo relacije
ekvivalencije ≡d, ≡s, ≡t i ≡m naWd,Ws,Wt iWm uzimaju}i, za u, v ∈ Wi:
u ≡i v ⇔ (Mi, u |= ψ akko Mi, v |= ψ) , za sve ψ ∈ Θi.













































































1 , . . .
⟩
,
dobijeni filtracijom modela Md,Ms,Mt iMm kroz skupove Θ
d, Θs, Θt i
Θm, gde je






[u]i | u ∈ pMik
}
za k < ω,
a relacije definisane na slede}i na~in
• a > 0: [u]dDf6a[v]d akko za sve A6aψ ∈ Θd
 izMd, u |= A6aψ slediMd, v |= ψ;
• a > 0: [u]dDf>a[v]d akko za sve A>aψ ∈ Θd
 izMd, u |= A>aψ slediMd, v |= ψ;
• a = 0: [u]dDf60[v]d akko [u]d = [v]d,
za okvir ffd;
• a > 0: [u]sSf6a[v]s akko za sve A6aψ ∈ Θs
 izMs, u |= A6aψ slediMs, v |= ψ;
 izMs, v |= A6aψ slediMs, u |= ψ,
• a > 0: [u]sSf>a[v]s akko za sve A>aψ ∈ Θs
 izMs, u |= A>aψ slediMs, v |= ψ;
 izMs, v |= A>aψ slediMs, u |= ψ,
• a = 0: [u]sSf60[v]s akko [u]s = [v]s,
za okvir ffs;
• a > 0: [u]tT f6a[v]t akko za sve A6aψ ∈ Θt
 izMt, u |= A6aψ slediMt, v |= ψ;
• a > 0: [u]tT f>a[v]t akko za sve A>aψ ∈ Θt
44
 izMt, u |= A>aψ slediMt, v |= ψ;
• a = 0: [u]tT f60[v]t akko [u]t = [v]t,
za okvir fft;
• a > 0: [u]mM f6a[v]m akko za sve A6aψ ∈ Θm
 izMm, u |= A6aψ slediMm, v |= ψ;
 izMm, v |= A6aψ slediMm, u |= ψ,
• a > 0: [u]mM f>a[v]m akko za sve A>aψ ∈ Θm
 izMm, u |= A>aψ slediMm, v |= ψ;
 izMm, v |= A>aψ slediMm, u |= ψ,
• a = 0: [u]mM f60[v]m akko [u]m = [v]m,
za okvir ffm. Kako su Θ







Ovako dobijenom filtracijom obezbedili smo da va`i slede}a lema koju
navodimo na nivou iskaza, a detaqan dokaz se mo`e videti u [40].
LEMA 2.3.2. 1. Za svako ψi ∈ Θi i svako ui ∈ Wi:
Mi, ui |= ψi akkoMfi, [u]i |= ψi.
Posebno, Mfi, [wi]i ̸|= φi.
2. Okvir ffd koji je osnova modela M
f
d zadovoqava osobine (D1), (D3)−
(D4), (D8) i (D10).
3. Okvir ffs koji je osnova modela M
f
s zadovoqava osobine (D1), (D3)−
(D5) i (D8)− (D10).
4. Okvir fft koji je osnova modela M
f
t zadovoqava osobine (D1), (D3)−
(D4), (D6)− (D8) i (D10).
5. Okvir ffm koji je osnovamodelaM
f
m zadovoqava osobine (D1) i (D3)−
(D10).
Sa tehnikomfiltracije zavr{avamo kada budemo obezbedili da okviri
ffi zadovoqavaju i uslov (D2). Defini{imo skupove
D(W fd) =
{
v ∈ W fd




v ∈ W fs
∣∣∣ ∃a ∈Ms∃u ∈ W fs (uSf6av ∧ uSf>av)} ,
D(W ft ) =
{
v ∈ W ft
∣∣∣ ∃a ∈Mt∃u ∈ W ft (uT f6av ∧ uT f>av)} ,
D(W fm) =
{
v ∈ W fm



















m bazirane na okvirima
f∗d =
⟨




























































• a > 0: ⟨u, i⟩D∗6a⟨v, j⟩ akko
 i ̸= j i uDf6av i ¬uD
f
>av, ili
 i = j i uDf6av;
• a = 0: ⟨u, i⟩D∗60⟨v, j⟩ akko ⟨u, i⟩ = ⟨v, j⟩;
• D∗>a je definisano kao komplement od D∗6a, tj.
⟨u, i⟩D∗>a⟨v, j⟩ akko ¬⟨u, i⟩D∗6a⟨v, j⟩.
• a > 0: ⟨u, i⟩S∗6a⟨v, j⟩ akko




 i = j i uSf6av;
• a = 0: ⟨u, i⟩S∗60⟨v, j⟩ akko ⟨u, i⟩ = ⟨v, j⟩;
• S∗>a je definisano kao komplement od S∗6a, tj.
⟨u, i⟩S∗>a⟨v, j⟩ akko ¬⟨u, i⟩S∗6a⟨v, j⟩.
• a > 0: ⟨u, i⟩T ∗6a⟨v, j⟩ akko
 i ̸= j i uT f6av i ¬uT
f
>av, ili
 i = j i uT f6av;
• a = 0: ⟨u, i⟩T ∗60⟨v, j⟩ akko ⟨u, i⟩ = ⟨v, j⟩;
• T ∗>a je definisano kao komplement od T ∗6a, tj.
⟨u, i⟩T ∗>a⟨v, j⟩ akko ¬⟨u, i⟩T ∗6a⟨v, j⟩.
• a > 0: ⟨u, i⟩M∗6a⟨v, j⟩ akko
 i ̸= j i uM f6av i ¬uM
f
>av, ili
 i = j i uM f6av;
• a = 0: ⟨u, i⟩M∗60⟨v, j⟩ akko ⟨u, i⟩ = ⟨v, j⟩;
• M∗>a je definisano kao komplement od M∗6a, tj.
⟨u, i⟩M∗>a⟨v, j⟩ akko ¬⟨u, i⟩M∗6a⟨v, j⟩.
Va`na posledica prethodno definisanih modela je slede}a lema, a do-
kaz se mo`e videti u [40].
LEMA 2.3.3. 1. ModelM∗d je D-standardni.
2. ModelM∗s je D-simetri~ni.
3. ModelM∗t je D-trougaoni.
4. ModelM∗m je D-metri~ki.
Na osnovu prethodne leme zakqu~ujemo da pored uslova karakteristi-
~nih za odre|ene modele, svi modeli zadovoqavaju i uslov (D2), a slede}a
lema nam obezbe|uje da se filtracijom o~uvalo va`ewe formule.
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LEMA 2.3.4. Za sve ⟨v, j⟩ ∈ W ∗i i sve ψi ∈ Θi va`i
M∗i , ⟨v, j⟩ |= ψi akkoM
f
i, v |= ψi.
Za kompletirawe dokaza teoreme 2.3.2, potrebno je da okvir f∗m koji
je u osnovi modela M∗m transformi{emo u D-metri~ki M -okvir koji ne
zadovoqava formulu φm. Ovo mo`e biti ura|eno tehnikom kao u prethod-
nom razmatrawu, jer kako je parametarski skup Mm kona~an, odredi}emo
metri~ki prostor Sm ~iji je prijateqski okvir f
∗
m. Zatim, posmatrajmo
prijateqski M -okvir f‡m. On je kona~an D-metri~ki M -okvir koji ne za-
dovoqava formulu φm. Sve navedene prethodne ~iwenice slede na osnovu
teorema 2.2.2 i 2.2.3. Ovim je dokaz teoreme 2.3.2 kompletan.
Sada, na osnovu saglasnosti i teoreme 2.3.2 u poziciji smo da doka`emo
teoremu potpunosti.
TEOREMA 2.3.3. (Teorema potpunosti) Za svaku LD[M ]-formulu φ va`i
1. ⊢MSdD φ akko φ ∈ MS
d
D[M ];
2. ⊢MSsD φ akko φ ∈ MS
s
D[M ];
3. ⊢MStD φ akko φ ∈ MS
t
D[M ];
4. ⊢MSmD φ akko φ ∈ MS
m
D [M ].
DOKAZ. Prvo, pretpostavimo da ⊢MSmD φ. Na osnovu teoreme 2.3.2 imamo
da postoji model u kome ne va`i formula φ, a koji je baziran na kona~nom
M -okviru f ∈ Fm. Ostaje da se okvir f transformi{e u metri~ki prostor
logike MSmD [M ] koji tako|e ne zadovoqava φ. To se uvek mo`e uraditi
na na~in kao {to je prikazano u teoremi 2.2.3. Na osnovu saglasnosti




Logike sa binarnim metri~kim
operatorima
U ovoj glavi bi}e razmatrane iskazne logike sa binarnim metri~kim ope-
ratorima. Odgovaraju}i jezici pomenutih logika dobijeni su ekstenzijom
jezika klasi~ne iskazne logike metri~kim operatorima. Slede}i ideje
iz [27], [28], [35], [59], [60], [63] i [65], za svaku od logika bi}e navedene bes-





), a za sve posma-
trane logike dokazane teoreme potpunosti i kompaktnosti (ili navedeni
kontraprimeri kojima se pokazuje da kompaktnost ne va`i). Usvajaju}i
terminologiju iz [14] i [73], logike koje se razmatraju u ovoj glavi ozna~ene
su sa:
• LPM , logika ~iji su modeli pseudometri~ki prostori, a u kojoj nisu
dozvoqene iteracije metri~kih operatora i me{awe iskaznih i me-
tri~kih formula;
• LM , logika koja predstavqa ekstenziju logike LPM u kojoj nisu dozvo-
qene iteracije metri~kih operatora i me{awe iskaznih i metri~kih
formula, a modeli su metri~ki prostori;
• LFAM , logika koja predstavqa restrikciju logike LM u kojoj nisu
dozvoqene iteracije metri~kih operatora i me{awe iskaznih i me-
tri~kih formula, a metri~ki operatori imaju sli~ne osobine kao
uslovno-verovatnosni operatori; modeli su normirani metri~ki
prostori;
• LP̃M , logika u kojoj su dozvoqene iteracije metri~kih operatora i
me{awe iskaznih i metri~kih formula, a modeli su pseudometri~ki
prostori;
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• LM̃ , logika u kojoj su dozvoqene iteracije metri~kih operatora i
me{awe iskaznih i metri~kih formula, a modeli su metri~ki pro-
stori;
• LFR(n)M , logika koja predstavqa restrikciju logike LM u kojoj su do-
zvoqena samo rastojawa sa kona~nim unapred fiksiranim rangom;
• LFR(n)
M̃
, logika koja predstavqa restrikciju logike LM̃ u kojoj su do-
zvoqena samo rastojawa sa kona~nim unapred fiksiranim rangom.
Zbog nekompaktnosti, da bi se dokazala jaka potpunost neophodno je
uvesti beskona~nu aksiomatizaciju. Za logike LPM , LM , LFAM , LP̃M i LM̃
navedene beskona~ne aksiomatizacije su u smislu da se beskona~nost odnosi





bi}e navedene kona~ne aksiomatizacije kod kojih teorema kompaktnosti
va`i.
3.1 Iskazna logika LPM
Uovompoglavqu razmatramo logiku sa binarnimmetri~kim operatorima,
u oznaci LPM , a kao glavni rezultat je potpunost aksiomatskog sistema
Ax(LPM).
3.1.1 Sintaksa i semantika
Neka jeQ+0 skup svih nenegativnih racionalnih brojeva. Jezik LPM logike
LPM je prebrojivo pro{irewe klasi~nog iskaznog jezika koje se sastoji od
prebrojivog skupa iskaznih slova P = {p1, p2, . . .}, klasi~nih veznika ¬ i
∧ i dve liste binarnih metri~kih operatora D6s i D>s za svaki s ∈ Q+0 .
Skup ForC svih klasi~nih iskaznih formula nad skupom P defini{emo
uobi~ajeno. Elemente skupa ForC ozna~ava}emo malim slovima gr~kog al-
fabeta: α, β, γ, . . . Ako su α i β klasi~ne iskazne formule i s ∈ Q+0 , tada
su formuleD6s(α, β) iD>s(α, β) elementarne metri~ke formule. Skup me-
tri~kih formula, u oznaci ForM , je najmawi skup koji zadovoqava slede}e
osobine:
• Skup ForM sadr`i sve osnovne metri~ke formule.
• Ako su A i B metri~ke formule, onda su i ¬A i A ∧ B metri~ke
formule.
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Formule skupa ForM ozna~ava}emo velikim slovima latinice: A,B,C, . . .
Neka je For = ForC ∪ ForM . Formule skupa For ozna~ava}emo sa Φ,Ψ, . . .
Primetimo da nije dozvoqeno me{awe klasi~nih iskaznih i metri~kih
formula, niti je dozvoqena iteracija metri~kih operatora. Na primer,
D60.4(α, β)∧¬D>0.1(α∧γ,¬β) je formula logike LPM , dokD60.4(α, β)∧¬α
i D>0.7(α,D60.1(γ, β)) to nisu.
Ostale iskazne veznike ∨,→ i↔ uvodimo na uobi~ajen na~in, α∨β =def
¬(¬α ∧¬β), α→ β =def ¬α ∨ β i α ↔ β =def (α → β)∧ (β → α). Za svaki
nenegativan racionalan broj s uvodimo nove metri~ke operatore:
• D>s(α, β) =def ¬D6s(α, β),
• D<s(α, β) =def ¬D>s(α, β),
• D=s(α, β) =def D6s(α, β) ∧D>s(α, β) i
• D ̸=s(α, β) =def ¬D=s(α, β).
Sa ⊥ }emo ozna~avati formule α ∧ ¬α i A ∧ ¬A, smatraju}i da je zna~ewe
jasno iz konteksta, dok }emo sa ⊤ ozna~avati ¬⊥.
Semantika logike LPM se u osnovi zasniva na funkciji rastojawa D :
ForC × ForC → [0,+∞) koja za sve α, β, γ ∈ ForC zadovoqava uslove:
(D1) Ako je α ↔ β tautologija, tada je D(α, β) = 0;
(D2) D(α, β) 6 D(α, γ) +D(γ, β);
(D3) D(α, β) = D(β, α).
Drugim re~ima, semantika se zasniva na pseudometrici definisanoj na
Lindenbaumovoj (LindenbaumTarski) algebri klasi~ne iskazne teorije,
odnosno na koli~ni~koj algebri dobijenoj razbijawem skupa ForC relaci-
jom ekvivalencije∼ koja je definisana sa: α ∼ β ako i samo ako T ⊢ α↔ β.
Me|utim, za davawe zna~ewa formulama uvodimo modele u kojima je rasto-
jawe definisano nad mogu}im svetovima nalik modelima za verovatnosne
logike [60]. Navedeni pristup je posebno pogodan za razna uop{tewa i
modifikacije logike LPM . Ovakva interpretacija iskaznog jezika podra-
zumeva par (W, v) gde je za svaku formulu α ∈ ForC odre|en skup svetova kog
}emo ozna~avati sa [α] = {w | v(w,α) = 1}. Neka je F = {[α] | α ∈ ForC}.
DEFINICIJA 3.1.1. LPM -model je struktura M = ⟨W, v, d⟩, gde je:
• W neprazan skup objekata koje nazivamo svetovima i v : W × P →
{0, 1} preslikavawe koje svakom svetu w ∈ W dodequje jednu dvo-
vrednosnu valuaciju iskaznih slova; svaka valuacija v(w, ·) se na
uobi~ajeni na~in pro{iruje na sve klasi~ne formule;
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• d : F × F → [0,+∞) pseudometrika.
DEFINICIJA 3.1.2. Relacija zadovoqewa ispuwava slede}e uslove za svaki
LPM -model M = ⟨W, v, d⟩:
• ako α ∈ ForC ,M |= α akko za svaki svet w ∈ W , v(w,α) = 1,
• ako α, β ∈ ForC ,M |= D6s(α, β) akko d([α], [β]) 6 s,
• ako α, β ∈ ForC ,M |= D>s(α, β) akko d([α], [β]) > s,
• ako A ∈ ForM ,M |= ¬A akkoM ̸|= A,
• ako A,B ∈ ForM ,M |= A ∧B akkoM |= A iM |= B.
Formula Φ ∈ For je LPM -zadovoqiva ako postoji LPM -model M takav
da M |= Φ. Skup formula T je LPM -zadovoqiv ako postoji LPM -model
takav da M |= Φ za svako Φ ∈ T . Formula Φ je LPM -vaqana ako za svaki
LPM -model M,M |= Φ.
3.1.2 Aksiomatizacija
Aksiomatski sistem Ax(LPM) za logiku LPM sadr`i slede}e sheme aksi-
oma:
(A1) sve ForC-instance klasi~nih iskaznih tautologija,
(A2) sve ForM -instance klasi~nih iskaznih tautologija,
(A3) D>0(α, β),
(A4) D6s(α, β) → D<r(α, β), r > s,
(A5) D<s(α, β) → D6s(α, β),
(A6) D6s(α, β) ∧D6r(β, γ) → D6s+r(α, γ),
(A7) D6s(α, β) → D6s(β, α);
i slede}a pravila izvo|ewa:
(R1) iz Φ i Φ → Ψ zakqu~ujemo Ψ,
(R2) iz α↔ β zakqu~ujemo D=0(α, β),
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(R3) iz A → D<s+ 1
k
(α, β), za svaki prirodan broj k, zakqu~ujemo A →
D6s(α, β),
(R4) iz A → D>s− 1
k
(α, β), za svaki prirodan broj k > 1
s
, zakqu~ujemo
A→ D>s(α, β) (s ̸= 0).
Prodiskutujmo zna~ewe navedenih aksioma i pravila izvo|ewa. Aksi-
ome (A1) i (A2), kao i pravilo izvo|ewa (R1) obezbe|uju da je klasi~na
iskazna logika podlogika logike LPM . Aksiome (A3), (A4) i (A5) kao i
pravila izvo|ewa (R3) i (R4) izra`avaju osobine funkcije rastojawa i
obezbe|uju da domenfunkcije rastojawa bude interval [0,+∞). Primetimo
da su pravila izvo|ewa (R3) i (R4) beskona~na, a svako od wih se odnosi
na prebrojiv skup pretpostavki i samo jedan zakqu~ak. Intuitivno, wima
se ka`e da, ako je rastojawe formula α i β proizvoqno blizu nekom racio-
nalnom broju s, onda je ono upravo jednako sa s, i odgovaraju Arhimedovoj
aksiomi za realne brojeve. Aksiome (A6) i (A7) i pravilo izvo|ewa (R2)
opisuju uslove (D1), (D2) i (D3). Pravilo (R2) li~i na pravilo necesi-
tacije u modalnim logikama, pri ~emu ovde mo`e biti primeweno samo na
iskazne formule.
DEFINICIJA 3.1.3. Formula Φ je dokaziva (sintaksna posledica) iz skupa
formula T (u oznaci T ⊢ Φ) ako postoji najvi{e prebrojiv niz formula
Φ0,Φ1, . . . ,Φ takav da je svaka formula Φi aksioma ili pripada skupu T ili
se mo`e dobiti iz prethodnih formula niza primenom nekog od pravila
izvo|ewa.
Formula Φ je teorema (⊢ Φ) ako je dokaziva iz praznog skupa formula,
a dokaz za Φ je odgovaraju}i niz formula.
Skup formula T je neprotivre~an (konzistentan) ako postoji bar jedna
formula iz ForC i bar jedna formula iz ForM koja nije dokaziva iz T ; u
suprotnom skup formula T je protivre~an (nekonzistentan) skup.
Neprotivre~an skup formula T je maksimalno neprotivre~an ako za
svaku formulu A ∈ ForM , ili A ∈ T ili ¬A ∈ T .
Skup formula T je deduktivno zatvoren ako za svaku formulu Φ ∈ For
va`i: ako T ⊢ Φ, tada Φ ∈ T .
LEMA 3.1.1. Neka je T maksimalno neprotivre~an skup formula i α, β ∈
ForC . Ako T ⊢ α ↔ β, tada D=0(α, β) ∈ T .
DOKAZ. Neka T ⊢ α ↔ β, tada T ⊢ D=0(α, β) na osnovu pravila izvo|ewa
(R2). Pretpostavimo suprotno, tj. da D=0(α, β) /∈ T , tada ¬D=0(α, β) ∈ T
(jer je T maksimalno neprotivre~an skup formula) {to je kontradikcija
sa neprotivre~no{}u skupa formula T . Dakle, D=0(α, β) ∈ T .
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3.1.3 Saglasnost i potpunost
Slede}i ideje iz [27], [28], [35], [59], [60], [63] i [65] nije te{ko dokazati teo-
reme saglasnosti i potpunosti.
TEOREMA 3.1.1. (Teorema saglasnosti) Aksiomatski sistem Ax(LPM) je sa-
glasan u odnosu na LPM -modele.
DOKAZ. Saglasnost aksiomatskog sistema Ax(LPM) sledi iz saglasnosti
klasi~ne iskazne logike i osobina pseudometrike. Naime, pokaza}emo da
je svaka instanca aksioma vaqana formula, tj. da aksiome va`e u svakom
LPM -modelu kao i da pravila izvo|ewa ~uvaju vaqanost.
Jednostavno zakqu~ujemo da za svaku instancu klasi~ne iskazne tauto-
logije α i svaki LPM -model M = ⟨W, v, d⟩, M |= α. Razmotrimo aksiome
(A3)− (A7).
• Aksioma (A3): Neka su α i β proizvoqne iskazne formule i M =
⟨W, v, d⟩ proizvoqan LPM -model. Tada je d([α], [β]) > 0, odakle direktno
iz definicije 3.1.2 sledi M |= D>0(α, β).
• Aksioma (A4): NekaM |= D6s(α, β), za proizvoqni LPM -modelM =
⟨W, v, d⟩ i neka je r > s. Iz definicije 3.1.2 dobijamo da je d([α], [β]) 6 s, a
kako je s < r zakqu~ujemo da je d([α], [β]) < r, tj. daM |= D<r(α, β).
• Aksioma (A5): NekaM |= D<s(α, β), za proizvoqni LPM -modelM =
⟨W, v, d⟩. Kako je d([α], [β]) < s, o~igledno je i d([α], [β]) 6 s, tj. M |=
D6s(α, β).
• Aksioma (A6): NekaM |= D6s(α, β)∧D6r(β, γ), za proizvoqni LPM -
model M = ⟨W, v, d⟩. Tada, M |= D6s(α, β) i M |= D6r(β, γ), odnosno
d([α], [β]) 6 s i d([β], [γ]) 6 r. Kako je d presudometrika, na osnovu neje-
dnakosti trougla imamo da je d([α], [γ]) 6 d([α], [β]) + d([β], [γ]) 6 s+ r, tj.
va`iM |= D6s+r(α, γ).
• Aksioma (A7): NekaM |= D6s(α, β), za proizvoqni LPM -modelM =
⟨W, v, d⟩. Tada je d([α], [β]) 6 s, a kako je dpseudometrika, na osnovu osobine
simetri~nosti imamo da je d([α], [β]) = d([β], [α]) 6 s, tj. M |= D6s(β, α).
Razmotrimo sada pravila izvo|ewa:
• Pravilo (R1): Ovo pravilo ~uva vaqanost iz istog razloga kao i u
klasi~noj iskaznoj logici.
• Pravilo (R2): Pretpostavimo da je formula α ↔ β tautologija.
Tada [α] = [β] va`i u svakom LPM -modelu. Dakle, D=0(α, β) va`i u svakom
LPM -modelu.
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• Pravilo (R3): Neka je M = ⟨W, v, d⟩ proizvoqan LPM -model i M |=
A → D<s+ 1
k
(α, β), za svaki prirodan broj k. Prvo, ako M |= ¬A, onda
M |= A → D6s(α, β). Sada, ako M |= A, onda na osnovu pretpostavke
M |= D<s+ 1
k
(α, β) za svaki prirodan broj k. Tada je d([α], [β]) < s + 1
k
za
svaki prirodan broj k. Prema Arhimedovoj aksiomi, d([α], [β]) 6 s, odakle
slediM |= D6s(α, β), a samim tim i M |= A→ D6s(α, β).
• Pravilo (R4): Neka je M = ⟨W, v, d⟩ proizvoqan LPM -model i M |=
A → D>s− 1
k
(α, β), za svaki prirodan broj k > 1
s
, s ̸= 0. Ako M |= ¬A,
onda M |= A → D>s(α, β). U suprotnom, ako M |= A, onda na osnovu
pretpostavke M |= D>s− 1
k
(α, β) za svaki prirodan broj k > 1
s
, s ̸= 0.
Tada je d([α], [β]) > s − 1
k
za svaki prirodan broj k > 1
s
, s ̸= 0. Prema
Arhimedovoj aksiomi, d([α], [β]) > s, odakle slediM |= D>s(α, β), a samim
tim iM |= A→ D>s(α, β).
U postupku dokazivawa potpunosti koristi}e se postupak koji je uveo
Leon Henkin1. Pre teoreme potpunosti dokazujemo nekoliko pomo}nih
tvr|ewa.
TEOREMA 3.1.2. (Teorema dedukcije) Ako je T skup formula, Φ formula i
T ∪ {Φ} ⊢ Ψ, tada T ⊢ Φ → Ψ, gde su i Φ i Ψ ili obe klasi~ne iskazne
formule ili obe metri~ke formule.
DOKAZ. Dokaz izvodimo kori{}ewem transfinitne indukcije po du`ini
dokaza za Ψ iz skupa T ∪ {Φ}. Ako je du`ina dokaza 1, imamo slede}a tri
slu~aja:
(1) Ψ je aksioma. Na osnovu aksioma (A1) i (A2) imamo da je ⊢ Ψ →
(Φ → Ψ), a kako je ⊢ Ψ, sledi da je ⊢ Φ → Ψ prema pravilu (R1). Dakle,
T ⊢ Φ → Ψ.
(2) Ψ ∈ T . Sli~no kao i u prethodnom slu~aju, imamo da T ⊢ Ψ i
T ⊢ Ψ → (Φ → Ψ), pa je T ⊢ Φ → Ψ.
(3) Ψ = Φ. Na osnovu aksioma (A1) i (A2) imamo da je ⊢ Φ → Ψ. Dakle,
T ⊢ Φ → Ψ.
Pretpostavimo da T ∪ {Φ} ⊢ Ψ i da teorema va`i za sve formule
dokazive iz T∪{Φ}, a ~ija je du`ina dokaza mawa od du`ine dokaza formule
Ψ iz T ∪ {Φ}. Ako je Ψ aksioma ili Ψ ∈ T ili Ψ = Φ, pokazuje se da
T ⊢ Φ → Ψ, sli~no kao i u slu~ajevima (1) − (3). Razmotrimo slu~ajeve
kada je Ψ dobijeno iz T ∪ {Φ} primenom nekog od pravila izvo|ewa.
Ako je Ψ dobijeno iz T ∪ {Φ} primenom pravila (R1) na formule Θ
i Θ → Ψ, tada prema induktivnoj pretpostavci imamo da T ⊢ Φ → Θ i
1 Leon Albert Henkin (1921–2006)
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T ⊢ Φ → (Θ → Ψ). Na osnovu aksioma (A1) i (A2) imamo da je
⊢ (Φ → (Θ → Ψ)) → ((Φ → Θ) → (Φ → Ψ)),
pa dvostrukom primenom pravila izvo|ewa (R1) dobija se da T ⊢ Φ → Ψ.
Pretpostavimo da je Ψ = D=0(α, β) dobijeno iz T ∪ {Φ} primenom
pravila (R2) i da Φ ∈ ForM . Tada T ∪ {Φ} ⊢ α↔ β.
Kako α ↔ β ∈ ForC i Φ ∈ ForM , Φ ne uti~e na dokaz za α ↔ β iz T ∪ {Φ},
pa imamo:
T ⊢ α↔ β
T ⊢ D=0(α, β), na osnovu pravila izvo|ewa (R2)
T ⊢ D=0(α, β) → (Φ → D=0(α, β)), na osnovu aksiome (A2), jer je
formula p→ (q → p) tautologija,
T ⊢ Φ → D=0(α, β), na osnovu pravila izvo|ewa (R1)
T ⊢ Φ → Ψ.
Daqe, pretpostavimo da je Ψ = A → D6s(α, β) dobijeno iz T ∪ {Φ}
primenom pravila izvo|ewa (R3) i Φ ∈ ForM . Tada:
T ∪ {Φ} ⊢ A→ D<s+ 1
k
(α, β), za svaki prirodan broj k
T ⊢ Φ → (A → D<s+ 1
k
(α, β)), za svaki prirodan broj k, na osnovu
induktivne pretpostavke
T ⊢ (Φ ∧ A) → D<s+ 1
k
(α, β), za svaki prirodan broj k
T ⊢ (Φ ∧ A) → D6s(α, β), na osnovu pravila izvo|ewa (R3)
T ⊢ Φ → (A→ D6s(α, β))
T ⊢ Φ → Ψ.
Sli~no, pretpostavimo da je Ψ = A → D>s(α, β) dobijeno iz T ∪ {Φ}
primenom pravila izvo|ewa (R4) i Φ ∈ ForM . Tada:
T ∪ {Φ} ⊢ A→ D>s− 1
k
(α, β), za svaki prirodan broj k > 1
s
, s ̸= 0
T ⊢ Φ → (A → D>s− 1
k
(α, β)), za svaki prirodan broj k > 1
s
, s ̸= 0, na
osnovu induktivne pretpostavke
T ⊢ (Φ ∧ A) → D>s− 1
k
(α, β), za svaki prirodan broj k > 1
s
, s ̸= 0
T ⊢ (Φ ∧ A) → D>s(α, β), na osnovu pravila izvo|ewa (R4)
T ⊢ Φ → (A→ D>s(α, β))
T ⊢ Φ → Ψ.
Jedan od bitnijih koraka u dokazu teoreme potpunosti bi}e konstruk-
cija maksimalno neprotivre~nog skupa, koji je pro{irewe nekog proiz-
voqnog neprotivre~nog skupa.
TEOREMA 3.1.3. Svaki neprotivre~an skup formula T se mo`e pro{iriti
do maksimalno neprotivre~nog skupa formula.
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DOKAZ. Neka je T neprotivre~an skup formula i neka je A0, A1, A2, . . .
jedno nabrajawe svih formula iz ForM . Defini{imo niz skupova Ti, i =
0, 1, 2, . . . na slede}i na~in:
(1) T0 = T ∪ ConC(T ) ∪ {D=0(α, β) : α ↔ β ∈ ConC(T )}, gde je ConC(T )
skup svih klasi~nih posledica od T (ConC(T ) ⊂ ForC);
Za svako i > 0,
(2) ako je Ti ∪ {Ai} neprotivre~an skup, tada Ti+1 = Ti ∪ {Ai};
(3) ina~e, ako je Ti ∪ {Ai} protivre~an, onda:
(a) ako je Ai oblika B → D6s(α, β), tada Ti+1 = Ti ∪ {¬Ai, B →
D>s+ 1
k
(α, β)}, gde je k prirodan broj izabran tako da je skup Ti+1
neprotivre~an;
(b) ako je Ai oblika B → D>s(α, β), tada Ti+1 = Ti ∪ {¬Ai, B →
D6s− 1
k
(α, β)}, gde je k prirodan broj izabran tako da je skup Ti+1
neprotivre~an;
(v) ina~e, Ti+1 = Ti ∪ {¬Ai}.
Neka je T ∗ = ∪∞i=0Ti. Ostatak dokaza je podeqen na tri tvr|ewa.
Tvr|ewe 1. Ti je neprotivre~an skup formula za svako i > 0.
Dokaz tvr|ewa 1. Skupovi dobijeni u koracima (1) i (2) su o~igledno
neprotivre~ni. Skupovi dobijeni u koraku (3v) su tako|e neprotivre~ni.
Pretpostavimo suprotno, tj. ako Ti∪{Ai} ⊢ ⊥, na osnovu teoreme dedukcije
Ti ⊢ ¬Ai, i kako je Ti neprotivre~an, neprotivre~an je i skup Ti ∪ {¬Ai}.
Razmotimo korak (3a).
Ako je skup Ti ∪ {B → D6s(α, β)} protivre~an, tada se Ti mo`e nepro-
tivre~no pro{iriti kako je opisano u ovom koraku. Pretpostavimo da to
nije mogu}e. Tada
Ti,¬(B → D6s(α, β)), B → ¬D<s+ 1
k
(α, β) ⊢ ⊥, za svaki prirodan broj
k
Ti,¬(B → D6s(α, β)) ⊢ ¬(B → ¬D<s+ 1
k
(α, β)), za svaki prirodan broj
k, na osnovu teoreme dedukcije
Ti,¬(B → D6s(α, β)) ⊢ B → D<s+ 1
k
(α, β), za svaki prirodan broj k, na
osnovu poznate tautologije ¬(p→ q) → (p→ ¬q)
Ti,¬(B → D6s(α, β)) ⊢ B → D6s(α, β), na osnovu pravila izvo|ewa
(R3)
Na taj na~in dolazimo do kontradikcije sa pretpostavkom da je Ti nepro-
tivre~an. Dakle, u koraku (3a) dobijamo neprotivre~ne skupove.
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Sada, razmotimo korak (3b).
Ako je skup Ti ∪ {B → D>s(α, β)} protivre~an, tada se Ti mo`e nepro-
tivre~no pro{iriti kako je opisano u ovom koraku. Pretpostavimo da to
nije mogu}e. Tada
Ti,¬(B → D>s(α, β)), B → ¬D>s− 1
k
(α, β) ⊢ ⊥, za svaki prirodan broj
k > 1
s
, s ̸= 0
Ti,¬(B → D>s(α, β)) ⊢ ¬(B → ¬D>s− 1
k
(α, β)), za svaki prirodan broj
k > 1
s
, na osnovu teoreme dedukcije
Ti,¬(B → D>s(α, β)) ⊢ B → D>s− 1
k
(α, β), za svaki prirodan broj
k > 1
s
, na osnovu poznate tautologije ¬(p→ q) → (p→ ¬q)
Ti,¬(B → D>s(α, β)) ⊢ B → D>s(α, β), na osnovu pravila izvo|ewa
(R4)
Na taj na~in dolazimo do kontradikcije sa pretpostavkom da je Ti nepro-
tivre~an. Otuda, i u koraku (3b) dobijamo neprotivre~ne skupove, pa je
dokaz tvr|ewa 1 kompletan.
Neka je Con(T ) skup svih sintaksnih posledica skupa T . Za skup T
ka`emo da je deduktivno zatvoren skup ako je Con(T ) = T .
Tvr|ewe 2. T ∗ je deduktivno zatvoren skup formula.
Dokaz tvr|ewa 2. Neka je Φ formula skupa For. Ako je Φ klasi~na for-
mula tvr|ewe sledi na osnovu teoreme dedukcije klasi~ne iskazne logike.
Razmotrimo slu~aj kada je Φ metri~ka formula. Primetimo da ako Ti ⊢ A
i A = An, onda je A ∈ T ∗, jer je skup Tmax{n,i}+1 neprotivre~an, a u n-tom
koraku konstrukcije niza (Tn) dodato je An ili ¬An.
Pretpostavimo da je niz formula Φ1,Φ2, . . . ,Φ dokaz formule Φ iz T
∗
i da je prebrojivo beskona~an. Pokaza}emo da za svako i, ako je Φi dobijeno
pomo}u nekog od pravila izvo|ewa i sve pretpostavke pripadaju T ∗, tada
i Φi ∈ T ∗.




∗. Tada postoji neko k takvo da jeΦ1i ,Φ
2
i ∈
Tk. Kako je Tk ⊢ Φi, imamo da Φi ∈ T ∗.
Ako je Φi dobijeno primenom pravila (R2), tada pretpostavka pripada
T0, pa isto va`i i za Φi.
Neka je Φi = B → D6s(α, β) dobijeno primenom beskona~nog pravila
(R3) na pretpostavke
Φki = B → D<s+ 1
k
(α, β), za sve prirodne brojeve k,
a koje pripadaju skupu T ∗. Ako Φi /∈ T ∗, prema koraku (3a) konstrukcije
skupa T ∗ postoji prirodan broj j, takav da B → ¬D<s+ 1
j
(α, β) ∈ T ∗. Iz
gore navedenog niza, postoji m takav da B → D<s+ 1
j




(α, β) ∈ Tm. Dakle, Tm ∪ {B} je protivre~an skup. Tm ⊢ B → ⊥
implicira da Tm ⊢ B → D6s(α, β), pa stoga B → D6s(α, β) ∈ T ∗, tj.
Φi ∈ T ∗ {to je u kontradikciji sa pretpostavkom da Φi /∈ T ∗.
Neka je Φi = B → D>s(α, β) dobijeno primenom beskona~nog pravila
(R4) na pretpostavke
Φki = B → D>s− 1
k
(α, β), za sve prirodne brojeve k > 1
s
, s ̸= 0,
a koje pripadaju skupu T ∗. Ako Φi /∈ T ∗, prema koraku (3b) konstrukcije
skupa T ∗ postoji j >
1
s
, takav da B → ¬D>s− 1
j
(α, β) ∈ T ∗. Iz gore navede-
nog niza, postojim takav daB → D>s− 1
j
(α, β) ∈ Tm iB → ¬D>s− 1
j
(α, β) ∈
Tm. Dakle, Tm ∪ {B} je protivre~an skup. Tm ⊢ B → ⊥ implicira da
Tm ⊢ B → D>s(α, β), pa stoga B → D>s(α, β) ∈ T ∗, tj. Φi ∈ T ∗ {to je u
kontradikciji sa pretpostavkom da Φi /∈ T ∗.
Na osnovu prethodnog razmatrawa zakqu~ujemo da je skup T ∗ deduktivno
zatvoren, {to je i trebalo pokazati.
Tvr|ewe 3. T ∗ je maksimalno neprotivre~an skup formula.
Dokaz tvr|ewa 3. Lako je zakqu~iti da T ∗ ne sadr`i sve formule.
Ako α ∈ ForC , prema definiciji skupa T0, α i ¬α ne mogu istovremeno
pripadati skupu T0. Ako za neko A, i A i ¬A pripadaju T ∗, tada postoji
skup Ti tako da A,¬A ∈ Ti, {to je kontradikcija sa neprotivre~no{}u
skupa Ti. Ukratko, za formulu Φ, ili Φ ∈ T ∗ ili ¬Φ ∈ T ∗, a skup T ∗ ne
sadr`i obe. Otuda, T ∗ je neprotivre~an skup. Na osnovu izgradwe skupa
T ∗ zakqu~ujemo da je maksimalan.
Slede}om lemom opisana su neka o~igledna svojstva maksimalno nepro-
tivre~nih skupova koja su nam potrebna u dokazu teoreme potpunosti.
LEMA 3.1.2. Neka jeT ∗ maksimalnoneprotivre~an skupformula definisan
u dokazu teoreme 3.1.3. Neka su A i B ili obe klasi~ne ili obe metri~ke
formule i neka su α i β klasi~ne formule. Tada va`i:
(1) A ∈ T ∗ ako i samo ako ¬A /∈ T ∗.
(2) A ∈ T ∗ i B ∈ T ∗ ako i samo ako A ∧B ∈ T ∗.
(3) Ako je A ∈ T ∗ i A→ B ∈ T ∗, onda je B ∈ T ∗.
(4) Sve teoreme pripadaju skupu T ∗.
(5) inf{s ∈ Q+0 | D6s(α, β) ∈ T ∗} 6 r ako i samo ako D6r(α, β) ∈ T ∗, za
svaki nenegativan racionalan broj r.
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(6) inf{s ∈ Q+0 | D6s(α, β) ∈ T ∗} < r ako i samo ako D<r(α, β) ∈ T ∗, za
svaki pozitivan racionalan broj r.
DOKAZ. (1) Prvo, neka A ∈ T ∗ i pretpostatvimo da ¬A ∈ T ∗. Tada postoji
skup Ti tako da A,¬A ∈ Ti, {to je kontradikcija sa neprotivre~no{}u
skupa Ti. Sa druge strane, ako ¬A /∈ T ∗ i pretpostavimo da A /∈ T ∗, tada
je skup T ∗ ∪ {¬A} protivre~an, kao i skup T ∗ ∪ {A}, odakle dobijamo da je
skup T ∗ protivre~an, {to je kontradikcija.
(2) Za sve formule A,B ∈ T ∗ va`i da T ∗ ⊢ A i T ∗ ⊢ B, odakle sledi
T ∗ ⊢ A ∧B.
Zbog deduktivne zatvorenosti skupa T ∗,A∧B ∈ T ∗. Obrnuto, izA∧B ∈ T ∗
sledi T ∗ ⊢ A∧B. Koriste}i instance klasi~nih tautologija ⊢ (A∧B) →
A i ⊢ (A ∧ B) → B, zakqu~ujemo T ∗ ⊢ A i T ∗ ⊢ B, odakle zbog deduktivne
zatvorenosti skupa T ∗ sledi A,B ∈ T ∗.
(3) Za formuleA ∈ T ∗ iA→ B ∈ T ∗ va`i da T ∗ ⊢ A i T ∗ ⊢ A→ B, odakle
sledi T ∗ ⊢ B. Zbog deduktivne zatvorenosti skupa T ∗, B ∈ T ∗.
(4) Zbog deduktivne zatvorenosti skupa T ∗, ako je A teorema, tj. ako je ⊢ A,
onda je T ∗ ⊢ A, pa A ∈ T ∗.
(5) Pretpostavimo da je inf{s | D6s(α, β) ∈ T ∗} 6 r da bismo dokazali
netrivijalan deo ekvivalencije. Pretpostavimo suprotno, tj. D6r(α, β) /∈
T ∗, tada ¬D6r(α, β) ∈ T ∗, pa na osnovu koraka (3a) postoji prirodan broj
k takav da je D>r+ 1
k
(α, β) ∈ T ∗. Kako je skup T ∗ neprotivre~an, ne postoji
racionalan broj s < r + 1
k
takav da D6s(α, β) ∈ T ∗, {to je kontradikcija
sa pretpostavkom.
(6) Na kraju, doka`imo i netrivijalni deo ovog tvr|ewa. Ako D<r(α, β) ∈
T ∗, tada na osnovu aksiome (A5) i deduktivne zatvorenosti skupa T ∗ dobi-
jamo da D6r(α, β) ∈ T ∗, pa na osnovu dela (5) ove leme imamo da je inf{s |
D6s(α, β) ∈ T ∗} 6 r. Jednakost inf{s | D6s(α, β) ∈ T ∗} = r implicira
D6r− 1
n
(α, β) ̸∈ T ∗, pa je dakle D>r− 1
n
(α, β) ∈ T ∗, za svaki prirodan broj
n > 1
r
. Na osnovu pravila izvo|ewa (R4), zakqu~ujemo da jeD>r(α, β) ∈ T ∗,
{to je kontradikcija. Dakle, inf{s | D6s(α, β) ∈ T ∗} < r.
Kako smo proizvoqan neprotivre~an skup pro{irili do maksimalno
neprotivre~nog skupa sada je ciq da od maksimalno neprotivre~nog skupa
izgradimo kanonski model.
TEOREMA 3.1.4. (Teorema potpunosti) Svaki neprotivre~an skup formula
T ima LPM -model.
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DOKAZ. Neka je T neprotivre~an skup formula i T ∗ wegovo maksimalno
neprotivre~no pro{irewe opisano u teoremi 3.1.3. Uzimaju}i skup T ∗,
defini{emo trojku M = ⟨W, v, d⟩, gde je:
• W skup svih klasi~nih iskaznih interpretacija (valuacija iskaznih
slova) koje zadovoqavaju ConC(T );
• v : W ×P → {0, 1} preslikavawe tako da za svaki svet w ∈ W i svako
iskazno slovo p ∈ P , v(w, p) = 1 akko w |= p;
• Neka je d : F × F → [0,+∞) dato sa d([α], [β]) = inf{s : D6s(α, β) ∈
T ∗}.
Prisetimo se da je [α] = {w ∈ W : w |= α} i F = {[α] : α ∈ ForC}.
Tvr|ewe 1. M je LPM -model.
Dokaz tvr|ewa 1. Proverimo da li model M zadovoqava uslov nenega-
tivnosti i uslove (D1), (D2) i (D3).
Za sve formule α, β ∈ ForC ,
d([α], [β]) = inf{s : D6s(α, β) ∈ T ∗} > 0,
jer je formula D>0(α, β) aksioma i D>0(α, β) ∈ T ∗ na osnovu deduktivne
zatvorenosti skupa T ∗. Dakle, d ispuwava uslov nenegativnosti.
(D1) Pretpostavimo da je [α] = [β]. Tada, za svaki svet w ∈ W , w |= α
akko w |= β, te stoga ConC(T ) ⊢ α ↔ β, na osnovu teoreme potpunosti
klasi~ne iskazne logike. Otuda, α ↔ β ∈ ConC(T ) i D=0(α, β) ∈ T0 ⊆ T ∗,
pa zakqu~ujemo da je
d([α], [β]) = inf{s : D6s(α, β) ∈ T ∗} = 0.
(D2) Neka je
d([α], [γ]) = inf{s : D6s(α, γ) ∈ T ∗} = s1
i
d([γ], [β]) = inf{s : D6s(γ, β) ∈ T ∗} = s2.
Primewuju}i uslov (5) leme 3.1.2, za sve racionalne brojeve r > s1 i t > s2,
D6r(α, γ) ∈ T ∗ i D6t(γ, β) ∈ T ∗. Aksioma (A6) i deduktivna zatvorenost
skupa T ∗ impliciraju da D6r+t(α, β) ∈ T ∗, tj.
d([α], [β]) = inf{s : D6s(α, β) ∈ T ∗} 6 r + t,
za sve racionalne brojeve r > s1 i t > s2.
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Dakle, d([α], [β]) 6 s1 + s2 = d([α], [γ]) + d([γ], [β]).
(D3)U ovom slu~aju ispusti}emo neke detaqe koji su navedeni u pretho-
dnom razmatrawu.
Ako je d([α], [β]) = inf{s : D6s(α, β) ∈ T ∗} = s0, tada za proizvoqan
racionalan broj r > s0,D6r(α, β) ∈ T ∗, pa dakle,D6r(β, α) ∈ T ∗, na osnovu
aksiome (A7), pa sledi da je d([β], [α]) = inf{s : D6s(β, α) ∈ T ∗} 6 s0.
Ako bi postojao racionalan broj t < s0, takav da D6t(β, α) ∈ T ∗, imali
bismo D6t(α, β) ∈ T ∗, {to je kontradikcija. Dakle, uslov simetri~nosti
d([β], [α]) = s0 = d([α], [β]) va`i.
Tvr|ewe 2. Za svaku formulu Φ,M |= Φ akko Φ ∈ T ∗.
Dokaz tvr|ewa 2. Za svako α ∈ ForC :
M |= α akko w |= α, za svako w ∈ W
akko ConC(T ) ⊢ α, na osnovu definicije skupa W
akko α ∈ T0
akko α ∈ T ∗.
Za sve α, β ∈ ForC i r ∈ Q+0 :
M |= D6r(α, β) akko d([α], [β]) 6 r
akko inf{s : D6s(α, β) ∈ T ∗} 6 r, na osnovu definicije za d
akko D6r(α, β) ∈ T ∗, iz uslova (5) leme 3.1.2;
M |= D>r(α, β) akko d([α], [β]) > r
akko ne va`i d([α], [β]) < r
akko ne va`i inf{s : D6s(α, β) ∈ T ∗} < r
akko D<r(α, β) ̸∈ T ∗, iz uslova (6) leme 3.1.2
akko D>r(α, β) ∈ T ∗.
Za sve A,B ∈ ForM :
M |= A ∧B akkoM |= A iM |= B
akko A ∈ T ∗ i B ∈ T ∗, na osnovu induktivne pretpostavke
akko A ∧B ∈ T ∗, iz uslova (2) leme 3.1.2;
M |= ¬A akkoM ̸|= A
akko A /∈ T ∗, na osnovu induktivne pretpostavke
akko ¬A ∈ T ∗, iz uslova (1) leme 3.1.2.
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Na ovaj na~in je pokazano da za aksiomatski sistem Ax(LPM) va`i
jaka potpunost u odnosu na LPM -modele. Slede}i ideje ovog poglavqa uz
odre|ene modifikacije mo`e se pokazati i jaka potpunost aksiomatskog
sistema Ax(LM) u odnosu na LM -modele.
3.2 Iskazna logika LM
Jezik LM logike LM je prebrojivo pro{irewe klasi~nog iskaznog jezika
i isti je kao i jezik LPM , tj. i on sadr`i dve liste binarnih metri~kih
operatora D6s i D>s za svaki s ∈ Q+0 . Napomenimo da i kod logike
LM nije dozvoqeno me{awe klasi~nih iskaznih i metri~kih formula,
niti je dozvoqena iteracija metri~kih operatora, a metri~ke formule i
druge pojmove defini{emo isto kao kod logike LPM . Razlika se ogleda u
smislu semantike, jer se semantika logike LM u osnovi zasniva na funkciji
rastojawa D : ForC ×ForC → [0,+∞) koja za sve α, β, γ ∈ ForC zadovoqava
uslove:
(D1) α↔ β je tautologija akko D(α, β) = 0;
(D2) D(α, β) 6 D(α, γ) +D(γ, β);
(D3) D(α, β) = D(β, α).
Sli~no kao i kod logike LPM , semantika logike LM se zasniva na metrici
definisanoj na Lindenbaumovoj algebri klasi~ne iskazne teorije o kojoj
je bilo re~i u prethodnom poglavqu.
DEFINICIJA 3.2.1. LM -model je struktura M = ⟨W, v, d⟩, gde je:
• W neprazan skup objekata koje nazivamo svetovima i v : W × P →
{0, 1} preslikavawe koje svakom svetu w ∈ W dodequje jednu dvo-
vrednosnu valuaciju iskaznih slova; svaka valuacija v(w, ·) se na
uobi~ajeni na~in pro{iruje na sve klasi~ne formule;
• d : F × F → [0,+∞) metrika.
Relacija zadovoqewa se defini{e na isti na~in kao i kod logike LPM ,
ali u kontekstu LM -modela.
DEFINICIJA 3.2.2. Relacija zadovoqewa ispuwava slede}e uslove za svaki
LM -model M = ⟨W, v, d⟩:
• ako α ∈ ForC ,M |= α akko za svaki svet w ∈ W , v(w,α) = 1,
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• ako α, β ∈ ForC ,M |= D6s(α, β) akko d([α], [β]) 6 s,
• ako α, β ∈ ForC ,M |= D>s(α, β) akko d([α], [β]) > s,
• ako A ∈ ForM ,M |= ¬A akkoM ̸|= A,
• ako A,B ∈ ForM ,M |= A ∧B akkoM |= A iM |= B.
Formula Φ ∈ For je LM -zadovoqiva ako postoji LM -model M takav da
M |= Φ. Skup formula T je LM -zadovoqiv ako postoji LM -model takav da
M |= Φ za svako Φ ∈ T . Formula Φ je LM -vaqana ako za svaki LM -model
M,M |= Φ.
3.2.1 Kompaktnost
Odgovor na pitawe, da li postoji kona~na aksiomatizacija logike LM
(LPM ) za koju va`i teorema saglasnosti i teorema jake potpunosti, dobi-
jamo ako ispitamo da li kompaktnost va`i. Sa tim ciqem proverimo da
li je proizvoqan skup formula T jezika LM (LPM ) zadovoqiv ako je svaki
wegov kona~an podskup zadovoqiv. Naime, posmatrajmo skup formula
T = {D< 1
n
(α, β) : n ∈ N} ∪ {¬D=0(α, β)}.





(α, β), D< 1
n2





za neke prirodne brojeve n1, n2, . . . , nk. Ako jem = max{n1, n2, . . . , nk}+1,
onda je jasno da postoji model MT ′ = ⟨{w1, w2}, v, d⟩ takav da recimo
w1 |= α, w2 ̸|= α, w1 |= β i w2 |= β u kome va`i da je d({w1}, {w1, w2}) = 1m .
Tada je d([α], [β]) = 1
m
> 0. O~igledno je da model MT ′ zadovoqava sve
formule skupa T ′.
Me|utim, ne postoji model M koji zadovoqava sve formule skupa T .
Neka je d([α], [β]) = r za neko r > 0, tada postoji prirodan broj k takav da
je 1
k
< r i M ̸|= D< 1
k
(α, β), a ako je d([α], [β]) = 0 tada M ̸|= ¬D=0(α, β).
Zakqu~ujemo da je svaki kona~an podskup skupa T zadovoqiv, dok skup T
nije.
Na osnovu prethodnog primera zakqu~ujemo da kompaktnost ne va`i.
Prodiskutujmo za{to je nekompaktnost uslovila ne postojawe kona~ne ak-
siomatizacije logike LM (LPM ) za koju va`i teorema saglasnosti i teorema
jake potpunosti. Pretpostavimo suprotno, tj. da postoji kona~na saglasna
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aksiomatizacija za logiku LM (LPM ) za koju se mo`e dokazati teorema jake
potpunosti. Posmatrajmo skup T definisan iznad. Tada je svaki kona~an
podskup beskona~nog skupa T formula zadovoqiv, dok skup T to nije. Na
osnovu pretpostavqene potpunosti aksiomatskog sistema, skup T nije ne-
protivre~an, pa se iz ovog skupa formula izvodi kontradikcija. Kako je
aksiomatski sistem (po toj pretpostavci) kona~an, to izvo|ewe kontra-
dikcije je kona~no. Iz tog razloga postoji kona~an podskup T ′ skupa T sa
istom osobinom, tj. iz T ′ se izvodi kontradikcija, pa skup T ′ nije nepro-
tivre~an. Zbog pretpostavqene saglasnosti aksiomatskog sistema skup T ′
ne bi bio zadovoqiv, {to je suprotno pretpostavci.
Na osnovu prethodnog, potpun aksiomatski sistem Ax(LM) za logiku
LM bi}e beskona~an. Pomenuti aksiomatski sistem je isti kao i aksi-
omatski sistem Ax(LPM), a pojmovi iz odeqka 3.1.2 definisani za aksi-
omatski sistemAx(LPM) se isto defini{ui za aksiomatski sistemAx(LM),
pa ih iz tog razloga ne navodimo.
3.2.2 Potpunost
Dokazi teorema saglasnosti i dedukcije se sprovode kao i dokazi teorema
iz prethodnog poglavqa, a jedna od bitnijih razlika je konstrukcija ma-
ksimalno neprotivre~nog skupa.
TEOREMA 3.2.1. (Teorema saglasnosti) Aksiomatski sistem Ax(LM) je sa-
glasan u odnosu na LM -modele.
TEOREMA 3.2.2. (Teorema dedukcije) Ako je T skup formula, Φ formula i
T ∪ {Φ} ⊢ Ψ, tada T ⊢ Φ → Ψ, gde su i Φ i Ψ ili obe klasi~ne iskazne
formule ili obe metri~ke formule.
TEOREMA 3.2.3. Svaki neprotivre~an skup formula T se mo`e pro{iriti
do maksimalno neprotivre~nog skupa formula.
DOKAZ. Neka je T neprotivre~an skup formula i neka je A0, A1, A2, . . .
jedno nabrajawe svih formula iz ForM . Defini{imo niz skupova Ti, i =
0, 1, 2, . . . na slede}i na~in:
(1) T0 = T ∪ ConC(T ) ∪ {D=0(α, β) : α ↔ β ∈ ConC(T )}, gde je ConC(T )
skup svih klasi~nih posledica od T (ConC(T ) ⊂ ForC);
Za svako i > 0,
(2) ako je Ti ∪ {Ai} neprotivre~an skup, tada Ti+1 = Ti ∪ {Ai};
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(3) ina~e, ako je Ti ∪ {Ai} protivre~an, onda:
(a) ako je Ai oblika B → D6s(α, β), tada Ti+1 = Ti ∪ {¬Ai, B →
D>s+ 1
k
(α, β)}, gde je k prirodan broj izabran tako da je skup Ti+1
neprotivre~an;
(b) ako je Ai oblika B → D>s(α, β), tada Ti+1 = Ti ∪ {¬Ai, B →
D6s− 1
k
(α, β)}, gde je k prirodan broj izabran tako da je skup Ti+1
neprotivre~an;
(v) ako je Ai oblika D=0(α, β), tada Ti+1 = Ti ∪ {¬Ai,¬(α↔ β)};
(g) ina~e, Ti+1 = Ti ∪ {¬Ai}.
Neka je T ∗ = ∪∞i=0Ti. Ostatak dokaza je potpuno analogan dokazu teoreme
3.1.3, a jedina novina je dokaz tvr|ewa 1. u koraku (3v).
Tvr|ewe 1. Ti je neprotivre~an skup formula za svako i > 0.
Dokaz tvr|ewa 1. Razmotimo korak (3v).
Pretpostavimo da je Ti ∪ {¬Ai,¬(α ↔ β)} ⊢ ⊥, tj. Ti ∪ {¬Ai} ⊢ α ↔ β.
Kako α ↔ β ∈ ForC , α ↔ β pripada ConC , pa je stoga D=0(α, β) ∈ T0, {to
je kontradikcija sa neprotivre~no{}u skupa Ti.
Ciq nam je da od maksimalno neprotivre~nog skupa izgradimo kanon-
ski model na na~in opisan u teoremi 3.1.4.
TEOREMA 3.2.4. (Teorema potpunosti) Svaki neprotivre~an skup formula
T ima LM -model.
DOKAZ. Neka je T neprotivre~an skup formula i T ∗ wegovo maksimalno
neprotivre~no pro{irewe opisano u teoremi 3.2.3. Uzimaju}i skup T ∗,
defini{emo trojku M = ⟨W, v, d⟩, gde je:
• W skup svih klasi~nih iskaznih interpretacija (valuacija iskaznih
slova) koje zadovoqavaju ConC(T );
• v : W ×P → {0, 1} preslikavawe tako da za svaki svet w ∈ W i svako
iskazno slovo p ∈ P , v(w, p) = 1 akko w |= p;
• Neka je d : F × F → [0,+∞) dato sa d([α], [β]) = inf{s : D6s(α, β) ∈
T ∗}.
Prisetimo se da je [α] = {w ∈ W : w |= α} i F = {[α] : α ∈ ForC}.
Tvr|ewe 1. M je LM -model.
Dokaz tvr|ewa 1. (D1) Pretpostavimo da je [α] = [β]. Tada, za svaki
svet w ∈ W , w |= α akko w |= β te stoga ConC(T ) ⊢ α ↔ β na osnovu
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teoreme potpunosti klasi~ne iskazne logike. Otuda, α ↔ β ∈ ConC(T ) i
D=0(α, β) ∈ T0 ⊆ T ∗, pa zakqu~ujemo da je
d([α], [β]) = inf{s : D6s(α, β) ∈ T ∗} = 0.
Sada, pretpostavimo da je d([α], [β]) = 0 tj. inf{s : D6s(α, β) ∈ T ∗} = 0,
tada D=0(α, β) ∈ T ∗. Kako je T ∗ maksimalno neprotivre~an iz uslova (3v),
pri konstrukciji skupa T ∗, nalazimo da α↔ β ∈ T ∗, tj. α↔ β ∈ ConC(T ).
Iz ConC(T ) ⊢ α↔ β nalazimo da za svaki svet w ∈ W , w |= α akko w |= β.
Dakle, [α] = [β].
Ostatak dokaza je analogan dokazu teoreme 3.1.4.
3.3 Iskazna logika LFAM
U poglavqu 1.4 definisana je funkcija rastojawa (metrika) koja deli neke
osobine sa uslovnim verovatno}ama. U ovom poglavqu bi}e razmatrana
restrikcija logike LM u kojoj nisu dozvoqene iteracije metri~kih ope-
ratora i me{awe iskaznih i metri~kih formula, a modeli su metri~ki
prostori sa metrikom koja ima sli~ne osobine kao i kona~no aditivna
verovatno}a. Za daqa istra`ivawa zanimqivo bi bilo da se ispita po-
vezanost, odnosno neke dubqe veze, logike LFAM i odgovaraju}ih verova-
tnosnih logika [27], [28], [35], [59], [60], [63] i [65].
3.3.1 Sintaksa i semantika
Neka je Q+0 ∩ [0, 1] skup svih racionalnih brojeva iz intervala [0, 1]. Jezik
LFAM je prebrojivo pro{irewe klasi~nog iskaznog jezika koje se sastoji
od prebrojivog skupa iskaznih slova P = {p1, p2, . . .}, klasi~nih veznika
¬ i ∧ i liste binarnih metri~kih operatora D>s za svaki s ∈ Q+0 ∩ [0, 1].
Skupove ForC i For kao i wihove elemente defini{emo i ozna~avamo kao
kod logike LPM , a razlika je u tome {to uzimamo u obzir samo osnovne
metri~ke formule oblika D>s(α, β), s ∈ Q+0 ∩ [0, 1].
Primetimo da nije dozvoqeno me{awe klasi~nih iskaznih i metri~kih
formula, niti je dozvoqena iteracija metri~kih operatora. Na primer,
D>0.4(α, β)∧¬D>0.1(α∧γ,¬β) je formula logike LFAM , dokD>0.4(α, β)∧¬α
i D>0.7(α,D>0.1(γ, β)) to nisu.
Ostale iskazne veznike ∨,→ i↔ uvodimo na uobi~ajen na~in, α∨β =def
¬(¬α∧¬β), α → β =def ¬α∨β i α↔ β =def (α → β)∧ (β → α), a za svaki
s ∈ Q+0 ∩ [0, 1] uvodimo nove metri~ke operatore:
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• D6s(α, β) =def D>1−s(α,¬β),
• D>s(α, β) =def ¬D6s(α, β),
• D<s(α, β) =def ¬D>s(α, β),
• D=s(α, β) =def D6s(α, β) ∧D>s(α, β) i
• D ̸=s(α, β) =def ¬D=s(α, β).
Semantika logike LFAM se u osnovi zasniva na metrici D : ForC ×
ForC → [0, 1], pri ~emu za svako α ∈ ForC funkcija D(α, ·) : ForC → [0, 1]
ima svojstvo kona~no-aditivne verovatno}e, tj. va`e osobine:
(1) α↔ β je tautologija akko D(α, β) = 0;
(2) D(α, β) 6 D(α, γ) +D(γ, β);
(3) D(α, β) = D(β, α);
(4) D(α,¬α) = 1;
(5) D(α, β) = 1−D(α,¬β);
(6) D(α, β ∨ γ) 6 D(α, β) +D(α, γ);
(7) D(α, β ∨ γ) = D(α, β) +D(α, γ) ako je D(α, β ∧ γ) = 0.
Sli~no kao i kod logika LM i LPM , semantika se zasniva na metrici sa
pomenutim osobinama definisanoj na Lindenbaumovoj algebri klasi~ne
iskazne teorije.
DEFINICIJA 3.3.1. LFAM -model je struktura M = ⟨W, v, d⟩, gde je:
• W neprazan skup objekata koje nazivamo svetovima i v : W × P →
{0, 1} preslikavawe koje svakom svetu w ∈ W dodequje jednu dvo-
vrednosnu valuaciju iskaznih slova; svaka valuacija v(w, ·) se na
uobi~ajeni na~in pro{iruje na sve klasi~ne formule;
• d : F × F → [0, 1] metrika sa specijalnim osobinama, koje se odnose
na svojstva kona~ne-aditivnosti.
Drugim re~ima, d zadovoqava slede}e uslove:
(D1) [α] = [β] ako i samo ako d([α], [β]) = 0;
(D2) d([α], [β]) 6 d([α], [γ]) + d([γ], [β]);
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(D3) d([α], [β]) = d([β], [α]);
(D4) d([α], [β]) = 1− d([α], [¬β]);
(D5) d([α], [β] ∪ [γ]) 6 d([α], [β]) + d([α], [γ]);
(D6) d([α], [β] ∪ [γ]) = d([α], [β]) + d([α], [γ]), za sve formule α, β i γ takve
da je d([α], [β] ∩ [γ]) = 0.
DEFINICIJA 3.3.2. Relacija zadovoqewa ispuwava slede}e uslove za svaki
LFAM -model M = ⟨W, v, d⟩:
• ako α ∈ ForC ,M |= α akko za svaki svet w ∈ W , v(w,α) = 1,
• ako α, β ∈ ForC ,M |= D>s(α, β) akko d([α], [β]) > s,
• ako A ∈ ForM ,M |= ¬A akkoM ̸|= A,
• ako A,B ∈ ForM ,M |= A ∧B akkoM |= A iM |= B.
Zadovoqivost formule, kao i skupa formula defini{emo uobi~ajeno.
3.3.2 Aksiomatizacija
Aksiomatski sistem Ax(LFAM) za logiku LFAM sadr`i slede}e sheme aksi-
oma:
(A1) sve ForC-instance klasi~nih iskaznih tautologija,
(A2) sve ForM -instance klasi~nih iskaznih tautologija,
(A3) D>0(α, β),
(A4) D=1(α,¬α),
(A5) D6s(α, β) → D<r(α, β), r > s,
(A6) D<s(α, β) → D6s(α, β),
(A7) D6s(α, β) ∧D6r(β, γ) → D6min{1,s+r}(α, γ),
(A8) D6s(α, β) → D6s(β, α),
(A9) D>r(α, β) ∧D>s(α, γ) ∧D60(α, β ∧ γ) → D>min{1,r+s}(α, β ∨ γ),
(A10) D6r(α, β) ∧D<s(α, γ) → D<r+s(α, β ∨ γ), r + s 6 1;
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i slede}a pravila izvo|ewa:
(R1) iz Φ i Φ → Ψ zakqu~ujemo Ψ,
(R2) iz α↔ β zakqu~ujemo D=0(α, β),
(R3) iz A → D<s+ 1
k
(α, β), za svaki prirodan broj k, zakqu~ujemo A →
D6s(α, β).
Navedene aksiome i pravila izvo|ewa obezbe|uju `eqene osobine fun-
kcija rastojawa. Aksiome koje su nove u odnosu na aksiomatski sistem
Ax(LM) opisuju osobine (D4), (D5) i (D6), a razlika je i u tome {to
aksiomatski sistem Ax(LFAM) ima jedno beskona~no pravilo izvo|ewa,
pravilo (R3).
3.3.3 Saglasnost i potpunost
Slede}i ideje prethodnih poglavqa, nije te{ko dokazati saglasnost i pot-
punost aksiomatskog sistema Ax(LFAM).
TEOREMA 3.3.1. (Teorema dedukcije) Ako je T skup formula, Φ formula i
T ∪ {Φ} ⊢ Ψ, tada T ⊢ Φ → Ψ, gde su i Φ i Ψ ili obe klasi~ne iskazne
formule ili obe metri~ke formule.
TEOREMA 3.3.2. (Teorema saglasnosti) Aksiomatski sistem Ax(LFAM) je
saglasan u odnosu na LFAM -modele.
DOKAZ. Saglasnost aksiomatskog sistema Ax(LFAM) se dobija na osnovu
saglasnosti klasi~ne iskazne logike i osobina metrike koja zadovoqava
osobine (D1) − (D6). Naime, pokaza}emo da je svaka instanca aksioma
vaqana formula, tj. da aksiome va`e u svakom LFAM -modelu kao i da
pravila izvo|ewa ~uvaju vaqanost.
Jednostavno zakqu~ujemo da za svaku instancu klasi~ne iskazne tauto-
logije α i svaki LFAM -model M = ⟨W, v, d⟩, M |= α. Razmotrimo samo
aksiome koje su nove u odnosu na aksiomatski sistem Ax(LPM).
• Aksioma (A4): Neka je M = ⟨W, v, d⟩ proizvoqni LFAM -model.
Kako je d metrika koja zadovoqava osobinu (D4), lako nalazimo da je
d([α], [¬α]) = 1, jer je d([¬α], [¬α]) = 0. Dakle,M |= D=1(α,¬α).
• Aksioma (A7): Pretpostavimo suprotno, tj. neka M |= D6s(α, β) ∧
D6r(β, γ) i M ̸|= D6min{1,s+r}(α, γ), za neki LFAM -model M = ⟨W, v, d⟩.
Tada M |= D6s(α, β), M |= D6r(β, γ) i M |= D>min{1,s+r}(α, γ), odnosno
imamo da je d([α], [β]) 6 s, d([β], [γ]) 6 r i d([α], [γ]) > min{1, s+ r}. Prvo,
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pretpostavimo da je r + s < 1, a kako je d metrika, na osnovu nejednakosti
trougla imamo da je d([α], [γ]) 6 d([α], [β]) + d([β], [γ]) 6 s + r, {to je
kontradikcija. Ako je r + s > 1 tada je d([α], [γ]) > 1, {to je nemogu}e.
Dakle,M |= D6min{1,s+r}(α, γ).
• Aksioma (A9): Neka M |= D>r(α, β) ∧ D>s(α, γ) ∧ D60(α, β ∧ γ), za
proizvoqni LFAM -modelM = ⟨W, v, d⟩. Tada je d([α], [β]) > r, d([α], [γ]) >
s i d([α], [β ∧ γ]) 6 0, odnosno d([α], [β ∧ γ]) = 0 i neka je r + s 6 1.
Tada imamo da je d([α], [β ∨ γ]) = d([α], [β]) + d([α], [γ]) > r + s, odnosno
d([α], [β ∨ γ]) > r+ s = min{1, r+ s}, jer smo pretpostavili da je r+ s 6 1.
Sada, ako je r + s > 1, tada imamo da je d([α], [β ∨ γ]) > 1, {to je nemogu}e.
• Aksioma (A10): Pretpostavimo suprotno, tj. neka M |= D6r(α, β) ∧
D<s(α, γ) i M ̸|= D<r+s(α, β ∨ γ), za neki LFAM -model M = ⟨W, v, d⟩, gde
je r + s 6 1. Tada M |= D6r(α, β), M |= D<s(α, γ) i M |= D>r+s(α, β ∨ γ),
odnosno imamo da je d([α], [β]) 6 r, d([α], [γ]) < s i d([α], [β ∨ γ]) > r + s,
gde je r+ s 6 1. Kako je d metrika koja zadovoqava osobinu (D5) imamo da
je d([α], [β ∨ γ]) 6 d([α], [β]) + d([α], [γ]) < r + s, {to je kontradikcija sa
d([α], [β ∨ γ]) > r + s.
Razmotrimo sada pravila izvo|ewa:
• Pravilo (R1): Ovo pravilo ~uva vaqanost iz istog razloga kao i u
klasi~noj iskaznoj logici.
• Pravilo (R2): Pretpostavimo da je formula α ↔ β tautologija.
Tada [α] = [β] va`i u svakom LFAM -modelu. Dakle, D=0(α, β) va`i u
svakom LFAM -modelu.
• Pravilo (R3): Neka je M = ⟨W, v, d⟩ proizvoqan LFAM -model i
M |= A → D<s+ 1
k
(α, β), za svaki prirodan broj k. Prvo, ako M |= ¬A,
ondaM |= A→ D6s(α, β). Sada, akoM |= A, onda na osnovu pretpostavke
M |= D<s+ 1
k
(α, β) za svaki prirodan broj k. Tada je d([α], [β]) < s + 1
k
za
svaki prirodan broj k. Prema Arhimedovoj aksiomi, d([α], [β]) 6 s, odakle
slediM |= D6s(α, β), a samim tim i M |= A→ D6s(α, β).
TEOREMA 3.3.3. Svaki neprotivre~an skup formula T se mo`e pro{iriti
do maksimalno neprotivre~nog skupa formula.
DOKAZ. Neka je T neprotivre~an skup formula i neka je A0, A1, A2, . . .
jedno nabrajawe svih formula iz ForM . Defini{imo niz skupova Ti, i =
0, 1, 2, . . . na slede}i na~in:
(1) T0 = T ∪ ConC(T ) ∪ {D=0(α, β) : α ↔ β ∈ ConC(T )}, gde je ConC(T )
skup svih klasi~nih posledica od T (ConC(T ) ⊂ ForC);
Za svako i > 0,
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(2) ako je Ti ∪ {Ai} neprotivre~an skup, tada Ti+1 = Ti ∪ {Ai};
(3) ina~e, ako je Ti ∪ {Ai} protivre~an, onda:
(a) ako je Ai oblika B → D6s(α, β), tada Ti+1 = Ti ∪ {¬Ai, B →
D>s+ 1
k
(α, β)}, gde je k prirodan broj izabran tako da je skup Ti+1
neprotivre~an;
(b) ako je Ai oblika D=0(α, β), tada Ti+1 = Ti ∪ {¬Ai,¬(α↔ β)};
(v) ina~e, Ti+1 = Ti ∪ {¬Ai}.
Neka je T ∗ = ∪∞i=0Ti. Ostatak dokaza je sli~an dokazu teoreme 3.1.3.
Slede}om lemom opisana su svojstva maksimalno neprotivre~nih sku-
pova koja su nam potrebna u dokazu teoreme potpunosti. Svojstva (1)− (6)
su ista kao i kod leme 3.1.2, pa wihove dokaze izostavqamo, a za svojstvo
(7) dokaz navodimo.
LEMA 3.3.1. Neka jeT ∗ maksimalnoneprotivre~an skupformula definisan
u dokazu teoreme 3.3.3. Neka su A i B ili obe klasi~ne ili obe metri~ke
formule i neka su α i β klasi~ne formule. Tada va`i:
(1) A ∈ T ∗ ako i samo ako ¬A /∈ T ∗.
(2) Ako je T ∗ ⊢ A, onda je A ∈ T ∗, tj. T ∗ je deduktivno zatvoren skup.
(3) A ∈ T ∗ i B ∈ T ∗ ako i samo ako A ∧B ∈ T ∗.
(4) Ako je A ∈ T ∗ i A→ B ∈ T ∗, onda je B ∈ T ∗.
(5) Sve teoreme pripadaju skupu T ∗.
(6) inf{s ∈ Q+0 ∩ [0, 1] | D6s(α, β) ∈ T ∗} 6 r ako i samo ako D6r(α, β) ∈
T ∗, za svaki r ∈ Q+0 ∩ [0, 1].
(7) inf{s ∈ Q+0 ∩[0, 1] | D6s(α, β) ∈ T ∗} = sup{s ∈ Q+0 ∩[0, 1] | D>s(α, β) ∈
T ∗}.
DOKAZ. (7) Neka je s = inf{s ∈ Q+0 ∩ [0, 1] | D6s(α, β) ∈ T ∗} i t = sup{s ∈
Q+0 ∩ [0, 1] | D>s(α, β) ∈ T ∗}.
Prvo, pretpostavimo da je s < t. Tada za sve r′ ∈ [0, t) ∩ Q+0 i sve
s′ ∈ (s, 1]∩Q+0 va`iD>r′(α, β) ∈ T ∗ iD6s′(α, β) ∈ T ∗. Kako je s < r imamo
da postoji p ∈ (s, t)∩Q+0 ipritom va`iD>p(α, β) ∈ T ∗ iD6p(α, β) ∈ T ∗, jer
p ∈ [0, t)∩Q+0 i p ∈ (s, 1]∩Q+0 . Uo~imo racionalan broj p−q ∈ (s, p)∩Q+0 ,
tada va`i da D6p−q(α, β) ∈ T ∗, jer p − q ∈ (s, 1] ∩ Q+0 . Iz D>p(α, β) ∈ T ∗
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na osnovu definicije operatora imamo da D61−p(α,¬β) ∈ T ∗, a na osnovu
aksiome (A8) dobijamo da D61−p(¬β, α) ∈ T ∗. Iz D6p−q(α, β) ∈ T ∗ i
D61−p(¬β, α) ∈ T ∗ na osnovu aksiome (A7) dobijamo daD61−p+p−q(¬β, β) ∈
T ∗, tj. D61−q(¬β, β) ∈ T ∗, {to je nemogu}e.
Sada, pretpostavimo da je s > t. Tada za sve r′ ∈ [0, t) ∩ Q+0 i sve s′ ∈
(s, 1]∩Q+0 va`iD>r′(α, β) ∈ T ∗ iD6s′(α, β) ∈ T ∗. Uo~imo racionalan broj
p ∈ [t, s] ∩ Q+0 . Tada ¬D>p(α, β) ∈ T ∗ i ¬D6p(α, β) ∈ T ∗. Iz ¬D>p(α, β) ∈
T ∗ dobijamo da D<p(α, β) ∈ T ∗, pa na osnovu aksiome (A6) dobijamo da
D6p(α, β) ∈ T ∗, {to je kontradikcija sa ¬D6p(α, β) ∈ T ∗.
Dakle, imamo da je s = t.
TEOREMA 3.3.4. (Teorema potpunosti) Svaki neprotivre~an skup formula
T ima LFAM -model.
DOKAZ. Neka je T neprotivre~an skup formula i T ∗ wegovo maksimalno
neprotivre~no pro{irewe opisano u teoremi 3.3.3. Uzimaju}i skup T ∗,
defini{emo trojku M = ⟨W, v, d⟩, gde je:
• W skup svih klasi~nih iskaznih interpretacija (valuacija iskaznih
slova) koje zadovoqavaju ConC(T );
• v : W ×P → {0, 1} preslikavawe tako da za svaki svet w ∈ W i svako
iskazno slovo p ∈ P , v(w, p) = 1 akko w |= p,
• Neka je d : F ×F → [0, 1] dato sa d([α], [β]) = inf{s : D6s(α, β) ∈ T ∗}.
Prisetimo se da je [α] = {w ∈ W : w |= α} i F = {[α] : α ∈ ForC}.
Tvr|ewe 1. M je LFAM -model.
Dokaz tvr|ewa 1. (D4) Doka`imo da je d([α], [β]) = 1 − d([α], [¬β]).
Neka je d([α], [β]) = r i prvo pretpostavimo da je r = 1. Na osnovu oso-
bine (7) leme 3.3.1, imamo da je 1 = sup{s : D>s(α, β) ∈ T ∗}. Na osnovu
osobine (6) leme 3.3.1 imamo da je D>1(α, β) = D60(α,¬β) = ¬D>0(α,¬β) i
¬D>0(α,¬β) ∈ T ∗. Ako za neko s > 0, D>s(α,¬β) ∈ T ∗, na osnovu aksiome
(A6) mora biti D>0(α,¬β) ∈ T ∗, {to je kontradikcija. To nam daje da
va`i d([α], [¬β]) = 0.
Sada, pretpostavimo da je sup{s : D>s(α, β) ∈ T ∗} = r < 1. Tada za
svaki racionalan broj r′ ∈ (r, 1], kako je ¬D>r′(α, β) = D<r′(α, β) imamo da
D<r′(α, β) ∈ T ∗. Na osnovu aksiome (A6), D6r′(α, β) i D>1−r′(α,¬β) pri-
padaju skupu T ∗. Sa druge strane, ako postoji racionalan broj r′′ ∈ [0, r)
takav da D>1−r′′(α,¬β) ∈ T ∗, tada ¬D>r′′(α, β) ∈ T ∗, {to je kontradik-
cija. Dakle, sup{s : D>s(α,¬β) ∈ T ∗} = 1 − sup{s : D>s(α, β) ∈ T ∗}, tj.
d([α], [¬β]) = 1− d([α], [β]).
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(D5) Doka`imo da je d([α], [β] ∪ [γ]) 6 d([α], [β]) + d([α], [γ]). Neka je
d([α], [β]) = inf{s : D6s(α, β) ∈ T ∗} = s1
i
d([α], [γ]) = inf{s : D6s(α, γ) ∈ T ∗} = s2.
Primewuju}i leme 3.3.1, za sve racionalne brojeve r > s1 i t > s2,
D6r(α, β) ∈ T ∗ i D<t(α, γ) ∈ T ∗. Aksioma (A10) i deduktivna zatvore-
nost skupa T ∗ impliciraju da D<r+t(α, β ∨ γ) ∈ T ∗, tj.
d([α], [β ∨ γ]) = inf{s : D6s(α, β ∨ γ) ∈ T ∗} 6 r + t,
za sve racionalne brojeve r > s1 i t > s2.
Dakle, d([α], [β] ∪ [γ]) 6 s1 + s2 = d([α], [β]) + d([α], [γ]).
(D6) Dokazimo da je d([α], [β] ∪ [γ]) = d([α], [β]) + d([α], [γ]), za sve
formule α, β i γ takve da je d([α], [β]∩ [γ]) = 0. Neka je d([α], [β]∩ [γ]) = 0,
d([α], [β]) = r i d([α], [γ]) = s. Neka je r > 0 i s > 0. Na osnovu dobro
poznatih osobina supremuma, za svaki racionalan broj r′ ∈ [0, r) i svaki
racionalan broj s′ ∈ [0, s), imamo da je D>r′(α, β), D>s′(α, γ) ∈ T ∗. Prema
aksiomi (A9) sledi da D>r′+s′(α, β ∨ γ) ∈ T ∗. Dakle, r + s 6 sup{t :
D>t(α, β ∨ γ) ∈ T ∗}.
Ako je r + s = 1 tada tvr|ewe o~igledno va`i, pa pretpostavimo da
je r + s < 1. Ako je r + s < t0 = sup{t : D>t(α, β ∨ γ) ∈ T ∗}, onda je
za svaki racionalan broj t′ ∈ (r + s, t0), D>t′(α, β ∨ γ) ∈ T ∗. Izaberimo
racionalne brojeve r′′ > r i s′′ > s takve da ¬D>r′′(α, β) ∈ T ∗, odnosno
D<r′′(α, β) ∈ T ∗, ¬D>s′′(α, γ) ∈ T ∗, odnosno D<s′′(α, γ) ∈ T ∗ i r′′ + s′′ =
t′ 6 1. Prema aksiomi (A6),D6r′′(α, β) ∈ T ∗. Prema aksiomi (A10) imamo
da je D<r′′+s′′(α, β ∨ γ),¬D>r′′+s′′(α, β ∨ γ),¬D>t′(α, β ∨ γ) ∈ T ∗, {to je
kontradikcija. Dakle, d([α], [β] ∪ [γ]) = d([α], [β]) + d([α], [γ]). Kona~no,
pretpostavimo da je r = 0 ili s = 0. U tom slu~aju se mo`e rezonovati kao
i pre, imaju}i u vidu da je r′ = 0 ili s′ = 0.
Dakle,M je LFAM -model.
Tvr|ewe 2. Za svaku formulu Φ,M |= Φ akko Φ ∈ T ∗.
Dokaz navedenog tvr|ewa je sli~an dokazu tvr|ewa 1. teoreme 3.1.2, pa
ga iz tog razloga izostavqamo.
Na sli~an na~in, kao u odeqku 3.2.1. mo`emo pokazati da teorema
kompaktnosti ne va`i, pa stoga ne postoji kona~na aksiomatizacija za
koju va`i saglasnost i jaka potpunost.
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U ovom poglavqu analizira}emo logike LP̃M i LM̃ u kojima su dozvoqene
iteracije metri~kih operatora i me{awe iskaznih i metri~kih formula.
Na taj na~in logike LP̃M iLM̃ predstavqaju odgovaraju}e ekstenzije logika
LPM i LM .
3.4.1 Sintaksa i semantika
Jezici LP̃M i LM̃ logika LP̃M i LM̃ su isti kao i jezici LPM i LM logika
LPM i LM , s tim {to su pri gra|ewu skupova formula ForP̃M i ForM̃ do-
zvoqene iteracije metri~kih operatora i me{awe iskaznih i metri~kih
formula. Kako su jezici LP̃M i LM̃ isti, radi jednostavnijeg zapisiva-
wa koristi}emo oznaku LM̃ , osim u slu~ajevima kada je neophodno ista}i
razliku.
Skup formula ForM̃ je najmawi skup koji sadr`i iskazna slova i zatvo-
ren je za slede}a pravila: ako su α i β formule, tada su i ¬α, α ∧ β,
D6s(α, β) i D>s(α, β) formule za svako s ∈ Q+0 . Primeri formula logike
LM̃ suD63.6(α, β)∧α iD>0.7(¬β,D60.1(γ, β)). Ostale iskazne veznike ∨,→
i↔ uvodimo na uobi~ajen na~in, α∨β =def ¬(¬α∧¬β), α→ β =def ¬α∨β
i α ↔ β =def (α → β) ∧ (β → α), a za svaki nenegativan racionalan broj
s uvodimo nove metri~ke operatore:
• D>s(α, β) =def ¬D6s(α, β),
• D<s(α, β) =def ¬D>s(α, β),
• D=s(α, β) =def D6s(α, β) ∧D>s(α, β) i
• D ̸=s(α, β) =def ¬D=s(α, β).
DEFINICIJA 3.4.1. LM̃ -model (LP̃M -model) je struktura M = ⟨W, v,Met⟩
(M = ⟨W, v, PMet⟩), gde je:
• W neprazan skup objekata koje nazivamo svetovima,
• v : W × P → {0, 1} preslikavawe koje svakom svetu w ∈ W dodequje
jednu dvovrednosnu valuaciju iskaznih slova,
• Met (PMet) preslikavawe koje svakom svetu w ∈ W pridru`uje jedan
metri~ki (pseudometri~ki) prostor ⟨W (w), d(w)⟩ tako da:
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 W (w) je podskup skupa svih svetova W ,
 d(w) : F(w) × F(w) → [0,+∞) je metrika (pseudometrika), gde
je F(w) algebra podskupova [α]w ⊆ W (w), za svako α.
DEFINICIJA 3.4.2. Za svaki LM̃ -modelM, relacija zadovoqewa ispuwava
slede}e uslove:
• ako je φ iskazno slovo, M, w |= φ akko v(w,φ) = 1,
• ako α, β ∈ ForM̃ ,M, w |= D6s(α, β) akko
d(w)({w′ ∈ W (w) : M, w′ |= α}, {w′ ∈ W (w) : M, w′ |= β}) 6 s,
• ako α, β ∈ ForM̃ ,M, w |= D>s(α, β) akko
d(w)({w′ ∈ W (w) : M, w′ |= α}, {w′ ∈ W (w) : M, w′ |= β}) > s,
• ako α ∈ ForM̃ ,M, w |= ¬α akkoM, w ̸|= α,
• ako α, β ∈ ForM̃ ,M, w |= α ∧ β akkoM, w |= α iM, w |= β.
Formula φ je zadovoqiva u LM̃ -modelu M ako postoji svet w takav da
M, w |= φ. Formula φ je vaqana ako za svaki LM̃ -model M i svaki wegov
svet w,M, w |= φ.
U daqem izlagawu bavi}emo se samo merqivim modelima, odnosno mo-
delima u kojima su svi skupovi svetova definabilni formulama merqivi.
Za model M re}i }emo da je merqiv ako je za svaki svet w tog modela i
svaku formulu α ispuweno [α]w = {w′ ∈ W (w) : M, w′ |= α} ∈ F(w).
3.4.2 Aksiomatizacija
Aksiomatski sistem Ax(LM̃) za logiku LM̃ je sli~an aksiomatskom sistemu
Ax(LM), a razlika je minimalna i ogleda se u tome {to u ovom aksi-
omatskom sistemu ne moramo voditi ra~una da li su formule klasi~ne ili
metri~ke, tj. umesto aksioma
(A1) sve ForC-instance klasi~nih iskaznih tautologija,
(A2) sve ForM -instance klasi~nih iskaznih tautologija,
sistema Ax(LM) uzimamo aksiomu
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(A1′) sve ForM̃ -instance klasi~nih iskaznih tautologija.
Pravila izvo|ewa su sli~na kao i pravila izvo|ewa logike LM , s tim
{to se navedene napomene za prve dve aksiome odnose i na prvo pravilo
izvo|ewa. Pojmovi teoreme i dokaza u okviru ove logike defini{u se isto
kao u LM , a jedna od razlika je da se pravilo izvo|ewa
2. iz α↔ β zakqu~ujemo D=0(α, β),
mo`e primeniti samo na teoreme.
Skup formula T je neprotivre~an (konzistentan) ako postoji bar jedna
formula iz ForM̃ koja nije dokaziva iz T ; u suprotnom skup formula T
je protivre~an (nekonzistentan) skup. Neprotivre~an skup formula T je
maksimalno neprotivre~an ako za svaku formulu α, ili α ∈ T ili ¬α ∈ T .
3.4.3 Saglasnost i potpunost
Teoreme dedukcije i saglasnosti aksiomatskog sistema Ax(LM̃) u odnosu
na LM̃ -model dokazuju se na sli~an na~in kao i pomenute teoreme aksi-
omatskog sistema Ax(LM). Tako|e, na sli~an na~in mo`e se pokazati
da se svaki neprotivre~an skup LM̃ -formula mo`e pro{iriti do maski-
malno neprotivre~nog skupa. Zatim, na sli~an na~in kao u odeqku 3.1.3.
koristimo ideju da od maksimalno neprotivre~nih pro{irewa nekog ne-
protivre~nog skupa formula T izgradimo model M = ⟨W, v,Met⟩ u kome
va`e sve formule skupa T .
Neka je struktura M = ⟨W, v,Met⟩ definisana na slede}i na~in:
• W je skup svih maksimalno neprotivre~nih pro{irewa teorije T ;
• v : W × P → {0, 1} je preslikavawe tako da za svaki svet w ∈ W i
svako iskazno slovo p ∈ P , v(w, p) = 1 akko p ∈ w;
• Za svako w ∈ W ,Met(w) = ⟨W (w), d(w)⟩ je metri~ki prostor, gde je:
 W (w) = W
 F(w) algebra podskupova oblika [α]w = {w′ ∈ W : M, w′ |= α},
za svaku formulu α i
 neka je d(w) : F(w) × F(w) → [0,+∞) dato sa d(w)([α], [β]) =
inf{s : D6s(α, β) ∈ w}.
Da bi struktura M = ⟨W, v,Met⟩ bila LM̃ -model potrebno je pokazati
da za svaki w ∈ W va`e osobine:
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• d(w)([α], [β]) > 0;
• [α] = [β] akko d(w)([α], [β]) = 0;
• d(w)([α], [β]) 6 d(w)([α], [γ]) + d(w)([γ], [β]);
• d(w)([α], [β]) = d(w)([β], [α]),
za sve formule α, β i γ. Dokaz se sprovodi analogno kao kod teorema 3.1.4
i 3.2.4.
Idukcijom po slo`enosti formule mo`e se pokazati da
TEOREMA 3.4.1. (Teorema potpunosti) Svaki neprotivre~an skup LM̃ -for-
mula T ima LM̃ -model.






koje su restrikcije logika LM i LM̃ , tako
da iz wihove jake potpunosti sledi kompaktnost.
3.5 Iskazna logika L
FR(n)
M
Prethodno posmatrane logike, bilo da se radi o logikama u kojima su
dozvoqene iteracije metri~kih operatora i me{awe iskaznih i metri~kih
formula ili ne, imale su zajedni~ku karakteristiku u smislu beskona~ne
aksiomatizacije. Naravno, ni za jednu prethodno posmatranu logiku sa
binarnim metri~ki operatorima ne va`i teorema kompaktnosti. U ovom
poglavqu razmatra}emo restrikciju logike LM u kojoj su dozvoqena samo
rastojawa sa kona~nim unapred fiksiranim rangom, {to za posledicu
ima va`ewe teoreme kompaktnosti i mogu}nost navo|ewa kona~ne aksio-
matizacije za koju va`i jaka potpunost. Sli~na ideja realizovana je pri
razmatrawu verovatnosnih logika u kojoj su dozvoqene samo verovatno}e
sa kona~nim unapred fiksiranim rangom [59], [60] i [62].
3.5.1 Sintaksa i semantika
Neka je n > 0 prirodan broj i neka je Range ⊆ [0, n] kona~an skup takav da
{0, n} ⊆ Range, na primer skup Range mo`e biti skup {0, 1, 2, . . . , n−1, n}.
Jezik LFR(n)M logike L
FR(n)
M je pro{irewe klasi~nog iskaznog jezika koje se
sastoji od prebrojivog skupa iskaznih slova P = {p1, p2, . . .}, klasi~nih
veznika¬ i∧ i dve liste binarnih metri~kih operatoraD6s iD>s za svaki
78
s ∈ Range. Ako je s ∈ [0, n), ozna~imo sa s+ = min{r ∈ Range : s < r}, a
ako je s ∈ (0, n], ozna~imo sa s− = max{r ∈ Range : s > r}. Na daqe }emo
koristiti definicije koje su date u odeqku 3.1.1. uz jedino ograni~ewe
da je kodomen rastojawa u modelima upravo skup Range, odnosno da se u
definiciji modela M = ⟨W, v, d⟩ zahteva da za rastojawe d va`i d : F ×
F → Range. Primetimo da nije dozvoqeno me{awe klasi~nih iskaznih
i metri~kih formula, niti je dozvoqena iteracija metri~kih operatora.
Na primer, D64(α, β) ∧ ¬D>1(α ∧ γ,¬β) je formula logike LFR(n)M , dok
D64(α, β) ∧ ¬α i D>7(α,D61(γ, β)) to nisu. Za svaki izbor prirodnog
broja n dobijamo razli~ite logike, tako da se u ovom poglavqu analizira




M ) za logiku L
FR(n)
M sadr`i slede}e sheme
aksioma:
(A1) sve ForC-instance klasi~nih iskaznih tautologija,
(A2) sve ForM -instance klasi~nih iskaznih tautologija,
(A3) D>0(α, β),
(A4) D6n(α, β),
(A5) D6s(α, β) → D<r(α, β), r > s,
(A6) D>s(α, β) → D>r(α, β), r < s,
(A7) D<s(α, β) → D6s(α, β),
(A8) D>s(α, β) → D>s(α, β),
(A9) D6s(α, β) ∧D6r(β, γ) → D6min{n,s+r}(α, γ),
(A10) D6s(α, β) → D6s(β, α),
(A11) D<s(α, β) → D6s−(α, β),
(A12) D>s(α, β) → D>s+(α, β);
i slede}a pravila izvo|ewa:
(R1) iz Φ i Φ → Ψ zakqu~ujemo Ψ,
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(R2) iz α↔ β zakqu~ujemo D=0(α, β).
Aksiomatski sistem Ax(L
FR(n)
M ) sadr`i sve aksiome kao i aksiomatski
sistemAx(LM), kao i pravila izvo|ewa (R1) i (R2) i jo{ 5 novih aksioma.
Nove aksiome su uvedene da opi{u ograni~enu metriku i zbog odsustva
beskona~nih pravila izvo|ewa. Primetimo da je posmatrani aksiomatski
sistem Ax(L
FR(n)
M ) kona~an, a nizovi formula u dokazima mogu biti samo
kona~ni.
DEFINICIJA 3.5.1. Formula Φ je dokaziva (sintaksna posledica) iz skupa
formula T (u oznaci T ⊢ Φ) ako postoji kona~an niz formula Φ0,Φ1, . . . ,Φ
takav da je svaka formula Φi aksioma ili pripada skupu T ili se mo`e
dobiti iz prethodnih formula niza primenom nekog od pravila izvo|ewa.
Formula Φ je teorema (⊢ Φ) ako je dokaziva iz praznog skupa formula,
a dokaz za Φ je odgovaraju}i niz formula.
Skup formula T je neprotivre~an (konzistentan) ako postoji bar jedna
formula iz ForC i bar jedna formula iz ForM koja nije dokaziva iz T ; u
suprotnom skup formula T je protivre~an (nekonzistentan) skup.
Neprotivre~an skup formula T je maksimalno neprotivre~an ako za
svaku formulu A ∈ ForM , ili A ∈ T ili ¬A ∈ T .
Skup formula T je deduktivno zatvoren ako za svaku formulu Φ ∈ For
va`i: ako T ⊢ Φ, tada Φ ∈ T .
Slede}om lemom se pokazuje da nove aksiome garantuju da je kodomen
rastojawa upravo skup Range.
LEMA 3.5.1. Neka su α, β ∈ ForC i r ∈ Range. Tada:
(1) ⊢ D>r(α, β) ↔ D>r+(α, β),




(4) ⊢ Ys∈RangeD=s(α, β).
DOKAZ. Tvr|ewa (1) i (2) slede iz aksioma (A5), (A6), (A11) i (A12).
(3) Na osnovu jednakosti ¬D<0(α, β) = D>0(α, β) dobijamo da je
⊢ (D60(α, β) ∨ ¬D60(α, β)) ∧ ¬D<0(α, β),
odnosno va`i da
⊢ (D60(α, β) ∧ ¬D<0(α, β)) ∨ (¬D60(α, β) ∧ ¬D<0(α, β)),
80
a na osnovu jednakostiD60(α, β)∧¬D<0(α, β) = D=0(α, β) i ⊢ D>0(α, β) →
D>0(α, β) sledi da ⊢ D=0(α, β) ∨D>0(α, β).
Na osnovu ~iwenice da je
⊢ D>0(α, β) ↔ ((D60+(α, β) ∨ ¬D60+(α, β)) ∧D>0(α, β))
i
⊢ (D6s(α, β) → D6s+(α, β)) ↔ (D>s+(α, β) → D>s(α, β))
dobijamo da
⊢ D>0(α, β) ↔ ((D60+(α, β) ∧ ¬D<0+(α, β)) ∨ (D>0+(α, β) ∧D>0(α, β))),
tj. ⊢ D>0(α, β) ↔ (D=0+(α, β)∨D>0+(α, β)), pa je⊢ D=0(α, β)∨D=0+(α, β)∨







Na kraju, kako je ⊢ ¬D>n(α, β) imamo da ⊢
∨
s∈RangeD=s(α, β).
(4) Na osnovu jednakosti D=r(α, β) = D6r(α, β) ∧ ¬D<r(α, β) i aksioma
(A5) i (A6) lako dobijamo da ⊢ D=r(α, β) → ¬D=s(α, β), za r ̸= s pa je
⊢ Ys∈RangeD=s(α, β).
3.5.3 Saglasnost i potpunost
Dokazi teorema saglasnosti i dedukcije se u izvesnoj meri razlikuju od
dokaza pomenutih teorema aksiomatskog sistema Ax(LM). Slede}i wihove
ideje nije te{ko izvesti dokaze teorema za aksiomatski sistem Ax(L
FR(n)
M ).
TEOREMA 3.5.1. (Teorema saglasnosti) Aksiomatski sistem Ax(L
FR(n)
M ) je
saglasan u odnosu na L
FR(n)
M -modele.
DOKAZ. Saglasnost aksiomatskog sistema Ax(L
FR(n)
M ) se dobija na osnovu
saglasnosti klasi~ne iskazne logike i osobina ograni~ene metrike. Raz-
motrimo samo aksiome koje su nove u odnosu na aksiomatske sisteme pret-
hodno razmatranih logika.
•Aksioma (A9): NekaM |= D6s(α, β)∧D6r(β, γ), za proizvoqniLFR(n)M -
model M = ⟨W, v, d⟩. Tada, M |= D6s(α, β) i M |= D6r(β, γ), odnosno
d([α], [β]) 6 s i d([β], [γ]) 6 r. Kako je d metrika, na osnovu nejednakosti
trougla imamo da je d([α], [γ]) 6 d([α], [β]) + d([β], [γ]) 6 s + r, a kako
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je d metrika ~iji je kodomen skup Range, tada mo`emo zakqu~iti da je
d([α], [γ]) 6 min{s+ r, n}, tj. M |= D6min{s+r,n}(α, γ).
• Aksioma (A10): Neka M |= D6s(α, β), za proizvoqni LFR(n)M -model
M = ⟨W, v, d⟩. Tada je d([α], [β]) 6 s, a kako je d metrika, na osnovu osobine
simetri~nosti imamo da je d([β], [α]) 6 s, tj. M |= D6s(β, α).
• Aksioma (A11): Pretpostavimo suprotno, tj. postoji LFR(n)M -model
M = ⟨W, v, d⟩ u kome ne va`iD<s(α, β) → D6s−(α, β). TadaM |= D<s(α, β)
i M ̸|= D6s−(α, β), tj. M |= D>s−(α, β). Tada za α, β ∈ ForC imamo da je
d([α], [β]) < s i d([α], [β]) > s−. Neka je d([α], [β]) = t, gde je t ∈ Range, pa je
s− < t < s. Kako je s− = max{r ∈ Range : r < s}, a t ∈ {r ∈ Range : r < s}
dobijamo da je s− > t, {to je kontradikcija. Dakle, formula D<s(α, β) →
D6s−(α, β) jeste vaqana.
• Aksioma (A12): Pretpostavimo suprotno, tj. postoji LFR(n)M -model
M = ⟨W, v, d⟩ u kome ne va`iD>s(α, β) → D>s+(α, β). TadaM |= D>s(α, β)
i M ̸|= D>s+(α, β), tj. M |= D<s+(α, β). Tada za α, β ∈ ForC imamo da je
d([α], [β]) > s i d([α], [β]) < s+. Neka je d([α], [β]) = t, gde je t ∈ Range, pa je
s+ > t > s. Kako je s+ = min{r ∈ Range : r > s}, a t ∈ {r ∈ Range : r > s}
dobijamo da je s+ 6 t, {to je kontradikcija. Dakle, formula D>s(α, β) →
D>s+(α, β) jeste vaqana.
Razmotrimo sada pravila izvo|ewa:
• Pravilo (R1): Ovo pravilo ~uva vaqanost iz istog razloga kao i u
klasi~noj iskaznoj logici.
• Pravilo (R2): Pretpostavimo da je formula α ↔ β tautologija.
Tada [α] = [β] va`i u svakom L
FR(n)




TEOREMA 3.5.2. (Teorema dedukcije) Ako je T skup formula, Φ formula i
T ∪ {Φ} ⊢ Ψ, tada T ⊢ Φ → Ψ, gde su i Φ i Ψ ili obe klasi~ne iskazne
formule ili obe metri~ke formule.
DOKAZ. Dokaz izvodimo kori{}ewem transfinitne indukcije po du`ini
dokaza za Ψ iz skupa T ∪ {Φ}. Ako je du`ina dokaza 1, imamo slede}a tri
slu~aja:
(1) Ψ je aksioma. Na osnovu aksioma (A1) i (A2) imamo da je ⊢ Ψ →
(Φ → Ψ), a kako je ⊢ Ψ, sledi da je ⊢ Φ → Ψ. Dakle, T ⊢ Φ → Ψ.
(2) Ψ ∈ T . Sli~no kao i u prethodnom slu~aju, imamo da T ⊢ Ψ i
T ⊢ Ψ → (Φ → Ψ), pa je T ⊢ Φ → Ψ.
(3) Ψ = Φ. Na osnovu aksioma (A1) i (A2) imamo da je ⊢ Φ → Ψ. Dakle,
T ⊢ Φ → Ψ.
82
Pretpostavimo da T ∪ {Φ} ⊢ Ψ i da teorema va`i za sve formule
dokazive iz T∪{Φ}, a ~ija je du`ina dokaza mawa od du`ine dokaza formule
Ψ iz T ∪ {Φ}. Ako je Ψ aksioma ili Ψ ∈ T ili Ψ = Φ, pokazuje se da
T ⊢ Φ → Ψ, sli~no kao i u slu~ajevima (1) − (3). Razmotrimo slu~ajeve
kada je Ψ dobijeno iz T ∪ {Φ} primenom nekog od pravila izvo|ewa.
Ako je Ψ dobijeno iz T ∪ {Φ} primenom pravila (R1) na formule Θ
i Θ → Ψ, tada prema induktivnoj pretpostavci imamo da T ⊢ Φ → Θ i
T ⊢ Φ → (Θ → Ψ). Na osnovu aksioma (A1) i (A2) imamo da je
⊢ (Φ → (Θ → Ψ)) → ((Φ → Θ) → (Φ → Ψ)),
pa dvostrukom primenom pravila izvo|ewa (R1) dobija se da T ⊢ Φ → Ψ.
Pretpostavimo da je Ψ = D=0(α, β) dobijeno iz T ∪ {Φ} primenom
pravila (R2) i da Φ ∈ ForM . Tada:
T ∪ {Φ} ⊢ α↔ β.
Kako α ↔ β ∈ ForC i Φ ∈ ForM , Φ ne uti~e na dokaz za α ↔ β iz T ∪ {Φ},
pa imamo:
T ⊢ α↔ β
T ⊢ D=0(α, β), na osnovu pravila izvo|ewa (R2)
T ⊢ D=0(α, β) → (Φ → D=0(α, β)), na osnovu aksiome (A2), jer je
formula p→ (q → p) tautologija,
T ⊢ Φ → D=0(α, β), na osnovu pravila izvo|ewa (R1)
T ⊢ Φ → Ψ.
Kao {to je poznato, jedan od bitnijih koraka do dokaza teoreme pot-
punosti jeste konstrukcija maksimalno neprotivre~nog skupa, koji je pro-
{irewe nekog neprotivre~nog skupa.
TEOREMA 3.5.3. Svaki neprotivre~an skup formula T se mo`e pro{iriti
do maksimalno neprotivre~nog skupa formula.
DOKAZ. Neka je T neprotivre~an skup formula i neka je A0, A1, A2, . . .
jedno nabrajawe svih formula iz ForM . Defini{imo niz skupova Ti, i =
0, 1, 2, . . . na slede}i na~in:
(1) T0 = T ∪ ConC(T ) ∪ {D=0(α, β) : α ↔ β ∈ ConC(T )}, gde je ConC(T )
skup svih klasi~nih posledica od T (ConC(T ) ⊂ ForC);
Za svako i > 0,
(2) ako je Ti ∪ {Ai} neprotivre~an skup, tada Ti+1 = Ti ∪ {Ai};
(3) ina~e, ako je Ti ∪ {Ai} protivre~an, onda:
83
(a) ako je Ai oblika D=0(α, β), tada Ti+1 = Ti ∪ {¬Ai,¬(α↔ β)};
(b) ina~e, Ti+1 = Ti ∪ {¬Ai}.
Neka je T ∗ = ∪∞i=0Ti.
Tvr|ewe 1. Ti je neprotivre~an skup formula za svako i > 0.
Dokaz trv|ewa 1. Skupovi dobijeni u koracima (1) i (2) su o~igledno
neprotivre~ni.
Razmotimo korak (3a).
Pretpostavimo da je Ti ∪ {¬Ai,¬(α↔ β)} ⊢ ⊥, tj. Ti ∪ {¬Ai} ⊢ α↔ β.
Kako α ↔ β ∈ ForC , α ↔ β pripada ConC , pa je stoga D=0(α, β) ∈ T0, {to
je kontradikcija sa neprotivre~no{}u skupa Ti.
Ostatak dokaza je analogan dokazu teoreme 3.1.3.
U slede}oj lemi sadr`ana su neka o~igledna svojstva maksimalno ne-
protivre~nih skupova koja su nam potrebna pri dokazivawu teoreme pot-
punosti.
LEMA 3.5.2. Neka jeT ∗ maksimalnoneprotivre~an skupformula definisan
u dokazu teoreme 3.5.3. Neka su A i B ili obe klasi~ne ili obe metri~ke
formule i neka su α i β klasi~ne formule. Tada va`i:
(1) A ∈ T ∗ ako i samo ako ¬A /∈ T ∗.
(2) Ako je T ∗ ⊢ A, onda je A ∈ T ∗, tj. T ∗ je deduktivno zatvoren skup.
(3) A ∈ T ∗ i B ∈ T ∗ ako i samo ako A ∧B ∈ T ∗.
(4) Ako je A ∈ T ∗ i A→ B ∈ T ∗, onda je B ∈ T ∗.
(5) Sve teoreme pripadaju skupu T ∗.
(6) min{s ∈ Range | D6s(α, β) ∈ T ∗} 6 r ako i samo ako D6r(α, β) ∈ T ∗,
za svaki r ∈ Range.
(7) min{s ∈ Range | D6s(α, β) ∈ T ∗} < r ako i samo ako D<r(α, β) ∈ T ∗,
za svaki r ∈ Range.
DOKAZ. Tvr|ewa (1)− (5) se dokazuju na isti na~in kao u lemi 3.1.2.
(6) Dokaz je trivijalan koriste}i aksiomu (A5) i tvr|ewe (2) ove leme.
(7) Analogno trv|ewu (6).
Po{to je skup Range kona~an, u kanonskom modelu metriku mo`emo
definisati koriste}i minimume skupova.
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DOKAZ. Neka je T neprotivre~an skup formula i T ∗ wegovo maksimalno
neprotivre~no pro{irewe opisano u teoremi 3.5.3. Uzimaju}i skup T ∗,
defini{emo trojku M = ⟨W, v, d⟩, gde je:
• W skup svih klasi~nih iskaznih interpretacija (valuacija iskaznih
slova) koje zadovoqavaju ConC(T );
• v : W × P → {0, 1} je preslikavawe tako da za svaki svet w ∈ W i
svako iskazno slovo p ∈ P , v(w, p) = 1 akko w |= p;
• Neka je d : F × F → Range dato sa d([α], [β]) = min{s : D6s(α, β) ∈
T ∗}.
Prisetimo se da je [α] = {w ∈ W : w |= α} i F = {[α] : α ∈ ForC}.
Tvr|ewe 1. M je L
FR(n)
M -model.
Dokaz tvr|ewa 1. Proverimo da li model M zadovoqava uslov nenega-
tivnosti i uslove (D1), (D2) i (D3).
Za sve formule α, β ∈ ForC ,
d([α], [β]) = min{s ∈ Range : D6s(α, β) ∈ T ∗} > 0,
jer je formula D>0(α, β) aksioma i D>0(α, β) ∈ T ∗ na osnovu uslova (2)
leme 3.5.2. Dakle, d ispuwava uslov nenegativnosti.
(D1) Pretpostavimo da je [α] = [β]. Tada, za svaki svet w ∈ W , w |= α
akko w |= β, te stoga ConC(T ) ⊢ α ↔ β, na osnovu teoreme potpunosti
klasi~ne iskazne logike. Otuda, α ↔ β ∈ ConC(T ) i D=0(α, β) ∈ T0 ⊆ T ∗,
pa zakqu~ujemo da je
d([α], [β]) = min{s ∈ Range : D6s(α, β) ∈ T ∗} = 0.
Sada, pretpostavimo da je d([α], [β]) = 0, tj. min{s : D6s(α, β) ∈ T ∗} = 0,
tada D=0(α, β) ∈ T ∗. Kako je T ∗ maksimalno neprotivre~an, tada α↔ β ∈
T ∗, tj. α ↔ β ∈ ConC(T ). Iz ConC(T ) ⊢ α ↔ β nalazimo da za svaki svet
w ∈ W , w |= α akko w |= β. Dakle, [α] = [β].
(D2) Neka je
d([α], [γ]) = min{s ∈ Range : D6s(α, γ) ∈ T ∗} = s1
i
d([γ], [β]) = min{s ∈ Range : D6s(γ, β) ∈ T ∗} = s2.
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Neka je s1+ s2 6 n. Primewuju}i uslov (6) leme 3.5.2, za sve r > s1 i t > s2,
r, t ∈ Range, D6r(α, γ) ∈ T ∗ i D6t(γ, β) ∈ T ∗. Aksioma (A6) i uslov (2)
leme 3.5.2 impliciraju da D6min{n,r+t}(α, β) ∈ T ∗, tj.
d([α], [β]) = min{s ∈ Range : D6s(α, β) ∈ T ∗} 6 min{n, r + t},
za sve r, t ∈ Range i r > s1, t > s2.
Dakle, d([α], [β]) 6 s1 + s2 = d([α], [γ]) + d([γ], [β]).
Neka je s1+ s2 > n. Primewuju}i uslov (6) leme 3.5.2, za sve r > s1 i t > s2,
r, t ∈ Range, D6r(α, γ) ∈ T ∗ i D6t(γ, β) ∈ T ∗. Aksioma (A6) i uslov (2)
leme 3.5.2 impliciraju da D6n(α, β) ∈ T ∗, tj.
d([α], [β]) = min{s ∈ Range : D6s(α, β) ∈ T ∗} 6 r + t,
za sve r, t ∈ Range i r > s1, t > s2.
Dakle, i u ovom slu~aju va`i d([α], [β]) 6 s1 + s2 = d([α], [γ]) + d([γ], [β]).
(D3) Ako je d([α], [β]) = min{s ∈ Range : D6s(α, β) ∈ T ∗} = s0, tada za
proizvoqan broj r > s0, r ∈ Range, D6r(α, β) ∈ T ∗, pa dakle, D6r(β, α) ∈
T ∗, na osnovu aksiome (A10), pa sledi da je d([β], [α]) = min{s ∈ Range :
D6s(β, α) ∈ T ∗} 6 s0. Ako bi postojao t < s0, t ∈ Range, takav da
D6t(β, α) ∈ T ∗, imali bismo D6t(α, β) ∈ T ∗, {to je kontradikcija. Dakle,
uslov simetri~nosti d([β], [α]) = s0 = d([α], [β]) va`i.
Tvr|ewe 2. Za svaku formulu Φ,M |= Φ akko Φ ∈ T ∗.
Dokaz tvr|ewa 2. Za svako α ∈ ForC :
M |= α akko w |= α, za svako w ∈ W
akko ConC(T ) ⊢ α, na osnovu definicije skupa W
akko α ∈ T0
akko α ∈ T ∗.
Za sve α, β ∈ ForC i r ∈ Range:
M |= D6r(α, β) akko d([α], [β]) 6 r
akko min{s ∈: D6s(α, β) ∈ T ∗} 6 r, na osnovu definicije za d
akko D6r(α, β) ∈ T ∗, iz uslova (6) leme 3.5.2;
M |= D>r(α, β) akko d([α], [β]) > r
akko ne va`i d([α], [β]) < r
akko ne va`i min{s ∈ Range : D6s(α, β) ∈ T ∗} < r
akko D<r(α, β) ̸∈ T ∗, iz uslova (7) leme 3.5.2
akko D>r(α, β) ∈ T ∗.
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Za sve A,B ∈ ForM :
M |= A ∧B akkoM |= A iM |= B
akko A ∈ T ∗ i B ∈ T ∗, na osnovu induktivne pretpostavke
akko A ∧B ∈ T ∗, iz uslova (3) leme 3.5.2;
M |= ¬A akkoM ̸|= A
akko A /∈ T ∗, na osnovu induktivne pretpostavke
akko ¬A ∈ T ∗, iz uslova (1) leme 3.5.2.
Kona~no, na osnovu teoreme jake potpunosti sledi teorema kompaktnosti




M -model i neka je T skup formula.
TEOREMA 3.5.5. (Teorema kompaktnosti) Ako je svaki kona~an podskup od
T L
FR(n)
M -zadovoqiv onda je i skup T L
FR(n)
M -zadovoqiv.
DOKAZ. Neka T nije L
FR(n)
M -zadovoqiv, onda T ⊢ ⊥. Po{to je aksiomat-
ski sistem kona~an, postoji kona~an podskup T ′ od T takav da je T ′ ⊢ ⊥.
Suprotno pretpostavci, taj skup ne bi bio neprotivre~an, pa ni zadovo-
qiv.






predstavqa ekstenziju iskazne logike L
FR(n)
M , jer su
pri gra|ewu formula dozvoqene iteracije metri~kih operatora i me{awe





je isti kao i
jezik LFR(n)M logike L
FR(n)
M , a na~in na koji formiramo formule je isti
kao i kod logike LM̃ . Formulacije definicija, osnovnih tvr|ewa, kao i
wihovih dokaza, dobijamo na sli~an na~in kao u poglavqu 3.4. Pojmove








-model je struktura M = ⟨W, v,Met⟩, gde je:
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• W neprazan skup objekata koje nazivamo svetovima,
• v : W × P → {0, 1} preslikavawe koje svakom svetu w ∈ W dodequje
jednu dvovrednosnu valuaciju iskaznih slova,
• Met preslikavawe koje svakom svetu w ∈ W pridru`uje jedan ogra-
ni~eni metri~ki prostor ⟨W (w), d(w)⟩ tako da:
 W (w) je podskup skupa svih svetova W ,
 d(w) : F(w)×F(w) → Range je ograni~ena metrika, gde je F(w)




) je sli~an aksiomatskom sistemuAx(L
FR(n)
M ),
a razlika se ogleda u tome {to u ovom aksiomatskom sistemu ne moramo
voditi ra~una da li su formule klasi~ne ili metri~ke. Kao i kod aksi-
omatskog sistema Ax(L
FR(n)
M ) i ovde va`i saglasnost i jaka potpunost,
gde u dokazu tako|e koristimo ideju da od maksimalno neprotivre~nih
pro{irewa nekog neprotivre~nog skupa formula T izgradimo modelM =
⟨W, v,Met⟩ u kome va`e sve formule skupa T . Model M = ⟨W, v,Met⟩
defini{emo na slede}i na~in:
• W je skup svih maksimalno neprotivre~nih pro{irewa teorije T ;
• v : W × P → {0, 1} je preslikavawe tako da za svaki svet w ∈ W i
svako iskazno slovo p ∈ P , v(w, p) = 1 akko p ∈ w;
• Za svako w ∈ W ,Met(w) = ⟨W (w), d(w)⟩ je metri~ki prostor, gde je:
 W (w) = W
 F(w) algebra podskupova oblika [α]w = {w′ ∈ W : M, w′ |= α},
za svaku formulu α i
 neka je d(w) : F(w) × F(w) → Range dato sa d(w)([α], [β]) =
min{s : D6s(α, β) ∈ w}.
Analognom argumentacijom kao i kod logike Ax(L
FR(n)
M ) mo`emo za-
kqu~iti da va`i teorema kompaktnosti.
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Zakqu~ak
Na po~etku dvadesetog veka francuski matemati~ar Moris Fre{e defi-
nisao je rastojawe na proizvoqnom skupu sa elementima koji nisu ta~ke
u prostoru, tj. uveo je rastojawe u {irem kontekstu od prostornog, a ne
kao {to je do tada rastojawe posmatrano i definisano. Na osnovu takve
definicije apstraktni metri~ki prostori mogu biti prostori sa rasto-
jawima izme|u razli~itih tipova objekata, kao na primer ta~ke, skupovi,
funkcije, operatori, formule itd. Na taj na~in, definisawem metri~kih
prostora opisane su osobine funkcije rastojawa i na taj na~in zasnovana
aksiomatika metri~kih prostora koja je na neki na~in obele`ila matema-
tiku dvadesetog veka, a pojmovi kao {to su neprekidnost i konvergencija
sa Euklidskih prostora se prenose na proizvoqne skupove.
U ovom radu razmatrana su ukr{tawa dve teorije, sa jedne strane mate-
mati~ke logike, a sa druge strane metrike (funkcije rastojawa), sa ciqem
da dobijemo bogatiji formalni sistem koji je podesniji za rezonovawe
kod mnogih realnih problema. U prvoj glavi definisani su pojmovi ra-
stojawa (metrike) i navedeni op{tepoznati prostori sa rastojawima u
smislu Fre{eove definicije na proizvoqnim skupovima ~iji elementi
nisu obavezno prostorne ta~ke. Pored pomenutih prostora sa rastoja-
wima navedeni su i primeri rastojawa definisani na skupovima iskaznih
formula, a pokazano je da su pomenuta rastojawa ustvari metrike. Posma-
trawe metrika na skupu iskaznih formula je nov pristup koji zahteva i
daqa prou~avawa. Druga glava rada predstavqa prikaz logika sa rastoja-
wima koje u svom jeziku sadr`e unarne metri~ke operatore, koje su uvedene
u radovima [40], [41], [42], [43] i [44], a va`no je napomenuti da su rastojawe
u ovoj glavi posmatrana u prostornom smislu. U tre}oj glavi prikazano je
nekoliko iskaznih logika sa binarnim metri~kim operatorima, od kojih
svaka logika predstavqa potpunu i saglasnu ekstenziju klasi~ne iskazne
logike. Posmatrane iskazne logike sa binarnim metri~kim operatorima
su i me|usobno u odnosu ekstenzija ili restrikcija. Prou~avaju}i i ra-
zvijaju}i formalne sisteme u tre}oj glavi javile su se ideje o novim, do
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sada ne razvijenim formalizacijama.
Jedan od ciqeva bude}eg istra`ivawa je i prou~avawe i razvijawe for-
malnog logi~kog sistema koji predstavqa ekstenziju logike LM , a ~iji jezik
sadr`i i simbolD∗, koji za klasi~ne iskazne formule α i β obrazuje tako-
zvani primitivni te`inski term D∗(α, β). Uvo|ewem te`inskih formula
obika a1D
∗(α1, β1) + a2D
∗(α2, β2) + · · ·+ anD∗(αn, βn) > s i a1D∗(α1, β1) +
a2D
∗(α2, β2)+ · · ·+ anD∗(αn, βn) 6 s, s ∈ Q, dajemo novu izra`ajnu mo} is-
kaznoj metri~koj logici, gde su α1, α2, . . . , αn, β1, β2, . . . , βn klasi~ne iskaz-
ne formule, a koeficijenti a1, a2, . . . , an, n > 1, proizvoqni racionalni
brojevi.
Navedena ekstenzija iskazne logike sa metri~kim operatorima nije
jedina koju treba razvijati, naime potreba je i razvijati logi~ki sistem
za rezonovawe o rastojawima za koje imamo informaciju da su pribli`no
jednaka nekoj vrednosti. Sli~no, kao i kod verovatnosnih logika tako i
kod logika sa metri~kim operatorima pored dve liste binarnih operatora
D6s iD>s, razmatrali bi i uvo|ewe liste binarnih operatora oblika D≈a,
gde bi formula D≈a(α, β) imala zna~ewe rastojawe izme|u formula α i β
je pribli`no jednako a.
Funkcija rastojawa, kao{to je op{tepoznato, paru elemenata prostora
sa rastojawem (metri~kog prostora) dodequje jedinstveni nenegativan broj
uz odgovaraju}e uslove. Me|utim, ~iwenica da tom paru elemenata me-
tri~kog prostora dodequjemo jedinstven broj uglavnom ne odgovara real-
nosti, ve} predstavqa jednu ve{tu idealizaciju. Tako na primer, rezultat
pri merewu udaqenosti dve ta~ke u Euklidskom prostoru predstavqa sred-
wu vrednost nekoliko uzastopnih merewa rastojawa, pa se za ovakav na~in
nala`ewa rastojawa dve ta~ke ka`e da je statisti~ke prirode. Na neki
na~in potrebno je uop{titi pojam metri~kog prostora i same metrike, a
prvo uop{tewe dao je Karl Menger. Menger je 1942. godine definisao
verovatnosne metri~ke prostore, dok 1951. defini{e verovatnosne me-
tri~ke prostore na nov na~in kako bi otklonio neke nedostatke prve date
definicije. Glavna ideja i motiv za uvo|ewem verovatnosnih metri~kih
prostora je da se rastojawe posmatra kao verovatno}a da je rastojawe izme-
|u dve ta~ke ograni~eno nekom vredno{}u (brojem), izra`enim parametrom
t. Umesto fiksiranog odre|enog broja koji za svake dve ta~ke metri~kog
prostora odre|uje wihovo rastojawe, kod verovatnosnih metri~kih pro-
stora ta~kama se dodequje odgovaraju}a funkcija raspodele, pa mo`emo
konstatovati da na ovaj na~in su prvi put definisani prostori sa nede-
terministi~kim rastojawem.
Da bismo definisali verovatnosni metri~ki prostor potrebno je da
znamo koje uslove je potrebno da zadovoqava neka funkcija da bi bila
funkcija raspodele.
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DEFINICIJA. Funkciju f : R → [0, 1] nazivamo funkcijom raspodele ako
ispuwava slede}e uslove:










Kao i {to je o~ekivano naziv funkcija raspodele poti~e iz teorije
verovatno}e, jer su osobine (1) − (4) karakteristi~ne za funkciju ras-
podele slu~ajnih promenqivih. Familiju funkcija raspodele prethodno
definisanih ozna~imo sa S .
DEFINICIJA. Verovatnosni metri~ki prostor je par (X,F), gde je X
neprazan skup, a F : X × X → S preslikavawe koje ure|enom paru (x, y)
pridru`uje funkciju raspodele, u oznaci Fx,y koja ima slede}e osobine:
(V1) Fx,y(t) = 1, za sve t > 0 ako i samo ako x = y,
(V2) Fx,y(0) = 0,
(V3) Fx,y(t) = Fy,x(t),
(V4) iz Fx,y(t1) = 1 i Fy,z(t2) = 1 sledi da je Fx,z(t1 + t2) = 1, za sve
x, y, z ∈ X i sve t1, t2 ∈ R.
Vrednost Fx,y(t) mo`emo interpretirati kao verovatno}a da je rastoja-
we izme|u ta~aka x i y mawa je od vrednosti t. Navedena interpretacija je
u skladu sa neprekidno{}u sleva funkcije raspodele. Zbog (V2) i osobina
(1), (2) i (4) sledi da je za svako t 6 0 ispuweno uslov Fx,y(t) = 0, a jedno-
stavno nalazimo da je uslov (V1) ekvivalentan uslovu: x = y ako i samo ako
je Fx,y = H , gde je H funkcija definisana sa
H(t) =
{
0, t 6 0,
1, t > 0.
Svaki metri~ki prostor (X, d) mo`emo posmatrati kao jedan verova-
tnosni metri~ki prostor, jer mo`emo za proizvoqne ta~ke x i y skupa X
definisati funkciju raspodele sa Fx,y(t) = H(t− d(x, y)).
Uslov (V4) je minimalna generalizacija nejednakosti trougla koja va`i
u metri~kim prostorima i mo`e se interpretirati: ako je izvesno da je
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rastojawe izme|u ta~aka x i y mawe od t1 i ako je izvesno da je rastojawe
izme|u ta~aka y i z mawe od t2, tada je izvesno da je rastojawe izme|u
ta~aka x i z mawe od t1 + t2. Navedeni uslov mo`e biti oja~an u smislu
generalizacije nejednakosti trougla.
DEFINICIJA. Funkcija T : [0, 1]× [0, 1] → [0, 1] koja ispuwava uslove:
(T1) T (a, 1) = a i T (0, 0) = 0,
(T2) T (a, b) = T (b, a),
(T3) T (c, d) > T (a, b) za sve c > a i d > b,
(T4) T (T (a, b), c) = T (a, T (b, c)),
za sve a, b, c, d ∈ [0, 1] naziva se t-norma.
DEFINICIJA. Ure|ena trojka (X,F , T ), gde je (X,F) verovatnosni pro-
stor, a T t-norma koja ispuwava Mengerovu nejednakost:
Fx,y(t1 + t2) > T (Fx,z(t1), Fz,y(t2)),
za sve x, y, z ∈ X i sve t1, t2 > 0, naziva se verovatnosniMengerov prostor.
Po{to smo lako zakqu~ili da je svaki metri~ki prostor jedan verova-
tnosni metri~ki prostor, sada nije te{ko zakqu~iti da je svaki metri~ki
prostor i Mengerov prostor.
PRIMER. Svaki metri~ki prostor je verovatnosni Mengerov prostor.
Neka je (X, d) metri~ki prostor i T (a, b) = min{a, b} neprekidna t-norma.
Ako defini{imo funkciju raspodele Fx,y(t) = H(t − d(x, y)) za sve vre-
dnosti x, y ∈ X i svako t > 0, trojka (X,F , T ) bi}e jedan verovatnosni
Mengerov prostor indukovan metrikom d.
Osnovne definicije, primeri i tvr|ewa vezana za verovatnosne me-
tri~ke prostore mogu se videti u radu [3], a ciq budu}eg istra`ivawa jeste
i formalizacija rastojawa definisanih na prethodno opisan na~in.
Istra`ivawa treba da budu usmerena i na razvijawu logike prvog reda,
tj. wenog pro{irewa. Prate}i ideje verovatnosnih logika prvog reda
jedan od na~ina na koji dobijamo ekstenziju logike prvog reda jeste i
razmatrawe kvantifikatora oblika (Dx > s) i (Dx 6 s) za s ∈ Q+0 ,
odnosno razmatrawem formula oblika (Dx > s)(α, β) i (Dx 6 s)(α, β) za
svako s ∈ Q+0 , gde je x promenqiva. Semantika bi se zasnivala na modelima
metri~kih prostora (X, d), gde je d rastojawe izme|u skupova. U modelu M
va`i formula (Dx > s)(α, β) u oznaci
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M, v |= (Dx > s)(α, β) akko
d({a ∈ X | M, v(x := a) |= α}, {a ∈ X | M, v(x := a) |= β}) > s,
a u modelu M va`i formula (Dx 6 s)(α, β) u oznaci
M, v |= (Dx 6 s)(α, β) akko
d({a ∈ X | M, v(x := a) |= α}, {a ∈ X | M, v(x := a) |= β}) 6 s.
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[50] M. Milošević, Z. Ognjanović, A first–order conditional probability
logic with iterations, Publications de l’Institut Mathematique 93 (107)
(2013) 19–27.
[51] A. Montanari, Metric and layered temporal logic for time granu-
larity, Ph.D. Thesis, Interfacultary Research Institutes, Institute for
Logic, Language and Computation (ILLC), Amsterdam, 1996.
[52] Lj. Nedović, Neki tipovi rastojanja i fazi mera sa primenom u obradi
slika, Doktorska disertacija, Univerzitet u Novom Sadu, FTN, 2016.
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[58] Z. Ognjanović, M. Rašković, Some probability logics with new
types of probability operators, Journal of Logic and Computation 9(2)
(1999) 181–195.
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