Quantum ergodic restriction theorems, II: manifolds without boundary by Toth, J. A. & Zelditch, S.
ar
X
iv
:1
10
4.
45
31
v2
  [
ma
th.
SP
]  
1 M
ay
 20
12
QUANTUM ERGODIC RESTRICTION THEOREMS, II: MANIFOLDS
WITHOUT BOUNDARY
JOHN A. TOTH AND STEVE ZELDITCH
Abstract. We prove that if (M, g) is a compact Riemannian manifold with ergodic geo-
desic flow, and ifH ⊂M is a smooth hypersurface satisfying a generic microlocal asymmetry
condition, then restrictions ϕj |H of an orthonormal basis {ϕj} of ∆-eigenfunctions of (M, g)
to H are quantum ergodic on H . The condition on H is satisfied by geodesic circles, closed
horocycles and generic closed geodesics on a hyperbolic surface. A key step in the proof
is that matrix elements 〈Fϕj , ϕj〉 of Fourier integral operators F whose canonical relation
almost nowhere commutes with the geodesic flow must tend to zero.
This article is part of a series on what we call the quantum ergodic restriction problem.
The QER problem is to determine conditions on a hypersurface H so that the restrictions
{γHϕj} to H of an orthonormal basis of eigenfunctions {ϕj} of ∆g,
∆ϕj = λ
2
jϕj
on a Riemannian manifold (M, g) with ergodic geodesic flow, are quantum ergodic along H .
Here, γHf = f |H denotes the restriction operator to H . We say that {γHϕj} is quantum
ergodic along H if there exists a measure dµH on T
∗H and a density one subsequence of
eigenfunctions so that, for any zeroth-order pseudo-differential operator OpH(a) along H ,
〈OpH(a)γHϕj, γHϕj〉L2(H) →
∫
T ∗H
adµH. (0.1)
Here, the norm on L2(H) is ||f ||2L2(H) =
∫
H
|f |2dS where dS is the Riemannian surface
measure. We may pose the same problem for the Neumann data ∂νϕj |H or the full Cauchy
data (γHϕj , λ
−1
j γH∂νϕj) of ϕj alongH . In this article we study the QER problem for Dirichlet
data for general Riemannian manifolds without boundary and ergodic geodesic flow. Our
main result (Theorem 1) gives a geometric condition on H , satisfied for generic H , so that the
eigenfunctions of the Laplacian of (M, g) have the quantum ergodic property on H . In §10
it is shown that the condition is satisfied by geodesic circles, closed horocycles and generic
closed geodesics on a hyperbolic surface. This result has applications to the equidistribution
of intersections of nodal lines and geodesics on surfaces [Z4]. In the companion paper [TZ] we
prove the analogue of Theorem 1 on Euclidean domains with boundary and ergodic billiards
by a quite different proof.
In the case of bounded domains M ⊂ Rn and for the special hypersurface H = ∂M, it
is shown in [HZ] (see also [B]) that a full asymptotic density of Neumann eigenfunctions
{ϕj|∂M} are quantum ergodic. It is important to note that these are really QER results for
Cauchy data along the special boundary hypersurface where half the data happens to vanish
due to the boundary conditions (ie. ∂νϕj |∂M = 0). In analogy with these earlier results, in
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[TZ, CTZ] it is proved that quantum ergodicity of Cauchy data on any interior hypersurface
is inherited from quantum ergodicity of the eigenfunctions in the ambient space. In fact,
QUE in the ambient space implies a QUE result on the hypersurface (with respect to a
certain sub-algebra of pseudo-differential operators).
This article proves a much subtler QER theorem for the Dirichlet data alone along hy-
persurfaces H on manifolds without boundary. This is quite a different result from the
automatic QER property of Cauchy data. In particular, QER of Dirichlet data does not
automatically follow from quantum ergodicity in the ambient space. There are simple exam-
ples of H for which the Dirichlet data of ergodic eigenfunctions of (M, g) fail to be ergodic
on H . For instance, if H is the fixed point set of an isometric involution of (M, g), then
any odd eigenfunction with respect to the involution will vanish on H . The condition given
in Theorem 1 is a microlocal asymmetry condition on the ‘left’ versus ‘right’ return maps
for geodesics emanating from H which rules out the existence of such an involution on the
phase space level.
To state our results, we introduce some notation. We denote by
T ∗HM = {(q, ξ) ∈ T ∗qM, q ∈ H} (0.2)
the covectors to M with footpoint on H , and by T ∗H = {(q, η) ∈ T ∗qH, q ∈ H} the
cotangent bundle of H . We further denote by πH : T
∗
HM → T ∗H the restriction map,
πH(x, ξ) = ξ|TH. (0.3)
It is a linear map whose kernel is the conormal bundle N∗H to H , i.e. the annihilator of
the tangent bundle TH . In the presence of the metric g, we may identify co-vectors in
T ∗M with vectors in TM and induce a co-metric g on T ∗M . The orthogonal decomposition
THM = TH ⊕ NH induces an orthogonal decomposition T ∗HM = T ∗H ⊕ N∗H, and the
restriction map (0.3) is equivalent modulo metric identifications to the tangential orthogonal
projection (or restriction)
πH : T
∗
HM → T ∗H. (0.4)
For any orientable (embedded) hypersurface H ⊂ M , there exists two unit normal co-
vector fields ν± to H which span half ray bundles N± = R+ν± ⊂ N∗H . Infinitesimally, they
define two ‘sides’ of H , indeed they are the two components of T ∗HM\T ∗H . We often use
Fermi normal coordinates (s, yn) along H with s ∈ H and with x = expx ynν. We let σ, ηn
denote the dual symplectic coordinates.
We also denote by S∗HM, resp. S
∗H , the unit covectors in T ∗HM , resp. T
∗H . In general,
for any subset V ⊂ T ∗M we denote by SV = V ∩ S∗M the subset of unit covectors in V .
We may restrict (0.4) to get πH : S
∗
HM → B∗H, with where B∗H is the unit coball bundle
of H . Conversely, if (s, σ) ∈ B∗H , then there exist two unit covectors ξ±(s, σ) ∈ S∗sM such
that |ξ±(s, σ)| = 1 and ξ|TsH = σ. In the above orthogonal decomposition, they are given by
ξ±(s, σ) = σ ±
√
1− |σ|2ν+(s). (0.5)
We define the reflection involution through T ∗H by
rH : T
∗
HM → T ∗HM, rH(s, µ ξ±(s, σ)) = (s, µ ξ∓(s, σ)), µ ∈ R+. (0.6)
Its fixed point set is T ∗H .
We denote by Gt the homogeneous geodesic flow of (M, g), i.e. Hamiltonian flow on
T ∗M −0 generated by |ξ|g. We then put expx tξ = π ◦Gt(x, ξ). We emphasize that both the
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geodesic flow and exponential map are homogeneous with respect to the natural R+ action
on T ∗M − 0, i.e. Gt(x, rξ) = rGt(x, ξ), expx rξ = expx ξ for |ξ| = 1, unlike the customary
definitions in geometry. We assume throughout that Gt : S∗M → S∗M is ergodic (with
respect to Liouville measure dµL). The set S
∗
HM of unit co-vectors to M with footpoints on
H forms a kind of cross-section to the flow (see §1) in the sense that almost every trajectory
of the geodesic flow intersects S∗HM transversally. In particular, almost every trajectory
from S∗HM returns to S
∗
HM .
We define the first return time T (s, ξ) on S∗HM by,
T (s, ξ) = inf{t > 0 : Gt(s, ξ) ∈ S∗HM, (s, ξ) ∈ S∗HM)}. (0.7)
By definition T (s, ξ) = +∞ if the trajectory through (s, ξ) fails to return to H . The domain
of T (where it is finite) is denoted by L (2.2). Inductively, we define the jth return time
T (j)(s, ξ) to S∗HM and the jth return map Φ
j when the return times are finite (2.4). When
(x, ξ) ∈ S∗M\S∗HM the same formula defines what we call the first ‘impact time’ (see (2.4)).
We define the first return map on the same domain by
Φ : S∗HM → S∗HM, Φ(s, ξ) = GT (s,ξ)(s, ξ) (0.8)
When Gt is ergodic, Φ is defined almost everywhere and is also ergodic with respect to
Liouville measure µL,H on S
∗
HM .
Definition 1. We say that H has a positive measure of microlocal reflection symmetry if
µL,H
( ∞⋃
j 6=0
{(s, ξ) ∈ S∗HM : rHGT
(j)(s,ξ)(s, ξ) = GT
(j)(s,ξ)rH(s, ξ)}
)
> 0.
Otherwise we say that H is asymmetric with respect to the geodesic flow.
The term “microlocal reflection symmetry” is intended to distinguish the symmetry from
a global one defined by a symmetry map onM . The symmetry condition may be understood
in terms of left and right return maps. We use this characterization to determine the degree
of symmetry in the examples in §10. Since S∗H disconnects S∗HM , we have two lifts ξ±(s, σ)
of a covector (s, σ) ∈ B∗H to S∗HM , two almost everywhere defined first return maps
P± : B∗H → B∗H, P±(s, σ) = πH Φ ξ±(s, σ), (0.9)
and two first return times T±(s, σ). We define the jth return maps similarly by
P±,j : B∗H → B∗H, P±,j(s, σ) = πH Φj ξ±(s, σ), (0.10)
and the two jth return times by T
(j)
± (s, σ) (see (2.5) for the precise definition). Thus,
P±,j(s, σ) is defined by lifting (s, σ) → ξ±(s, σ) and following the trajectory Gt(s, ξ±(s, σ))
until it hits S∗HM for the jth-time and then projecting back to B
∗H . When the condition
rHG
T (j)(s,ξ)(s, ξ) = GT
(j)(s,ξ)rH(s, ξ), (s, ξ), G
T (j)(s,ξ)rH(s, ξ) ∈ S∗HM, (0.11)
of Definition 1 holds, one has
P+,j(s, σ) = P−,k(s, σ)
for a certain k which might not equal j. Indeed, (0.11) can only hold if GT
(j)(s,ξ)rH(s, ξ) ∈
S∗HM , i.e. T
(j)(x, ξ) is a return time for rH(x, ξ). This does not necessarily imply it is the
4 JOHN A. TOTH AND STEVE ZELDITCH
jth return time for rH(x, ξ). Thus, the return time condition is that the + and − trajectories
return at the same time and project to the same covector in B∗H on a set of positive measure.
We need some further notation and background considering the ‘test operators’ used in the
limit formula (0.1). The result holds for both poly-homogeneous (Kohn-Nirenberg) pseudo-
differential operators and also for semi-classical pseudo-differential operators on H with
essentially the same proof. To avoid confusion between pseudodifferential operators on the
ambient manifold M and those on H , we denote the latter by OpH(a) where a ∈ S0cl(T ∗H).
By Kohn-Nirenberg pseudo-differential operators we mean operators with classical poly-
homogeneous symbols a(s, σ) ∈ C∞(T ∗H),
a(s, σ) ∼
∞∑
k=0
a−k(s, σ), (a−k positive homogeneous of order − k)
as |σ| → ∞ on T ∗H as in [HoI-IV]. By semi-classical pseudo-differential operators we mean
h-quantizations of semi-classical symbols a ∈ S0,0(T ∗H × (0, h0] of the form
ah(s, σ) ∼
∞∑
k=0
hk a−k(s, σ), (a−k ∈ S−k1,0 (T ∗H))
as in [Zw, HZ, TZ]. We choose to emphasize the polyhomogeneous case because there exists
a systematic reference [HoI-IV] for the Fourier integral operator theory we require. The
book-in-progress [GuSt2] now provides a similar systematic presentation of the semi-classical
Fourier integral operator theory. The rules for composing Lagrangian submanifolds and
symbols are essentially the same in the poly-homogeneous and semi-classical settings, and so
it is straightforward to adapt the proof of poly-homogeneous theorem to the semi-classical
one, and we do so in Appendix §11. A systematic exposition of the passage beween semi-
classical and polyhomogeneous Fourier integral operators is given in [Y] (see Propositions
1.1.2-1.1.3 and 2.3.1).
We further introduce the zeroth order homogeneous function
γ(s, yn, σ, ηn) =
|ηn|√|σ|2 + |ηn|2 = (1−
|σ|2
r2
)
1
2 , (r2 = |σ|2 + |ηn|2) (0.12)
on T ∗HM and also denote by
γB∗H = (1− |σ|2) 12 (0.13)
its restriction to S∗HM = {r = 1}. The functions (0.13) are singular along S∗H and as in
[HZ] they arise in the limit measures dµH (we have retained the notation γ from [HZ] and
hope that it does not conflict with the notation γH for the restriction operator). We also use
the same notation for a smooth extension of γ to a collar neighbourhood of T ∗HM in T
∗M.
For homogeneous pseudo-differential operators, the QER theorem is as follows:
Theorem 1. Let (M, g) be a compact manifold with ergodic geodesic flow, and let H ⊂ M
be a hypersurface. Let ϕλj ; j = 1, 2, ... denote the L
2-normalized eigenfunctions of ∆g. If H
has a zero measure of microlocal symmetry, then there exists a density-one subset S of N
such that for λ0 > 0 and a(s, σ) ∈ S0cl(T ∗H)
lim
λj→∞;j∈S
〈OpH(a)γHϕλj , γHϕλj〉L2(H) = ω(a),
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where
ω(a) =
2
vol(S∗M)
∫
B∗H
a0(s, σ) γ
−1
B∗H(s, σ) dsdσ.
Alternatively, one can write ω(a) = 1
vol(S∗M)
∫
S∗
H
M
a0(s, πH(ξ))dµL,H(ξ). Note that a0(s, σ)
is bounded but is not defined for σ = 0, hence a0(s, πH(ξ)) is not defined for ξ ∈ N∗H
if a0(s, σ) is homogeneous of order zero on T
∗H . The integral can also be simplified to
ω(a) = CM,n
∫
S∗H
a0 dµL where, CM,n =
2
volS∗M
(∫ 1
0
(1− r2)−1/2rn−2 dr
)
and dµL is Liouville
measure on S∗H. The analogous result for semi-classical pseudo-differential operators is:
Theorem 2. Let (M, g) be a compact manifold with ergodic geodesic flow, and let H ⊂ M
be a hypersurface. If H has a zero measure of microlocal symmetry, then there exists a
density-one subset S of N such that for a ∈ S0,0(T ∗H × [0, h0)),
lim
hj→0+;j∈S
〈Ophj(a)γHϕhj , γHϕhj〉L2(H) = ω(a),
where
ω(a) =
2
vol(S∗M)
∫
B∗H
a0(s, σ) γ
−1
B∗H(s, σ) dsdσ.
In the special case where a(s, σ) = V (s) is a multiplication operator, an application of
Theorem 1 gives:
Corollary 1. Under the same hypotheses as in Theorem 1, with dS the surface measure on
H,
lim
λj→∞;j∈S
∫
H
V
(
γHϕλj
)2
dS = C ′M,n
∫
H
V (s) dS,
where, C ′M,n =
vol(Sn−1)
vol(S∗M)
.
This gives an asymptotic formula for the L2-norms of restricted eigenfuntions in the density
one subsequence, as opposed to the O(λ
1
2 ) upper bounds in [R, BGT]. However, it does not
disqualify existence of a zero density subsequence of eigenfunctions whose L2 norms blow
up along H . Thus, it is consistent with the sequence of recent results on restrictions of
eigenfunctions to hypersurfaces in [BGT, KTZ, R, T, To, So]. As in the original work of A.
I. Schnirelman [Sch], QER is concerned with density one subsequence of eigenfunctions and
thus may exclude the ‘extremal’ eigenfunctions with respect to H .
0.1. Examples. As in Proposition 6 of [TZ], it is possible to show that a generic hyper-
surface H has zero measure of microlocal symmetry, hence that the result is non-vacuous.
But we omit the details and concentrate on interesting examples when (M, g) is a finite area
hyperbolic surface. In §10 we apply Theorem 1 to prove:
Corollary 1. Let (M, g) be a finite area hyperbolic surface and let H be a geodesic circle
or a closed horocycle of radius r < inj(M, g), the injectivity radius. Then a full density
sequence of eigenfunctions restricts to a quantum ergodic sequence on H. The same is true
for generic Fuchsian groups and closed geodesics.
The case of closed horocycles was numerically tested in [HR].
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0.2. Outline of the proof of Theorem 1. We denote by U(t) = eit
√
∆ the wave group
of (M, g). As is well-known it is a homogeneous Fourier integral operator whose canonical
relation is the graph of the homogeneous geodesic flow at time t. We denote by γ∗H the
adjoint of γH with respect to the inner product on L
2(M, dV ) where dV is the Riemannian
volume form. Thus,
γ∗Hf = fδH , since 〈γ∗Hf, g〉 =
∫
H
fgdS,
where as above dS is the surface measure on H induced by the ambient Riemannian metric.
The fact that γ∗H does not preserve smooth functions is due to the fact thatWF
′
M(γH) = N
∗H
(see §5.2 and [HoI-IV], Ch. 8.2 for the notation). Thus, γ∗HOpH(a)γH is not a Fourier integral
operator with a homogeneous canonical relations in the sense of [HoI-IV] because its wave
front relation contains N∗H×0T ∗M ∪ 0T ∗M ×N∗H (where 0T ∗M is the zero section of T ∗M).
We study matrix elements of the restriction through the identity,
〈OpH(a)ϕj|H , ϕj|H〉L2(H) = 〈OpH(a)γHϕj, γHϕj〉L2(H)
= 〈γ∗HOpH(a)γHU(t)ϕj , U(t)ϕj〉L2(M)
= 〈V (t; a)ϕj, ϕj〉L2(M)
= 〈V¯T (a)ϕj , ϕj〉L2(M)
= 〈V¯T,R(a)ϕj , ϕj〉L2(M),
(0.14)
where 

V (t; a) := U(−t)γ∗HOpH(a)γHU(t),
V¯T (a) :=
1
T
∫∞
−∞ χ(T
−1t) V (t; a) dt,
V¯T,R(a) :=
1
2R
∫ R
−R U(r)
∗V¯T (a)U(r)dr.
(0.15)
The double average in r, t is only for convenience (see section 8.2).
A further technical complication is that V T (a) is a Fourier integral operator with fold
singularities. It is closely related to the operator W ∗W where Wf = γHU(t)f (see §0.3).
As already observed in [Ta], the canonical relations of these operators are local canonical
graphs away from fold singularities along directions tangent toH (see below for a more precise
statement). In the quantum ergodicity problem, it suffices to introduce pseudo-differential
cutoffs to cut off away from the fold singularity as in [HZ, TZ, SoZ]; we do not need the
calculus of Fourier integral operators with fold singularities as in [GrS, F]. However, the fold
singularity does induce singularities in the symbols of the main operators. For instance, the
push forward of the standard measure on S∗HM to B
∗H is γ−1B∗Hds ∧ dσ (0.13).
A detailed description of V T (a) is given in the next Proposition 2. There it is proved that,
after cutting off from the tangential singular set ΣT ⊂ T ∗M×T ∗M and the the conormal sets
N∗H×0T ∗M , 0T ∗M ×N∗H , V¯T (a) becomes a Fourier integral operator V T,ǫ(a) with canonical
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relation given by
WF (V T,ǫ(a)) : = {(x, ξ, x′, ξ′) ∈ T ∗M × T ∗M : ∃t ∈ (−T, T ),
expx tξ = expx′ tξ
′ = s ∈ H, Gt(x, ξ)|TsH = Gt(x′, ξ′)|TsH , |ξ| = |ξ′|}.
(0.16)
To define a Fourier integral operator V T,ǫ(a), we need to introduce cutoff operators to
cutoff away from T ∗H and from N∗H × 0T ∗M ∪ 0T ∗M × N∗H. We let χ ∈ C∞0 (R), [0, 1] be
a cutoff supported in (−1 − δ, 1 + δ), with χ(t) = 1 for t ∈ [−1 + δ, 1 − δ], ∫∞−∞ χ(t)dt = 1.
For fixed ǫ > 0, we introduce two cutoff pseudo-differential operators (see subsection 5.1 for
more detail). The first, χ
(tan)
ǫ (x,D) = Op(χ
(tan)
ǫ ) ∈ Op(S0cl(T ∗M)), has homogeneous symbol
χ
(tan)
ǫ (x, ξ) supported in an ǫ-aperture conic neighbourhood of T ∗H ⊂ T ∗M with χ(tan)ǫ ≡ 1 in
an ǫ
2
-aperture subcone. The second cutoff operator χ
(n)
ǫ (x,D) = Op(χ
(n)
ǫ ) ∈ Op(S0cl(T ∗M))
has its homogeneous symbol χ
(n)
ǫ (x, ξ) supported in an ǫ-conic neighbourhood of N∗H with
χ
(n)
ǫ ≡ 1 in an ǫ2 subcone. To simplify notation, define the total cutoff operator
χǫ(x,D) := χ
(tan)
ǫ (x,D) + χ
(n)
ǫ (x,D), (0.17)
and put
(γ∗HOpH(a)γH)≥ǫ = (I − χ ǫ2 )γ∗HOpH(a)γH(I − χǫ), (0.18)
and
(γ∗HOpH(a)γH)≤ǫ = χ2ǫγ
∗
HOpH(a)γHχǫ. (0.19)
By standard wave front calculus (see subsection 9.1), it follows that
γ∗HOpH(a)γH = (γ
∗
HOpH(a)γH))≥ǫ + (γ
∗
HOpH(a)γH))≤ǫ +Kǫ, (0.20)
where, 〈Kǫϕj , ϕj〉L2(M) = O(λ−∞j ). We then define
Vǫ(t; a) := U(−t)(γ∗HOpH(a)γH)≥ǫU(t), (0.21)
and
V T,ǫ(a) :=
1
T
∫ ∞
−∞
χ(T−1t) Vǫ(t; a) dt. (0.22)
We can now state the two main steps in the proof of Theorem 1. Foremost is the variance
result,
Proposition 1. For all ǫ > 0,
lim
λ→∞
1
N(λ)
∑
j:λj≤λ
∣∣〈(γ∗HOpH(a)γH)≥ǫ)ϕj , ϕj〉L2(M) − ω((1− χǫ)a)∣∣2 = 0.
The beginning of the proof of Proposition 1 follows the sketch in (0.14). We then decom-
pose V T,ǫ(a) into a pseudo-differential and a Fourier integral part according to the dichotomy
that (x, ξ, x′, ξ′) in (0.16) satisfy either
(i) Gt(x, ξ) = Gt(x′, ξ′), or
(ii) Gt(x′, ξ′) = rHGt(x, ξ),
(0.23)
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where rH is the reflection map of T
∗H in (0.6). Thus,
WF (V T,ǫ(a)) = ∆T ∗M×T ∗M ∪ ΓT , (0.24)
where 

∆T ∗M×T ∗M := {(x, ξ, x, ξ) ∈ T ∗M × T ∗M},
ΓT =
⋃
(s,ξ)∈T ∗
H
M
⋃
|t|<T{(Gt(s, ξ), Gt(rH(s, ξ))}.
(0.25)
The two ‘branches’ or components intersect along the singular set
ΣT :=
⋃
|t|<T
(Gt ×Gt)∆T ∗H×T ∗H . (0.26)
We further subscript ΓT with ǫ to indicate the points ΓT,ǫ outside the support of the tangential
cutoff (3.2).
Since Gt(rH(s, ξ)) = G
trHG
−tGt(s, ξ), ΓT,ǫ ⊂ ΓT\ΣT is the graph of a symplectic corre-
spondence. The precise statement is in Proposition 17, where we show that for any ǫ > 0, ΓT,ǫ
is the union of a finite number NT,ǫ of graphs of partially defined canonical transformations
Rj(x, ξ) = Gtj(x,ξ)rHG−tj(x,ξ)(x, ξ). (0.27)
which we term H-reflection maps. Here tj(x, ξ) is the jth ‘impact time’, i.e. the time to the
jth impact with H . We denote its domain (up to time T ) by D(j)T,ǫ (see §2 and Definition
2.4). By homogeneity of Gt : T ∗M → T ∗M , for all j ∈ Z,
tj(x, ξ) = tj(x,
ξ
|ξ|); ξ 6= 0. (0.28)
The next proposition provides a detailed discussion ofW ∗W as a Fourier integral operator
with local canonical graph away from its fold set. Furthermore, the principal symbol is
computed. It therefore seems of interest independently of its applications to QER. For more
details on its relation to W we refer to §0.3. As A. Greenleaf pointed out to the authors,
there are related calculations in [GrU, F].
Proposition 2. Fix T, ǫ > 0 and let a ∈ S0cl(T ∗H) with aH(s, ξ) = a(s, ξ|H) ∈ S0(T ∗HM)).
Then V T,ǫ(a) is a Fourier integral operator with local canonical graph, and possesses the
decomposition
V T,ǫ(a) = PT,ǫ(a) + FT,ǫ(a) +RT,ǫ(a),
where, (i) PT,ǫ(a) ∈ Opcl(S0(T ∗M)) is a pseudo-differential operator of order zero with prin-
cipal symbol
aT,ǫ(x, ξ) := σ(PT,ǫ(a))(x, ξ) =
1
T
∑
j∈Z
(1− χǫ)(γ−1aH)(Gtj(x,ξ)(x, ξ))χ(T−1tj(x, ξ)) (0.29)
where, tj(x, ξ) ∈ C∞(T ∗M) are the impact times of the geodesic expx(tξ) with H (see Defi-
nition 2.4), and γ is defined by (0.12).
(ii) FT,ǫ(a) is a Fourier integral operator of order zero with canonical relation ΓT,ǫ.
FT,ǫ(a) =
NT,ǫ∑
j=1
F
(j)
T,ǫ(a), (0.30)
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where the F
(j)
T,ǫ(a); j = 1, ..., NT,ǫ are zeroth-order homogeneous Fourier integral operators
with
WF ′(F (j)T,ǫ(a)) = graph(Rj) ∩ ΓT,ǫ,
and symbol
σ(F
(j)
T,ǫ)(x, ξ) =
1
T
(γ−1aH)(Gtj(x,ξ)(x, ξ))χ(T−1tj(x, ξ)) |dxdξ| 12 .
(iii) RT,ǫ(a) is a smoothing operator.
Given Proposition 2, the proof of Proposition 1 goes as follows: By (0.14), it suffices to
show that
lim sup
λ→∞
1
N(λ)
∑
j:λj≤λ
∣∣〈V T,ǫ(a)ϕj, ϕj〉L2(M) − ω((1− χǫ)a)∣∣2 = o(1), (as T →∞).
By Proposition 2, V T,ǫ(a) is a sum of a pseudo-differential part PT,ǫ, a Fourier integral
part FT,ǫ associated to graphs of H-reflection maps, and a small term RT,ǫ. By the inequality
(a1+· · ·+an)2 ≤ n2(a21+· · ·+a2n) it suffices to estimate the variances of each term separately.
It is simple to show that the RT,ǫ-term is negligible.
The pseudo-differential term is somewhat (but not entirely) similar to that encountered in
[HZ]. Following the argument there (and in the standard argument), we use the L2 ergodic
theorem to show that
lim sup
λ→∞
1
N(λ)
∑
j:λj≤λ
∣∣〈PT,ǫ(a)ϕj , ϕj〉L2(M) − ω((1− χǫ)a)∣∣2 = 0, (0.31)
and indeed the state a → ω(a) is defined so that the L2 ergodic theorem applies in this
way (it is calculated in Proposition 28). Since PT,ǫ is pseudo-differential, this is simply the
standard quantum ergodicity theorem.
This reduces us to studying the variances
1
N(λ)
∑
j:λj≤λ
∣∣〈FT,ǫ(a)ϕj, ϕj〉L2(M)∣∣2 . (0.32)
It is here that we need the condition in Definition 1 and where we encounter the novel aspects
in the proof. To prove (0.32) we first use the Schwartz inequality
1
N(λ)
∑
j:λj≤λ
∣∣〈FT,ǫ(a)ϕj , ϕj〉L2(M)∣∣2 ≤ 1
N(λ)
∑
j:λj≤λ
〈FT,ǫ(a)∗FT,ǫ(a)ϕj , ϕj〉L2(M) (0.33)
to bound the variance sum by a trace. In §7 we recall (and extend) the local Weyl law for
homogeneous Fourier integral operators F : C∞(M) → C∞(M) of [Z] and use it to prove
that the right side of (0.33) tends to zero under the assumption of Definition 1 (see also [TZ]
for a similar argument). In the case of local canonical graphs, the local Weyl law states that
1
N(λ)
∑
j:λj≤λ
〈Fϕλj , ϕλj〉 →
∫
SΓF∩∆T∗M
σ∆(F )dµL, (0.34)
where ΓF is the canonical relation of F , SΓF is the set of vectors of norm one, and SΓF∩∆T ∗M
is its intersection with the diagonal of T ∗M × T ∗M . Also, σ∆(F ) is the (scalar) symbol in
this set and dµL is Liouville measure. Thus, if ΓF is a local canonical graph, the right
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side is zero unless the intersection has dimension m = dimM , i.e. the trace sifts out the
‘pseudo-differential part’ of F .
An application of (0.34) to F = FT,ǫ(a)
∗FT,ǫ(a) gives:
Lemma 2. We have,
limλ→∞ 1N(λ)
∑
λj≤λ
∑NT,ǫ
k,ℓ=1〈F (ℓ)T,ǫ(a)∗F (k)T,ǫ (a)ϕλj , ϕλj〉
= 1
T 2
∫
S∗M
∑NT,ǫ
j=1
∣∣∣χ( tj(x,ξ)T ) (1− χǫ)γ−1aH(Gtj(x,ξ)(x, ξ))∣∣∣2 dµL
+ 1
T 2
∫
S{Rj=Rk}
∑NT,ǫ
j 6=k χ(
tj(x,ξ)
T
) (1− χǫ)γ−1aH(Gtj(x,ξ)(x, ξ))
χ( tk(x,ξ)
T
) (1− χǫ)γ−1aH(Gtk(x,ξ)(x, ξ)) dµL
(0.35)
Since NT,ǫ = Oǫ(T ) and |χ| ≤ 1, the first term on the right side in Lemma 2 is
Oǫ
(
1
T
‖aH‖2C0(S∗MH )
)
. (0.36)
The fact that the second term on the RHS in Lemma 2 vanishes follows from
Lemma 3. The hypersurface H ⊂ M has zero measure of microlocal reflection symmetry
if and only if for all (T, ǫ), µL (S{Rj = Rk}T,ǫ) = 0 for j 6= k (cf. Definition 1).
Indeed,
Rj(x, ξ) = Rk(x, ξ) ⇐⇒ G−tj(x,ξ)rHGtj(x,ξ)(x, ξ) = G−tk(x,ξ)rHGtk(x,ξ)(x, ξ)
⇐⇒ rHGtj(x,ξ)−tk(x,ξ) = Gtj(x,ξ)−tk(x,ξ)rH(x, ξ).
(0.37)
Hence under the assumption of Theorem 1, after taking the T → ∞ limit, the right side
in Lemma 2 is zero, proving the theorem for cutoff symbols. To complete the proof, we show
in §9.1 that the cutoffs χn≥ǫ, χtan≥ǫ on γ∗HOpH(a)γH can be removed in the limit formula along
the density one subsequence.
0.3. Background to Proposition 2. The fact that V T,ǫ(a) is a Fourier integral operator
with local canonical graph is closely related to the fact (used in [Ta, GrS, So, F, BGT, SoZ])
that the operator
W : f ∈ C(M)→ γHBU(t)f ∈ C(R×H) (0.38)
is a Fourier integral operator with local canonical graph. Here, B ∈ Ψ0(M) is a poly-
homogeneous pseudo-differential operator whose symbol vanishes in a conic neighborhood of
T ∗H . Although we do not need such a precise description, W without cutoffs is a Fourier
integral operator with one-sided folds. It has the canonical relation
ΓW = {(t, τ, q, ξ|H, Gt(q, ξ) : (q, ξ) ∈ T ∗HM : |ξ| = τ} ⊂ T ∗(R×H)\0× T ∗M\0 (0.39)
and in the associated diagram
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ΓW ⊂ T ∗(R×H)× T ∗M
π ւ ց ρ
T ∗(R×H) T ∗M,
(0.40)
the left projection is 2-1 except along the set {(t, τ, q, ξ|H, q, ξ) : |ξ| = τ = |ξ|H|} (i.e.
ξ ∈ T ∗H) where it has a fold singularity.
Our operator V T,ǫ(a) is closely related toW
∗W : to be precise, it isW ∗χTOpH(a)W where
χT is the time cutoff. To prove Theorem 1, we only need to compute symbols in the local
canonical graph part, but we need to understand the singularity of the symbol along T ∗H .
To our knowledge, the symbols of W and W ∗W on the canonical graph part have not been
calculated before, and we go through the calculation in §3 - §6.
The composition with OpH(a) causes a minor complication since a(q, σ) is not necessarily
a poly-homogeneous symbol on T ∗(R×H) because it is independent of the τ variable dual
to t. This bad behavior of a is another way to view the role of N∗H × 0T ∗M ∪ 0T ∗M ×N∗H
in the wave front set of γ∗HOpH(a)γH .
0.4. Comparison to boundary case. We now compare the methods and the results of this
article to those in [HZ, TZ]. In particular, we explain how the difficulties caused by tangential
directions GT (or more precisely, ΣT ) relate to those when H = ∂M in the boundary case.
The main difference is that the wave group U(t) is a global Fourier integral on M with
∂M = ∅, but is not one if ∂M 6= ∅. When ∂M = ∅, there are no boundary conditions on U(t)
on the hypersurface H , indeed U(t) is independent ofH . In the boundary case, the boundary
conditions on U(t) cause the Fourier integral structure of U(t) to break down microlocally
near tangent directions to ∂M . Moreover, the geodesic flow Gt is also independent of H and
we do not have the problems of reflections off corners of ∂M in its definition.
In [HZ], the breakdown of U(t) in tangential directions to ∂M was handled by making a
reduction to the boundary. Thus, we used the symmetries of matrix elements (0.1) when
H = ∂M which came from a certain boundary integral operator F (λ). Conjugation with
F (λ) was an endomorphism, not an automorphism, of the pseudo-differential operators on H
and that gave rise to additional singularities caused by the factor γ =
√
1− |η|2 in [HZ]. We
do not make a reduction to H in this article and only use the symmetry given by conjugation
by U(t). In a sense, we go in the opposite direction of ‘extending from H to the interior’
rather than reducing to H . In revenge, we have to deal with this symmetry on matrix
elements of Fourier integral operators. But we avoid the singularities caused by the γ factor.
On the other hand, the symbols of PT,ǫ and FT,ǫ do become singular along directions of
geodesics which touch H tangentially, and we have to cut away from these directions. More
precisely, there is a failure of transversal composition at these points, so that PT,ǫ and FT,ǫ
fail to be Fourier integral operators at such points. In that sense, the problem caused by ΣT
is somewhat similar to the boundary case, but as mentioned above it is not quite as serious
since U(t) is a global Fourier integral operator and ΣT only causes mild singularities such as
folds and self-intersections in the canonical relations and corresponding singularities in the
symbols.
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In the case of Euclidean domains Ω ⊂ Rn with boundary studied in [TZ], we made a
reduction from an interior hypersurface H to ∂M . In part we could then reduce the quantum
ergodicity problem to [HZ]. However, the reduction left a Fourier integral term which was
handled by a method related to that of this article. The almost nowhere commuting condition
for QER was that the sets where βmβH = βHβ
k had measure zero, and where βH was a certain
transmission map. We tie this together with the condition of the present article.
In the boundary case, we also have two lifts ξ±(y, η) of covectors to H . In addition, unlike
the boundary-less case, there are two transfer maps σ±(y, η) to the boundary and a billiard
map β : B∗∂Ω→ B∗∂Ω of the boundary. The transmission map is defined by βH = σ−σ−1+ .
The microlocal asymmetry condition of [TZ] stated that βmσ−σ−1+ = σ−σ
−1
+ β
k has measure
zero or equivalently
σ−1− β
mσ− = σ−1+ β
kσ+.
But σ−1− β
mσ− is the − side first return map, while σ−1+ βkσ+ is the + side first return map,
hence the condition of [TZ] is equivalent to saying that the ±-sided return maps do not agree
on a set of positive measure.
0.5. Further results. As mentioned above, the authors together with H. Christianson have
proved in [CTZ] that quantum ergodicity in the ambient manifold always implies QER of
the Cauchy data on any hypersurface. Moreover, QUE (unique quantum ergodicity) in the
ambient manifold implies a kind of QUER property for H . Namely, there is a subalgebra
of pseudo-differential operators on H for which the QER property holds without needing to
extract subsequences. However, the symbols of the operators are all multiplied by γ in the
restriction operation and therefore vanish to first order along T ∗H .
A further direction is to find a spectral condition on H which implies QER rather than
the dynamical condition in Definition 1. Suppose that H is a separating hypersurface and
that M\H = M+ ∪M− where M± are the disjoint components. Then one may consider the
Dirichlet problem for ∆ in M±. In the case where H is the fixed point set of an isometry,
the Dirichlet spectra of M± has a large overlap with the global spectrum of ∆ on M . It
is plausible that in place of Definition 1 one can prove QER under the assumption that
the Dirichlet spectra of M± are disjoint from the spectrum of M . Indeed, in this case the
Dirichlet-to-Neumann operators N±(λ) for M± are well-defined at eigenvalue parameters for
∆. When N±(λ) is a semi-classical Fourier integral operator (see [HZ, TZ]), it is plausible
that the QER of the Cauchy data implies QER of both the Dirichlet and Neumann data
separately. The authors plan to investigate this on a later occasion.
0.6. Organization. The first two sections §1 and §2 consist of preliminary material on the
symplectic geometry of S∗HM as a cross section to the geodesic flow and on the fold singularity
of the projection S∗HM → B∗H . This fold singularity causes the tangential singularities in
the canonical relation of V T,ǫ. This material is often suppressed for the sake of brevity, but
as a result we could not find any reference for the details we need. Section §3 is needed to
compute the symbol of V T,ǫ in §5. The calculation is important both to obtain the correct
limit meaure in (0.1) and also because it shows that the symbol lies outside of L2. This
complicates the use of the mean ergodic theorem. With these preliminaries in hand, the
proof of Theorem 1 proper begins in §7. In §11 we adapt the proof to semi-classical pseudo-
differential operators. In §8, we provide a study of examples to confirm that the condition
in Definition 1 is effective in concrete examples.
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1. Geometry of hypersurfaces
This section provides background on the symplectic and Riemannian submanifold geom-
etry in the analysis of the canonical relation of the restriction map γH and the subsequent
compositions defining Vǫ(t; a) and V T,ǫ(a).
Let H ⊂M be a hypersurface in a Riemannian manifold (M, g). We consider two hyper-
surfaces of T ∗M , the set T ∗HM of covectors with footpoint onH and the unit cotangent bundle
S∗M of g. We often use metric Fermi normal coordinates along H , i.e. we exponentiate the
normal bundle to H . We denote by s the coordinates along H and yn the normal coordinate,
so that yn = 0 is a local defining function for H . We also let σ, ξn be the dual symplectic
Darboux coordinates. Thus the canonical symplectic form is ωT ∗M = ds ∧ dσ + dyn ∧ dξn.
Let π : T ∗M → M be the natural projection. We identity π∗yn = yn as functions on
T ∗M . Then f = yn = 0 is the defining function of T ∗HM . The hypersurface S
∗M is defined
by g = |ξ| = 1, the metric norm function. It is clear that df, dg are linearly independent, so
that T ∗HM,S
∗M are a pair of transversal hypersurfaces in T ∗M .
In general, let F,G ⊂ T ∗M be two transversally intersecting hypersuraces, and let f , resp.
g, denote defining function of F , resp. G, so that f = 0 on F , g = 0 on G and df, dg are
linearly independent. Then their intersection J = F ∩ G is a submanifold of codimension
two. The intersection fails to be symplectic along the set K = {x ∈ J : {f, g}(x) = 0}. In
certain circumstances, the Hamiltonian flow lines of f intersect J in two points which are
different on J\K. This is the so-called glancing set or points of bicharacteristic tangency.
The map taking one intersection point to the other defines an involution of ιF : J → J
with fixed point set K. When K is a hypersurface in J and ιF is smooth, the eigenvectors
of eigenvalue −1 of DιF : TkJ → TkJ define a line bundle over K known as the reflection
bundle of ιF . We refer to [HoI-IV] Section 21.4 and [Me].
1.1. Restrictions and folds. We are interested in the case, F = T ∗HM, G = S
∗M, J =
S∗HM, K = S
∗H. The Hamilton vector field of yn equals ∂∂ξn and its orbits are vertical
curves of the form (s, 0, σ, ξn0 + t); they define the characteristic foliation of T
∗
HM . The
hypersurface S∗M is defined by g = |ξ| = 1, the metric norm function, and its characteristic
foliation is given by orbits of the homogeneous geodesic flow Gt. Evidently,
{xn, |ξ|g} = ∂
∂ξn
|ξ|g = |ξ|−1g
∑
j
gjn(x)ξj = ξn onS
∗
HM,
so {xn, |ξ|g} = 0 defines S∗H . Equivalently, we have
Lemma 4. S∗H is the set of points of S∗HM where S
∗
HM fails to be transverse to G
t, i.e.
where the Hamilton vector field Hg of g = |ξ| is tangent to S∗HM .
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Indeed, this happens when Hg(f) = df(Hg) = 0. One may also see it in Riemannian
terms as follows: the generator Hg is the horizontal lift η
h of η to (q, η) with respect to
the Riemannian connection on S∗M , where we freely identify covectors and vectors by the
metric. Lack of transversality occurs when ηh is tangent to T(q,η)(S
∗
HM). The latter is the
kernel of dyn. But dyn(η
h) = dyn(η) = 0 if and only if η ∈ TH . We also note that for any
hypersurface H , dyn, dξn, d|ξ|g are linearly independent.
Two closely related restriction maps will be important. The first is the linear restriction
map πH : T
∗
HM → T ∗H defined in (0.4). If we orthogonally decompose T ∗HM = T ∗H⊕N∗H ,
then πH is the orthogonal projection with respect to this decomposition. It is a fiber bundle
with fiber N∗sH . On the other hand, we consider the restriction map on S
∗
HM → B∗H . For
s ∈ H, the orthogonal projection map γH : S∗sM → B∗sH is the standard projection of a
sphere to a ball, which has a fold singularity along the ‘equator’.
This fold singularity will play a role in all the canonical relations to follow, so we pause
to recall the definitions (see [HoI-IV] Vol. III): If f : Y → X is a smooth map then it
has a Hessian map Hf : ker f ′(y) → cokerf ′(y). f is said to have a fold at y0 ∈ Y if
dim ker f ′(y) = dim cokerf ′(y) = 1 and Hf(y0) 6= 0. In this case, there is a neighborhood
of y0 and an involution ι : Y → Y in a neighborhood of y0 which is not the identity such
that f ◦ ι = f . It is called the involution defined by the fold, and its fixed point set is the
hypersurface F where f ′ is not bijective. The involution defines a line bundle in TF , known
as the reflection bundle, of eigenvectors of eigenvalue −1. They are transversal to the fixed
point hypersurface. If ι is defined by a folding map f then the reflection bundle is ker f ′.
In our setting, the full restriction map γH : S
∗
HM → B∗H is a folding map with fixed
point set S∗H and involution given by the reflection map rH (0.6). When H is orientable,
S∗H divides S∗HM into two connected components, and the involution on R×S∗HM is given
by r(t, x, ξ) = (t, rH(x, ξ)). Indeed, as observed above, this is true for each x ∈ H , and
DγH is the identity in the directions tangent to H . The reflection bundle at (s, σ) ∈ S∗H is
spanned by the Hamilton vector field Hyn =
∂
∂ξn
. That is, the reflection bundle is the family
of reflection bundles for the folding maps S∗sM → B∗sH as s ∈ H varies.
We also need the following variant.
Lemma 5. The maps G : R × S∗HM → S∗M defined by G : (t, x, ξ) → Gt(x, ξ), resp.
G : R × T ∗HM − 0 → T ∗M − 0 defined by (t, x, ξ) → Gt(x, ξ), are folding maps with folds
along R× S∗H, resp. R× T ∗H.
Proof. In both cases, the spaces are of equal dimension, so the maps are local diffeomorphisms
whenever the derivatives are injective. By Lemma 4, DG( ∂
∂t
−Hg) = 0 on T(t,x,ξ)(R×S∗HM)
if (x, ξ) ∈ S∗H , and these are the only vectors in its kernel. Indeed, suppose X ∈ Tx,ξS∗HM .
We note that DG(t,x,ξ)
∂
∂t
= Hg(G
t(x, ξ)) and DGt,x,ξX (as t varies) is a Jacobi field along the
geodesic γx,ξ(t) = πG
t(x, ξ). Since Gt is a diffeomorphism, the only possible elements of the
kernel have the form ∂
∂t
+X . If Hg +Dx,ξG
tX = 0, then X = −Hg, i.e. it is the tangential
Jacobi field γ˙. But by Lemma 4, this implies (x, ξ) ∈ S∗H and X ∈ T (S∗H).
Since Gt is homogeneous on T ∗M = 0 the same statements are true on R× T ∗HM .

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2. S∗HM as a cross section to the geodesic flow
As above, let H ⊂M be a smooth hypersurface. The purpose of this section is to explain
the sense in which S∗HM is a cross-section to the geodesic flow G
t : S∗M → S∗M and to
discuss the associated return times and return maps.
By a cross-section, we mean a hypersurface of S∗M so that almost every orbit intersects it
transversally. As discussed in the previous section, geodesics which intersect H tangentially
in the base also intersect S∗H tangentially in S∗HM . But S
∗
HM behaves sufficiently well as a
cross section so that, in the ergodic case, almost all orbits hit S∗HM and the first return map
is almost everywhere defined and ergodic. The first return map is similar to the billiard map
on the inward pointing unit covectors at the boundary of a domain, except that we consider
covectors pointing on both sides.
The return and impact times to H were defined in (0.7) in the introduction. Somewhat
more precisely, we define for any (x, ξ) ∈ T ∗M − 0, the forward first impact time
T (x, ξ) =


inf{t > 0 : Gt(x, ξ) ∈ T ∗HM},
+∞, if no such t exists.
(2.1)
We note that T is lower semi-continuous. If (x, ξ) ∈ T ∗HM , then T (x, ξ) is the first return
time of the orbit Gt(x, ξ) to T ∗HM . It may be zero if H contains geodesic arcs. If (x, ξ) ∈
T ∗M\T ∗HM then T (x, ξ) is the first impact time (or hitting time) of its orbit on H . In terms
of the notation in (0.28), T (x, ξ) = t1(x, ξ).
Since GT (x,ξ)(x, ξ) ∈ T ∗HM , the further impact times tj(x, ξ) in (0.28) are the higher return
times of GT (x,ξ)(x, ξ). So it suffices to find the domains on which the first impact time and
the return times on S∗HM are well-defined and smooth. We note that T (x, ξ) is homogeneous
of degree zero in ξ, so suffices to consider its restriction to S∗M .
We introduce the sets 

H = {(x, ξ) ∈ S∗M : T (x, ξ) <∞},
L = {(s, ξ) ∈ S∗HM : T (s, ξ) <∞}.
(2.2)
We refer to the first set as the ‘hitting set’, i.e. the initial directions of geodesics which
intersect H at some time, and the second as the ‘return set’, i.e. the directions along H of
geodesics which return to H . We note that H = Im G is the image of the map G (4.2), and
the natural domain of T (x, ξ).
On these sets we define the first impact, resp. first return maps

ΦI : H → S∗HM, ΦI(x, ξ) = GT (x,ξ)(x, ξ),
Φ : L → S∗HM, Φ(s, ξ) = GT (s,ξ)(s, ξ).
(2.3)
We use the same notation for both maps because they differ only in their domains. The
return map was defined in (0.8). The impact map defines a kind of fibration
ΦI : H → S∗HM.
Below we use it to describe the geodesic flow as the suspension of Φ with height function T .
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2.1. Higher return times and impact times. Once Φ(x, ξ) ∈ T ∗HM , the further intersec-
tions of its trajectory with T ∗HM come from applying the return maps. To obtain invariant
sets up to a fixed number of iterates we put
LM =
⋂
0≤k≤M
Φ−kL = {(s, ξ) ∈ S∗HM : (s, ξ) ∈ L,Φ(s, ξ) ∈ L, . . . ,ΦM(s, ξ) ∈ L}. (2.4)
Then the higher return times T (j)(x, ξ) are defined by
T j+1(x, ξ) = T (Φj(x, ξ)), (x, ξ) ∈ Lj, (2.5)
and finite on LM for j ≤ M . We also put
HM = {(x, ξ) ∈ H : ΦI(x, ξ) ∈ LM}, (2.6)
and define the jth impact map by
Φj : Hj → S∗HM, Φj(x, ξ) = Gtj(x,ξ)(x, ξ) = Φj−1ΦI(x, ξ),
and the jth impact time tj(x, ξ) by
tj(x, ξ) = T (x, ξ) +
j−1∑
k=1
T (ΦkΦI(x, ξ)); t1 = T.
In a similar way, we define
L±M = {(s, η) ∈ B∗H : ξ±(s, η) ∈ LM}. (2.7)
The corresponding ± return times T j± and return maps P±,j in (0.10) are well-defined on
this set for j ≤M .
Although we will not need it, it is useful to think of the invariant sets
L∞ =
⋂
k∈Z
Φ−kL, H∞ = {(x, ξ) ∈ S∗M : ΦI(x, ξ) ∈ L∞}.
The geodesic flow on S∗M then becomes the suspension flow over Φ with height function
T , i.e. up to a set of measure zero,
S∗M = {((s, ξ), t) ∈ L∞ × R : 0 ≤ t ≤ T (s, ξ)}/{(s, ξ, T (s, ξ)) = (Φ(s, ξ), 0)},
and the under this identification, when T (n)(s, ξ) ≤ t′ + t ≤ T (n+1)(s, ξ),
Gt(s, ξ, t′) = (Φn(s, ξ), t′ + t− T (n)(s, ξ)).
In practice we only use a finite number of iterations of Φ. But this identification arises
naturally in parameterizing the canonical relation of V T,ǫ(a).
To illustrate these notions, consider the case where H is a distance circle Sr in a hyperbolic
surface XΓ, or more precisely a distance circle in the hyperbolic disc projected to XΓ. Since
the geodesic flow is ergodic, and the circle is a separating curve, the complement of H must
have measure zero in S∗M . If the radius is suffciently large so that the circle surrounds a
fundamental domain, then every geodesic must intersect the circle andH = S∗M (since every
geodesic must pass through the fundamental domain). If the radius is small enough, then
there may exist closed geodesics of XΓ which do not pass through the circle and H 6= S∗M .
As another example, let H be a closed geodesic γ of XΓ. Again, |H| = 0 since otherwise
there would exist a Gt-invariant set of non-trivial Liouville measure. However, H 6= ∅ since
there exist geodesics which are forward asymptotic to γ as t→∞ (i.e. they spiral in towards
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γ as t→∞) but never cross γ. Such geodesics belong to the one-parameter family with the
same forward boundary point as γ on the ideal boundary of the hyperbolic disc. We note
that γ itself belongs to this one-parameter family, so the set H is not closed.
2.2. Φ : S∗HM → S∗HM as a symplectic map. Let α = ξ ·dx denote the canonical one-form
of T ∗M , and let dα = ωT ∗M be the canonical symplectic form on T ∗M .
We note that ωT ∗M restricts to S
∗M as a form with a one-dimensional kernel, spanned by
the Hamilton vector field Hg of the metric norm function. Since S
∗
HM is transverse to Hg
except on S∗H , ωT ∗M |S∗
H
M is symplectic away from S
∗H . Indeed, in Fermi coordinates it
is the form γ∗H(ds ∧ dσ), the symplectic form of the ball bundle B∗H , pulled back to S∗HM
under the tangential projection γH : S
∗
HM → B∗H.
We further note that α restricts to the one form αH := σd˙s on T
∗
HM , since dyn = 0 on
T (T ∗HM). As discussed in [FG], Φ is symplectic with respect to ds ∧ dσ and moreover
Φ∗αH − αH = dT,
on S∗HM , where as above T is the return time function (the ‘Poincare´-Cartan identity, see
(2.8) of [FG]).
The symplectic volume density |γ∗Hds ∧ dσ| is, strictly speaking, not a volume form since
it vanishes on S∗H, but we use it as an invariant volume density. It may also be defined as
follows:
Definition: We define the Liouville volume measure dµL,H on S
∗
HM by dµL,H = ιHgdµL, i.e.
by inserting the Hamilton vector field generating Gt into dµL.
In terms of local Fermi symplectic coordinates, dµL,H = |γ∗Hds ∧ dσ|.
Lemma 6. On H, dµL = dT ∧ (Φ∗IdαH)n−1.
Proof. We recall that dµL = α ∧ (dα)n−1 on S∗M . We claim that α = dT + Φ∗IαH on
H. Indeed, since Gt : T ∗M − 0 → T ∗M − 0 is homogeneous, (Gt)∗α = α. Also, for the
Gt−translated hitting time (Gt)∗dT = dT and so, it follows that (Gt)∗(dT+Φ∗IdαH) = (dT+
Φ∗IdαH). Therefore it suffices to show that α = dT +Φ
∗
IαH at points of S
∗
HM where ΦI = id
and α = ηndyn + σds = ηndyn + αH . But dT = ηndyn on S
∗
HM . Indeed, α(Hg) = 1, since at
(x, ξ) ∈ S∗M , Hg is the horizontal lift of ξ to (x, ξ) and so α(Hg) = ξ(π∗Hg) = |ξ|2g = 1. On
the other hand, dT (Hg)(s, ξ) = 1 for all (s, ξ) ∈ S∗HM by definition. Moreover, both dT and
ηndyn annihilate T (T
∗H) and so,
ηndyn|S∗
H
M = dT |S∗
H
M .
It follows that dµL = (dT + Φ
∗
IαH) ∧ (Φ∗IdαH)n−1 = dT ∧ (Φ∗IdαH)n−1.

2.3. Singularities of return times. We now define smooth local branches of the return
time functions. Let f = yn : M → R be a local defining function for H in U , so that
H ∩ U = {f = 0} and df(x) 6= 0, x ∈ H. Then df : TM → R is a local defining function of
TH . We consider the maps

(i) F : R× S∗HM → R, F (t, s, ξ) = f(Gt(s, ξ)) = f(exps tξ),
(ii) F± : R×B∗H → R, F±(t, s, σ) = F (t, ξ±(s, σ)).
(2.8)
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F extends by homogeneity to T ∗HM . Here, as always, we define expq tη = πG
t(q, η) with Gt
the homogeneous geodesic flow. The graph of the impact times tj(x, ξ) (see (0.27)) is given
by
TI = {(t, s, ξ) ∈ R× T ∗HM : F (t, s, ξ) = 0},
and those of the ± return time functions (see (0.10)) are given by
T± := {(t, s, σ) ∈ R×B∗H : F (t, ξ±(s, σ)) = 0}.
Consider the diagram
TI ⊂ R× T ∗HM
π(t, x, ξ) = tւ ց ρ(t, x, ξ) = Gt(x, ξ)
R T ∗HM.
(2.9)
The set of impact times of (x, ξ) is thus given by
πρ−1(x, ξ) : {(t, G−t(x, ξ)) ∈ T } → t ∈ R.
We are interested in the extent to which ρ : TI → T ∗M is an (infinite sheeted) covering map.
Lemma 7. 0 is a regular value of F , so TI is always a submanifold of R × T ∗HM . Let
Σ(F ) = {(t, x, ξ) ∈ R× T ∗HM : ∂tF (t, x, ξ) = ∂tf(expxtξ) = 0} Then Σ(F ) ⊂ R× T ∗H. The
image of Σ(F ) under ρ(t, x, ξ) = Gt(x, ξ) is G (??).
Proof. Since dF = ∂tFdt+ df ◦DGt, since df 6= 0 (by definition of a defining function) and
DGt 6= 0, it follows that dF 6= 0 and 0 is a regular value.
The fact that Σ(F ) ⊂ R × T ∗H follows from Lemma 4. Indeed, Σ(F ) is defined by
df(Gt(x, ξ))Hg = 0 and that implies (x, ξ) ∈ T ∗H .

2.4. Cutoffs and domains. We often fix T > 0, and then the image of G in Lemma 5
restricted in time to [0, T ] is the closed set
HT = {(x, ξ) ∈ S∗M : T (x, ξ) < T}. (2.10)
We also put LT = {(s, ξ) ∈ S∗HM : T (s, ξ) < T}. The set {T = ∞} is in general neither
open nor closed; of course it is the countable intersection
⋂∞
n=1{T > n} of open sets. Given
T > 0 we define
HTM = {(x, ξ) ∈ HT : GT (x,ξ)(x, ξ) ∈ L, . . . ,ΦMGT (x,ξ)(x, ξ) ∈ L}. (2.11)
We will need to cut off tangential directions to H . We put

(S∗HM)≤ǫ = {(x, ξ) ∈ S∗HM : |〈x, η〉| ≤ ǫ, ∀η ∈ S∗xH}
(S∗HM)≥ǫ = {(x, ξ) ∈ S∗HM : |〈x, η〉| ≥ ǫ, ∀η ∈ S∗xH}
i.e. the covectors which make an angle ≤ ǫ, resp. ≥ ǫ with H . We homogenize by defining

(T ∗HM)≤ǫ = {(x, ξ) ∈ T ∗HM : ξ|ξ| ∈ (S∗HM)≤ǫ},
(T ∗HM)≥ǫ = {(x, ξ) ∈ T ∗HM : ξ|ξ| ∈ (S∗HM)≥ǫ}.
(2.12)
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We then define GT,ǫ to be the flowout of the tube (T ∗HM)ǫ, i.e.
GT,ǫ =
⋃
|t|≤T
Gt(T ∗HM)ǫ. (2.13)
We also denote the complement of a set E by Ec. By Lemma 7 and an application of the
implicit function theorem, we have
Corollary 8. For any T, ǫ > 0, T (x, ξ) is a smooth function on the open set HT ∩ (GT,ǫ)c.
We also need to define the domains D(j)T,ǫ ⊂ T ∗M of the j-th impact times tj(x, ξ) :
Definition: We define
D(j)T,ǫ = {(x, ξ) ∈ HTj ∩ (GT,ǫ)c, GT (x,ξ)(x, ξ) ∈ L\(S∗TH)≤ǫ, . . . ,ΦjGT (x,ξ)(x, ξ) ∈ L\(S∗TH)≤ǫ}
As above, D(j)T,ǫ is a conic open subset of T ∗M with tj ∈ C∞(D(j)T,ǫ).
2.5. Ergodicity of the return map. As mentioned in subsection 2.2, Φ is a dµL,H and
|dsdσ|-measure preserving transformation on L∞.
Lemma 9. For any T , the image G ((−T, T )× (T ∗HM\T ∗H) is an open homogeneous set
in T ∗M . If Gt is ergodic, then
lim sup
T→∞
|(S∗M\(G ((−T, T )× (S∗HM\S∗H) | = 0.
Proof. G is an open map on the given domain since DG is everyhwere non-singular. The
complement of the image is obviously decreasing. If its volume were bounded below by some
δ > 0, the complement of the image G (R× (S∗HM\S∗H)) would be a closed invariant set of
positive measure for Gt, contradicting its ergodicity.

Since µH(S
∗
HM\L∞) = 0 we also regard it as a measure preserving transformation on
S∗HM . We add the obvious comment that in the ergodic case, almost all geodesics hit H .
Since Gt is the suspension of Φ, we have
Lemma 10. The return map Φ : S∗HM → S∗HM is ergodic on S∗HM with respect to dµL,H
if and only if Gt is ergodic on S∗M with respect to dµL.
Proof. We have just seen that dµL,H is an invariant measure for Φ. If there exists an invariant
set A ⊂ S∗HM with 0 < µL,H(A) < 1, then its flowout,
⋃
s∈RG
sA, is an invariant set for Gt
and by Lemma 6 it satisfies 0 < µL(A) < 1. This contradicts ergodicity of G
t. The converse
is similar.

We also need an ǫ-refinement of Lemma 9:
Lemma 11. For any T, ǫ, G ((−T, T )× (T ∗HM\(T ∗HM)≤ǫ)) is an open homogeneous set in
T ∗M . If Gt is ergodic then,
lim sup
T→∞
|(S∗M\(G ((−T, T )× (S∗HM\(S∗H)≤ǫ) | = o(1) as ǫ→ 0;
Similarly,
lim sup
T→∞
|(S∗M\ (G(−T, T )× (S∗HM) \GT,ǫ| = o(1) as ǫ→ 0.
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Proof. In each case the image in question is the image of an open set, hence open. For the
volume estimates, we note that as in Lemma 9, by µL-ergodicity of G
t : S∗M → S∗M, the
union
⋃
T,ǫ>0G((−T, T )× (S∗HM/S∗H)≤ǫ) of the image has full measure, hence the measure
of the complement is zero. A similar argument applies to the second set in Lemma 11.

3. Compositions of canonical relations
In order to study the Fourier integral properties of Vǫ(t; a) and V T,ǫ(a), we need to under-
stand the compositions of the canonical relations underlying various operators. In essence
we prove here that the canonical relation Γ∗WΓW (cf. (0.39)) is a local canonical graphs,
determine the graph and relate it to the first return times and maps. We choose to work
with operator kernels on M ×M rather than with W itself.
We refine (0.26) to
ΣT,ǫ =
⋃
|t|≤T
(Gt ×Gt)∆(T ∗
H
M)≤ǫ×(T ∗HM)≤ǫ, (3.1)
and put
ΓT,ǫ = ΓT\ΣT,ǫ. (3.2)
In this section we prove that (0.24), cutoff away from the singular set, is a good canonical
relation:
Proposition 12. For any ǫ > 0, ∆T ∗M×T ∗M ∪ ΓT,ǫ ⊂ T ∗M × T ∗M is smoothly immersed
homogeneous canonical relation.
The self-intersection locus is described in Lemma 16. In the next section §4 we show that
it is a local canonical graph and determine the branches.
We recall that a canonical relation is a Lagrangian submanifold with respect to the dif-
ference symplectic form π∗1ωT ∗M −π∗2ωT ∗M where ωT ∗M is the canonical symplectic form and
πk : T
∗M × T ∗M → T ∗M ; k = 1, 2 are the projecttions onto the two component T ∗M.
We prove the Proposition as a series of Lemmas. The final Lemma 16 is more precise and
describes the singularities at ǫ = 0.
3.1. The canonical relation CH. We define

CH = {(s, ξ, s, ξ′) ∈ T ∗HM × T ∗HM : s ∈ H, ξ|TH = ξ′|TH},
CˆH = {(s, ξ, s, ξ′) ∈ T ∗HM × T ∗HM : s ∈ H, ξ|TH = ξ′|TH , |ξ| = |ξ′|},
SCˆH = {(s, ξ, s, ξ′) ∈ T ∗HM × T ∗HM : s ∈ H, ξ|TH = ξ′|TH , |ξ| = |ξ′| = 1}
(3.3)
As above, SF denotes the unit vectors in any set F . Thus, CˆH = R+SCˆH . As will be seen
below, CH is the canonical relation of γ
∗
HOpH(a)γH , and CˆH arises in the canonical relation
of V T,ǫ(a).
We recall that the fiber product of two fiber bundles π : X → Z and ρ : Y → Z is
the submanifold X ×Z Y ⊂ X × Y equal to ({(x, y) : π(x) = ρ(y)}. We apply the same
terminology with X = Y = S∗HM , Z = B
∗H and π, ρ = γH , but as just observed, the
restriction map is not a fiber bundle projection but a folding map.
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Lemma 13. We have:
• CH ≃ T ∗HM×T ∗H T ∗HM is the fiber square of T ∗HM with respect to the restriction map
γH : T
∗
HM → T ∗H. It is an embedded Lagrangian submanifold of T ∗M × T ∗M .
• CˆH := RSCˆH ≃ T ∗HM ×S∗H T ∗HM is an immersed homogeneous isotropic subman-
ifold of dimension 2n − 1 with transveral crossings on the self-intersection locus
R+∆S∗H×S∗H = ∆T ∗H×T ∗H . Also, CˆH ∩ (T ∗H × T ∗H) = ∆T ∗H∩T ∗H .
• SCˆH ≃ S∗HM ×S∗H S∗HM is the ‘fiber square’ of S∗HM with respect to the (folding)
restriction map γH : S
∗
HM → S∗H. It is an immersed isotropic submanifold of
dimension 2n− 2 with transveral crossings on the self-intersection locus ∆S∗H×S∗H .
Proof. The defining equations of CH ⊂ T ∗HM×T ∗HM are given by equating the map (v, w)→
v|TH − w|TH ∈ T ∗H to zero. This map is a submersion. Suppressing the s ∈ H variable,
it is just the map (σ, yn, σ
′, y′n) → σ − σ′ with σ, σ′ ∈ Rn−1, yn ∈ R. Thus, the zero set is a
regular level set, hence an embedded submanifold of codimension n = dimM .
We observe that SCˆH is the union SCˆH = gr(Id) ∪ gr(rH) of the identity and reflection
maps. The graphs intersect transversally along the diagonal ∆S∗H×S∗H ⊂ S∗H × S∗H ,
since the tangent space to the identity graph is the diagonal and the tangent space to
the reflection map is the ‘anti-diagonal’ (v,−v) ∈ T (S∗H × S∗H). That is, the equation
πH(ζ, ζ
′) := γH(ζ)−γH(ζ ′) = 0 in S∗HM×S∗HM defines a submanifold of codimension n−1 on
the dense open set where DζγH, Dζ′γH spans TB
∗H . Suppressing the variable along H , the
singularities at each x ∈ H are those of the map π : Sn−1 × Sn−1 → Rn−1, π(σ, yn; σ′, y′n) =
σ − σ′, where (σ, yn) ∈ Rn−1 × R, |σ|2 + y2n = 1. Thus, yn = ±
√
1− |σ|2 and π−1(0) =
{σ, yn, σ, yn)} ∪ {(σ, yn, σ,−yn)}. Here, we fix s ∈ H and identify T ∗sM ≃ Rn, T ∗sH ≃ Rn−1.
Since R+SCˆH is the homogenization, we only need to homogenize the results for SCˆH .
In more detail, we again fix x and consider the map π(r, s, yn, s
′, y′n) = r(s− s′) from R+ ×
Sn−1×Sn−1 → Rn−1. The zero set is again defined by s = s′. The radial tangent direction is
in the kernel of Dπ along π−1(0). Finally, we note that if (x, ξ, x, ξ′) ∈ CˆH ∩ (T ∗H × T ∗H),
then ξ = ξ′.

3.2. The canonical relation Γ∗ ◦ CH ◦ Γ. It is well known (see [HoI-IV], vol. IV) that
U(t) ∈ I− 14 (R×M ×M,Γ), with Γ = {(t, σ, x, ξ, Gt(x, ξ)) : σ+ |ξ| = 0}. As in [DG], the half
density symbol of U(t, x, y) is the canonical volume half density σU(t,x,y) = |dt ⊗ dx ∧ dξ| 12
on Γ.
Here,
Γ∗ ◦ CH ◦ Γ = {(t′,−|ξ′|, t, |ξ|, Gt′(s, ξ′), Gt(s, ξ))
∈ T ∗R× T ∗R× T ∗M × T ∗M, , ξ|TH = ξ′|TH}.
(3.4)
Lemma 14. The (set-theoretic) composition Γ∗ ◦ CH ◦ Γ is transversal, and Γ∗ ◦ CH ◦ Γ ⊂
T ∗R× T ∗M × T ∗M is the Lagrangian submanifold parametrized by the embedding
ιΓ∗CHΓ : R× R× T ∗HM → T ∗(R× R×M ×M),
ιΓ∗CHΓ(t
′, t, s, ξ, ξ′) = (t′,−|ξ′|, t, |ξ|, Gt′(s, ξ), Gt(s, ξ′)), ξ|TH = ξ′|TH .
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Proof. This follows from the following observation: if χ : T ∗M − 0→ T ∗M − 0 is a homoge-
neous canonical transformation and Γχ ⊂ T ∗M×T ∗M is its graph, and if Λ ⊂ T ∗M×T ∗M is
any homogeneous Lagrangian submanifold with no elements of the form (0, λ2), the Γχ ◦Λ is
a transversal composition with composed relation {(χ(λ1), λ2) : (λ1, λ2) ∈ Λ}. The condition
that λ1 6= 0 is so that χ(λ1) is well-defined.
We recall that transversality refers to the intersection
Γχ × Λ ∩ T ∗M ×∆T ∗M×T ∗M × T ∗M.
Now, the tangent space at any intersection point to T ∗M × ∆T ∗M×T ∗M × T ∗M contains
all vectors of the form (v, 0, 0, 0) and (0, 0, 0, v′) with v, v′ ∈ T (T ∗M). Hence to prove
transversality it suffices to fill in the middle two components. The diagaonal T∆T ∗M×T ∗M
contributes all tangent vectors of the form (w,w). On the other hand, the middle components
of Γχ × Λ have the form (w, δλ1) where w ∈ T (T ∗M) is arbitrary. The sum of such vectors
with the diagonal contains all vectors of the form (w+ v, δλ+ v′) and therefore clearly spans
the middle T (T ∗M × T ∗M).
We apply this observation in two steps. First, we compose
CH ◦ Γ = {(s, ξ′, Gt(s, ξ), t,−|ξ|) : (s, ξ) ∈ T ∗HM, ξ|TH = ξ′|TH} ⊂ T ∗M × T ∗M × T ∗R\0.
By the first part of Lemma 13, CH is a Lagrangian submanifold, so the argument about
graphs applies to show that this composition is transversal (including the innocuous T ∗R
factor.) We then apply the same argument to the left composition with Γ. It is straightfor-
ward to determine the composite as stated above.

3.3. The pullback ΓH := ∆
∗
t Γ
∗ ◦ CH ◦ Γ. We now consider the pullback of Γ∗ ◦ CH ◦ Γ
under the time diagonal embedding ∆t(t, x, y) = (t, t, x, y) : R×M ×M → R×R×M ×M .
We define
(Gt ×Gt)(CH) = {(Gt(s, ξ), Gt(s, ξ′)) : (s, ξ, s, ξ′) ∈ CH}, (3.5)
and
ΓH := {t, |ξ| − |ξ′|, (Gt(s, ξ), Gt(s, ξ′)) ∈ T ∗R× (Gt ×Gt)(CH))}. (3.6)
Lemma 15. The map ∆t is transversal to (Γ
∗ ◦ CH ◦ Γ), hence
∆∗t (Γ
∗ ◦ CH ◦ Γ) = ΓH
is a smoothly embedded canonical relation, under the Lagrange embedding
ιΓH : R× T ∗HM → T ∗(R×M ×M),
ιΓH (t, s, ξ, ξ
′) = (t, |ξ| − |ξ′|, Gt(s, ξ), Gt(s, ξ′)), ξ|TH = ξ′|TH .
Proof. The explicit formula for the composition is simple to verify. We recall that a map
f : X → Y is said to be transversal to W ⊂ T ∗Y if df ∗η 6= 0 for any η ∈ W . By (see [GuSt],
Proposition 4.1), if f : X → Y is smooth and Λ ⊂ T ∗Y is Lagrangian, and if f : X → Y
and π|Λ : Λ→ Y are transverse then f ∗Λ ⊂ T ∗X is Lagrangian. It is clear from the explicit
formula for the pullback that transversality holds.
Since Gt × Gt is a homogeneous diffeomorphism, Gt × Gt(CH) is a smooth embedded
manifold, and the map ιt,CH : T
∗
HM ×T ∗H T ∗HM → Gt ×Gt(CH) ⊂ T ∗M × T ∗M is a smooth
embedding.
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
3.4. The pushforward πt∗∆∗tΓ
∗ ◦ CH ◦ Γ. We now consider the map πt : R×M ×M →
M ×M and push forward the canonical relation ∆∗t Γ∗ ◦ CH ◦ Γ. We recall that V T,ǫ(a) is
cutoff in time (by χT ) to |t| ≤ T and thus (0.24),
∆T ∗M×T ∗M ∪ ΓT =
⋃
|t|≤T{(Gt(s, ξ), Gt(s, ξ′)) : (s, ξ, s, ξ′) ∈ CH , |ξ| = |ξ′|}
=
⋃
|t|≤T (G
t ×Gt)CˆH .
(3.7)
is the proper pushforward
ΓT = πt∗∆∗tΓ
∗ ◦ CH ◦ Γ, πt : [−T, T ]×M ×M → M ×M. (3.8)
Of course, the sharp cutoff to [−T, T ] puts a boundary in ΓT , but it causes no problems
since all of our operators are smooth in a neighborhood of the boundary and since we use
the smooth cutoff χ( t
T
) in the definition of V¯T .
We recall that the pushforward of Λ ⊂ T ∗X under a map f : X → Y is defined by
f∗Λ = {(y, η) : ∃x, y = f(x), (x, f ∗η) ∈ Λ)}. As discussed in ([GuSt], Proposition 4.2,page
149), if f : X → Y is a smooth map of constant rank and H∗(X) is the bundle of horizontal
covectors, and if Λ ∩ H∗(X) is transversal then f ∗(Λ) is a Lagrangian submanifold. Here,
H∗(X) = f ∗T ∗Y is the set of covectors which annihilate the tangent space to the fibers.
In our setting, π∗t T
∗(M ×M) is the co-horizontal space H∗ ⊂ T ∗(R × M ×M) which
is co-normal to the fibers of πt, i.e. its elements have the form (t, 0, x, ξ, y, η). Let τ :
T ∗R × T ∗M × T ∗M → R be the projection onto the second component of T ∗R = {(t, τ)}.
Thus,
ΓH ∩H∗(M ×M) = ∆∗tΓ∗ ◦CH ◦ Γ ∩H∗(M ×M) = {z ∈ ∆∗tΓ∗ ◦CH ◦ Γ : τ(z) = 0}, (3.9)
and the pushforward relation is Note that
⋃
|t|≤T G
t(T ∗xM) projects (for small t) to M to the
ball of radius t around x.
By Lemma 13, (3.7) is the flow-out of an immersed Lagrangian submanifold with transver-
sal crossings on R+∆S∗H×S∗H . Equivalently, the pushforward relation is parameterized by the
Lagrange mapping
ι : R× CˆH → T ∗M × T ∗M : (t, s, ξ, ξ′) 7→ (Gt(s, ξ), Gt(s, ξ′)). (3.10)
The following Lemma is the final step in the proof of Proposition 12, and indeed is more
precise than necessary for the proof.
Lemma 16. We have,
• dτ 6= 0 on (3.9) except on the set of points of R×∆S∗H×S∗H . Consequently, (3.9) is
a smooth manifold except at these points and the pushforward
πt∗∆∗t
(
Γ∗ ◦ CH ◦ Γ\T ∗R× R+(∆S∗H×S∗H)
)
is an (immersed) Lagrangian submanifold.
• ι|
R×(CˆH\R∆S∗H×S∗H ) is a Lagrange immersion, with self-intersections corresponding to
‘return times’.
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Proof. As noted above, if ΓH = ∆
∗
t Γ
∗◦CH ◦Γ intersects 0R×T ∗M×T ∗M transversally, then
πt∗∆∗tΓ
∗◦CH◦Γ is Lagrangian. SinceH∗(M×M) is of co-dimension one, ∆∗ Γ∗◦CH◦Γ fails to
be transverse at an intersection point only if its tangent space is contained in T (H∗(M×M)).
Thus, it fails to be transverse only at points where dτ = τ = 0. Since τ(t, s, ξ, ξ′) = |ξ|−|ξ′| =√
σ2 + η2n−
√
σ2 + (η′n)2, we see that τ = 0 if and only if ηn = ±η′n and dτ = 0 on this set if
and only if ηn = η
′
n = 0. This proves that the intersection (3.9) is transversal except on the
set 0R ×∆T ∗H×T ∗H and that it fails to be transversal there. Consequently, the pushforward
is a smoothly immersed Lagrangian submanifold away from this singular set.
We now consider ι and first restrict it to R × (CˆH\∆T ∗H×T ∗H) since CˆH does not have a
well-defined tangent plane on the critical locus. The map ι is then an immersion as long as
(Gt × Gt)(CˆH) is transverse to the orbits of Gt × Gt. As noted in §1.1, S∗H is the set of
points of S∗HM where the Hamilton vector field Hg of g = |ξ| is tangent to S∗HM . Hence,
ι|
R×(CˆH\R∆S∗H×S∗H) is a Lagrange immersion. It follows that πt∗∆
∗
tΓ
∗ ◦CH ◦Γ is an immersed
canonical relation away from the set R+
⋃
|t|≤T (G
t ×Gt)(S∗H × S∗H).
We next consider self-intersection set of this immersion. The fiber of ι over a point in the
image,
ι−1(x0, ξ0, y0, η0) = {(t, s, ξ, ξ′) ∈ R× CˆH : (G−t(s, ξ), G−t(s, ξ′)) = (x0, ξ0, y0, η0)}, (3.11)
corresponds to simultaneous hitting times of (x0, ξ0) and (y0, η0) on T
∗
HM . Thus, the self-
intersection locus of ΓT,ǫ consists of the image of pairs (t, s, ξ, ξ
′), (t′, s′, η, η′) such that
Gt(s, ξ) = Gt
′
(s′, η), Gt(s, ξ′) = Gt
′
(s′, η′) ⇐⇒ Gt−t′(s, ξ), Gt−t′(s, ξ′) ∈ T ∗HM.
If ξ = ξ′ then (s, η) = (s′, η′) and the self-intersection points correspond to the return times
and positions of (s, ξ) to T ∗HM . If ξ
′ = rHξ, then the self-intersection points correspond to
the times where the left and right times are the same. Away from T ∗H × T ∗H the set of
return times is discrete.
This concludes the proof of the Lemma and hence of Proposition 12.

4. Return times and reflection maps Rj
In Proposition 12, ΓT,ǫ is shown to be a canonical relation. In this section, we study the
diagram
ΓT ⊂ T ∗M × T ∗M
π ւ ց ρ
T ∗M T ∗M.
(4.1)
Our aim is to show that the map ρπ−1 defines a finitely multi-valued symplectic correpon-
dence. Underlying the projections is the map
G : R× T ∗HM → T ∗M − 0, G(t, s, ξ) = Gt(s, ξ), (4.2)
which was introduced in Lemma 5. We often restrict G to [−T, T ]× T ∗HM and then denote
it by GT . In Lemma 5, we determined the singular set of G.
We note that DG ∂
∂t
= Hg and that Ds,ξG
t = DGt|T ∗
H
M . Hence DG is injective (and
surjective) as long as Hg is linearly independent from DG
t|T ∗
H
M . As discussed in §1.1, Hg =
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DGtX with X ∈ T (T ∗HM) if and only if X ∈ T (T ∗H). We now restrict the time domain to
(−T, T ) (it is immaterial whether we use the closed or open interval).
4.1. Definition of the maps Rj. We now define the correspondences (0.27) and the as-
sociated return times. We consider the subset πt∗|[−T,T ] ∆∗tΓ∗ ◦ CH ◦ Γ of πt∗ ∆∗tΓ∗ ◦ CH ◦ Γ
where we restrict the time interval to [−T, T ]. We define ΓˆTǫ to consist of ΓT,ǫ together with
a subset of the diagonal ∆T ∗M×T ∗M .
Proposition 17. The canonical relation ΓˆTǫ is the disjoint union of
• The diagonal graph over the image (S∗M\ (G(−T, T )× (S∗HM)) \GT,ǫ;
• ΓT,ǫ ⊂ T ∗M × T ∗M , which is a finite union of (transversally intersecting) canonical
graphs,
ΓT,ǫ =
NT,ǫ⋃
j=1
{(x, ξ;Rj(x, ξ)) : (x, ξ) ∈ D(j)T,ǫ}.
• The graph {(x, ξ;Rj(x, ξ))} intersects the graph {(x, ξ;Rk(x, ξ))} when (0.37) holds.
Proof. We consider the projections π, ρ in the diagram (4.1) restricted to πt∗∆∗tΓ ◦ CH ◦ Γ,
and use the description of the latter in (3.7). We thus define
π(Gt(s, ξ), Gt(s, ξ′)) = Gt(s, ξ), ρ(Gt(s, ξ), Gt(s, ξ′)), ((s, ξ, ξ′) ∈ CˆH).
The compositions π ◦ ι, ρ◦ ι are just the map G studied in Lemma 5. As shown there, each of
these maps has a bijective differential on R× (T ∗H\T ∗H). Since the flowout of R ∆S∗H×S∗H
is removed from ΓT,ǫ, and since CˆH ∩ T ∗H × T ∗H = ∆T ∗H×T ∗H , there are no (t, s, ξ, ξ′) with
ξ or ξ′ in T ∗sH in the part of the domain of ι parameterizing ΓT,ǫ.
The new aspect is that we are considering π, ρ directly as maps on πt∗∆∗tΓ
∗ ◦CH ◦Γ, which
is an immersed rather than embedded relation.
On [−T, T ] × (S∗HM)≥ǫ, G is a proper submersion and hence a finite covering map. The
domains {D(j)T,ǫ}NT,ǫj=1 defined in Definition 2.4 are fundamental domains for G, and we have
,
D(1)T,ǫ =
⋃
(x,ξ)∈(S∗
H
M)≥ǫ
(0, T (1)(x, ξ))× {(x, ξ)},
· · ·
D(j)T,ǫ =
⋃
(x,ξ)∈(S∗
H
M)≥ǫ
(T (j−1)(x, ξ)), T (j)(x, ξ))× {(x, ξ)}
(4.3)
Thus, D(j)T,ǫ ⊂ [−T, T ]×(S∗HM)≥ǫ are disjoint open subsets whose union is [−T, T ]×(S∗HM)≥ǫ,
such that G is a diffeomorphism of D(j)T,ǫ to its image. The closures of the D(j)T,ǫ intersect at
the points where (0.37) holds by the calculation in Lemma 16.
We now consider the smooth components of ΓˆTǫ. In the parametrizing map (3.10), we
have removed the separating hypersurface R×∆T ∗M×T ∗M from the parameter space. Hence
it has two connected components, one is which is R×∆T ∗
H
M×T ∗
H
M and the other of which is
R times the graph of rH : T
∗
HM → T ∗HM . Under ι these two components map to disjoint
canonical relations in T ∗M × T ∗M . The first is of course ∆T ∗M×T ∗M , and the second is
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ΓT,ǫ. We define Rj to be the partial symplectic map defined on D(j)T,ǫ by ρ ◦ π−1. Thus, Rj
is well-defined and smooth D(j)T,ǫ. For (x, ξ) ∈ D(j)T,ǫ the jth H-reflection map Rj is given by
(0.27).
By definition of the NT,ǫ smooth functions tj : D(j)T,ǫ → (−T, T ), j = 1, ..., NT,ǫ, we have
ΓT,ǫ =
NT,ǫ⋃
j=1
⋃
(x,ξ)∈D(j)
T,ǫ
(x, ξ;Gtj(x,ξ)rHG
−tj(x,ξ)(x, ξ)). (4.4)

5. Analysis of Vǫ(t; a)
So far, we have studied the symplectic geometric aspects of the compositions underlying
Vǫ(t; a) and V T,ǫ(a). In §1.1 and §4, we studied the composition of canonical relations
underlying the composition of operators in Vǫ(t; a) and V T,ǫ(a). The compositions studied in
the previous section 3 imply that these operators are Fourier integral operators. The purpose
of this section (and the next) is to calculate the principal symbol of Vǫ(t; a) (and of V T,ǫ(a)).
The results are again valid for any Riemannian manifold and hypesurface; we again do not
assume ergodicity of Gt in these sections.
Our analysis begins with the operator γ∗HOpH(a)γH and its cutoff (γ
∗
HOpH(a)γH)ǫ away
from the singular sets. It then proceeds to conjugation by U(t) and integration in t. We
could equally well have begun with the analysis of W (0.38) and then W ∗W , which would
be closer to the analysis in [SoZ].
As recalled in §12, the principal symbol of a Fourier integral distribution
I(x, y) =
∫
RN
eiϕ(x,y,θ)a(x, y, θ)dθ
with non-degenerate homogeneous phase function ϕ and amplitude a ∈ S0cl(M ×M × RN),
is the transport to the Lagrangian Λϕ = ιϕ(Cϕ) of the square root of the density
dCϕ :=
|dλ|
|D(λ, ϕ′θ)/D(x, y, θ)|
on Cϕ, where λ = (λ1, ..., λn) are local coordinates on the critical manifold Cϕ = {(x, y, θ); dθϕ(x, y, θ) =
0}.
5.1. Pseudo-differential cutoffs. As mentioned in the introduction, we wish to cutoff
operators away from ΣT and N
∗H − 0 × 0T ∗M ∪ 0T ∗M ×NH − 0. As above, let x = (s, xn)
be Fermi normal coordinates along H , i.e. let x = expqH(s) xnνs where s 7→ qH(s) ∈ H
denotes a local parametrization of H. Then H = {xn = 0}. Let ξ = (σ, ξn) ∈ T ∗M
denote the corresponding symplectically dual fibre coordinates. Here, we describe these
pseudodifferential cutoffs (introduced in (0.17) in more detail in terms of Fermi coordinates.
Let ψǫ ∈ C∞0 (R), ψǫ ≡ 1 on [−ǫ/2, ǫ/2] and ψǫ ≡ 0 on (−∞,−ǫ]∪ [ǫ,∞). In Fermi normal
coordinates, we may take the cutoff χ
(tan)
ǫ ∈ C∞(T ∗M) (see also (i)-(iii) in the Introduction)
to be
χ(tan)ǫ (s, yn, σ, ηn) = ψǫ
( |ηn|2
|σ|2 + |ηn|2
)
· ψǫ(yn). (5.1)
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which is equal to one in a conic neighbourhood of T ∗H = {yn = ηn = 0}. We further
introduce a homogeneous cutoff χ
(n)
ǫ ∈ C∞(T ∗M) given by
χ(n)ǫ (s, yn, σ, ηn) = ψǫ
( |σ|2
|σ|2 + |ηn|2
)
· ψǫ(yn) (5.2)
which equals one on a conic neighborhood of N∗H = {yn = σ = 0}. More precisely, we
multiply (5.1) and (5.2) by a bump function ψ(ξ) which vanishes identitically near the zero
section.
As in (0.17) we introduce the combined smooth homogeneous cutoff
χǫ := χ
(tan)
ǫ + χ
(n)
ǫ (5.3)
and denote the corresponding pseudo-differential operator by χǫ(x,D) or by Op(χǫ).
5.2. OpH(a)γH(1− χǫ). In Fermi coordinates,
OpH(a)γH(s; xn, s
′) = Cn
∫
ei〈s−s
′,σ〉−ixnξna(s, σ)(1− χǫ(s′, xn, σ′, ξn)) dξndσ. (5.4)
The phase ϕ(s, xn, s
′, ξn, σ) = 〈s − s′, σ〉 − xnξn is linear and non-degenerate, the number
of phase variables is N = d and n = 2d − 1, where d = dimM , so N
2
− n
4
= 1
4
. Then
Cϕ = {(s, xn, s′, σ, ξn) : s = s′, xn = 0, } and ιϕ(s, 0, s, σ, ξn)→ (s, σ, s, σ, 0, ξn).
The complication arises that elements of the form (s, ξ, s, 0) arise when ξ ∈ N∗H in
the canonical relation of γH and similarly (s, 0, s, ξ) arises in that of γ
∗
H . Hence they are
not homogeneous canonical relations in the sense of [HoI-IV], i.e. conic canonical relations
C ⊂ (T ∗X\0)×(T ∗Y \0). We introduced the cutoff (1−χǫ) in (5.4) so that no such elements
occur in the support of the cutoff and then
γH(1− χǫ) ∈ I 14 (M ×H,ΛH),
where ΛH = {(s, ξ, s, σ) ∈ T ∗HM × T ∗H : ξ|TH = σ}. Its adjoint (1 − χǫ)γ∗H then lies in
I
1
4 (H ×M,Λ∗H), where Λ∗H = {(s, σ, s, ξ) ∈ T ∗H × T ∗HM : ξ|TH = σ}.
5.3. (γ∗HOpH(a)γH)≥ǫ. The composition γ
∗
HOpH(a)γH also fails to be a Fourier integral oper-
ator with homogeneous canonical relation for the same reason. We recall that ([HoI-IV] The-
orem 8.2.14) that the general composition of wave front sets has the form: Let A : C∞0 (Y )→
D′(X), B : C∞0 (Z)→ D′(Y ). Then ifWF ′Y (A)∩WF ′Y (B) = ∅, then A◦B : C∞0 (Z)→ D′(X)
and
WF ′(A ◦B) ⊂WF ′(A) ◦WF ′(B) ∪ (WF ′X(A)⊗ 0T ∗Z) ∪ (0T ∗X ×WF ′Z(B)).
Thus,
WF ′(γ∗HOpH(a)γH) ⊂ {(q, ξ, q, ξ′) : ξ|H = ξ′|H), (q, ξ), (q, ξ′) ∈ T ∗HM − 0}
∪{(q, ν, q, 0) : (q, ν) ∈ N∗H − 0} ∪ {(q, 0, q, ν) : ν ∈ N∗H − 0}..
With the cutoff (I − χ ǫ
2
) on the left and (1− χǫ) on the right of γ∗HOpH(a)γH, the last two
sets are erased. Observing that (1− χ ǫ
2
)(1− χǫ) = 1− χǫ, we have proved
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Lemma 18. If a ∈ S0cl(T ∗H), then (γ∗HOpH(a)γH)ǫ ∈ I
1
2 (M×M,CH). In the Fermi normal
coordinates the symbol is given by
σ(γ∗
H
OpH(a)γH )≥ǫ(s, σ, ηn, η
′
n) = (1− χǫ)a(s, ξ|TH)|Ω|
1
2 ,
where Ω = |ds ∧ dσ ∧ dηn ∧ dη′n|.
Proof. In Lemma 13, we showed that CH is an embedded Lagrangian submanifold of T
∗M ×
T ∗M . The proof shows that the composition of Λ∗H ◦ ΛH is transversal. Since the order
of γ∗H equals that of γH and the orders add under transversal composition, the order of
(γ∗HOpH(a)γH)≥ǫ is
1
2
. Hence, for any homogeneous pseudo-differential operator OpH(a) on
H ,
(γ∗HOp(a)γH)≥ǫ ∈ I
1
2 (M ×M,CH). (5.5)
Next we compute its principal symbol. By Lemma 13, CH is the fiber product T
∗
HM ×T ∗H
T ∗HM , hence it carries a canonical half-density (associated to the fiber map). As discussed in
[GuSt] (p. 350), on any fiber product A×BC, half-densities on A,C together with a negative
density on B induce a half density on the fiber product. In our setting, the canonical half-
density on T ∗HM is given by the square root of the quotient
ΩT∗M
dyn
= ds ∧ dσ ∧ dηn of the
symplectic volume density on T ∗M by the differential of the defining function yn of T ∗HM .
We also have a canonical density |ds ∧ dσ| on T ∗H , which induces a canonical −1-density.
The induced half-density on CH is then |ds ∧ dσ ∧ dηn ∧ dη′n|
1
2 .
We compute the principal symbol and order using the special oscillatory integral formula,
γ∗HOp(a)γH(s, xn; s
′, x′n) = Cnδ0(xn)
∫
ei〈s−s
′,σ〉−ix′nξ′na(s, σ)dξ′ndσ
= Cn
∫
Rn×R×R e
i〈s−s′,σ〉+ixnξn−ix′nξ′na(s, σ)dξndσdξ′n.
(5.6)
If we compose on left and right by (1−χǫ) and (1−χ ǫ
2
) respectively then we further obtain
factor of (1 − χǫ(s, xn, σ, ξn)) under the integral. The phase is ϕ(s, xn, s′, x′n, ξn, ξ′n, σ) =
〈s− s′, σ〉+ xnξn − x′nξ′n with phase variables (ξn, ξ′n, σ), and
Cϕ = {(s, xn, s′, x′n, σ, ξn, ξ′n) : s = s′, xn = 0, x′n = 0}.
Also,
ιϕ(s, 0, s, 0, σ, ξn, ξ
′
n) = (s, σ, s, σ, 0, ξn, 0, ξ
′
n) ∈ T ∗M × T ∗M.
Thus, (s, σ, ξn, ξ
′
n) define coordinates on Cϕ.
As discussed in §12, the delta-function on Cϕ is given by
dCϕ =
|ds ∧ dσ ∧ dξn ∧ dξ′n|
D(s, σ, ξn, ξ′n, ϕ
′
ξn
, ϕ′ξ′nϕ
′
σ)/D(s, s
′, σ, xn, x′n, ξn, ξ′n)|
.
Since
|D(ϕ′ξn, ϕ′ξ′n , ϕ′σ)/D(s′, xn, x′n) | = 1,
the lemma follows.

We further recall from the introduction the operator (γ∗HOpH(a)γH)≥ǫ in (0.18). We have:
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Corollary 19. With the same notation and assumptions as above,
(γ∗HOpH(a)γH)≥ǫ ∈ I
1
2 (M ×M,CH),
and its symbol is given by
σ(γ∗OpH(a)γ)≥ǫ(s, σ, ηn, η
′
n) = (1− χǫ)a(s, ξ|TH)|Ω|
1
2 ,
where Ω = |ds ∧ dσ ∧ dηn ∧ dη′n|.
Remark: In the case of semi-classical pseudo-differential operators on H in [HZ], we could
use a cutoff on B∗H away from its boundary S∗H . No such cutoff exists for homoge-
neous pseudo-differential operators on H . The closest analogue is to introduce the cutoff on
γ∗HOpH(a)γH .
5.4. U(t1)
∗(γ∗HOpH(a)γH)≥ǫU(t2). The next step is to right and left compose with the wave
group. The canonical relation was determined in Lemma 14. We now work out the symbol.
Lemma 20. If a ∈ S0cl(T ∗H), then
U(−t1)(γ∗HOp(a)γH)≥ǫU(t2) ∈ I0(R×M × R×M,Γ∗ ◦ CH ◦ Γ).
Under the embedding ιΓ∗CHΓ (of Lemma 14), the principal symbol pulls back to the homo-
geneous function on R× R× T ∗HM given by
(1− χǫ)aH(s, ξ)|dt∧ dt1 ∧ Ω| 12 ,
where |dt∧dt1∧Ω| 12 is the canonical volume half-density on Γ∗◦CH ◦Γ (defined in the proof).
Proof. It is well known (see [HoI-IV], vol. IV) that U(t) ∈ I− 14 (R × M × M,Γ), with
Γ = {(t, τ, x, ξ, Gt(x, ξ)) : τ + |ξ| = 0}. As in [DG], the half density symbol of U(t, x, y) is the
canonical volume half density σU(t,x,y) = |dt⊗dx∧dξ| 12 on Γ. By Proposition 14, the composi-
tion is Γ∗ ◦CH ◦Γ is transversal for any hypersurface H , hence U(−t1)(γ∗HOpH(a)γH)≥ǫU(t2)
is a Fourier integral operator with the stated canonical relation. Under transversal compo-
sition the orders add, and the stated order follows from Lemma 18 together with the fact
that U(t) ∈ I− 14 (R×M ×M,Γ).
To prove the formula for the symbol, we observe that Γ∗ ◦ CH ◦ Γ is parameterized by
ι1(t, t
′, s, σ, ηn, η
′
n) = (t, |ξ|, t′,−|ξ′|, Gt(s, ξ), Gt
′
(s, ξ′)) : s ∈ H, ξ, ξ′ ∈ TxM, ξ|TH = ξ′|TH},
where ξ = (σ, ηn), ξ
′ = (σ, η′n)) are dual Fermi coordinates in the orthogonal decomposition
of T ∗HM = T
∗H⊕N∗H . The natural volume half density on parameter domain of Γ◦CH ◦Γ
is |dt1 ∧ dt2 ∧ ds ∧ dσ ∧ dηn ∧ dη′n|
1
2 where ds ∧ dσ is the symplectic volume form on T ∗H ,
where (ηn, η
′
n) are the normal components of (ξ, ξ
′) and where dηn is the Riemannian density
on N∗sH . The stated symbol then follows by transversal composition from the symbols of
U(t) and of γ∗HOpH(a)γH determined in Lemma 14). 
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5.5. Vǫ(t; a). The purpose of this section is to prove
Lemma 21. If a ∈ S0cl(T ∗H), then
Vǫ(t; a) = U(−t)(γ∗HOp(a)γH)≥ǫU(t) ∈ I
1
4 (R×M ×M,ΓH).
Under the embedding ιΓH (of Lemma 15), the principal symbol pulls back to the homoge-
neous function on R× T ∗HM given by
ι∗ΓHσVǫ(t;a)(t, s, ξ, ξ
′) = (1− χǫ)(s, ξ)aH(s, ξ)|dt ∧ Ω| 12 ,
where |dt ∧ Ω| 12 is the canonical volume half-density on ΓH (defined in the proof).
Proof. The new step beyond Lemma 20 is to pull back the canonical relation and symbol
under the time-diagonal embedding ∆t(t, x, y) = (t, t, x, y) of R×M×M → R×R×M ×M .
In §3.2 and Lemma 3.4, together with §3.3 and Lemma 15, we showed that the compositions
are transversal. Hence, for any hypersurface H , Vǫ(t; a) is a Fourier integral operator with
the stated canonical relation.
As mentioned above, orders add under transversal composition. Before pulling back under
the diagonal relation the composition has order 0 by Lemma 20. Setting t = t′ is composition
with the pullback ∆∗t , which has order
1
4
[DG]. Hence the order is now 1
4
.
To compute the symbol, we use that the pullback of ΓH under ∆t may be parameterized
by
ιΓH : (t, s, σ, ηn, η
′
n) ∈ R×T ∗H×T ∗HM×T ∗HM → (t, |(σ, ηn)|−|(σ, η′n)|, G−t(s, σ, ηn), G−t(s, σ, η′n)),
in the notation of Lemma 20. We need to verify that
∆∗t |dt1 ∧ dt2 ∧ ds ∧ dσ ∧ dηn ∧ dη′n|
1
2 = |dt ∧ ds ∧ dσ ∧ dηn ∧ dη′n|
1
2 . (5.7)
We use the pullback diagram
Γ∗ ◦ CH ◦ Γ ← F → ∆∗Γ∗ ◦ CH ◦ Γ
↓ ↓
T ∗(R× R×M ×M) ← N ∗(graph(∆t))
Here, F is the fiber product, N ∗(graph(∆t)) is the co-normal bundle to the graph, and
α : F → ∆∗Γ∗◦CH ◦Γ is the map to the composition (see [DG, GuSt]. Since the composition
is transversal, Dα is an isomorphism (loc. cit.). The graph of ∆t is the set {(t, t, x, y, t, x, y)}
and its conormal bundle is
N ∗(graph(∆t)) = {(t, τ1, t, τ2, x, ξ, y, η, t,−(τ1 + τ2), x,−ξ, y,−η)}.
The canonical half-density on this graph is |dt ∧ dτ1 ∧ dτ2 ∧ Ω| 12 , where Ω = |dx ∧ dξ ∧
dy ∧ dη| is the canonical volume density on T ∗M × T ∗M . The half density produced by the
pullback diagram takes the product of the half densities |dt1 ∧ dt2 ∧ ds ∧ dσ ∧ dηn ∧ dη′n|
1
2
and |dt2 ∧ dτ1 ∧ dτ2 ∧ Ω| 12 on the two factors ΓH and N ∗(graph(∆t)) and divides by the
canonical half density |dt1 ∧ dτ1 ∧ dt2 ∧ dτ2 ∧Ω| 12 on T ∗R× T ∗R× T ∗M × T ∗M . The factors
of |dt1 ∧ dτ1 ∧ dt2 ∧ dτ2 ∧ Ω| 12 cancel in the quotient half-density, leaving the one stated in
(5.7).
QUANTUM ERGODIC RESTRICTION THEOREMS, II: MANIFOLDS WITHOUT BOUNDARY 31
Finally, the presence of the factor of (1 − χǫ(x, ξ))aH(s, ξ) follows immediately from the
representation (5.6).

6. Analysis of V T,ǫ(a)
The purpose of this section is to prove Proposition 2. To define V T,ǫ(a) we need to integrate
in t, i.e. pushforward from R ×M ×M → M ×M . It is in this step that the composition
becomes non-transversal due to the tangential geodesics and requires a cutoff. We begin
by defining it more precisely. Then we decompose V T,ǫ(a) into its branches and define the
principal symbol on each branch. In other words, we compute the symbol of W ∗W or more
precisely of W ∗χTOpH(a)W away from the fold singularity.
Lemma 22. For all T, ǫ > 0, we have that V T,ǫ(a) ∈ I0(M ×M ; ΓˆT,ǫ).
Proof. This follows from Lemma 16.
We denote by πt : R ×M ×M → M ×M the natural projection πt(t, x, y) = (x, y) and
define
πT∗K(t, x, y) =
∫
R
χ(T−1t)K(t, x, y)dt.
Then,
V T,ǫ(a) = πT∗ ◦ U(−t) ◦ (γ∗HOpH(a)γH)≥ǫ ◦ U(t), (6.1)
or equivalently, the Schwartz kernel of V T,ǫ(a) is
V T,ǫ(a)(x, y) =
1
T
∫ T
−T
∫
H
∫
H
U∗ǫ
2
(t, x, s)
·OpH(a)(s, s′) · Uǫ(t, s′, y)χ(T−1t) dσ(s)dσ(s′)dt,
(6.2)
where, Uǫ(t) := (1 − χǫ)U(t). Integration in t pushes forward the canonical relation ∆∗tΓ∗ ◦
CH ◦ Γ to the canonical relation ΓT,ǫ studied in §3.4 and in Lemma 16.
WF ′(V T,ǫ(a)) = {(x, ξ, x′, ξ′) : (t, 0, x, ξ, x′, ξ′) ∈ WF ′(Vǫ(t, a))}.
Thus V T,ǫ(a) is a Fourier integral operator as long as the composition is transversal. With
the cutoff in place, transversal composition was proved in Lemma 16.
We compute the order by the argument of [DG]. We note that πT∗∆∗t maps half densities
on R × R × M × M to half densities on M × M and its Schwartz kernel is then a half
density on (R × R ×M ×M) × (M ×M) which coincides with the Schwartz kernel of the
identity operator under an interchange of order of the variables. Hence, πT∗∆∗t ∈ I0((R ×
R × M × M) × (M × M),Γ) where Γ is the identity graph. As a result, applying it to
U(−s)(γ∗HOpH(a)γH)≥ǫU(t) preserves the order. But as noted above, the latter operator has
order zero.

6.1. Symbol of V T,ǫ(a). We now calculate the symbol of V T,ǫ(a). The symbol is a section of
the bundle of half-densities (tensor Maslov factors) on the canonical relation πt∗∆∗tΓ
∗◦CH◦Γ.
We parametrize the canonical relation by (3.10) and view the symbol as a half-density on the
parameter space R×CˆH . The symbol of ∆∗Γ∗◦CH ◦Γ is a half-density (tensor Maslov factor)
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on the parameter space R × CH (see Lemma 21). To calculate it, we use the pushforward
diagram,
∆∗tΓ
∗ ◦ CH ◦ Γ ← F → πt∗∆∗Γ∗ ◦ CH ◦ Γ
↓ ↓
T ∗(R×M ×M) ← N ∗(graph(πt)).
Here, graph(πt) = {(x, y; t, x, y)} and
N ∗(graph(πt)) = {(x, ξ, y, η; t, 0, x,−ξ, y,−η)},
which is naturally parameterized by (t, x, ξ, y, η) ∈ R× T ∗(M ×M).
We note that R× CˆH is the set {τ = 0}∩R×CH where τ = |ξ|− |ξ′| = |(σ, ηn)|− |(σ, η′n)|.
We claim that
Lemma 23.
πt∗|dt ∧ ds ∧ dσ ∧ dηn ∧ dη′n|
1
2 = |
√
σ2 + η2n
ηn
dt ∧ ds ∧ dσ ∧ dηn| 12 , (6.3)
Proof. Away from the tangential directions, the pushforward is a transversal composition,
and we only calculate the half-density symbol on that set. The map from half-densities on
the fiber product to half-densities on the composition is then a canonical isomorphism.
On the fiber product, we have the half-density given by tensoring |dt∧ds∧dσ∧dηn∧dη′n|
1
2
with the canonical half density |dt1 ⊗ Ω| 12 where Ω is the symplectic volume density on
T ∗M×T ∗M . When we divide by the canonical half-density |dt1∧dτ1∧Ω| 12 on T ∗(R×M×M)
we obtain
|dt ∧ ds ∧ dσ ∧ dηn ∧ dη′n|
1
2
|dτ1| 12
.
dτ |τ=0 = d(|(σ, ηn)| − |(σ, η′n)|)|ηn=±η′n
= 1
2
(σ2 + η2n)
− 1
2 (dσ2 + dη2n)− (σ2 + (η′n)2)−
1
2 (dσ2 + d(η′n)
2)|ηn=±η′n
= ηn(σ
2 + η2n)
− 1
2 (dηn ∓ d(η′n))|ηn=±η′n .
Then the quotient density is√
σ2 + η2n
dt ∧ ds ∧ dσ ∧ dηn ∧ dη′n
dη2n − d(η′n)2
= ∓
√
σ2 + η2n
ηn
dt ∧ ds ∧ dσ ∧ dηn. (6.4)
The presence of the ± is due to the fact that the canonical relation underlying V T,ǫ(a) has
both a diagonal and a reflection branch. Moreover, it is immersed rather than embedded, so
the symbol is a collection of half-densities (tensor Maslov factors) on the union of canonical
graphs.

To complete the calculation, we have
Lemma 24. |dt ∧ ds ∧ dσ ∧ dηn| 12 = | ηn√
σ2+η2n
|− 12 |π∗ΩT ∗M |
1
2 , where π : ΓH → T ∗M is the
natural projection.
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Proof. In terms of the parametrizing coordinates (t, s, σ, ηn, η
′
n), the map π is given by
π(t, s, σ, ηn, η
′
n) = G
t(s, σ, ηn). Hence
π∗ΩT∗M
dt∧ds∧dσ∧dηn = ΩT ∗M(
d
dt
Gt(s, σ, ηn), dG
t ∂
∂sj
, dGt ∂
∂σj
, dGt ∂
∂ηn
)
= ΩT ∗M(Hg,
∂
∂sj
, ∂
∂σj
, ∂
∂ηn
)
= ηn√
σ2+η2n
ΩT ∗M(
∂
∂yn
, ∂
∂sj
, ∂
∂σj
, ∂
∂ηn
)
= ηn√
σ2+η2n
.
since d
dt
Gt(s, σ, ηn) = Hg =
ηn√
σ2+η2n
∂
∂yn
+ · · · is the Hamilton vector field of g2 = η2n + (g′)2
where · · · represent vector fields in the span of ∂
∂sj
, ∂
∂σj
, ∂
∂ηn
. Finally, we use that dGt is
symplectic linear and that s, yn, σ, ηn are symplectic coordinates.

Corollary 25.
πt∗|dt∧ds∧dσ∧dηn∧dη′n|
1
2 = |
√
σ2 + η2n
ηn
| 12 | ηn√
σ2 + η2n
|− 12 |π∗ΩT ∗M |
1
2 = |
√
σ2 + η2n
ηn
| |π∗ΩT ∗M |
1
2 .
(6.5)
6.2. The PT,ǫ + FT,ǫ decomposition. We first define the pseudo-differential part PT,ǫ(a)
of V T,ǫ(a). As discussed in Lemma 17, R × ∆T ∗H×T ∗H is a separating hypersurface in the
parameter space R × CˆH Hence R × CˆH\R × ∆T ∗H×T ∗H has two connected components,
R×∆T ∗
H
M×T ∗
H
M and R× graph(rH : T ∗HM → T ∗HM), which map respectively to ∆T ∗M×T ∗M ,
and the second is ΓT,ǫ.
To separate these pieces of the canonical relation in the support of the cutoff, we introduce
a finite conic open cover {Uj} of T ∗M with sufficiently small sets Uj so that the image under
ι of R × graph(rH : T ∗HM → T ∗HM) does not intersect
⋃
j Uj × Uj. This is possible since
d(ξ, rHξ) ≥ ǫ in the support of the cutoff. We then define:
Definition: PT,ǫ(a) :=
∑NT,ǫ
j=1 ψUjV T,ǫ(a)ψUj , and F
(j)
T,ǫ(a) = V T,ǫ(a)− PT,ǫ(a).
Since WF ′(PT,ǫ(a)) ⊂ ∆T ∗M×T ∗M , PT,ǫ(a) is a pseudo-differential operator. We make a
further decomposition of FT,ǫ below.
6.3. Principal symbol of PT,ǫ. The following is a key calculation in the proof of Theorem
1.
Lemma 26. Let tj(x, ξ); j ∈ Z denote the impact times of the geodesic Gt(x, ξ) with the
hypersurface H in Lemma 17. Then the principal symbol aT,ǫ of PT,ǫ(a) is given by
aT,ǫ(x, ξ) =
1
T
∑
j∈Z((1− χǫ)γ−1aH)(ΦjΦI(x, ξ)) · χ( tj(x,ξ)T ).
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Proof. By Lemma 22, PT,ǫ is a pseudodifferential operator. To compute its symbol, we use
that the formula (6.2) is equivalent to,
PT,ǫ(a) =
NT,ǫ∑
j=1
πT∗ψUjVǫ(t; a)ψUj .
By Lemma 21, ψUjVǫ(t; a)ψUj is a Fourier integral operator, and the symbol of PT,ǫ is obtained
from that of Vǫ(t; a) by multiplying by σψUj = ψUj
(
ξ
|ξ|
)
and pushing forward under πT∗.
The pushforward symbol at (x, ξ, x, ξ) ∈ ∆T ∗M×T ∗M is obtained by summing contributions
from each point of the ‘fiber’
ι−1(x, ξ, x, ξ) = {(t, s, ξ′, ξ′) ∈ [−T, T ]× CˆH : Gt(s, ξ′) = (x, ξ)}. (6.6)
The fiber thus consists of the impact times tj(x, ξ) and impact points. By Lemma 21, and
taking into account the normalizing factor 1
T
in V T,ǫ(a), at each point we get the scalar
1
T
((1− χǫ)aH)(Gtj(x,ξ)(x, ξ))χ(T−1tj(x, ξ))
times the target half-density (and Maslov factor) calculated in (6.4) and Corollary (25),
−γ−1 = −|
√
σ2 + η2n
ηn
|
times the symplectic volume half density. Here, the minus sign is due to the fact that ηn = η
′
n
in this diagonal component.

Remark: We note that T ∗HM embeds as the subset {(s, ξ, ξ) ∈ CˆH}. Hence the diag-
onal branch of ΓT may be parametrized by j : R × S∗HM → S∗M × S∗M, j(t, s, ξ) =
(Gt(s, ξ), Gt(s, ξ)). This is similar to the description of Gt as the suspension of Φ with
height function T , except that it does not identify (s, ξ, T (s, ξ)) ∼ (Φ(s, ξ), 0). In terms of
this parametrization,
aT,ǫ(s, ξ, t) =
1
T
∑
j∈Z((1− χǫ)γ−1aH)(Φj(s, ξ)) · χ( t+T
(j)(s,ξ))
T
),
where we implicitly use the identificationGt
′
(s, ξ, t) = (Φn(s, ξ), t′+t−T (n)(s, ξ)) ;T (n)(s, ξ) ≤
t+ t′ ≤ T (n+1)(s, ξ).
6.4. Symbol of FT,ǫ(a): Proof of (ii). By Lemmas 17 and 22, ΓT,ǫ =
⋃NT,ǫ
j=1 graph(Rj) is a
union of canonical graphs. By definition of ǫ they are disjoint. Let Uj×Vj ⊂ T ∗M×T ∗M, j =
1, ..., NT,ǫ be conic open sets which separate the setsgraph(Rj). Add the conic open sets
Uj ×Uj ; j = 1, ..., NT,ǫ containing the diagonal components of ΓT,ǫ and let U0×V0 denote an
additional open set so that
NT,ǫ⋃
j=1
(Uj × Vj) ∪ (Uj × Uj) ∪ (U0 × V0) = T ∗M × T ∗M. (6.7)
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Let ψUj ∈ Op(S0(T ∗M)) and ψVj ∈ Op(S0(T ∗M)); j = 1, ..., NT,ǫ with the property that
ψUj×ψVj , ψUj×ψUjj = 1, ..., NT,ǫ together with ψU0×ψV0 ; form a pseudo-differential partition
of unity subordinate to the cover (6.7).
Definition: We put
F
(j)
T,ǫ(a) = ψVjFT,ǫ(a)ψUj .
F
(0)
T,ǫ (a) is a smoothing operator, and (iii) holds.
Since the canonical relation of each term F
(j)
T,ǫ(a) is the graph of a canonical transformation,
it carries a canonical graph 1/2-density |dx ∧ dξ|1/2 pulled back from the projection to the
domain of Rj . Hence, we can identify the symbol of F (j)T,ǫ(a) with a scalar function on T ∗M .
The symbol of V T,ǫ(a) is the pushforward under πt∗ of the symbol of V (t; a)χ( tT ). Hence,
the calculation of this symbol is analogous to that of the pseudo-differential part, except
that now it is only the elements of {(s, τ, ξn; s, σ, ξ′n)} with ξn = −ξ′n which contribute to the
composition. This canonical relation (with boundary) is parameterized by
(t, s, ξ) ∈ [−T, T ]× T ∗HM → (Gt(s, ξ), Gt(s, rHξ)).
The symbol of U(−t) ◦ γ∗HOp(a)γH ◦ U(t) as Fourier integral kernel in D′(R ×M ×M) is
computed in Lemma 21.
The difference to the diagonal calculation lies with the push forward of the symbol and
canonical relation to
⋃
j graphRj ⊂ T ∗M × T ∗M . The ‘fiber’ over (x, ξ,Rj(x, ξ)) is the
discrete set
{(t, s, σ, ξn) ∈ [−T, T ]× T ∗HM : Gt(s, σ, ξn) = (x, ξ), Gt(s, σ,−ξn) = Rj(x, ξ)}.
The second condition only holds when t = tj(x, ξ) and then follows from the first. Hence,
the symbol is given in graph coordinates (t = tj(x, ξ), (s, σ, yn, ηn) = Φj(x, ξ)) as the scalar
factor
σ(F
(j)
T,ǫ)(x, ξ) =
1
T
∑
j
((1− χǫ)γ−1aH)(Gtj(x,ξ)(x, ξ))χ(tj(x, ξ)
T
) (6.8)
times the half-density |dx ∧ dξ| 12 .
This completes the proof of Proposition 2. 
7. Local Weyl law for homogeneous Fourier integral operators
In this section, we collect together the instances of the local Weyl laws we need in the
proof of Theorem 1. We only state the first one, since a proof can be found in [Z].
Proposition 27. Let CF ⊂ T ∗M − 0 × T ∗M − 0 be a local canonical graph and F ∈
I0(M ×M ;CF ). Then,
lim
λ→∞
1
N(λ)
∑
j:λj≤λ
〈Fϕj, ϕj〉 = 1
vol(S∗M)
∫
S(CF∩∆S∗M×S∗M )
σFdµL.
Here, S(CF ∩∆S∗M×S∗M) is the set of unit vectors in the diagonal part of CF . The proof
is similar to that of the next Proposition, which we use to determine the limit state ω(a).
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Proposition 28. We have,
lim
λ→∞
1
N(λ)
∑
j:λj≤λ
〈OpH(a)γHϕj, γHϕj〉 = 2
vol(S∗M)
∫
B∗H
a0γ
−1
B∗H |ds ∧ dσ|,
where |ds ∧ dσ| is symplectic volume measure on B∗H, and a0 is the principal symbol of
OpH(a).
Remark: When a = V is a multiplication operator, then this follows from the pointwise
Weyl asymptotic,
1
N(λ)
∑
j:λj≤λ
|ϕj(x)|2 = 1 +O(λ−1).
The pointwise asymptotics imply that the L2-norm squares of γHϕj are bounded on average,
1
N(λ)
∑
j:λj≤λ
||γHϕj||2L2(H) = V oln−1(H) +O(λ−1). (7.1)
In fact, by [HoI-IV] Proposition 29.1.2, for any pseudo-differential operator B of order zero
on M , the Schwartz kernel KB(t, x) of U(t)B or BU(t) on the diagonal ∆M×M is conormal
with respect to R×∆M×M and if
∂A(λ, x)
∂λ
= Ft→λKB(t, x)
the A(λ, x) is a symbol of order n with
A(λ, x) =
∑
j:λj≤λ
ϕj(x)Aϕj(x) ∼ (2π)−n
∫
|ξ|<λ
a0dξ +O(λ
n−1) (7.2)
in the case where A = A∗. There is an analogous statement for AU(t)B. Integrating (7.2)
over H gives ∑
j:λj≤λ
〈γHAϕj(x), γHBϕj〉L2(H) ∼ Cnλn
∫
B∗
H
M
a0b0dsdξ. (7.3)
Proof. We first prove the local Weyl law for (γ∗HOpH(a)γH)≥ǫ (0.18) on M , that is, we prove
lim
λ→∞
1
N(λ)
∑
j:λj≤λ
〈(γ∗HOpH(a)γH)≥ǫϕj , ϕj〉 =
2
vol(S∗M)
∫
B∗H
a0(1− χǫ)γ−1B∗H |ds ∧ dσ|. (7.4)
As in the proof of Lemma 21, U(t)(γ∗HOpH(a)γH)≥ǫ is a Fourier integral operator of order
1
4
associated to the (clean) composition of the canonical relation Γ of U(t) and CH . The
trace is the further composition with π∗∆∗ as in [DG], where ∆ : R ×M → R ×M ×M
is the embedding (t, x) → (t, x, x) and π : R ×M → R is the natural projection. Then
π∗∆∗U(t)◦(γ∗HOpH(a)γH)≥ǫ has singularities at times t so that Gt(x, ξ) = (x, ξ) with (x, ξ) ∈
S∗HM . By the standard Fourier Tauberian theorem (see [HoI-IV], vol. III) the growth rate
of the sums above are determined by the singularity at t = 0 of the trace, where of course
all of S∗HM is fixed. Hence the fixed point set is a codimension one submanifold of S
∗M . If
n = dimM , π∗∆∗U(t) ◦ (γ∗HOpH(a)γH)≥ǫ ∈ I
1
4
+n−1− 1
4 (T ∗0R). Note that, due to the drop of
one in codimension, the singularity of the trace loses a degree of 1
2
, but due to the extra 1
2
in
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the order of (γ∗HOpH(a)γH)≥ǫ (compared to a pseudo-differential operator), it gains it back
again. Hence the order of the singularity is the same as for pseudo-differential operators,
and so the spectral asymptotics have the same order in λ. The principal symbol of the trace
is determined by the symbol composition and Lemma 18. . Except for the factor of γ∗Ha, the
half-density symbol is the canonical Liouville volume form on S∗HM . Since γ
∗
Ha is a pullback
from B∗H , we can project the measure to B∗H and then we obtain the stated formula.
It remains to show that
limλ→∞ 1N(λ)
∑
j:λj≤λ〈OpH(a)γHϕj , γHϕj〉 = (7.4) + o(1), as ǫ→ 0, ,
and in view of (0.20), it is enough to prove
limλ→∞ 1N(λ)
∑
j:λj≤λ〈χ2ǫγ∗HOpH(a)γHχǫϕj, ϕj〉 = o(1), as ǫ→ 0.
By (0.17), there are three types of terms: one with the tangential cutoff in both cutoff
positions, one with the normal cutoff in both positions and two mixed ones with one tan-
gential and one normal cutoff. Successive applications of the inequality ab ≤ 1
2
(a2 + b2),
Cauchy-Schwarz and L2-boundedness of OpH(a) implies that∣∣∣ 1N(λ)∑λj≤λ〈(γ∗HOpH(a)γH)≤ǫϕj, ϕj〉
∣∣∣
≤ C
N(λ)
∑
λj≤λ
(
‖γHχ(tan)ǫ ϕj‖2L2(M) + ‖γHχ(tan)2ǫ ϕj‖2L2(M) + ‖γHχ(n)ǫ ϕj‖2L2(M) + ‖γHχ(n)2ǫ ϕj‖2L2(M)
)
.
(7.5)
Finally, one applies the pointwise local Weyl law (7.3) on M to estimate the right side in
(7.5). It follows that
1
N(λ)
∑
λj≤λ
‖γHχ(tan)ǫ,2ǫ ϕj‖2L2(H) = O(ǫ), (7.6)
and the same is true for the other cutoff operators χ
(n)
ǫ,2ǫ.

We further prove a local Weyl law for PT,ǫ. It is a special case of the general local Weyl
law for pseudo-differential operators, but we include as a check on the formula for ω(a).
In the following we put V = µL(S
∗M).
Lemma 29. For any T, ǫ > 0 we have,
limλ→∞ 1N(λ)
∑
j:λj≤λ〈PT,ǫ(a)ϕj, ϕj〉 = 1V
∫
S∗M
(
1
T
∑
j∈Z((1− χǫ)γ−1aH)(ΦjΦI(x, ξ))χ( tj(x,ξ)T )
)
dµL
= 1
V
∫
S∗
H
M
((1− χǫ)γ−1aH))(s, ξ))dµL,H
= 2
V
∫
B∗H
((1− χǫ)γ−1B∗Ha0)(s, σ)dsdσ.
Proof. By the local Weyl law, the limit equals 1
V
∫
S∗M
σPT,ǫ(a)dµL. We then use Lemma 26
to evaluate σPT,ǫ(a).
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The fiber Φ−1(s, ξ) is the backwards orbit G−t(s, ξ) for the interval t ∈ [0, T−1(s, ξ)]. So
we may re-write the integral as∫
S∗
H
M

 1
T
NT,ǫ∑
j=1
((1− χǫ)γ−1aH)(Φj(s, ξ))
[∫ T (−1)(s,ξ)
0
χ(
tj(G
−t(s, ξ))
T
)dt
] dµL,H.
Now tj(G
−t(s, ξ)) = t + T (j)(s, ξ) when t ∈ [0, T−1(s, ξ)] and so the inner integral equals∫ T (−1)(s,ξ)
0
χ(
t + T (j)(s, ξ)
T
)dt. (7.7)
By the Φ-invariance of dµL,H we change variables in the jth term to (s
′, ξ′) = Φj(s, ξ) (and
then drop the primes) to get∫
S∗
H
M
((1− χǫ)γ−1aH)((s, ξ))χT (s, ξ)dµL,H,
where χT (s, ξ) :=
∑
j
1
T
∫ T (−1)(Φ−j(s,ξ))
0
χ( t+T
(j)(Φ−j(s,ξ))
T
)dt.
We claim that χT (s, ξ) ≡ 1. Indeed,∫ T (−1)(Φ−j(s,ξ))
0
χ( t+T
(j)(Φ−j(s,ξ))
T
)dt =
∫ T (j)(Φ−j (s,ξ))+T (−1)(Φ−j (s,ξ))
T (j)(Φ−j(s,ξ))
χ( t
T
)dt.
We observe that
[T (j)(Φ−j(s, ξ)), T (j)(Φ−j(s, ξ)) + T (−1)(Φ−j(s, ξ))] = [T (−j)(s, ξ), T (−j−1)(s, ξ)],
since T (j)Φ−j(s, ξ) = T (−j)(s, ξ), and T (j)(Φ−j(s, ξ))+T (−1)(Φ−j(s, ξ)) = T (−j−1)(s, ξ).Hence,
χT (s, ξ) =
1
T
∑
j
∫
[T (−j)(s,ξ),T (−j−1)(s,ξ)]
χ(
t
T
)dt =
1
T
∫
R
χ(
t
T
)dt = 1.

8. Quantum ergodic restriction: Proof of Proposition 1
In this section, we prove the main result. It is the first section in which we assume Gt is
ergodic. To prove quantum ergodicity for the eigenfunction restrictions ϕλj |H , j = 1, 2, ... we
follow the outline in (0.14).
8.1. Proof of Proposition 1. In outline the proof is as follows:
1
N(λ)
∑
j:λj≤λ
∣∣〈(γ∗HOpH(a)γH)≥ǫ)ϕj , ϕj〉L2(M) − ω((1− χǫ)a)∣∣2
= 1
N(λ)
∑
λj≤λ |〈[V T,ǫ(a)− ω((1− χǫ)a)]ϕλj , ϕλj〉|2
= 1
N(λ)
∑
λj≤λ |〈[PT,ǫ(a)− ω((1− χǫ)a) + FT,ǫ(a)]ϕλj , ϕλj〉|2 +O(λ−n)
≤ 2
N(λ)
∑
λj≤λ |〈(PT,ǫ(a)− ω((1− χǫ)a))ϕλj , ϕλj〉|2
+ 2
N(λ)
∑
λj≤λ |〈FT,ǫ(a)ϕλj , ϕλj〉|2 +O(λ−n)
(8.1)
QUANTUM ERGODIC RESTRICTION THEOREMS, II: MANIFOLDS WITHOUT BOUNDARY 39
In §8.2, Corollary 32, we show that the PT,ǫ term tends to zero and in §8.3, Proposition 33,
we show that the FT,ǫ term tends to zero. The fact that ω((1− χǫ)a) is the correct constant
follows from Lemma 29.
8.2. Contribution of 2
N(λ)
∑
λj≤λ |〈(PT,ǫ(a)−ω((1−χǫ)a))ϕλj , ϕλj〉|2 to the variance. It
follows from the standard quantum ergodicity theorem [Sch, CV, Z3] and Lemma 29 that
this term tends to zero. We briefly go over the proof using the additional time average in r
(see the last line of (0.15)). By the above decomposition,
V¯T,R,ǫ(a) = PT,R,ǫ(a) + FT,R,ǫ(a), where (8.2)

PT,R,ǫ =
1
2R
∫ R
−R U(r)
∗PT,ǫU(r)dr,
FT,R,ǫ(a) =
1
2R
∫ R
−R U(r)
∗FT,ǫ(a)U(r)dr.
(8.3)
With the same notation as in Lemma 26, we denote the principal symbol of PT,R,ǫ(a) by
aT,R,ǫ.
Proposition 30. Let aT,R,ǫ be the principal symbol of PT,R,ǫ(a). Assume that G
t is ergodic.
Then for any T > 0 and any ǫ > 0, there exists R0 so that for R ≥ R0,∫
S∗M
|aT,R,ǫ(x, ξ)− ω((1− χǫ)a)|2dµL < ǫ.
Proof. We first claim:
Lemma 31. With the same notation as in Lemma 26, the principal symbol aT,R,ǫ of PT,R,ǫ(a)
is given by
aT,R,ǫ(x, ξ) : =
1
2R
∫ R
−R σPT,ǫ(G
r(x, ξ))dr
= 1
T
∑
j∈Z
1
2R
∫ R
−R((1− χǫ)γ−1aH)(ΦjΦIGr(x, ξ)) · χ( tj(G
r(x,ξ))
T
)dr
= 1
T
∑
j∈Z((1− χǫ)γ−1aH)(ΦjΦI(x, ξ)) ·
(
1
2R
∫ R
−R χ(
tj(x,ξ)−r)
T
)dr
)
.
The proof of the first formula is immediate from the standard Egorov theorem combined
with Lemma 26. In the second line, we rewrote the formula as follows: aT,R,ǫ is the principal
symbol of
1
2R
∫ R
−R
∫
R
χ(
t
T
)Vǫ(t + r; a)dtdr =
1
2R
∫ R
−R
∫
R
χ(
t− r
T
)Vǫ(t; a)dtdr.
By the same symbol calculation as for V T,ǫ(a),∫
R
χ(
t− r
T
)Vǫ(t; a)dt =
∑
j∈Z
((1− χǫ)γ−1aH)(ΦjΦI(x, ξ))χ(tj(x, ξ)− r
T
),
hence
aT,R,ǫ(x, ξ) =
1
T
∑
j∈Z
((1− χǫ)γ−1aH)(ΦjΦI(x, ξ))
(
1
2R
∫ R
−R
χ(
tj(x, ξ)− r
T
)dr
)
.
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Granted the Lemma, it follows by the mean ergodic theorem that
lim
R→∞
∫
S∗M
∣∣∣∣aT,R,ǫ(x, ξ)− 1vol(S∗M)
∫
S∗M
σPT,ǫdµL
∣∣∣∣
2
dµL = 0.
From the formula above,
‖aT,R,ǫ‖C0 = OT,ǫ(1) (8.4)
uniformly for R > 0. From (8.4) and dominated convergence, we may take the limit limR→∞
under the integral sign. Hence, to complete the proof of the Proposition, it suffices to show
that
ω((1− χǫ)a) = 1
vol(S∗M)
∫
S∗M
σPT,ǫdµL.
But the last identity is proved in Lemma 29.

By the standard quantum ergodicity argument (cited above), we then have:
Corollary 32. We have,
lim
λ→∞
2
N(λ)
∑
λj≤λ
|〈(PT,ǫ(a)− ω((1− χǫ)a))ϕλj , ϕλj〉|2 = 0.
Remark:
The purpose of the second time average in r is just to ensure that the maps
a→ aT,ǫ(x, ξ) = 1
T
∑
j∈Z
(γ−1aH)(Gtj(x,ξ)(x, ξ))χ(T−1tj(x, ξ)) (8.5)
defined in (8.5) are time averages in the sense that 1T,ǫ ≡ 1 for all T . In fact, one could prove
this by applying the decomposition of Proposition 2 to the identity operator and restricting
to (x, ξ) away from intersections of the diagonal canonical relation from that of FT,ǫ. But
since it follows so quickly and easily from the second time averaging, we presented the proof
in this way.
8.3. Analysis of FT,ǫ(a)
∗FT,ǫ(a). It remains to show that the limit of the second term,
lim sup
λ→∞
2
N(λ)
∑
λj≤λ
|〈FT,ǫ(a)ϕλj , ϕλj〉|2
in (8.1) tends to zero as T →∞. We do not need to average in r for this term.
By the Schwartz inequality
|〈FT,ǫ(a)ϕλj , ϕλj〉|2 ≤ 〈F ∗T,ǫ(a)FT,ǫ(a)ϕλj , ϕλj〉,
so it suffices to prove
Proposition 33.
lim sup
λ→∞
1
N(λ)
∑
λj≤λ
〈F ∗T,ǫ(a)FT,ǫ(a)ϕλj , ϕλj〉 = o(1), (T →∞).
Proof. The main step is to prove the
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Lemma 34. Under the measure zero microlocal reflection symmetry condition in Definition
1,
lim supλ→∞
1
N(λ)
∑
λj≤λ〈F ∗T,ǫ(a)FT,ǫ(a)ϕλj , ϕλj〉
= 1
T 2
∑
j
∫
S∗M
∣∣(γ−1(1− χǫ)aH(Gtj(x,ω)(x, ω))χ(T−1tj(x, ω))∣∣2 dµL. (8.6)
Proof. From Proposition 2 FT,ǫ(a) =
∑NT,ǫ
j=1 F
(j)
T,ǫ(a) where for each j, F
(j)
T,ǫ(a) ∈ I0(M ×
M ; Γ
(j)
T,ǫ), with Γ
(j)
T,ǫ = graphRj . We then write
FT,ǫ(a)
∗FT,ǫ(a) = IT,ǫ(a) + IIT,ǫ(a)
where we break up the sum into diagonal, resp. off-diagonal parts,
IT,ǫ(a) =
∑
|j|≤NT,ǫ F
(j)
T,ǫ(a)
∗F (j)T,ǫ(a),
IIT,ǫ(a) =
∑
j 6=k;|j|≤NT,ǫ,|k|≤NT,ǫF
(j)
T,ǫ(a)
∗F (k)T,ǫ (a).
(8.7)
From the symbol computations in Proposition 2 (see (6.8) ) and the fact thatWF ′(F (j)T,ǫ(a)) =
Γ
(j)
T,ǫ, a canonical graph, it follows that
F
(j)
T,ǫ(a)
∗F (j)T,ǫ(a) ∈ Op(S0cl(T ∗M)),
with
σ(F
(j)
T,ǫ(a)
∗F (j)T,ǫ(a) )(x, ξ) =
1
T 2
| aHγ−1(1− χǫ)(ΦjΦ(x, ξ))χ(T−1tj(x, ξ)) |2 (8.8)
By the local Weyl law,
limλ→∞ 1N(λ)〈IT,ǫ(a)ϕλj , ϕλj〉 = 1T 2
∑
j
∫
S∗M
| aHγ−1(1− χǫ)(ΦjΦ(x, ξ))χ(T−1tj(x, ξ)) |2dµL.
(8.9)
This is the desired limit.
To complete the proof of the Lemma we need to show that the limit of the off-diagonal
sum
IIT,ǫ(a) =
∑
j 6=k;|j|≤NT,ǫ,|k|≤NT,ǫ
(
lim
λ→∞
1
N(λ)
TrΠ[0,λ]F
(j)
T,ǫ(a)
∗F (k)T,ǫ (a)
)
,
is zero. To prove this, we recall that
WF ′(F (j)T,ǫ(a)) = graph(Rj),
hence the fixed point set in the local Weyl law integral (0.34) is the set {Rj = Rk} and that
σ(F
(j)
T,ǫ(a)
∗F (k)T,ǫ (a) )(x, ξ) =
1
T 2
(1− χǫ)γ−1aH(Gtj(x,ξ)(x, ξ))χ(T−1tj(x, ξ))
· (1− χǫ)γ−1aH(Gtk(x,ξ)(x, ξ))χ(T−1tk(x, ξ)).
(8.10)
It follows from the local Weyl law for Fourier integral operators (0.34) that,
limλ→∞ 1N(λ)TrΠ[0,λ]F
(j)
T,ǫ(a)
∗F (k)T,ǫ (a) =
1
T 2
∫
S{Rj=Rk}T,ǫ(γ
−1(1− χǫ)aH)(Gtj(x,ω)(x, ω))χ(T−1tj(x, ω))
(γ−1(1− χǫ)aH)(Gtk(x,ω)(x, ω))χ(T−1tk(x, ω))dµL.
(8.11)
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We now show that the domain of integration is empty when j 6= k when condition (1) is
satisfied, hence that this term is zero.
As discussed in the introduction (see (0.37)), for (x, ξ) ∈ D(j)T,ǫ∩D(k)T,ǫ ∩S∗M , the condition
Rj(x, ξ) = Rk(x, ξ) on a set of positive measure is equivalent to the condition in Definition
1.

We now complete the proof of the Proposition: The right side of Lemma 8.6 differs from
that of Proposition 30 in three ways. First, and most importantly, it is normalized by 1
T 2
rather than 1
T
. Second, it is a sum
∑
j of squares and not the square of the sum; and third,
we do not subtract ω(a). Due to the last two properties, the limit estimate is not due to
ergodicity.
Rather, we estimate the right side of (8.9) by
≤ 1
T
|| aHγ−1(1− χǫ)||C0
∫
S∗M
(
1
T
∑
j
χ(T−1tj(x, ξ))
)
dµL ≤ 1
T
|| aHγ−1(1− χǫ)||C0,
where aside from bounding the aH factor we also use that χ
2 ≤ χ since 0 ≤ χ ≤ 1. Here we
used that, as in Lemma 29, the evaluation∫
S∗M
(
1
T
∑
j
χ(T−1tj(x, ξ))
)
dµL =
1
T
∑
j
∫
S∗
H
M
(∫ T (−1)(s,ξ)
0
χ(
tj(G
−t(s, ξ))
T
)dt)
)
dµL,H = 1.
Hence the term I satisfies the limit estimate of Proposition 33, completing its proof.

This completes the proof of Proposition 1.
9. Proof of Theorem 1
9.1. Completion of proof of Theorem 1.
9.1.1. Decomposition of matrix elements. First, we prove the asymptotic decomposition for-
mula in (0.20) for matrix elements. We have the operator decomposition
γ∗HOpH(a)γH = (γ
∗
HOpH(a)γH))≥ǫ + (γ
∗
HOpH(a)γH))≤ǫ +Kǫ, (9.1)
where
Kǫ := χǫ/2γ
∗
HOpH(a)γH(1− χǫ) + (1− χ2ǫ)γ∗HOpH(a)γHχǫ. (9.2)
By wave front calculus, we can further decompose Kǫ = K
′
ǫ + K
′′
ǫ where, WF
′(K ′ǫ) ⊂
T ∗M − 0× T ∗M − 0 and WF (K ′′ǫ ) ⊂ 0T ∗M ×N∗H ∪N∗H × 0T ∗M . To estimate the matrix
elements 〈K ′′ǫ ϕj , ϕj〉 we let χ0 ∈ C∞0 (T ∗M) and note that for any N > 0, the operator
χ0(−∆ + 1)N ∈ Ψ0(M). L2-boundedness of χ0(−∆ + 1)N implies that ‖χ0ϕj‖2L = O(λ−∞j )
and by replacing χ0 with ∆
mχ0 ∈ Ψ−∞(M) for any m > 0, it follows by an application
of the Garding inequality that ‖χ0ϕj‖Ck(M) = Ok(λ−∞j ) for any k ∈ Z+. Consequently, by
L2-boundedness of OpH(a) ∈ Ψ0(H),
|〈OpH(a)γHχ0ϕj, γHϕj〉L2(H)| ≤ C‖γHχ0ϕj‖L2(H)‖γHϕj‖L2(H) = O(λ−∞j ).
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Here, one can use the universal restriction bound ‖γϕj‖L2(H) = O(λ1/4j ) [BGT] to bound
the ‖γHϕj‖L2(H)-term on the right side of the Schwarz inequality, but any crude polynomial
bound in λj will suffice. The argument for χ0(γ
∗
HOpH(a)γH) is very similar and also gives
the O(λ−∞j ) bound for matrix elements. As a result,
〈K ′′ǫ ϕj, ϕj〉 = Oǫ(λ−∞j ). (9.3)
To estimate the matrix elements 〈K ′ǫϕj, ϕj〉, we note that by time-averaging,
〈K ′ǫϕj, ϕj〉L2(M) =
〈
1
T
(∫ T
0
U(−t)χǫ/2γ∗HOpH(a)γH(1− χǫ)U(t)dt
)
ϕj, ϕj
〉
+
〈
1
T
(∫ T
0
U(−t)(1 − χ2ǫ)γ∗HOpH(a)γHχǫU(t)dt
)
ϕj , ϕj
〉
,
(9.4)
and by general wave front calculus ([HoI-IV] Theorem 8.2.14),
WF ′
(∫ T
0
U(−t)χǫ/2γ∗HOpH(a)γH(1− χǫ)U(t)dt
)
⊂ {(x, ξ; x′, ξ′) ∈ T ∗M − 0× T ∗M − 0; ∃t ∈ (−T, T ), expx tξ = expx′ tξ′ = s ∈ H,
Gt(x, ξ)|TsH = Gt(x′, ξ′)|TsH , Gt(x, ξ) ∈ supp(χǫ/2), Gt(x′, ξ′) ∈ supp(1− χǫ), |ξ| = |ξ′|} = ∅.
(9.5)
We note that the wave front in (9.5) is empty since in addition to the requirement that
Gt(x, ξ)|TsH = Gt(x′, ξ′)|TsH , there is the condition that |Gt(x, ξ)| = |Gt(x′, ξ′)| which is
imposed by the integration over t ∈ (0, T ). Since supp (χǫ/2)∩ supp (1 − χǫ) = ∅ and
r∗Hχǫ = χǫ, this is impossible. Similarily, the second time-averaged operator on the RHS of
(9.4) also has empty wave front. Thus,
〈K ′ǫϕj, ϕj〉 = O(λ−∞j ) (9.6)
and in view of (9.3), this proves the decomposition formula in (0.20).
To complete the proof of Theorem 1 we note that by (0.20) and Cauchy-Schwarz,
lim supλ→∞
1
N(λ)
∑
λj≤λ |〈OpH(a)γHϕj , γHϕj〉 − ω(a)|
≤ lim supλ→∞
(
1
N(λ)
∑
λj≤λ |〈(γ∗HOpH(a)γ)≥ǫϕj , ϕj〉M − ω((1− χǫ)a)|2
)1/2
+ lim supλ→∞
1
N(λ)
∑
λj≤λ |〈(γ∗HOpH(a)γH)≤ǫϕj, ϕj〉M |+ |ω((1− χǫ)a)− ω(a)|.
(9.7)
By Proposition 1, the first term on the RHS of the inequality (9.7) vanishes. The second
term is just
lim supλ→∞
1
N(λ)
∑
λj≤λ |〈OpH(a)γHχǫϕj, γHχ2ǫϕj〉H |
≤ C lim supλ→∞ 1N(λ)
∑
λj≤λ ‖γHχǫϕj‖L2(H) ‖γHχ2ǫϕj‖L2(H),
(9.8)
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which follows from the L2-boundedness of OpH(a). We use the ab ≤ 12(a2 + b2) inequality to
get that the last line in (9.8) is bounded by
C
2
lim sup
λ→∞
1
N(λ)
∑
λj≤λ
(
‖γHχǫϕj‖2L2(H) + ‖γHχ2ǫϕj‖2L2(H)
)
= O(ǫ), (9.9)
where the last estimate follows immediately from the local Weyl law in (7.3). Since ǫ > 0 is
arbitrary, we finally take the ǫ→ 0+ limit in (9.7) and that completes the proof of Theorem
1.
10. Curves in H2/Γ with zero measure of microlocal symmetry
We now illustrate Theorem 1 in some important examples.
10.1. Geodesic circles of hyperbolic surfaces : Proof of Corollary 1. We first con-
sider the case where H = Cr is an embedded geodesic circle of a small radius r in a hyperbolic
surface H2/Γ where H2 is the hyperbolic plane and Γ ⊂ PSL(2,R) is a co-compact Fuchsian
group. A geodesic circle is a separating curve, so there are two global sides of H correspond-
ing to the interior an exterior. Corollary 1 follows from the following
Lemma 35. For any finite area hyperbolic surface, no distance circle can have positive
measure of microlocal symmetry.
Proof. We uniformize and consider the Γ-orbit ΓCr of the distance circle. It is a union of
disjoint geodesic circles ofH2. If Cr has a positive measure of microlocal reflection symmetry,
then there exist two components, σ+H, σ−H with σ± ∈ Γ, and an open set U∗ ⊂ B∗Cr, so
that geodesics ξ±(s, σ) defined by (s, σ) ∈ U hit the components σ±H at the same time and
at points which are equivalent modulo Γ. Since the return maps are real analytic on their
open sets of definition, the left and right return maps must coincide for all (s, σ) so that
exps ξ±(x, σ) hits σ±H . That is, exps tξ+(s, σ) hits σ+H at the same time that exps tξ−(s, σ)
hits σ−H and the points are equivalent under the action of Γ.
Let U denote the set of footpoints of U∗. With no loss of generality, we position the closest
point of U to σ+Cr at the origin i ∈ H2. We also rotate the configuration so that TiCr is the
vertical axis, so that the minimizing geodesic from i to σ+Cr has horizontal initial tangent
vector. We denote the distance between Cr and σ+Cr by d. By the assumption that the
return maps agree, the geodesic ray in the reflected horizontal direction hits σ−Cr at time d.
We now claim that σ+Cr = ǫσ−Cr where ǫ is the Euclidean reflection through the tangent
line T−H .
To see this, we consider the two extreme geodesic rays emanating from tangent vectors at
the center i that hit σ+Cr tangentially. Their reflections through TiCr must be rays that hit
σ−Cr tangentially, since the domains of the left/right return maps coincide and so the the
reflection of extreme rays (on the boundary of the domains of analyticity) must be invariant
under reflection. Also, the distances to the tangential intersections with σ±Cr are equal.
Since a circle is determined by three points, σ±Cr are determined by the nearest points to
Cr and the points where the tangential rays based at i intersect it. Since this data is ǫ
invariant, we must have σ+Cr = ǫσ−Cr.
We use the same analysis to prove that it is impossible for a circle Cr to have a positive
measure of reflection symmetry. In fact, this is quite easy to see because the configuration
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cannot be ǫ-symmetric due to the fact that Cr lies on the left side of the symmetry axis.
Here is a more formal proof.
For each s ∈ Cr, there is a maximal interval I+s ⊂ S∗sH2 of unit tangent vectors pointing
to the exterior of Cr whose geodesics hit σ+Cr. There is also a maximal domain I
−
s of inward
pointing unit vectors whose geodesics hit σ−Cr. If the ± return maps coincide, one must
have rCrI
±
s = I
∓
s for all s ∈ U . The boundary of the domain of analyticity for the ± return
map consists of the exterior directions whose geodesic rays hit σ±Cr tangentially. It is clear
that I±s shrinks to a point when the tangent line to Cr at s hits σ±Cr tangentially. There are
two such points s+j for σ+Cr, and U = [s
+
1 , s
+
2 ] is the arc of Cr with boundary points s
+
j which
contains the origin. If the ± return maps were the same, this would have to be the same
as the corresponding interval [s−1 , s
−
2 ] ⊂ Cr. In particular, the geodesic tangent to Cr at s+1
would have to be simultaneously tangent to σ±Cr and to hit them at the same distance. In
fact the pair of circles has only two common tangent circles/lines. We ignore the point that
they need not be geodesics of H2, i.e. need not hit the boundary orthogonally. Since the
configuration of two circles σ± is invariant under ǫ, the common tangent must be ǫ-invariant.
Define the midpoint of the common tangent to be the point where the distance along the
tangent is the same to σ−Cr and σ+Cr. Then the midpoint must be ǫ-invariant. But also the
distance must be the same on the tangent from its intersection with Cr. Hence, the midpoint
is the intersection point of the common tangent to σ−Cr, Cr, σ+. But this midpoint cannot
be ǫ-invariant since Cr lies on one side of the fixed line of ǫ, and the intersection of the
common to tangent with H occurs at a point in the left half-plane with respect to TiCr.
This contradiction shows that the ± return maps for Cr cannot coincide for any pair of
components σ±Cr, hence that Cr satisfies the condition of Definition 1.

The same proof generalizes to distance spheres of hyperbolic quotients of any dimension.
It generalizes also to certain negatively curved manifolds, for which there exists an isometric
involution fixing the tangent plane of a distance sphere at some point.
10.2. Closed geodesics in hyperbolic surfaces:
Proposition 36. Suppose that γ is a closed geodesic of H2/Γ with a positive measure of
microlocal symmetry. Then there exists an orientation reversing involution ǫ ofH2 preserving
the axis of γ, and a three generator subgroup 〈γ, σ+, σ−〉 such that σ− = ǫσ+ǫ.
Proof. In the universal cover, we pick one component of the orbit ΓAxis (γ) of the axis of
the geodesic. With no loss of generality we may assume it is the vertical geodesic iR+. We
orient the geodesic so that it moves towards ∞, and we choose its left and right sides as the
∓ sides.
Let ǫ : H → H be the orientation-reversing isometric involution ǫ(x, y) = (−x, y), i.e.
ǫz = −z¯.
Lemma 37. If the left return map corresponding to σ−H coincides at a common time on
a set of positive measure of B∗H with the right return map corresponding to σ+H, then
ǫσ−ǫ = σ+.
We now consider what happens if (0.11) or equivalently (0.37) holds on a set of positive
measure of B∗iR+. Since the maps are real analytic, this implies that Pj,+ ≡ Pk,− where the
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return indices are determined by the condition that the return times are the same. The return
maps are given by dσ± ◦ α′ξ±(Tj(ξ+)) where σ−1± are the elements of Γ taking Axis(γ) = iR+
to the components hit by αξ±, and Tj(ξ+) is the common times when αξ± hit the respective
components.
Clearly ǫαξ± = αξ∓ . Hence if Pj,+ ≡ Pk,− where j, k are related as above, then ǫσ−Axis(γ)) =
σ+Axis(γ). But then σ−ǫσ−1+ is an isometry of H which fixes Axis(γ) pointwise. The only
such possible isometries are the identity and ǫ and by considering orientations it is clear that
σ−ǫσ−1+ = ǫ.
We now consider any component σAxis(γ) with σ /∈ Γγ. Given one of its points we
find the closest point of Axis(γ). The minimizing geodesic then intersects Axis(γ) and
σAxis(γ) orthogonally and on Axis(γ) projects to the zero covector. Then by assumption, ǫ
of this minimizing geodesic is the minimizing geodesic from this point to another component
τAxis(γ). But then ǫσǫ = τ .

Note that the quotient of H2 by the two-generator subgroup 〈γ, σ+〉 is an infinite area pair
of pants with three simple closed geodesics corresponding to the axis Axis(γ) of γ and its
translates by σ+, γσ+. The quotient by 〈γ, σ−〉 is a second pair of pants. If we truncate each
pair of pants at the simple closed geodesic γ and glue them together, we obtain the quotient
by the three element subgroup. Thus, there exists a locally isometric Z2-infinite sheeted
cover π : H2/〈γ, σ+, σ−〉 → H2/Γ. To our knowledge, such a cover may exist without H2/Γ
possessing a Z2 symmetry.
However, a generic compact hyperbolic surface does not have a triple of elements γ, σ+, σ−
with the property above. Indeed, it suffices to show that for any closed geodesic γ, and
any pair of elements σ± satisfying the relation above, there exist infinitesimal deformations
which destroy the relation. Such a deformation is given by twisting along γ, in twist-length
coordinates on moduli space.
10.3. Closed horocycles for Γ = SL(2,Z). Now we consider the case where H is a closed
horocycle H of the modular curve H/SL(2,Z). Numerical studies of the quantum ergodic
property of restrictions of eigenfunctions to horocycles are given in [HR].
For simplicity we assumeH is an embedded horocyle in the parabolic end. It is a separating
curve, and if we orient the end ‘upwards’ the two sides of H may be visualized as upward
pointing and downward pointing.
Except for the upward vectors orthogonal to H , all upward vectors define geodesics which
return to H after a sojourn in the end. The orthogonal geodesics to H run out to infinity
and never return. In the standard tesselation of H by fundamental domains of SL(2,Z),
the horocycle is a horizontal line y = C and the upward geodesics correspond to half-circles
orthogonal to R which intersect the horizontal line in two points.
Proposition 38. Suppose that H is a closed horocycle of H2/SL(2,Z). Then H has a
zero measure of microlocal symmetry. Consequently, restrictions of eigenfunctions to H are
quantum ergodic.
Proof. We argue by contradiction again. IfH had a positive measure of microlocal symmetry,
there would have to exist horocycles σ+H, σ−H such that the hitting times and return maps
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from some open set of S∗HH
2 and its reflection through H were the same modulo the action
of Γ.
Since H2 is a symmetric space, there exists an inversion symmetry sp at each point p, i.e.
an involutive isometry that fixes p and reverses all geodesics through p. In the case of i it is
given by si(z) = −1z . If p ∈ H and compose sp with the reflection symmetry ǫp with respect
to the vertical geodesic through p, then ǫp ◦ σp is an isometry of H2 which reflects TpH2
through TpH ; at i, it is w(z) =
1
z
.
As above, we can reconstruct σ−H from H, σ+H using only the geodesics from one point
of H , which we take to be i again with no loss of generality (so that H is y = 1). Since
ǫi ◦ σi takes the upward ‘interval’ of geodesics which hit σ+H to the ‘downward interval’
that hits σ−H and since the hitting times and positions are the same, we must have (ǫi ◦
σi)σ+(ǫi ◦ σi)−1 = σ−. But the same argument applies to any point p ∈ H for which there
exists an interval of geodesics hitting σ+H . Then we get (ǫp ◦ σp)σ+(ǫp ◦ σp)−1 = σ−. But
this implies (ǫp ◦ σp)σ+(ǫp ◦ σp)−1 = (ǫq ◦ σq)σ+(ǫq ◦ σq)−1 for all (p, q) in some interval on
H . If γp,q = (ǫp ◦ σp)−1(ǫq ◦ σq) then we would have gp,qσ+ = σ+gp,q, which implies that
gp,q ∈ Gσ+ , the centralizer of σ+ in G = PSL(2,R). This is a group of hyperbolic elements
which is conjugate to the real diagonal matrices, and in particular must fix the endpoints
of the axis of σ+. Concretely, if N = {nx =

1 x
0 1

} is the unipotent subgroup, and if
p = nxi, q = nui then gpq = nxwnu−xw−1nu. It is easy to see that the elements nxwnu−xw−1nu
cannot all fix the same two points of R = ∂H2. Indeed, if t were such a fixed point then
nxwnu−xw−1nut = u+t1−(u−x)(u+t) + x would equal t for all x, u. This is absurd since as x→ u
it becomes 2x+ t.
This contradiction concludes the proof.

11. Proof of Theorem 2
In this appendix, we convert the proof of Theorem 1 into the semi-classical version The-
orem 2. The proof parallels the one in homogeneous case but with two (minor) differences:
1) In the semiclassical case, we will need to cut-off the Fourier integral operators appearing
in Proposition 2 in order to apply the compactly-supporrted semiclassical Fourier integral
operator calculus in [GuSt2]. A key issue is mass concentration for eigenfunctions and their
restrictions to H. For completeness, we review the relevant results here (see [Zw] for more
detail). 2) The second difference deals with the role of the N∗H . In the homogeneous case,
one must remove a conic neighbourhood of N∗H (see (5.2)) to ensure that χ(xn)a(s, σ) is a
polyhomogeoneous symbol on T ∗M . In the semiclassical case, because of mass localization
(see Lemma (39)), for the proof of Theorem (11) it suffices to consider matrix elements
〈Ophj(a)ϕhj , ϕhj〉 where a ∈ C∞0 (T ∗H). Under the tangential projection πH : T ∗HM → T ∗H,
πH(N
∗H) = (0)T ∗H and the zero section 0T ∗H = {(s, σ = 0); s ∈ H)} is of no special interest
in the semiclassical case.
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11.1. Semiclassical symbols. A natural class of semiclassical symbols [Zw] is given by
Sm,k(T ∗M × [0, h0)) := {a ∈ C∞; a(x, ξ, h) ∼h→0+
∞∑
j=0
ak−j(x, ξ)hm+j , ak−j ∈ Sk−j1,0 (T ∗M)}.
(11.1)
Here, we recall that Sm1,0 is the standard Ho¨rmander class consisting of smooth functions
a(x, ξ) satisfying the estimates |∂αx∂βξ a(x, ξ)| ≤ Cα,β〈ξ〉m−|β| for all multi-indices α, β ∈ Nn.
We say that A(h) ∈ Oph(Sm,k) provided its Schwartz kernel is locally of the form
A(h)(x, y) = (2πh)−n
∫
Rn
ei〈x−y,ξ〉/ha(x, ξ, h) dξ (11.2)
with a ∈ Sm,k and alternatively, we sometimes write Oph(a) or a(x, hDx) for the operator
A(h) in (11.2).
Let ϕλj ; j = 1, 2, ... be L
2 orthonormal basis of Laplace eigenfunctions on (M, g) and
H ⊂ M a hypersurface. From now on, we assume that h ∈ {λ−1j }; j = 1, 2, ..., write
hj = λ
−1
j and denote the corresponding eigenfunction by ϕhj . Given 0 < ǫ0 < 1 an arbitrary
small number, let
χ(x, ξ) ∈ C∞0 (T ∗M), χ|A(ǫ0) ≡ 1, suppχ ⊂ A(2ǫ0), (11.3)
with A(ǫ0) := {(x, ξ); (1 − ǫ0) < |ξ|g < (1 + ǫ). Let χ˜ ∈ C∞0 be another cutoff equal to one
on A(2ǫ0) and with supp χ˜ ⊂ A(4ǫ0). Consider the eigenfunction equation
(−h2∆g − 1)ϕh = 0.
Since P (h) := −h2∆g − 1 is h elliptic for (x, ξ) ∈ T ∗M − A(ǫ), one can construct an h-
mircolocal parametrix Q(h) ∈ Oph(S−10,0) so that
(1− χ˜(h))Q(h)P (h)(1− χ(h))ϕh = (1− χ(h))ϕh +O(h∞).
Since P (h)ϕh = 0 and σ([P (h), (1 − χ(h))](x, ξ) = 0 for (x, ξ) ∈supp (1 − χ˜(h)), one gets
the well-known energy surface concentration estimate
‖(1− χ˜(h))ϕh‖L2 = O(h∞). (11.4)
Since ǫ0 > 0 can be chosen arbitrarily small, it follows from (11.4) that WFh(ϕh) ⊂ S∗M.
A similar argument with the derivatives ∂αxϕh(x) combined with Sobolev lemma implies
‖(1− χ˜(h))ϕh‖Ck = Ok(h∞). (11.5)
In analogy with (11.4), for the eigenfunction restrictions one has the following energy
surface mass localization result:
Lemma 39. Let H ⊂M be a hypersurface and uh := ϕh|H = γHϕh. Then,
WFh(uh) ⊂ B∗H.
Proof. Let (s, xn) ∈ Rn−1 × (−ǫ0, ǫ0) be Fermi coordinates in an ǫ0 collar neighbourhood of
H with H = {xn = 0}. In these coordinates,
− h2∆g = h2D2xn − h2∆H +O(xn)|hDs|2 +O(h2(|Ds|+ |Dxn|)). (11.6)
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Let ζ(s, xn, σ) ∈ C∞0 (Rn−1 × (−ǫ0, ǫ0) × Rn−1) be equal to 1 when σ ∈ B(1 + ǫ0) and
vanishing outside B(1 + 2ǫ0). Since [γH ,∆H ] = 0,
(−h2∆H − 1)(1− ζ(s, xn = 0, hDs))uh = γH
[
h2D2xn +O(xn)|hDs|2
+O(h2(|Ds|+ |Dxn|))
]
(1− ζ(s, xn, hDs))ϕh + γH(−h2∆g − 1)(1− ζ(s, xn, hDs))ϕh.
(11.7)
Since |σ|2 ≥ 1 + ǫ0 on supp (1− ζ), obviously ξ2n + |σ|2 ≥ 1 + 2ǫ0 also holds on supp (1− ζ).
But then, by (11.5) it follows that both terms on the RHS of (11.7) are O(h∞). As for the
LHS, it then follows that
(−h2∆H − 1) · (1− ζ(s, xn = 0, hDs))uh = O(h∞).
Then, since h2∆H−1 is h-elliptic on supp 1−ζ(xn = 0, s, σ), by the same kind of parametrix
construction used to prove (11.4), it follows that
‖(1− ζ(s, xn = 0, hDs))uh‖L2(H) = O(h∞).

11.1.1. QER for semiclassical symbols.
Proof. The proof is very similar to the homogeneous case discussed in the rest of the paper
and so we only point out here the relatively minor differences and how to deal with them.
We use the notation γHϕhj = ϕhj |H. First, we note that by L2-boundedness and the L2-
restriction bound [BGT] ‖γHϕh‖2L2(H) = O(h−
1
2 ), it follows that for a ∈ S0,0(T ∗H × (0, h0]),
〈Ophj(a)γHϕhj , γHϕhj〉L2(H) = 〈Ophj(a0)γHϕhj , γHϕhj〉L2(H) +O(h
1
2
j ). (11.8)
So without loss of generality we can assume that a = a0, since in view of (11.8), the lower-
order terms a−j ; j ≥ 1 in the symbol expansion (11.8) do not affect the leading-order asymp-
totics of the matrix elements. The next step is to replace the symbol a0 in the matrix
elements 〈Ophj(a0)γHϕhj , γHϕhj〉 by a compactly-supported cutoff to the interior of B∗H. In
the following, we let B∗rH := {(s, σ); |σ| ≤ r}. Then, for a fixed small constant ǫ > 0 we let
χH,in ∈ C∞0 (T ∗H) with supp χin ⊂ B∗1−ǫH, χH,ǫ ∈ C∞0 (T ∗H) with supp χǫ ⊂ B∗1+ǫH \B∗1−ǫH
and choose χH,out ∈ C∞(T ∗H) supported outside B∗H with the property that
χH,in + χH,ǫ + χH,out ≡ 1 on T ∗H.
Due to the large number of semiclassical pseudodifferential cutoffs appearing in the argument,
we sometimes denote both a cutoff function χH ∈ C∞0 (T ∗H) and the corresponding operator
Ophj(χH) both by χH . By Lemma 39,
〈χH,outOphj(a0)γHϕhj , γHϕhj〉 = O(h∞j ) (11.9)
and so, the matrix elements
〈Ophj(a0)γHϕhj , γHϕhj〉 = 〈χH,inOphj(a0)γHϕhj , γHϕhj〉L2(H)
+〈χH,ǫOphj(a0)γHϕhj , γHϕhj〉L2(H) +Oǫ(h∞j ).
(11.10)
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In analogy with the homogeneous case, the main part of the proof of Theorem 11 is the
variance estimate
lim sup
h→0+
1
N(h)
∑
j;hj≥h
|〈χH,inOphj(a0)γHϕhj , γHϕhj〉 − ω(χH,ina0)|2 = 0, (11.11)
where N(h) := #{j; hj ≥ h} ∼h→0+ Cnh−n. The averaging argument proceeds as before,
except that the constituent homogeneous Fourier integral operators are cut-off using the
mass concentration estimates in (11.4), Lemma 39 and the reduction (11.11). The resulting
cut-off operators are then compactly supported semiclassical Fourier operators in the sense
of [GuSt2].
Let χ ∈ C∞0 (T ∗M) be the cutoff in (11.3). We define the semiclassically cut-off wave
operators U(·, h) : C∞(M)→ C∞(M × R) by
U(·, h) := χR(t, hDt) [χ(x, hDx)U(·)χ(x, hDx)]. (11.12)
where, χR(t, t
′, h) := (2πh)−1
∫
R
ei(t−t
′)τ/hχ(τ − 1)χ(t/T ) dτ and in the latter χ ∈ C∞0 (R) is a
cutoff as in (0.15). Similarily, we define the cut-off restriction operators γH(h) : C
∞(M) →
C∞(H) by
γH(h) := χin(s, hDs) γH χ(x, hDx). (11.13)
It follows that
1
N(h)
∑
j;hj≥h |〈χinOphj(a0)γHϕhj , γHϕhj〉 − ω(χina0)|2
= 1
N(h)
∑
j;hj≥h |〈VT,ǫ(a0, h)ϕhj , ϕhj〉 − ω(χina0)|2 +O
(
1
N(h)
)
,
(11.14)
where, the semiclassical averaging operator
VT,ǫ(a0, h) :=
1
T
∫
R
U(−t, h)γH(h)∗χinOph(a0)γH(h)U(t, h)χ( t
T
) dt. (11.15)
Thus, it suffices to take lim suph→0+ of the RHS in (11.14). In analogy with Proposition 2 one
shows that modulo residual error VT,ǫ(a0, h) is the sum of a semiclassical pseudodifferential
operator in Oph(S
0,−∞(T ∗M×(0, h0])) and a compactly-supported zeroth-order semiclassical
Fourier integral operator.
Given a manifold-Lagrangian pair (X × Y,Λ) and an operator F (h) : C∞(X) → C∞(Y )
with WF ′h(F (h)) ⊂ Λ, following [GuSt2] we say that F (h) ∈ Fk0 (X × Y,Λ) provided it has
a Schwartz kernel locally of the form
F (h)(x, y) = (2πh)k−
N
2
− dimY
2
∫
RN
eiϕ(x,y,θ)/ha(x, y, θ, h) dθ,
with a ∈ C∞0 in all variables. In this case, we call F (h) : C∞(X) → C∞(Y ) a compactly-
supported semiclassical Fourier integral operator (scFIO) of order k. We refer the reader to
[GuSt2] Chapter 8 for a detailed discussion of composition formulas and symbol calculus for
these operators. In particular, given two scFIO’s F1(h) ∈ Fm10 (X1 × X2,Λ1) and F2(h) ∈
Fm20 (X2 ×X3,Λ2) with associated Lagrangians Λ1 ⊂ T ∗X1 × T ∗X2 and Λ2 ⊂ T ∗X2 × T ∗X3
that are transversally composible, one has
F1(h) ◦ F2(h) ∈ Fm1+m20 (X1 ×X3,Λ1 ◦ Λ2). (11.16)
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Following the argument in section 6, one shows that U(−t1, h)γH(h)∗χinOph(a0)γH(h)U(t2, h) ∈
F1/20 (M ×R×M ×R, (Γ∗ ◦CH ◦Γ)χ) where, (Γ∗ ◦CH ◦Γ)χ = (Γ∗ ◦CH ◦Γ)∩ (suppχ×T ∗R×
suppχ×T ∗R) and πT∗∆∗t ∈ F −1/20 ((R×R×M ×M)× (M ×M),Γχ) where Γ is the identity
graph and Γχ = Γ∩(T ∗R×T ∗R×suppχ×suppχ×suppχ×suppχ).We note that the transver-
sality conditions for all of the scFIO compositions in (11.15) are verified exactly as before
since the associated Lagrangians are just subsets of the corresponding conic Lagrangians
in section 6. Since VT,ǫ(a0, h) = (πT∗∆
∗
t ) ◦ U(−t1, h)γH(h)∗χinOph(a0)γH(h)U(t2, h), it fol-
lows from (11.16) that the h-microlocal deomposition of VT,ǫ(a0, h) then parallels the one in
Proposition 2 with
VT,ǫ(a0, h) = PT,ǫ(a0, h) + FT,ǫ(a0, h) +R(a0, h).
Here, PT,ǫ(a0, h) ∈ Oph(S0,−∞(T ∗M×(0, h0])), FT,ǫ ∈ F00 (M×M, (ΓT,ǫ)χ) and ‖R(a0, h)‖L2→L2 =
O(h∞). The principal symbol formulas also parallel the homogeneous ones in (0.29) with
σ(PT,ǫ(a0, h))(x, ξ) = (χina0)T,ǫ(x, ξ) and likewise for σ(FT,ǫ(a0, h))(x, ξ). The rest of the
proof of Theorem 2 folows as in Theorem 1. 
12. Appendix
In this appendix, we briefly review the basic facts of symbol composition that we will use
in the calculations. We are working in the framework of homogeneous pseudo-differential
operators on H . Thus, we assume a(s, σ) ∈ S0cl(T ∗H) is a zeroth order classical polyhomo-
geneous symbol on H with a ∼ ∑∞j=0 aj , aj ∈ S−j1,0(T ∗H) and OpH(a) is its quantization as
a pseudo-differential operator on L2(H). We refer to [DS, GS] and especially to volume IV
of [HoI-IV] for background on Fourier integral operators. We use the notation Im(X×Y, C)
for the class of Fourier integral operators of order m with wave front set along the canonical
relation C, and WF ′(F ) to denote the canonical relation of a Fourier integral operator F .
We recall that a Fourier integral operator A : C∞(X) → C∞(Y ) is an operator whose
Schwartz kernel may be represented by an oscillatory integral
KA(x, y) =
∫
RN
eiϕ(x,y,θ)a(x, y, θ)dθ
where the phase ϕ is homogeneous of degree one in θ. The critical set of the phase is given
by
Cϕ = {(x, y, θ) : dθϕ = 0}.
Under ideal conditions, the map
ιϕ : Cϕ → T ∗(X, Y ), ιϕ(x, y, θ) = (x, dxϕ, y,−dyϕ)
is an embedding, or at least an immersion. In this case the phase is called non-degenerate.
Less restrictive, although still an ideal situation, is where the phase is clean. This means that
the map ιϕ : Cϕ → Λϕ, where Λϕ is the image of ιϕ, is locally a fibration with fibers of di-
mension e. From [HoI-IV] Definition 21.2.5, the number of linearly independent differentials
d∂ϕ
∂θ
at a point of Cϕ is N − e where e is the excess.
We a recall that the order of F : L2(X) → L2(Y ) in the non-degenerate case is given
in terms of a local oscillatory integral formula by m + N
2
− n
4
,, where n = dimX + dimY,
where m is the order of the amplitude, and N is the number of phase variables in the local
Fourier integral representation (see [HoI-IV], Proposition 25.1.5); in the general clean case
52 JOHN A. TOTH AND STEVE ZELDITCH
with excess e, the order goes up by e
2
([HoI-IV], Proposition 25.1.5’). Further, under clean
composition of operators of ordersm1, m2, the order of the composition ism1+m2− e2 where e
is the so-called excess (the fiber dimension of the composition); see [HoI-IV], Theorem 25.2.2.
The symbol σ(ν) of a Lagrangian (Fourier integral) distributions is a section of the bundle
Ω 1
2
⊗ M 1
2
of the bundle of half-densities (tensor the Maslov line bundle). In terms of
a Fourier integral representation it is the square root
√
dCϕ of the delta-function on Cϕ
defined by δ(dθϕ), transported to its image in T
∗M under ιϕ. If (λ1, . . . , λn) are any local
coordinates on Cϕ, extended as smooth functions in neighborhood, then
dCϕ :=
|dλ|
|D(λ, ϕ′θ)/D(x, θ)|
,
where dλ is the Lebesgue density.
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