A genetic algorithm (GA) 
Introduction
Distillation column control is one of the important problems of production/operations management area, as small improvements in the performance of the system can lead to significant monetary consequences. The simultaneous control of overhead and bottom compositions in a binary distillation column using reflux and steam flow as the manipulated variables often proves to be particularly difficult because of the coupling inherent in the process. Through the years, the desire to design better controllers for complex systems such as distillation column has led to the design and implementation of multi-objective controllers. Multi-objective controllers are able to synthesize problems with a mixed time and frequency domain specifications, achieving H  and H  performance with pole placement included. For such problems there is not a single optimal solution, rather a Pareto optimal front set, which encompasses a set of equally valid solutions.
In the early years, the several objectives were transformed by using their weighted average as a single objective function and optimizing it. Unfortunately, the values of these weighting factors could not be assigned without controversy. The ε-constraint method (see Chankong and Haimes, 1983) was probably the first approach used to solve multi-objective problems. In this technique, any one objective was selected for optimization [22, 23] , while the remaining objective functions were converted to equality constraints. This method was quite inefficient computationally, particularly since it involved the solution of several single-objective, highly-constrained problems. In the last decade, several multiobjective adaptations of the stochastic, population-based genetic algorithm (GA) have been developed for solving multi-objective problems efficiently. These could provide the entire Pareto set of optimal solutions in a single application, unlike the ε -constraint method. This provided a big boost for solving real-life optimization problems.
Two popular adaptations of the simple GA (SGA; for single objective problems), are the nondominated sorting genetic algorithms, NSGA-I and the elitist NSGA-II (Deb, 2001 ). Elitism improves the algorithm, but reduces the diversity of the population to some extent.
Non-dominated Sorting Genetic Algorithm
Many real-world design or decision making problems involve simultaneous optimization of multiple objectives. In principle multi-objective optimization is very different than the single objective optimization. In single objective optimization one attempt to obtain the best design or decision which is usually the global minimum or the global maximum depending on the optimization problem is that of minimization or maximization. In the case of multiple objectives there may not exist one solution which is best global minimum or maximum with respect to all objectives. In a typical multi-objective optimization problem there exists a set of solutions which are superior to the rest of solutions in the search space when all objectives are considered but are inferior to other solutions in the space in one or more objectives. These solutions are known as Pareto optimal solutions or non-dominated solutions (Chankong and Haimes 1983; Hans 1988). The rest of the solutions are known as dominated solutions. Since none of the solutions in the non-dominated set is absolutely better than any other, any one of them is an acceptable solution. The choice of one solution over the other requires problem knowledge and a number of problem-related factors. Thus one solution chosen by a designer may not be acceptable to another designer or in a changed environment. Therefore, in multi-objective optimization problems, it may be useful to have knowledge about alternative Pareto optimal solutions.
One way to solve multi-objective problems is to transform the vector of objectives into one objective by averaging the objectives with a weight vector. This process allows a simpler optimization algorithm to be used, but the obtained solution largely depends on the weight vector used in the transformation process. Moreover, if available, a decision maker may be interested in knowing alternate solutions. Since genetic algorithms, Gas, work with a population of points, a number of Pareto optimal solutions may be captured using Gas. An early GA application on multi-objective Optimization by Schaffer (1984) opened a new avenue of research in this field. Though his algorithm, VEGA, gave encouraging results, it suffered from biasness towards some Pareto optimal solutions.
A new algorithm, Non-dominated Sorting Genetic Algorithm, NSGA, is presented in this paper based on Goldbergs suggestion (Goldberg 1989) .This algorithm eliminates the bias in VEGA and thereby distributes the population over the entire Pareto optimal regions
Control design as a multi-objective optimization Problem
A control design problem is formulated as follows: Given a plant P and a set of design specifications, determine a controller K such that the feedback interconnection of the plant and the controller satisfies the specifications.
Both P and K are assumed to be linear time-invariant dynamical systems. Consider the feedback interconnection depicted in Fig. 1 . Each input/ output pair of signals (  ,   ) is associated to a given design specification. The input vectors   are exogenous signals such as sensor noise, load disturbances, commands or input channels for modeling uncertainty. The vectors   are controlled output signals such as weighted tracking errors, weighted actuator inputs, output channels for modeling uncertainty, etc. The control input and measured output are u and y, respectively. The input/output pairs (  ,   ) are problem dependent and are chosen such that a certain design specification can be associated with the closed-loop map between them.
Let ℱ(P, K) denote the closed-loop map from   to  , a performance measure for the closed-loop map ℱ(P, K) is a merit function   (ℱ(P, K)). Usually, this function is obtained by applying some norm‖ℱ(P, K) ‖  , where   denotes the norm of interest that depends on the specification. For example, robust stability specifications could be expressed in terms of ℋ ∞ norms. Disturbance attenuation or command tracking specifications are usually represented by quadratic norms.
A necessary control requirement is the stability of the feedback interconnection. A controller K is admissible for the plant P if it is proper and internally stabilizes the plant. The set of all admissible controllers for the plant P is denoted by ℊ(): ℊ() = {| is proper and internally stabilizes P }
The goal of the control design problem is to compute a controller K  ℊ() such that a set of performance objectives holds. Therefore, the design problem is formulated as follows: Find a stabilizing controller K  ℊ() such that   (ℱ(P, K)) <   , i  {1, … , } Alternatively, the synthesis problem can be formulated as the following multi-objective optimization problem:
The main advantage of this formulation is its flexibility. Almost any system specification can be posed as a function of a certain closed-loop map. The specifications for a control system are usually competitive. This means that it is difficult to decide which solution is better. Therefore the solution is not unique and a trade-off among the different alternatives needs to be carried out. The Pareto front of this problem provides very good information concerning the attainable performance objectives and the relationships between them.
The multi-objective problem (2) is very difficult to solve. If the problem is formulated in the state space, a very common practice is to substitute the true norms by upper bounds of them. These upper bounds are constructed so that they are convex functions in a finite number of variables. The problem can be expressed in terms of LMIs. The advantage is that very efficient local search algorithms exist for solving LMI optimization problems (Boyd et al., 1994). Nevertheless, this approach also has important disadvantages: · The multi-objective optimization problem (2) 
·
The order of the controller is very high (the same as the generalized plant) and model reduction has to be carried out in a later step.
A meaningful alternative is to fix the controller structure. In fact, this is very reasonable because most real-world industrial controllers have a fixed structure. In this case the controller K ∶= () is obtained by computing a parametric vector : In order to maintain the design problem as general as possible, the controller structure is defined by a fixed order state-space realization. Define
Then the synthesis problem is formulated as follows:
An algorithm to solve (3) must overcome the following drawbacks:
The solution is a set, the Pareto front of the multi-objective problem (Eschenamer et al., 1990).
The search space is unknown and non-convex. · There is redundancy in the controller parameters  because a unique canonical form with a minimum number of (independent) parameters does not exist. In addition, the stability constraint  is difficult to deal with. A good alternative is to convert it into a new auxiliary objective function. Let clp (P, K) denote the closed-loop poles of the feedback interconnection.
For an unstable closed-loop system, the objective   () = max clpP, (), − where  > 0, provides a measure of the distance to stability. Controllers that stabilize the plant can be obtained by minimizing this distance. Moreover, any solution with distance   () = − is a stabilizing controller with stability degree at least  > 0. 1 Therefore, the resultant multi-objective design problem is
A multi-objective genetic algorithm (MRCD) has been developed for solving the design problem formulated in (4) . The MRCD genetic algorithm incorporates specific operators and strategies to overcome the above-mentioned difficulties.
Other authors also used GAs for designing controllers, even in a multi-objective framework, see for example Fonseca and Fleming (1998) , Fonseca (1995) , Chen et al. (1995) and Man et al. (1997) . However, they deal with very specific applications where the solutions are not compared with other classic methods to show that the multi-objective GAs, and in this case the MRCD algorithm, are good alternatives for solving robust control design problems.
Multi-objective optimization and genetic algorithms 4.1. Pareto optimality
Multi-objective optimization problems consist of simultaneously optimizing several objective functions. Consider, without loss of generality, the minimization of the n components ℱ  , k = 1, …, n of a vector function ℱ of a vector variable x in a search space  ⊆   , with
It is assumed that all the ℱ  take on real values so that ordering is possible. If the different objectives are competitive, there is no meaningful solution to this problem because it is not possible to evaluate the relevance of each objective with respect to the others. The most accepted concept of optimality for multi-objective problems is Pareto optimality which is defined as follows:
Pareto optimality. A given  *  is said to be Pareto optimal or non-inferior if there is no other  such that
For a given multi-objective problem the Pareto-optimal set  is the set of all the  that are Pareto-optimal and the Pareto front   is the set of all the optimal vector function values. These concepts will be clarified with a simple example. Consider a two-objective problem with vector-valued function ℱ(x) = ℱ  (), ℱ  ()  and a discrete search set  = {  ,   ,   ,   } whose function values 1 Another interesting alternative that avoids the introduction of the auxiliary cost J0 consists of using the Youla parameterization of all the stabilizing controllers. However, this parameterization produces high order controllers whose structure cannot be fixed a priori. Thus,  = {  ,   ,   ,   } and   = {ℱ(  ), ℱ(  ), ℱ(  )} In the absence of additional information about the relative relevance of the different objective functions, no solution belonging to the Pareto front is better than the others. One could consider that the problem has been solved when any arbitrary Pareto-optimal solution has been found. However, this is not usually the case in a real-world problem where different Pareto-optimal solutions have different properties and the designer's task is to choose a certain solution from the Pareto front. Therefore, the complete set of Pareto-optimal points should be computed. Moreover, the Pareto front provides the performance limits for a multi-objective design problem. The inspection of the Pareto front easily shows which specifications can be achieved and which cannot, and how the specifications could be traded off in order to find a good design.
Genetic algorithms for multi-objective optimization
GA is a family of computational models inspired by evolution. These algorithms encode a potential solution to a specific problem on a simple chromosome-like data structure and apply evolution-based operators to these structures to preserve critical information (Goldberg, 1989; Mitchell, 1996) . GAs have typically been applied as optimization tools, in this case they are population based search models that use evolution-based operators to direct the initial population towards the optimal solution in successive steps. The basic operators of a GA are selection, crossover and mutation. Selection is used to choose the best individuals in a population, crossover produces new individuals by mixing couples of selected individuals and mutation introduces random changes in the individuals. The balance between the exploitation and the exploration of the search space is essential for a good convergence of a GA. Exploitation is carried out by the selection and the crossover operators, while exploration of new information is performed by the mutation operator (Mitchell, 1996) . GA is particularly suitable to solve multi-objective optimization problems because they deal simultaneously with a set of possible solutions, the so-called population, which allows an entire set of Pareto-optimal solutions to be found in a single run of the algorithm, instead of having to perform a series of separate runs as in the case of traditional mathematical programming techniques. Additionally, GAs is less susceptible to the shape or continuity of the Pareto front (Coello, 1999).
A GA for multi-objective optimization must address two important issues: diversity and Pareto optimality. Diversity is accomplished by maintaining a set of candidate solutions in order to cover the entire extension (Fig. 2) whereas the algorithm must incorporate strategies for directing the population towards the Pareto-optimal solutions.
In Fonseca and Fleming (1995) , the algorithms for multi-objective optimization are classified into two groups, indirect methods that do not explicitly use the concept of Pareto front and direct methods that do.
Indirect methods: The first GA proposed for multi-objective optimization was VEGA (Schaffer, 1985) . This is an indirect algorithm based on the selection of several relevant groups of individuals, each group being associated to a given objective. A more recent algorithm, based on transformation with a weighted sum function, is proposed in Ishibuchi and Murata (1998) where the weights are chosen at random. In Coello and Christiansen (1999), two different methods based on aggregated functions and min-max optimizations are proposed.
Direct methods: These methods exploit the concept of Pareto front. They originated after Goldberg's procedure for sorting non-dominated individuals (Goldberg, 1989). The most relevant direct algorithms use this or another similar idea. In addition, direct algorithms use specific operators for providing diversity in the population in order to find the entire set of Pareto-optimal solutions. Some direct methods are reported in the following references: MOGA is proposed in Fonseca and Fleming (1993) , where a "ranking function" is developed to measure the individual distance to the Pareto front. NPGA is developed in Horn and Nafpliotis (1993), this algorithm uses binary tournament selection based on Pareto dominance.
NSGA is presented in Deb (1999) as a direct application of the Goldberg function and also incorporates "Niching Methods". SPEA is reported in Zitzler and Thiele (1999) and employs an elite operator to preserve the best individuals of the last generation.
MOMGA, proposed in Van Veldhuizen (1999a), exploits the concept of messy algorithms (Goldberg et al., 1989) .
Other interesting references of multi-objective GAs are as follows. In Van Veldhuizen (1999b), a large number of GAs for multi-objective optimization are analyzed and classified into three groups: a priori, a posteriori and progressive methods. In Zitzler and Thiele (1999) several multi-objective GAs are analyzed by solving benchmark problems. Finally, Horn (1997), Deb (1999) and Coello (1999) are other good references for reviewing the state of the art in the field.
Non-dominated Sorting Genetic Algorithm
NSGA varies from simple genetic algorithm only in the way the selection operator works. The crossover and mutation operators remain as usual. Before the selection is performed, the population is ranked on the basis of an individual's non-domination described in section; the non-dominated individuals present in the population are first identified from the current population. Then, all these individuals are assumed to constitute the first non-dominated front in the population and assigned a large dummy fitness value. The same fitness value is assigned to give an equal reproductive potential to all these non-dominated individuals. In order to maintain diversity in the population, these classified individuals are then shared with their dummy fitness values. Sharing methods are discussed elsewhere (Goldberg and Richardson1987; Deb 1989). Sharing is achieved by performing selection operation using degraded fitness values which are obtained by dividing the original fitness value of an individual by a quantity proportional to the number of individuals around it. This causes multiple optimal points to co-exist in the population. After sharing, these non-dominated individuals are ignored temporarily to process the rest of population in the same way to identify individuals for the second nondominated front. These new set of points are then assigned a new dummy fitness value which is kept smaller than the minimum shared dummy fitness of the previous front. This process is continued until the entire population is classified into several fronts.
The population is then reproduced according to the dummy fitness values. A stochastic remainder proportionate selection is used in this study. Since individuals in the first front have the maximum fitness value, they always get more copies than the rest of population. This was intended to search for non-dominated regions or Pareto-optimal fronts. This results in quick convergence of the population towards non-dominated regions and sharing helps to distribute it over this region. By emphasizing nondominated points, NSGA is actually processing the schemata representing Pareto-optimal regions. The efficiency of NSGA lies in the way multiple objectives are reduced to a dummy fitness function using non-dominated sorting procedure. Another aspect of our method is that practically any number of objectives can be solved. Both minimization and maximization problems can also be handled by this algorithm. The only place a change is required for above two cases is the way the non-dominated points are identified, as discussed in section 2. Figure 3 shows a flow chart of this algorithm. The algorithm is similar to a simple GA except the classification of non-dominated fronts and the sharing operation. The sharing in each front is achieved by calculating a sharing function value between two individuals in the same front as follows:
In the above equation the parameter    is the phenotypic distance between two individuals i and j in the current front and   is the maximum Phenotypic distance allowed between any two individuals to become members of a niche. Some guidelines to set these parameters appear elsewhere (Deb, 1989) .A parameter niche count is calculated by adding the above sharing function values for all individuals in the current front. Finally the shared fitness value of each individual is calculated by dividing its dummy fitness value with its niche count. Fonesca and Fleming (1993) implemented Goldberg's suggestion in different way. In this study the multi-objective optimization GA (MOGA) uses a similar sorting procedure presented in this paper. In MOGA the whole population is checked and all non-dominated individuals are assigned rank"1". Other individuals are ranked by checking the non-dominance of them with respect to the rest of the population in the following way. For an individual number of points that strictly dominate the point in the population is first found. There after the rank of that individual is assigned to be one more than that number. Therefore at the end of this ranking procedure there could be a number of points having the same rank. The selection procedure then uses these ranks to select or delete blocks of points to form the mating pool. As discussed elsewhere (Goldberg and Deb, 1991) this type of blocked fitness assignment is likely to produce a large selection pressure which might cause premature convergence. MOGA also uses a niche-formation method to distribute the population over the Pareto-optimal region. But instead of performing sharing on the parameter values they have used sharing on objective function values. Even though this maintains diversity in the objective function values this may not maintains diversity in the parameter set a matter which is important for a decision maker. Moreover MOGA may not be able to find multiple solutions in problems where different Pareto-optimal points correspond to the same objective function value (Srinivas ,1994) . However the ranking of the individuals according to their non-dominance in the population is an important aspect of this work. Horn, Nafpliotis and Goldberg (1994) used Pareto domination tournaments instead of non-dominated sorting and ranking selection method in solving multi-objective optimization problems. In this method a comparison set comprising of a specific number (  ) of individuals is picked at random from the population at the beginning of each selection process. Two random individuals are picked from the population for selecting a winner in a tournament selection according to the following procedure. Both individuals are compared with the members of the comparison set for domination with respect to the objective functions. If one of them is non-dominated and the other is dominated, then the nondominated point is selected. On the other hand, if both are either non-dominated or dominated, a niche The individual with least niche count is selected. The effect of multiple objectives is taken into the nondominance calculation. Since this nondominance is computed by comparing an individual with a randomly chosen population set of size   , the success of this algorithm highly depends on the parameter   . If a proper size is not chosen, true nondominated (Pareto-optimal) points may not be found. If a small   is chosen, this may result in a few nondominated points in the population. Instead, if a large   is chosen, premature convergence may result. This aspect is also observed by the authors. They have presented some empirical results with various   values. Nevertheless, the concept of niche formation among the non-dominated points is an important aspect of this work. NSGA implements both aspects of Goldberg's suggestion in a better way. The ranking classification is performed according to the non-dominance of the individuals in the population and a distribution of the non-dominated points is maintained using a niche formation technique. Both these aspects cause the distinct non-dominated points to be found in the population.
Process model
The well-known Wood/Berry distillation column is a typical MIMO plant with strong interaction and significant time delays. The plant model is split into one 2-input 2-output section and one 1-input 2-output section. The first part represents the transfer function matrix mapping the manipulated variables to the outputs, while the second part represents the transfer function matrix mapping the disturbance to the outputs. A schematic of the column which was modeled is presented in Fig. 2 
Where y  (s) is the mole fraction of methanol in the tops; y  (s) is the mole fraction of methanol in the bottoms; u  (s) is the reflux flow rate; u  (s) is the steam flow rate and d(s) is the feed flow rate. The time constants and delays have units of minutes. For controller design purposes, the model form is assumed as:
The nominal process time delays θ  s and gains K   associated with the model were uncertain with limits as defined in Table1. Robust controller is designed to achieve the following requirements, taking into account the presence of disturbance and uncertainties.
§ The controller must be robust to gain and time delay uncertainties. § Decoupling of top and bottom compositions. § Disturbance should be rejected as much as possible. § Zero steady-state error In the mixed H  H  ⁄ optimization method, the H  and H  constraints are solved and specified with Linear Matrix Inequalities (LMIs); this permits a search for convex solution restricted to the time and frequency domain specifications.
The generalized plant configuration as shown in Fig. 3 , is as below Molina-Cristobal et al. solve the multi-objective problem using LMIs and compare it with MOGA, achieving better results with the second approach [2] . However they remarked on two important aspects: LMI lacks full flexibility while the search space in MOGA is not always known or too large for MIMO systems. When combining both methodologies we take advantage of the benefits while their weaknesses are complemented. If the H  and H ∞ are set as independent objectives tighter bounds can be found with a better performance.
Conclusion
Many advantages are realised when MOGA assists the mixed H  H  ⁄ design. As known from the H  methodology, the selection of W  , W  which penalized the sensitivity function (S), the complementary sensitivity function (T) and the control signals (KS) is difficult to implement; therefore it is recommended to combine at most two of these weighting matrices for each controller. In this case W  and W  have selected to specify the desire robustness to uncertainty and time response specifications. When MOGA is used alone for multi-objective problems it is quite difficult to specify the correct range for the variables to select through the algorithm; moreover the complexity increases as the number of variables increases. On the other hand, LMIs provide a systematic and easy to calculate procedure, but with the complexity to select the appropriate weighting functions. Through this work it is shown that the combination of the two methodologies results in a powerful strategy for the design of robust controllers.
