ABSTRACT The stereo matching technology has been widely used nowadays for robot guidance, depth of field rendering, and video processing applications. The binocular stereo matching technology collects two images of the same scene from different views, computes the disparity, and then determines the 3-D depth of the object using the triangulation theory. In this paper, we propose a new deep-learning-based stereo matching algorithm called convolutional neural network WTADP (CNN-WTADP). The commonly used WTA method ignores the disparity constraint of the neighboring pixels and is prone to be affected by noise, so the obtained original disparity map may contain a lot of abnormal values and mismatched points. To solve this problem, we construct a CNN for matching cost computation and use a novel global method of dynamic programming based on WTA for disparity selection. Steps for the CNN-based computation of the matching cost are presented, and the post-processing algorithm is used to obtain the final determination of the disparity map. The Middlebury stereo dataset and stereo evaluation are used to compare the proposed algorithm with other methods. The experiments and its results demonstrate the ability of the proposed algorithm to match the images more effectively.
I. INTRODUCTION
A lot of works have been done in recent years about the use of deep learning methods and especially the neural network for stereo matching and other image processing problems [1] , [2] . In this paper, the convolutional neural network is used to compute the matching cost. In order to solve the problem that WTA method ignores disparity constraint of neighboring pixels and is prone to be affected by noise in traditional stereo matching algorithm, we proposed the CNN-WTADP algorithm by combining convolutional neural network and using dynamic programming to improve the WTA method. This prevents the obtained original disparity map from containing too many abnormal values and
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The focus of this paper is the binocular stereo vision technology. Assume the two cameras have location difference only in the horizontal direction and this assumption can be fulfilled using the image epipolar rectification method. We only consider the dense stereo matching algorithm that makes depth estimation for each pixel in the image.
A. GEOMETRICAL PRINCIPLE OF BINOCULAR STEREO VISION
Like human eyes, the binocular cameras can compute the disparity and then determine the object's 3-D depth through triangulation. For the binocular stereo vision system where cameras are arranged in a parallel manner, the search space of the matching point in the image can be reduced from 2-D plane to a line using the epipolar constraint. Because the input image can be transformed to the parallel and horizontal location using the epipolar rectification, this paper is focused on stereo matching after epipolar rectification.
From the triangle geometrical relationship, the disparity is in reverse proportion to the depth, the disparity map can be used to intuitively represent the object's depth. Due to this reason, the disparity map is usually called the depth map, which is represented with an 8-bit gray map. Each of the grey level denotes a depth.
B. FRAMEWORK OF THE STEREO MATCHING ALGORITHM
According to algorithm classification and evaluation of Scharstein et al. [3] , the stereo matching algorithm usually consists of the following four steps: matching cost computation, cost aggregation, disparity selection and disparity refinement.
As for the computation of matching cost, the similarity between corresponding pixel points in the left and right images is measured by the matching cost. The disparity hunting zone of corresponding points in the left and right images is. The common measures of the matching cost include the absolute difference (AD), square difference (SD), and BT (Birchfield and Tomasi) algorithm [4] of sample insensitivity, which are all applicable to the grey-scale and color images. If the input image is corrupted with noise, the filter-based method can be adopted. Typical filters include the Laplacian of Gaussian (LoG) filter [5] , rank filter [6] and the mean filter.
Some novel matching costs have been proposed in recent years. By using image entropy, Hirschmuller [7] proposed a mutual information-based matching cost computation method. Tola et al. [8] proposed a DASISY descriptor-based method to compute the matching cost. Mei et al. [9] worked out a new idea to combine AD with Census transformations. The next step is cost aggregation. We can compute the sum or mean of cost of neighboring pixels within a window. Hence, the original pixel-based matching cost is extended to region-based matching cost, such as the most common methods SAD (Sum of Absolute Difference) and SSD (Sum of Square Difference). Because window size has direct influence on matching accuracy, the cost aggregation algorithms include the fixed-window method [10] , multi-window method [11] , window-adaptive method [12] , and weightadaptive method [13] , [14] .
Then the disparity of the point with minimal matching cost is selected as the original disparity of the current pixel. This method is called Winner Takes All (WTA) [3] , characterized by easiness, rapidness and high accuracy. The constraint regarding disparity consistency between neighboring pixels is not considered and the resultant disparity map is not very smooth. Therefore, the disparity map is usually processed via left-right consistency check (detect occlusions) [15] , interpolation (fill the holes), median filtering and other post treatments.
C. EVALUATION PLATFORM OF STEREO MATCHING ALGORITHMS
Scharstein and Szeliski proposed a complete method for quantitative evaluation of stereo matching algorithms and established a baseline image set with actual disparity map. Meanwhile, they constructed and maintained a stereo matching algorithm evaluation website [16] (Middlebury Platform).
The Middlebury2.0 platform contains four pairs of stereo images, i.e. Tsukuba, Venus, Teddy and Cones. In order to evaluate performance objectively, the generated disparity map can be compared with the ground truth, and the algorithm accuracy can be measured using the ratio of mismatched pixels.
Due to continuous progress in stereo matching, a broad variety of test scenes is needed. In this context, Scharstein and Szeliski developed Middlebury3.0. The image pairs are increased from 4 to 15. While evaluating algorithm performance, the 1/2-resolution, 1/4-resolution and full-resolution images can be used as the input. In order to compute the mismatching rate, the disparity map is restored to the size of the original image through automatic interpolation and then compared with the ground truth. Weighted mean of the 15 image pairs is defined as the final result.
The chapters of our paper are arranged as follows: Chapter I is the introduction, Chapter II is the related work, Chapter III is the details of our stereo matching algorithm based on neural network, Chapter IV is the experimental results, and Chapter V is the conclusion.
II. RELATED WORK
Since Marr from MIT proposed the stereo matching theory, many stereo matching algorithms have been developed in recent years. According to the criterion for disparity estimation, they can be classified into local matching and global matching categories [3] . The global matching methods include dynamic programming (DP) [17] - [19] , belief propagation [20] , [21] and graph cut (GC) [22] , [23] . The local methods include the region-based matching [24] , phase-based matching [25] and feature-based matching [26] algorithms.
Most of the traditional algorithms above need to measure similarity between matching blocks by defining a matching metric function in order to compute the matching cost. The cost function, however, is too limited in some cases to effectively estimate the similarity between matching blocks. The advent and progress of deep learning in recent years promotes the researchers to study how to compute disparity through deep learning. In 2007, Zhang and Seitz [27] estimated the optimal parameter setting of Markov random field using the optimization algorithm. Scharstein and Pal [28] constructed 30 pairs of stereo images as a new dataset to learn the parameter of conditional random field. In 2008, Li and Huttenlocher [29] proposed a non-parametric cost function and learned model parameters using the structural conditional random field model and support vector machine.
Recently, some works have been focused on computation of matching cost. In 2013, Haeusler et al. [30] adopted a random forest classifier and combined it with several belief metrics. In 2014, Spyropoulos et al. [31] trained a random forest classifier to predict the similarity between matching blocks and incorporated the prediction result into the soft constraints of the Markov random field in order to reduce the error of the stereo method. In 2015, Bontar and Lecun [32] proposed to obtain the disparity map using the convolutional neural network and compute the matching cost of image blocks by training the network structure. Experimental results indicate the disparity map obtained using the convolutional neural network method is much more accurate than that from the metric function.
III. STEREO MATCHING ALGORITHM BASED ON CONVOLUTIONAL NEURAL NETWORK
Accurate matching of image blocks is essential for the stereo matching application. In the traditional method, matching degree of points is determined after similarity between two image bocks (windows) is measured by defining a similarity metric function. The similarity metric function cannot be extremely complicated, its application scope is limited, and the computed matching cost is inaccurate in some cases. As a successful model of deep learning, the neural network is able to solve the complex problem. In essence, it is an imitation of animal brain, which can learn from previous experience. The neural network can learn as well.
Learning a large amount of data enables the neural network to classify objects, predict results and recognize features. It can thus acquire the ability to determine the similarity between two image blocks. A deep learning-based convolutional neural network which is trained using mass data is vastly superior to the similarity metric function in terms of complexity, application scope and stability. Hence, the convolutional neural network-based matching algorithm is studied in detail below.
A. OVERVIEW OF CONVOLUTIONAL NEURAL NETWORK
The convolutional neural network (CNN) [33] is the most common and successful deep learning model. In 1962, Hubel and Wiesel [34] studied the cat's visual cortical cells and then proposed the receptive concept. Based on this concept, Fukushima [35] proposed the neocognition model in 1984, which can be seen as the first implementation of CNN. Table 1 four illuminations and seven exposure conditions, yielding 28 image pairs. Some of the training samples were from the left images and some from the right images. We have
, and it is set to 11 × 11 in this paper. The real disparity d of each location in the image is known, allowing us to select a positive sample and a negative sample.
Changing the center of neighborhood in the right image produces a negative sample. The coordinate of q is changed into:
where o neg denotes a random number in the range [dataset_ neg_low, data_neg_high]. The parameter [−data_neg_high,
−data_neg_low] can also be determined based on the condition. In this paper, data_neg_high is set to 6 and data_neg_low is set to 1.5. Similarly, we can define the positive sample q = (x − d + o pos , y), and o pos can be set to any value in the range [−dataset_pos, dataset_pos]. Taking these blocks near the optimal matching ones as the positive samples produces a broader variety of samples and thus is more effective than setting o pos to zero. In this paper, dataset_pos is 0.5.
After the original image blocks are classified into correctly matched ones and mismatched ones, all of them need to be normalized. All of the three-color channels should have a mean of 0 and standard deviation of 1, as is the necessary condition of the training data used for machine learning. Moreover, existing image blocks undergo projection transformation and illumination variation to produce new blocks, which are then added to the original training data and form the final set of training data. The aim of this step is to improve the diversity and scope of training data, because the addition of data that have undergone projection transformation and illumination variation enables the neural network to perform more effectively and flexibly in the face of unknown or complicated input data.
2) CONSTRUCTION OF CNN
Network input and output must be determined first before applying CNN to compute matching cost. In detail, the input is the two image blocks in the left and right images centered on the matching point, and the output is a numerical level of similarity. The network structure in [32] is adopted in this paper, where the input is 11 × 11 image blocks and each of the 64 convolutional kernels is of size 3 × 3. For other details, we used stride 1 and padding 1. After extraction of 64 image features, it is activated using an activation function, typical examples of which include ReLU:
−e −x e x +e −x , as shown in Figs. 1 and 2. While computing error gradient during backpropagation, the traditional Sigmoid function may well cause disappearance of gradient. The reason is that when the Sigmoid function approaches the saturation zone, functional transformation is so slow that the derivative approximates to 0. As a result, some information is lost and the training of the deep network cannot be completed. The rectified linear unit RELU has a stable gradient and is thus adopted in this paper for activation.
The first half of the hidden layer of the network structure in this paper consists of the spatial convolutional layer and the ReLU layer in order to extract feature from the input image blocks. After being processed by a series of spatial convolutional layers and ReLU layer, the features extracted from the input blocks are normalized and point multiplication is performed on the vector to output a similarity score. The CNN-WTADP model structure is shown in Fig. 3 .
Network output is used to initialize the matching cost, and it can be expressed as:
where s(< p L (p), p R (pd) >) denotes the output produced by the network after it receives the input p L (p) and p R (pd). The minus sign transforms similarity score into matching cost. And the higher the matching cost, the smaller the similarity score.
3) TRAINING OF CNN
The neural network can be trained after the data and network model is prepared. The back propagation algorithm is used to train CNN. First, the training data is input to the network for forward propagation. The activation value of each neuron and the error are computed. Then, the error is back propagated and the gradient of weight in each layer is computed to keep adjusting each weight so that the error of the network is optimized. These calculation steps cannot be followed without clarifying the network cost function, training method, learning rate and the training termination condition.
a: DEFINE THE COST FUNCTION
Cost function is essential for adjusting CNN parameters. An appropriate cost function can guarantee that the network parameters are adjusted in the right direction. While computing the matching cost, we expect the CNN to correctly determine the similarity between the input image blocks. Because the similarity between the input image blocks is unknown in advance, the training data has no label and all we know is the correct disparity. Hence, the training data is classified into two types according to the correct disparity. The image blocks whose matching points are extracted using the correct disparity are called the correctly matched blocks, and the image blocks extracted using incorrect disparity are called the mismatched blocks. The similarity score of the correctly matched blocks is definitely larger than the similarity score of the mismatched blocks. The cost function can be defined using the training data (correct or not) even without explicit labels. Let denote the similarity score produced by the network after it receives the correctly matched blocks as the input, and also let denote the similarity score produced by the network after it receives the mismatched blocks as the input. Hence, the Hinge loss function is defined as:
where M denotes a positive real number and it is set to 0.2 in this paper. If the cost function H > 0, it means S + < S − +M . That is, the similarity score of the correctly matched image block is illogically less than that of the mismatched block. When H = 0, it means S + > S − + M . That is, the similarity score of the correctly matched image block is expectedly larger than that of the mismatched block. Analysis above indicates that when the cost function approaches 0, the similarity score from the CNN is more accurate. Back adjustment can be made to CNN parameters using the derivative of the cost function so that the cost function can approximate to 0 continuously. At this time, network parameters are also being optimized. When the output error is 0, network parameters reach their optimal level.
b: ADJUST WEIGHT THROUGH GRADIENT DESCENT
After receiving a set of correctly matched image blocks and a set of mismatched image blocks as the input, the network produces the similarity score S + and S − , which are then input to the cost function H = max (0, M + S − − S + ). Weight gradient is computed by back propagating the output H of the cost function. Weight of each layer is adjusted through gradient descent.
where W 0 denotes the original weight, H denotes the cost function's output, ∂H ∂W denotes the derivative of the error with respect to the weight, L denotes the learning rate. And the larger the L, the faster the variation of parameters.
An excessively large value of L may destabilize or even paralyze the system. Setting L to a small value may cause a long training period and slow convergence. Although a small learning rate has some disadvantages, it can avoid local convergence of the cost function and enable the system to converge to the minimal error. Hence, in order to ensure CNN stability, a small learning rate is recommended and it is set to 0.002 in this paper. At the same time, 14 rounds of training are designed to accelerate convergence. And all of the training data is used during each round of training. In the last three rounds, the learning rate is reduced to one tenth of the original value. Table 2 shows the variation of network error and training time of the CNN trained using the 1/4-resolution images. From the training process, it can be seen that each round of training takes about 1250 seconds, 14 rounds of training consume 5 hours and the network loss function has an error of 0.0605.
The network training parameters are not directly determined by detecting the final quality of image. The dataset is divided into two parts, i.e. training set and verification set. The former is used to train the network, and the latter is used to compute the error rate and evaluate network performance. By leaving other parameters unchanged, a parameter is adjusted to obtain the optimal value of all parameters. And the optimal parameters of the trained network structure are shown in Table 3 .
C. MATCHING COST AGGREGATION
The CNN solves computation to produce the matching cost space map of the left and right image blocks. With the left image as a reference, we can obtain the matching cost of each pixel point in the right image, given a disparity range 0 ∼ d max . Because the cost of an individual pixel is not accurate, the obtained cost map needs to be optimized through matching cost aggregation, disparity selection and disparity refinement. The aim is to select the pixel point with the least cost as the matching point, yielding the final disparity map.
The mean matching cost of a window is computed, taking the information of neighbors into account. The window is selected using the cross-shaped algorithm [12] which can adjust the size of neighborhood independently. In detail, a cross-shaped window is generated for each pixel in the image to define the local support region. The local support regions of left and right images are combined to form a new support region. The aggregated matching cost is computed as the mean of matching cost of all points in the support region.
D. DISPARITY SELECTION
After cost aggregation, most of the traditional algorithms simply adopt the WTA [3] (Winner Takes All) method to select disparity and determine the original disparity value.
where C(p, d) denotes the matching cost of disparity d. Fast and effective as it is, WTA ignores disparity constraint of neighboring pixels, and is prone to be affected by noise. As a result, the obtained original disparity map may contain a lot of abnormal values and mismatched points. Hence, a global method of dynamic programming based on WTA is introduced in this paper for disparity selection. First, an energy function with smooth assumption is defined as:
where the data term denotes the aggregated matching cost. As in the following equation, a linear model is adopted for the smooth term so that the abrupt change of disparity is penalized.
After the energy equation is constructed, the solution which can minimize energy can be obtained using an optimization algorithm in order to determine optimal disparity setting. Similarly, for a scanning line Y in the reference image, each of the pixel points p = (x, y) is traversed from left to right to compute its energy M (x, y, d) , given a disparity d . Consider the disparity smoothness assumption, and suppose the disparity of neighbors is close to that of p, and the range of d is limited to {d − 1, d, d + 1} . The original disparity can be computed from Equation (3.5) and let d 0 (x − 1, y) be the fourth disparity candidate of p . And we have:
where C(x, y, d) denotes the cost of pixel point (x, y) given a disparity of d and it is also the data term of the energy equation, d denotes the disparity of neighbor p = (x − 1, y), λ is set to 0.02.After the last column of energy is computed, the optimal path can be determined through trace back. In this way, the optimal setting of disparity for all pixels along the scanning line is also obtained. Repeat this process for all scanning lines until all disparity of the entire image are determined. Fig. 4 shows the 3-D illustration of the dynamic programming algorithm. The algorithm has a complexity of for each scanning line, where W denotes image width and D denotes disparity range.
E. DISPARITY REFINEMENT
The boundary and low-texture regions in the disparity map cannot be matched effectively even after disparity selection. This highlights the need for improved algorithms which can further process the final disparity map and enhance matching accuracy. Although some pixel points are located in the semioccluded region, left-right consistency check is not adopted in this paper. The reason is that the disparity of pixels in the occluded region is not taken into account at Middlebury3.0, which means that left-right consistency check may increase network error.
In order to improve matching accuracy, the neighborhood window of each pixel point in the disparity map is obtained using the cross-growing method and then employed to improve the disparity of pixel points. Regional polling is illustrated in Fig. 5 and steps are detailed below. 1) Adopt the method proposed by Zhang et al. [12] for cross growth in this paper. With pixel point in the original image as the center, define the RGB color and distance as the constraint, and set up a threshold for growth in the vertical and horizontal growth, yielding neighborhood window. 2) Compute the number of pixel points in the window for the disparity map and establish grey-scale histogram. 3) Determine gray-scale distribution using the histogram and select the most frequent gray scale as a substitute of the disparity of central pixel in the window. 4) Perform operations above on each pixel point and update the entire disparity map. The disparity map is refined through regional polling and then processed by the median filter to obtain the final disparity map. Figure 6 shows the disparity map comparison of standard images, where the first line denotes the image without optimization, and the second line denotes the disparity maps optimized by WTA-DP through cost aggregation, disparity selection and disparity refinement.
IV. EXPERIMENTAL RESULTS

A. IMPLEMENTATION DETAIL 1) STRUCTURE OF CNN
The CNN consists of input layer, hidden layer and output layer. And the hidden layer is also compromised of feature extraction layer, feature mapping layer and activation layer. Generally, the hidden layer of the neural network cannot be determined without clarifying the number of input and VOLUME 7, 2019 output nodes, connection between input and output, size of convolutional core and receptive. If each layer of CNN has to be manually defined and constructed, establishing a deep learning-based CNN will entail a lot of labor. Fortunately, many tools are available for CNN construction. For example, Torch is a scientific calculation framework for machine learning. With Lua as its kernel language, it supports GPU and CPU calculation, command line, python, Matlab and C++ interfaces. Hence, Torch is adopted in this paper to establish and train the neural network.
The cost function is mainly defined to compute the error of network output. Different cost functions have different results, and they are critical to backpropagation of error. Learning rate and termination condition influence parameter adjustment range and training time.
2) IMPLEMENTATION OF CNN
Use of CNN involves preparing dataset, constructing and training the network. CNN is trained using the error back propagation scheme. Details of the network implementation steps are given below.
Prepare training data: After the raw training data is sufficiently collected, it needs to be further pre-processed in the following ways. Data needs to be adjusted to the same size and format. The image is adjusted to the same length and width. Mean of the data is adjusted to zero. The grey-scale mean of RGB channel of all images needs also be adjusted to zero and the grey-scale standard deviation is adjusted to 1. In order to improve dataset diversity, new sample pattern can be obtained by performing projection and affine transformation on the dataset of images.
Define network structure: as discussed in the previous section, establishing a complete neural network involves defining the network structure and cost function. And the structure usually consists of input layer, hidden layer and output layer.
Training and testing: the neural network can be trained after the learning rate and termination condition is determined. An error always occurs during every round of training, and the error should be checked against expectation. Next, the error is used to compute gradient of each weight. And all weight parameters are adjusted through error backpropagation in order to optimize the network. The training process should be terminated after the number of trainings reaches a threshold. After the training is completed, the test data is used to evaluate its performance. If the network output is always close to the label, it means that the network fulfills the expectation. Until now, the neural network is well trained and suited for prediction or calculation.
3) ACQUISITION OF IMAGE IN THE REAL SCENE
A binocular stereo vision platform is first constructed to test the image in the real scene. As shown in Fig. 7 , the experimental platform consists of industrial camera, lens and frame. The camera has a resolution of 2592 × 1944 pixels, being able to directly transmit the captured high-resolution image to the computer for storage, without need for external card for image collection. The lens focal length is 16mm. Beam length and vertical height of the frame can be adjusted for convenient modification of visual field range and baseline distance.
Epipolar rectification must be performed on the input image to eliminate vertical disparity prior to stereo matching. The matrix of camera parameters must be known as a priori. Hence, the constructed binocular stereo vision platform needs to be calibrated to determine the matrix of internal and external parameters. Unlike monocular camera, stereo calibration involves computing not only the matrix of internal parameters of individual camera, but also the relative location of the two cameras. The classic 2-D plane target calibration method from Zhang [36] is adopted in this paper, due to its desirable ability to calibrate the two cameras' internal parameters, distortion parameters and relative location of the cameras (rotation matrix and shift vector) in one round of capturing. Fig. 8 shows the target images captured in the experiment. Table 4 lists the matrix of camera parameters determined from the set of target images.
After system calibration, the epipolar line is corrected for the input image to transform it to a horizontal location. The polar constraint is then exploited to reduce the search space from 2-D image to 1-D line. Details of epipolar rectification are available in [36] . Afterward, the proposed stereo matching algorithm is used to obtain the depth of disparity. 
B. TEST OF STANDARD IMAGE
In order to demonstrate algorithm performance, the trained neural network is tested using 15 image pairs from Middlebury3.0. Subjective results of the test are shown in Fig. 9 from top to bottom, which are ''Adirondack'', ''ArtL'', ''Jadeplant'', ''Motorcycle'', ''MotorcycleE'', ''Piano'', ''PianoL'', ''Pipes'', ''Playroom'', ''Playtable'', ''PlaytableP'', ''Recycle'', ''Shelves'', ''Teddy'' and ''Vintage'', respectively. The first column denotes the original color images which need to be matched, the second column denotes the ground truth of disparity, the third column denotes the disparity map obtained using the proposed algorithm, and the fourth column denotes the pseudo color representation of mismatched pixel graph, where the blue represents correctly matched region, red represents occluded region and the other color represents non-occluded region. These 15 image pairs have many texture minutiae. The pairs ''Motorcycle'', ''MotorcycleE'', ''Piano'' and ''PianoL'' are captured under different exposure intensity and illumination length conditions. The pair ''PlaytableP'' is the fully corrected version of ''Playtable''. From results in Fig. 9 , it can be observed that the disparity map from the proposed algorithm is smooth overall. Even the non-texture regions and the regions with abrupt change of depth can be matched effectively. Moreover, the proposed algorithm is very robust to illumination-varying and partiallycorrected images.
In order to further demonstrate the advantages of the proposed algorithm, Fig. 10 shows the disparity maps and the pseudo color maps of mismatched pixels obtained from some state-of-the-art methods, i.e. FastBilateral [37] , CostFilter [15] and VariableCross [12] . It can be observed that the disparity map from the proposed algorithm is smooth overall. The non-texture and depth-discontinuous regions are matched effectively, demonstrating superiority of the proposed algorithm over the compared methods.
In order to evaluate the proposed algorithm more objectively, its result is uploaded to Middlebury for comparison with other state-of-the-art methods. Some of the evaluation results are shown in Table 5 (uploaded at Jan. 10, 2017) , where the first column denotes the algorithm rank, the second column denotes the algorithm name, the third column denotes the input image's resolution, F denotes full-resolution image, H denotes 1/2-resolution image, Q denotes 1/4-resolution image, and the fourth column denotes the weighted mean error of each algorithm. Note that 54 methods have been incorporated into the platform. Given 15 standard pairs of 1/4-resolution test images, the proposed algorithm achieves a weighted mean absolute error of 3.49% and a rank of 14/54. The average runtime is 1.19s on Intel E5-1620 v3 and Titan X. The proposed algorithm is more accurate than some of the compared methods but there is still scope for further improvement. The reason is that while doing test with the 1/4-resolution image, Middlebury computes the mismatching rate by automatically interpolating the image into the original size. Hence, the performance of the proposed algorithm in the case of 1/4-resolution image is inferior to the case of 1/2 resolution.
1) MATCHING RESULT OF OVEREXPOSED IMAGES AND UNDEREXPOSED IMAGES
In order to evaluate robustness of the proposed algorithm to uneven illumination, experiments are performed using the overexposed images and underexposed images from Middlebury. Results are given in Fig. 11 . From left to right, VOLUME 7, 2019 the images in this figure represent ''Piano'', ''Bicycle'', ''Umbrella'' and ''Recycle'', captured by the left camera. For more objective evaluation of algorithm performance, the PSNR value of the disparity map from the proposed algorithm and the actual disparity map is computed as 14.87dB, 12.33dB, 13.70dB and 16.27dB for the four types of images, respectively. It can be seen that in the case of uneven illumination, the proposed algorithm is still able to stably yield high-quality disparity map, demonstrating its robustness.
2) MATCHING RESULT OF IMAGE IN THE REAL SCENE
The images ''Birds'' and ''Aloe'' captured from the real scene are shown in the first row of Figs. 12 and 13. The disparity maps from the proposed algorithm are given in the second row of the two figures. It can be observed that our disparity maps are smooth, producing better visual effect for non-texture and disparity-discontinuity regions.
V. CONCLUSIONS
A CNN-based stereo matching algorithm is proposed in this paper. The CNN structure is first established and then trained using the Middlebury dataset. The matching cost is computed via the CNN. There are also some articles that use this kind of method [40] - [42] . The cross window-based cost aggregation method is adopted. Disparity is selected using the WTA-DP algorithm to eliminate disparity discontinuity of WTA. Finally, the regional polling strategy is employed for disparity refinement, yielding the final disparity map. Test results from Middlebury3.0 indicate that the proposed algorithm has a weighted mismatching rate of 3.49% and a rank of 14/54. Results also demonstrate the ability of the proposed algorithm to match the distorted images and the actually captured images more effectively.
Finally, we will discuss some future research directions for future improvements. Our algorithm consists of two main parts, and we consider using neural network method instead of post-processing part to construct end-to-end stereo matching algorithm [43] . In order to improve the accuracy of the algorithm, we consider the use of deeper neural networks, such as residual network [44] . For the ill-posed regions, we can use image features' object context information to improve the correspondence estimation. For example, using new pooling method [45] . In the past two years, there are also some new excellent stereo matching algorithms [46] , [47] which can be used as reference for improvement.
