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TOROIDAL COMPACTIFICATIONS OF INTEGRAL MODELS OF
SHIMURA VARIETIES OF HODGE TYPE
KEERTHI MADAPUSI PERA
Résumé. Nous construisons compactifications toroïdales pour les modèles entiers de variétés
de Shimura de type de Hodge. Nous construisons également la compactification minimale
(ou de Satake-Baily-Borel) pour ces modéles entiers. Nos résultats réduisent le problème à la
compréhension des modèles entiers eux-mêmes. Donc ils recouvrent tous les cas déjá connus
de type PE. Quand le niveau est hyperspecial, nous montrons que nos compactifications sont
canonique dans un sens précis. Nous fournissons une nouvelle preuve de la conjecture de Y.
Morita sur la bonne réduction de variétés abéliennes dont le groupe de Mumford-Tate est
anisotrope modulo son centre. Sur le chemin, nous démontrons une propriété de rationalité
intéressante de cycles de Hodge sur les variétés abéliennes par rapport à l’uniformisation
analytiques p-adiques.
Abstract. We construct toroidal compactifications for integral models of Shimura vari-
eties of Hodge type. We also construct integral models of the minimal (Satake-Baily-Borel)
compactification. Our results essentially reduce the problem to understanding the integral
models themselves. As such, they cover all previously known cases of PEL type. At primes
where the level is hyperspecial, we show that our compactifications are canonical in a precise
sense. We also provide a new proof of Y. Morita’s conjecture on the everywhere good reduc-
tion of abelian varieties whose Mumford-Tate group is anisotropic modulo center. Along the
way, we demonstrate an interesting rationality property of Hodge cycles on abelian varieties
with respect to p-adic analytic uniformizations.
Introduction
Shimura varieties of Hodge type. This paper is concerned with constructing compactifications
for integral models of Shimura varieties of Hodge type. Essentially, these are the Shimura
varieties that can be viewed as parameter spaces for polarized abelian varieties equipped with
level structures and additional Hodge tensors.
More precisely, we will work with Shimura data (G,X) that admit embeddings into a Siegel
Shimura datum (GSp(V ), S±(V )) attached to a symplectic space V over Q. Given such an
embedding and a small enough compact open K ⊂ G(Af ), we have the associated Shimura
variety ShK(G,X), which has the above moduli interpretation over C.
If we are in the more familiar PEL setting, the additional Hodge tensors parameterized by
ShK(G,X)(C) can be chosen to consist of endomorphisms and polarizations. One can then
define representable PEL type moduli problems over the reflex field E = E(G,X), and even
over a suitable localization of its ring of integers, which recover the moduli interpretation for
ShK(G,X) over C, and are thus canonical models for ShK(G,X) over E or even its ring of
integers; cf. [16] for the theory over E, and [34] for the integral theory (away from primes where
the level is not hyperspecial).
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The theory of [16] applies more generally to show that Shimura varieties of Hodge type admit
canonical models over their reflex fields1, and Milne has used Deligne’s results on absolute Hodge
cycles to give these canonical models a modular interpretation; cf. [46].
Example. An important class of Shimura data of Hodge type arises from quadratic forms over
Q of signature (n+, 2−). Suppose that we have a vector space U over Q equipped with such
a quadratic form. Then the group G = GSpin(U) acts naturally on the Clifford algebra C
attached to U . We can equip C with an appropriate symplectic form such that we have an
embedding GSpin(U) →֒ GSp(C). Moreover, if we take X to be the space of negative definite
oriented 2-planes in UR, then (G,X) is a Shimura datum, and we in fact get an embedding
(G,X) →֒ (GSp(C), S±) of Shimura data. This is the Kuga-Satake construction; cf. [14].
So (G,X) is of Hodge type, but is not of PEL type when n ≥ 6.
The Shimura varieties attached to such data are important, for example, in the study of
the moduli of K3 surfaces (when n = 19). Moreover, the Shimura varieties attached to the
Spin group Shimura data play a significant role in S. Kudla’s program (cf. [35]) for relating
intersection numbers on Shimura varieties with Fourier coefficients of Eisenstein series. They
have also been used by the author to prove the Tate conjecture for K3 surfaces; cf. [43].
Integral models. Unfortunately, since Hodge cycles are transcendentally defined, there is no
natural way to use them to obtain a modular interpretation over the ring of integers of E. But
an ad hoc construction of integral models can be given as follows: Fix a prime p and a place v|p
of E. Suppose that we have an embedding (G,X) →֒ (GSp, S±) into a Siegel Shimura datum.
For any level K‡ ⊂ GSp(Af ), the Siegel Shimura variety ShK‡(GSp, S±) has a natural integral
model SK‡ over Z(p): this is Mumford’s construction.
We can now take the normalization of SK‡ in ShK(G,X)2: This gives us a normal integral
model SK over OE,(v), which is finite over SK‡ .
When p > 2 and the level at p is hyperspecial, Kisin showed in [32] that SK is a smooth
scheme OE,(v), and is canonical in a precise sense.
3 In particular, it is independent of the
choice of symplectic embedding.
In general, however, one does not know if SK has any good properties. Moreover, it need
not be independent of the choice of symplectic embedding.
Compactifications. In any case, since our interest lies mainly in the computation of the zeta
function of the Shimura variety, and hence its cohomology, we are led to consider the question
of compactifying SK .4
Another motivation to study compactifications of integral models is the role they play in
constructing regular proper models over Z for the orthogonal Shimura varieties mentioned
above. Such models are a crucial ingredient in carrying out Kudla’s program on the arithmetic
intersection theory of these spaces; cf. [42] for a description of these models over Z[1/2].
Over C, Mumford and his collaborators (cf. [3]) constructed good, toroidal compactifications
in the general setting of arithmetic quotients of hermitian symmetric domains. In [23] and [55]
these compactifications are constructed for Shimura varieties in their natural adélic setting. All
these constructions depend on a choice of a certain cone decomposition Σ, called a complete ad-
missible rpcd (cf. §4 for the terminology). Given such a choice they produce a compactification
ShΣK of the Shimura variety ShK := ShK(G,X) with good properties.
1We now know that every Shimura variety admits such a canonical model; cf. [45].
2Here, and in the rest of the paper, given a normal, excellent Z(p)-algebraic stack S, an open dense substack
j : U →֒ S, and a finite map f : S′ → U , with S′ normal, the normalization of S in S′ will be the finite
S-algebraic stack, whose associated coherent sheaf of OS -algebras is the normalization of OS in j∗f∗OS′ .
3A related result due to Vasiu can be found in [60]. The result was also extended to the case p = 2 in [30].
4We will see below that this question is largely independent of the properties of the integral model itself.
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In the Siegel case, when the level K‡ is hyperspecial at p, Chai and Faltings [20] studied
degenerations of abelian varieties, and used this to construct smooth compactifications SΣ′K‡
of SK‡ over Z(p) attached to smooth cone decompositions Σ′ for the symplectic group. It
was shown by K.-W. Lan [38] that this construction is compatible in characteristic 0 with
the analytic construction of Mumford, et. al. mentioned above. Lan’s proof uses a careful
comparison of the algebraic and analytic definitions of theta functions. We give an independent
proof of this fact here, using the compatibility of Mumford’s construction with cohomological
realizations; cf. (2.2.13).
For the general Hodge type case, there is a natural cone decomposition Σ attached to (G,X)
such that the normalization of ShΣ
′
K‡ in ShK is canonically isomorphic to the toroidal compact-
ification ShΣK ; cf. [23].
Now, assume that K‡ is chosen to be hyperspecial at p (this can always be arranged using
Zarhin’s trick, and by replacing the Sigel Shimura data with one associated with a larger
symplectic space). If we take the normalization of SΣ‡K‡ in ShK , we obtain a proper normal
algebraic space SΣK over OE,(v), whose generic fiber is ShΣK , and which contains SK as an open
sub-scheme.
The main result of this paper is:
Theorem 1. SΣK is a compactification of SK . More precisely, the complement of SK in SΣK is a
relative Cartier divisor over OE,(v). Moreover, SΣK admits a stratification of the expected shape,
extending that of its generic fiber. After replacing Σ by an appropriate refinement if necessary,
the singularities of SΣK are no worse than those of SK : Every complete local ring of SΣK at a
geometric point is isomorphic to a complete local ring of SK .5
For the reader familiar with the general structure of toroidal compactifications, we can un-
pack Theorem 1 a bit (cf. 4.1.5): SΣK is stratified by locally closed sub-schemes, and each
stratum in this stratification can be described as follows: There is a normal integral model
SKΦ,h(GΦ,h, DΦ,h) over OE,(v) of a Shimura variety, a projective scheme SKΦ(QΦ, DΦ) →SKΦ,h(GΦ,h, DΦ,h) that is in many cases of interest a torsor under an abelian group scheme over
SKΦ,h(GΦ,h, DΦ,h); a torus EK(Φ) over Z; an EK(Φ)-torsor SKΦ(QΦ, DΦ) → SKΦ(QΦ, DΦ);
a rational polyhedral cone in R ⊗ BK(Φ) (where BK(Φ) is the co-character group of EK(Φ))
determined by the cone decomposition Σ with corresponding twisted torus embedding
SKΦ(QΦ, DΦ) →֒ SKΦ(QΦ, DΦ, σ);
such that the stratum is isomorphic to the closed stratum ZKΦ(QΦ, DΦ, σ) of the twisted toric
scheme SKΦ(QΦ, DΦ, σ).
Moreover the formal completion of SKΦ(QΦ, DΦ, σ) along ZKΦ(QΦ, DΦ, σ) is canonically
isomorphic to that of SΣK along the corresponding stratum.
In particular, over a fine enough étale neighborhood of any point in this stratum, the open im-
mersion SK →֒ SΣK is isomorphic to an étale neighborhood of SKΦ(QΦ, DΦ) →֒ SKΦ(QΦ, DΦ, σ).
This allows us to deduce essentially all of Theorem 1. For the assertion about the singularities
of the integral models, observe that SKΦ(QΦ, DΦ) is smooth over SKΦ(QΦ, DΦ), and, after
suitably refining Σ, so is SKΦ(QΦ, DΦ, σ).
Therefore, the complete local ring at a geometric point of SΣK lying in the stratum cor-
responding to (QΦ, DΦ, σ) is isomorphic to a power series ring over a complete local ring of
SKΦ(QΦ, DΦ). By the same token, one can also find a geometric point of SK with the same
complete local ring.
5The original version of this theorem imposed the further condition that the level subgroup at p satisfy
Kp = K
‡
p ∩G(Qp). We thank the referee for encouraging us to consider the situation at arbitrary level.
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From this, it is immediate that many étale local properties of SK (and hence of SKΦ(QΦ, DΦ))—
such as smoothness, reducedness, or being Cohen-Macaulay or a local complete intersection—
transfer over to SKΦ(QΦ, DΦ, σ), and thence to SΣK .
The unramified case. To say more about the singularities requires stronger hypotheses. In the
case where SK is an integral canonical model constructed by Kisin, SKΦ,h(GΦ,h, DΦ,h) is also
a smooth integral canonical model of its generic fiber. Moreover, one can show via a simple
argument that
SKΦ(QΦ, DΦ)→ SKΦ,h(GΦ,h, DΦ,h)
is a torsor under an abelian group scheme, and is hence also smooth.
By choosing a smooth cone decomposition Σ, we then obtain (cf. 4.3):
Theorem 2. If K is hyperspecial at p, the integral canonical model SK over OE,(v) admits
smooth projective compactifications SΣK such that the boundary SΣK\SK is a normal crossings
divisor. Moreover, these compactifications, as well as their stratifications, depend only on the
choice of cone decomposition Σ, and not on the choice of symplectic embedding used to construct
them.
In the special case where (G,X) is of PEL type, the first assertion of the theorem is originally
due to K.-W. Lan [36].
The ramified case. The most striking and somewhat unexpected (at least, to the author) point
about Theorem 1 is that it is entirely agnostic to the nature of the special fiber of SK . Therefore,
we can now construct compactifications at places where the group G is ramified.
As observed in the introduction to [20], in attempting to deal with such situations, one is ‘led
to very hard new problems which require new methods...’ Our method is to work locally, using
p-adic Hodge theory, and some notions from basic rigid analytic geometry. This is explained in
a bit more detail towards the end of this introduction.
The main benefit of the local method is that we never have to deal with problems concerning
the algebraizing and gluing of formal charts—processes that constitute some of the trickier
parts of [20, 36]. Indeed, we have an already constructed global space, and we only have to
show that it has the right properties.
In fact, this observation has been made independently by K.-W. Lan, who has proven a
version of Theorem 1 in the special case of PEL type Shimura varieties through more direct
means, also without any conditions on the level; cf. [37]. Even in this setting, the group theoretic
formulation of our results offers a different perspective, and the flexibility it provides might be
helpful in some applications.
In general, for any class of Shimura varieties of Hodge type, once one has a reasonable
theory of normal integral models, our results will immediately supply good compactifications.
In particular, this paper subsumes the results of [36], [59] and [37].
We also note that work of Kisin and Pappas shows that many Shimura varieties of Hodge
type with parahoric level have good, normal integral models[33], whose local properties are
governed by those of the local models of [53]. Our results will immediately apply to give
toroidal compactifications of these models, with stratifications that can be described explicitly.
With a bit more work, one can show that the Shimura varieties involved in these stratifications
are once again Kisin-Pappas integral models. We do not do this work in this article, but hope
to return to it in the future.
The minimal compactification. The toroidal compactifications of Mumford, et. al. are res-
olutions of the minimal or Baily-Borel-Satake compactification, which is important from the
automorphic perspective, since its L2 or intersection cohomology is intimately related with the
discrete automorphic spectrum of G; cf. [49]. Adopting the methods of [20, §V.2],[36, §7.2],[10],
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we can construct the integral model for the minimal compactification via the Proj construction
applied to a certain graded ring of automorphic forms on SΣK . This gives us (cf. 5.2):
Theorem 3. The minimal compactification of ShK admits a projective, normal model SminK
over OE,(v) that is stratified by quotients by finite groups of integral models of Shimura varieties
of Hodge type. Moreover, the Hecke action of G(Apf ) on SK extends naturally to an action
on SminK . Given a complete admissible rpcd Σ as in Theorem 1, there exists a unique map
pΣ : SΣK → SminK that extends the identity on SK and is compatible with the stratifications on
domain and target.
When the level at p is hyperspecial, SminK is canonically determined and is independent of the
choice of symplectic embedding.
A rationality property for Hodge cycles. Implicit in the main theorem is a new rationality
property for Hodge cycles on abelian varieties with respect to p-adic uniformizations, closely
related to notions considered by André in [1]. To explain this in its simplest form, we will put
ourselves in the following situation: Let A be an abelian variety over a number field F , whose
reduction at a place v of F is totally degenerate: that is, a torus with character group Xg = Zg,
where g = dimA. By a theorem of Raynaud [56], we can find a rigid analytic uniformization
over Fv:
1→ Xg ι−→ Hom(Xg,Ganm,Fv)→ AanFv → 1.
In particular, for any prime ℓ, the ℓ-adic Tate module Vℓ(A) acquires an extension structure as
a Gal(F v/Fv)-module:
0→ Xg ⊗Qℓ(1)→ Vℓ(A)→ Hom(Xg,Qℓ)→ 0.
Let Uℓ ⊂ GL(Vℓ(A)) be the unipotent radical of the parabolic sub-group stabilizing this
extension structure. Its Lie algebra is now equipped with a natural integral structure:
Qℓ(1)⊗Hom(X∨g , Xg) = LieUℓ.
Let G = MT(A) be the Mumford-Tate group of A; then GQℓ has a natural action on Vℓ(A)
determined up to inner automorphisms. In particular, the image of the induced representa-
tion GQℓ → GL(Vℓ(A)) is canonically determined. We can therefore consider the intersection
LieUℓ,G := LieUℓ ∩ LieGQℓ within End(Vℓ(A)).
Theorem 4. The Z-module
Hom(X∨g , Xg) ∩ (LieGQℓ)(−1) ⊂ Hom(X∨g , Xg)
is independent of the choice of prime ℓ. Denote it by BG. Then, for any prime ℓ, the natural
map:
Qℓ(1)⊗BG → LieUℓ,G
is an isomorphism.
Although we will extract it as an immediate consequence of the flatness of the boundary
divisor of the associated Shimura variety (cf. 4.2.12), we believe that the result warrants em-
phasizing: The Mumford-Tate group G is a transcendental object defined using a complex
analytic uniformization for A. The theorem says that it also enjoys strong rationality proper-
ties with respect to the p-adic analytic uniformization. Of course, such behavior is predicted
by the Hodge conjecture, and it was our confidence in its validity that led to Theorem 1.
In fact, a significant input into the main Theorem 1 is the proof of a crystalline version of
Theorem 4; cf. 3.4.3.
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Also, a priori knowledge of the result—for instance, in the PEL case, where the Hodge cycles
are generated by endomorphisms and polarizations, Theorem 4 follows directly from the func-
toriality of p-adic uniformizations—would make the proof of Theorem 1 quite straightforward.
For more of an explanation of this, cf. (3.5.10).
Morita’s conjecture. Theorem 1 also has the following pleasant consequence:
Theorem 5. Suppose that A is an abelian variety defined over a number field F , and suppose
that its Mumford-Tate group is anisotropic modulo its center. Then A has potentially good
reduction.
The hypothesis on the Mumford-Tate group ensures that A does not ‘degenerate in character-
istic 0’. The theorem says that this is enough to keep it from degenerating in finite characteristic
as well. This result gives a different proof of Y. Morita’s conjecture (see [51]). Related results
can be found in [54],[61] and [39], with a proof of the full conjecture appearing in [40], building
on the previous results. Our proof is independent of all these efforts, and applies uniformly,
without any consideration of special cases.
The main difficulty. We will now give a rough idea of the main difficulty that has to be overcome
in this paper. The most important situation is the one where K = K‡ ∩ G(Af ). In this case,
we can assume that K‡ has been chosen so that ShK →֒ ShK‡ is a closed immersion.
Consider the case where we are working around a point of SΣ‡K‡ where the universal abelian
variety has totally degenerate multiplicative reduction: This corresponds to the situation where
the point lies over a zero-dimensional stratum of the minimal compactification. Here, the
complete local ring of SΣ‡K‡ is the completion of a toric scheme associated with the torus over
Z(p) with cocharacter group B(Xg), the space of symmetric bilinear forms on Xg = Z
g. One
therefore expects the complete local ring of SΣK to then be identified with that of a subtoric
scheme corresponding a to a cocharacter subgroup of B(Xg). Which one should this be? It is
of course the subgroup BG guaranteed to us by Theorem 4! The theorem tells us that it has
the right dimension.
In the general case, the complete local ring of SΣ‡K‡ is isomorphic to that of a smooth twisted
torus embedding
SK‡
Φ‡
(QΦ‡ , DΦ‡) →֒ SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡),
where
SK‡
Φ‡
(QΦ‡ , DΦ‡)→ SK‡
Φ‡
(QΦ‡ , DΦ‡)
is a torsor under a certain torus whose cocharacter group is a subgroup of B(Xg).
Therefore, the complete local ring of SΣ‡K‡ at such a point is formally smooth over a subring
Rsab, which is a complete local ring of S
K
‡
Φ‡
(QΦ‡ , DΦ‡).
Now, suppose that RG is the complete local ring of SΣK at such a point, and let RsabG ⊂ RG
be the integral closure of the image of Rsab.
Theorem 4 gives us a torus EG with cocharacter group BG of the correct rank. The main
point now is to show that the EK‡(Φ
‡)-torus torsor
SK‡
Φ‡
(QΦ‡ , DΦ‡)→ SK‡
Φ‡
(QΦ‡ , DΦ‡)
admits a canonical reduction of structure group to an EG-torsor over SpecR
sab
G .
In the PEL case such a reduction can be constructed directly, using the moduli description
of the spaces involved. This is essentially what is done in [37]. In our situation, we have to
show the existence of the reduction using more abstract and indirect arguments.
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In more detail: Consider the induced EK‡(Φ
‡)/EG-torsorΞ
G → SpecRsabG . Over the fraction
field Q(RG), one has a canonical trivialization of Ξ
G. The reduction of structure will follow
once we know that this canonical trivialization is already defined over RsabG .
The proof of this takes up much of the technical material in § 3; cf. (3.5) and (3.6).
Once the reduction of structure is known in this particular way, it is quite easy to identify
RG with a complete local ring of a twisted torus embedding of the EG-torsor we have obtained.
One consequence of this is that the intersection of SΣK with the boundary divisor is flat over
Z(p). This is an important result, because it shows that points at the boundary of SΣK in
characteristic p admit lifts to characteristic 0 that are once again at the boundary of the same
Shimura variety. In the PEL case, this was shown by K.-W. Lan in [39] via a direct argument
using degeneration data. In the general Hodge type case, we do not see how to show this
without essentially understanding the full structure of the boundary.
Ingredients for the proof of Theorem 1. As should be clear from the description above, our proof
is local. It makes essential use of the rigid analytic space attached to the formal neighborhood of
a closed point of SΣK : Specifically, we work with the rigid space Û‡,an attached to the complete
local ring of the corresponding point of SΣ‡K‡ .
Now, ShK has an interpretation as the sub-space of ShK‡ where certain Hodge cycles propa-
gate as parallel tensors on the de Rham cohomology of the universal family of abelian varieties.
The essential point is that even though we do not know that these de Rham tensors arise from
algebraic cycles, we do have access to a shadow of their conjectural motivic origins: Namely,
their good behavior with respect to the p-adic comparison isomorphisms. It is precisely this
that allows us to prove the requisite descent assertion for the trivialization of ΞG.
To execute this plan, we need to develop the logarithmic Dieudonné theory of degenerating
abelian varieties, and we also need some information about the p-adic comparison isomorphisms
for semi-stable abelian varieties, and their behavior in families. Section 1 is devoted to the ex-
position of these results. A useful ingredient here is the interpretation of the log crystalline
realization of a semi-stable abelian variety as a space of ‘nearby unipotent cycles’ in the ter-
minology of [63]; cf. (1.4). This allows us to give a construction of the semi-stable comparison
isomorphism for abelian varieties using log Dieudonné theory: this is a direct generalization
of the construction for abelian varieties with good reduction given in [19]; cf. (1.4.10). As a
consequence, we also recover the following result due to Coleman and Iovita [12] (cf. (1.4.11)):
Theorem 6. Let K be a non-archimedean local field of characteristic 0, and let A be an abelian
variety over K with semi-abelian reduction. Then A has good reduction if and only if its p-adic
Tate module Tp(A) is a crystalline representation of the absolute Galois group of K.
In §2, we summarize what we need of the existing theory of toroidal compactifications, both
the analytic theory in characteristic 0 and the arithmetic theory of Chai-Faltings over Z. A
good part of this amounts to setting up notation for what follows, and we expend some effort
to harmonize between the two theories in a resolutely adélic language.
With this background in hand, the technical heart of the paper can be found in sub-
sections (3.2)–(3.7). The main result is Theorem (3.4.3), which gives the desired description of
the local structure at the boundary. This description is quite precise, and it seems likely that it
could be used to provide a complete theory of integral compactifications of Hodge type without
any reference to the characteristic 0 theory.
We do not pursue this line of reasoning in this article. Instead, in §4, we use this local result
to reduce the proof of our main theorems to already known facts about compactifications in
characteristic 0. The reader interested only in the statements of results is encouraged to jump
directly to this section (though she should refer to the preceding sections for the notation used),
and then to its companion §5, which deals with the minimal compactification,
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Conventions
(1) All rings and monoids will be commutative, unless otherwise noted.
(2) For any prime p, | · |p will denote the standard p-adic norm with |p|p = p−1, and νp will
be the p-adic valuation − logp | · |p.
(3) For any prime p, we will write
Ẑp :=
∏
ℓ 6=p
Zp ⊂ Ẑ
for the pro-finite prime-to-p integers. We will also write
Apf = Q⊗ Ẑp ⊂ Af
for the prime-to-p finite adéles.
(4) If L is a discrete valuation field, then OL will denote its ring of integers and mL ⊂ OL
its maximal ideal.
(5) We will use the geometric notation for change of scalars. If f : R→ S is a map of rings
and M is an R-module, then we will denote the induced S-module S ⊗f,RM by f∗M .
If the map f is clear from context, then we will also write MS for the same S-module.
(6) If ϕ : R → R is an endomorphism of R, then a ϕ-module over R is an R-module M
equipped with a map ϕ∗M →M of R-modules.
(7) Suppose that R is a ring and suppose that C is an R-linear tensor category that is a
faithful tensor sub-category of ModR, the category of R-modules. Suppose in addition
that C is closed under taking duals, symmetric and exterior powers in ModR. Then, for
any object D ∈ Obj(C), we will denote by D⊗ the direct sum of the tensor, symmetric
and exterior powers of D and its dual.
(8) Many Shimura data and varieties, both pure and mixed, appear in this paper. We will
always use Sh to denote the canonical models of these varieteis and S for their integral
models. In general, Roman characters will be used for spaces over Q, and calligraphic
characters will be used for their integral models.
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1. Semi-stable abelian varieties
This section is meant to be used as a reference for Section 3. We review the theory of
degenerating abelian varieties due to Mumford and Chai-Faltings. Using ideas of Kato, we
employ this theory to study the corresponding degenerations of their cohomological realizations,
especially the de Rham and crystalline ones.
Another goal is to understand the behavior of the p-adic comparison isomorphisms in families.
Towards this, we give a construction for the semi-stable comparison isomorphism for abelian
varieties using logarithmic Dieudonné theory.
To avoid distracting from the main focus of the article, we only give the statements of the
relevant results here, and postpone the proofs to the appendix.
1.1. 1-motifs and their realizations. In this sub-section, we will assume that the reader is
familiar with the notion of a bi-extension of a pair of group schemes; cf. [15, §10.2], [SGA7I,
§VII (2.1)] for details. For the theory of 1-motifs, cf. [15, §10] and [2].
1.1.1. For any pair (H,G) of sheaves of groups over a scheme S, we will denote by 1H×G the
trivial Gm-bi-extension of H ×G.
A 1-motif Q over a scheme S is a tuple (B, Y ,X, c, c∨, τ), where:
• B is an abelian scheme over S, which we will denote Qab.
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• Y and X are étale sheaves of free abelian groups of finite rank over S, trivialized over
a finite étale cover of S. We will denote them as Qe´t and Qmult,C , respectively.
• c : Y → B and c∨ : X → B∨ are maps of sheaves of groups over S. We will denote
them by cQ and c
∨
Q, respectively.
• τ : 1Y×X ≃−→ (c × c∨)∗PB is a trivialization of Gm-bi-extensions of Y × X. We will
denote it by τQ.
Here, PB is the Poincaré Gm-bi-extension of B ×B∨.
A map ϕ : Q1 → Q2 of 1-motifs is a tuple (ϕab, ϕe´t, ϕmult,C), for ? = ab, e´t, ϕ? : Q?1 → Q?2
is a map of sheaves of groups over S and ϕmult,C : Qmult,C2 → Qmult,C1 . The tuple satisfies:
cQ2ϕ
e´t = ϕabcQ1 , c
∨
Q1
ϕmult,C = ϕab,∨c∨Q2 , and a certain compatibility between τQ1 and τQ2 [15,
p. 10.2.12]. To explain this, observe that we have natural isomorphisms of Gm-bi-extensions of
Qe´t1 ×Qmult,C2 :
(cQ1×c∨Q1ϕmult,C)∗PQab1
≃−→ (c1×ϕab,∨c∨Q2)∗PQab1
≃−→ (ϕabcQ1×c∨Q2)∗PQab2
≃−→ (cQ2ϕe´t×c∨Q2)∗PQab2 .
The compatibility condition is that these isomorphisms carry the trivialization (1×ϕmult,C)∗τQ1
to (ϕe´t × 1)∗τQ2 .
The dual Q∨ of a 1-motif Q is the tuple (
(
Qab
)∨
, Qmult,C , Qe´t, c∨, c, τ∨), where τ∨ is the
trivialization of the Gm-bi-extension (c∨Q × cQ)∗P(Qab)∨ induced from τ via the symmetricity
of the Poincaré bi-extension.
A polarization of a 1-motif Q is a map λ : Q → Q∨ such that λab : Qab → (Qab)∨ is
a polarization of abelian schemes, such that λe´t : Qe´t → Qmult,C is injective, and such that
λmult,C = (λe´t)
∨
.
There is a canonical weight filtration W•Q on any 1-motif Q with:
WiQ =

0, if i < −2;
(0, 0, Qmult,C , 0, 0, 1), if i = −2;
(Qab, 0, Qmult,C , 0, c∨Q, 1) , if i = −1;
Q, if i = 0.
1.1.2. Write Qmult for the torus over S with character group Qmult,C and let Qsab be the
extension of Qab by Qmult classified by the map −c∨Q : Qmult,C → (Qab)
∨
: This satisfies the
property that, for any section y ∈ Qmult,C , the Gm-extension induced by pushing Qsab along
the map y : Qmult → Gm corresponds to the point −c∨Q(y) ∈ (Qab)
∨
.
Giving the trivialization τ is now equivalent to giving a map Qe´t → Qsab that lifts cQ. This
establishes an equivalence of categories between 1-motifs over S and two-term complexes of the
form [Y → H ], where Y is an étale locally constant sheaf of finite free Z-modules over S and
H is an extension of an abelian scheme by a torus over S.6 For all this, cf. [15, §10].
In particular, given a 1-motif Q and n ∈ Z≥1 we can define its n-torsion Q[n]: this is the
flat group scheme H−1
(
cone(Q
n−→ Q)).
For any prime p, the system (Q[pn])n∈Z≥0 is a p-divisible group over S, which we will denote
by Q[p∞]; cf. [2, §1.3].
The filtration W•Q induces a 3-step ascending weight filtration on Q[p
∞]:
0 =W−3Q[p
∞] ⊂W−2Q[p∞] = Qmult[p∞] ⊂W−1Q[p∞] = Qsab[p∞] ⊂W0Q[p∞] = Q[p∞].
We have further identifications:
grW−1Q[p
∞] = Qab[p∞] ; grW0 Q[p
∞] = Qe´t ⊗ (Qp/Zp).
6For us, a torus is always split locally in the finite étale topology.
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There is a perfect pairing Q[p∞]×Q∨[p∞]→ µp∞ identifying Q∨[p∞] with the Cartier dual of
Q[p∞] defined precisely as in [15, p. 10.2.5]. The pairing is compatible with weight filtrations:
Here, we equip µp∞ with the ascending weight filtration W•µp∞ with W−2µp∞ = µp∞ and
W−3µp∞ = 0.
1.1.3. We can also attach to Q its de Rham realization H1dR(Q): This will be a vector bundle
over S of rank 2 dimQab+rankQe´t+rankQmult,C , equipped with two filtrations, the descending
Hodge filtration F •H1dR(Q) and the ascending weight filtration W•H
1
dR(Q).
It is defined using universal vector extensions; cf. [15, §10.2] or [2, §2.4]. Here is what we
will need for now: There is a canonical 2-term complex [Qe´t → EQ] that is an extension of
[Qe´t → Qsab] by the vector group attached to the locally free sheaf Lie(Qsab). This is the
universal such vector extension, in the sense that given any extension of [Qe´t → E] by a vector
group attached to a locally free coherent sheaf H over S, there exists a unique map of coherent
sheaves f : Lie(Qsab)→ H such that [Qe´t → E] is the push-forward of [Qe´t → EQ] along f .
We set HdR1 (Q) = Lie(Q), andH
1
dR(Q) = H
dR
1 (Q)
∨
. We write F 1H1dR(Q) for the annihilator
of Lie(Qsab) ⊂ HdR1 (Q): This is a direct summand, and it determines a two-step descending
filtration F •H1dR(Q) with F
0H1dR(Q) = H
1
dR(Q) and F
2H1dR(Q) = 0.
Again, the weight filtration on Q induces an ascending 3-step weight filtration on H1dR(Q):
0 ⊂W0H1dR(Q) = H1dR(Q/W0Q) ⊂W1H1dR(Q) = H1dR(Q/W−1Q) ⊂ H1dR(Q).
Write OS(−1) for the trivial vector bundle OS equipped with the descending Hodge filtration
F •OS(−1) satisfying F 1OS(−1) = OS(−1) and F 2OS(−1) = 0, and the ascending weight
filtration W•OS(−1) satisfying W2OS(−1) = OS(−1) and W1OS(−1) = 0. Then there is
a canonical perfect pairing of vector bundles respecting both Hodge and weight filtrations:
H1dR(Q)×H1dR(Q∨)→ OS(−1).
H1dR(Q) has additional structure. Suppose that S is a separated scheme over a base S0. Let
S be the first-order infinitesimal neighborhood of the diagonal embedding of S in S×S0 S: It is
equipped with two projections p1, p2 : S → S. There is a canonical isomorphism of complexes
of S-group schemes [2, p. 3.3.2]:
p∗1[Q
e´t → EQ] ≃−→ p∗2[Qe´t → EQ].
Applying the Lie algebra functor now gives us a canonical isomorphism p∗1H
1
dR(Q)
≃−→
η
p∗2H
1
dR(Q).
As usual, the map s 7→ p∗2s− η(p∗1s) now defines an integrable connection:
∇S/S0 : H1dR(Q)→ H1dR(Q)⊗OS Ω1S/S0 .
1.1.4. Finally, in the case where a prime p is locally nilpotent in OS , we can functorially attach
a (contra-variant) Dieudonné crystal D(Q) to Q. This is simply the Dieudonné crystal attached
to the p-divisible group Q[p∞] by the theory of [4, § 4]; cf. also [2]. As such, it is actually a
tuple (D(Q), ϕD(Q),VD(Q), F
•D(Q)(S)), where D(Q) is a crystal of locally free coherent sheaves
over the crystalline site (S/Zp)cris. To describe the remaining data, we first need to note that
the absolute Frobenius FrS⊗Fp on S⊗Fp canonically induces a pull-back functor Fr∗ on crystals
over (S/Zp)cris. Now, ϕD(Q) and VD(Q) are maps:
ϕD(Q) : Fr
∗ D(Q)→ D(Q) ; VD(Q) : D(Q)→ Fr∗ D(Q)
such that ϕD(Q) ◦VD(Q) = p · 1D(Q) and VD(Q) ◦ϕD(Q) = p · 1Fr∗ D(Q).
Write D(Q)(S) for the vector bundle over S obtained by restricting D(Q) to the Zariski site
of S: The crystalline nature of D(Q) equips this with an integrable connection:
D(Q)(S)→ D(Q)(S)⊗ Ω1S/Zp .
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There is now a canonical parallel isomorphism of vector bundles with integrable connections
D(Q)(S)
≃−→ H1dR(Q) [2, p. 4.3.1]. Via this isomorphism, the Hodge filtration on H1dR(Q)
induces a filtration F •D(Q)(S) on D(Q)(S). It satisfies:
Fr∗
(
F 1D(Q)(S)⊗ Fp
)
= ker
(
ϕD(Q) ⊗ 1 : Fr∗ D(Q)(S)⊗ Fp → D(Q)(S)⊗ Fp
)
.(1.1.4.1)
As above, D(Q) is equipped with an ascending 3-step weight filtration W•D(Q) by sub-
Dieudonné crystals:
0 =W−1D(Q) ⊂W0D(Q) = D(Q/W0Q) ⊂W1D(Q) = D(Q/W−1Q) ⊂W2D(Q) = D(Q).
We will write 1 for the trivial crystal over S; this is naturally a Dieudonné F -crystal when
equipped with ϕ1 = 1, and VM = p, with Hodge filtration F
01(S) = 1(S), F 11(S) = 0, and
weight filtration W01 = 1, W−11 = 0. The Tate twist 1(−1) is the Dieudonné F -crystal
whose underlying crystal is still the trivial crystal, but ϕ1(−1) = p, V1(1) = 1; the Hodge
filtration is given by F 11(−1)(S) = 1(−1)(S) and F 21(−1)(S) = 0, and the weight filtration
by W21(1) = 1(−1), W11(−1) = 0.
Cartier duality induces a canonical perfect pairing D(Q)×D(Q∨)→ 1(−1) that is compatible
with both Hodge and weight filtrations; cf. [2, § 3.4] and [4, § 5.3].
1.2. Degenerating abelian varieties. In this sub-section, we will fix a complete local normal
Noetherian ring R, and an effective Cartier divisor D ⊂ S := SpecR with complement j : U →֒
S.
1.2.1. Given an irreducible effective divisor D′ ⊂ S and a line bundle L over S, the order of
vanishing νD′(α) alongD
′ of any section α ∈ H0(U,L) is well-defined: we choose a trivialization
ι : L|V ≃−→ OV in an open sub-scheme V ⊂ S containing the generic point of D′, and set
νD′(α) = νD′(ι(α)), where νD′ is the discrete valuation attached to D
′.
With this prelude, let DDpol(S,U) be the category of polarized 1-motifs (QU , λU ) over U
such that:
• The polarized abelian scheme (QabU , λabU ) extends (uniquely) to a polarized abelian
scheme (Qab, λab) over S.
• The maps cQU and c∨QU extend to maps cQ : Qe´t → Qab and c∨Q : Qmult,C → Qab,∨.
Here, we need the fact that the locally constant sheaves Qe´tU and Q
mult,C
U extend canon-
ically to sheaves Qe´t and Qmult,C over S, as do the maps between them.
• For any section y of Qe´t, consider the section
τ(y, λe´t(y)) ∈ H0(U, (c(y)× c∨(λe´t(y)))∗PQab).
We require that, for any irreducible divisor D′ with support in D, we have:
νD′(τ(y, λ
e´t(y))) ≥ 0.
Let DD(S,U) be the full sub-category of the category of 1-motifs over U consisting of those
1-motifs QU that admit a polarization λU such that (QU , λU ) belongs to DDpol(S,U).
1.2.2. Let DEG(S,U) be the category of abelian schemes A over U such that A extends
(uniquely) to a smooth group scheme G over S with semi-abelian fibers. Then a construction of
Mumford and Chai-Faltings (cf. [20, Ch. III],[36, pp. 4.4.16,4.5.5]) gives a canonical equivalence
of categories:
M(S,U) : DEG(S,U)
≃−→ DD(S,U).
When R = OK is the ring of integers of a p-adic local field, and D = Spec k is its special point,
the result is due to Raynaud [56].
Fix A in DEG(S,U), and let QU = M(S,U)(A). We will need the following facts about the
relationship between A and QU :
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• There is a canonical duality isomorphism:
M(S,U)(A
∨)
≃−→ Q∨U .
This is shown in [20, Ch. III,§ 6, pp. 73].
• For any n ∈ Z≥1, there is a canonical isomorphism [20, p. III.7.3] of finite flat group
schemes over U , compatible with polarization pairings:
A[n]
≃−→ QU [n].(1.2.2.1)
• There is a canonical isomorphism of filtered vector bundles over U with integrable
connection:
H1dR(A)
≃−→ H1dR(QU ).(1.2.2.2)
It is compatible with polarization pairings. This amounts to seeing that the universal
vector extension of A can be constructed using that of QU via Mumford’s construction.
This can be deduced from [20, Ch. III,§ 9], especially the proof of Theorem 9.4.
1.3. Log F -crystals. Let (S,U) be as in (1.2). Given A in DEG(S,U), we will now use the
equivalence of categories from (1.2.2) to define a logarithmic crystalline realization D(A) over
S.
1.3.1. We assume that the reader is conversant with the language of log schemes; that is, of
pairs (Z,MZ), where Z is a scheme and MZ is an étale sheaf of commutative monoids over Z
equipped with a map of monoids α : MZ → OZ such that α−1(O×Z ) maps isomorphically onto
O
×
Z . We will assume that the stalks of MZ /O
×
Z at all geometric points of Z are cancellative,
sharp and saturated. Here, a monoid M is cancellative if the map M → Mgp to its group
envelope is injective; it is sharp if it contains no non-trivial invertible elements; and it is
saturated if there is no x ∈Mgp\M such that xn ∈M , for some n ∈ Z>1.
Our primary example will be the log scheme attached to the pair (S,U) as above with Z = S,
MZ = j∗O
×
U ∩ OZ and α : MZ → OZ the natural inclusion. It is easy to see that the stalks of
MZ /O
×
Z are cancellative and sharp; one needs the normality of S to see that the stalks are also
saturated.
We will usually drop the monoid MZ from our notation and denote the log scheme by the
single letter Z.
1.3.2. Suppose that Z is a scheme over Zp. Recall from [27, § 6] the notion of a crystal of
vector bundles (or log crystal) over the logarithmic crystalline site of Z (with respect to the
canonical divided powers on pZp). For our purposes it suffices to note that giving such a crystal
M is equivalent to the following data:
• Given a log scheme V → Z in which p is nilpotent, and an exact nilpotent thickening
V → V˜ of log schemes7 equipped with divided powers, a finite, locally free OV˜ -module
M
(
(V →֒ V˜ )).
• Given another log scheme V ′ → Z in which p is nilpotent, an exact nilpotent thickening
V ′ →֒ V˜ ′ equipped with divided powers, and a map f : V˜ ′ → V˜ carrying V ′ into V , an
isomorphism of OV˜ ′ -modules:
M(f) : f∗M
(
(V →֒ V˜ )) ≃−→ M((V ′ →֒ V˜ ′)).
Furthermore, if g : (V˜ ′′, V ′′)→ (V˜ ′, V ′) is another such map, we have: g∗M(f)◦M(g) =
M(f ◦ g).
7This means that the map M
V˜
/O×
V˜
→ MV /O
×
V
is an isomorphism.
14 KEERTHI MADAPUSI PERA
1.3.3. Just as in the classical crystalline case, the absolute Frobenius FrZ⊗Fp
8 induces an
endofunctor Fr∗ on the category of log crystals. A log Dieudonné crystal over Z is a tuple
(M, ϕM,VM, F •M(Zˆ)) where M is a log crystal over Z, and ϕM : Fr
∗M→M, VM :M→ Fr∗M
are morphisms of log crystals satisfying:
ϕMVM = p1M ; VM ϕM = p1Fr∗M.
To describe the final piece of data, let Zˆ be the completion of Z along Z ⊗ Fp. Then we
obtain a finite, locally free module M(Zˆ) over the formal scheme Zˆ attached to the system
(M(Z ⊗ Z/pnZ))n. Now, F •M(Zˆ) is a 2-step descending Hodge filtration by direct summands:
0 = F 2M(Ẑ) ⊂ F 1M(Ẑ) ⊂ F 0M(Ẑ) =M(Ẑ).
It satisfies:
Fr∗
(
F 1M(Ẑ)⊗ Fp
)
= ker
(
ϕM ⊗ 1 : Fr∗M(Z ⊗ Fp)→M(Z ⊗ Fp)
)
.(1.3.3.1)
Completely analogously to the classical case, we can define the Cartier dual for any log
Dieudonné crystalM: Its underlying log crystal is just the dualM∨ and the additional structure
is given by ϕM∨ = V
∨
M ,VM∨ = ϕ
∨
M, and F
1M∨(Zˆ)) = ann(F 1M(Zˆ)).
Any F -crystal over the scheme underlying Z can be naturally viewed as a log F -crystal
over Z. If the F -crystal has the structure of a Dieudonné crystal, then the associated log F -
crystal will have the structure of a log Dieudonné crystal. In particular, we always have the log
Dieudonné crystals 1 and 1(−1).
There is then a natural perfect pairing on M×M∨ with values in 1(−1).
1.3.4. Let LDieu(Z) be the category of log Dieudonné crystals over Z, and let LDieuwt(Z)
be category of pairs (M,W•M) where M is a log Dieudonné crystal, and W•M is an ascending
3-step filtration of M by log Dieudonné sub-crystals:
0 =W−1M ⊂W0M ⊂W1M ⊂W2M =M.
The dual (M,W•M)
∨
will be the pair (M∨,W•M∨), where M∨ is the Cartier dual of M and
WiM∨ ⊂M∨ is the annihilator of W1−iM.
If Slog is the log scheme attached to a pair (S,U) as in (1.2), we will write LDieu(S,U)
and LDieuwt(S,U) for the associated categories. For any log crystal M over Slog, M(Sˆlog) is a
finite free R-module, and we will denote it simply by M(S).
Proposition 1.3.5. There is a natural functor:
D : DEG(S,U)→ LDieuwt(S,U)
such that, for any A in DEG(S,U):
(1) We have canonical isomorphisms in LDieu(S,U):
W0D(A)
≃−→ Hom(Qe´t,1); W1D(A) ≃−→ D(Qsab); grW2 D(A) ≃−→ 1(−1)⊗Qmult,C
(2) There is a canonical duality isomorphism in LDieuwt(S,U): D(A∨)
≃−→ D(A)∨.
(3) There is a natural horizontal isomorphism of OU -modules H
1
dR(A)
≃−→ D(A)(S)|U re-
specting both Hodge and weight filtrations.
Using (1.2.2), we see that it is enough to construct a functor
D : DD(S,U)→ LDieuwt(S,U)
8For log schemes, the absolute Frobenius induces the multiplication-by-p map on MZ .
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such that, for anyQU on the left-hand side, the assertions about duality and the weight filtration
hold, and such that there is a natural horizontal isomorphism
H1dR(QU )
≃−→ D(QU )(S)|U
respecting Hodge and weight filtrations. We will do this in (A.1).
1.4. Unipotent nearby cycles. This sub-section is mostly a review of some material from
[63, § 3]. We will develop the language to construct the key comparison isomorphism (1.4.10).
1.4.1. Let k = Fp be an algebraic closure of Fp, and set W =W (k) and K0 =W
[
p−1
]
. Write
σ : W → W for the canonical lift of the p-power Frobenius on k. Consider a pair (S,U) as in
(1.2) with S = SpecR, so that the divisor D = S\U ⊂ S is an effective Cartier divisor. We
will impose some conditions on this pair:
• R is a formally log smooth, topologically finitely generatedW -algebra with residue field
k. Explicitly, there exists j ∈ Z≥0, and a finitely generated, cancellative, saturated
monoid P with P× = {1} such that, as W -algebras:
R
≃−→W [|t1, . . . , tj |]⊗̂WW [|P |].
Here, W [|t1 . . . , tk|] is the power series ring over W in r variables, and W [|P |] is the
completion of the monoid ring W [P ] along the ideal generated by P\{1}.
• The divisor D ⊂ S is the vanishing locus of the elements of P\{1}.
Let Slog be the log scheme attached to (S,U) and fix a lift ϕ : Slog → Slog of the absolute
Frobenius on Slog⊗Fp. Concretely, this means ϕ is a Frobenius lift on S satisfying an additional
condition: There exists an isomorphism R
≃−→W [|t1, . . . , tj |]⊗̂W [|P |] as above such that, for all
m ∈ P , we have ϕ(m) = mp.
Let Ωˆ1,logR/W be the module of continuous logarithmic differentials on R with poles along the
divisor D. Let a ∈ R be an equation defining D. We have an exact sequence:
Ωˆ1R/W → Ωˆ1,logR/W →W ⊗Z (R[a−1]×/R×)→ 0,(1.4.1.1)
where, under the map on the right, for any r ∈ R[a−1]×, dlog(r) is carried to the image
[r] ∈ R[a−1]×/R× of r.
1.4.2. Let San be the rigid analytic space attached to the formal scheme Sˆ = Spf S.9 Let OanS
be the sheaf of analytic functions on San. A log isocrystal over San is a locally free coherent
O
an
S -module M equipped with an integrable logarithmic connection:
∇M :M →M ⊗R Ωˆ1,logR/W .
A log F -isocrystal over San is a log isocrystal (M,∇M ) equipped with a horizontal iso-
morphism ϕM : ϕ
∗M
≃−→M . Write LFI(S,U) for the category of such triples: it is naturally a
Qp-linear tensor category. The unit object 1 is simply the structure sheaf OSan equipped with
the obvious identification ϕ∗OSan = OSan and the trivial connection.
Set
O
an,log
S =
OanS [ℓr : r ∈ R[a−1]×](
ℓrs − ℓr − ℓs, for all r, s ∈ R[a−1]×;
ℓu − log(u) : for all u ∈ R×
) .
9We will be using the analytification functor of Berthelot, exposed in detail in [25, §7].
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If we choose an isomorphism R
≃−→ W [|t1, . . . , tj |]⊗̂W [|P |] as above, then we obtain an
isomorphism of OanS -algebras:
O
an
S ⊗ Sym(P gp) ≃−→ Oan,logS ;(1.4.2.1)
1⊗m 7→ ℓm.
Here, Sym(P gp) is the symmetric algebra for the group envelope P gp of P .
O
an,log
S can naturally be equipped with the structure of an ind-object in LFI(S,U): The
connection is the unique Oan,logS -derivation that satisfies∇(ℓm) = 1⊗dlog(m), and the ϕ-module
structure is the algebra homomorphism induced by the map ℓm 7→ pℓm. Let DiOan,logS ⊂ Oan,logS
be the image of OanS ⊗ Sym≤i P gp under the isomorphism (1.4.2.1); then DiOan,logS is finite free
over OanS and is stable under both ∇ and ϕ. We clearly have: Oan,logS =
⋃
iDiO
an,log
S .
1.4.3. Given a tuple (M,∇M , ϕM ) in LFI(S,U), we can equipMan,log := Oan,logS ⊗OanS M with
the tensor product structure of an ind-object in LFI(S,U). In particular, it is equipped with
the connection ∇ = ∇⊗ 1 + 1⊗∇M . Set:
Ψun(M) =
(
Man,log
)∇=0
.
We have the following facts about this object [63, p. 3.7]:
• Ψun(M) is a finite dimensionalK0-vector space, and the ϕ-module structure onMan,log
equips it with a σ-module structure ϕun : σ
∗Ψun(M)→ Ψun(M).
• The map
O
an,log
S ⊗OanS M
∇⊗1−−−→Man,log ⊗R Ωˆ1,logR/W →Man,log ⊗Z (R[a−1]×/R×)
restricts to a map N : Ψun(M)→ Ψun(M)⊗ (R[a−1]×/R×) satisfying
Nϕun = p(ϕun ⊗ 1)N.
• The natural map
O
an,log
S ⊗K0 Ψun(M)→Man,log
is an isomorphism of ind-objects in LFI(S,U). Here, the ϕ-module structure on the
left is the diagonal one, and the restriction of the connection to Ψun(M) is trivial.
1.4.4. Here is one way to formulate the above results. Set Λ := Λ(S,U) = R[a−1]×/R×: This
is a free abelian group of finite rank. Let LFI(k,Λ) be the category of tuples (M0, ϕ0, N0),
where M0 is a finite dimensional K0-vector space, ϕ0 : σ
∗M0 → M0 is a σ-module structure,
and N0 :M0 →M0 ⊗ Λ is a map satisfying N0ϕ0 = p(ϕ0 ⊗ 1)N0.
This category has a natural rigid tensor structure: The associated dual object to a tuple as
above is given by (M∨0 , (ϕ
∨
0 )
−1,−N∨0 ). Given another tuple (M ′0, ϕ′0, N ′0), we have:
(M0, ϕ0, N0)⊗ (M ′0, ϕ′0, N ′0) = (M0 ⊗K0 M ′0, ϕ0 ⊗ ϕ′0, N0 ⊗ 1 + 1⊗N ′0).
The unit object is the tuple 1 = (K0, σ
∗K0 = K0, 0).
Now we can summarize the discussion above as follows: The functor M → Ψun(M) is an
equivalence of Qp-linear tensor categories between LFI(S,U) and LFI(k,Λ).
The functor has a natural inverse: Let
Ntriv : O
an,log
S → Oan,logS ⊗ Λ
be the residue of the connection on Oan,logS (1.4.1.1). Then, given (M0, ϕ0, N0) in LFI(k,Λ),
the ind-object Oan,logS ⊗K0 M0 is equipped with the operator
N = Ntriv ⊗ 1 + 1⊗N0 : Oan,logS ⊗K0 M0 → (Oan,logS ⊗K0 M0)⊗Z Λ.
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It can now be checked that
(
O
an,log
S ⊗K0 M0
)N=0
is stable under both ϕ and ∇ and is naturally
an object in LFI(S,U).
The inverse to Ψun is now given by M0 7→
(
O
an,log
S ⊗K0 M0
)N=0
.
1.4.5. Suppose now that we have A in DEG(S,U). By (1.3.5), we can attach to it the log F -
crystalD(A) over Slog. The OanS -moduleM
an(A) = OanS ⊗OSD(A)(S) is naturally equipped with
the structure of an object in LFI(S,U). It is also equipped with Hodge and weight filtrations:
F •Man(A) and W•M
an(A). Its restriction to the complement Uan ⊂ San of Dan is, as a
filtered vector bundle with integrable connection, canonically isomorphic to the analytification
of H1dR(A).
We set:
M0(A) = Ψun(M
an(A)) ∈ LFI(k,Λ).
This will be the module of unipotent nearby cycles attached to A.
There is a canonical isomorphism of ind-objects in LFI(S,U):
O
an,log
S ⊗K0 M0(A)
≃−→Man,log(A) := Oan,logS ⊗OanS Man(A).(1.4.5.1)
1.4.6. Fix an algebraic closure K0 of K0. Let K/K0 be a finite extension within K0. Fix a
uniformizer π ∈ K and let logπ : K× → K be the branch of the p-adic logarithm such that
logπ(π) = 0. Let E(u) ∈ W [u] be the monic Eisenstein polynomial satisfying E(π) = 0 ∈ OK .
Then we can view OK as the quotient W [u]/(E(u)). Let Sπ be the p-adic completion of the
divided power envelope of the surjection W [u] → OK carrying u to π, and set Fil1 Sπ =
ker(Sπ → OK): by construction Fil1 Sπ is equipped with divided powers compatible with those
on pS. Concretely, we have (cf. [7, p. 2.1.1]):
Sπ =
{∑
i
ai
ui
q(i)!
∈ K0[|u|] : ai ∈ W, lim
i→∞
ai = 0
}
.(1.4.6.1)
Here, q(i) = ⌊ ip⌋.
Spec Sπ is equipped with the log structure induced by the divisor u = 0, and the natural log
structure on SpecOK is induced from this one via the surjection Sπ ։ OK .
The Frobenius lift ϕ : W [u] → W [u] with ϕ(u) = up induces one on Sπ : ϕ : Sπ → Sπ. The
induced endomorphism of SpecSπ, again denoted ϕ, is an endomorphism of log schemes.
Given any semi-stable abelian variety A over K, we can now evaluate the associated log
Dieudonné crystal D(A) over OK along the formal divided power thickening Spf OK →֒ Spf Sπ .
This gives us a ϕ-module M(A) over Sπ equipped with an integrable logarithmic connection
∇M(A) :M(A)→M(A) dlog(u).
Let Y be the rigid analytic space over K0 attached to SpfW [|u|]: This is the rigid analytic
open disk of radius 1 around the K0-valued point y0 attached to u 7→ 0. Let ϕ : Y → Y be the
endomorphism induced by the endomorphism ϕ of W [u]. Let Y (e) ⊂ Y be the rigid analytic
open disk of radius p−1/e(p−1): it is preserved by the endomorphism ϕ.
We have a natural ϕ-equivariant map Sπ → OanY (e); this follows for instance from (1.4.6.1).
Let Oan,logY (e) be the restriction of O
an,log
Y to Y (e). Set
M0(A) = (O
an,log
Y (e) ⊗Sπ M(A))∇=0.
Then, just as in (1.4.3), the logarithmic connection on M(A) induces a residue map:
N0(A) :M0(A)→M0(A) ⊗ (W [|u|][u−1])×/W [|u|]× u7→π−−−→M0(A)⊗
(
K
×
0 /O
×
K0
)
.(1.4.6.2)
M0(A) also has a natural σ-module structure, making it an object in LFI(k,K
×
0 /O
×
K0
). We
will refer to an object in this category as a (ϕ,N)-module over K0.
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There is a canonical isomorphism of ind-log F -isocrystals over Y (e):
O
an,log
Y (e) ⊗K0 M0(A)
≃−→ Oan,logY (e) ⊗Se M(A).(1.4.6.3)
The evaluation-at-π map f 7→ f(π) from OanY (e) can be extended to a map on Oan,logY (e) by
sending ℓr to logπ(r(π)). Specializing (1.4.6.3) along this extension gives us an isomorphism:
βH-K,A,π : K ⊗K0 M0(A) ≃−→ K ⊗Se M(A) ≃−→ K ⊗OK D(A)(OK ) ≃−→ H1dR(A/K).(1.4.6.4)
1.4.7. Now, we return to the situation of (1.4.5). Suppose that we have a K-valued point
x ∈ San(K) not lying on the divisor Dan. Then we can take the fiber Ax at x of the abelian
variety A, and the fiber ofMan(A,ψ) at x is canonically identified with H1dR(Ax/K) as a filtered
K-vector space.
As above, the evaluation map f 7→ f(x) on OanS can now be extended to a map xπ on
O
an,log
S with xπ(ℓr) = logπ(r(x)). Specializing (1.4.5.1) along xπ, we obtain an isomorphism of
K-vector spaces:
βH-K,x,π : K ⊗K0 M0(A) ≃−→ H1dR(Ax/K).(1.4.7.1)
On the other hand, we also have the module M0(Ax) of unipotent nearby cycles for Ax and
the isomorphism (1.4.6.4):
βH-K,Ax,π : K ⊗K0 M0(Ax) ≃−→ H1dR(Ax/K).
Evaluation at x induces a map x♯ : Λ = R[a−1]×/R× → K×0 /O×K0 . From this we obtain an
obvious functor x∗ : LFI(k,Λ)→ LFI(k,K×0 /O×K0).
Proposition 1.4.8. There is a canonical isomorphism of (ϕ,N)-modules x∗M0(A)
≃−→M0(Ax)
compatible with the isomorphisms βH-K,x,π and βH-K,Ax,π above.
Proof. We will view OK as a quotient of W [|u|] by the ideal (E(u)). Since R is log smooth,
the map x : R → OK admits a lift x˜ : R → W [|u|] that respects log structures. Let Ax˜ be
the corresponding abelian variety over W [|u|][u−1]; then we have the associated log Dieudonné
crystal D(Ax˜) over the log scheme (SpecW [|u|])log. The log crystalline nature of D(A) now
gives us natural ϕ-equivariant parallel isomorphisms:
Sπ ⊗x˜,R D(A)(R) ≃−→ Sπ ⊗W [|u|] D(Ax˜)(W [|u|]) ≃−→M(A).
Tensoring everything with Oan,logY (e) , and using (1.4.5.1) and (1.4.6.3), we get a parallel ϕ-
equivariant isomorphism:
O
an,log
Y (e) ⊗K0 M0(A)
≃−→ Oan,logY (e) ⊗K0 M0(Ax).
From this the proposition is immediate. 
1.4.9. Fix a finite extensionK/K0 as above. Let ΓK be the absolute Galois group Gal(K0/K).
Fix A in DEG(SpecOK , SpecK), and let M0(A) be the associated ϕ-module over K0.
We refer to [22] for the period rings BdR, Bcris, Bst and their properties. We will only note
that both Bst is naturally a Bcris-algebra, and that there is a canonical embedding K ⊗K0
Bcris →֒ BdR. The choice of uniformizer π now permits us to extend this to an embedding
K ⊗K0 Bst →֒ BdR. We fix such a choice.
Proposition 1.4.10. There is a canonical isomorphism
βst,A : Bst ⊗Qp H1e´t
(
AK ,Qp
) ≃−→ Bst ⊗K0 M0(A)
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compatible with all additional structures, and is such that, after base-change along the embedding
K ⊗K0 Bst →֒ BdR attached to π, the following diagram commutes:
(1.4.10.1)
BdR ⊗Qp H1e´t
(
AK ,Qp
) 1⊗ βst,A
≃ > BdR ⊗K (K ⊗K0 M0(A))
BdR ⊗K H1dR(A/K).
≃ 1⊗ βH-K,A,π
∨
≃
>
Here, the diagonal arrow is the canonical p-adic de Rham comparison isomorphism.
The proof will be given in (A.2).
1.4.11. As a corollary, we obtain a proof of Theorem 6, a result that is originally due to
Coleman-Iovita [12]:
Proof of Theorem 6. From (1.4.10), we find that the representation Tp(A) is crystalline if and
only if the monodromy operator N0(A) on M0(A) is trivial.
Note that N0(A) is, by construction (1.4.6.2), the residue at u = 0 of the logarithmic con-
nection on M(A). This connection in turn was determined by the fact that M(A) was the
evaluation of D(A) along the formal divided power thickening Spf OK →֒ Spf Sπ. The residue
vanishes exactly when D(A) is in the image of the natural (fully faithful) functor from the
category of Dieudonné crystals over OK to that of log Dieudonné crystals over OK .
So we have shown: Tp(A) is crystalline if and only if D(A) is a Dieudonné crystal (and not
just a log Dieudonné crystal).
Set S = SpecOK , U = SpecK, and let QU be the object in DD(S,U) associated with A.
Without loss of generality, we can replace K by an unramified extension, and assume that
Y := Qe´t and X := Qmult are constant. Associated with QU is a trivialization τ over U of the
bi-extension (cQ × c∨Q)∗PQab of Y ×X . The construction of D(A) in (A.1.10) now shows that
it is an F -crystal precisely when τ extends to a trivialization over all of S. Equivalently, since
(y, x) 7→ νπ(τ(y, x)) is non-degenerate, D(A) is an F -crystal exactly when Qe´t = Qmult = 0.
But this can happen if and only if A has good reduction. 
2. Toroidal compactifications: background
In this section, we review essential background material: The first topic is the general theory
of toroidal compactifications of Shimura varieties in characteristic 0; this is essentially due to
Ash-Mumford-Rapoport-Tai [3], who constructed the compactifications over C, and Pink [55],
who constructed canonical models for these compactifications over their reflex fields.
The second topic is the arithmetic construction of compactifications of Siegel modular vari-
eties, due to Chai and Faltings [20].
In both cases, we have preferred to use resolutely adélic constructions. This has the dis-
advantage that we have to re-do some of the presentation of the construction of boundary
charts from [20] and [36], but it also presents at least two advantages: The first of course is
the conceptual clarity it brings to the discussion of Hecke correspondences; but the second,
and more essential one, is that it allows for the construction of compactifications for Shimura
varieties of abelian type, following a natural extension of the strategy in [17]. We will present
this application in a future article.
2.1. Compactifications in characteristic 0. In this sub-section, we will give a quick sum-
mary of the theory of toroidal compactifications of Shimura varieties in characteristic 0. Our
treatment will be rather formal, but details can be found in our main references, [3, 55].
20 KEERTHI MADAPUSI PERA
2.1.1. We will use Pink’s slightly more general definition of (pure) Shimura data from [55, §2.1].
Therefore, a Shimura datum will be a triple (G,X, h), where X is a G(R)-homogeneous space,
and h : X → Hom(S, GR) is a G(R)-equivariant map with finite fibers such that (G, h(X)) is
a Shimura datum in the sense of Deligne [16, p. 1.5]. As usual, S = ResC/RGm is the Deligne
torus. In what follows, h will be clear from context, and we will consistently omit it from our
notation. We will write E(G,X) ⊂ C for the reflex field attached to (G,X).
By the definition of Shimura data, it follows that the composition Gm,R →֒ S hx−→ GR, for
x ∈ X , is independent of x and maps into the center of GR: It is the weight co-character
attached to (G,X), and we will denote it by w0.
We will always assume that w0 is defined over Q.
Let K ⊂ G(Af ) be a compact open sub-group of the adélic points of G. We will always
assume that K is of the form KpKp, where Kp ⊂ G(Qp) and Kp ⊂ G(Apf ).
Attached to the triple (G,X,K), we have the Shimura variety ShK(G,X) over the reflex field
E(G,X): In general, it is an algebraic stack over E(G,X) equipped with a natural isomorphism
of complex orbifolds:
ShK(G,X)(C) = G(Q)\X ×G(Af )/K.
2.1.2. Our chief examples of Shimura data are Siegel Shimura data. These are associated
with symplectic spaces (H,ψ) over Q. The relevant reductive group is the group of symplectic
similitudes GSp(H,ψ), and the symmetric domain is the space S±(H,ψ)) of maps h : S→ GR
such that:
(1) h induces a Hodge structure of type (−1, 0), (0,−1) on H(Q), so that we have a corre-
sponding decomposition
H(C) = H−1,0h ⊕H0,−1h ;
(2) The symmetric form (x, y) 7→ ψ(x, h(i)y) is (positive or negative) definite on VR.
The reflex field of a Siegel Shimura datum is Q.
Following [55, p. 2.6], we can also make sense of a Siegel Shimura datum when H = 0. We
set GSp(0) := Gm, and we take S
±(0) to be the two-element set of isomorphisms of Z-Hodge
structures Isom(Z,Z(1)) (equivalently, that of square roots of −1), with the action of R× given
by the sign character. We equip S±(0) with the constant map h : S±(0) → Hom(S,Gm,R)
carrying either isomorphism to the norm map z 7→ zz.
2.1.3. Let (G,X) be a Shimura datum. Let Gad =
∏m
i=1Gi be the decomposition into simple
factors of the adjoint group Gad. We will say that a parabolic sub-group P ⊂ G is admissible
if, for 1 ≤ i ≤ r, the image Pi of P in Gi is either a proper maximal parabolic sub-group, or
all of Gi. In the language of [3, Ch. III], such a sub-group corresponds to a rational boundary
component for (G,X). Observe that this definition allows for the possibility that P = G.
Given a parabolic sub-group P ⊂ G, there is a canonical increasing filtration (LieG)• on
LieG whose stabilizer in G is P , and is such that (LieG)0 = LieP . Let UP ⊂ P be the unipotent
radical; then (LieG)−1 = LieUP . If P is in addition admissible, then the filtration satisfies
(LieG)j = 0, for j ≤ −3, and the center WP = Z(UP ) of UP satisfies: (LieG)−2 = LieWP .
2.1.4. Fix an admissible parabolic sub-group P ⊂ G. Choose a co-character w : Gm → P that
splits the filtration (LieG)• and such that ww
−1
0 factors through the derived group G
der of G.
Given x ∈ X and an algebraic representation M of G over Q, let F •xM(C) be the Hodge
filtration on M(C) associated with the Hodge structure on M(Q) induced from hx. Also, let
W•M be the unique increasing filtration on M that is split by w. Then, for an appropriate
choice of the cocharacter w, it follows from [55, §4] that, for all such representationsM , F •xM(C)
determines a canonical mixed Hodge structure on M(Q), for which W•M(Q) is the weight
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filtration; cf. also [9, (4.1.2)]. Moreover, from [55, (4.6)], we find that there exists a canonical
homomorphism:
̟x : SC = Gm,C ×Gm,C → PC
splitting the mixed Hodge structure onM(Q), for every representationM , and whose restriction
to the diagonal embedding of Gm,C in SC is conjugate under P (C) to w.
10
2.1.5. Let QP ⊂ P be the smallest normal sub-group such that the maps ̟x, for x ∈ X , factor
through QP,C. Then the group QP (R)WΦ(C) acts on the set π0(X) of connected components
of X via the maps
π0
(
QP (R)WΦ(C)
)→ π0(QP (R))→ π0(G(R)).
In [55, p. 4.11], Pink shows that, given x, x′ in the same connected component of X , ̟x
and ̟x′ are conjugate under an element of QP (R)WP (C). In particular, given any connected
component X+ ⊂ X and x ∈ X+, the QP (R)WΦ(C)-orbit FP,X+ of (X+, ̟x) in π0(X) ×
Hom(SC, QΦ,C) does not depend on the choice of x ∈ X+.
There is a unique complex structure on FP,X+ such that the natural map to Hom(SC, QΦ,C)
is holomorphic.
2.1.6. The mapX+ → FP,X+ carrying x to (X+, ̟x) is an open immersion of complex analytic
spaces. It exhibits X+ as a tube domain.
To see this, we first note that there is a continuous map u : FP,X+ →WP (R)(−1) that assigns
to a pair (X+1 , ̟) ∈ FP,X+ the unique element u(̟) ∈WΦ(R)(−1) such that u(̟)̟u(̟)−1 is
defined over R. Here, we are viewing WP (R) as an R-vector space, and as usual WP (R)(−1) =
(2π
√−1)−1WP (R) ⊂WP (C).
By [55, p. 4.15], we can now find a canonical open non-degenerate self-adjoint convex cone
(cf. [3, Ch. II,§1.1] for the terminology) HP,X+ ⊂WP (R)(−1), homogeneous under P (R), such
that
X+ = u−1
(
HP,X+
) ⊂ FP,X+ .
2.1.7. A cusp label representative or clr for short is a triple
Φ = (PΦ, X
+
Φ , gΦ),
where PΦ ⊂ G is an admissible parabolic, X+Φ ⊂ X is a connected component, and gΦ ∈ G(Af ).
Set QΦ = QΦ, UΦ = UP , WΦ = WΦ. Also, set QΦ = QΦ/WΦ. Its unipotent radical is
VΦ = UΦ/WΦ, which is a commutative group over Q. Let GΦ,h = QΦ/UΦ be the Levi quotient
of QΦ: The conjugation action of QΦ on WΦ and VP factors through GΦ,h.
Also, set
DΦ = FP,X+ ; DΦ =WΦ(C)\DΦ ; DΦ,h = VΦ(R)\DΦ
The map DΦ = FP,X+ → Hom(SC, QΦ,C) induces a map
DΦ,h → Hom(SC, GΦ,h,C),
which actually factors through Hom(S, GΦ,h,R). This makes the pair (GΦ,h, DΦ,h) a (pure)
Shimura datum, whose reflex field is again E.
Moreover, the pairs (QΦ, DΦ) and (QΦ, DΦ) are mixed Shimura data in the language of [55,
Ch. 2].
Given any compact open sub-group K ⊂ G(Af ), set KΦ,P = PΦ(Af ) ∩ gKg−1, KΦ =
QΦ(Af )∩KΦ,P . Let KΦ ⊂ QΦ(Af ) be the image of KΦ and let KΦ,h ⊂ GΦ,h(Af ) be the image
of KΦ.
10In the notation of loc. cit., this is actually the map ̟x ◦ h∞.
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We can now form the mixed Shimura varieties
ShKΦ(QΦ, DΦ)(C) = QΦ(Q)\
(
DΦ ×QΦ(Af )
)
/KΦ;
ShKΦ(QΦ, DΦ)(C) = QΦ(Q)\
(
DΦ ×QΦ(Af )
)
/KΦ;
ShKΦ,h(GΦ,h, DΦ,h)(C) = GΦ,h(Q)\
(
DΦ,h ×GΦ,h(Af )
)
/KΦ,h.
We obtain a tower: ShKΦ(QΦ, DΦ)(C)→ ShKΦ(QΦ, DΦ)(C)→ ShKΦ,h(GΦ,h, DΦ,h)(C).
Here, by construction, ShKΦ,h(GΦ,h, DΦ,h)(C) is the space of C-valued points of the Shimura
variety ShKΦ,h(GΦ,h, DΦ,h) = ShKΦ,h(GΦ,h, DΦ,h).
2.1.8. We will need some generalities about sheaves on ShKΦ(QΦ, DΦ)(C). Let M be an
algebraic representation of QΦ defined over Q. The co-character w : Gm → G factors through
QΦ and so induces a filtration W•M on M .
Now, DΦ × M(Q) (with M(Q) given the discrete topology) is a QΦ(Q)-equivariant local
system of Q-vector spaces over DΦ. It is equipped with a QΦ(Q)-equivariant filtration DΦ ×
W•M(Q). For every point y ∈ DΦ, the corresponding element ̟y : SC → QΦ,C splits a
canonical mixed Hodge structure on M(Q) with underlying weight filtration W•M(Q), which
is again QΦ(Q)-equivariant.
Therefore, the quotient:
MB(Φ) = QΦ(Q)\
(
(DΦ ×M(Q))×QΦ(Af )/KΦ
)
is a local system of Q-vector spaces over ShKΦ(QΦ, DΦ)(C), underlying a variation of mixed
Hodge structures:
MMH(Φ) =
(
MB(Φ),W•MB(Φ), F
•(OanShKΦ (QΦ,DΦ)(C)
⊗MB(Φ))
)
.
This construction is functorial in M .
If the representation on M factors through QΦ (resp. GΦ,h) then MMH(Φ) is canonically
identified with the pull-back of a variation of mixed Hodge structures on ShKΦ(QΦ, DΦ)(C)
(resp. ShKΦ,h(GΦ,h, DΦ,h)(C)), which we will again denote by MMH(Φ).
2.1.9. Set:
(2.1.9.1) Sh(QΦ, DΦ)(C) = lim←−
K
ShKΦ(QΦ, DΦ)(C),
where the projective limit is taken over the directed system of neat compact open sub-groups
K ⊂ G(Af ).
We have a natural action ofKΦ on Sh(QΦ, DΦ)(C) and an identification Sh(QΦ, DΦ)(C)/KΦ =
ShKΦ(QΦ, DΦ).
Let ZΦ ⊂ QΦ be the center, and let ZΦ(Q)0 ⊂ ZΦ(Q) be the sub-group of elements acting
trivially on FP,X+ . Let ΓZ ⊂ ZΦ(Q)0 be any arithmetic sub-group, and let ΓZ ⊂ QΦ(Af ) be
its closure. By [55, p. 3.7], we have:
Sh(QΦ, DΦ)(C) = QΦ(Q)\
(
DΦ ×QΦ(Af )/ΓZ
)
.(2.1.9.2)
For any QΦ-representation M , we have a QΦ(Q)× ΓZ -equivariant isomorphism:
DΦ ×QΦ(Af )×M(Af) ≃−→ DΦ ×M(Af )×QΦ(Af )(2.1.9.3)
(y, q,m) 7→ (y, qm, q).
Here, on the left, QΦ(Q) acts trivially on M(Af ), and on the right via the representation of
QΦ on M
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SetMAf (Φ) = Af ⊗MB(Φ). Then, quotienting (2.1.9.3) by QΦ(Q)×ΓZ and using (2.1.9.2),
we obtain a canonical isomorphism of Af -sheaves:
M(Af )
≃−→MAf (Φ)|Sh(QΦ,DΦ)(C).(2.1.9.4)
In particular, ifM(Ẑ) ⊂M(Af ) is a Ẑ-lattice stabilized byKΦ, then its image under (2.1.9.4)
will be a KΦ-equivariant Ẑ-lattice inMAf (Φ)|Sh(QΦ,DΦ)(C) and will thus descend to a Ẑ-lattice
M
Ẑ
(Φ) ⊂MAf (Φ). In turn this gives us a Z-lattice:
MB(Φ)Z =MB(Φ) ∩MẐ(Φ) ⊂MB(Φ).
This refinesMMH(Φ) to a variation of mixed Z-Hodge structuresMMH(Φ)Z over ShKΦ(QΦ, DΦ)(C).
Of course, this refinement depends on the choice of the KΦ-stable lattice M(Ẑ).
2.1.10. The variation of Hodge structures VMH(Φ) over ShKΦ,h(GΦ,h, DΦ,h)(C) attached to
the representation VP has weights (−1, 0), (0,−1); that is, for every point ̟ ∈ DΦ, the cor-
responding Hodge structure on VΦ(C) arises from a complex structure on VΦ(R). By quite
general principles, this variation is in fact polarizable; cf. [55, p. 1.12].
As above, let ZΦ(Q)0 ⊂ ZΦ(Q) be the sub-group of elements acting trivially on DΦ, and let
KΦ,U ⊂ UΦ(Af ) be the image of the sub-set:
{(z, u) ∈ ZΦ(Q)0 × UΦ(Af ) : z · u ∈ KΦ} ⊂ ZΦ(Q)× UΦ(Af )
under the projection map ZΦ(Q) × UΦ(Af ) → UΦ(Af ). Let KΦ,V ⊂ VP (Af ) be the image of
KΦ,U : This is a KΦ-stable Ẑ-lattice, and therefore refines VMH(Φ) to a variation of Z-Hodge
structures VMH(Φ)Z.
Thus, we have a canonical smooth family of abelian varietiesAK(Φ)(C)→ ShKΦ,h(GΦ,h, DΦ,h)(C),
whose relative integral homology is identified with VMH(Φ)Z.
The underlying vector bundle with integrable connection is the quotient of the QΦ(Q)-
equivariant bundle:
VΦ(R)×DΦ → DΦ,
where, for any point ̟ ∈ DΦ, VΦ(R) × {̟} is equipped with the complex structure attached
to ̟.
The natural action of VΦ(R) on DΦ via conjugation descends to an action of the fam-
ily of abelian varieties AK(Φ)(C) on ShKΦ(QΦ, DΦ)(C) over ShKΦ,h(GΦ,h, DΦ,h)(C), making
ShKΦ(QΦ, DΦ)(C) an AK(Φ)(C)-torsor over ShKΦ,h(GΦ,h, DΦ,h)(C).
2.1.11. The action of GΦ,h on WΦ is via a character νΦ : GΦ,h → Gm; cf. [55, p. 2.14].
Set KΦ,W = WΦ(Af ) ∩ KΦ,U . Then the variation of Z-Hodge structures associated with
the representation WΦ, and the lattice KΦ,W is the homology of a canonical family of al-
gebraic tori over ShKΦ,h(GΦ,h, DΦ,h)(C). Moreover, from [55, 3.12(b)], we see that the map
ShKΦ(QΦ, DΦ)(C)→ ShKΦ(QΦ, DΦ)(C) is naturally a torsor under this family.
In fact, this family of tori is constant. To see this, first extend νΦ to a surjective map of
Shimura data:
(2.1.11.1) νΦ : (GΦ,h, DΦ,h)→ (Gm, S±(0)).
Such an extension is determined entirely by where it sends a point in X+ under the induced
composition
X+ → DΦ → DΦ,h → S±(0).
This shows that there are exactly two possibilities for it.
Set PΦ(0) = WΦ ⋊ Gm, where Gm acts on WΦ = LieWΦ via scalar multiplication. Write
π(0) : PΦ(0)→ Gm for the natural projection. Set
DΦ(0) = {(̟,λ) ∈ Hom(SC, PΦ(0)C)× S±(0) : (π ◦ h)(x, y) = xy}.
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Here, we are identifying SC with Gm,C ×Gm,C in the usual way.
Set
KΦ(0) = KΦ,W ⋊ νΦ(KΦ,h) ⊂ PΦ(0)(Af ).
Then it follows from [55, 3.12(a)] that the projection of complex manifolds
(2.1.11.2) PΦ(0)(Q)\DΦ(0)× PΦ(0)(Af )/KΦ(0)→ Q×\ S±(0)× A×f /νΦ(KΦ,h)
is naturally a family of smooth commutative groups over the base, which is identified with
ShνΦ(KΦ,h)(Gm, S
±(0))(C).
In fact, we can be more precise. Set
(2.1.11.3) BK(Φ) := (WΦ(Q) ∩KΦ,W )(−1) ⊂WΦ(Q)(−1),
and let EK(Φ) be the torus over Z with cocharacter group BK(Φ). Equivalently, it is the torus
with character group SK(Φ) := BK(Φ)
∨
.
Then by [55, p. 3.16], we find that there is a canonical isomorphism of families of complex
groups over ShνΦ(KΦ,h)(Gm, S
±(0))(C):
PΦ(0)(Q)\DΦ(0)× PΦ(0)(Af )/KΦ(0) ≃−→ EK(Φ)(C)× ShνΦ(KΦ,h)(Gm, S±(0))(C).
Moreover, the family of tori in question is simply the pullback over ShKΦ,h(GΦ,h, DΦ,h)(C)
under the map induced by (2.1.11.1) of the constant torus on the right hand side of the above
isomorphism.
Of course, this identification with the constant torus EK(Φ)(C) × ShKΦ,h(GΦ,h, DΦ,h)(C)
depends on the choice of the map (2.1.11.1). A different choice will change the identification by
a sign. We will assume such an identification in the sequel, and will ignore its lack of canonicity
from now on, since it does not play any essential role in this article.
2.1.12. The spaces ShKΦ(QΦ, DΦ)(C), ShKΦ(QΦ, DΦ)(C) and ShKΦ,h(GΦ,h, DΦ,h)(C) admit
canonical models ShKΦ(QΦ, DΦ), ShKΦ(QΦ, DΦ) and ShKΦ,h(GΦ,h, DΦ,h) over the reflex field
E := E(G,X); cf. Ch. 11 of [55].
These models are characterized by the following properties:
• ShKΦ,h(GΦ,h, DΦ,h) is the canonical model over E;
• As the level K varies, the transition maps in the inverse limit (2.1.9.1) are defined over
E, giving us a descent Sh(QΦ, DΦ) over E for Sh(QΦ, DΦ)(C).
• The Hecke action of QΦ(Af ) on Sh(QΦ, DΦ)(C) by right translation via the uniformiza-
tion (2.1.9.2) descends to an action on Sh(QΦ, DΦ).
The structures defined above also descend over the reflex field: ShKΦ(QΦ, DΦ)→ ShKΦ(QΦ, DΦ)
is an EK(Φ)-torsor; the family of abelian varieties AK(Φ)(C) → ShKΦ,h(GΦ,h, DΦ,h)(C) de-
scends canonically to an abelian scheme AK(Φ)→ ShKΦ,h(GΦ,h, DΦ,h), and the AK(Φ)-torsor
structure on ShKΦ(QΦ, DΦ)(C) descends to one on ShKΦ(QΦ, DΦ) over ShKΦ,h(GΦ,h, DΦ,h).
2.1.13. Fix a neat compact open subgroup K ⊂ G(Af ). For any subgroup H ⊂ G defined over
Q, let H(Q)+ ⊂ H(Q) be the pre-image in H(Q) of the connected component of the identity
in the real Lie group Gad(R).
Consider the open immersion (cf. [55, p. 6.10]):
UKΦ(QΦ, DΦ) := QΦ(Q)+\X+Φ ×QΦ(Af )/KΦ → ShKΦ(QΦ, DΦ)(C)(2.1.13.1)
[(x, q)] 7→ [(X+Φ , ̟x, q)].
Let ShK = ShK(G,X); then we have a natural map:
UKΦ(QΦ, DΦ)→ ShK(C)(2.1.13.2)
[(x, q)] 7→ [(x, qg)].
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On connected components, this map is isomorphic to ΓQ\X+Φ → ΓG\X+Φ , where ΓG ⊂ G(Q)+
and ΓQ ⊂ QΦ(Q)+ are arithmetic sub-groups with ΓQ ⊂ ΓG. Moreover, since K is neat, the
action of ΓG on X
+
Φ is free and properly discontinuous, so that (2.1.13.2) is a local isomorphism
of analytic spaces.
2.1.14. Let UK be the disjoint union of the spaces UKΦ(QΦ, DΦ), as Φ varies over the clrs
for (G,X). Then we obtain a surjective locally étale covering UK → ShK(C). There is now a
Hausdorff equivalence relation∼ onUK so that ShK(C) is identified with UK / ∼. Following [55,
p. 6.11], we can describe this relation explicitly.
For this, it will be convenient to introduce some new notation: Given two admissible parabol-
ics P1, P2 ⊂ G and γ ∈ G(Q), we will write P1 γ−→ P2 if the following equivalent conditions hold
(cf. [3, p. III.4.8] for a proof of their equivalence):
• γWP1γ−1 ⊃WP2 ;
• γQP1γ−1 ⊂ QP2 .
Given two clrs Φ1 and Φ2, γ ∈ G(Q) and q2 ∈ QΦ2(Af ), we will write Φ1
(γ,q2)K−−−−−→ Φ2 if the
following hold:
• PΦ1 γ−→ PΦ2 ;
• γ ·X+Φ1 ∈ π0(X) is contained in the QΦ(Q)-orbit of X+Φ2 ;
• γg1 ∈ q2g2K.
Suppose now that Φ1
(γ,q2)K−−−−−→ Φ2. Then we obtain a map
ρ(γ, q2) : UKΦ1 (QΦ1 , DΦ1)→ UKΦ2 (QΦ2 , DΦ2)(2.1.14.1)
[(x, q)] 7→ [(γ · x, int(γ)(q)q2)].
Here, we are using the identification
UKΦi (QΦi , DΦi) = QΦi(Q)\X˜Φi ×QΦi(Af )/KΦi ,
where X˜Φi ⊂ X is the union of the connected components in the QΦ(Q)-orbit of X+Φ ∈ π0(X),
and the fact that γ carries X˜Φ1 onto X˜Φ2 .
It follows from Lemma 6.12 of [55, p. 6.11] that the equivalence relation ∼ on UK is generated
by the graphs of all maps of this form.
2.1.15. In the case where γ · PΦ1 = PΦ2 , we can make (2.1.14.1) even more explicit: In fact,
it will be the restriction of an isomorphism ShKΦ1 (QΦ1 , DΦ1)
≃−→ ShKΦ2 (QΦ2 , DΦ2). We can
reduce to the following three cases:
• γ = 1, q2 = 1 and gΦ2 = gΦ1k, for k ∈ K: In this case,KΦ2 = KΦ1 , and the isomorphism
is simply the identity.
• γ = 1, q2 = q ∈ QΦ1(Af ), and qfgΦ2 = gΦ1 : In this case, KΦ2 = qKΦ1q−1, and right
multiplication by q on QΦ1(Af ) induces an isomorphism
[·q] : ShKΦ1 (QΦ1 , DΦ1)
≃−→ ShKΦ2 (QΦ2 , DΦ2).
• q2 = 1, and Φ2 = int(γ)(Φ1): In this case, conjugation by γ induces an isomorphism
[int(γ)] : ShKΦ1 (QΦ1 , DΦ1)
≃−→ ShKΦ2 (QΦ2 , DΦ2).
A priori, all these maps are only defined on the level of C-valued points. We obtain their
descent to the canonical models by the very characterizing properties of such models.
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In all these cases, we actually obtain isomorphisms of mixed Shimura varieties:
ShKΦ1 (QΦ1 , DΦ1)
> ShKΦ1
(QΦ1 , DΦ1) > ShKΦ1,h(GΦ1,h, DΦ1,h)
ShKΦ2 (QΦ2 , DΦ2)
≃
∨
> ShKΦ2
(QΦ2 , DΦ2)
≃
∨
> ShKΦ2,h(GΦ2,h, DΦ2,h)
≃
∨
There is a natural isomorphism EK(Φ1)
≃−→ EK(Φ2), giving ShKΦ2 (QΦ2 , DΦ2) the structure of
an EK(Φ1)-torsor over ShKΦ2
(QΦ2 , DΦ2), and is such that, if we view ShKΦ1 (QΦ1 , DΦ1) as a
scheme over ShKΦ2
(QΦ2 , DΦ2) via the middle isomorphism, then the isomorphism on the left
is one of EK(Φ1)-torsors.
2.1.16. An even more particular case is where Φ1 = Φ2 = Φ, and γ belongs to the sub-group
(2.1.16.1) PΦ(Q)♥ ∩ (QΦ(Af )gΦKg−1Φ ).
Here, PΦ(Q)♥ ⊂ PΦ(Q) is the stabilizer in PΦ(Q) of the QΦ(R)-orbit of X+Φ in π0(X).
Now, there exists q ∈ QΦ(Af ) such that Φ (γ,q)K−−−−→ Φ. It is easy to see that the associated au-
tomorphism ShKΦ(QΦ, DΦ)
≃−→ ShKΦ(QΦ, DΦ) does not depend on the choice of qf . Therefore,
we obtain an action of the group
(2.1.16.2) ∆K(Φ) =
PΦ(Q)♥ ∩ (QΦ(Af )gΦKg−1Φ )
QΦ(Q)
on the tower ShKΦ(QΦ, DΦ)→ ShKΦ(QΦ, DΦ)→ ShKΦ,h(GΦ,h, DΦ,h).
By construction, ∆K(Φ) is an arithmetic sub-group of GΦ,ℓ(Q), where GΦ,ℓ := PΦ/QΦ. As
mentioned in [55, p. 6.3], a finite index subgroup of ∆K(Φ) admits a lift to the centralizer of
GΦ,h in the Levi quotient LΦ = PΦ/UΦ. Therefore, ∆K(Φ) acts on ShKΦ,h(GΦ,h, DΦ,h) via a
finite quotient ∆finK (Φ). In particular, if LΦ → GΦ,ℓ admits a section giving an identification
LΦ = GΦ,h ×GΦ,ℓ, then ∆K(Φ) will act trivially on ShKΦ,h(GΦ,h, DΦ,h).
Since the action of QΦ on WΦ is via the cocharacter νΦ (cf. 2.1.11), the conjugation action
of PΦ on WΦ induces a map
GΦ,ℓ → PGL(WΦ).
Let G‡Φ,ℓ be the Gm-extensionGL(WΦ)×PGL(WΦ)GΦ,ℓ of GΦ,ℓ. Note that the group (2.1.16.1)
acts on BK(Φ) ⊂ WΦ(Q)(−1) via conjugation, and that this action factors through its image
∆˜K(Φ) ⊂ G‡Φ,ℓ(Q). Since K is neat, ∆˜K(Φ) maps isomorphically onto ∆K(Φ) ⊂ GΦ,ℓ(Q).
Therefore, we find that ∆K(Φ) has a natural action on WΦ(R)(−1), which preserves HP,X+ as
well as BK(Φ).
2.1.17. We will need some standard terminology about torus embeddings; cf. [29]. Let V be
a finite dimensional Q-vector space. A rational polyhedral cone σ ⊂ R⊗V is a sub-set, for
which there exist finitely many linear functions f1, . . . , fr ∈ V∨ such that:
σ = {x ∈ R⊗V : fi(x) ≥ 0, for 1 ≤ i ≤ r}.
A face of σ is a subset of the form {fi = 0 : i ∈ I} ⊂ σ, where I ⊂ {1, . . . , r}. The interior
σ◦ ⊂ σ is the complement of the proper faces of σ.
We say that σ is non-degenerate if it does not contain any non-zero linear sub-spaces of
V.
Fix a Z-lattice X ⊂ V. We will say that σ is smooth (with respect to X) if f1, . . . , fr ∈ V∨
can be chosen to be a sub-set of a basis for X∨.
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For any rational polyhedral cone σ ⊂ R⊗X, set
X∨σ = {f ∈ X∨ : f(x) ≥ 0, for all x ∈ σ}
Let TX be the torus over Z with co-character group X. To σ, we can attach the affine torus
embedding:
TX = SpecZ[X
∨] →֒ SpecZ[X∨σ ] = TX(σ).
TX(σ) is smooth over Z precisely when σ is smooth.
There is a unique closed TX-orbit OX(σ) ⊂ TX(σ). This is defined by the ideal Iσ ⊂ Z[X∨σ ]
which is generated by the set:{
f ∈ X∨ : f(x) > 0 for all x ∈ σ◦
}
.
Given an inclusion of polyhedral cones τ ⊂ σ, we get a TX-equivariant map TX(τ)→ TX(σ).
This is an open immersion precisely when τ is a face of σ.
Suppose that we are given a scheme S and a TX-torsor P → S. Then the twisted torus
embedding attached to the cone σ is the open immersion of S-schemes:
P →֒ P(σ) = (P×TX(σ))/TX .
Here, TX acts diagonally on P×TX. The stratification of TX(σ) by the orbits under the TX-
action induces a stratification on P(σ). In particular, there is a unique closed stratum in P(σ)
corresponding to the closed orbit OX(σ) ⊂ TX(σ).
2.1.18. Fix a clr Φ = (P,X+, g). Given a rational polyhedral cone σ ⊂ WΦ(R)(−1), we can
form the twisted torus embedding ShKΦ(QΦ, DΦ) →֒ ShKΦ(QΦ, DΦ, σ) := ShKΦ(QΦ, DΦ)(σ)
over ShKΦ(QΦ, DΦ). Let ZKΦ(QΦ, DΦ, σ) ⊂ ShKΦ(QΦ, DΦ, σ) be the closed stratum. Write
UKΦ(QΦ, DΦ, σ) for the closure of UKΦ(QΦ, DΦ) in ShKΦ(QΦ, DΦ, σ): This is an open sub-space
of ShKΦ(QΦ, DΦ, σ).
Set H(Φ) := HP,X+ . It follows from the discussion in [55, p. 6.13] that UKΦ(QΦ, DΦ, σ)
contains ZKΦ(QΦ, DΦ, σ) precisely when σ
◦ ⊂ H(Φ).
Suppose that we have Φ1
(γ,q2)K−−−−−→ Φ2 as in (2.1.14). Then conjugation by γ−1 induces
an embedding int(γ−1) : WΦ2(R)(−1) →֒ WΦ1(R)(−1). Suppose that, for i = 1, 2, σi ⊂
WΦi(R)(−1) are rational polyhedral cones such that int(γ−1)(σ2) is a face of σ1. In this
situation we will write (Φ1, σ1)
(γ,q2)K−−−−−→ (Φ2, σ2).
Suppose that γ · P1 = P2; then the map (2.1.14.1) extends to a map [55, p. 6.15]:
ρ(γ, q) : UKΦ1 (QΦ1 , DΦ1 , σ1)
≃−→ UKΦ2 (QΦ2 , DΦ2 , σ2).(2.1.18.1)
Indeed, we can certainly assume that int(γ−1)(σ2) = σ1. In this case, our extension is obtained
from the isomorphism of twisted torus embeddings
ShKΦ1 (QΦ1 , DΦ1 , σ1)
≃−→ ShKΦ2 (QΦ2 , DΦ2 , σ2)
extending the corresponding isomorphism of torus torsors over ShKΦ2
(QΦ2 , DΦ2). There-
fore, (2.1.18.1) is a strata preserving isomorphism. In particular, if σ◦i ⊂ H(Φi), then, for
i = 1, 2, the closed stratum ZKΦi (QΦi , DΦi , σi) is contained in UKΦi (QΦi , DΦi , σi), and the
isomorphism carries ZKΦ1 (QΦ1 , DΦ1 , σ1) onto ZKΦ2 (QΦ2 , DΦ2 , σ2).
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2.1.19. A particular case of the above situation is where (Φi, σi) = (Φ, σ), for i = 1, 2. Here,
the construction gives us a strata preserving action on ShKΦ(QΦ, DΦ, σ) of the subgroup
∆K(Φ, σ) ⊂ ∆K(Φ)
consisting of elements that stabilize the cone σ; see (2.1.16) for the notation.
Now, the stabilizer of σ in Aut(BK(Φ)) is a finite group; cf. [3, Corollary II.4.9]. Since
K is neat, we see that ∆K(Φ, σ) is the kernel of the map ∆K(Φ) → Aut(BK(Φ)), and so is
independent of σ. We will therefore denote it by ∆◦K(Φ).
Lemma 2.1.20. Suppose that the connected center Z◦G ⊂ G is isogenous to a product of split
and compact tori over Q. Then ∆◦K(Φ) is trivial.
Proof. ∆◦K(Φ) is a torsion-free arithmetic subgroup of the kernel of the map GΦ,ℓ → PGL(WΦ),
which is contained in the image of ZΦ = ZG. But our hypothesis implies that ZG(Q) has no
non-trivial torsion-free arithmetic subgroups. 
2.1.21. Fix an algebraic representationM ofQΦ, and consider the associated complex variation
of mixed Hodge structures (cf. 2.1.8):
MdR(Φ)|ShKΦ (QΦ,DΦ)(C) := O
an
ShKΦ (QΦ,DΦ)(C)
⊗MB(Φ)
over ShKΦ(QΦ, DΦ)(C). This is equipped with an integrable connection, and weight and Hodge
filtrations. We claim that this vector bundle has a canonical extension to a vector bundle
MdR(Φ, σ)|ShKΦ (QΦ,DΦ,σ)(C), which is equipped with an integrable connection with log poles
along the boundary ShKΦ(QΦ, DΦ, σ)(C)\ ShKΦ(QΦ, DΦ)(C), and to which the weight and
Hodge filtrations also extend.
For this, set
XK(Φ) :=WΦ(Q)\DΦ ×QΦ(Af )/KΦ ; YK(Φ) = DΦ ×QΦ(Af )/KΦ.
Then XK(Φ) → YK(Φ) is a QΦ(Q)-equivariant EK(Φ)(C)-torsor whose quotient by QΦ(Q) is
exactly ShKΦ(QΦ, DΦ)(C)→ ShKΦ(QΦ, DΦ)(C). In particular, ShKΦ(QΦ, DΦ, σ) is the QΦ(Q)-
quotient of the twisted torus embedding XK(Φ, σ) over YK(Φ).
The isomorphism
M(C)×WΦ(C)×DΦ ≃−→WΦ(C)×DΦ ×M(C)(2.1.21.1)
(m,w,̟) 7→ (w,̟,w ·m)
gives rise to an isomorphism of vector bundles over EK(Φ)(C) ×XK(Φ):
M(C)×EK(Φ)(C) ×XK(Φ) ≃−→MdR(Φ)|EK(Φ)(C)×XK(Φ).(2.1.21.2)
Here, we are viewing EK(Φ)(C)×XK(Φ) as a space over ShKΦ(QΦ, DΦ)(C) via the composition:
EK(Φ)(C)×XK(Φ)→ XK(Φ)→ ShKΦ(QΦ, DΦ)(C),
where the first map is given by the EK(Φ)(C)-action on XK(Φ), and the second is the natural
projection.
The left hand side of (2.1.21.2) has an obvious extension to a trivial vector bundle over
EK(Φ, σ)(C) × XK(Φ). The Hodge filtration depends only on the XK(Φ)-factor and so also
extends. The induced connection on this extension has logarithmic poles along the boundary.
More precisely, the difference between this connection and the trivial one is (up to sign) the
linear map:
ΘP :M(C)→M(C)⊗ Ω1EK(Φ)(C)/C = Hom(LieWΦ,M(C))⊗ OEK(Φ)(C),
induced by the natural map LieWΦ → End(M(Q)).
The successive quotient of this extension by EK(Φ) and then QΦ(Q) gives us the desired
vector bundle MdR(Φ, σ)|ShKΦ (QΦ,DΦ,σ)(C).
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2.1.22. Fix a clr Φ = (P,X+, g). Let H
∗(Φ) ⊂ WΦ(R)(−1) be the union of the images of the
cones int(γ−1)(H(Φ′)), for all Φ′
(γ,q)K−−−−→ Φ.
A rational polyhedral cone decomposition forH∗(Φ) is a set Σ(Φ) of rational polyhedral
cones σ ⊂WΦ(R)(−1) such that:
• σ ⊂ H∗(Φ), for all σ ∈ Σ(Φ);
• If σ ∈ Σ(Φ) then every face of σ is also in Σ(Φ);
• For σ1, σ2 ∈ Σ(Φ), then σ1 ∩ σ2 is a face of both σ1 and σ2.
We will say that Σ(Φ) is in addition complete if H∗(Φ) =
⋃
σ∈Σ σ
◦. It is smooth (with
respect to K) if each σ ∈ Σ(Φ) is smooth with respect to the lattice BK(Φ) ⊂WΦ(Q)(−1).
Let Σ◦(Φ) ⊂ Σ(Φ) be the subset of cones σ such that σ◦ ⊂ H(Φ),
Given two rational polyhedral decompositions Σ1(Φ), Σ2(Φ) for H
∗(Φ), we will say that
Σ2(Φ) is a refinement of Σ1(Φ) if, given any σ2 ∈ Σ2(Φ), there exists σ1 ∈ Σ1(Φ) such that
σ2 ⊂ σ1.
Given a decomposition Σ(Φ), we can construct a global twisted torus embedding that is
locally of finite type over ShKΦ(QΦ, DΦ):
ShKΦ(QΦ, DΦ) →֒ ShKΦ(QΦ, DΦ,Σ
)
.
Here, ShKΦ(QΦ, DΦ,Σ
)
is a union of (relatively) affine open sub-schemes ShKΦ(QΦ, DΦ, σ),
for σ ∈ Σ◦(Φ), where, for σ1, σ2 ∈ Σ◦(Φ), ShKΦ(QΦ, DΦ, σ1) and ShKΦ(QΦ, DΦ, σ2) are glued
along the common open sub-scheme ShKΦ(QΦ, DΦ, σ1 ∩ σ2).
Write UKΦ(QΦ, DΦ,Σ) for the closure of UKΦ(QΦ, DΦ) in ShKΦ(QΦ, DΦ,Σ)(C): This is a
union of open sub-spaces of the form UKΦ(QΦ, DΦ, σ), for σ ∈ Σ◦(Φ).
If Σ2(Φ) is a refinement ofΣ1(Φ), then we obtain a map ShKΦ(QΦ, DΦ,Σ1
)→ ShKΦ(QΦ, DΦ,Σ2)
of twisted torus embeddings: It carries UKΦ(QΦ, DΦ,Σ2) to UKΦ(QΦ, DΦ,Σ1).
2.1.23. An admissible rational polyhedral cone decomposition, or admissible rpcd, for
(G,X,K) is an assignment Φ 7→ Σ(Φ) attaching to each clr Φ a rational polyhedral cone
decomposition Σ(Φ) for H∗(Φ), and satisfying the following property: Suppose that we have
Φ1
(γ,q2)K−−−−−→ Φ2, with the corresponding embedding int(γ−1) : WΦ2(Q)(−1) →֒ WΦ1 (Q)(−1);
then:
Σ(Φ2) = {σ ⊂WΦ1(Q)(−1) : int(γ−1)(σ) ∈ Σ(Φ1)}.
We will say that Σ is complete (resp. smooth) if, for any clr Φ, Σ(Φ) is complete (resp.
smooth). An admissible rpcd Σ2 is a refinement of another, Σ1, if, for each clr Φ, Σ2(Φ) is a
refinement of Σ1(Φ).
Given an admissible rpcd Σ for (G,X), given a clr Φ = (P,X+, g), Σ(Φ) is stable under the
conjugation action on WΦ(Q)(−1) of the sub-group ∆K(Φ) from (2.1.16.2). We will say that
Σ is finite if, for any clr Φ, the orbit space ∆K(Φ)\Σ(Φ) is a finite set.
Observe that, in this case, using (2.1.18.1), we can extend the action of∆K(Φ) onUKΦ(QΦ, DΦ)
to an action on UKΦ(QΦ, DΦ,Σ).
We will only be using finite admissible rpcd’s in the sequel, so, from now on, admissible rpcd
will always mean ‘finite admissible rpcd’. In fact, we will also impose the following additional
‘no self-intersections’ condition on our rpcd’s [36, p. 6.5.2.25], [55, p. 7.12]:
Suppose that we have (Φ1
(γ,q2)K−−−−−→ Φ2), and σ ∈ Σ(Φ2) and τ ∈ Σ(Φ1) such that int(γ−1)(σ)
is a face of τ . If η ∈ ∆K(Φ2) is such that int(γ−1η−1)(σ) is also a face of τ , then we must have
int(η−1)(σ) = σ.
2.1.24. Given an admissible rpcd Σ, we take UK(Σ) to be the disjoint union of the spaces
UKΦ(QΦ, DΦ,Σ) as Φ varies over the clr’s for (G,X). By construction, we have an open
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immersion UK →֒ UK(Σ). Let ∼Σ be the closure in UK(Σ)×UK(Σ) of the equivalence relation
∼.
Theorem 2.1.25 (Ash-Mumford-Rapoport-Tai). Admissible (finite) rpcd’s exist. Any admis-
sible rpcd can be refined to be smooth. After replacing K by a sub-group of finite index, if
necessary, the admissible rpcd can be chosen to satisfy the no self-intersections condition.
Given an admissible rpcd Σ for (G,X), ∼Σ defines an equivalence relation on UK(Σ). Set
ShΣK(C) = UK(Σ)/ ∼Σ. Then:
(1) ShΣK(C) is the set of C-valued points of a normal complex algebraic space Sh
Σ
K,C of finite
type over C.
(2) The natural map ShK(C) = UK / ∼→ ShΣK(C) is induced by an open immersion of
algebraic spaces ShK,C →֒ ShΣK,C.
(3) If Σ is complete (resp. smooth), then ShΣK,C is proper (resp. smooth) over C.
Proof. This is essentially the main result of [3]. The existence of admissible rpcd’s is shown
in Ch. II,§ 5.3-4 of loc. cit.; cf. also [55, Ch. 9]. That they can be chosen to satisfy the no
self-intersections condition by shrinking K is shown in [55, p. 7.13].
For the fact that ∼Σ is an equivalence relation on UK(Σ), see [55, p. 6.17]. The same result
implies that the induced map ShK(C)→ ShΣK(C) is an open immersion.
The remaining assertions—except for the one about smoothness, for which, cf. [55, p. 6.26]—
can be found in [55, p. 9.34]. 
2.1.26. Fix a clr Φ and σ ∈ Σ◦(Φ) so that UKΦ(QΦ, DΦ, σ) contains ZKΦ(QΦ, DΦ, σ)(C). Since
K is neat, the stabilizer of σ in ∆K(Φ) is the torsion-free arithmetic group ∆
◦
K(Φ); cf. (2.1.19).
It now follows from [55, p. 7.15] that, for a sufficiently small neighborhood VKΦ(QΦ, DΦ, σ) ⊂
UKΦ(QΦ, DΦ, σ) of ZKΦ(QΦ, DΦ, σ), the composition:
VKΦ(QΦ, DΦ, σ) →֒ UKΦ(QΦ, DΦ, σ) →֒ UKΦ(QΦ, DΦ,Σ) →֒ UK(Σ)→ ShΣK(C)
induces an open immersion
∆◦K(Φ)\VKΦ(QΦ, DΦ, σ) →֒ ShΣK(C)
The restriction of this open immersion produces a locally closed immersion
∆◦K(Φ)\ZKΦ(QΦ, DΦ, σ)(C) →֒ ShΣK(C).
Let CuspΣK(G,X) be the set of equivalence classes of pairs (Φ, σ), where Φ is a clr and
σ ∈ Σ◦(Φ): Here, we say that (Φ1, σ1) is equivalent to (Φ2, σ2) if we have Φ1 (γ,q2)K−−−−−→ Φ2
with γ · P1 = P2, and int(γ)(σ1) = σ2. This set has a natural poset structure 4, where
[(Φ1, σ1)] 4 [(Φ2, σ2)] if (Φ1, σ1)
(γ,q2)K−−−−−→ (Φ2, σ2), for some γ ∈ G(Q) and q2 ∈ QΦ2(Af ).
By the definition of the equivalence relation ∼Σ, we see that the locally closed immersion
∆◦K(Φ)\ZKΦ(QΦ, DΦ, σ)(C) →֒ ShΣK(C),
up to canonical isomorphism, depends only on the equivalence classΥ := [(Φ, σ)] ∈ CuspΣK(G,X).
Therefore, we can denote the corresponding locally closed sub-space of ShΣK(C) unambiguously
as ZK(Υ)(C). Observe that the complex analytic space ZK(Υ)(C) is algebraic, and in fact has
a canonical model ZK(Υ) over E: For any representative (Φ, σ) of Υ, we have
ZK(Υ) = ∆
◦
K(Φ)\ZKΦ(QΦ, DΦ, σ).
From [55, p. 12.4], we obtain:
Theorem 2.1.27 (Pink). There is a canonical model ShΣK for Sh
Σ
K,C over E such that the open
immersion ShK →֒ ShΣK is also defined over E. Suppose in addition that Σ is complete. Then:
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(1) For every Υ ∈ CuspΣK(G,X), the locally closed immersion ZK(Υ)(C) →֒ ShΣK(C) arises
from a map ZK(Υ) →֒ ShΣK of algebraic spaces over E.
(2) There is a canonical stratification:
ShΣK =
⊔
Υ
ZK(Υ),
where Υ ranges over CuspΣK(G,X). For any fixed Υ, the closure of ZK(Υ) in Sh
Σ
K is
precisely the closed sub-space:
ZK(Υ) =
⊔
Υ′4Υ
ZK(Υ
′).
(3) Given Υ = [(Φ, σ)], let ŜhKΦ(QΦ, DΦ, σ) be the the formal completion of ShKΦ(QΦ, DΦ, σ)
along ZKΦ(QΦ, DΦ, σ). Then the isomorphism ∆
◦
K(Φ)\ZKΦ(QΦ, DΦ, σ) ≃−→ ZK(Υ) ex-
tends to an isomorphism of formal algebraic spaces between ∆◦K(Φ)\ŜhKΦ(QΦ, DΦ, σ)
and the completion of ShΣK along ZK(Υ). This extension is characterized by the property
that, over C, it converges to the holomorphic open immersion ∆◦K(Φ)\VKΦ(QΦ, DΦ, σ) →֒
ShΣK(C).

2.1.28. We will end this summary with some results on the functoriality of the toroidal
compactifications and their stratifications. For this, fix a closed immersion of Shimura data
ι : (G,X) →֒ (G‡, X‡) of Shimura data, as well as an element g‡ ∈ G‡(Af ). Let E‡ be the
reflex field for (G‡, X‡). Then we get a map of Shimura varieties:
(ι, g‡) : ShK → ShK‡,E := E ⊗E‡ ShK‡(G‡, X‡).
On the level of C-points, this map carries [(x, g)] to [(ι(x), ι(g)g‡)].
Given an admissible parabolic sub-group P ⊂ G, there is a unique minimal admissible
parabolic sub-group ι∗P ⊂ G‡ containing ι(P ); cf. [55, p. 4.16]. Moreover, we have ι(QP ) ⊂
Qι∗P and ι(WP ) ⊂Wι∗P .
Given a clr Φ for (G,X), we can now define a clr Φ‡ = (ι, g‡)∗Φ for (G
‡, X‡): We set
PΦ‡ = ι∗PΦ; X
‡,+
Φ‡
will be the unique connected component of X‡ containing ι(X+Φ ); and
gΦ‡ = gΦg
‡.
Tthe convex cone ι
(
H(Φ)
) ⊂WΦ‡(R)(−1) is contained inH(Φ‡), and, since ι(QΦ(R)WΦ(R))
is contained in QΦ‡(R)WΦ‡(C), the map ι extends to a map of mixed Shimura data
(QΦ, DΦ)→ (QΦ‡ , DΦ‡).
Let K ⊂ G(Af ) and K‡ ⊂ G‡(Af ) be compact opens such that ι(K) is contained in g‡,−1K‡g‡.
Then ι(KΦ) ⊂ KΦ‡ , and we therefore obtain a map of mixed Shimura varieties
ShKΦ(QΦ, DΦ)→ E ⊗E‡ ShK‡
Φ‡
(QΦ‡ , DΦ‡).(2.1.28.1)
If Σ‡ is an admissible (finite) rpcd for (G‡, X‡,K‡), then the assignment:
(ι, g‡)∗Σ‡ : Φ 7→ {ι−1(σ‡) : σ‡ ∈ Σ‡(Φ‡); σ‡ ⊂ ι(WΦ(R)(−1))}
is an admissible (finite) rpcd for (G,X,K); cf. [23, §3.3].
Fix such a Σ‡ and let Σ be a refinement of (ι, g‡)∗Σ‡. Suppose that we are given σ ∈ Σ(Φ);
then there is a unique σ‡ ∈ Σ‡(Φ‡) such that ι(σ) ⊂ σ‡, and such that no proper face of σ‡
contains ι(σ). The map (2.1.28.1) extends to a strata respecting map
ShKΦ(QΦ, DΦ, σ)→ E ⊗E‡ ShK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡).(2.1.28.2)
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If Φ1,Φ2 are clr’s for (G,X) with Φ1
(γ,q2)K−−−−−→ Φ2, then we have:
Φ‡1
(ι(γ),ι(q2))K‡−−−−−−−−−→ Φ‡2.
Therefore, (Φ, σ) 7→ (Φ‡, σ‡) induces a map of posets:
(ι, g‡)∗ : Cusp
Σ
K(G,X)→ CuspΣ
‡
K‡(G
‡, X‡).
Given Υ = [(Φ, σ)] on the left hand side, set Υ‡ = (ι, g‡)∗Υ = [(Φ
‡, σ‡)]. Let (ShΣK)
∧
ZK(Υ)
(resp. (ShΣ
‡
K‡)
∧
Z
K‡
(Υ‡)) be the completion of Sh
Σ
K (resp. Sh
Σ‡
K‡) along ZK‡(Υ
‡). Then, using (3)
of (2.1.27), the map (2.1.28.2) gives us a canonical map:
(ι, g‡) : (ShΣK)
∧
ZK(Υ)
≃−→ ∆◦K(Φ)\ŜhKΦ(QΦ, DΦ, σ)→ ∆◦K‡(Φ‡)\ŜhK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡)
≃−→ (ShΣ‡K‡)∧Z
K‡
(Υ‡).
(2.1.28.3)
From [55, pp. 6.25,12.4], we now obtain:
Proposition 2.1.29 (Pink). Suppose that Σ and Σ‡ are complete. Then the map (ι, g) : ShK →
ShK‡,E extends uniquely to a map (ι, g) : Sh
Σ
K → ShΣ
‡
K‡,E. For every Υ ∈ CuspΣK(G,X), (ι, g)
carries ZK(Υ) to E ⊗E‡ ZK‡(Υ‡), and the corresponding map between the formal completions
along these locally closed sub-schemes is identified with (2.1.28.3)

One particular case of this functoriality is when (G‡, X‡) = (G,X), and ι is the identity;
then (2.1.29) gives us the action of Hecke correspondences on toroidal compactifications.
2.2. Siegel modular varieties. We will now fix a symplectic space (H,ψ) over Q. In this
sub-section, we will show that the mixed Shimura varieties attached to rational boundary com-
ponents of the associated Siegel Shimura variety are moduli spaces for 1-motifs with additional
structures.
2.2.1. Let (G,X) = (GSp(H,ψ), S±(H,ψ)) be the Siegel Shimura datum associated with
(H,ψ). The first order of business is to describe the rational boundary components for (G,X).
This is given in [55, p. 4.25]. Here is the summary:
Every admissible parabolic P ⊂ G is obtained as the stabilizer of an isotropic sub-space
I ⊂ H . Equivalently, it is the stabilizer of the filtration W•H , where:
0 =W−3H ⊂W−2H = I ⊂W−1H = I⊥ ⊂W0H = H
Suppose that we have a clr Φ with PΦ the stabilizer of a filtration as above. Then QΦ ⊂ PΦ
is the largest sub-group acting trivially on H/I⊥; it must necessarily act on I via the similitude
character. Moreover, WΦ ⊂ QΦ is the largest sub-group acting trivially on both H/I and I⊥.
The assignment f 7→ ψ(·,−f ·) identifies LieWΦ with the space of symmetric bilinear forms
on H/I⊥. Therefore, we can view WΦ(R) = R ⊗ LieWΦ as the space of symmetric R-valued
forms on H/I⊥.
The choice of a connected componentX+Φ ⊂ X corresponds to a choice i =
√−1; equivalently,
to a choice of isomorphismQ(−1) ≃−→ Q or to an element in S±(0). This gives us an isomorphism
WΦ(R)(−1) ≃−→WΦ(R). The coneH(Φ) ⊂WΦ(R)(−1) is the pre-image under this isomorphism
of the space of positive definite bilinear forms on (H/I⊥)(R).
Since QΦ(R) acts transitively on the connected components of X , the space DΦ does not
depend on the choice of the connected component X+Φ . It is the space of pairs (F
•H(C), λ),
where λ : Q
≃−→ Q(1) is an isomorphism, and (F •H(C),W•H(Q)) is a mixed Hodge structure
on H(Q) of weights (−1,−1), (−1, 0), (0,−1), (0, 0) that is polarized by λ ◦ψ. When I 6= I⊥, λ
is determined uniquely by the Hodge filtration and this condition.
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The QΦ(R)WΦ(C)-equivariant open immersion X →֒ DΦ can be described as follows: Given
x ∈ X with associated Hodge filtration F •xH(C), we attach to it the mixed Hodge structure
(H(Q),W•H(Q), F •xH(C)), and the unique isomorphism λ : Q → Q(1) such that F •xH(C) is
polarized by λ ◦ ψ.
2.2.2. A polarized lattice in (H(Q), ψ) is a Z-lattice H(Z) ⊂ H(Q) on which ψ restricts to a
Z-valued. Let H∨(Z) ⊂ H(Q) be the dual lattice with respect to the pairing ψ, and let d ∈ Z>0
be such that the order of the finite group H∨(Z)/H(Z) is d2. We will call d the discriminant
of the polarized lattice H(Z).
Fix a compact open sub-group K ⊂ G(Af ) and a polarized Z-lattice H(Z) ⊂ H such that
H(Ẑ) = Ẑ⊗H(Z) ⊂ H(Af ) is stabilized by K. Extend (P,X+) to a clr Φ.
Set Hg(Ẑ) = g · H(Ẑ) ⊂ H(Af ), and let Hg(Z) = H(Q) ∩ Hg(Ẑ). Then Hg(Z) inherits a
filtration W•H
g(Z) from the filtration W•H . Let N(g) ∈ Q>0 be the unique positive element
mapping to the image of ν(g)−1 under the surjection:
Q× → Q×/Z× ≃−→ A×f /Ẑ×.
If we equip H with the symplectic form ψg = N(g) ·ψ, then Hg(Z) ⊂ H(Q) will be a polarized
lattice for ψg.
Let H∨(ν) be the G-representation obtained by twisting the dual representation H∨ by
the similitude character ν : G → Gm. The pairing ψg on H induces an isomorphism of G-
representations fg : H
≃−→ H∨(ν). Equip H∨(ν) with the dual filtration W•H∨(ν), so that
WiH
∨(ν) ⊂ H∨(ν) is the annihilator of W−3−iH . Then fg preserves W•-filtrations.
Let Hg,∨(Z) ⊂ H∨ be lattice dual to Hg(Z), and set Hg,∨(Z)(ν) = N(g)Hg,∨ ⊂ H∨ =
H∨(ν). Then fg carries Hg(Z) into Hg,∨(Z)(ν).
2.2.3. Given a 1-motif Q over Q-scheme S, let T̂ (Q) be the total Tate module:
T̂ (Q) = lim←−
n
Q[n].
Similarly, we have the total Tate module T̂ (Q∨). Both these sheaves are equipped with weight
filtrations, W•T̂ (Q) and W•T̂ (Q
∨), induced from the weight filtrations on the 1-motifs them-
selves.
Fix a polarization λ : Q → Q∨. The induced map T̂ (Q) → T̂ (Q∨) = T̂ (Q)∨(1) produces a
Weil pairing:
êλ : T̂ (Q)× T̂ (Q)→ Ẑ(1).
Suppose that we are given an S-scheme T and a pair of isomorphisms of étale sheaves over T :
η : Hg(Ẑ)
≃−→ T̂ (Q)|T ; u : Ẑ ≃−→ Ẑ(1).
We will say that such a pair is compatible with λ if we have:
êλ ◦ (η × η) = u ◦ ψg : Hg(Ẑ)×Hg(Ẑ)→ Ẑ(1).
We will say that the pair is compatible with W•-filtrations if η carries W•H
g(Ẑ) onto
W•T̂ (Q)|T .
Suppose now that we are given isomorphisms of sheaves of Z-modules over S:
α : grW0 H
g(Z)
≃−→ Qe´t ; α∨ : grW0 H∨,g(Z)(ν) ≃−→ Q∨,e´t = Qmult,C .
Then we obtain isomorphisms of Ẑ-sheaves:
β : grW0 H
g(Ẑ) = Ẑ⊗ grW0 Hg(Z) 1⊗α−−−→
≃
Ẑ⊗Qe´t = grW0 T̂ (Q).
β∨ : Ẑ⊗ grW0 Hg,∨(Z)(ν) 1⊗α
∨
−−−−→
≃
Ẑ⊗Qmult,C = grW0 T̂ (Q∨).
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Let (η, u) be a pair as above compatible with λ and W•-filtrations. We then obtain an
isomorphism:
η∨(1) : Hg,∨(Ẑ)(ν)
N(g)−1−−−−−→
≃
Hg,∨(Ẑ)
(η∨)−1−−−−→
≃
T̂ (Q)
∨ u−→
≃
T̂∨(Q)(1) = T̂ (Q∨).
We will say that the pair is compatible with α and α∨ if grW0 η = β, and if gr
W
0 η
∨(1) = β∨.
Write Isom
(
Hg(Ẑ), T̂ (Q)
)
for the sheaf over S that assigns to any S-scheme T the set of
pairs (η, u) as above that are compatible with λ, W•-filtrations, α and α
∨.
Observe that KΦ ⊂ QΦ(Af ), acts naturally on this sheaf via right composition: (η, u) · k =
(η ◦ k, u ◦ ν(k)). A KΦ-level structure on (Q, λ, α, α∨) is a section:
ε ∈ H0(S, Isom(Hg(Ẑ), T̂ (Q))/KΦ).
Let ξ˜K(Φ) be the stack of groupoids overQ parameterizing, for eachQ-scheme S, the category
of tuples (Q, λ, α, α∨, ε), where (Q, λ) and αe´t, αmult are as above, and ε is a KΦ-level structure.
2.2.4. There is a canonical tuple (Q, λ, α, α∨, ε) over ShKΦ(QΦ, DΦ)C, and thus a canonical
map of C-varieties ShKΦ(QΦ, DΦ)C → ξ˜K(Φ)C, constructed as follows:
First, applying the construction of (2.1.8) to the representation H with the lattice Hg(Z) ⊂
H(Q), we obtain a variation of mixed Z-Hodge structures HMH(Φ)Z over ShKΦ(QΦ, DΦ)(C) of
weights (−1,−1), (−1, 0), (0,−1), (0, 0).
Applying the same construction to the 1-dimensional representation associated with the
similitude character ν : QΦ → Gm, we obtain a variation of Hodge structures of rank 1, which,
arguing as in [55, p. 3.16], one can show to be canonically isomorphic to 1(1).
Here, given a smooth complex analytic space S, 1(n) is the variation of Q-Hodge structures
on S whose underlying local system is Q and whose weight filtration is concentrated in degree
−2n. We will write 1 for 1(0). The obvious lattice Z ⊂ Q refines 1(n) to a variation of Z-Hodge
structures 1Z(n).
The QΦ-equivariant pairing ψ
g : H×H → Q(ν) now gives rise to a polarization of variations
of mixed Hodge structures:
HMH(Φ)Z ×HMH(Φ)Z → 1Z(1).(2.2.4.1)
Thus, using the equivalence of categories between polarized 1-motifs over ShKΦ(QΦ, DΦ)C
and polarized variations of mixed Z-Hodge structures of weights (−1,−1), (−1, 0), (0,−1), (0, 0)
over ShKΦ(QΦ, DΦ)(C) [15, p. 10.1.3], we obtain a canonical polarized 1-motif (Q, λ) over
ShKΦ(QΦ, DΦ)C, whose homology, as a polarized variation of Hodge structures, is identified
with HMH(Φ)Z. In particular, we have a canonical identification T̂ (Q) =HẐ(Φ).
Since QΦ acts trivially on gr
W
0 H and gr
W
0 H
∨(ν), we obtain canonical trivializations:
α : grW0 H
g(Z)
≃−→ grW0 HMH(Φ)Z = Qe´t ; α∨ : grW0 H∨,g(Z)(ν) ≃−→ grW0 HMH(Φ)∨(1) = Q∨,e´t.
Moreover, by (2.1.9.4), we have a pair of canonical trivializations:
η : Hg(Ẑ)
≃−→ T̂ (Q)|Sh(QΦ,DΦ)C ; u : Ẑ ≃−→ Ẑ(1)|Sh(QΦ,DΦ)C
compatible with λ,W•-filtrations, α and α
∨. The KΦ-orbit of (η, u) now determines a canonical
KΦ-level structure ε on (Q, λ, α, α∨) over ShKΦ(QΦ, DΦ)C.
2.2.5. Standard methods now show that ξ˜K(Φ) is representable by a Q-variety, and checking
on C-points shows that the map ShKΦ(QΦ, DΦ)C → ξ˜K(Φ)C is an isomorphism. See [55, Ch. 10]
for an illustration of this in a related scenario, and also further below in this subsection, where
we consider integral models for ShKΦ(QΦ, DΦ) in the situation where H(Z) has discriminant 1.
In fact, this isomorphism realizes ξ˜K(Φ) as a canonical model for ShKΦ(QΦ, DΦ)(C). For this,
note that, by [16, Théorème 4.21] the canonical model ShKΦ,h(GΦ,h, DΦ,h) for ShKΦ,h(GΦ,h, DΦ,h)(C)
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is the moduli space of triples (B, λab, εab) over Q-schemes S, where (B, λab) is a polarized
abelian scheme over S and
εab ∈ H0(S, Isom(grW−1Hg(Ẑ), T̂ (B))/KΦ,h)
is a KΦ,h-level structure on (B, λ
ab) (the definition of such a level structure is essentially a
special case of the one given above for polarized 1-motifs).
There is a canonical map ξ˜K(Φ)→ ShKΦ,h(GΦ,h, DΦ,h) that takes a tuple (Q, λ, α, α∨, ε) to
the triple (Qab, λab, εab), where εab = grW−1 ε is the KΦ,h-level structure on (Qab, λab) induced
from ε.
Therefore, given the characterization of canonical models described in (2.1.12), it is enough
to show that the system {ξ˜K(Φ)} as K varies is equivariant for the action of QΦ(Af ). For
the transition maps ξ˜K1(Φ) → ξ˜K2(Φ) for K1 ⊂ K2, this is clear: Any K1,Φ-level structure on
(Q, λ, α, α∨) naturally also induces a K2,Φ-level structure. The remaining instances of equiv-
ariance will be described in the next paragraph.
2.2.6. Suppose that we have two clrs Φ1 = (P1, X
+
1 , g1) and Φ2 = (P2, X
+
2 , g2); and γ ∈ G(Q),
q ∈ QΦ2(Af ) with Φ1
(γ,q)K−−−−→ Φ2 and γ · P1 = P2. Then, from (2.1.15), we obtain a natural
isomorphism of mixed Shimura varieties ShKΦ1 (QΦ1 , DΦ1)
≃−→ ShKΦ2 (QΦ2 , DΦ2). This has the
following analogue for the moduli schemes considered above.
First, observe that we have γg1 = qg2k, for some k ∈ K. Therefore, multiplication by γ−1q
produces isomorphisms:
Hg2(Ẑ)
γ−1q−−−→
≃
Hg1(Ẑ) ; Hg2,∨(Ẑ)(ν)
γ−1q−−−→
≃
Hg1,∨(Ẑ)(ν)
This isomorphism has the property that it preserves W•-filtrations. Moreover, since q acts
trivially on grW0 H and gr
W
0 H
∨(ν), the induced isomorphisms of the associated graded objects
restrict to isomorphisms of Z-modules:
grW0 H
g2(Z)
γ−1q−−−→
≃
grW0 H
g1(Z) ; grW0 H
g2,∨(Z)(ν)
γ−1q−−−→
≃
grW0 H
g1,∨(Z)(ν).
Let (Q, λ, α1, α∨1 , ε1) be the tautological tuple over ShKΦ1 (QΦ1 , DΦ1). Then we obtain iso-
morphisms:
α2 : gr
W
0 H
g2(Z)
γ−1q−−−→
≃
grW0 H
g1(Z)
α1−→
≃
Qe´t;
α∨2 : gr
W
0 H
g2,∨(Z)(ν)
γ−1q−−−→
≃
grW0 H
g1,∨(Z)(ν)
α∨1−−→
≃
Qmult,C .
Given an ξ˜K(Φ1)-scheme T and a section (η, u) of Isom
(
Hg1(Ẑ), T̂ (Q)), the pair (η◦(γ−1q), u)
is a section of Isom
(
Hg2(Ẑ), T̂ (Q)). Therefore, from ε1, we obtain a canonical KΦ2-level struc-
ture ε2 on (Q, λ, αe´t2 , αmult2 ).
The tuple (Q, λ, α2, α∨2 , ε2) over ξ˜K(Φ1) is precisely the one corresponding to the isomorphism
with ξ˜K(Φ2).
This completes the proof of Hecke equivariance and shows that we have a canonical isomor-
phism of Q-schemes:
ShKΦ(QΦ, DΦ)
≃−→ ξ˜K(Φ).(2.2.6.1)
From now on, we will freely use this isomorphism as an identification.
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2.2.7. Recall that in (2.1.11), we defined the torus EK(Φ) with cocharacter group
BK(Φ) = (WΦ(Q) ∩KΦ,W )(−1).
We will now describe it explicitly. Let (PΦ(0), DΦ(0)) be as in loc. cit., so that PΦ(0) =
WΦ ⋊ Gm. In our situation, we can describe this pair as a rational boundary component for
a particular Siegel Shimura datum. Namely, set H(0) = grW0 H ⊕W−2H , and equip it with
the symplectic pairing ψ(0) induced from ψ. Let (G(0), X(0)) be the Siegel Shimura datum
associated with this symplectic space. Then (PΦ(0), DΦ(0)) is a rational boundary component
of (G(0), X(0)) associated with the Lagrangian sub-space W−2H ⊂ H(0).
There is a natural lattice:
H(0)(Z) = grW Hg(Z)⊕W−2Hg(Z) ⊂ H(0).
Let P˜ (0) ⊂ GSp(H(0), ψ(0)) be the parabolic subgroup stabilizing W−2H . Set Φ(0) =
(P˜ (0), X(0)+, 1), where X(0)+ ⊂ X(0) is the connected component determining the same
element of S±(0) as X+ (cf. 2.2.1). This is a clr for (G(0), X(0)). Let K(0) ⊂ G(0)(Af ) be any
compact open whose intersection with PΦ(0)(Af ) is KΦ,W ⋊ ν(K).
The variety ShK(0)Φ(0),h (GΦ(0),h, DΦ(0),h) is the 0-dimensional Shimura variety Shν(K)(Gm, S
±(0)).
From the discussion in (2.1.11), we find that EK(Φ) × ShK(0)Φ(0),h (GΦ(0),h, DΦ(0),h) can
be canonically identified with the mixed Shimura variety ShK(0)Φ(0)(QΦ(0), DΦ(0)), to which
we can give a moduli interpretation via (2.2.6.1). Namely, it is the moduli space of tuples
(Q(0), λ(0), α, α∨, ε(0)) over Q-schemes S, where (Q(0), λ(0)) is a polarized 1-motif over S, α
and α∨ are exactly as in (2.2.3), and
ε(0) ∈ H0(S, Isom(H(0)(Ẑ), T̂ (Q(0)))/K(0))
is a K(0)-level structure on (Q(0), λ(0), α, α∨).
The canonical section ShK(0)Φ(0),h(GΦ(0),h, DΦ(0),h) → ShK(0)Φ(0)(QΦ(0), DΦ(0)) inducing its
trivialization as an EK(Φ)-torsor is also easily described: It corresponds to the split 1-motif[
grW0 H
g(Z)
0−→ Hom(W−2Hg(Z),Gm)],
equipped with the obvious trivialization of its Tate module.
2.2.8. We can use the above description to give a moduli interpretation to the action of
EK(Φ) on ShKΦ(QΦ, DΦ). This amounts to giving an action of ShK(0)Φ(0)(QΦ(0), DΦ(0)) on
ShKΦ(QΦ, DΦ) over ShK(0)Φ(0),h (GΦ(0),h, DΦ(0),h).
Suppose that we are given a Q-scheme S and a pair of tuples(
(Q(0), λ(0), α(0), α∨(0), ε(0)), (Q, λ, α, α∨, ε)) ∈ ShK(0)Φ(0)(QΦ(0), DΦ(0))(S)×ShKΦ(QΦ, DΦ)(S)
The image of this tuple (Q′, λ′, α′, (α′)∨, ε′) in ShKΦ(QΦ, DΦ)(S) under the natural action can
be described explicitly.
The isomorphisms α(0) ◦ α−1 and α∨(0) ◦ (α∨)−1 allow us to identify:
Qe´t = Q(0)e´t ; Qmult,C = Q(0)mult,C ,
compatibly with the maps λe´t and λ(0)e´t.
So the 1-motif Q is a tuple (Qab,Qe´t,Qmult, c, c∨, τ), and the 1-motif Q(0) is a tuple
(0,Qe´t,Qmult, 0, 0, τ(0)). Here, τ(0) is a trivialization of the trivial Gm-bi-extension of Qe´t ×
Qmult,C . The 1-motif Q′ is now associated with the same tuple as Q, except that the trivial-
ization τ ′ is now τ(0)τ .
As for the remaining data, by construction, we have canonical identifications Q′,? = Q?, for
? = ab, e´t,mult. Therefore, the tuple (λab, λe´t, λmult,C) still defines a polarization λ′ on Q′, and
α and α∨ induce in an obvious way the isomorphisms α′ and α
′,∨.
TOROIDAL COMPACTIFICATIONS 37
First, observe that both ε(0) and ε determine a ν(K)-orbit of isomorphisms Ẑ
≃−→ Ẑ(1);
equivalently, they determine a point in ShK(0)Φ(0),h(GΦ(0),h, DΦ(0),h). Since our tuples, by
assumption, lie above the same point in ShK(0)Φ(0),h (GΦ(0),h, DΦ(0),h), it follows that they de-
termine the same ν(K)-orbit. In particular, we can assume that ε(0) and ε admit lifts
(η(0), u(0)) ∈ Isom(H(0)(Ẑ), T̂ (Q(0))) ; (η, u) ∈ Isom(Hg(Ẑ), T̂ (Q))
with u(0) = u.
T̂ (Q(0)) is canonically an extension of grW0 T̂ (Q) by W−2T̂ (Q), and its push-out along the
inclusion
j :W−2T̂ (Q) →֒W−1T̂ (Q)
gives an extension j∗T̂ (Q(0)) of grW0 T̂ (Q) by W−1T̂ (Q). By construction, T̂ (Q′) is canonically
isomorphic to the Baer sum of T̂ (Q) and j∗T̂ (Q(0)) in the category of extensions of grW0 T̂ (Q)
by W−1T̂ (Q).
Similarly, Hg(Ẑ) is canonically isomorphic to the Baer sum with the trivial extension of
grW0 H
g(Ẑ) byW−1H
g(Ẑ). Therefore, the Baer sum of η and j∗η(0) now determines a canonical
isomorphism:
η′ : Hg(Ẑ)
≃−→ T̂ (Q′).
The KΦ-orbit of (η
′, u) now gives us the level structure ε′.
2.2.9. Let (Q, λ) be the tautological polarized 1-motif over ShKΦ(QΦ, DΦ). The Ẑ-sheafHẐ(Φ)
over ShKΦ(QΦ, DΦ)C, along with its weight filtration and polarization pairing, has a canonical
descent over ShKΦ(QΦ, DΦ) realized by the total Tate module T̂ (Q): We will sometimes denote
this descent also by H
Ẑ
(Φ).
Now, consider the analytic vector bundle OanShKΦ (QΦ,DΦ)(C)
⊗HB(Φ) over ShKΦ(QΦ, DΦ)(C):
It is equipped with an integrable connection, a parallel weight filtration, a Hodge filtration,
and a non-degenerate polarization pairing with values in the structure sheaf. The de Rham
realization of Q (or rather, its dual) gives a canonical descent HdR(Φ) over ShKΦ(QΦ, DΦ) of
this vector bundle, along with all its additional structures.
In the particular case where Φ = (G,X+, 1), ShKΦ(QΦ, DΦ) = ShK is the Siegel modular
variety itself, and we obtain the usual moduli interpretation of ShK as the space parameterizing
triples (A, λ, ε) over Q-schemes S, where (A, λ) is a polarized abelian scheme over S and
ε ∈ H0(S, Isom(H
Ẑ
, T̂ (A)
)
is a K-level structure on (A, λ).
In this case, we will omit the Φ from our notation for the sheaves over ShK , and simply write
HB, HMH, HẐ, HdR, for the sheaves HB(Φ), etc.
2.2.10. We will identify WΦ(R)(−1) with WΦ(R) via the choice of connected component X+
determined by Φ: This also identifies H(Φ) with the cone of positive definite symmetric bilin-
ear forms on grW0 H(R). Fix a rational polyhedral cone σ ⊂ WΦ(R), satisfying σ◦ ⊂ H(Φ).
Then we have the associated twisted toric embedding ShKΦ(QΦ, DΦ) →֒ ShKΦ(QΦ, DΦ, σ) over
ShKΦ(QΦ, DΦ). Let ZKΦ(QΦ, DΦ, σ) ⊂ ShKΦ(QΦ, DΦ, σ) be the closed stratum.
Given a point s of ZKΦ(QΦ, DΦ, σ), writeR(Φ, σ, s) for the complete local ring of ShKΦ(QΦ, DΦ, σ)
at s. Set S := S(Φ, σ, s) = SpecR(Φ, σ, s), and
V := V (Φ, σ, s) = S(Φ, σ, s)×ShKΦ (QΦ,DΦ,σ) ShKΦ(QΦ, DΦ) ⊂ S(Φ, σ, s).
Consider the polarized 1-motif (Q, λ)|V over V obtained from the restriction of the tauto-
logical one over ShKΦ(QΦ, DΦ). The condition that σ ⊂ H(Φ) ensures that this object satisfies
the positivity condition in the definition from (1.2.1): Indeed, it implies that for any divisor
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D′ ⊂ S with support in S\V , the symmetric bi-linear pairing (y, x) 7→ νD′(τ(y, x)) lies in the
closure of H(Φ) within WΦ(R), and thus is positive semi-definite.
Therefore, in the notation of (1.2), (Q, λ)|V is an object in DDpol(S, V ). In particular,
by the equivalence of categories in (1.2.2), there exists a canonical polarized abelian scheme
(A(Φ, σ, s), ψ(Φ, σ, s)) over V with semi-abelian extension over S such that:
M(S,V )
(
(A(Φ, σ, s), ψ(Φ, σ, s))) = (Q, λ)|V .
For simplicity, set A′V = A(Φ, σ, s) and ψ′ = ψ(Φ, σ, s). Using (1.2.2.1), we have a canonical
isomorphism of total Tate modules over V :
T̂ (Q)|V ≃−→ T̂ (A′V )(2.2.10.1)
This respects the Weil pairings on both sides induced by the respective polarizations.
Suppose now that we are given a section (η, u) ∈ H0(S, Isom(Hg
Ẑ
, T̂ (Q))); then we obtain an
isomorphism:
η˜ : H(Ẑ)
g−→
≃
Hg(Ẑ)
η−→
≃
T̂ (Q)|V (2.2.10.1)−−−−−−→
≃
T̂ (A′V ).
The pair (η˜, u ◦ (N(g)ν(g))) is now a section of Isom(H(Ẑ), T̂ (A′V )).
From this, we deduce that the tautological KΦ-level structure ε
′ on (Q, λ) produces in a
canonical way a K-level structure η′ on (A′V , ψ′).
Therefore, using the moduli interpretation of ShK , we obtain a canonical map:
i′(Φ, σ, s) : V → ShK(2.2.10.2)
corresponding to the triple (A′V , ψ′, η′).
2.2.11. Now, suppose that we have an admissible rpcd Σ for (G,X,K) with σ ∈ Σ(Φ). Set
Υ = [(Φ, σ)] ∈ CuspΣK(G,X).
By (2.1.20), ∆◦K(Φ) is trivial, and so ZK(Υ) is canonically isomorphic to ZKΦ(QΦ, DΦ, σ).
Under this isomorphism, the point s ∈ ZKΦ(QΦ, DΦ, σ) corresponds to a point s′ ∈ ZK(Υ) ⊂
ShΣK .
By (2.1.27), ŜhKΦ(QΦ, DΦ) is canonically isomorphic to the completion of Sh
Σ
K along the stra-
tum ZK(Υ). Here, ŜhKΦ(QΦ, DΦ) is the completion of ShKΦ(QΦ, DΦ) along ZKΦ(QΦ, DΦ, σ).
Therefore, there is an identification of R(Φ, σ, s) with the complete local ring of ShΣK at s
′.
This gives us a map S(Φ, σ, s)→ ShΣK , whose restriction to V (Φ, σ, s) factors through ShK thus
giving us:
i(Φ, σ, s) : V → ShK .(2.2.11.1)
This map corresponds to a triple (AV , ψ, η) over V .
2.2.12. Consider the complex analytic open sub-space UKΦ(QΦ, DΦ) ⊂ ShKΦ(QΦ, DΦ)(C),
equipped with its local isomorphism UKΦ(QΦ, DΦ)
(2.1.13.2)−−−−−−→ ShK(C).
Over it, we have the polarized variation of mixed Z-Hodge structuresHMH(Φ)Z|UKΦ (QΦ,DΦ):
By the description of the map X+ → FP,X+ = DΦ in (2.2.1), we find that, if we forget
the weight filtration on this variation of mixed Hodge structures, the remaining data forms a
polarized variation of pure Hodge structures of weights (−1, 0), (0,−1). By construction, this
is simply the restriction of HMH,Z via the map (2.1.13.2). In particular, we obtain a canonical
isomorphism of Ẑ-sheaves:
T̂ (Q)|UKΦ (QΦ,DΦ)
≃−→H
Ẑ
(Φ)|UKΦ (QΦ,DΦ)
≃−→H
Ẑ
|UKΦ (QΦ,DΦ)
≃−→ T̂ (A)|UKΦ (QΦ,DΦ).(2.2.12.1)
Suppose now that s belongs to ZKΦ(QΦ, DΦ, σ)(C). Then the field of rational functions
Q(V ) on V (which is also the fraction field of R(Φ, σ, s)) contains the field of meromorphic
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functions on a small neighborhood of s in UKΦ(QΦ, DΦ, σ). Therefore, (2.2.12.1) gives us a
canonical isomorphism of sheaves over V :
T̂ (Q)|V ≃−→ T̂ (AV ).(2.2.12.2)
Combining (2.2.12.2) with (2.2.10.1) gives us a canonical isomorphism of total Tate modules:
T̂ (A′V ) ≃−→ T̂ (AV ).(2.2.12.3)
Proposition 2.2.13. The isomorphism (2.2.12.3) arises from a unique isomorphism
(A′V , ψ′, η′) ≃−→ (AV , ψ, η)
of triples over V . In particular, the maps (2.2.10.2) and (2.2.11.1) are identical.
Proof. The existence of the isomorphism follows from the main technical result of [38], and
comes down to a comparison between the algebraic and analytic definitions of theta functions;
cf. in particular, Prop. 4.2.2 of loc. cit. However, we can sketch a direct proof here. Set
Y = grW0 H
g(Z); then, restrictingQ to UKΦ(QΦ, DΦ) gives us a 1-motif [Y j−→ Qsab]|UKΦ (QΦ,DΦ).
By construction, A|UKΦ (QΦ,DΦ) is the analytic quotient of Qsab|UKΦ (QΦ,DΦ) by j(Y ). It is easy
to see that this quotient has semi-abelian degeneration over UKΦ(QΦ, DΦ, σ).
This immediately implies that AV has a semi-abelian extension over S(Φ, σ, s), and that the
formal completion of this semi-abelian extension is canonically isomorphic to that of Qsab.
Similarly, the dualA∨|UKΦ (QΦ,DΦ) is a quotient ofQ∨,sab, which is classified by the projection
of j onto Qab.
In particular, AV is an object of DEG(S, V ), and by the equivalence in (1.2.2), corresponds
to an object in DD(S, V ) of the form
Q′ = [Y j
′
−→ Qsab|V ].
The proposition amounts to the equality j = j′.
Now, the projection of j′ onto Qab|V must agree with that of j. Indeed, this projection
also classfies the semi-abelian scheme Qsab,∨|V . Therefore, j and j′ must differ by a map
f : Y → Qmult|V , which determines a 1-motif Q(0) over V with Q(0)ab = 0. Note that f is
determined by a pairing τ0 : Y ×X → Gm,V , where X = grW0 Hg,∨(Z)(ν). We have to show
that this pairing is trivial.
Putting together (2.2.10.1) and (2.2.12.2) gives us a canonical isomorphism T̂ (Q)|V ≃−→ T̂ (Q′)
as extensions of Y ⊗Ẑ by T̂ (Qsab). In turn, this implies that T̂ (Q(0)) must be the split extension
of Y ⊗ Ẑ by Hom(X, Ẑ(1)) over V .
Now, the only global sections of O×V admitting n
th-roots in O×V for all n ∈ Z>0 are the con-
stants. From this, and the explicit description of T̂ (Q(0)) in terms of the pairing τ0 (cf. (A.1.2)),
we find that it can be a split extension if and only if τ0 takes values in C×.
Therefore, to show that τ0 is trivial, we can restrict to a small unit disk around s in
UKΦ(QΦ, DΦ, σ), and so can replace R with C[|t|], and V with SpecC((t)). In this case, by [20,
Ch. III, Prop. 8.1], there is a natural quotient map:
Qsab(C((t)))→ AV (C((t))),
whose kernel is j′(Y ). On the other hand, the analytic construction gives us another such
quotient map whose kernel is j(Y ). Arguing as in [36, p. 4.5.5.3], one checks that both quotient
maps are actually equal. In particular, j and j′ = j + f have the same image in Qsab|V . This
immediately implies that we must have f = 0. 
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2.2.14. Assume now that H(Z) has discriminant 1. Fix a prime p. We will now look at moduli
spaces over Z(p) of polarized 1-motifs.
We will consider level sub-groups of the form K = KpK
p, where Kp ⊂ G(Apf ) is neat and
Kp ⊂ G(Qp) is the stabilizer of H(Zp) ⊂ H(Qp). Fix a clr Φ: then we obtain an induced
decomposition KΦ = KΦ,pK
p
Φ, where KΦ,p ⊂ QΦ(Af ) is the stabilizer of Hg(Zp) ⊂ H(Qp).
We will now, using its moduli interpretation, produce an integral model SKΦ(QΦ, DΦ) over
Z(p) for ShKΦ(QΦ, DΦ)
Fix a Z(p)-scheme S and a polarized 1-motif (Q, λ), equipped with isomorphisms α and α
∨
exactly as in (2.2.3). We will require that the map Qe´t → Q∨,e´t is identified along α and α∨
with the map λe´t : Y → Y ′.11
If T̂ p(Q) is the prime-to-p Tate module of Q, in complete analogy with the definitions above,
we can speak of the sheaf Isom
(
Hg(Ẑp), T̂ p(Q)
)
of pairs of isomorphisms ηp : Hg(Ẑp)
≃−→ T̂ p(Q)
and up : Ẑ
p ≃−→ Ẑp(1) that are compatible with λ, the filtrations W•, and α and α∨.
A KpΦ-level structure ε
p on the tuple (Q, λ, αe´t, αmult) will now be a global section of
Isom
(
Hg(Ẑp), T̂ p(Q)
)
/KpΦ.
Let SKΦ(QΦ, DΦ) be the stack of groupoids over Z(p) such that SKΦ(QΦ, DΦ)(S) is the
category of tuples (Q, λ, α, α∨, ε) as above. The restriction of this stack over Q is represented
by ShKΦ(QΦ, DΦ).
In fact, we will see below that SKΦ(QΦ, DΦ) is itself represented by a smooth quasi-projective
scheme over Z(p).
If Φ is a clr of the form (G,X+, 1), then the associated Z(p)-scheme SKΦ(QΦ, DΦ) is an
integral model for ShK , and we will denote it by SK .
2.2.15. Let SKΦ,h(GΦ,h, DΦ,h) be the moduli space of triples (B, λab, εp,ab) over Z(p)-schemes
S, where (B, λab) is a principally polarized abelian scheme over S, and εp,ab is a KpΦ,h-level
structure on (B, λab)); that is, a section
εab,p ∈ H0(S, Isom(grW−1H(Ẑp), T̂ p(B))/KpΦ,h).
By [52, Theorem 7.9], SKΦ,h(GΦ,h, DΦ,h) is represented by a quasi-projective scheme over
Z(p), which we denote by the same symbol; its smoothness amounts to the fact that the de-
formation problem for principally polarized abelian varieties is formally smooth; for instance,
cf. [11, Corollary 2.12].
The generic fiber of SKΦ,h(GΦ,h, DΦ,h) is ShKΦ,h(GΦ,h, DΦ,h): This amounts to seeing that,
over a Q-scheme S, giving a KΦ,h-level structure is equivalent to giving a K
p
Φ.h-level structure.
This in turn follows from the fact that the p-primary part KΦ,h,p of KΦ,h is the hyperspecial
compact open sub-group:
KΦ,h,p = GSp(gr
W
−1H
g(Zp), gr
W
−1 ψ
g) ⊂ G(Qp).
2.2.16. We will now see that we have a tower SKΦ(QΦ, DΦ)→ SKΦ(QΦ, DΦ)→ SKΦ,h(GΦ,h, DΦ,h),
where SKΦ(QΦ, DΦ) is a Z(p)-model for ShKΦ(QΦ, DΦ)mapping smoothly onto SKΦ,h(GΦ,h, DΦ,h),
and SKΦ(QΦ, DΦ) is an EK(Φ)-torsor over SKΦ(QΦ, DΦ).
To construct SKΦ(QΦ, DΦ), consider, for any SKΦ,h(GΦ,h, DΦ,h)-scheme S, a 1-motif
Q1 = [grW0 H(Z) c−→ B|S]
over S.
11In characteristic 0, this condition was implied by the existence of level structures.
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Let I(Q1) be the étale sheaf over S parameterizing pairs (ηsab,p, up) of isomorphisms:
ηsab,p :
Hg(Ẑp)
W−2H
g(Ẑp)
≃−→ T̂ (Q1) ; up : Ẑ
p ≃−→ Ẑp(1),
satisfying the following conditions:
• ηsab,p preserves W•-filtrations;
• The composition
grW0 H
g(Ẑp)
≃−−−−−−−→
grW0 η
sab,p
T̂ p(Qe´t1 ) = grW0 Hg(Ẑp)
is the identity.
• The induced pair (grW−1 ηsab,p, up) is a section of Isom
(
grW−1H
g(Ẑp), T̂ p(B)).
There is a natural action of K
p
Φ on I(Q1) via right composition, and a K
p
Φ-level structure
on Q1 is a section:
εp,sab ∈ H0(S, I(Q1)/KpΦ).
Note that every K
p
Φ-level structure on Q1 induces (via the grW−1 operation) a KpΦ,h-level
structure on (B, λab)|S .
SKΦ(QΦ, DΦ) will now be the moduli space over SKΦ,h(GΦ,h, DΦ,h) parameterizing pairs
(Q1, εsab,p) inducing the tautologicalKpΦ,h-level structure on (B, λab)|S . rubyWe can also define
a canonical abelian schemeAK(Φ)→ SKΦ,h(GΦ,h, DΦ,h) extendingAK(Φ)→ ShKΦ,h(GΦ,h, DΦ,h).
This will be defined just as SKΦ(QΦ, DΦ) was, except that I(Q1) will be replaced with the sheaf
I0(Q1) parameterizing pairs (η0,p, up) with up as usual, and η0,p an isomorphism:
η0,p : grW−1H
g(Ẑp)⊕ grW0 Hg(Ẑp) ≃−→ T̂ (Q1).
The pair (η0,p, up) is required to satisfy the same set of conditions as a section of I(Q1).
AK(Φ) will now classify pairs (Q1, εp,0), where εp,0 is a section of I0(Q1)/(KpΦ,V ⋊KpΦ,h).
As in (2.2.8), we can define natural actions of AK(Φ) on itself and on SKΦ(QΦ, DΦ) using
Baer sums. The split 1-motif [grW0 H
g(Z)
0−→ B], equipped with the natural trivialization of
its Tate module, provides us the identity section SKΦ,h(GΦ,h, DΦ,h) → AK(Φ). This makes
AK(Φ) an abelian scheme over SKΦ,h(GΦ,h, DΦ,h), and SKΦ(QΦ, DΦ) → SKΦ,h(GΦ,h, DΦ,h) a
torsor under AK(Φ).
In particular, SKΦ(QΦ, DΦ) is relatively representable and smooth over SKΦ,h(GΦ,h, DΦ,h).
Using the methods of (2.2.4) and (2.2.5), it is not hard to see that the generic fibers of
SKΦ(QΦ, DΦ) and AK(Φ) are precisely ShKΦ(QΦ, DΦ) and AK(Φ), and that the induced action
of AK(Φ) on ShKΦ(QΦ, DΦ) is the canonical one.
2.2.17. Finally, we will describe the EK(Φ)-action on SKΦ(QΦ, DΦ), and will leave it to the
reader to check that this makes it an EK(Φ)-torsor over SKΦ(QΦ, DΦ).
In the notation of (2.2.7), one has the moduli schemes
ShK(0)Φ(0)(QΦ(0), DΦ(0)) ; ShK(0)Φ(0),h (GΦ(0),h, DΦ(0),h).
From the discussion above, they both admit integral models
SK(0)Φ(0)(QΦ(0), DΦ(0)) ; SK(0)Φ(0),h(GΦ(0),h, DΦ(0),h)
over Z(p). In fact, SK(0)Φ(0),h (GΦ(0),h, DΦ(0),h) is the finite étale Z(p)-scheme parameterizing
ν(Kp)-orbits of isomorphisms Ẑ
p ≃−→ Ẑp(1).
The section ShK(0)Φ(0),h(GΦ(0),h, DΦ(0),h)→ SK(0)Φ(0)(QΦ(0), DΦ(0)), defined in (2.2.7) using
the split 1-motif, immediately extends to one over SK(0)Φ(0),h (GΦ(0),h, DΦ(0),h), and so identifies
SK(0)Φ(0)(QΦ(0), DΦ(0)) = EK(Φ)× SK(0)Φ(0),h (GΦ(0),h, DΦ(0),h).
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The level structure εp,ab on (B, λab) gives a morphism
SKΦ,h(GΦ,h, DΦ,h)→ SK(0)Φ(0),h (GΦ(0),h, DΦ(0),h),
and, as in (2.2.8), one easily checks that there is a natural action of the moduli scheme
SK(0)Φ(0)(QΦ(0), DΦ(0)) on SKΦ(QΦ, DΦ) over SK(0)Φ(0),h (GΦ(0),h, DΦ(0),h), which can be de-
scribed using Baer sums.
2.2.18. Suppose that we have two clrs Φ1 = (P1, X
+
1 , g1) and Φ2 = (P2, X
+
2 , g2); and γ ∈ G(Q),
q ∈ QΦ2(Af ) with Φ1
(γ,q)K−−−−→ Φ2 and γ ·P1 = P2. Then the moduli interpretation of the induced
isomorphism ShKΦ1 (QΦ1 , DΦ1)
≃−→ ShKΦ2 (QΦ2 , DΦ2) from (2.2.6) shows that it extends to an
isomorphism
ρ(γ, q) : SKΦ1 (QΦ1 , DΦ1)
≃−→ SKΦ2 (QΦ2 , DΦ2).(2.2.18.1)
We leave the details to the reader.
2.2.19. We now review the arithmetic theory of compactifications of SK developed by Chai
and Faltings in [20]. The only thing of (minor) note is that we present their results entirely in
the adélic language.
As in (2.2.10), for any rational polyhedral cone σ ⊂ WΦ(R) satisfying σ◦ ⊂ H(Φ), we can
consider the twisted toric embedding SKΦ(QΦ, DΦ) →֒ SKΦ(QΦ, DΦ, σ) over SKΦ(QΦ, DΦ). Let
ZKΦ(QΦ, DΦ, σ) be the closed stratum in SKΦ(QΦ, DΦ, σ). Given a point s‡0 of ZKΦ(QΦ, DΦ, σ),
write R(Φ, σ, s‡0) for the complete local ring of SKΦ(QΦ, DΦ, σ) at s‡0, and set:
S := S(Φ, σ, s‡0) = SpecR(Φ, σ, s
‡
0); ;V := V (Φ, σ, s
‡
0) = S(Φ, σ, s)×SKΦ (QΦ,DΦ,σ)SKΦ(QΦ, DΦ).
Exactly as in loc. cit. the polarized 1-motif (Q, λ)|V produces a canonical polarized abelian
scheme (A(Φ, σ, s‡0), ψ(Φ, σ, s‡0)) over V , and produces a map:
i(Φ, σ, s‡0) : V (Φ, σ, s
‡
0)→ SK .(2.2.19.1)
Using (2.2.18), we find that, if we have another clr Φ′ and γ ∈ G(Q), q ∈ QΦ(Af ) with
Φ
(γ,q)K−−−−→ Φ′ and γ · P = P ′, then there exists an isomorphism
ρ(γ, q) : ZKΦ(QΦ, DΦ, σ) ≃−→ ZKΦ′ (QΦ′ , DΦ′ , σ′),
where σ′ = γ(σ). In particular, the scheme ZKΦ(QΦ, DΦ, σ) depends only on the class Υ of
(Φ, σ) in CuspΣK(G,X). We will therefore denote it by ZK(Υ).
The next theorem follows from [20, Ch. IV], [36, p. 6.4.1.1] and (2.2.13).
Theorem 2.2.20 (Chai-Faltings). Let Σ be a smooth admissible rpcd for (G,X,K). Then the
open immersion ShK →֒ ShΣK over Q extends to an open immersion of smooth Z(p)-schemes
SK →֒ SΣK with the following properties:
(1) For every Υ ∈ CuspΣK(G,X), the immersion ZK(Υ) →֒ ShΣK extends to a locally closed
immersion
ZK(Υ) →֒ SΣK .
(2) The stratification (2.1.27)(2) extends to an integral one:
SΣK =
⊔
Υ
ZK(Υ).
For any fixed Υ, the closure of ZK(Υ) in SΣK is the closed sub-space:
ZK(Υ) =
⊔
Υ′Υ
ZK(Υ′).
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(3) Given Υ = [(Φ, σ)], let ŜKΦ(QΦ, DΦ, σ) be the formal completion of SKΦ(QΦ, DΦ, σ)
along ZKΦ(QΦ, DΦ, σ). Then the isomorphism between ZKΦ(QΦ, DΦ, σ) and ZK(Υ)
lifts to an isomorphism of formal algebraic spaces:
ŜKΦ(QΦ, DΦ, σ) ≃−→
(SΣK)∧ZK(Υ)
restricting to the one from (2.1.27)(3) in characteristic 0. This extension is character-
ized by the following property: Given a point s‡0 of ZKΦ(QΦ, DΦ, σ), with corresponding
point s′0 of ZK(Υ), consider the induced map:
SpecR(Φ, σ, s‡0)
≃−→ Spec ÔSΣK ,s′0 → S
Σ
K .
The restriction of this map to V (Φ, σ, s‡0) factors through SK and is identified with
i(Φ, σ, s‡0).

3. The local structure at the boundary of a Shimura variety of Hodge type
We will fix a prime number p for the entirety of this section. The goal is to prove the main
technical theorem (3.4.3) on the local structure at the boundary of an integral model for a
Shimura variety of Hodge type over a p-adic place of its reflex field.
3.1. Shimura varieties and absolute Hodge cycles. This sub-section is a direct general-
ization of the first part of [32, §2]: We are simply transposing the results from the world of pure
Shimura varieties (of Hodge type) and abelian varieties to that of mixed Shimura varieties12
and 1-motifs.
We will fix a Shimura datum (G,X) of Hodge type. This means that it is equipped with an
embedding into a Siegel Shimura datum
ι : (G,X) →֒ (GSp(H), S±(H)),
which we will also fix.
Set G‡ = GSp(H) and X‡ = S±(H). Let E = E(G,X) be the reflex field of (G,X).
Suppose thatK‡ ⊂ G‡(Af ) andK ⊂ G(Af ) are neat compact open sub-groups withK ⊂ K‡.
For the remainder of this section, we will always assume that H and K‡ have been chosen
so that H admits a self-dual lattice H(Z) such that H(Ẑ) is stabilized by K and such that
K‡p ⊂ G‡(Qp) is exactly the stabilizer of H(Zp).
It is not possible to arrange for the existence of such a lattice for every choice of symplectic
representation H ; however, using Zarhin’s trick, one can always ensure it after replacing H
with H⊕8.
The main reason for this restriction is that we need to apply the theory of (2.2.19).
3.1.1. Suppose that we are given a clr Φ for (G,X), with Φ‡ = ι∗Φ the corresponding clr for
(G‡, X‡). The notation here is as in (2.2.6).
We then obtain a map of mixed Shimura varieties: ShKΦ(QΦ, DΦ)→ E⊗ShK‡
Φ‡
(QΦ‡ , DΦ‡).
In particular, restriction along this map gives us a 1-motif Q(Φ) over ShKΦ(QΦ, DΦ). In the
language of [9, §2.2], this 1-motif is equipped with a certain family of absolute Hodge cycles,
which we will now describe.
12We will only be considering mixed Shimura varieties attached to rational boundary components of pure
ones, but our discussion should apply just as well to arbitrary mixed Shimura varieties of Hodge type.
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Let {sα} ⊂ H(Q)⊗ be a family of tensors such that G ⊂ GL(H) is their point-wise stabilizer.
For each index α, via the functor in (2.1.8), we then obtain a canonical map of mixed Hodge
structures sα,Φ : 1→H⊗MH(Φ). In particular, we obtain canonical sections:
sα,Φ,B ∈ H0
(
ShKΦ(QΦ, DΦ)(C),W0H
⊗
B (Φ)
)
;
sα,Φ,dR ∈ H0
(
ShKΦ(QΦ, DΦ)(C), F
0
H
⊗
dR(Φ) ∩W0H⊗dR(Φ)
)∇=0
;
sα,Φ,e´t ∈ H0
(
ShKΦ(QΦ, DΦ)(C),W0H
⊗
Af
(Φ)
)
.
The latter two are identified with 1⊗sα,Φ,B via the canonical comparison isomorphisms between
the Betti and de Rham (resp. étale) realizations.
Proposition 3.1.2.
(1) For each α, sα,Φ,dR descends to a section of H
⊗
dR(Φ) defined over ShKΦ(QΦ, DΦ).
(2) For each α, sα,Φ,e´t descends to a section of H
⊗
Af
(Φ) defined over ShKΦ(QΦ, DΦ).
Proof. When Φ = (G,X+, 1), and ShKΦ(QΦ, DΦ) is a pure Shimura variety of Hodge type,
this is deduced in [32, (2.2)] from Deligne’s theorem that all Hodge classes on abelian varieties
over C are absolutely Hodge [18, Ch. I, Theorem 2.11]. The same proof applies in our setting,
except that we have to replace the use of Deligne’s theorem with the result of Brylinski that
all Hodge classes on 1-motifs over C are absolutely Hodge [9, Théorème (2.2.5)]. 
3.1.3. We now specialize to the case where Φ = (G,X+, 1). The 1-motif Q(Φ) in this case is
simply an abelian scheme A. As usual, in this case, we will omit Φ from the notation for all
the cohomological cycles we have defined above.
Suppose that F is a finite extension of Ev, where v|p is a finite place of E, and suppose that
x ∈ ShK(F ). Then we have the de Rham comparison isomorphism
BdR ⊗F H1dR(Ax/F ) ≃−→ BdR ⊗Qp H1e´t(Ax,F¯ ,Qp).
Proposition 3.1.4. Under this isomorphism, sα,dR,x is carried to sα,e´t,x.
Proof. This is the main result of [5], which applies directly when Ax is in fact defined over a
number field. For the generality we need, as pointed out in [47, p. 5.6.3], we can either appeal
to a trick of Lieberman as in [60, p. 5.2.16], or we can directly use the fact that Ax arises from
the family A defined over the number field E. 
3.1.5. The clr Φ will again be arbitrary. Fix σ ⊂ WΦ(R)(−1) with σ◦ ⊂ H(Φ). Fix a point t
in ZKΦ(QΦ, DΦ, σ), and let R(Φ, σ, t) be the complete local ring of ShKΦ(QΦ, DΦ, σ) at t. Set
V := V (Φ, σ, t) = SpecR(Φ, σ, t) ×ShKΦ (QΦ,DΦ,σ) ShKΦ(QΦ, DΦ).
There is a canonical 1-motif Q = Q(Φ)|V over V , equipped with additional tensors
{sα,Φ,e´t} ⊂ H0
(
V,Af ⊗ T̂ (Q)⊗
)
; {sα,Φ,dR} ⊂ H0(V,H1dR(Q)⊗).
Via the isomorphism ZKΦ(QΦ, DΦ, σ)
≃−→ ZK(Υ), we obtain a point t′ ∈ ZK(Υ) (where
Υ = [(Φ, σ)]) and an identification of R(Φ, σ, t) with the complete local ring of ShΣK at t
′.
Through this, we obtain a map V (Φ, σ, t) → ShK , and thus an abelian scheme A over V ,
equipped with additional tensors
{sα,e´t} ⊂ H0
(
V,Af ⊗ T̂ (A)⊗
)
; {sα,Φ,dR} ⊂ H0(V,H1dR(A)⊗).
We also have canonical isomorphisms
T̂ (Q) ≃−→ T̂ (A);H1dR(Q) ≃−→ H1dR(A).
Proposition 3.1.6. The two isomorphisms carry, for each α, sα,Φ,e´t to sα,e´t (resp. sα,Φ,dR to
sα,dR).
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Proof. We can assume that t is C-valued. By (2.2.13), we can identify the isomorphism T̂ (Q) ≃−→
T̂ (A) with the analytic one arising from (2.2.12.1). For the latter, the proposition is clear by
construction. A similar argument works for the de Rham realizations as well. 
3.2. The canonical log F -crystal and its properties. For the rest of the section, we will
fix a clr Φ‡ for (G‡, X‡). We will use the choice of isomorphism of Hodge structures Q
≃−→ Q(1)
determined by X‡,+ to identify WΦ‡(R)(−1) with WΦ‡(R).
3.2.1. Let σ‡ ⊂WΦ‡(R) be a rational polyhedral cone with σ‡,◦ ⊂ H(Φ‡). Given a point s‡0 ∈
ZK‡(Φ‡, σ‡)(Fp), let R(σ‡, s‡0) := R(Φ‡, σ‡, s‡0) be the complete local ring of SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡)
at s‡0, and let R
sab be the complete local ring of S
K
‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡) at the image of s‡0. Set
S(σ‡, s‡0) = SpecR(σ
‡, s‡0) and let V (σ
‡, s‡0) ⊂ S(σ‡, s‡0) be the complement of the boundary
divisor.
Let Q(σ‡, s‡0) be the tautological object in DD(S(σ‡, s‡0), V (σ‡, s‡0)) determined by the natu-
ral map V (σ‡, s‡0)→ Ξ, and letA(σ‡, s‡0) be the corresponding object ofDEG(S(σ‡, s‡0), V (σ‡, s‡0))
associated with it via the equivalence in (1.2.2).
Set X = grW0 H
g(Z); then the perfect pairing
ψg : Hg(Z)×Hg(Z)→ Z
identifes grW0 H
∨,g(ν) with grW0 H
g(Z) = X.
We have canonical identifications
Q(σ‡, s‡0)e´t = Q(σ‡, s‡0)mult,C = X.
Moreover, the abelian part B = Q(σ‡, s‡0)ab depends only on the image of s‡0 in SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡):
It is equipped with a principal polarization λab, which we can use to identify it with B∨.
Over Rsab, we also have a canonical homomorphism c∨ : X → B∨ = B, which classifies the
semi-abelian part G := Qsab. This is an extension:
(3.2.1.1) 1→ Hom(X,Gm)→ G → B → 1.
Set Û(σ‡, s‡0) = Spf R(σ‡, s‡0). Set K0 = W [p−1], and let Ûan(σ‡, s‡0) be the analytic space
over K0 associated with Û(σ‡, s‡0) (cf. A.4). We will write Ûan,◦(σ‡, s‡0) for the complement of
the boundary divisor in Ûan(σ‡, s‡0).
The goal of this sub-section is to explicitly describe the log Dieudonné F -crystal M(σ‡, s‡0)
over R(σ‡, s‡0) that is associated with Q(σ‡, s‡0). That is, we want to write down in concrete
terms a ϕ-module over R(σ‡, s‡0), along with the logarithmic topologically nilpotent connection
on it.
Also, for later technical purposes, we will need to allow ourselves to change σ‡ in a way
that replaces R(σ‡, s‡0) by complete local rings in a combination of blow-ups and blow-downs
of SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡). This necessitates a bit of notational and conceptual baggage that the
reader can ignore if she so chooses.
3.2.2. In the notation of (2.1.11), set S = SK‡(Φ
‡), B = BK‡(Φ
‡), and E = EK‡(Φ
‡).
As observed in (2.2.17), we can identify SpecRsab × E with the scheme over Rsab that
parameterizes principally polarized 1-motifs (Q(0), λ(0)) satisfying:
Q(0)e´t = Q(0)mult,C = X ; Q(0)ab = 0,
and equipped with additional level structures, which will not be essential here.
Equivalently, SpecRsab ×E parameterizes symmetric bilinear pairings:
τ0 : X× X→ Gm
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with some additional structures. In particular, if E0 is the torus, with character group S0 :=
Sym2 X, then we have a natural finite étale map of tori:
SpecRsab ×E→ SpecRsab ×E0
corresponding to an injective map of character groups S0 →֒ S.
3.2.3. Let Ξ be the restriction of the E-torsor SK‡
Φ‡
(QΦ‡ , DΦ‡) to SpecR
sab. Since Rsab is
strictly henselian, Ξ is trivializable. Fix an E-equivariant isomorphism:
ιsab : SpecRsab ×E ≃−→ Ξ.
In particular, by the discussion in (3.2.2), such a trivialization equips any Ξ-scheme S with
a natural pairing τ0 : X×X→ O×S corresponding to the identity section of the trivial E0-torsor.
Let E →֒ E(σ‡) be the torus embedding associated with σ‡, and let S(σ‡) ⊂ S be the
sub-monoid such that
E(σ‡) = Spec Z[S(σ‡)].
Let Ξ(σ‡) be the restriction of SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡) to SpecRsab.
Then ιsab allows us to identify SpecRsab×E(σ‡) with Ξ(σ‡). In particular, given a point s‡0
as above, it gives us a point s′0 in the closed orbit of E(σ
‡), and an isomorphism of Rsab-algebras:
Rsab⊗̂WB(σ‡, s′0) ≃−→ R(σ‡, s‡0).(3.2.3.1)
Here, B(σ‡, s′0) is the complete local ring of E(σ
‡) at s′0.
3.2.4. Suppose that σ˜‡ ⊂ σ‡ is another rational polyhedral cone that is not contained in a
proper face of σ‡. Then we obtain a map of torus embeddings:
E(σ˜‡)→ E(σ‡).(3.2.4.1)
Moreover, under this map, the closed orbit of the target is contained within the image of the
closed orbit of the source.
Twisting (3.2.4.1) by the torsor Ξ produces a birational map of Rsab-schemes:
Ξ(σ˜‡)→ Ξ(σ‡)(3.2.4.2)
such that the closed stratum Z(σ‡) ⊂ Ξ(σ‡) is contained within the image of Z(σ˜‡).
If s˜‡0 ∈ Z(σ˜‡)(Fp) is a point lifting s‡0 ∈ Z(σ‡)(Fp) Then (3.2.4.2) induces a birational map
of Rsab-schemes
(3.2.4.3) fs˜‡0,s
‡
0
: S(σ˜‡, s˜‡0)→ S(σ‡, s‡0),
carrying V (σ˜‡, s˜‡0) into V (σ
‡, s‡0). This map is compatible with the splittings (3.2.3.1) induced
by the secion ιsab.
3.2.5. Analytifying fs˜‡0,s
‡
0
, we obtain a map of analytic spaces
fs˜‡0,s
‡
0
: Ûan,◦(σ˜‡, s˜‡0)→ Ûan,◦(σ‡, s‡0).
This identifies Ûan,◦(σ˜‡, s˜‡0) with an open subspace of Ûan,◦(σ‡, s‡0).
To see this, note that the decomposition (3.2.3.1) reduces us to considering the map (Spf B(σ˜, s˜′0))
an →
(Spf B(σ‡, s′0))
an.
As above, we will use the superscript ◦ to denote the complement of the boundary divisor.
Then every h ∈ S can be viewed as a non-vanishing global function on (Spf B(σ‡, s‡0))an,◦.
The point s˜′0 determines a map of monoids s˜
♯
0 : S(σ˜) → Fp. Let β(h) ∈ W× be the
Teichmüller lift of s˜♯0(h) ∈ F
×
p . Then(
Spf B(σ˜‡, s˜‡0)
)an,◦ ⊂ (Spf B(σ‡, s‡0))an,◦
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is the subspace defined by the conditions |h−β(h)| < 1, as h varies over elements in S(σ˜‡)× ⊂ S.
3.2.6. More generally, consider the set
{
(σ‡, s‡0) : σ
‡ ⊂WΦ‡(R)(−1) rational polyhedral cone with σ‡,◦ ⊂ H(Φ‡), and s‡0 ∈ Z(σ‡)(Fp)
}
.
(3.2.6.1)
We will equip it with the minimal equivalence relation ∼ such that (σ˜‡, s˜‡0) ∼ (σ‡, s‡0) whenever
σ˜‡ ⊂ σ‡ and s˜‡0 maps to s‡0 under the map Z(σ˜‡)→ Z(σ‡).
Concretely, this means that (σ˜‡, s˜‡0) is equivalent to (σ
‡, s‡0) if two conditions hold: the
intersection σ˜‡,◦ ∩ σ‡,◦ is non-empty; and, with σ′ ⊂ WΦ‡(R)(−1) the closure of σ˜‡,◦ ∩ σ‡,◦,
there is a point s′0 ∈ Z(σ′)(Fp) mapping to s˜‡0 and s‡0 under the maps Z(σ′) → Z(σ‡) and
Z(σ′)→ Z(σ˜‡), respectively.
By (3.2.5), we can naturally view Ûan,◦(σ′, s′0) as an open sub-space of both Ûan,◦(σ˜‡, s˜‡0)
and Ûan,◦(σ‡, s‡0). We will therefore suggestively denote it as an ‘intersection’:
Ûan,◦(σ˜‡, s˜‡0) ∩ Ûan,◦(σ‡, s‡0) := Ûan,◦(σ′, s′0).
3.2.7. Fix any Frobenius lift ϕ : Rsab → Rsab and equip B(σ‡, s‡0) with the Frobenius lift
ϕσ : B(σ
‡, s‡0) → B(σ‡, s‡0) induced by the p-power map on S. The completed tensor product
of the two lifts now determines a Frobenius lift ϕ = ϕ⊗̂ϕσ on R(σ‡, s‡0).
The section Rsab → Ξ determining ιsab gives us a principally polarized 1-motif (Qcl, λcl)
over Rsab. On the other hand, as observed in (3.2.2), ιsab also determines a map Ξ → E, and
thus a pairing
τ0 : X× X→ O×Ξ → O×V (σ‡,s‡0).
Equivalently, it determines an object Q(0) in DD(S(σ‡, s‡0), V (σ‡, s‡0)) with
Q(0)e´t = Q(0)mult = X ; Q(0)ab = 0.
The pair (Qcl, τ0) is now an object in D˜D(S(σ‡, s‡0), V (σ‡, s‡0)); cf. (A.1.8). In the notation
of loc. cit., we have a canonical isomorphism:
B(S(σ‡,s‡0),V (σ‡,s
‡
0))
(
(Qcl, τ0)
) ≃−→ Q(σ‡, s‡0).
Set M(σ‡, s‡0) = D(A(σ‡, s‡0))(S(σ‡, s‡0)) and Mcl(σ‡, s‡0) = D(Qcl)(S(σ‡, s‡0)): these are
both finite free OS(σ‡,s‡0)
-modules equipped with a ϕ-module structure and compatible inte-
grable logarithmic connections. They are also equipped with Hodge filtrations F •M(σ‡, s‡0),
F •Mcl(σ‡, s‡0); and weight filtrations W•M(σ‡, s‡0), W•Mcl(σ‡, s‡0).
We have canonical isomorphisms:
grW2 M(σ‡, s‡0) ≃−→ grW2 Mcl(σ‡, s‡0) ≃−→ OS(σ‡,s‡0)(−1)⊗ X;
W0M(σ‡, s‡0) ≃−→W0Mcl(σ‡, s‡0) ≃−→ Hom(X,OS(σ‡,s‡0));(3.2.7.1)
grW1 M(σ‡, s‡0) ≃−→ grW1 Mcl(σ‡, s‡0) ≃−→ D(B)(S(σ‡, s‡0)).
Let D(0) be the extension ofW1D(Qcl) by 1(−1)⊗X in LDieu(S(σ‡, s‡0), V (σ‡, s‡0)) obtained
by pushing D(Q(0)) out along the inclusion:
Hom(1,X) =W0D(Qcl) →֒W1D(Qcl).
From the construction of D(A(σ‡, s‡0)) in (A.1.10) from D(Qcl) and the pairing τ0, we see
that D(A(σ‡, s‡0)) is canonically isomorphic to the Baer sum of D(Qcl) and D(0) as extensions
of W1D(Qcl) by 1(−1)⊗ X.
From the explicit description of D(0) in (A.1.5), we deduce that, as a ϕ-module overR(σ‡, s‡0),
D(0)(S(σ‡, s‡0)) is naturally isomorphic to the split extension ofOS(σ‡,s‡0)(−1)⊗X byHom(X,OS).
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Therefore, we have an isomorphism of ϕ-modulesMcl(σ‡, s‡0) ≃−→M(σ‡, s‡0) preserving Hodge
and weight filtrations and inducing the canonical isomorphisms from (3.2.7.1) on the associated
graded pieces of the weight filtrations.
Furthermore, let ∇cl : M(σ‡, s‡0) → M(σ‡, s‡0) ⊗ Ωˆ1,logS(σ‡,s‡0)/W be the integrable connection
induced via this isomorphism from that on Mcl(σ‡, s‡0). If ∇ is the natural connection on
M(σ‡, s‡0), the difference
Θ = ∇−∇cl :M(σ‡, s‡0)→M(σ‡, s‡0)⊗ Ωˆ1,logR(σ‡,s‡0)/W(3.2.7.2)
is an R(σ‡, s‡0)-linear map. It factors through:
grW2 M(σ‡, s‡0) = OS(σ‡,s‡0)(−1)⊗ X→ Hom(X, Ωˆ
1,log
S(σ‡,s‡0)/W
) =W0M(σ‡, s‡0)⊗ Ωˆ1,logS(σ‡,s‡0)/W ,
where the map in the middle OS(σ‡,s‡0)
(−1)⊗ X → Hom(X, Ωˆ1,log
S(σ‡,s‡0)/W
) is the one induced by
the pairing:
X× X→ Ωˆ1,log
R(σ‡,s‡0)/W
;
(x1, x2) 7→ − dlog(τ0(x1, x2)).
3.2.8. We will now apply the theory of (1.4), especially (1.4.5). Let a ∈ B(σ, s′0) be an equation
for the boundary divisor S(σ‡, s‡0)\V (σ‡, s‡0). Let M(σ‡, s‡0) =M0(A(σ‡, s‡0)) be the module of
unipotent nearby cycles.
Now,
R(σ‡, s‡0)[a
−1]×/R(σ‡, s‡0)
× ≃−→ B(σ‡, s‡0)[a−1]×/B(σ‡, s‡0)× ≃−→ S/S(σ)×.
Set Λ(σ) = S/S(σ)×. Then, in the notation of (1.4.4), M(σ‡, s‡0) is an object in LFI(Fp,Λ(σ)).
Since the monodromy operator
N(σ‡, s‡0) :M(σ
‡, s‡0)→M(σ‡, s‡0)⊗ Λ(σ)
is just the residue of the connection ∇, it can be described explicitly using information from
(3.2.7): M(σ‡, s‡0) is equipped with a weight filtration W•M(σ
‡, s‡0) with W0M(σ
‡, s‡0) =
Hom(X,K0) and gr
W
2 M(σ
‡, s‡0) = K0(−1) ⊗ X. Then N(σ‡, s‡0) is induced by a natural map
X→ Hom(X,Λ(σ)), or, equivalently, a natural pairing
X× X→ Λ(σ).
This is exactly the symmetric pairing induced from the map S0 → S→ S/S(σ)× = Λ(σ).
3.2.9. Let σ˜‡ ⊂ σ‡ ⊂ H(Φ‡) and s˜‡0 ∈ Z(σ˜‡)(Fp) be as in (3.2.4).
Then (3.2.4.3) produces a canonical identification in LDieuwt(S(σ˜
‡, s˜‡0), V (σ˜
‡, s˜‡0)):
f∗
s˜‡0,s
‡
0
M(σ‡, s‡0) =M(σ˜‡, s˜‡0).(3.2.9.1)
The map fs˜‡0,s
‡
0
also produces a functor
f∗
s˜‡0,s
‡
0
: LFI(Fp,Λ(σ
‡))→ LFI(Fp,Λ(σ˜‡)).
Concretely, given a tuple (D,ϕD, ND) on the left hand side, we have f
∗
s˜‡0,s
‡
0
(D,ϕD, ND) =
(D,ϕD, f
∗
s˜‡0,s
‡
0
ND), where f
∗
s˜‡0,s
‡
0
ND is the composition:
D
ND−−→ D ⊗ Λ(σ)→ D ⊗ Λ(σ˜‡).
Now (3.2.9.1) gives us a canonical identification in LFI(Fp,Λ(σ˜)): f∗s˜‡0,s
‡
0
M(σ‡, s‡0) =M(σ˜
‡, s˜‡0).
Given (σ‡, s‡0) in the set (3.2.6.1), we find from above that the ϕ-module over K0 underlying
M(σ‡, s‡0) depends only on the equivalence class of (σ
‡, s‡0).
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Fix such an equivalence class. Write M0 for the associated ϕ-module over K0. Given a
particular representative (σ‡, s‡0) in this equivalence class, there is a map N(σ
‡, s‡0) : M0 →
M0 ⊗ Λ(σ‡) giving M0 the structure of an object M(σ‡, s‡0) in LFI(Fp,Λ(σ‡)).
3.2.10. Notice that the principal polarization on A(σ‡, s‡0) induces a non-degenerate alternat-
ing pairing:
ψ(σ‡, s‡0) :M(σ‡, s‡0)×M(σ‡, s‡0)→ OS(σ‡,s‡0)(−1),
which in turn produces a symplectic pairing:
ψ0 : M0 ×M0 → K0(−1).
As above, it is easily checked that this pairing does not depend on the choice of (σ‡, s‡0) in its
equivalence class.
Let Pwt ⊂ GSp(M0, ψ0) be the parabolic subgroup preserving the weight filtration, and
let Uwt ⊂ Pwt be the center of its unipotent radical. Then LieUwt ⊂ End(M0) consists of
endomorphisms that factor as:
M0 → grW2 M0 = K0(−1)⊗ X
f−→ Hom(X,K0) =W0M0 →֒M0,
where f : K0(−1) ⊗ X → Hom(X,K0) is induced from a symmetric bilinear pairing X × X →
K0(1).
In particular, (LieUwt)(−1) = K0(−1)⊗K0 LieUwt admits a natural rational structure: The
space of symmetric bilinear pairings on X with values in Q. But this in turn is canonically
identified with the Lie algebra LieWΦ‡ .
Putting this all together, we find that we have a canonical isomorphism:
(3.2.10.1) K0 ⊗Q LieWΦ‡ ≃−→ (LieUwt)(−1).
This identifies Qp ⊗ LieWΦ‡ with the space of ϕ-invariants on the right-hand side.
3.2.11. Let O log
Ûan(σ‡,s‡0)
be the OÛan(σ‡,s‡0)
-algebra defined in (1.4.2): It has the structure of
an ind-object over LFI(S(σ‡, s‡0), V (σ
‡, s‡0)). There is a canonical isomorphism of (ind-)log
F -isocrystals (1.4.5.1):
ξσ‡,s‡0
: O log
Û(σ‡,s‡0)
an
⊗K0 M0 ≃−→M(σ‡, s‡0)an,log := O logÛ(σ‡,s‡0)an ⊗OÛan(σ‡,s‡0) M
an(σ‡, s‡0).
(3.2.11.1)
Let Ûan,◦(σ‡, s‡0) ⊂ Ûan(σ‡, s‡0) be the complement of the boundary divisor. There is a canon-
ical horizontal isomorphism of vector bundles over Ûan,◦(σ‡, s‡0) with integrable connections:
Man(σ‡, s‡0)|Ûan,◦(σ‡,s‡0)
≃−→ H1dR(A(σ‡, s‡0)/V (σ‡, s‡0))|Ûan,◦(σ‡,s‡0)(3.2.11.2)
This respects the Hodge filtrations on both sides.
Fix an algebraic closure K0 for K0. For any finite extension L/K0 within K0 and any point
x ∈ Ûan,◦(L), write Ax for the fiber of A(σ‡, s‡0) at x.
A choice of uniformizer π ∈ L allows us to define a specialization map xπ on O logÛan(σ‡,s‡0);
cf. (1.4.7). Specializing (3.2.11.1) along xπ and using (3.2.11.2) gives us the Hyodo-Kato iso-
morphism:
βH-K,x,π : L⊗K0 M0 ≃−→ H1dR(Ax/L).(3.2.11.3)
Furthermore, from (1.4.10) and (1.4.8), we obtain a natural comparison isomorphism
βst,x : Bst ⊗Qp H1e´t
(Ax,K0 ,Qp) ≃−→ Bst ⊗K0 M0.(3.2.11.4)
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This isomorphism is compatible with the actions of ΓL = Gal(K0/L) and ϕ, where ΓL (resp ϕ)
acts via its diagonal action on the left hand side (resp. right hand side) and via its action on
Bst on the right hand side (resp. left hand side). If we equip M0 with the monodromy operator
Nx : M0
N(σ‡,s‡0)−−−−−−→M0 ⊗ Λ(σ‡) 1⊗x
♯
−−−→M0 ⊗ (K×0 /O×K0),
then (3.2.11.4) is also compatible with monodromy operators on both sides. Again, here, we
are equipping the right hand side with the operator N ⊗ 1+ 1⊗Nx and the left hand side with
the operator N ⊗ 1, where N : Bst → Bst ⊗ (K×0 /O×K0) is the canonical monodromy operator
from [22, p. 3.2.2].
Using the embedding L ⊗K0 Bst →֒ BdR induced by the choice of uniformizer π, we obtain
the composition
βdR,x : BdR ⊗Qp H1e´t
(Ax,K0 ,Qp) 1⊗βst,x−−−−−→ BdR ⊗L (L ⊗K0 M0) 1⊗βH-K,x,π−−−−−−−→≃ BdR ⊗L H1dR(Ax/L),
(3.2.11.5)
which is just the canonical de Rham comparison isomorphism.
3.2.12. Let Qcl be the 1-motif overRsab obtained from the splitting (3.2.3.1), and letMcl,an be
the corresponding F -isocrystal over Û sab,an. LetM cl0 be the corresponding module of unipotent
nearby cycles over K0. Then we have a canonical isomorphism of F -isocrystals (1.4.5.1):
ξcl : OÛsab,an ⊗K0 M cl0
≃−→Mcl,an.
Given any pair (σ‡, s‡0) in our fixed equivalence class, we now have a canonical identification
of ϕ-modules:
(3.2.12.1) OÛan(σ‡,s‡0)
⊗K0 M cl0 ≃−→Man(σ‡, s‡0)
preserving Hodge and weight filtrations and inducing the canonical isomorphisms from (3.2.7.1)
on the associated graded pieces. The induced connection on the right hand side differs from
the natural one by the linear map Θ defined in (3.2.7.2). Therefore, (3.2.12.1) gives us an
identification:
(3.2.12.2) M cl0 = {x ∈ H0
(Ûan(σ‡, s‡0),Man(σ‡, s‡0)) : ∇(x) = Θ(x)}.
By construction, we have a map of groups R(σ‡, s‡0)[a
−1]×
u7→ℓu−−−−→ O log
Ûan(σ‡,s‡0)
carrying any
element of u ∈ R(σ‡, s‡0)× to log(u). Consider the map
S0 →֒ S m 7→ℓm−−−−→ O logÛan(σ‡,s‡0),
where we view S as a subgroup of B(σ‡, s‡0)[a
−1]× ⊂ R(σ‡, s‡0)[a−1]×. This gives us a ϕ-
equivariant symmetric pairing
X× X→ O log
Ûan(σ‡,s‡0)
(1),
and thus a ϕ-equivariant map
O
log
Ûan(σ‡,s‡0)
(1)⊗ X→ Hom(X,O log
Ûan(σ‡,s‡0)
),
which we can view as a ϕ-equivariant endomorphism A ∈ O log
Ûan(σ‡,s‡0)
⊗K0 LieUwt. Comparing
with the construction of Θ in (3.2.7.2), we find
dA = −Θ ∈ Ω1,log
Ûan(σ‡,s‡0)/K0
⊗ LieUwt.
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From this, it is easy to see that the ϕ-equivariant automorphism exp(A) of Man,log(σ‡, s‡0)
induces a ϕ-equivariant isomorphism M cl0
≃−→M0. Tensoring with OÛsab,an produces an isomor-
phism:
exp(A) :Mcl,an ≃−→ OÛsab,an ⊗K0 M cl0
≃−→ OÛsab,an ⊗K0 M0.(3.2.12.3)
The image of the Hodge filtration F •Mcl,an under this isomorphism produces a filtration
F •cl(OÛsab,an ⊗K0 M0) on the target.
3.2.13. For future use, it will be useful to have a different realization of the isomorphism (3.2.10.1).
Let Qx be the 1-motif over L obtained by pulling Q(σ‡, s‡0) along x: It is equipped with a prin-
cipal polarization λx. Since x is also a point of SK‡
Φ‡
(QΦ‡ , DΦ‡), (Qx, λx) is equipped with a
K‡
Φ‡
-level structure. In particular, if Tp(Qx) is the p-adic Tate module of Qx, this means that
we can find an isomorphism:
ηp : H
g(Zp)
≃−→ Tp(Qx),
and a trivialization up : Zp
≃−→ Zp(1) over K0 (equivalently, a compatible family of p-power
roots of unity in K
×
0 ) with the following properties:
• ηp preserves W• filtrations;
• The map
Zp ⊗ X = grW0 Hg(Zp)
grW0 ηp−−−−→
≃
grW0 Tp(Qx) = Zp ⊗ X
is the identity;
• Via ηp, the Weil pairing eλx on Tp(Qx) pulls back to up ◦ ψg.
Using the canonical identifications
H1e´t
(Ax,K0 ,Zp) = Tp(Ax)∨ = Tp(Qx)∨,
we now obtain an isomorphism:
α = βst,x ◦ (η∨p )−1 : Bst ⊗H∨(Q) ≃−→ Bst ⊗K0 M0,
which preserves W•-filtrations and polarization pairings (up to Z×p -multiples). Moreover, let
u0 : K0(−1) ≃−→ K0 be the isomorphism obtained by applying the Dieudonné module functor
to the trivialization u. Then we have commuting diagrams:
Bst ⊗W0H∨(Q) == Hom(X, Bst)
Bst ⊗W0M0
W0α ≃
∨
==== Hom(X, Bst)
wwwwwwwww ;
Bst ⊗ grW2 H∨(Q) ==== Bst ⊗ X
Bst ⊗ grW2 M0
grW2 α ≃
∨
==== Bst(−1)⊗ X
≃ u−10 ⊗ 1
∨
.(3.2.13.1)
Here, all equalities are canonical identifications.
Since α preserves W•-filtrations and polarization pairings, it induces an isomorphism:
(3.2.13.2) Bst ⊗Q LieWΦ‡ ≃−→ Bst ⊗K0 LieUwt.
Lemma 3.2.14. The embedding (3.2.13.2) restricts to an isomorphism
K0 ⊗Q LieWΦ‡ ≃−→ (LieUwt)(−1)
which is precisely the one defined in (3.2.10.1).
Proof. This is immediate from the commuting diagrams (3.2.13.1). Note that the inclusion
K0(−1) ⊂ Bst is the natural one generated by Fontaine’s cyclotomic period t. 
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3.2.15. Consider the monodromy operator
Nx :M0 →M0 ⊗ (K×0 /O×K0).
Equip M0 ⊗ (K×0 /O×K0) with the ϕ-module structure given by the K0-semi-linear endomor-
phism:
m⊗ a 7→ ϕ0(m)⊗ ap.
Then we have a ϕ-equivariant isomorphism:
νp : M0 ⊗ (K×0 /O×K0)
1⊗νp−−−→
≃
M0 ⊗K0 K0(−1) =M0(−1).
Lemma 3.2.16. The map νp ◦Nx :M0 →M0(−1) is ϕ-equivariant, and in fact belongs to
(σ‡,◦ ∩ LieWΦ‡) ⊂ K0(−1)⊗K0 LieUwt ⊂ End(M0)(−1).
Proof. Indeed, νp ◦Nx is associated with the symmetric pairing
X× X→ Λ(σ‡) x
♯
−→ K×0 /O×K0
νp−→ Q.

3.3. Canonical Tate tensors. Fix a place v|p of E. Let SK be the normalization of SK‡ in
ShK . In this sub-section, we will investigate the intersection of SK with the formal boundary
charts constructed above. In particular, we will show that every point in the special fiber of
such an intersection carries a canonical family of crystalline ‘Tate tensors’.
Away from the boundary, this follows quite readily from the argument used in the proof
of [32, (2.3.5)], using the fact that the Hodge tensors on the abelian scheme A → ShK are
parallel for the Gauss-Manin connection. The same idea works at the boundary as well, but its
correct execution turns out to be a bit more intricate.
The main additional difficulty is that, by the theory of (1.4.3), elements of the space of unipo-
tent nearby cycles propagate to parallel tensors overMan,log(σ‡, s˜‡0), and not overMan(σ‡, s˜‡0).
The key thing is to show that, for the tensors arising from the {sα} via the p-adic comparison
isomorphism, their restrictions over Ûan,◦G (σ
‡, t0) are in fact sections of Man(σ‡, s‡0), and that
these sections can therefore be identified with the de Rham realizations of the {sα} by checking
at any one point of the space. The main technical input is (3.3.7).
3.3.1. Assume that we are given (σ‡, s‡0) in the set (3.2.6.1) such that
SK ×S
K‡
,i(Φ,σ,s‡0)
V (σ‡, s‡0) 6= ∅.
This fiber product is finite over V (σ‡, s‡0), and the normalization in this finite cover of S(σ
‡, s‡0)
is of the form SpecRG(σ
‡, s‡0), where RG(σ
‡, s‡0) is finite over the semi-local ring OE,(v) ⊗Z(p)
R(σ‡, s‡0).
Choose a point t0 ∈ (SpecRG(σ‡, s‡0))(Fp), and let RG(σ‡, t0) be the corresponding local
quotient of RG(σ
‡, s‡0). Then RG(σ
‡, t0) is normal and finite over the local ring OF⊗WR(σ‡, s‡0),
where F is a finite extension of K0 within K0 appearing as a factor of the algebra E ⊗Z(p) W .
3.3.2. Let ÛanG (σ‡, t0) be the rigid analytic space over F attached to the formal OF -scheme
ÛG(σ‡, t0) := Spf RG(σ‡, t0). Then we have a finite map of normal, irreducible analytic spaces
over F ,
uσ‡,t0 : ÛanG (σ‡, t0)→ Ûan(σ‡, s‡0)F .
Let Ûan,◦G (σ‡, t0) ⊂ ÛanG (σ‡, t0) be the pre-image of Ûan,◦(σ‡, s‡0)F .
Let ShK be the generic fiber of SK , and let ShanK,F be the associated rigid analytic space
over F : It contains the rigid analytic space ShanK,F as a dense open. Then ÛanG (σ‡, t0) can be
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identified with an open sub-space in Sh
an
K,F , and Ûan,◦G (σ‡, t0) ⊂ ÛanG (σ‡, t0) is the intersection
of ÛanG (σ‡, t0) with ShanK,F .
3.3.3. Just as in (3.2), for technical reasons, we must allow ourselves to vary the polyhedral
cone σ‡.
Suppose now that we have another pair (σ˜‡, s˜‡0) as in (3.2.6.1) that is equivalent to (σ
‡, s‡0)
in the sense of (3.2.6), and is such that the set
uσ‡,t0
(Ûan,◦G (σ‡, t0)(K0)) ∩ (Ûan,◦(σ‡, s‡0) ∩ Ûan,◦(σ˜‡, s˜‡0))(K0) ⊂ Ûan,◦(σ‡, s‡0)(K0)(3.3.3.1)
is non-empty.
Then we have:
SK ×S
K‡
,i(Φ,σ˜,s˜‡0)
V (σ˜‡, s˜‡0) 6= ∅.(3.3.3.2)
Once again, we can consider the ring of functions RG(σ˜
‡, s˜‡0) of the normalization of S(σ˜
‡, s˜0)
in this finite V (σ˜‡, s˜0)-scheme: It is a semi-local ring. For any closed point t˜0 of RG(σ˜
‡, s˜‡0), we
obtain a corresponding local normal quotient RG(σ˜
‡, t˜0), and the analytic spaces ÛanG (σ˜‡, t˜0)
and Ûan,◦G (σ˜‡, t˜0), along with the finite map
uσ˜‡,t˜0 : ÛanG (σ˜‡, t˜0)→ Ûan(σ˜‡, s˜0).
We will now say that a triple (σ˜‡, s˜‡0, t˜0) with t˜0 a closed point of SpecRG(σ˜
‡, s˜‡0) is SK-
equivalent to (σ‡, s‡0, t0) if the intersection from (3.3.3.1) is non-empty and contained in the
image of uσ˜‡,t˜0 .
3.3.4. Fix a finite extension L/F and a point x ∈ Ûan,◦G (σ‡, t0)(L) ⊂ ShK(L). We then have
ΓL-invariant tensors:
{sα,e´t,x} ⊂ H1e´t
(Ax,K0 ,Qp)⊗.
Via the isomorphism (3.2.11.4), we now obtain tensors:
{sα,st,x} ⊂M⊗0
such that, for each α, 1 ⊗ sα,st,x = βst,x(1 ⊗ sα,e´t,x) ∈ Bst ⊗M⊗0 . By construction, for each
α, sα,st,x is ϕ-invariant, and satisfies Nx(sα,st,x) = 0. In other words, if M0,x = x
∗M0 is the
induced (ϕ,N)-module over K0, we can view sα,st,x as a morphism of (ϕ,N)-modules over K0:
sα,st,x : 1→M⊗0,x.
3.3.5. Note that, by (3.2.16), for any y ∈ Ûan,◦(σ‡, s‡0)(K0), the monodromy element νp ◦Ny
lies in σ‡ ∩ LieWΦ‡ . Let
(3.3.5.1) σG = 〈νp ◦Ny : y ∈ Ûan,◦G (σ‡, t0)(K0)〉 ⊂ σ‡
be the rational polyhedral cone generated by the monodromy operators attached to points
lifting to Ûan,◦G (σ‡, t0).
Since RG(σ
‡, t0) is normal, there exists s
′
0 ∈ Z(σG)(Fp) such that the map ÛG(σ‡, t0) →
Û(σ‡, s‡0) lifts to a map ÛG(σ‡, t0)→ Û(σG, s′0). Let ξσG,s′0 be as in (3.2.11.1), and set
s˜α,st,x = ξσG,s′0(1 ⊗ sα,st,x) ∈ H0
(Ûan(σG, s′0),M(σG, s′0)an,log,⊗).
Proposition 3.3.6. The following statements are equivalent:
(1) For any y ∈ Ûan,◦G (σ‡, t0)(K0), and any index α, we have:
sα,st,y = sα,st,x ∈M⊗0 .
(2) For any y ∈ Ûan,◦G (σ‡, t0)(K0), and any index α, we have:
β−1H-K,y,π(sα,dR,y) = 1⊗ sα,st,x ∈ K0 ⊗K0 M⊗0 .
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(3) For any y ∈ Ûan,◦G (σ‡, t0)(K0), and any index α, we have:
Ny(sα,st,x) = 0 ∈M⊗0 ⊗
(
K
×
0 /O
×
K0
)
.
(4) For any index α, the parallel tensor s˜α,st,x belongs to H0
(Ûan(σG, s′0),M(σG, s′0)an,⊗).
(5) For any index α, the restriction of s˜α,st,x to Ûan,◦G (σ‡, t0) coincides with that of sα,dR un-
der the canonical isomorphism of filtered vector bundles with integrable connection (3.2.11.2):
Man(σ‡, s‡0)|Ûan,◦G (σ‡,t0)
≃−→ H1dR(A/ ShK)|Ûan,◦G (σ‡,t0).
Proof. We will show:
(1)⇔ (2)⇒ (3)⇔ (4)⇒ (5)⇒ (2).
Let y ∈ Ûan,◦(K0) be another point. After enlarging L if necessary, we can assume that y is
an L-valued point. Statement (1) is equivalent to the assertion that, for any α, we have:
βst,y(1⊗ sα,e´t,y) = 1⊗ sα,st,y ∈ Bst ⊗K0 M⊗0 .
This equality holds if and only if it is still true after a change of scalars along the embedding
L ⊗K0 Bst →֒ BdR attached to the choice of a uniformizer π ∈ L. Therefore, using (3.2.11.5)
and (3.1.4), (1) is now equivalent to the assertion:
β−1H-K,y,π(sα,dR,y) = 1⊗ sα,st,x ∈ L⊗K0 M⊗0 .
So we have shown (1)⇔(2).
Since sα,st,y induces a map of (ϕ,N)-modules 1→M⊗0,y, (3) is implied by (1).
Statement (4) holds if and only if, for any α, the parallel tensor s˜α,st,x induces a morphism
in LFI(S(σG, s
′
0), V (σG, s
′
0)):
s˜α,st,x : 1→M(σG, s′0)an,⊗.
By the equivalence of categories from (1.4.4), this holds if and only if, for any α, sα,st,x ∈M⊗0
induces a morphism in LFI(Fp,Λ(σG)):
sα,st,x : 1→M(σG, s′0)⊗.
In turn, this is equivalent to requiring that, for all maps ν : Λ(σG) → Q, and for any index
α, the composition
M0
N(σG,s
′
0)−−−−−−→M0 ⊗ Λ(σG) 1⊗ν−−→M0
carries sα,st,x to 0.
Now, by the definition of σG, Λ(σG) is the smallest quotient of Λ(σ
‡) with the following
property: All maps y♯ : Λ(σ‡) → K×0 /O×K0 for y ∈ Û
an,◦
G (σ
‡, t0)(K0) factor through Λ(σG). In
other words, the vector space Hom(Λ(σG),Q) is generated by maps of the form νp ◦ Ny, for
y ∈ Ûan,◦G (σ‡, t0). From this, the equivalence of (3) and (4) is immediate.
Assuming (4), we find that both s˜α,st,x and sα,dR,Ûan,◦G (σ‡,t0)
are parallel tensors in
H0
(Ûan,◦G (σ‡, t0),Man,⊗(σ‡, s‡0)),
whose fibers at x coincide with sα,dR,x.
Since Ûan,◦G (σ‡, t0) is a smooth, irreducible analytic space, we find that they must coincide
everywhere on Ûan,◦G (σ‡, t0). This shows (4)⇒(5).
Now, if we assume (5), then, for any y ∈ Ûan,◦G (σ‡, t0)(K0), the fiber of s˜α,st,x at y coin-
cides with sα,dR,y. On the other hand, by the construction of s˜α,st,x, this fiber is precisely
βH-K,y,π(sα,st,x). This shows that (5) implies (2). 
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Lemma 3.3.7. Let (σ˜‡, s˜0, t˜0) be a triple SK -equivalent to (σ‡, s0, t0) with σ˜‡,◦ ⊂ σ‡,◦. Assume
that σ‡ (resp. σ˜‡) is generated by elements of the form νp ◦Ny with y ∈ Ûan,◦G (σ‡, t0)(K0) (resp.
y ∈ Ûan,◦G (σ˜‡, t˜0)(K0)).
Then the natural map:
H0
(Ûan,◦G (σ‡, t0),O logÛan(σ‡,s‡0))∇=0 → H0(Ûan,◦G (σ˜‡, t˜0),O logÛan(σ˜‡,s˜‡0))∇=0
is injective.
Proof. Without loss of generality, we can assume that σ˜ has codimension 1 in σ, and that there
exists a point y0 ∈ Ûan,◦G (σ‡, t0)(K0) such that B0 = νp ◦ Ny0 is contained in σ‡,◦, but not in
σ˜‡,◦.
By (3.2.3), we have compatible splittings:
R(σ‡, s‡0) = R
sab⊗̂B(σ‡, s′0) ; R(σ˜‡, s˜‡0) = Rsab⊗̂B(σ˜‡, s˜′0).
Using these splittings, we can view every h ∈ S as a non-vanishing global function on both
Ûan,◦(σ‡, s‡0) and Ûan,◦(σ˜‡, s˜‡0).
Suppose that σ‡ has rank k. We then have a surjection of free groups
Λ(σ‡) = S/S(σ‡)× → S/S(σ˜‡)× = Λ(σ˜‡)
of ranks k and k − 1, respectively. Let vk ∈ Λ(σ‡) be a generator for the kernel of this map,
and fix a splitting:
Λ(σ‡) = Λ(σ˜‡)⊕ 〈vk〉.
Note that vk belongs to S(σ˜
‡)× but not to S(σ‡)×. In particular, the value of the pairing
〈B0, vk〉 must be non-zero.
Fix a basis {v1, . . . , vk−1} for Λ(σ˜‡) and a splitting:
S = S(σ‡)× ⊕ 〈v1, . . . , vk〉.
This allows us to view vk as a function on Ûan,◦(σ‡, s‡0). Note that, for any point x ∈
Ûan,◦(σ‡, s‡0), we have |vk(x)|p = p−〈νp◦Nx,vk〉.
We now obtain isomorphisms of sheaves of algebras:
OÛan(σ‡,s‡0)
[X1, . . . , Xk]
Xi 7→ℓvi−−−−−→
≃
O
log
Ûan(σ‡,s‡0)
; OÛan(σ˜‡,s˜‡0)
[X1, . . . , Xk−1]
Xi 7→ℓvi−−−−−→
≃
O
log
Ûan(σ˜‡,s˜‡0)
.
Here, the induced connection on the left-hand side carries Xi to dlog(vi), i = 1, . . . , k.
Moreover, under these isomorphisms the restriction map O log
Ûan(σ‡,s‡0)
→ O log
Ûan(σ˜‡,s˜‡0)
is identi-
fied with:
OÛan(σ‡,s‡0)
[X1, . . . , Xk]→ OÛan(σ˜‡,s˜‡0)[X1, . . . , Xk−1](3.3.7.1)
Xj 7→
{
Xj , if j ≤ k − 1
log(vk), if j = k.
We will abbreviate a k-tuple (j1, . . . , jk) ∈ Nk by j. For 1 ≤ j ≤ k, let ek be the i-tuple with
1 in the jth position and 0s elsewhere. Suppose that we have an element
a =
∑
j∈Nk
ajX
j1
1 · · ·Xjii ∈ H0
(Ûan,◦G (σ‡, t0),O logÛan(σ‡,s‡0))∇=0.
Here, the coefficients aj belong to H
0(Ûan,◦G (σ‡, t0),OÛan(σ‡,s‡0)). One easily checks that the
condition ∇(a) = 0 translates to:
daj = −
k∑
m=1
(jm + 1)aj+em dlog(vm), for all j ∈ Ni.
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In particular, if j ∈ Ni is such that aj 6= 0, but aj+es = 0, for 1 ≤ s ≤ k, then we must have
daj = 0, and so aj must be a non-zero constant.
Suppose that a 6= 0, and choose an index j such that aj is a non-zero constant and such that
aj+ek = 0. The lemma will follow if we can show that the image of a under (3.3.7.1) is non-zero
when restricted over Ûan,◦G (σ˜‡, t˜0).
Assume that this is untrue. Then we must have:
jk∑
s=0
a(j1,...,jk−1,s) log(vk)
s = 0 ∈ H0(Ûan,◦G (σ˜‡, t˜0),OÛan(σ‡,s‡0))
Indeed, this is simply the coefficient for the monomial Xj11 · · ·Xjk−1i−1 in the image of a un-
der (3.3.7.1). Therefore, we find that log(vk) satisfies a non-zero monic polynomial over
H0(Ûan,◦G (σ‡, t0),OÛan(σ‡,s‡0)).
By (A.4.4), this implies that |vk(x)|p = 1, for all x ∈ ÛanG (σ, s0)(K0). However, we have
|vk(x0)|p = p−〈B0,vk〉, and we have already seen that 〈B0, vk〉 6= 0. This gives us the desired
contradiction. 
Proposition 3.3.8. The equivalent statements of (3.3.6) are true.
Proof. It is enough to prove assertion (5) of (3.3.6). For this, replacing σ by σG, we can assume
that σ is generated by elements of the form νp ◦Nx, for x ∈ Ûan,◦G (σ‡, t0)(K0).
Via (3.2.11.1), we now obtain a canonical identifications:
H0
(Ûan,◦G (σ‡, t0),Man,log,⊗(σ‡, s‡0))∇=0 = H0(Ûan,◦G (σ‡, t0),O logÛan(σ‡,s‡0))∇=0 ⊗K0 M⊗0 .
In particular, for every α, the restriction of sα,dR over Ûan,◦G (σ‡, t0) can naturally be viewed as
an element
sα,dR,(σ,s0) ∈ H0
(Ûan,◦G (σ‡, t0),O logÛan(σ‡,s‡0))∇=0 ⊗K0 M⊗0 .
Assertion (5) holds if and only if, for all α:
sα,dR,(σ,s0) = 1⊗ sα,st,x ∈ H0
(Ûan,◦G (σ‡, t0),O logÛan(σ‡,s‡0))∇=0 ⊗K0 M⊗0 .(3.3.8.1)
Let σ˜ ⊂ σ be the polyhedral cone generated by νp ◦ Nx, and let s˜‡0 ∈ Z(σ˜)(Fp) be the
specialization of x. From (3.3.7) we find that the map:
H0
(Ûan,◦G (σ‡, t0),O logÛan(σ‡,s‡0))∇=0 → H0(Ûan,◦(σ˜‡, t˜0),O logÛan(σ˜‡,s˜‡0))∇=0(3.3.8.2)
is injective.
Since σ˜ is 1-dimensional, the identity in assertion (3) is trivially valid for y ∈ Ûan,◦G (σ˜‡, t˜0)(K0).
Therefore, we find that, for every α, the restriction of sα,dR over Ûan,◦(σ˜, t˜0), viewed as an ele-
ment
sα,dR,(σ˜,t˜0) ∈ H0
(Ûan,◦(σ˜, t˜0),O log
Ûan(σ˜‡,s˜‡0)
)∇=0 ⊗K0 M⊗0 ,
coincides with 1 ⊗ sα,st,x. By the injectivity of (3.3.8.2), the identity (3.3.8.1) has to hold for
every α. This completes the proof. 
Corollary 3.3.9. For any index α, there is a canonical tensor sα,st,0 ∈M⊗0 with the following
properties:
• It is ϕ-invariant: ϕ0(sα,st,0) = sα,st,0.
• For any (σ˜‡, s˜‡0, t˜0) in the SK -equivalence class of (σ‡, s‡0, t0), and any y ∈ Ûan,◦G (σ˜, t˜0)(K0),
we have: Ny(sα,st,0) = 0.
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• If y is an L-valued point for some finite extension L/K0 within K0, for any uniformizer
π ∈ L, we have:
β−1st,y(1⊗ sα,st,0) = sα,e´t,y ∈
(
H1e´t
(Ay,K0 ,Qp)⊗)ΓL ;
βH-K,y,π(1⊗ sα,st,0) = sα,dR,y ∈ F 0
(
H1dR(Ay/L)⊗
)
.
Proof. By assertion (1) of (3.3.6), we can take sα,st,0 = sα,st,x, for any x ∈ Ûan,◦G (σ‡, t0)(K0).

Remark 3.3.10. Note that in the PEL case, where the tensors can be taken to be realizations
of polarizations or endomorphisms, the canonical tensor above is simply the realization of the
reduction of such a polarization or endomorphism. The compatibility with the comparison
isomorphisms simply amounts to the functoriality of these isomorphisms.
3.4. The structure of the boundary. In this sub-section, we will set up the notation required
to state the main technical theorem (3.4.3) on the structure of SpecRG(σ
‡, t0). This theorem
shows that it has the expected shape: It is a completion of a twisted toric embedding over a
finite normal Rsab-scheme.
3.4.1. Consider the scheme over K0 that parameterizes, for any K0-algebra B, the set of
isomorphisms
B ⊗Qp H∨(Qp) ≃−→ B ⊗K0 M0
carrying {1 ⊗ sα} onto {1 ⊗ sα,st,s0}. By (3.3.9) and (3.2.11.4), this scheme has a Bst-valued
point, and is thus a G-torsor over K0. By Steinberg’s theorem, it must have a K0-valued point.
In particular, the point-wise stabilizer of {sα,st,s0} within GL(M0) is isomorphic to GK0 . In a
slight abuse of notation, we will identify this stabilizer with GK0 .
Set
Uwt,G = Uwt ∩GK0 ; BG = B ∩ (LieUwt,G)(−1) ⊂ (LieUwt)(−1).
Here, we are using (3.2.14) to view B ⊂WΦ‡(Q) as a subgroup of (LieUwt)(−1).
Let EG ⊂ E be the sub-torus with co-character group BG; then EG := E/EG is again a
torus, with co-character group B/BG. The quotient
ΞG = Ξ/EG
is an EG-torsor over Rsab.
3.4.2. Given any Rsab-scheme Z and a section β : X → ΞG, the pre-image of this section in
Ξ|Z is an EG-torsor over Z, which we will denote by ΞG(β).
Let RsabG be the normalization in RG(σ
‡, t0) of the image of R
sab. It is not hard to see
that, if we chose a different pair (σ˜‡, s˜‡0) in the SK-equivalence class of (σ‡, s‡0, t0), then the
normalization of OF ⊗W Rsab in RG(σ˜‡, t˜0) will coincide with RsabG .
If Z = Ξ, then we have the tautological section ι ∈ Ξ(Ξ), inducing a section:
ιG : Ξ→ ΞG.
Suppose that aσ ∈ R(σ‡, s‡0) is an equation for the boundary divisor; then ιG induces a section
over SpecRG(σ
‡, t0)[a
−1
σ ], which we denote by ι
G(σ, s0).
Theorem 3.4.3.
(1) The inclusion BG ⊂ (LieUwt,G)(−1) induces an isomorphism:
K0 ⊗BG ≃−→ (LieUwt,G)(−1).
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(2) The section
ιG(m)(σ, s0) : SpecRG(σ
‡, t0)[a
−1
σ ]→ ΞG
is already defined over SpecRsabG , and is independent of the choice of (σ
‡, s‡0, t0) within
its SK-equivalence class. In particular, Ξ|SpecRsabG admits a canonical reduction of struc-
ture group to an EG-torsor:
ΞG := ΞG(ι
G(σ, s0)).
(3) There exist:
• A torus E⋄G equipped with an isogeny E⋄G → EG;
• An E⋄G-torsor Ξ⋄G over RsabG inducing ΞG along the above isogeny;
such that, for any (σ˜‡, s˜‡0, t˜0) in the SK-equivalence class of (σ‡, s‡0, t0), the map
SpecRG(σ˜
‡, t˜0)→ SpecR(σ˜‡, s˜‡0)→ Ξ(σ˜)
lifts canonically to a map SpecRG(σ˜‡, t˜0)→ Ξ⋄G(σ˜G), and identifies ÛG(σ˜‡, t˜0) with the
completion at a point of Ξ⋄G(σ˜G).
3.4.4. Here are some remarks to clarify the assertions of the theorem:
(1) Claim (1) should be viewed as a rationality property for Hodge cycles on abelian va-
rieties with respect to p-adic uniformizations, and is closely related to ideas from [1].
It is the crystalline avatar of Theorem 4, and, as observed in the introduction, is a
significant result for our purposes. However, in the PEL case it admits a simple proof,
which is indicated in (3.5.10).
(2) As explained in the introduction, claim (2) should be viewed as the key result of this
paper. It has a very concrete meaning: Choose a section ιsab of Ξ over Rsab
s‡0
as in
(3.2.3) with associated element α ∈ E(Ξ) carrying ιsab to ι. We can think of α as a
homomorphism S→ H0(Ξ,Gm).
Use ιsab to also denote the section of the EG-torsor ΞG induced from ιsab. Let
α ∈ EG(Ξ) be the image of α. Then α carries ιsab to ιG. Therefore we find that, if
SG ⊂ S is the character group of EG, then (2) is equivalent to:
For all h ∈ SG, the image of α(h) = α(h) in RG(σ‡, t0)[a−1σ ]× lies in the sub-group
Rsab,×G .
In fact, since RsabG is integrally closed in RG(σ
‡, t0) by construction, it is enough to
show:
There exists an integer m ≥ 1 such that, for all h ∈ SG, the image of α(h)m in
RG(σ
‡, t0)[a
−1
σ ]
× lies in the sub-group Rsab,×G
The independence from the choice of (σ‡, s‡0, t0) is easily checked.
(3) Claim (3) gives the desired description of the local structure at the boundary of SK .
As the reader will note, its proof involves the theory of Chai-Faltings and p-adic Hodge
theory. In particular, it makes no use of the general characteristic 0 theory of compact-
ifications.
We still have to explain the notation in claim (3). We have:
σ˜G = σ˜
‡ ∩ (BG ⊗ R).
Though it is not a priori clear, it is a consequence of claim (3) that this definition
agrees with the one given in (3.3.5.1).
Given this cone and the E⋄G-torsor Ξ
⋄
G, we can construct the twisted toric embedding
ΞG →֒ ΞG(σ˜G) of schemes over RsabG . This is the scheme that enters the statement
of (3).
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The rest of the section is dedicated to the proof of (3.4.3). It will be completed in (3.7).
3.5. A rationality property of Hodge cycles. In this subsection, we will prove assertion
(1) of (3.4.3). We already know by (3.3.9) that the monodromy operators Nx corresponding
to the the points x ∈ Ûan,◦G (σ‡, t0)(K0) all lie in B ∩ (LieUwt,G)(−1) = BG. We have to show
that they generate a large enough space.
This is of course a numerical question. Namely, set dwt := dimK0 Uwt,G; then we have to
show rankBG = dwt. This will follow from two bounds: (3.5.7) and (3.5.9). The first of these
is a consequence of the versality of the deformation ring Rsab and the second is a simple fact
about sub-schemes of completed torus embeddings.
3.5.1. We will need a little preparation before we can prove the first bound. Recall that
the G(R)-homogeneous space X determines a canonical conjugacy class of co-characters [µ]
of G defined over the reflex field E, defined in the following way: If we fix x ∈ X , then a
representative µx for [µ] over C is given by:
µx : Gm,C
z 7→(z,1)−−−−−→ Gm,C ×Gm,C ≃−→ SC hx−→ GC.
Let Pµx ⊂ GC be the parabolic sub-group whose Lie algebra consists of the non-negative weight
spaces of µx. By construction, the map carrying a point x ∈ X to the Hodge filtration on VC
induced by hx exhibits X as a finite analytic space over an open sub-space of the Grassmannian
GC/Pµx . We therefore have:
d := dimShK(G,X) = dimX = dimG− dimPµx .
3.5.2. Suppose now that we have a finite extension L/K0 withinK0 and a point y ∈ Ûan,◦G (σ‡, t0)(L).
Attached to this (and a uniformizer π ∈ L) is the Hyodo-Kato isomorphism:
βH-K,y,π : L⊗K0 M0 ≃−→ H1dR(Ay/L).
Via this isomorphism, we obtain a Hodge filtration on L⊗K0 M0:
F •y
(
L⊗K0 M0
)
= β−1H-K,y,π
(
F •H1dR(Ay/L)
)
.
Lemma 3.5.3.
(1) The weight filtration W•M0 is split by a co-character
w : Gm,K0 → GK0 .
In particular, the stabilizer Pwt,G ⊂ GK0 of W•M0 is a parabolic sub-group.
(2) The Hodge filtration F •y
(
L⊗K0 M0
)
is split by a co-character
µ˜y : Gm,L → GL
such that µ˜−1y belongs to the conjugacy class [µ].
(3) Let Qwt,G ⊂ Pwt,G be the largest subgroup acting trivially on W0M0. Then we can
choose µ˜y so that it factors through L⊗K0 Qwt,G.
Proof. Attached to y is the monodromy element
B = νp ◦Ny ∈ Q⊗BG ⊂ LieUwt,G(−1) ⊂ End(M0)(−1).
Fix an isomorphism K0(−1) ≃−→ K0. Then we can view B as a nilpotent endomorphism of
M0:
M0 → grW2 M0 = K0(−1)⊗ X→ Hom(X,K0(−1)) =W0M0(−1) →֒M0(−1) ≃−→M0,
where the middle map is induced by the pairing B : X × X → Q →֒ K0. Since B belongs
to σ◦, it induces a positive definite pairing on X. In particular, we have kerB = W1M0 and
imB =W0M0.
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For any integer i, set U iM0 = W−i+1M0. Then U
•M0 is the filtration on M0 attached
to the nilpotent endomorphism B via the recipe in (2.5.1) of [57, p. IV]. In particular, since
B ∈ LieGK0 , it follows from Prop. 2.5.3 of loc. cit. that U•M0 is split by a co-character
w′ : Gm,K0 → GK0 . Since GK0 contains the central sub-group Gm,K0 ⊂ GL(M0), (1) is now
immediate.
Choose an embedding L →֒ C, and view y as a point [(x, g)] ∈ ShK(C). Then the existence
of the co-character µ˜y in (2) is immediate from Prop. 2.2.2 of loc. cit. and the following: There
exists an isomorphism
β : C⊗H∨(Q) ≃−→ H1dR(Ay/C)
carrying {1⊗ sα} to {sα,dR,y}, and such that the induced filtration
F •y (C⊗H∨(Q)) = β−1(F •H1dR(Ax/C))
is split by the co-character µ−1x .
It follows from [13, p. 4.2.17] that we can choose µ˜y to factor through L⊗K0 Pwt,G. But we
have
F 1y (L⊗K0 M0) ∩ (L⊗K0 W0M0) = 0.
Therefore, µ˜y(Gm) must act trivially on L ⊗K0 W0M0, and so µ˜y must in fact factor through
Qwt,G,L. This shows (3). 
3.5.4. Write GrG,[µ] for the Grassmannian over K0 defined as follows: For any K0-algebra A,
GrG,[µ](A) is the set of decreasing filtrations F
•(A⊗K0M0), which, étale locally on SpecA, can
be split by a co-character Gm,A → GA in the conjugacy class [µ].
Let UG,[µ] ⊂ GrG,[µ] be the open sub-variety such that, for any K0-algebra A, we have:
UG,[µ](A) = {F •(A⊗K0 M0) ∈ GrG,[µ](A) : F 1(A⊗K0 M0) ∩ (A⊗K0 W0M0) = 0}.
Choose x ∈ X ; then we have
dimUG,[µ] = dimGrG,[µ] = dimGC/Pµx = d.
Set M sab0 = M0/W0M0. Let Gr
sab be the Grassmannian over K0 such that, for all K0-
algebras A, Grsab(A) is the set of decreasing filtrations F •(A⊗K0 M sab0 ) satisfying:
• F i(A⊗K0 M sab0 ) = 0, if i < 1, and F 0(A⊗K0 M sab0 ) = A⊗K0 M sab0 ;
• rankF 1(A⊗K0 M sab0 ) = g;
• F 1(A⊗K0 M sab0 ) +A⊗K0 W1M sab0 = A⊗K0 M sab0 .
Then we obtain a morphism:
UG,[µ] → Grsab(3.5.4.1)
F •(A⊗K0 M0) 7→
(
F •(A⊗K0 M0) + (A⊗K0 W0M0)
)
/(A⊗K0 W0M0).
Note that Qwt,G acts naturally on M
sab
0 . Let U
sab
G,[µ] ⊂ Grsab be the closed sub-scheme such
that, for any A as above, UsabG,[µ](A) consists of the filtrations F
•(A⊗K0M sab0 ) that, étale locally
on SpecA, can be split by a co-character µ˜ : Gm,A → Qwt,G,A ⊂ GA lying in the conjugacy
class [µ]. Then (3.5.4.1) clearly factors through a Qwt,G-equivariant map pi : UG,[µ] → UsabG,[µ].
Lemma 3.5.5. pi exhibits UG,[µ] as a Uwt,G-torsor over U
sab
G,[µ]. In particular, U
sab
G,[µ] is smooth
and connected of dimension d− dwt.
Proof. Since any filtration in UsabG,[µ] is étale locally split by a cocharacter of Qwt,G in the
conjugacy class [µ], it is clear that the fibers of pi are all non-empty.
Now, Uwt,G acts trivially on M
sab
0 and thus on U
sab
G,[µ]. So it suffices to show: Given a
K0-algebra A, and two filtrations
F •i (A⊗K0 M0) ∈ UG,[µ](A), i = 1, 2
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inducing the same filtration of A⊗K0 M sab0 , there is a unique element of Uwt,G(A) carrying one
to the other.
By étale descent, we can assume that there is a cocharacter µ˜ : Gm,A → Qwt,G,A splitting
F •1 (A⊗K0 M0):
A⊗K0 M0 = F 11 (A⊗K0 M0)⊕M01 ,
where M01 is the space on which µ˜(Gm,A) acts trivially. In particular, A⊗K0 W0M0 ⊂M01 .
Now, since
F •1 (A⊗K0 M0)⊕ (A⊗K0 W0M0) = F •2 (A⊗K0 M0)⊕ (A⊗K0 W0M0),
there exists a homomorphism Φ : F 11 (A⊗K0 M0)→ (A⊗K0 W0M0) such that
F 12 (A⊗K0 M0) = (1 + Φ)(F 11 (A⊗K0 M0)).
We can extend Φ to a map on M0 by setting it equal to 0 on M
0
1 , and so view it as an
endomorphism of M0. Then Φ is an element of A⊗K0 LieUwt.
Consider the map:
A⊗K0 LieUwt →
⊕
α
(A⊗K0 M⊗)
f 7→ (f(1⊗ sα,st,0))α.
This map is equivariant of the action of µ˜(Gm,A), and since µ˜(z) acts on A ⊗K0 LieUwt via
z 7→ z−1, its image must land within the eigenspace of the target where µ˜(Gm,A) acts by the
same character.
On the other hand, since F •2 = (1+Φ)(F
•
1 ) is also a GA-split filtration of A⊗K0 M0, we find
that, for all α, Φ(1⊗ sα,st,0) must lie in F 01 (A⊗K0 M⊗), which is the sum of the non-negative
eigenspaces for µ˜(Gm,A). This shows that we must have Φ(1⊗ sα,st,0) = 0, for all indices α. In
other words, Φ ∈ A⊗K0 LieUwt,G, and 1 +Φ ∈ Uwt,G(A) is the unique element carrying F •1 to
F •2 . 
3.5.6. Let G be the tautological semi-abelian extension of B over Rsab (cf. 3.2.1.1). SetMsab =
D(G)(SpecRsab): this is a Dieudonné F -crystal over SpecRsab.
Restricting to Û sab,an = (Spf Rsab)an, we obtain an F -isocrystalMsab,an over Û sab,an. There
is a canonical identification M sab0 =
(Msab,an)∇=0 giving us an isomorphism of F -isocrystals:
ξsab : OÛsab,an ⊗K0 M sab0
≃−→Msab,an.
By construction, given any pair (σ‡, s‡0), there is a canonical isomorphism:
M(σ‡, s‡0)/W0M(σ‡, s‡0) ≃−→Msab|S(σ‡,s‡0).(3.5.6.1)
Under this isomorphism, the trivialization of M(σ‡, s‡0)/W0M(σ‡, s‡0) induced from (3.2.11.1)
agrees with ξsab.
Let F •Msab,an be the Hodge filtration; then we obtain the filtration (ξsab)−1(F •Msab,an)
on OÛsab,an ⊗K0 M sab0 . If Grsab,an is the analytic space over K0 attached to Grsab, then this
filtration gives rise to a map of K0-analytic spaces
η : Û sab,an → Grsab,an .
Lemma 3.5.7. The map η is unramified, and carries Û sab,anG = (Spf RsabG )an into Usab,anG,[µ] . In
particular, we have:
dimRsabG ≤ d− dwt + 1.
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Proof. Fix a finite extension L/K0 within K0 and a point x ∈ Û sab,an(L). Let L[ǫ] = L[ǫ]/(ǫ2)
be the ring of dual numbers over L, and let x˜ ∈ Û sab,an(L[ǫ]) be a point lifting x.
By the crystalline property of the de Rham cohomology of G, we obtain a canonical isomor-
phism:
jx˜ : L[ǫ]⊗L H1dR(Gx/L) ≃−→ H1dR
(Gx˜/L[ǫ]).
This gives us a filtration:
F •x˜
(
L[ǫ]⊗L H1dR(Gx/L)) = j−1x˜
(
F •H1dR
(Gx˜/L[ǫ])).
By basic deformation theory, the induced map:
(
Lifts x˜ ∈ Û sab,an(L[ǫ]) of x
)
→
(
Lifts F •
(
L[ǫ]⊗L H1dR(Gx/L)
)
of F •H1dR(Gx/L)
)(3.5.7.1)
x˜ 7→ F •x˜
(
L[ǫ]⊗L H1dR(Gx/L)
)
is an injection.
On the other hand, by the very definition of Grsab, we have:
(
Lifts η˜(x) ∈ Grsab,an(L[ǫ]) of η(x)
)
=
(
Lifts F •
(
L[ǫ]⊗K0 M sab0
)
of F •x (L⊗K0 M sab0 )
)
.
(3.5.7.2)
Specializing ξsab at x produces an isomorphism ξsabx : L ⊗K0 M sab0 ≃−→ H1dR(Gx/L). Special-
izing at x˜, we obtain the isomorphism:
ξsabx˜ : L[ǫ]⊗K0 M sab0 ≃−→ H1dR
(Gx˜/L[ǫ]).
Composing jx˜ with 1⊗ ξsabx gives us another isomorphism:
jx˜ ◦ (1 ⊗ ξsabx ) : L[ǫ]⊗K0 M sab0 ≃−→ H1dR
(Gx˜/L[ǫ]).
Using the arguments along the lines of those in (1.4.8), it is not hard to see that we have
jx˜ ◦ (1⊗ ξsabx ) = ξsabx˜ . This implies that the right hand side of (3.5.7.1) is canonically identified
with that of (3.5.7.2). Therefore, η induces injections of tangent spaces at all points of Û sab,an,
and is thus unramified.
To see that the restriction of η to Û sab,anG factors through Usab,anG,[µ] , choose a triple (σ‡, s‡0, t0)
in our fixed SK-equivalence class, and consider the composition:
ÛanG (σ‡, t0)→ Û sab,anG
η−→ Grsab,an .(3.5.7.3)
Since the map ÛanG (σ‡, t0)→ Û sab,anG is dominant (cf. A.4.3), it is enough to show that (3.5.7.3)
factors through Usab,anG,[µ] . But this is clear from (3.5.3).
The bound on dimRsabG now follows from (3.5.5). 
3.5.8. We now turn our attention to the second bound. The notation from here to the end of
the proof of (3.5.9) will be strictly local, and has no connection to that used anywhere else in
this section.
We will put ourselves in the following situation: Let Y be a free abelian group of finite rank
and let τ ⊂ R⊗Y∨ be a non-degenerate rational polyhedral cone of maximal dimension. Then
the monoid Yτ = Y ∩ τ∨ has no non-trivial invertible elements.
Fix a finite extension L/K0 within K0. Let R = OL[|Yτ |] be the completion of the monoid
ring OL[Yτ ] along the ideal generated by the non-invertible elements ofYτ . Let T be a quotient
domain of R, flat over W . Write Û (resp. V̂) for the formal schemes Spf R (resp. Spf T ). Let
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Ûan,◦ ⊂ Ûan be the complement of the boundary divisor, that is, the vanishing locus of elements
in Yτ\{1}. Set V̂an,◦ = Ûan,◦ ∩ V̂an.
For each point x ∈ Ûan(K0), we obtain a homomorphism of groups:
νx : Y
x♯−→ K×0
νp−→ Q.
Set:
d(T ) = dimQ〈νx : x ∈ V̂an,◦(K0)〉 ⊂ Hom(Y,Q).
Lemma 3.5.9. Suppose that V̂an,◦ is non-empty. Then we have:
d(T ) ≥ dim T − 1.
Proof. It is clear from the definition that d(R) = rankY = dimR− 1.
We will prove the lemma by induction on the rank r of Y. If r = 0, we must have R = T , and
so we are done. If r = 1 and R 6= T , then dimT = 1, and the assertion is vacuous. Therefore,
we can assume that r ≥ 2.
Set
Σ = {D ⊂ Hom(Y,Q) : D a hyperplane;D ∩ τ◦ 6= ∅} ⊂ P(Y∨)(Q).
For any D ∈ Σ, set YD = D∨ and τD = τ ∩ (R ⊗ D). Observe that τD is again maximal
dimensional in R ⊗ D, and so we can form the completed monoid ring RD = OL[|YD ∩ τ∨D|].
The corresponding map
SpecRD → SpecR
is the normalization of a closed immersion, and its image is an irreducible Weil divisor SD ⊂
SpecR.
Set ÛD = Spf RD and
Ûan,◦D = ÛanD ×Ûan Ûan,◦ ; V̂an,◦D = V̂an ×Ûan Ûan,◦.
Fix x ∈ V̂an,◦(K0) and set:
Σx = {D ∈ Σ : νx /∈ D}.
We claim that there exists D ∈ Σx such that V̂an,◦D 6= ∅. Assume that this is not true.
Let D ⊂ SpecR be the boundary divisor. Then our hypothesis says that, for every D ∈ Σx,
the intersection ED := SpecT ∩ SD is contained in D′ := Spec(Fp ⊗ R) ∪ D (as a topological
sub-space).
However, the irreducible components of both ED and (Spec T ) ∩ D′ are divisors in Spec T .
Therefore, the union
⋃
D∈Σx
ED contains only finitely many irreducible components (since this
is certainly true for (Spec T ) ∩ D′).
Let {Ei : 1 ≤ i ≤ n} be the irreducible components of this union. Then we can partition Σx
into finitely many sub-sets: Σx =
⊔k
i=1Σi, such that, for each index i, we have:⋂
D∈Σi
SD ⊃ Ei 6= ∅.
But this can only happen if, for each i, the intersectionK(i) := ∩D∈ΣiD is a non-zero sub-space
of Hom(Y,Q). Moreover, it would also imply that, for every hyperplane D ∈ Σx, there exists
an index i such that K(i) ⊂ D. Therefore, Σx is a finite union of Zariski closed sub-spaces of
P(Y∨)(Q); but, by definition, it is also a Zariski open sub-space. This gives us the contradiction.
Fix D ∈ Σx such that V̂an,◦D 6= ∅. Let SpecTD be an irreducible component of Spec(RD⊗RT )
such that (Spf TD)
an ∩ Ûan,◦D is non-empty. Then we have:
dimT − 1 = dimTD ≤ d(TD) + 1 ≤ d(T ).
Here, the inequality in the middle holds by our inductive hypothesis, and the last inequality
holds because νx /∈ D. 
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Proof of claim (1) of (3.4.3). It is enough to show: dimQ(Q⊗BG) = dwt.
By choosing (σ‡, s‡0, t0) appropriately in its SK -equivalence class, we can assume that σ‡ ⊂
R ⊗ B has maximal dimension. We have a splitting R(σ‡, s‡0) = Rsab⊗̂B(σ‡, s‡0), where
B(σ‡, s‡0) = W [|S(σ‡)|] is simply the completed monoid ring attached to the monoid S(σ)
(cf. 3.2.3).
Set Û sab = Spf RsabG and Û sab = Spf Rsab. Suppose that we are given a finite extension
L/K0, and y ∈ Û sab(OL) corresponding to a map y♯ : Rsab → OL. Then we can identify
R(σ‡, s‡0)⊗Rsab,y♯ OL with the completed monoid ring OL[|S(σ‡)|].
Choose any point x ∈ Ûan,◦G (σ‡, t0)(L) with associated map x♯ : RG(σ‡, t0) → OL. Let
y ∈ Û sab(OL) ⊂ Û sab(OL) be the restriction of x. Let
Spec A˜ ⊂ Spec(RG(σ‡, t0)⊗RsabG ,y♯ OL)
be the irreducible component such that x belongs to (Spf A˜)an(L). Then we have a finite map:
OL[|S(σ‡)|] = R(σ‡, s‡0)⊗Rsab,y♯ OL → A˜.
Let A ⊂ A˜ be the image of this map. We can now apply (3.5.9) with Y = S, τ = σ‡ and
T = A. This gives us the inequality:
d(A) ≥ dim(A) − 1.(3.5.9.1)
Here, d(A) is the dimension of the vector space:
〈νp ◦Nx′ : x′ ∈ (Spf A)an(K0) ∩ Ûan,◦(K0)〉 ⊂ Q⊗B.
By (3.3.9), for all x′ ∈ Ûan,◦(K0), we have:
νp ◦Nx′ ∈ (LieGK0)(−1) ∩ (Q⊗B) = Q⊗BG.
Therefore, (3.5.9.1) shows:
dimQ(Q⊗BG) ≥ dim(A) − 1.(3.5.9.2)
It follows from (3.5.7) that
dimRsabG ≤ d− dwt + 1.(3.5.9.3)
Let P ⊂ RG(σ‡, t0) be the kernel of the map RG(σ‡, t0) → A. Then P is minimal over
pyRG(σ
‡, t0). Therefore, using [44, Theorem 15.1], we find:
dim
(
RG(σ
‡, t0)P
) ≤ dim((RsabG )py) ≤ dim(RsabG [p−1]) = d− dwt.(3.5.9.4)
Using the fact that RG(σ
‡, t0) is catenary [44, Theorem 29.4], we get:
dim(A) = dim(RG(σ
‡, t0)/P) = dim(RG(σ
‡, t0))− dim
(
(RG(σ
‡, t0))P
)
= d+ 1− dim((RG(σ‡, t0))P) ≥ d+ 1− (d− dwt) ≥ dwt + 1.(3.5.9.5)
Combining this with (3.5.9.2) shows:
dwt ≥ dimQ(Q ⊗BG) ≥ dwt.
This finishes the proof. 
Remark 3.5.10. In the PEL case, the above proof can be simplified considerably, and in fact
will not require any p-adic Hodge theory beyond the functoriality of logarithmic Dieudonné
theory.
Note that B can be identified with a subspace of the space B(X) of symmetric bilinear
forms on X, which in turn can be identified with the space of symmetric maps X → X∨. The
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identification of this space with a subspace of LieUwt proceeds by identifying the latter with
the space of maps M0 →M0 that factor through a symmetric homomorphism
grW2 M0 = X⊗K0 → Hom(X,K0) =W0M0.
Suppose that {sα} ⊂ End(V ) ⊂ V ⊗ can be taken to be a collection of endomorphisms. Then
the corresponding Tate tensors
{sα,st,0} ⊂ End(M0) ⊂M⊗0
are simply the log crystalline realizations of the endomorphisms of the universal log 1-motif
that are induced from the {sα}.
The subspace LieUwt,G ⊂ LieUwt consists of those elements that anti-commute with the
collection {sα,st,0}. Therefore, the desired rationality statement amounts to showing that each
endomorphism sα,st,0 of M0 respects the weight filtration W•M0, and that the induced endo-
morphism of
W0M0 = Hom(X,K0) ; gr
W
2 M0 = X⊗K0
respects the integral structures
X
∨ ⊂ Hom(X,K0) ; X ⊂ X⊗K0.
But this can easily be deduced from the fact that sα,st,0 is the realization of an endomorphism
of a log 1-motif whose log Dieudonné realization is M0, and whose étale and multiplicative
parts are identified with X in a way compatible with the realization.
3.6. Reduction of structure group.
3.6.1. Fix a trivialization ιsab as in (3.2.3), with the corresponding splitting:
R(σ‡, s‡0) = R
sab⊗̂B(σ‡, s‡0).(3.6.1.1)
Let α : S→ Gm,Ξ be the homomorphism attached to the trivialization ιsab. LetQ(RG(σ‡, t0))
be the fraction field of RG(σ
‡, t0). Via the restriction H
0(Ξ,Gm) → Q(RG(σ‡, t0))×, we can
view α as a map S → Q(RG(σ‡, t0))×. As mentioned in remark (2) of (3.4.4), to prove asser-
tion (2) of the theorem, we have to show that there exists m ∈ Z>0 such that, for all h ∈ SG,
we have α(h)m ∈ Rsab,×G ⊂ Q(RG(σ‡, t0))×.
We will do this in stages.
Lemma 3.6.2. For any h ∈ SG, α(h) lies in RG(σ‡, t0)× ⊂ Q(RG(σ‡, t0))×.
Proof. Given x ∈ Ûan,◦G (σ‡, t0)(K0), the homomorphism α specializes to a map αx : S → K
×
0 .
The induced map:
S
αx−−→ K×0 → K
×
0 /O
×
K0
(3.6.2.1)
is precisely the one corresponding to the monodromy operator Nx : M0 → M0 ⊗ (K×0 /O×K0);
cf. (3.2.8). By (3.3.9), it follows that (3.6.2.1) factors through SG := S/S
G.
In particular, we find that, for any point x ∈ Ûan,◦G (σ‡, t0)(K0), α(h)(x) = αx(h) ∈ K
×
0
belongs to O×
K0
. The lemma now follows from (A.4.2). 
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3.6.3. Consider the logarithm homomorphism:
log : Ĝanm → Gana
x 7→
∞∑
i=1
(−1)i+1 (x − 1)
i
i
.
It induces a map of analytic groups:
ℓ : ÊG,an = Hom
(
SG, Ĝanm
) log−−→ Hom(SG,Gana ) = (LieUwt/LieUwt,G)(−1)⊗Gana .(3.6.3.1)
Here, the last identity follows from assertion (1) of (3.4.3).
If we think of α as a map α : Ξ→ E, it follows from (3.6.2) that the composition:
SpecQ(RG(σ
‡, t0))→ Ξ→ E→ EG
arises from a map α : SpecRG(σ
‡, t0) → EG. Moreover, since F×p is torsion, for a sufficiently
divisible m ∈ Z≥1, αm will give rise to a map of formal schemes ÛG(σ‡, t0) = Spf RG(σ‡, t0)→
ÊG, which we denote again by αm.
Proposition 3.6.4. There exists a (unique) map
ℓα,m : Û sab,anG → (LieUwt/LieUwt,G)(−1)⊗Gana
such that the following diagram commutes:
ÛanG (σ‡, t0)
αm
> ÊG,an
Û sab,anG
∨
ℓα,m
> (LieUwt/LieUwt,G)(−1)⊗Gana .
ℓ
∨
Proof. Let F •cl(OÛsab,anG
⊗K0 M0) be the filtration on OÛsab,an ⊗K0 M0 constructed in (3.2.12).
The induced filtration on
Msab,an = OÛsab,anG ⊗K0 M
sab
0
is the canonical Hodge filtration considered in (3.5.6). Therefore, by (3.5.7), the associated
map Û sab,anG → Grsab,an maps into Usab,anG,[µ] .
Moreover, by (the proof of) (3.5.5), there is a unique Uwt,G-orbit of endomorphisms B ∈
OÛsab,anG
⊗ LieUwt such that exp(B)(F •cl) is split by a cocharacter µ : Gm → Qwt,G in the
conjugacy class [µ]. Let
ℓα : Û sab,anG → (LieUwt/LieUwt,G)⊗Gana
be the map associated with this orbit. It can now be checked that ℓα,m := −mℓα is the map
whose existence is being asserted by the proposition. 
The following corollary completes the proof of (2) and shows that Ξ|SpecRsabG admits a canon-
ical reduction of structure group to an EG-torsor ΞG.
Corollary 3.6.5. Assertion (2) of (3.4.3) holds. More precisely: There exists m ∈ Z≥1 such
that, for all h ∈ SG, we have:
α(h)m ∈ Rsab,×G .
Proof. This is now immediate from (A.4.4). 
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3.7. The end of the proof. We are almost there. The only remaining point is to find the
torus E⋄G and the E
⋄
G-torsor Ξ
⋄
G over R
sab
G promised by claim (3) of (3.4.3). The purpose
of this subsection is to resolve this, and thereby complete the proof. The main additional
observation required is (3.7.2). Essentially, what we have shown above covers the case where
Kp = K
‡
p ∩ G(Qp). The main observation here shows that the desired result is true when
G = G‡ and Kp = K
‡,⋄
p is an arbitrary compact open subgroup of K
‡
p. Combining the two
situations gives the result for general G and Kp.
3.7.1. Choose a compact open subgroup K‡,⋄ ⊂ K‡. Then, ShK‡,⋄ → ShK‡ is a finite étale
cover. Let SΣ‡K‡,⋄ → SΣK‡ be the normalization of SK‡ in ShK‡,⋄ .
We also have the tower of mixed Shimura varieties
ShK‡,⋄
Φ‡
(QΦ‡ , DΦ‡)→ ShK‡,⋄
Φ‡
(QΦ‡ , DΦ‡),(3.7.1.1)
which is a torsor under the torus EK‡,⋄(Φ
‡).
This tower is finite étale over the E = EK‡(Φ
‡)-torsor
ShK‡
Φ‡
(QΦ‡ , DΦ‡)→ ShK‡
Φ‡
(QΦ‡ , DΦ‡),
which admits the canonical integral model
SK‡
Φ‡
(QΦ‡ , DΦ‡)→ SK‡
Φ‡
(QΦ‡ , DΦ‡),(3.7.1.2)
We can now consider the normalization
SK‡,⋄
Φ‡
(QΦ‡ , DΦ)→ SK‡,⋄
Φ‡
(QΦ‡ , DΦ‡)(3.7.1.3)
of (3.7.1.2) in (3.7.1.1).
Lemma 3.7.2. The map in (3.7.1.3) is an EK‡,⋄(Φ
‡)-torsor.
Proof. For any integer n ≥ 1, set
K‡(n) = ker(GSp(H(Ẑ))→ GSp(H(Z/nZ))).
Choose an integer n ≥ 3 such that
K‡(n) ⊂ K‡,⋄,
so that we have
n ·B(X) = BK‡(n)(Φ‡) ⊂ BK‡,⋄(Φ‡) ⊂ B(X) = BK‡(1)(Φ‡).(3.7.2.1)
Here, as in (3.5.10), B(X) is the space of symmetric bilinear forms on X, which can be identified
with BK‡(0)(Φ
‡).
Let Qab be the universal principally polarized abelian scheme over SK‡h(GΦ‡,h, DΦ‡,h). Then
the scheme
Hom(X,Qab)→ SK‡
h
(GΦ‡,h, DΦ‡,h)
parameterizes semi-abelian schemes Qsab with principally polarized abelian part Qab and mul-
tiplicative part X.
There now exists a sequence of finite flat morphisms of smooth SK‡h(GΦ‡,h, DΦ‡,h)-schemes
Hom(
1
n
X,Qab)→ S
K
‡
Φ‡
(QΦ‡ , DΦ‡)→ Hom(X,Qab).
Indeed, the second morphism is tautological from the moduli description, since it parameterizes
certain prime-to-plevel structures on Qsab lifting those on Qab. The first morphism arises from
the following fact: Giving a map 1nX → Qab lifting the classifying map of the semi-abelian
scheme Qsab is equivalent to giving a splitting of the surjection Qsab[n]→ Qab[n] of finite flat
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group schemes. In particular, one can use this splitting to give the desired level structures on
Qsab that the scheme in the middle is supposed to parameterize.
Now, consider the scheme
Homsymm(
1
n
X,Qsab)→ Hom( 1
n
X,Qab)(3.7.2.2)
parameterizing lifts c˜n :
1
nX → Qsab of the universal morphism cn : 1nX → Qab that are
symmetric in the following sense: In the notation of (1.1), the restriction of c˜n to X corresponds
to a trivialization τ of the universal biextension of X×X obtained by pulling the Poincaré bundle
on Qab ×Qab,∨ along the morphism
X× X c×λ
abc−−−−→ Qab ×Qab,∨.
Here, λab : Qab ≃−→ Qab,∨ is the tautological principal polarization. Then the scheme in (3.7.2.2)
parameterizes homomorphisms such that the corresponding trivialization τ is symmetric.
It is easy to check that (3.7.2.2) is a torsor under the torus
EK‡(n)(Φ
‡) = Hom(
1
n
B(X),Gm) = Hom
symm(
1
n
X,Hom(X,Gm))
that parameterizes pairings 1nX× X→ Gm that are symmetric on X× X.
Therefore, one can push it forward along the isogeny EK‡(n)(Φ
‡)→ EK‡,⋄(Φ‡) obtained via
the inclusion of cocharacter groups in (3.7.2.1), and obtain a canonical EK‡,⋄(Φ
‡)-torsor over
Hom( 1nX,Qab).
We now claim that the obtained EK‡,⋄(Φ
‡)-torsor over the finite flat cover
Hom(
1
n
X,Qab)×S
K
‡
Φ‡
(Q
Φ‡
,D
Φ‡
) SK‡,⋄
Φ‡
(QΦ‡ , DΦ‡)→ SK‡,⋄
Φ‡
(QΦ‡ , DΦ‡)
descends to an EK‡,⋄(Φ
‡)-torsor over the base that is identified with the morphism (3.7.1.3).
This is a statement that can be checked over the generic fiber, where it can be deduced from
the moduli description of the spaces involved. 
3.7.3. Assume now that K‡,⋄ has been chosen so that K = K‡,⋄ ∩ G(Af ), and such that the
map
ShK → ShK‡,⋄
is a closed immersion. This is always possible by [16, Prop. 1.15].
From (3.7.2), we obtain a finite map
SK‡,⋄
Φ‡
(QΦ‡ , DΦ‡ , σ˜
‡)→ SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ˜
‡)(3.7.3.1)
of normal twisted toric varieties.
Since SK → SK‡ lifts to a map SK → SK‡,⋄ , one finds that the composition
SpecRG(σ˜
‡, t˜0)→ SpecR(σ˜‡, s˜‡0)→ SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ˜
‡)
lifts to a map
SpecRG(σ˜
‡, t˜0)→ SK‡,⋄
Φ‡
(QΦ‡ , DΦ‡ , σ˜
‡).
Let
ZK‡,⋄
Φ‡
(QΦ‡ , DΦ‡ , σ˜
‡) ⊂ SK‡,⋄
Φ‡
(QΦ‡ , DΦ‡ , σ˜
‡)
be the closed stratum, and let s˜‡,⋄0 ∈ ZK‡,⋄
Φ‡
(QΦ‡ , DΦ‡ , σ˜
‡)(Fp) be the image of t˜0.
Let R(σ˜‡, s˜‡,⋄0 ) be the complete local ring of SK‡,⋄
Φ‡
(QΦ‡ , DΦ‡ , σ˜
‡) at s˜‡,⋄0 , so that we have a
finite map of complete local rings
R(σ˜‡, s˜‡,⋄0 )→ RG(σ˜‡, t˜0).
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The fact that ShK → ShK‡,⋄ is a closed immersion now implies that RG(σ˜‡, t˜0) is the normal-
ization of the image of the above map. Moreover, RsabG is also identified with the normalization
of a quotient of the complete local ring of S
K
‡,⋄
Φ
(QΦ, DΦ) at the image of s˜
‡,⋄
0 .
3.7.4. The restriction of SK‡,⋄
Φ‡
(QΦ‡ , DΦ‡) over SpecR
sab
G is an EK‡,⋄(Φ
‡)-torsor, which we
denote by Ξ⋄.
Let E⋄G be the torus with co-character group
BG ∩BK‡,⋄(Φ‡) ⊂ BG.
It is a sub-torus of EK‡,⋄(Φ
⋄) equipped with an isogeny E⋄G → EG.
We can now complete the proof of our main result:
Proof of (3.4.3). Assertions (1) and (2) have already been shown, so we only have to prove (3).
Since SpecRG(σ˜
‡, t0) is a scheme over the twisted torus embedding Ξ
⋄(σ˜‡), we obtain a
tautological section
SpecQ(RG(σ˜
‡, t˜0))→ Ξ⋄/E⋄G.(3.7.4.1)
By the results of (3.6), the composition of this section with the finite map
Ξ⋄/E⋄G → Ξ/EG
is defined over SpecRsabG . Since R
sab
G is integrally closed inQ(RG(σ˜
‡, t˜0)), this implies that (3.7.4.1)
is also defined over RsabG . In other words, Ξ
⋄ has a canonical reduction of structure group Ξ⋄G
to an E⋄G-torsor over R
sab
G , given by the pre-image of this section.
Suppose that σ˜G = σ˜
‡ ∩ (BG ⊗ R), and Ξ⋄G(σ˜G) is the associated twisted torus embedding
over RsabG .
From the definition of Ξ⋄G, we find that the natural map SpecQ(RG(σ˜
‡, t˜0)) → Ξ factors
through Ξ⋄G. Therefore, the composition of finite maps
SpecRG(σ˜
‡, t˜0)→ SpecR(σ˜‡, s˜‡0)→ Ξ(σ‡)(3.7.4.2)
must lift to a map SpecRG(σ˜
‡, t˜0)→ Ξ⋄G(σ˜G).
The discussion in (3.7.3) shows that RG(σ˜0, t˜0) is the normalization of a quotient of a com-
plete local ring of Ξ⋄G(σ˜G). But, on the other hand, we have:
dimΞ⋄G = dim(R
sab
G ) + rankBG ≤ d− dwt + 1 + dwt = d+ 1 = dim(RG(σ˜‡, t˜0)).
Here, the inequality in the middle follows from (3.5.7). Therefore, under (3.7.4.2), SpecRG(σ˜
‡, t˜0)
must map finitely and dominantly onto the completion of the normal scheme Ξ⋄G(σ˜G) at an
Fp-valued point.
This completes the proof of the theorem. 
4. Compactifications of Hodge type and their stratifications
In this section, we will deduce the main theorems of the paper from the results of § 3. We
preserve the notation specified in (3.1).
4.1. Toroidal compactifications of Hodge type.
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4.1.1. Fix a clr Φ for (G,X), and let Φ‡ be the induced clr for (G‡, X‡).
Fix a neat level K = KpK
p ⊂ G(Af ), as well as a neat sub-group K‡ = K‡pK‡,p ⊂ G(Af )
containing K such that the map ShK → ShK‡ is a closed immersion.
We then obtain a finite map of mixed Shimura varieties over E (2.1.28.1):
ShKΦ(QΦ, DΦ)→ E ⊗ ShK‡
Φ‡
(QΦ‡ , DΦ‡).
This respects the natural tower structures on each side.
Let SK‡
Φ‡
(QΦ‡ , DΦ‡) be the natural integral model for ShK‡
Φ‡
(QΦ‡ , DΦ‡) defined in (2.2.14).
It has a tower structure:
SK‡
Φ‡
(QΦ‡ , DΦ‡)→ SK‡
Φ‡
(QΦ‡ , DΦ‡)→ SK‡,h
Φ‡
(GΦ‡,h, DΦ‡,h)(4.1.1.1)
Let SKΦ(QΦ, DΦ) → SKΦ(QΦ, DΦ) → SKΦ,h(GΦ,h, DΦ,h) be the tower obtained by tak-
ing the normalization of (4.1.1.1) in the the corresponding tower for ShKΦ(QΦ, DΦ); cf. (3.3)
for the definition. We will soon see that the first map in the tower is an EK(Φ)-torsor,
and that the second, under certain conditions, is a torsor under an abelian scheme AK(Φ)
over SKΦ,h(GΦ,h, DΦ,h). In particular, the singularities of the tower are all concentrated in
SKΦ,h(GΦ,h, DΦ,h).
4.1.2. For any rational polyhedral cone σ‡ ⊂ R ⊗ BK‡(Φ‡), we obtain the twisted torus
embedding SK‡
Φ‡
(QΦ‡ , DΦ‡) →֒ SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡). Within the target of this embedding, we
have the closed stratum ZK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡).
Set σ = σ‡∩WΦ(R)(−1), and let SKΦ(QΦ, DΦ, σ) be the normalization of SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡)
in ShKΦ(QΦ, DΦ): It does not depend on the choice of σ
‡ intersecting WΦ(R)(−1) in σ. By a
lemma of Harris [23, Lemma 3.1], the generic fiber of SKΦ(QΦ, DΦ, σ) is precisely the twisted
toric variety ShKΦ(QΦ, DΦ, σ). Let ZKΦ(QΦ, DΦ, σ) be the closed stratum in ShKΦ(QΦ, DΦ, σ),
and let ZKΦ(QΦ, DΦ, σ) be the normalization of ZK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡) in ZKΦ(QΦ, DΦ, σ). Then
we obtain a finite map ZKΦ(QΦ, DΦ, σ)→ SKΦ(QΦ, DΦ, σ) extending the closed immersion
ZKΦ(QΦ, DΦ, σ) →֒ ShKΦ(QΦ, DΦ, σ).
4.1.3. Suppose that we are given two clrs Φ1, Φ2 for (G,X) with Φ1
(γ,q)K−−−−→ Φ2, for γ ∈ G(Q),
q ∈ QΦ2(Af ), and with γ · PΦ1 = PΦ2 . This gives us an isomorphism (2.1.15): ρ(γ, q) :
ShKΦ1 (QΦ1 , DΦ1)
≃−→ ShKΦ2 (QΦ2 , DΦ2).
Now, we also have Φ‡1
(ι(γ),ι(q))
K‡−−−−−−−−→ Φ‡2, and so an isomorphism of mixed Shimura varieties
ρ˜(γ, q) : ShK‡
Φ
‡
1
(QΦ‡1
, DΦ‡1
)
≃−→ ShK‡
Φ
‡
2
(QΦ‡2
, DΦ‡2
). By (2.2.18), this extends to an isomorphism
SK‡
Φ
‡
1
(QΦ‡1
, DΦ‡1
)
≃−→ SK‡
Φ
‡
2
(QΦ‡2
, DΦ‡2
).
We therefore find that ρ(γ, q) also extends to an isomorphism ρ(γ, q) : SKΦ1 (QΦ1 , DΦ1)
≃−→
SKΦ2 (QΦ2 , DΦ2). By construction, it preserves the tower structures on either side.
If, further, we choose a rational polyhedral cone σ1 ⊂WΦ1(R)(−1) and set σ2 = int(γ)(σ2) ∈
WΦ2(R)(−1), then ρ(γ, q) induces isomorphisms:
SKΦ1 (QΦ1 , DΦ1 , σ1)
≃−→ SKΦ2 (QΦ2 , DΦ2 , σ2) ; ZKΦ1 (QΦ1 , DΦ1 , σ1)
≃−→ ZKΦ2 (QΦ2 , DΦ2 , σ2).
4.1.4. Fix an admissible rpcd Σ‡ for (G‡, X‡,K‡) and let Σ be the induced admissible rpcd for
(G,X,K). Associated with this is a map of toroidal compactifications (cf. 2.1.29) ShΣK → ShΣ
‡
K‡ .
By [23, p. 3.4], this map identifies ShΣK with the normalization of Sh
Σ‡
K‡ in ShK .
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Now, assume that Σ‡ is smooth. Let SΣ‡K‡ be the Chai-Faltings compactification of SK‡
(cf. 2.2.20). Let SΣK be the normalization of SΣ
‡
K‡ in ShK
Choose Υ = [(Φ, σ)] in CuspΣK(G,X); and set Υ
‡ = ι∗Υ = [(Φ
‡, σ‡)]. We obtain a diagram:
ZKΦ(QΦ, DΦ, σ) > ZK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡) ⊂ > ZK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡)
ZK(Υ)
≃
∨
> ZK‡(Υ
‡)
≃
∨
⊂ > ZK‡(Υ‡),
≃
∨
where the vertical maps are canonical isomorphisms. Here, we are using the following: For
any h ∈ X , twisting by h(i) is a Cartan involution on G/Gm. Therefore, Z◦G is isogenous to a
product of Gm and a compact torus. By (2.1.20), we then conclude that the group ∆◦K(Φ) is
trivial, and so ZKΦ(QΦ, DΦ, σ) does indeed map isomorphically onto ZK(Υ).
Let ZK(Υ) be the normalization of ZK‡(Υ‡) in ZK(Υ). Then we see that there is a canonical
isomorphism ZKΦ(QΦ, DΦ, σ) ≃−→ ZK(Υ). Moreover, the map
ZK(Υ)→ ZK‡(Υ‡) →֒ SΣ
‡
K‡
lifts to a map ZK(Υ)→ SΣK , extending the locally closed immersion ZK(Υ) →֒ ShΣK .
Also, for an integer n ≥ 1, let K‡(n) ⊂ G‡(Af ) be the full level-n compact open subgroup
defined as in (3.7.2).
We can now state our main result on the structure of SΣK :
Theorem 4.1.5.
(1) Suppose that Kp = K‡(n)p ∩ G(Qp), for some n ≥ 1. Then, for any clr Φ for
(G,X), the abelian scheme AK(Φ)→ ShKΦ,h(GΦ,h, DΦ,h) extends to an abelian scheme
AK(Φ)→ SKΦ,h(GΦ,h, DΦ,h), and the AK(Φ)-torsor structure on
ShKΦ(QΦ, DΦ)→ ShKΦ,h(GΦ,h, DΦ,h)
extends to an AK(Φ)-torsor structure on
SKΦ(QΦ, DΦ)→ SKΦ,h(GΦ,h, DΦ,h).
(2) For any Υ ∈ CuspΣK(G,X), the map ZK(Υ)→ SΣK is a locally closed immersion. We
have a stratification:
SΣK =
⊔
Υ
ZK(Υ),
where Υ ranges over CuspΣK(G,X).
(3) For any fixed Υ, the closure of ZK(Υ) in SΣK is precisely the closed sub-space:
ZK(Υ) =
⊔
Υ′4Υ
ZK(Υ′).
(4) For any clr Φ, SKΦ(QΦ, DΦ) has the structure of an EK(Φ)-torsor over SKΦ(QΦ, DΦ),
extending that of ShKΦ(QΦ, DΦ) over ShKΦ(QΦ, DΦ). In particular, for any rational
polyhedral cone σ ⊂ WΦ(R)(−1), SKΦ(QΦ, DΦ, σ) is a twisted torus embedding for the
torus EK(Φ), and ZKΦ(QΦ, DΦ, σ) is its closed stratum.
(5) Suppose that Υ = [(Φ, σ)]. Let ŜKΦ(QΦ, DΦ, σ) be the formal completion of SKΦ(QΦ, DΦ, σ)
along the closed stratum ZKΦ(QΦ, DΦ, σ). Then the canonical isomorphism
ZKΦ(QΦ, DΦ, σ) ≃−→ ZK(Υ)
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lifts to an isomorphism of formal schemes:
ŜKΦ(QΦ, DΦ, σ) ≃−→
(SΣK)∧ZK(Υ).
This isomorphism restricts to the one from (2.1.27)(3) over the generic fiber.
Remark 4.1.6.
• It follows from (5) and (A.3.4) that the integral model SΣK for ShΣK does not depend on
the choice of Σ‡ such that Σ = ι∗Σ‡.
• Suppose that Σ′ is an admissible rpcd for (G,X,K) that refines Σ; then the methods
of [29, Ch. II] allow us to construct an open embedding SK →֒ SΣ′K over OE,(v), and
a birational map SΣ′K → SΣK , which is an integral model over OE,(v) for ShΣ
′
K → ShΣK ,
and which has a stratification satisfying, mutatis mutandum, the conclusions of (4.1.5).
Alternatively, one can also argue as in [24, THeorem (2.4.12)], and show that we can
arrange the choice of Σ‡ so that Σ is smooth.
In any case, we can and will assume that there exist good integral models as above
for compactifications associated with smooth complete rpcds.
We postpone the proof of the theorem to (4.2); in brief, it amounts to putting together (2.1.27)
and (3.4.3). For now, we can quickly deduce Theorems 1 and 5 of the introduction.
Proof of Theorem 1. Fix Υ = [(Φ, σ)] in CuspΣK(G,X). Combining assertion (5) of (4.1.5)
with Artin approximation, we find there is an étale neighborhood V → SΣK of ZK(Υ) such
that the open immersion V |SK →֒ V is again étale over the open immersion SKΦ(QΦ, DΦ) →֒
SKΦ(QΦ, DΦ, σ). By assertion (4), this is a twisted toric embedding, and so the complement of
SKΦ(QΦ, DΦ) in SKΦ(QΦ, DΦ, σ) is a relative effective Cartier divisor over OE,(v). Hence, the
complement of V |SK in V is a relative Cartier divisor over OE,(v). Now, using assertion (2), we
see that the complement of S in SΣK must be a relative Cartier divisor.
By (4.1.6), we can replace Σ by a smooth refinement.
Then both SKΦ(QΦ, DΦ) and SKΦ(QΦ, DΦ, σ) are smooth over SKΦ(QΦ, DΦ). Since SK →֒
SΣK is étale locally isomorphic to SKΦ(QΦ, DΦ) →֒ SKΦ(QΦ, DΦ, σ), we find that the singularities
of SΣK can be no worse than those of SK . 
Corollary 4.1.7. SK is projective over OE,(v) if and only if Gad is anisotropic; equivalently,
if and only if Gad(Q) contains no non-trivial unipotent elements.
Proof. Indeed, it is clear from the theorem and the description of the stratification that SK is
projective if and only if G does not admit any proper parabolic sub-groups defined over Q. 
4.1.8. Before we prove Theorem 5, let us first recall the Mumford-Tate group MTA asso-
ciated with an abelian variety A over C: One way to define it is as the fundamental group
of the Tannakian category of polarizable rational Hodge structures generated by the rational
Hodge structure H1(A(C),Q) (cf. [18, Ch. II]). In particular, it is a connected reductive group
and there is a canonical map hA : S → MTA,R that gives rise to the Hodge decomposition
of H1(A(C),C). The pair (MTA, XA), where XA is the MTA(R)-conjugacy class of hA, is a
Shimura datum of Hodge type.
Suppose now that A is defined over a number field F . The Mumford-Tate group MTA
of A is MTσ∗A, for any embedding σ : F →֒ C. The main result of [18, Ch. I] shows that MTA
does not depend on the choice of embedding. We can now restate Theorem 5 as follows:
Theorem 4.1.9. Suppose that MTA is anisotropic modulo center. Then A has potentially good
reduction at all finite places of F .
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Proof. Using Zarhin’s trick [64, §6], we can replace A by an abelian variety isogenous to A8, and
assume that A is principally polarized over F . Extending F if necessary, we can assume that
it contains the reflex field E = E(MTA, XA). Fix σ : F →֒ C, and set H = H1
(
(σ∗A)(C),Q
)
equipped with a pairing attached to the principal polarization on σ∗A. We then have a natural
embedding of Shimura data:
(G,X) := (MTA, XA) →֒ (G‡, X‡) := (GSp(H), S±(H)).
Fix a prime p and a place v|p for E, and a neat level sub-group K‡ ⊂ G(Af ), so that K‡p is
the stabilizer of H1(A,Zp). Set K = K‡ ∩ G(Af ). Let SK → SK‡ be the corresponding finite
map of integral models of Shimura varieties over OE,(v). By (4.1.7), SK is proper over OE,(v).
Let A → SK‡ be the universal abelian scheme. By construction, there is a finite extension
F ′/F and a point x ∈ SK(F ′) such that Ax is isomorphic to A. Since SK is proper, for any
place v′|v of F ′, x extends to an OF ′,(v′)-valued point of SK , implying that A has potentially
good reduction over v.
Since v was arbitrary, this proves the theorem. 
4.1.10. For any scheme S, write π0(S) for its set of connected components. The following easy
corollary to (4.1.5) is often useful. For instance, it implies the geometric irreducibility of the
moduli space of polarized K3 surfaces of degree 2d over Fp when p ∤ d2 (cf. [43]).
Corollary 4.1.11. Suppose that the special fiber k(v)⊗SK is geometrically reduced. Then, for
any finite extension F/E and any place w|v of F , the natural maps:
π0
(
F ⊗E ShK
)← π0(OF,(w) ⊗OE,(v) SK)→ π0(k(w)⊗OE,(v) SK)
are both isomorphisms.
Proof. By Theorem 1, the hypothesis implies that k(v) ⊗ SΣK is also geometrically reduced.
Since SK is fiber-wise dense in SΣK , we reduce to showing the following general statement:
Suppose that S is a flat, proper algebraic space over OE,(v) with geometrically reduced special
fiber. Then the natural maps:
π0
(
F ⊗E S)← π0
(
OF,(w) ⊗OE,(v) S
)→ π0(k(w)⊗OE,(v) S)
are isomorphisms. Indeed, by replacing S with SpecH0(S,OS), we are reduced to the case
where S is finite and étale over OE,(v), where the statement is obvious. 
4.1.12. We can also extend Hecke actions to the compactifications. More generally, suppose
that we have an embedding of Shimura data:
η : (G′, X ′) →֒ (G,X).
Fix a compact open sub-group K ′ ⊂ G′(Af ), and g ∈ G(Af ) such that gη(K ′)g−1 ⊂ K. Let Σ′
be an admissible rpcd for (G′, X ′) refining (η, g)∗Σ.
Let E′ = E(G′, X ′) be the reflex field, and let v′|v be a place of E′ above v′. Consider the
open immersion of algebraic spaces over E′:
ShK′ = ShK′(G
′, X ′) →֒ ShΣ′K′(G′, X ′) = ShΣ
′
K′ .
Using the symplectic embedding ι◦η of (G′, X ′), (4.1.5) and (4.1.6), we obtain a normal integral
model SK′ →֒ SΣ′K′ over OE,(v′) for this immersion.
By construction, the map (η, g) : ShK′ → E′ ⊗E ShK extends to a finite map of normal
schemes SK′ → OE′,(v′)⊗OE,(v) SK . More generally, for any clr Φ′ for (G′, X ′) with (η, g)∗Φ′ =
Φ, the map ShK′
Φ′
(QΦ′ , DΦ′)→ E′ ⊗E ShKΦ(QΦ, DΦ) (cf. 2.1.28.1) extends to a finite map:
SK′
Φ′
(QΦ′ , DΦ′)→ OE′,(v′) ⊗OE,(v) SKΦ(QΦ, DΦ).(4.1.12.1)
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Given σ′ ∈ Σ′(Φ′) and σ ∈ Σ(Φ) such that η(σ′) is contained in σ and intersects σ◦ non-
trivially, (4.1.12.1) extends to a map:
SK′
Φ′
(QΦ′ , DΦ′ , σ
′)→ OE′,(v′) ⊗OE,(v) SKΦ(QΦ, DΦ, σ).
This carries ZK′
Φ′
(QΦ′ , DΦ′ , σ
′) into OE′,(v′) ⊗OE ZKΦ(QΦ, DΦ, σ).
Therefore, for any Υ′ = [(Φ′, σ′)] in CuspΣ
′
K′(G
′, X ′) with Υ = (η, g)∗Υ
′ = [(Φ, σ)], we obtain
a map:
(η, g) :
(SΣ′K′)∧ZK′ (Υ′) ≃−→ ŜK′Φ′ (QΦ′ , DΦ′ , σ′)→ ŜKΦ(QΦ, DΦ, σ) ≃−→ (SΣK)∧ZK(Υ).(4.1.12.2)
From (2.1.29) and (A.3.4), we now obtain:
Proposition 4.1.13. Suppose that Σ is complete. Then the map SK′ → OE′,(v′) ⊗OE,(v) SK
extends uniquely to a map
(η, g) : SΣ′K′ → OE′,(v′) ⊗OE,(v) SΣK
satisfying the following property: For every cusp label Υ′ with Υ = (η, g)∗Υ′, (η, g) carries
ZK′(Υ′) into OE′,(v′)⊗OE,(v)ZK(Υ), and the corresponding map between the formal completions
along these locally closed sub-schemes is identified with that obtained from (4.1.12.2).

4.2. Stratifications of the integral model. The notation will be as above.
4.2.1. Let Φ be a clr for (G,X,K) and let Φ‡ be the induced clr for (G‡, X‡,K‡). By the
analytic description of AK(Φ) and AK‡(Φ
‡)|ShKΦ,h(GΦ,h,DΦ,h) in (2.1.10), we find that the former
is associated with the GΦ,h-representation VΦ with the lattice KΦ,V ⊂ VΦ(Af ) and the latter is
associated with the representation VΦ‡ and the lattice K
‡
Φ‡,V
⊂ VΦ‡(Af ). The homomorphism
of abelian schemes
AK(Φ)→ AK‡(Φ‡)|ShKΦ,h (GΦ,h,DΦ,h)(4.2.1.1)
is associated with the natural inclusion VΦ →֒ VΦ‡ .
Proposition 4.2.2. Suppose that KΦ,V,p = K‡(n)Φ‡,V,p ∩ VΦ(Qp), for some n ≥ 1. Then the
normalization of AK‡(Φ‡)|SKΦ,h(GΦ,h,DΦ,h) in AK(Φ) is an abelian scheme AK(Φ)→ SKΦ,h(GΦ,h, DΦ,h).
Proof. First, assume that n = 1. In this case, the homomorphism (4.2.1.1) is a prime-to-p
isogeny onto its image
Let W•H ⊂ H be the filtration determined by the parabolic subgroup P ‡. Then
VΦ‡
≃−→ Hom(grW0 H, grW−1H)
is equipped with a symplectic form arising from that on grW−1H . This induces a polarization
on AK‡(Φ
‡) of prime-to-p degree.
Let V ′ ⊂ VΦ‡ be the orthogonal complement to VΦ. Then, just as in (2.1.10), to the
GΦ,h-representation V
′ and the lattice V ′(Af ) ∩ K‡Φ‡,V , we can attach an abelian subscheme
A′ ⊂ AK‡(Φ‡)|ShKΦ,h(GΦ,h,DΦ,h) equipped with a canonical polarization. Moreover, the product
homomorphism:
β : AK(Φ)×ShKΦ,h (GΦ,h,DΦ,h) A
′ → AK‡(Φ‡)|ShKΦ,h (GΦ,h,DΦ,h)(4.2.2.1)
is an isogeny of abelian schemes.
The proposition in the case n = 1 is now immediate from (A.3.8). In particular, if K♭ =
Kp(K♯p ∩G(Qp)), then
AK♭(Φ)→ ShK♭Φ,h(GΦ,h, DΦ,h)
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is an abelian scheme.
If n ≥ 2, then there exists a compact open subgroupK‡,⋄ ⊂ G‡(Af ) such thatK‡,⋄p = K‡(n)p
and such that K = K‡,⋄ ∩G(Af ).
One can show as in the proof of (3.7.2) that
AK‡(n)(Φ
‡)→ ShK‡(n)
Φ‡
(GΦ‡,h, DΦ‡,h)
can be identified with the abelian scheme Hom( 1nX,Qab), where Qab is the universal principally
polarized abelian scheme over the base Shimura variety. From this one can deduce that
AK‡,⋄(Φ‡)→ SK‡,⋄
Φ‡
(GΦ‡,h, DΦ‡,h)
is a abelian scheme.
By abuse of notation, write AK♭(Φ), AK‡(Φ‡), AK‡,⋄(Φ‡) for the base change of these abelian
schemes over SKΦ,h(GΦ,h, DΦ,h) along the obvious morphisms.
We can then consider the fiber product
AK♭(Φ)×AK‡(Φ‡) AK‡,⋄(Φ
‡),
which is a disjoint union of abelian schemes finite over AK♭(Φ). Now, as can be checked over
the generic fiber, AK(Φ) is identified with one of these abelian schemes. 
Corollary 4.2.3. Assertion (1) of (4.1.5) holds.
Proof. It only remains to show that SKΦ(QΦ, DΦ) → SKΦ,h(GΦ,h, DΦ,h) is an AK(Φ)-torsor
over SKΦ,h(GΦ,h, DΦ,h). It is easy to see that this morphism is projective andAK(Φ)-equivariant.
To show that it is an AK(Φ)-torsor, we can work étale locally on the base, and assume that
we have a surjective étale morphism U → SKΦ,h(GΦ,h, DΦ,h) such that ShKΦ(QΦ, DΦ)|U [p−1] is
a trivializable AK(Φ)-torsor over U [p−1], and that SK‡
Φ‡
(QΦ‡ , DΦ‡)|U is a trivializableAK‡(Φ‡)-
torsor over U .
Fix a section U [p−1] → ShKΦ(QΦ, DΦ); it induces a section of ShK‡
Φ‡
(QΦ‡ , DΦ‡), which, by
the valuative criterion for properness andWeil’s extension theorem [6, § 4.4, Theorem 1], extends
to a section of S
K
‡
Φ‡
(QΦ‡ , DΦ‡) over U .13 Here, we are using the fact that SK‡
Φ‡
(QΦ‡ , DΦ‡) is
isomorphic to an abelian scheme over U .
This section now allows us to identify the map of U-schemes ShKΦ(QΦ, DΦ)|U → SK‡
Φ‡
(QΦ‡ , DΦ‡)|U
with AK(Φ)|U → AK‡(Φ‡)|U .
This implies that it must also identify SKΦ(QΦ, DΦ)|U with AK(Φ)|U as schemes over U ,
and so finishes the proof. 
Proposition 4.2.4. For any Υ‡ in CuspΣ
‡
K‡(G
‡, X‡), the reduced locally closed sub-scheme(SΣK ×SΣ‡
K‡
ZK‡(Υ‡)
)
red
→֒ SΣK
is normal and flat over Z(p).
Proof. This is a local statement. Choose a closed point s0 ∈ SΣK(Fp) mapping to s‡0 ∈
ZK‡(Υ‡)(Fp). Suppose that Υ‡ = [(Φ‡, σ‡)], so that we can identify the complete local ring of
SΣ‡K‡ at s‡0 with R := R(Φ‡, σ‡, s‡0), the complete local ring of SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡) at a closed
point s‡0 of ZK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡).
13Note that this is precisely what fails if we worked instead with EK(Φ)-torsors: There can be plenty of
sections that are not integral, and so one has to work to show integrality.
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Let RG be the complete local ring of SΣK at s0, let Rsab be the complete local ring of
S
K
‡
Φ‡
(QΦ‡ , DΦ‡) at the image of s
‡
0, and let R
sab
G be the normalization in RG of the image of
Rsab.
According to (3.4.3)(2), the EK‡(Φ
‡)-torsor SK‡
Φ‡
(QΦ‡ , DΦ‡) admits a canonical reduction
of structure group to an EG-torsor ΞG over SpecR
sab
G . Here, EG is a sub-torus of EK‡(Φ
‡)
with co-character group BG.
Moreover, by assertion (3) of the same theorem, there exists an isogeny E⋄G → EG of tori, and
an E⋄G-torsor Ξ
⋄
G over R
sab
G that induces ΞG with the following property: If σG = σ
‡∩(R⊗BG)
with corresponding torus embedding E⋄G →֒ E⋄G(σG) and twisted torus embedding
Ξ⋄G →֒ Ξ⋄G(σG),
then RG is identified with a complete local ring at a closed point in the closed stratum of
Ξ⋄G(σG).
Fix a trivialization
SpecRsabG ×E⋄G ≃−→ Ξ⋄G.
Using this, we find compatible isomorphisms of RsabG -algebras:
RsabG ⊗̂WB(σ‡, s‡0) ≃−→ RsabG ⊗Rsab R;
RsabG ⊗̂WB⋄(σG, t0) →֒ RG.
Here, B(σ‡, s‡0) is the complete local ring of EK‡(Φ
‡, σ‡) at a point s‡0 in its closed stratum,
and B⋄(σG, t0) is the complete local ring of E
⋄
G(σG) at a point t0 mapping to s
‡
0.
Let I ⊂ R be the ideal so that R/I is the complete local ring of ZK‡(Υ‡) at s‡0. Let
I(σ˜‡, s‡0) ⊂ B(σ‡, s‡0) be the ideal defining the closed stratum in SpecB(σ‡, s‡0). Then, using
the explicit description of RsabG -algebras above, we find that:
RG ⊗R (R/I) ≃−→ RG ⊗RsabG ⊗RsabR (R
sab
G ⊗Rsab (R/I)
≃−→ RsabG ⊗̂W (B⋄(σG, t0)/I(σ‡, s‡0)B⋄(σG, t0)).
So, to finish the proof, it is enough to show that the maximal reduced quotient of the ring
B⋄(σG, t0)/I(σ
‡, s‡0)B
⋄(σG, t0)
is formally smooth over W . In fact, let I⋄(σG, t0) ⊂ B⋄(σG, t0) be the ideal defining the closed
stratum in SpecB⋄(σG, t0). Then some finite power of this ideal is contained in the image of
I(σ‡, s‡0). So it is enough to show that the closed stratum in E
⋄
G(σG) is smooth over Z. But
this stratum is isomorphic to the torus with co-character group B⋄G/〈σG〉, where 〈σG〉 is the
sub-group of B⋄G generated by σG ∩B⋄G ⊂ B⋄G; cf. [29, p. 16]. 
Corollary 4.2.5. Assertions (2) and (3) of (4.1.5) hold.
Proof. Using (2.2.20)(2), we see that we have a decomposition into locally closed sub-spaces:
SΣK =
⊔
Υ‡
(SΣK ×SΣ‡
K‡
ZK‡(Υ‡)
)
red
,
where Υ‡ runs over CuspΣ
‡
K‡(G
‡, X‡). So to prove assertion (2), we have to show that, for each
such Υ‡, the natural map ⊔
Υ: ι∗Υ=Υ‡
ZK(Υ)→
(SΣK ×SΣ‡
K‡
ZK‡(Υ‡)
)
red
is an isomorphism. But, by construction, (2.1.27)(2), (2.1.29), and (4.2.4), this is a finite,
birational map of normal schemes, and is thus an isomorphism.
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Assertion (3) is proven similarly, using the analogue in characteristic 0 (2.1.27)(2), and that
for the Chai-Faltings compactification (2.2.20)(2). 
4.2.6. Suppose that we have Υ = [(Φ, σ)] in CuspΣK(G,X). Fix a point s0 ∈ ZK(Υ)(Fp), and
let R(Υ, s0) be the complete local ring of SΣK at s0. Set
V :== V (Υ, s0) = SpecR(Υ, s0)×SΣK SK .
We have a canonical abelian scheme A over V , equipped with canonical tensors:
{sα,e´t} ⊂ H0
(
V [p−1],Af ⊗ T̂ (A)⊗
)
.
Suppose that Φ‡ = ι∗Φ. By construction, we have a map V → SK‡
Φ‡
(QΦ‡ , DΦ‡) correspond-
ing to a 1-motif Q over V such that, for any integer n, A[n] is canonically isomorphic over V
to Q[n]. In particular, over V [p−1] we can identify T̂ (Q) with T̂ (A). In particular, we can view
sα,e´t as a section of T̂ (Q)⊗.
Now, let I(Υ, s0) ⊂ Isom(Hg(Ẑ), T̂ (Q)) (cf. 2.2.3) be the étale sub-sheaf over V [p−1] con-
sisting of sections (η, u) such that, for every α, η carries sα ∈ H(Af )⊗ to sα,e´t. The stabilizer
K0,Φ of H
g(Ẑ) in QΦ(Af ) acts on I(Υ, s0) via pre-composition.
Lemma 4.2.7. This action makes I(Υ, s0) a torsor under K0,Φ.
Proof. It is easy to see that any two sections of I(Υ, s0) differ by a unique element of K0,Φ. So
we only have to show that I(Υ, s0) is non-empty. For this, choose any t ∈ ZK(Υ) specializing
to s0. Let R(Υ, t) be the complete local ring of Sh
Σ
K at t, and set
V (Υ, t) = SpecR(Υ, t)×ShΣK ShK .
Then we have formally étale map V (Υ, t)→ V [p−1].
Now, we can identify R(Υ, t) with the complete local ring R(Φ, σ, t) of ShKΦ(QΦ, DΦ, σ) at
t. By (3.1.6), for each α, the restriction of sα,e´t to V (Υ, t) is identified with sα,Φ‡,e´t. So we
can use the complex analytic uniformization of ShKΦ(QΦ, DΦ)(C) to deduce that I(Υ, s0) is
non-empty over V (Υ, t), and thus over V [p−1]. 
Proposition 4.2.8. Assertion (4) of (4.1.5) holds.
Before presenting the proof, we make a couple of remarks.
Remark 4.2.9. Note that there is genuine content to (4.2.8). In general, if X → S is a torsor
under a torus T over a flat, normal Z(p)-scheme S, and if Y →֒ X [p−1] is a torsor under a
sub-torus T ′ ⊂ T , then the normalization of the Zariski closure of Y in X need not be a
T ′-torsor.
For an example, take S = Spec Z(p), and X = G
2
m, viewed as a trivial torsor over G
2
m, and
Y = Spec Q[T±1, U±1]/(TU−1 − p−1), which is a torsor under the diagonal subtorus Gm ⊂ T .
The Zariski closure of Y in X is
Spec Z(p)[T
±1, U±1]/(pTU−1 − 1),
which has empty special fiber! In particular, it is not faithfully flat (though it is normal), and
so is no longer a torsor under the diagonal sub-torus.
Remark 4.2.10. Suppose that one were able to prove (4.2.8) directly somehow. This would give
us good integral models for the mixed Shimura varieties appearing at the boundary. However,
this would not be sufficient to prove the main theorem 4.1.5. One has to still show that
every point of the boundary is accessible through one of these rational boundary components;
equivalently, one would have to know that the boundary divisor is flat over Z(p). The only way
I know to see this is to use (3.4.3).
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Proof of (4.2.8). Let Φ‡ be the clr for (G‡, X‡) induced from Φ. Set Ξ := SKΦ(QΦ, DΦ) and
Ξ‡ := SKΦ(QΦ, DΦ)×S
K
‡
Φ‡
(Q
Φ‡
,D
Φ‡
) SK‡
Φ‡
(QΦ‡ , DΦ‡).
Also, set E = EK(Φ) and E
‡ = EK‡(Φ
‡), so that we have a homomorphism E→ E‡ of tori
that is an isogeny onto its image.
Then Ξ‡ is an E‡-torsor over SKΦ(QΦ, DΦ), while Ξ[p−1] is an E-torsor over its generic
fiber. There is an E-equivariant map Ξ[p−1] → Ξ‡, and so the E-action on Ξ[p−1] lifts to an
action on Ξ.
We need to show that Ξ is an E-torsor over SKΦ(QΦ, DΦ). For this, it is sufficient to work
over a complete local ring of the base. Fix a point t0 ∈ SKΦ(QΦ, DΦ)(Fp) and let R(Φ, t0) be
the complete local ring of SKΦ(QΦ, DΦ) at t0.
Choose a rational polyhedral cone σ ∈ Σ(Φ), and a point s0 ∈ ZKΦ(QΦ, DΦ, σ)(Fp) mapping
to t′0. If Υ = [(Φ, σ)], we can view s0 as a point of ZK(Υ), and thus of SΣK . Suppose that
σ‡ ∈ Σ‡(Φ‡) contains σ◦ in its interior and s‡0 is the image of s0 in ZK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡). Then
the complete local ring R(σ, s0) of SΣK at s0 is a finite algebra over the complete local ring
R(σ‡, s‡0) of SΣ
‡
K‡ . This algebra is described explicitly in (3.4.3).
By construction, the sub-ring R(Φ, t0) ⊂ R(σ, s0) is identified with the ring denoted RsabG
in (3.4.3). Let E⋄G be the torus defined there, equipped with a finite homomorphism E
⋄
G → E‡14
Let B⋄G ⊂ B‡ be the co-character group of E⋄G. We claim that B⋄G = B. We will prove this
claim in (4.2.11) below. It implies that the homomorphism E⋄G → E‡ is canonically identified
with E→ E‡.
Now it follows from assertion (3) of (3.4.3) that Ξ|SpecR(Φ,t0) is an E⋄G = E-torsor. It can
be verified from the construction that this E-torsor structure is compatible with that on its
generic fiber. 
Lemma 4.2.11. In the notation of the proof above, we have B⋄G = B.
Proof. We have to recall the construction of the sub-groupB⋄G ⊂ B‡. First, we have the canoni-
cal ϕ-module M0 over K0 =W [p
−1] associated with the point s‡0 of ZK‡(Φ‡, σ˜); cf. (3.2.9). It is
equipped with a weight filtrationW•M0 and a symplectic pairing ψ0 with values inK0(−1). Let
Uwt ⊂ GSp(M0, ψ0) be the center of the unipotent radical of the parabolic subgroup stabilizing
W•M0.
We have a canonical family of ϕ-invariant tensors {sα,st,0} ⊂M⊗0 whose stabilizer in GL(M0)
is isomorphic to GK0 .
We have a canonical isomorphism (3.2.10.1):
K0 ⊗ LieWΦ‡ ≃−→ K0(−1)⊗ LieUwt.
Choose any point x ∈ (SpecR(σ, s0))(K0) that does not lie on the boundary divisor.
In (3.2.14), we showed that (3.2.10.1) is obtained as the descent of an isomorphism arising
from a composition
Bst ⊗Q H(Q)
1⊗(η∨p )
−1
−−−−−−→
≃
Bst ⊗H1e´t
(Ax,K0 ,Qp) βst,x−−−→≃ Bst ⊗K0 M0.
Here, βst,x is the semistable comparison isomorphism, and ηp is the p-primary part of any
section of Isom(Hg(Ẑ), T̂ (Q)) over K0.
By (3.3.9), for every index α, βst,x carries 1 ⊗ sα,e´t,x to 1 ⊗ sα,st,0. Therefore, if we choose
η to be a section of I(Υ, s0) (which is always possible by (4.2.7)), then, for every α, the above
14Note that what we have denoted by E‡ here is denoted E in (3.4.3).
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composition will carry 1⊗sα to 1⊗sα,st,0. In particular, if Uwt,G = Uwt∩GK0 , this composition
will induce an isomorphism
Bst ⊗Q LieWΦ ≃−→ Bst ⊗K0 LieUwt,G,
which will descend to an isomorphism
K0 ⊗Q LieWΦ ≃−→ K0(−1)⊗K0 LieUwt,G
that is compatible with (3.2.10.1).
Now, by definition, B⋄G ⊗ Q ⊂ B‡ ⊗ Q is the intersection of the pre-image of LieUwt,G(−1)
under (3.2.10.1) with a compact open subgroup K‡,⋄
Φ‡
⊂ QΦ‡(Af ) such that
K‡,⋄
Φ‡
∩QΦ(Af ) = KΦ.
By what we have seen before this is also the intersection of this compact open subgroup with
LieWΦ, and this is precisely B. 
Remark 4.2.12. The above result has the following étale analog, which implies Theorem 4: Set
V̂ (Ax) = Af ⊗ T̂ (Ax), and observe that this is equipped with the canonical Weil pairing ψx
induced from the polarization on Ax. Let UAf ⊂ GSp(V̂ (Ax), ψx) be the center of the unipotent
radical preserving the weight filtration.
Then as above, we have a canonical isomorphism of Galois modules:
Af (1)⊗ LieWΦ‡ ≃−→ LieUAf .
The stabilizer of the tensors {sα,e´t,x} ⊂ V̂ (Ax) gives us a canonical copyGAf ⊂ GSp(V̂ (Ax), ψx).
The non-emptiness of the torsor I(Υ, s0) now shows that the canonical isomorphism above must
map Af (1)⊗ LieWΦ isomorphically onto LieUG,Af = LieGAf ∩ LieUAf .
The next result completes the proof of (4.1.5).
Proposition 4.2.13. Assertion (5) of (4.1.5) holds.
Proof. Set (Φ‡, σ‡) = ι∗(Φ, σ), and let Υ‡ be its class in Cusp
Σ‡
K‡(G
‡, X‡). We obtain a com-
mutative diagram:
ŜhKΦ(QΦ, DΦ, σ)
⊂ > ŜKΦ(QΦ, DΦ, σ) > ŜK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡)
(
ShΣK
)∧
ZK(Υ)
≃
∨
⊂ >
(SΣK)∧ZK(Υ) > (SΣ‡K‡)∧ZK‡ (Υ‡).
≃
∨
The horizontal maps on the right-hand side are finite. So, applying (A.3.2), we only have to
show the following: Suppose that we are given a point s0 ∈ ZKΦ(QΦ, DΦ, σ)(Fp) with image s‡0
in ZK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡). Let R(Φ, σ, s0) (resp. R(Υ, s0), R(Φ
‡, σ‡, s‡0)) be the complete local ring
of SKΦ(QΦ, DΦ, σ) (resp. SΣK , resp. SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡)) at s‡0 (resp. s0, s
‡
0). Then R(Φ, σ, s0)
and R(Υ, s0) are isomorphic as R(Φ
‡, σ‡, s‡0)-algebras. This can be readily deduced from the
proof of (4.2.8) and (3.4.3)(3). 
4.3. The case of hyperspecial level.
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4.3.1. The relative first de Rham homology of the universal abelian scheme A → SK‡ provides
us with an extension of the filtered vector bundle (HdR, F
0
HdR) over SK‡ . We will continue
to use the same symbol to refer to this extension as well.
More generally, given a clr Φ‡ for (G‡, X‡), the (covariant) de Rham realization of the uni-
versal 1-motif over SK‡
Φ‡
(QΦ‡ , DΦ‡) gives us an extension (HdR(Φ
‡),W•HdR(Φ
‡), F 0HdR(Φ
‡))
of the doubly filtered vector bundle over ShK‡
Φ‡
(QΦ‡ , DΦ‡), which we had denoted by the same
symbol.
Given any σ‡ ∈ Σ‡(Φ‡), and any point s‡0 ∈ ZK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡), write as usual R =
R(Φ‡, σ‡, s‡0) for the complete local ring of SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡) at s‡0, and let V ⊂ SpecR be
the intersection with SK‡
Φ‡
(QΦ‡ , DΦ‡). Then the evaluation over SpecR of the log Dieudonné
crystal associated with the tautological 1-motif Q|V (or rather the degenerating abelian scheme
associated with this 1-motif) gives us a canonical extension over SpecR of the restriction of
HdR(Φ
‡) to V , along with its two filtrations.
From this, faithfully flat descent, and [21, Prop. 4.2], we see that there exists a canonical
extensionHdR(Φ
‡, σ‡) over SK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡) of HdR(Φ
‡) as a doubly filtered vector bundle.
It is equipped with an integrable connection with logarithmic poles along the boundary divisor.
It can be checked from the explicit description of the log Dieudonné crystal in (3.2.7) that
this construction agrees with the analytic one given in (2.1.21) over ShKΦ(QΦ, DΦ, σ)(C).
There is now a canonical extension (HdR(Σ
‡), F 0HdR(Σ
‡)) of (HdR, F
0
HdR) to a filtered
vector bundle over SΣ‡K‡ equipped with an integrable connection with logarithmic poles along
the boundary, and characterized by the following property: For any cusp label Υ‡ = [(Φ‡, σ‡)],
the restriction of this extension to
(SΣ‡K‡)∧Z
K‡
(Υ‡) = ŜK‡
Φ‡
(QΦ‡ , DΦ‡ , σ
‡)
is isomorphic, as a filtered vector bundle with integrable connection, to the restriction of
HdR(Φ
‡, σ‡).
4.3.2. We will now make some further assumptions: First, the prime p will be such that
the group G admits a reductive model GZ(p) over Z(p). Second, we will assume that the
principally polarized lattice H(Z) ⊂ H(Q) has been chosen such that the symplectic embedding
ι : G →֒ GSp(H) arises from a closed immersion of Z(p)-groups GZ(p) →֒ GL
(
HZ(p)
)
. It is always
possible to choose such a lattice; cf. [32, p. 2.3.1].15 Finally, we will assume that Kp = GZ(p)(Zp)
is hyperspecial. We will call such an embedding p-integral.
The notation and hypotheses from the previous sections will continue to hold. The main
result now is the following [32, p. 2.3.5], which is augmented for the case p = 2 by [31]:
Theorem 4.3.3 (Kisin). SK is smooth over OE,(v).

4.3.4. Fix a clr Φ for (G,X,K). The parabolic sub-group PΦ extends to a parabolic sub-
group PΦ,Z(p) ⊂ GZ(p) . Also, it follows from [24, p. 1.6.9] that the normal sub-group QΦ ⊂ PΦ
extends to a normal sub-group QΦ,Z(p) ⊂ PΦ,Z(p) with reductive image in the Levi quotient
PΦ,Z(p)/UΦ,Z(p) ; this image gives us a reductive model GΦ,h,Z(p) for the group GΦ,h.
Now, the level at p KΦ,h,p ⊂ GΦ,h(Qp) is a conjugate of GΦ,h,Z(p)(Zp), and is thus hyper-
special. Therefore, it follows from (4.3.3) that SKΦ,h(GΦ,h, DΦ,h) is smooth over OE,(v). Since
SKΦ(QΦ, DΦ) is smooth over SKΦ,h(GΦ,h, DΦ,h) (it is a torus torsor over a torsor under an
15There is an additional hypothesis in the statement of the cited lemma that the group G not have factors
of type B when p = 2. However, this is not necessary; cf. [30, Lemma 4.7].
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abelian scheme over SKΦ,h(GΦ,h, DΦ,h)), we see that it must also be smooth over OE,(v). Of
course, we can also deduce this from the fact that it is étale locally isomorphic to SK .
We will consider the projective limit:
Sp(QΦ, DΦ) = lim←−
Kp⊂G(Ap
f
)
SKΦ,h,pKpΦ(QΦ, DΦ).
Since the transition maps in this system are finite étale, this is a scheme over OE,(v) that is
locally of finite type. From the previous paragraph, we also find that it is regular and formally
smooth over OE,(v). We will denote the generic fiber of this scheme by Shp(QΦ, DΦ).
Proposition 4.3.5. The scheme Sp(QΦ, DΦ) is a canonical model for Shp(QΦ, DΦ) over
OE,(v). That is, given any regular, formally smooth scheme S over OE,(v), any map E ⊗ S →
Shp(QΦ, DΦ) extends to a map S → Sp(QΦ, DΦ).
In particular, Sp(QΦ, DΦ), as well as its QΦ(Apf )-equivariant structure, is canonically deter-
mined by the Shimura datum (G,X) and the reductive model GZ(p) . It does not depend on the
choice of symplectic embedding.
Proof. This is shown as in [32, p. 2.3.8], except that, instead of extension theorems for abelian
schemes, we need to use ones for 1-motifs; cf. (A.3.5) and (A.3.6). 
Proof of Theorem 2. The immersion SK →֒ SΣK is étale locally isomorphic to SKΦ(QΦ, DΦ) →֒
SKΦ(QΦ, DΦ, σ), for some clr Φ and σ ∈ Σ(Φ). If we choose Σ to be smooth and complete,
then it follows that SΣK is again smooth, and that the boundary is a normal crossing divisor.
The claim that SΣK depends only on Σ and not on the choice of symplectic embedding is a
consequence of (4.1.5), (4.3.5) and (A.3.4) 
4.3.6. Suppose that the tensors {sα} ⊂ H(Q)⊗ actually lie in H(Z(p))⊗, and that GZ(p) is
their point-wise stabilizer in GL
(
HZ(p)
)
. By [32, p. 1.3.2], this can always be arranged. It is
shown in [32, p. 2.3.9] that the associated sections {sα,dR} of H⊗dR|ShK extend over SK .
Define the functor PdR(ι) on SK-schemes, so that, for any SK-scheme T , PdR(ι)(T ) consists
of isomorphisms of vector bundles
ξ : OT ⊗Z(p) H(Z(p)) ≃−→HdR|T
such that, for all α, ξ(1 ⊗ sα) = sα,dR ∈ H0(T,H⊗dR). Then PdR(ι) is a GZ(p) -torsor over SK .
This follows from the proof of [32, p. 2.3.9], and is explained in detail for a special case in [42,
§4].
Proposition 4.3.7.
(1) For all α, sα,dR extends (necessarily uniquely) to a section
sα,dR,Σ ∈ H0
(SΣK ,H⊗dR(Σ)).
(2) Consider the functor PΣdR(ι) on SΣK -schemes assigning to every T the set of isomor-
phisms:
ξ : OT ⊗Z(p) H(Z(p)) ≃−→HdR(Σ)|T
such that, for all α, ξ(1 ⊗ sα) = sα,dR,Σ ∈ H0(T,H⊗dR(Σ)): this is a GZ(p)-torsor over
SΣK , extending PdR(ι).
Proof. Let U ⊂ SΣK be the complement of the special fiber of the boundary divisor DΣK : The
complement of U has codimension 2 in the normal scheme SΣK . Therefore, the restriction functor
from vector bundles on SΣK to those on U is fully faithful.
So it suffices to show that, given an index α, sα,dR extends over U , and that PΣdR(ι) admits
a section over an étale cover of U . For this, it is sufficient to know that its restriction to ShK
extends over ShΣK , and that PΣdR(ι) has a section over an étale cover of ShΣK .
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From (3.1.6) and (3.1.2), (1) will follow if we can show that, for each α, sα,Φ,dR extends
to a section of HdR(Φ, σ)
⊗ over ShKΦ(QΦ, DΦ, σ)(C). This is a consequence of the discussion
in (2.1.21). In particular, the functor PΣdR(ι) is now well-defined over all of SΣK , and the same
discussion implies that it has étale local sections over a neighborhood of the boundary as
well. 
4.3.8. As in (3.5.1), let [µ] be the conjugacy class of co-characters of G associated with X .
We can find a finite extension F/E and a place w|v of F such that [µ] has a representative
µ : Gm,OF,(w) → GOF,(w) . Let Pµ ⊂ GOF,(w) be the parabolic sub-group whose Lie algebra
consists of the non-negative weight spaces for µ, and let Uµ ⊂ Pµ be its unipotent radical.
The co-character µ−1 splits a decreasing filtration on HOF,(w) :
0 = F 1HOF,(w) ⊂ F 0HOF,(w) ⊂ F−1HOF,(w) = HOF,(w) .
The sub-group Pµ is precisely the stabilizer of this filtration.
We will consider the sub-functor PΣdR,µ(ι) of OF,(w) ⊗OE,(v) PΣdR(ι) parameterizing isomor-
phisms ξ that also satisfy:
ξ(OT ⊗OF,(w) F 0HOF,(w)) = F 0HdR(Σ)|T .
Proposition 4.3.9. PΣdR,µ(ι) is a canonical reduction of structure group of OF,(w)⊗OE,(v)PΣdR(ι)
to a Pµ-torsor over OF,(w) ⊗OE,(v) SΣK .
Proof. It suffices to show that PΣdR,µ(ι) admits étale local sections over SK and over ShΣK(C).
Over SK , this again follows from the proof of [32, (2.3.9)]; cf. [42, (4.17)] for an explication in a
special case. Over ShΣK(C), it can be deduced from the explicit local description in (2.1.21) 
Proposition 4.3.10. Let ι′ : GZ(p) →֒ GL
(
H ′Z(p)
)
be another p-integral embedding underlying
an embedding of Shimura data:
ι⋄ : (G,X) →֒ (G⋄, X⋄) := (GSp(H⋄), S±(H⋄)).
Then there is a canonical isomorphism PΣdR(ι) ≃−→ PΣdR(ι⋄) of GZ(p)-torsors over SΣK , as well as
a canonical isomorphism PΣdR,µ(ι) ≃−→ PΣdR,µ(ι⋄) of Pµ-torsors over OF,(w) ⊗ SΣK .
Proof. Set H♯Z(p) = HZ(p) ⊕H⋄Z(p) , and equip it with the direct sum symplectic structure. We
then obtain a third p-integral embedding:
ι♯ : GZ(p) →֒ GL
(
HZ(p)
)×GL(H⋄Z(p)) →֒ GL(H♯Z(p)),
where the first map is the diagonal embedding. This gives us a third GZ(p) -torsor PΣdR(ι♯)
parameterizing certain trivializations
ξ♯ : OT ⊗Z(p) H♯Z(p)
≃−→H♯dR(Σ)|T .
We claim that the restriction of ξ♯ to OT ⊗Z(p) HZ(p) maps isomorphically onto HdR(Σ)|T
and gives a section of PΣdR(ι). It suffices to check this over the generic fiber, and hence over C,
where it is clear.
Therefore, we obtain a canonical isomorphism of GZ(p) -torsors:
PΣdR(ι♯) ≃−→ PΣdR(ι).
A similar assertion holds with ι replaced by ι⋄. This proves the assertion about GZ(p) -torsors.
To prove the assertion about Pµ-torsors, it suffices to check that the canonical isomorphism
of GZ(p) -torsors respects the reductions of structure group to Pµ-torsors. This can be checked
over ShK(C), where it is clear from the analytic uniformization. 
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5. The minimal compactification
We will now construct integral models for the minimal or Baily-Borel-Satake compactification
of the integral model SK above. We will follow the strategy in [20, §V.2], which is extended to
the PEL (good reduction) case in [36, §7.2]. Since the method here is not very different from
that used in loc. cit., our treatment will be somewhat compressed.
The notation will be as in the previous section. We will only consider complete rpcds, so
that the spaces SΣ‡K‡ and SΣK are proper over OE,(v).
5.1. The Hodge bundle and Fourier-Jacobi expansions.
Definition 5.1.1. The Hodge bundle ωK‡(Σ
‡) over SΣ‡K‡ is:
ωK‡(Σ
‡) := det
(
HdR(Σ
‡)/F 0HdR(Σ
‡)
)⊗−1
.
5.1.2. Write ωK(Σ) for the restriction of ωK‡(Σ
‡) to SΣK : It is easy to see that this invertible
sheaf does not depend on the choice of K‡ containing K or on the choice of rpcd Σ‡ compatible
with Σ.
If Σ′ is a refinement of Σ, induced from an admissible rpcd Σ˜′ for (G‡, X‡,K‡), then ωK(Σ
′)
is canonically isomorphic to the pull-back of ωK(Σ) along the map SΣ′K → SΣK .
Therefore, given any refinement Σ′ of Σ, we can without qualms denote the pull-back of
ωK(Σ) to SΣ′K by ωK(Σ′).
Proposition 5.1.3.
(1) A suitable power of ωK(Σ) is generated by its global sections over SΣK .
(2) If Σ′ is a refinement of Σ, for any n ∈ Z≥0, the natural map:
H0(SΣK , ω⊗nK (Σ))→ H0(SΣ
′
K , ω
⊗n
K (Σ
′)).
is an isomorphism.
(3) The graded OE,(v)-algebra ⊕
n
H0
(SΣK , ω⊗nK (Σ))
is finitely generated.
Proof. Assertion (1) is shown as in [20, p. V.2.1], using a result of Moret-Bailly [50, p. IX.2.1].
Assertion (2) is immediate from the projection formula, and the following facts about the
map f : SΣ′K → SΣK :
• f∗OSΣ′K = OSΣK ;
• Rif∗OSΣ′K = 0, for i > 0.
This can be deduced as in [20, V.1.2(b)] from the étale local structure of the map f (cf. 4.1.13).
Finally, (3) follows from [36, p. 7.2.2.6]. 
5.1.4. Fix a pair (Φ, σ) for (G,X), and let (Φ‡, σ‡) be the pair induced for (G‡, X‡). Write
HdR(Φ, σ) for the restriction of HdR(Φ
‡, σ‡) over SKΦ(QΦ, DΦ, σ).
We then have:
det
(
HdR(Φ, σ)/F
0
HdR(Φ, σ)
)⊗−1 ≃−→ ⊗0i=−2det(grWi HdR(Φ, σ)/F 0 grWi HdR(Φ, σ))⊗−1(5.1.4.1)
≃−→ ωe´t(Φ)⊗Z ωabK (Φ).
We need to explain the symbols in the last row. Here, ωabK (Φ) is the Hodge bundle associ-
ated with the universal abelian scheme B → SKΦ,h(GΦ,h, DΦ,h); we denote its pull-back to
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SKΦ(QΦ, DΦ, σ) by the same symbol. Also, ωe´t(Φ) = det(grW Hg(Z))⊗−1 is a free Z-module of
rank 1.
In particular, the line bundle defined in (5.1.4.1) does not depend on σ, and so we denote it
by ωK(Φ). Note that ωK(Φ) is actually already defined over SKΦ,h(GΦ,h, DΦ,h).
5.1.5. As a scheme over SKΦ(QΦ, DΦ), we have:
SKΦ(QΦ, DΦ) = Spec
( ⊕
ℓ∈SK(Φ)
Ψ
(ℓ)
K (Φ)
)
,
where, for each ℓ ∈ SK(Φ), Ψ(ℓ)K (Φ) is a line bundle over SKΦ(QΦ, DΦ). Therefore, we have:
ŜKΦ(QΦ, DΦ, σ) = Spf
(⊕̂
ℓ∈SK(Φ,σ)
Ψ
(ℓ)
K (Φ)
)
.(5.1.5.1)
Here,
⊕̂
ℓ∈SK(Φ,σ)
Ψ
(ℓ)
K (Φ) is the completion of
⊕
ℓ∈SK(Φ,σ)
Ψ
(ℓ)
K (Φ) along the ideal generated by
Ψ
(ℓ)
K (Φ), with ℓ ∈ SK(Φ, σ)\SK(Φ, σ)×.
Consider the map pi : SKΦ(QΦ, DΦ)→ SKΦ,h(GΦ,h, DΦ,h): It is a projective morphism, and
so, for each ℓ ∈ SK(Φ), we obtain a coherent sheaf
FJ
(ℓ)
K (Φ) = pi∗Ψ
(ℓ)
K (Φ)
over SKΦ,h(GΦ,h, DΦ,h).
If Υ = [(Φ, σ)], for any n ∈ Z≥0, we now obtain an evaluation map:
FJ(Φ,σ) : H
0
(SΣK , ω⊗nK (Σ))→ H0((SΣK)∧ZK(Υ), ω⊗nK (Σ)
)
(5.1.5.2)
(5.1.4.1)−−−−−→
≃
H0
(ŜKΦ(QΦ, DΦ, σ), ω⊗nK (Φ))
→֒
∏
ℓ∈SK(Φ)
H0
(SKΦ,h(GΦ,h, DΦ,h),FJ(ℓ)K (Φ)⊗ ω⊗nK (Φ)).
Here, the last map is obtained from (5.1.5.1) and the projection formula.
5.1.6. Suppose that we have another clr Φ′ for (G,K), and that γ ∈ G(Q) and q ∈ QΦ′(Af ) are
such that Φ
(γ,q)K−−−−→ Φ′ and γ · PΦ = PΦ′ . Then, as explained in (4.1.3), we have an associated
tower-structure preserving isomorphism:
ρ(γ, q) : SKΦ(QΦ, DΦ) ≃−→ SKΦ′ (QΦ′ , DΦ′).
Let Q(Φ) (resp. Q(Φ′)) be the canonical 1-motif over SKΦ(QΦ, DΦ) (resp. SKΦ′ (QΦ′ , DΦ′).
By the construction of ρ(γ, q) (cf. 2.2.18), there is a canonical isomorphism ρ(γ, q)∗Q(Φ′) ≃−→
Q(Φ). This induces an isomorphism of line bundles
ρ(γ, q)∗ωK(Φ
′)
≃−→ ωK(Φ).(5.1.6.1)
Let Σ′ be another admissible rpcd for (G,X,K), and suppose that we have σ′ ∈ Σ′(Φ′).
Then we get a diagram:
(5.1.6.2)
H0
(SΣK , ω⊗nK (Σ)) (5.1.3) (2)≃ > H0(SΣ′K , ω⊗nK (Σ)) FJ(Φ′,σ′)> ∏
ℓ′∈SK(Φ′)
H0
(SKΦ′,h(GΦ′,h, DΦ′,h),FJ(ℓ′)K (Φ′)⊗ ω⊗nK (Φ′))
∏
ℓ∈SK(Φ)
H0
(SKΦ,h(GΦ,h, DΦ,h),FJ(ℓ)K (Φ)⊗ ω⊗nK (Φ)).
≃ ρ(γ, q)∗
∨
FJ(Φ,σ)
>
TOROIDAL COMPACTIFICATIONS 85
Here, the vertical isomorphism is induced via (5.1.6.1).
Lemma 5.1.7. The above diagram commutes.
Proof. This is immediately reduced to the case where Σ is a refinement of Σ′, and int(γ)(σ◦)
is contained in (σ′)◦. Let Υ′ = [(Φ′, σ′)] be the image of (Φ′, σ′) in CuspΣ
′
K (G,X). Then we
have a map SΣ′K → SΣK carrying ZK(Υ′) to ZK(Υ). We also have a map of formal schemes:
ρ(γ, q) : ŜKΦ(QΦ, DΦ, σ)→ ŜKΦ′ (QΦ′ , DΦ′ , σ′)
compatible with the isomorphisms with
(SΣK)∧ZK(Υ), and (SΣ′K )∧ZK(Υ′), respectively, and pulling
ωK(Φ
′) back to ωK(Φ). Therefore, it is clear that the diagram commutes. 
Corollary 5.1.8. Let ∆K(Φ) be as in (2.1.16.2). Let PK(Φ) ⊂ SK(Φ) be the sub-monoid
of elements that pair non-negatively with H(Φ). Then FJΦ = FJ(Φ,σ) does not depend on the
choice of σ ∈ Σ(Φ), and its image lands in the sub-algebra:[ ∏
ℓ∈PK(Φ)
H0
(SKΦ,h(GΦ,h, DΦ,h),FJ(ℓ)K (Φ)⊗ ω⊗nK (Φ))]∆K(Φ)

5.2. Construction of the minimal compactification.
5.2.1. Set
SminK = Proj
(⊕nH0(SΣK , ω⊗nK (Σ))).
This is a projective OE,(v)-scheme, and using (5.1.3), we find that, for any sufficiently fine
complete rpcd Σ′ for (G,X,K), we have a canonical map (cf. [36, p. 7.2.3]):∮ Σ′
: SΣ′K → Proj
(⊕nH0(SΣ′K , ω⊗nK (Σ′))) = SminK .
This map can be described as follows: Choose N ∈ Z≥1 sufficiently large so that ω⊗NK (Σ′) is
generated by global sections. Then we have a proper map
SΣ′K → P
(
H0(SΣ′K , ω⊗NK (Σ′))
)
,
and
∮ Σ′
appears in the Stein factorization of this map:
SΣ′K
∮ Σ′
−−→ SminK → P
(
H0(SΣ′K , ω⊗NK (Σ′))
)
.(5.2.1.1)
From this, we obtain:
Proposition 5.2.2.
∮ Σ′
is a surjective map of normal algebraic spaces over OE,(v) with geo-
metrically connected fibers.
It is characterized by the following property: Given any OE,(v)-scheme T , a very ample line
bundle L over T , an integer N ∈ Z≥1, and a map f : SΣ′K → T equipped with an isomorphism
f∗L
≃−→ ω⊗NK (Σ′), there exists a (unique) map fmin : SminK → T such that f = fmin ◦
∮ Σ′ .

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5.2.3. Fix a pair (Φ, σ) for (G,X) with σ ∈ Σ′(Φ). Given any section f ∈ H0(SΣK , ω⊗nK (Σ)),
it follows from (5.1.8) that its restriction to ZKΦ(QΦ, DΦ, σ) is determined by the section:
FJ
(0)
Φ (f) ∈ H0
(SKΦ,h(GΦ,h, DΦ,h), ω⊗nK (Φ))∆K(Φ).
This implies that the composition:
ZKΦ(QΦ, DΦ, σ)→ SΣ
′
K
∮
Σ′
−−→ SminK .
factors through a map16
∆finK (Φ) \ SKΦ,h(GΦ,h, DΦ,h)→ SminK .(5.2.3.1)
5.2.4. Let CuspK(G,X) be the set of equivalence classes of clrs for (G,X) for the relation
Φ1 ∼ Φ2 whenever there exists Φ1 (γ,q)K−−−−→ Φ2 with γ · PΦ1 = PΦ2 . We can give it the structure
of a poset with [Φ1]  [Φ2] whenever there exists an arrow Φ1 (γ,q)K−−−−→ Φ2.
Then, we deduce from (5.1.7) that:
• The scheme ∆finK (Φ)\SKΦ,h(GΦ,h, DΦ,h) depends only on the class [Φ] in CuspK(G,X).
We will therefore denote it by ZK([Φ]).
• The map ZK([Φ]) → SminK induced from (5.2.3.1) depends only on the class [Φ], and
not on a choice of representative Φ, or of the cone σ ∈ Σ′(Φ).
Lemma 5.2.5. (1) Suppose that Φ = (G,X+, g); then the map SKΦ(QΦ, DΦ) → ZK([Φ])
is an isomorphism.
(2) Suppose that σ ∈ Σ(Φ) is a 1-dimensional cone, so that ZKΦ(QΦ, DΦ, σ) has co-
dimension 1 in SKΦ(QΦ, DΦ, σ). Then the map ZKΦ(QΦ, DΦ, σ) → ZK([Φ]) is an
isomorphism if and only if the unipotent radical UΦ ⊂ PΦ has dimension at most 1.
Proof. For (1), since P = G, we have SKΦ(QΦ, DΦ) = SKΦ,h(GΦ,h, DΦ,h). We claim that the
group ∆K(Φ) is actually trivial in this case. Indeed, since WΦ = 1, it coincides with the
group ∆◦K(Φ), which we know to be trivial by (2.1.20). This implies that SKΦ(QΦ, DΦ) maps
isomorphically onto ZK([Φ]).
Now, suppose that UΦ has dimension 1. Then we have WΦ = UΦ, so that SKΦ(QΦ, DΦ) =SKΦ,h(GΦ,h, DΦ,h), and SKΦ(QΦ, DΦ) is aGm-torsor over SKΦ,h(GΦ,h, DΦ,h), with ZKΦ(QΦ, DΦ, σ)
the zero section of the corresponding line bundle over SKΦ,h(GΦ,h, DΦ,h). Therefore, the
map ZKΦ(QΦ, DΦ, σ) → SKΦ,h(GΦ,h, DΦ,h) is an isomorphism. Furthermore, since WΦ is 1-
dimensional, PGL(WΦ) is trivial, which implies again that ∆K(Φ) = ∆
◦
K(Φ) is trivial. There-
fore, SKΦ,h(GΦ,h, DΦ,h) maps isomorphically onto ZK([Φ]).
Conversely, if this map is an isomorphism, then we must have SKΦ(QΦ, DΦ) = SKΦ,h(GΦ,h, DΦ,h),
and SKΦ(QΦ, DΦ) must be a Gm-torsor over SKΦ(QΦ, DΦ), with ZKΦ(QΦ, DΦ, σ) the zero sec-
tion of the associated line bundle. This can happen exactly when WΦ = UΦ has rank 1. 
Remark 5.2.6. G admits an admissible parabolic P with WP = UP of dimension 1, exactly
when it admits PGL2 as a quotient, and in this case P is the pre-image of a Borel subgroup of
PGL2.
Proposition 5.2.7. Given clrs Φ1 and Φ2 for (G,X), the images of ZK([Φ1]) and ZK([Φ2])
in SminK are disjoint unless [Φ1] = [Φ2].
Proof. Suppose that we have a point x in the intersection of the two images. Consider the fiber
Fx of SΣ′K over x. This fiber is geometrically irreducible, and we can assume that it is positive
dimensional.
16Recall from (2.1.15) that ∆K(Φ) acts on SKΦ,h(GΦ,h,DΦ,h) via a finite quotient ∆
fin
K
(Φ).
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We can find, for i = 1, 2, σi ∈ Σ′(Φi), and points yi ∈ ZK([(Φi, σi)] ∩ Fx connected by a
geometrically integral curve C ⊂ Fx. Let η be the generic point of C, and suppose Υ = [(Φ, σ)]
is such that η ∈ ZK(Υ). Then by (4.1.5)(3), we must have [(Φi, σi)]  [(Φ, σ)]. In particular,
this implies:
[Φi]  [Φ],(5.2.7.1)
for i = 1, 2.
On the other hand, it follows from the argument in [36, p. 7.2.3.6] that we have:
ι∗[Φ1] = ι∗[Φ] = ι∗[Φ2] ∈ CuspK‡(G‡, X‡).(5.2.7.2)
The proposition now follows from the conjunction of (5.2.7.1) and (5.2.7.2). 
The proof of the next result proceeds exactly as that of [36, p. 7.2.3.13].
Corollary 5.2.8. Let x be a geometric point of SminK lifting to a point y of ZK([Φ]). Let
F̂J
(ℓ)
K (Φ)y be the completion of the stalk of FJ
(ℓ)
K (Φ) at y. Then we have a canonical isomorphism
of complete local rings:
ÔSminK ,x
≃−→
[ ∏
ℓ∈PK(Φ)
F̂J
(ℓ)
K (Φ)y
]∆K(Φ)
.

Corollary 5.2.9. The map ZK([Φ])→ SminK is a locally closed immersion.
Proof. Call this map f ; then (5.2.8) shows that f is unramified. Moreover, by construction, it is
proper onto its image, and must therefore in fact be finite over its image. Since f is unramified,
its image is also normal.17 By Zariski’s main theorem, it is therefore enough to know that f
is birational onto its image. We can check this over the generic fiber, or even over C. Here, it
follows from [55, p. 6.3]. Note that we are using the fact that Stein factorization is compatible
with flat base change to identify the complex fiber of SminK with the construction in loc. cit. 
Remark 5.2.10. There seems to be some inconsistency between [55, p. 6.3] (and hence between
the above statement) and [36, p. 7.2.3.15], where the action of the finite quotient of ∆K(Φ)
does not intervene. It appears to us that the gap lies in [36, p. 7.2.3.5], which, in our notation,
claims that the map SKΦ,h(GΦ,h, DΦ,h) → SminK is injective on geometric points. Although, as
shown on pp. 8 of [48], this is certainly true in the Siegel case, it is not so clear to us that it
should hold in general.
Theorem 5.2.11. The scheme SminK is a normal, projective OE,(v) scheme, which enjoys the
following properties:
(1) The map SK →֒ SΣK
∮
Σ
−−→ SminK is an open immersion, and its complement in SminK is
flat over OE,(v).
(2) The Hodge bundle ωK on SK extends to an ample line bundle ωminK on SminK . There is
a canonical isomorphism (
∮ Σ
)∗ωminK
≃−→ ωK(Σ) extending the identity over SK .
(3) We have a stratification:
SminK =
⊔
[Φ]
ZK([Φ]),
where [Φ] ranges over CuspK(G,X). In this stratification, ZK([Φ′]) is in the closure of
ZK([Φ]) if and only if [Φ′]  [Φ].
17The notion of ‘image’ here has to be understood appropriately: For a closed stratum, this is just the
schematic image. For a general stratum ZK(Υ), this is defined inductively by removing from S
min
K
the images
of the strata in the closure of ZK(Υ), and then taking the schematic image of ZK(Υ) in this complement.
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(4) The map
∮ Σ
is compatible with stratifications: For any [Φ], we have
(
∮ Σ
)−1
(ZK([Φ])) =⊔
Υ
ZK(Υ),
where Υ ranges over classes of the form [(Φ, σ)] with σ ∈ Σ(Φ). Moreover, the map
ZK([(Φ, σ)])→ ZK([Φ]) is canonically isomorphic to the natural map ZKΦ(QΦ, DΦ, σ)→
∆finK (Φ) \ SKΦ,h(GΦ,h, DΦ,h).
(5) Let S1K ⊂ SΣK be the pre-image of the complement in SminK of the union of the strata
of co-dimension at least 2. Then S1K maps isomorphically into SminK . Moreover, the
natural map
H0
(SΣK , ω⊗nK (Σ))→ H0(S1K , ω⊗nK (Σ))
is an isomorphism. In particular, when Gad does not admit PGL2 as a factor, the
natural map
H0
(SΣK , ω⊗nK (Σ))→ H0(SK , ω⊗nK )
is an isomorphism.
Proof. That SminK is normal and projective over OE,(v) is immediate from its construction and [6,
§ 6.7, Lemma 2].
Assertions (3) and (4) are immediate from (5.2.7), the properness of
∮ Σ
, and the correspond-
ing assertions about the stratification of SΣK .
Since this shows that the strata are all flat over OE,(v), it also implies assertion (1) (one also
needs (5.2.5) (1)).
(5) is standard, except for the last statement, which follows from (5.2.5) (2) and (5.2.6).
It only remains to prove (2). In fact, we can take
ωminK =
∮ Σ
∗
ωΣK .
It is enough to show that this is an ample line bundle over SminK . The proof of this proceeds
exactly as that of [36, p. 7.2.4.1]. 
5.2.12. We can now extend the Hecke correspondences. Let the notation be as in (4.1.12). The
assignment [Φ′] 7→ [Φ] := [ι∗Φ′] is a well-defined map from CuspK′(G′, X ′) to CuspK(G,X).
The map (4.1.12.1) induces a finite map:
ZK′([Φ′]) = ∆finK′(Φ′)\SK′Φ′,h(GΦ′,h, DΦ′,h)→ ∆
fin
K (Φ)\SKΦ,h(GΦ,h, DΦ,h)
)
= ZK([Φ]).
(5.2.12.1)
Proposition 5.2.13. The map
(η, g) : SK′ → OE′,(v′) ⊗OE,(v) SK
extends uniquely to a map SminK′ → OE′,(v′)⊗OE,(v) SminK characterized by the following property:
It carries the stratum ZK′(Φ′) to the stratum OE′,(v′) ⊗ZK([Φ]) via (5.2.12.1).
Proof. Immediate from (5.2.2) and (4.1.13). 
5.3. The case of hyperspecial level. Here, we will assume that we are in the situation
of (4.3). The assumptions and notation will as in that subsection. The following result shows
that the integral model of the minimal compactification is also canonical.
Theorem 5.3.1. The minimal compactification SminK and its stratification are, up to unique
isomorphism, independent of the choice of p-integral symplectic embedding ι. Moreover, for any
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admissible rpcd Σ for (G,X,K), any clr Φ, and any σ ∈ Σ(Φ), the map SΣK → SminK induces a
smooth morphism:
ZK([(Φ, σ)])→ ZK([Φ]).
Proof. Let ι′ be another p-integral embedding satisfying the conditions of (4.3), and let SminK (ι′)
be the minimal compactification of SK constructed using ι′. Fix an admissible rpcd Σ for
(G,X,K), so that the identity morphism on SK extends to morphisms∮
1
: SΣK → SminK ;
∮
2
: SΣK → SminK (ι′)
of algebraic spaces, where SΣK is the canonical compactification of SK given by Theorem 2.
Let S ′ be the normalization of the image of the product morphism∮
1
×
∮
2
: SΣK → SminK × SminK (ι′).
It contains the diagonal embedding of SK as an open subscheme.
It is now enough to show that the natural projections of S ′ onto SminK and SminK (ι′) are both
isomorphisms. Since the generic fiber ShminK of the minimal compactification is a canonical
object in characteristic 0, the morphisms
∮
1 and
∮
2 are canonically isomorphic over E, we see
that the restrictions of the projections over the open subscheme SK ∪ ShminK are isomorphisms.
We now conclude by observing that this subscheme has complement of codimension at least 2
in both SminK and SminK (ι′).
To finish, it is enough to show that the quotient map
SKΦ,h(GΦ,h, DΦ,h)→ ∆finK (Φ)\SKΦ,h(GΦ,h, DΦ,h)(5.3.1.1)
is étale. The best way to show this would be to use Kisin’s theory of twisting abelian vari-
eties [32, § 3] to explicitly describe the action of ∆finK (Φ). This method has the advantage of
also working without any hypotheses on the level.
However, we will give a quicker proof here, in the case of hyperspecial level. Let Φ‡ = ι∗Φ be
the induced clr for (G‡, X‡,K‡). Then, as explained in (5.2.10), ∆finK‡(Φ
‡) is trivial. Therefore,
the natural map ηKp : SKΦ,h(GΦ,h, DΦ,h)→ SK‡
Φ‡,h
(GΦ‡,h, DΦ‡,h) factors through (5.3.1.1). So
it is enough to show that ηKp is unramified.
This follows from the proof of [32, p. 2.3.9], which shows that all complete local rings of
SKΦ,h(GΦ,h, DΦ,h) are quotients of those of SK‡
Φ‡,h
(GΦ‡,h, DΦ‡,h). 
Appendix A.
A.1. Logarithmic Dieudonné theory for degenerating abelian varieties. The notation
will be as in (1.3). The goal is to prove (1.3.5). The construction we give here is essentially
given in [26], but that reference only covers the case of complete discrete valuation rings, and
so we have chosen to give some more details for our more general situation.
A.1.1. We will begin by considering objects in the full sub-categoryDDtot(S,U) of DD(S,U)
consisting of objects with Qab|U = 0.
Any such object is determined by a bilinear pairing τ : YU × XU → Gm,U . We will write
(Qτ , λ
e´t) for the corresponding object in DDtot(S,U). It corresponds to a complex [YU
fτ−→ TU ],
where fτ (y)(x) = −τ(y, x).
The dual object Q∨U is attached to the pairing τ
∨ : XU × YU → Gm,U obtained by flipping
the order of Y and X in the product. It corresponds to the dual map:
fτ∨ : XU → T∨U = Hom(YU ,Gm,U)
x 7→ (y 7→ −τ∨(x, y)).
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A.1.2. Let Gτ → Y |U be the pull-back of the multiplication-by-n map T n−→ T along fτ . It is
an extension:
0→ TU [n]→ G(τ, n)→ YU → 0.
Then, as an extension of YU ⊗Z/nZ by TU [n]|U , QU [n] is canonically identified with G(τ, n)⊗
Z/nZ.
The pairing QU [n]×Q∨U [n]→ µn,U is (up to sign) the one obtained from the pairing:
G(τ, n)× G(τ∨, n)→ µn,U
(y, t)× (x, t∨) 7→ x(t)y(t∨)−1.
This makes sense, since x(t)ny(t∨)−n = x(f(y))y(f∨(x))−1 = τ(y, x)τ(y, x)−1 = 1.
A.1.3. Any vector extension of TU can be trivialized. Therefore, the universal vector extension
[YU → EQU ] of [YU fτ−→ TU ] can be identified with
YU
1⊕f−−−→ (YU ⊗Ga)⊕ TU .
We then have canonical isomorphisms of filtered vector bundles:
H1dR(QU ) = Hom
(
Y,OU
)⊕ (X ⊗ OU (−1))(A.1.3.1)
H1dR(Q
∨
U ) =
(
Y ⊗ OU (−1)
)⊕Hom(X,OU).(A.1.3.2)
Moreover, the OU (−1)-valued pairing on H1dR(QU ) ×H1dR(Q∨U ) translates to the obvious one
under these identifications.
A.1.4. Now, assume that S is a scheme over S0. We can also describe the connection
∇ : H1dR(QU )→ H1dR(QU )⊗ Ω1U/S0
in terms of the isomorphism (A.1.3.1).
Let U (1) ⊂ U ×S U be the first-order neighborhood of the diagonal embedding of U . Let
p1, p2 : U
(1) → U be the two projections. Then there is a canonical isomorphism of complexes:
p∗1[YU → EQU ] ≃−→ p∗2[YU → EQU ].(A.1.4.1)
Since the categories of étale locally constant sheaves, and hence the categories of étale locally
trivial tori, over U (1) and U are canonically isomorphic, we can identify both p∗1EQU and p
∗
2EQU
with (Y ⊗Ga,U(1))⊕ TU(1) , where TU(1) is the canonical lift over U (1) of U .
The map y 7→ p∗2f(y)p∗1f(y)−1 defines a homomorphism from YU to ker(TU(1) → TU ). Since
Ω1U/S0 = ker(OU(1) → OU ),
this last group can be canonically identified with Hom(XU , 1+Ω
1
U/S0
) = Hom(XU ,Ω
1
U/S0
), and
the resulting map
YU → Hom(XU ,Ω1U/S0)
is simply y 7→ − dlog(τ(y, ·)).
We therefore see that (A.1.4.1) is identified with:
[YU
1⊕p∗1f−−−−→ (YU ⊗Ga,U(1))⊕ TU(1) ] ≃−→ [YU
1⊕p∗2f−−−−→ (YU ⊗Ga,U(1))⊕ TU(1) ],
where the underlying automorphism of YU is the identity, and that of (YU ⊗Ga,U(1))⊕ TU(1) is
given by:
(y ⊗ a)⊕ t 7→ (y ⊗ a)⊕ (1 + a dlog(τ(y, ·))) · t.
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From this, we find that, via the identification (A.1.3.1), the connection on H1dR(QU ) has the
following description: For any section ϕ of Hom
(
YU ,Z
)
, we have: ∇((ϕ, 0)) = (ϕ ⊗ 1, 0). For
any section x of XU , we have:
∇(x ⊗ 1) = (− dlog(τ(·, x)), x ⊗ 1).
A.1.5. We now come to the crystalline realization D(Q). We will first construct the restriction
of D to the full sub-category DDtot(S,U) of DD(S,U).
Let Slog be the log scheme attached to (S,U). Given a log scheme Z over Slog in which p
is nilpotent and an exact nilpotent thickening of log schemes Z →֒ Z˜ equipped with divided
powers, we need to construct a canonical OZ˜ -module D(Qτ )(Z →֒ Z˜). We can view fτ as a
homomorphism
fτ : Y → Hom(X,O×U ) = Hom(X,MgpSlog ).
In particular, for any log scheme Z over Slog, we obtain a homomorphism fτ |Z : Y |Z →
Hom(X,MgpZ ).
Since Z →֒ Z˜ is an exact nilpotent thickening, if I = ker(OZ˜ → OZ), we also have:
1 + I = ker(Mgp
Z˜
→ MgpZ
)
.
We therefore obtain a short exact sequence of étale sheaves over Z:
1→ Hom(X |Z , 1 + I)→ Hom(X |Z ,Mgp
Z˜
)→ Hom(X |Z ,MgpZ )→ 1.(A.1.5.1)
Set TI = ker(TZ˜ → TZ); we then have the short exact sequence of Z˜-group schemes:
1→ TI → TZ˜ → TZ → 1.(A.1.5.2)
Pulling (A.1.5.1) back along fτ |Z , we obtain another short exact sequence:
1→ TI → E(τ, Z →֒ Z˜)→ Y |Z → 1.(A.1.5.3)
Write Gm,I for ker(Gm,Z˜ → Gm,Z). Then the divided powers on I give us a map of groups:
ℓ : Gm,I → OZ˜
x 7→
∑
n∈Z≥1
(−1)n−1(x− 1)[n].
We therefore obtain a map:
ℓ⊗ 1 : TI ⊗Z OZ˜ = Hom(X |Z ,Gm,I)⊗Z Z˜ → Hom(X |Z ,OZ˜).(A.1.5.4)
Let F(τ, Z →֒ Z˜) be the push-forward along the map ℓ ⊗ 1 : TI ⊗Z OZ˜ → OZ˜ of E(τ, Z →֒
Z˜)⊗Z OZ˜ . We set:
D(Qτ )(Z →֒ Z˜) = Hom
(F(τ, Z →֒ Z˜),OZ˜).
If Z˜ is also a log scheme over Slog, then (A.1.5.3) has a canonical splitting, and so we obtain
a canonical splitting:
D(Qτ )(Z →֒ Z˜) = Hom(Y |Z ,OZ˜)⊕ (X ⊗ OZ˜).(A.1.5.5)
In particular, we obtain a canonical direct summand F 1D(Qτ )(S) = X⊗OS ⊂ D(Qτ )(S): This
induces the Hodge filtration F •D(Qτ )(S).
There is a canonical 2-step weight filtration W•D(Qτ ) on D(Qτ ) with W2D(Qτ ) = D(Qτ ),
W−1D(Qτ ) = 0 and
W0D(Qτ ) =W1D(Qτ ) = Hom(Y,1) ; gr
W
2 D(Qτ ) = X ⊗ 1(−1).
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A.1.6. We still need to describe the F -crystal structure on D(Q); that is, the maps
ϕD(Q) : Fr
∗ D(Q)→ D(Q);
VD(Q) : D(Q)→ Fr∗ D(Q).
For this, we note that we can canonically identify Fr∗ D(Q) with D(Q(p)), where Q(p) is attached
to the pairing τp : Y |U ×X |U → Gm,U . So, in the notation of the construction above, we only
have to construct canonical maps
ϕ(Z →֒ Z˜) : E(τ, Z →֒ Z˜)→ E(τp, Z →֒ Z˜);
V (Z →֒ Z˜) : E(τp, Z →֒ Z˜)→ E(τ, Z →֒ Z˜),
whose composition in either direction is just multiplication by p.
This is easy: They are induced, respectively, by the endomorphisms (y, t) 7→ (y, tp) and
(y, t) 7→ (yp, t) of Y |Z × TZ˜ .
A.1.7. We also have to describe the canonical pairing D(Q)×D(Q∨)→ 1(−1). This is induced
from the pairing:(
Hom(X,OZ˜)⊕ E(τ, Z →֒ Z˜)
)× (Hom(Y,OZ˜)⊕ E(τ∨, Z →֒ Z˜))→ OZ˜
(ϕ, y, t)× (ψ, x, t∨) 7→ ϕ(x)− ψ(y)− ℓ(x(t∨)y(t)−1).
Observe that x(t∨)y(t)−1 lies in 1 + I, since its image in MgpZ is τ(x, y)τ(x, y)−1 = 1.
Finally, it can be checked from the definitions and the splitting (A.1.5.5) that there is a
canonical isomorphism of OU -modules with integrable connections:
H1dR(Qτ,U )
≃−→ D(Qτ )(S)|U
respecting Hodge and weight filtrations and polarization pairings.
A.1.8. Let D˜D(S,U) be the category of pairs (Q, τ0), where:
• Q is a 1-motif over S;
• τ0 : Qe´tU ×QmultU → Gm,U is a pairing associated with an object of DDtot(S,U).
A map of two such pairs ϕ : (Q1, τ1,0) → (Q2, τ2,0) is a map of 1-motifs ϕ : Q1 → Q2 such
that the pair (ϕe´t, ϕmult,C) determines a map
Qτ1,0 → Qτ2,0
in DDtot(S,U).
There is a natural notion of duality in this category: Given a pair (Q, τ0) its dual is the
object (Q∨, τ∨0 ).
There is a canonical fully faithful functor
DDtot(S,U)→ D˜D(S,U)
defined as follows: Given Qτ on the left-hand side, we attach to it the pair (Q, τ), where Q
corresponds to the complex [Qe´tτ
0−→ Qmult,Cτ ].
We can now extend the functor D : DDtot(S,U)→ LDieuwt(S,U) to a functor
D˜ : D˜D(S,U)→ LDieuwt(S,U).
Indeed, given (Q, τ0) on the left hand side, we obtain:
• The Dieudonné crystal D(Q) over S attached to Q equipped with its weight filtration;
cf. (1.1.4). This can be viewed as an extension:
0→ Hom(Qe´t,1)→ D(Q)→ D(Qsab)→ 0.(A.1.8.1)
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• The object D(Qτ0) in LDieuwt(S,U). This is an extension:
0→ Hom(Qe´t,1)→ D(Qτ0)→ D(Qmult)→ 0.
If we pull the latter extension back along the natural map D(Qsab) → D(Qmult), we obtain
another extension:
0→ Hom(Qe´t,1)→ D(Qτ0)×D(Qmult) D(Qsab)→ D(Qsab)→ 0.(A.1.8.2)
The underlying log Dieudonné crystal of D˜(Q) will now be the Baer sum of (A.1.8.1) and
(A.1.8.2). We can naturally equip it with a weight filtration, and it can be checked that D˜
respects duality. This completes the construction of D˜.
A.1.9. Given (Q, τ0) in D˜D(S,U), we can view τ0 as a trivialization of the trivial Gm-bi-
extension of Qe´tU ×Qmult,CU . Therefore, we obtain a natural functor
B(S,U) : D˜Dpol(S,U)→ DDpol(S,U)
defined as follows on objects: Given a pair (Q, τ0) on the left-hand side, we assign to it the
object of DDpol(S,U) attached to the tuple
(Qab, Qe´t, Qmult,C , c, c∨, τ |U · τ0).
A morphism ϕ : (Q1, τ1,0)→ (Q2, τ2,0) is given by a tuple (ϕab, ϕe´t, ϕmult,C), which also deter-
mines a map in DD(S,U):
B(S,U)(ϕ) : B(S,U)
(
(Q1, τ1,0)
)→ B(S,U)((Q2, τ2,0)).
It follows from the definitions that B(S,U) is a faithful functor.
A.1.10. Given (Qab, Qe´t, Qmult,C , c, c∨), after perhaps a finite étale base change S → S′, we
can find a trivialization τ of the bi-extension (c × c∨)∗PQab that completes the given tuple to
a 1-motif over S′. Therefore, for any object (QU , λU ) in DD(S,U), there is a finite étale cover
S′ → S such that, with U ′ = S′ ×S U , the base-change of (QU , λU ) to DD((S′, U ′)) belongs
to the essential image of B(S′,U ′). It is now not hard to see that (1.3.5) is a consequence of the
following assertion:
Given (Q1, τ1,0) and (Q2, τ2,0) in D˜D(S,U) and an isomorphism in DD(S,U):
ϕ : B(S,U)
(
(Q1, τ1,0)
) ≃−→ B(S,U)((Q2, τ2,0)),
there is a canonically associated isomorphism in LDieuwt(S,U):
D(ϕ) : D˜
(
(Q1, τ1,0)
) D(ϕ)−−−→
≃
D˜
(
(Q2, τ2,0)
)
.
To see this, first note that the existence of ϕ implies that we can assume Qab1 = Q
ab
2 , and
Qe´t1 = Q
e´t
2 , Q
mult
1 = Q
mult
2 . Furthermore, under these identifications, we can assume that
cQ1 = cQ2 and c
∨
Q1
= c∨Q2 .
For convenience, we now drop the superfluous numerals in the subscript of these objects. We
can view both τQ1 and τQ2 as trivializations of the bi-extension (cQ×c∨Q)∗PQab of Qe´t×Qmult,C ;
and both τ1,0 and τ2,0 as pairings on Q
e´t
U ×Qmult,CU . They satisfy:
τQ1 |U · τ1,0 = τQ2 |U · τ2,0.
Set τ0 = τ2,0τ
−1
1,0 ; the formula above shows that τ0 extends to a pairingQ
e´t×Qmult,C → Gm,S ,
which we again denote by τ0, and that it satisfies:
τQ2 · τ0 = τQ1 ; τ0|Uτ1,0 = τ2,0.(A.1.10.1)
LetQτ0 be the 1-motif over S attached to τ0. Then, as extensions of D(Q
mult) byHom(Qe´t,1),
the Baer sum of D(Qτ0) and D(Qτ1,0) is canonically isomorphic to D(Qτ2,0). To see this, one
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must show that the construction of (A.1.5), when applied to the pairing τ0 in the natural way,
gives us the Dieudonné crystal D(Qτ0). This can be deduced using finite étale descent and [25,
(4.3.5)].
Also, as extensions of D(Qsab) by Hom(Qe´t,1), the Baer sum of D(Qτ0) ×D(Qmult) D(Qsab)
and D(Q2) is canonically isomorphic to D(Q1).
The assertion we required is immediate from these facts and the construction of the functor
D˜ in (A.1.8).
A.2. Comparison isomorphisms for semi-stable abelian varieties. Fix an algebraic clo-
sure k for Fp, and let W =W (k), K0 =W [p−1]. Set S = SpecOK for a finite extension K/K0
and let U = SpecK ⊂ S be the generic point. Let K be an algebraic closure of K, and let OK
be its ring of integers. Let ΓK be the absolute Galois group Gal(K/K). As above, we will fix
a uniformizer π ∈ K with corresponding formal divided power thickening Sπ ։ OK .
Set S = SpecOK and U = SpecK; then S has a natural log structure associated with the
divisor S\U . Write Slog for the associated log scheme.
A.2.1. Fix (A,ψ) in DEGpol(S,U). Write D
(
AK
)
for the induced log Dieudonné crystal in
LDieu(S,U). For any 1-motif H over K, write Tp(H) for the the p-adic Tate module
Tp(H) = lim←−
n
H [pn](K).
This is naturally a continuous Zp-representation of ΓK .
Proposition A.2.2. There is a canonical map of ΓK-modules:
Tp(A)→ HomLDieu(S,U)
(
D
(
AK
)
,1
)
.
Proof. The ΓK-action on the right-hand side is via its action on D
(
AK
)
through ‘transport-of-
structure’.
Suppose that (A,ψ) corresponds to (QU , λU ) in DDpol(S,U). Write D(Q) (resp. D(QK))
for the log Dieudonné crystal D(A) (resp. D(AK)). Then, by (1.2.2.1), the proposition amounts
to showing that there is a canonical map
Tp(QU )→ HomLDieu(S,U)
(
D(QK),1
)
.
Let (Q′, λ′, τ0) be a tuple in D˜Dpol(S,U) mapping to (QU , λU ) under the functor in (A.1.9).
Then, in the category of extensions of Qe´t ⊗ Zp by Tp(Qsab), Tp(QU ) is the Baer sum of
Tp(Q
′) = Tp(Q
′[p∞]) and the push-forward of Tp(Qτ0) along Tp(Q
mult)→ Tp(Qsab).
Now, there is a natural map:
Tp(Q
′) = HomOK (Qp/Zp, Q
′[p∞])
D−→ Hom
LDieu(S,U)(D(Q
′
K
),1
)
.
So, given the construction of D(Q) in (A.1.10), it now suffices to construct a natural map:
Tp(Qτ0)→ HomLDieu(S,U)(D(Qτ0,K),1).(A.2.2.1)
By the construction of (A.1.2), we have
Qτ0 [p
n] = G(τ0, n)⊗ Z/pnZ.
Therefore, each section of Qτ0 [p
n] is the image of a section (yn, tn) of G(τ0, n), which satisfies
fτ0(yn) = t
pn
n .
Suppose that we are now given a log scheme Z over S
log
in which p is nilpotent, and an
exact nilpotent thickening of log schemes Z →֒ Z˜ equipped with divided powers. To construct
the map (A.2.2.1), it suffices, in the notation of (A.1.6), to construct a canonical section of
E(τ0, Z →֒ Z˜)⊗Z OZ˜ associated with an element (αn) ∈ Tp(Qτ0).
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For this, let I = ker(OZ˜ → OZ), and let r ∈ Z≥1 be such that Ir+1 = 0. Then, given any
section u of QmultI , we will have u
r = 1; cf. [28, p. 1.1.1]. This in turn implies that, given any
section t of Hom(Qmult,C |Z ,MgpZ ) and any lift t˜ of it to a section of Hom(Qmult,C |Z ,MgpZ˜ ), the
section t˜r is a canonically determined lift of tr.
Choose m such that pm ≥ r and such that pmOZ˜ = 0. Choose a lift (ym, tm) ∈ G(τ0,m)(K)
of αm. Then the image of fτ (ym) = t
pm
m in Hom(Q
mult,C |Z ,MgpZ ) has a canonical lift t˜m ∈
Hom(Qmult,C |Z ,MgpZ˜ ). The pair (ym, t˜m) is a section of E(τ0, Z →֒ Z˜). It is easily checked that
its image in E(τ0, Z →֒ Z˜)⊗OZ˜ does not depend on the choice of m or the lift (ym, tm), and so
is our desired canonical section. 
A.2.3. We will now prove (1.4.10). For this, we will need a certain larger ring B̂st containing
Bst, whose construction we now recall. For details, cf. [8, §2].
Let Acris be the p-adically complete W -algebra defined in [22, §2.3]: it is equipped with a
ΓK-action and a compatible surjection θ : Acris → OK , whose kernel is equipped with divided
powers. There is a canonical Frobenius lift ϕ : Acris → Acris. Moreover, if R = limx 7→xp OK/p is
the perfect envelope of OK/p, there is a canonical ΓK-equivariant Teichmüller lift [·] : R\{0} →
Acris\{0}.
Any coherent sequence (ζn)n∈Z≥0 of p-power roots of unity determines an element ζ ∈ R×
and thus an element [ζ] ∈ A×cris. Similarly, a coherent sequence (π1/p
n
) = (πn)n∈Z≥0 of p-power
roots of π determines an element [π] ∈ Acris.
Let Âst be the p-adic completion of the divided power algebra Acris〈X〉, so that we have:
Âst =
{∑
i
ai
X i
i!
∈ Acris[p−1][|X |] : ai → 0 p-adically
}
.
There is a natural log structure MÂst → Âst, where MÂst ⊂ Âst is the monoid generated by
Â×st and the image of R \ {0} under the Teichmüller lift. The action of ΓK extends to Âst via
the formula: g(1 +X) = [ǫ(g)](1 +X). Here, ǫ(g) ∈ R× arises from the coherent sequence of
p-power roots of unity (g(πn)π
−1
n )n. The Frobenius lift ϕ on Acris extends to ϕ : Âst → Âst
satisfying ϕ(1 +X) = (1 +X)p. Both these additional structures respect log structures.
The surjection θ : Acris → OK extends to a map θ : Âst → OK satisfying θ(X) = 0; clearly,
ker θ ⊂ Âst admits divided powers. We view Âst as an Sπ-algebra via the map u 7→ [π](1+X)−1.
All maps involved are compatible with log structures. Moreover, θ : Âst → OK is an exact
thickening, in the sense that the induced map:
Mgp
Âst
/Â×st → K
×
/O×
K
is an isomorphism.
Âst is equipped with a natural Acris-linear derivation N satisfying N(1 +X) = (1 +X). It
is easily checked that we have pϕN = Nϕ as endomorphisms of Âst.
Now, B̂+st = Âst[p
−1], and B̂st = B̂
+
st [t
−1], where t = log[ε] ∈ Acris is Fontaine’s cyclotomic
period, associated with a coherent sequence (εn)n of primitive n
th-roots of unity. There is a
natural map Bst → B̂st compatible with additional structures.
A.2.4. Let S logπ = Sπ[p−1][ℓu] be the polynomial algebra over Sπ[p−1] in the variable ℓu. It
is equipped with a natural integrable connection ∇ : S logπ → S logπ dlog(u) satisfying ∇(ℓu) =
dlog(u), as well as a Frobenius lift ϕ : S logπ → Sπ extending that on Sπ and satisfying ϕ(ℓu) =
pℓu. The natural map Sπ → OanY (e) extends to a map S logπ → Oan,logY (e) in the obvious way: ℓu is
carried to ℓu. This map is compatible with the ϕ-module structures, as well as the logarithmic
connections.
From [8, p. 6.2.1.1], we now obtain:
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Proposition A.2.5. The isomorphism (1.4.6.3) restricts to an isomorphism of S logπ -modules:
S logπ ⊗K0 M0(A) ≃−→ S logπ ⊗Sπ M(A).

A.2.6. The map Sπ → Âst extends to a ϕ-equivariant map S logπ → B̂+st carrying ℓu to the
element log
( [π]
π
) − log(1 + X), where both logarithms are developed using the usual power
series18. If we equip S logπ with the derivation N = −∇(u ddu ), then this map is also compatible
with derivations.
We again fix (A,ψ) in DEGpol(S,U). We can evaluate D(AK) along the formal divided
power thickening Spf OK →֒ Spf Âst to obtain an Âst-module that is canonically isomorphic to
Âst ⊗Sπ M(A). Therefore, from (A.2.2), we obtain canonical maps of Qp-vector spaces
Tp(A)[p
−1]→ HomSπ
(M(A), B̂st)→ HomSlogπ (S logπ ⊗Sπ M(A), B̂st)→ HomK0(M0(A), B̂st).
Here, the final map is obtained via (A.2.5).
Tensoring the maps with B̂+st and dualizing, we now obtain a map of B̂
+
st-modules:
B̂st ⊗K0 M0(A)→ B̂st ⊗Qp H1e´t(AK ,Qp).
By construction, it is compatible with all additional structures. We claim that it is an iso-
morphism. To see this, we note that the map is compatible with weight filtrations on both
sides, and we only have to check that it induces isomorphisms on the associated gradeds for the
weight filtration. But this follows from [19, Theorem 7].
The proof of (1.4.10) will be completed by:
Proposition A.2.7.
(1) The isomorphism above restricts to an isomorphism
βst,A : Bst ⊗K0 M0(A)→ Bst ⊗Qp H1e´t(AK ,Qp).
(2) The diagram (1.4.10.1) commutes.
Proof. Assertion (1) follows from [8, Théorème 3.3].
For (2), we observe that the obstruction to is an automorphism u of BdR ⊗Qp H , where
H := H1e´t(AK ,Qp), that respects the Hodge filtration (arising from that on BdR), the weight
filtration (arising from that on H), as well as the diagonal ΓK-action. Moreover, the induced
automorphism on the associated graded pieces of the weight filtration is the identity. In weights
0, 2, this is clear, and in weight 1, this follows from the discussion in [19, § 6]; see pp.132–133
of loc. cit. In fact, this discussion shows more: Since our comparison isomorphism agrees
with the classical crystalline comparison isomorphism for p-divisible groups, the automorphism
induced by u on BdR ⊗Qp W1H and BdR ⊗Qp (H/W0H) is the identity.
Therefore, u − 1 factors through a ΓK-equivariant map BdR ⊗Qp grW2 H → BdR ⊗Qp W0H ,
which respects Hodge filtrations. Giving such a map is equivalent to giving a map
grW2 H
1
dR(A/K)→W0H1dR(A/K)
that respects Hodge filtrations. But any such map must be identically zero. 
A.3. Extension lemmas. Unless otherwise specified, all schemes and algebraic spaces in this
sub-section will be normal, noetherian and flat over Z(p).
18Note: log
( [pi]
pi
)
= log
(
1 + (
[pi]
pi
− 1)
)
.
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A.3.1. Let Z be a scheme admitting locally closed immersions Z →֒ Xi, for i = 1, 2, where X1
and X2 are algebraic spaces.
Suppose that there exists another scheme Z ′, which also admits locally closed immersions
Z ′ →֒ X ′i satisfying the following property: For i = 1, 2, there exists a finite map Xi → X ′i such
that
Z = (Xi ×X′i Z ′)red.
Assume that we have a commutative diagram of formal algebraic spaces:(
X1[p
−1]
)∧
Z[p−1]
>
(
X1
)∧
Z
>
(
X ′1
)∧
Z′
(
X2[p
−1]
)∧
Z[p−1]
f [p−1] ≃
∨
>
(
X2
)∧
Z
>
(
X ′2
)∧
Z′
,
f ′ ≃
∨
where the two vertical isomorphisms lift the identity on Z[p−1] (resp. Z ′).
For every point z ∈ Z(Fp), with image z′ in Z ′, let Ri(z′) (resp. Ri(z)) be the complete
local ring of X ′i (resp. Xi) at z (resp. z
′).
Lemma A.3.2. Suppose that, for every z, the finite map R1(z′)
≃−→ R2(z′) → R2(z) lifts to
an isomorphism R1(z)
≃−→ R2(z). Then f [p−1] extends to an isomorphism of formal algebraic
spaces
f :
(
X1
)∧
Z
≃−→ (X2)∧Z
Proof. We can work formal affine locally on
(
X ′1
)∧
Z′
, and so we can assume that we have:(
X ′1
)∧
Z′
= Spf(A, IA)
f ′−→
≃
(
X ′2
)∧
Z′
;
and (
Xi
)∧
Z
= Spf(Bi, IBi),
for i = 1, 2. Furthermore, if B̂i[p−1] is the IBi -adic completion of Bi[p
−1], f [p−1] induces an
isomorphism of adic rings:
(B̂1[p−1], IB1B̂1[p
−1])
≃−→ (B̂2[p−1], IB2B̂2[p−1]).(A.3.2.1)
We have to show that the finite map A→ B2 lifts to a map B1 → B2. By the Z(p)-flatness
and noetherianity of Bi, and Krull’s intersection theorem, the map Bi → B̂i[p−1] is injective.
Choose an element b ∈ B2; via the isomorphism of (A.3.2.1), we can view b as an element
of B̂1[p−1]. We have to show that it actually lies in B1. Since both B1 and B2 are finite over
A, the sub-algebra B1[b] ⊂ B̂1[p−1] generated by b is also finite over B1. We have to show that
the map B1 → B1[b] is an isomorphism. It suffices to check this after completing B1 at any
maximal ideal, and here it follows from the hypothesis of the lemma. 
A.3.3. We will consider the category C1 of pairs
(
S, {Zc}c∈C
)
, where:
• S is a normal, noetherian algebraic space, flat and locally of finite type over Z(p);
• (C,) is a partially ordered finite set;
• {Zc} is a collection of locally closed sub-spaces of S that are also normal and flat over
Z(p), and that form a stratification for S. That is, we have a decomposition:
S =
⊔
c∈C
Zc;
and, for every c ∈ C, the sub-space ⊔c′c Zc′ is the Zariski closure of Zc in S.
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A map (S, {Zc}c∈C) → (T, {Wd}d∈D) of such tuples is a pair (f, ϕ), where f : S → T is a
map of algebraic spaces, and ϕ : C→ D is a map of partially ordered sets such that, for every
d ∈ D, we have:
(f−1(Wd))red =
⊔
ϕ(c)=d
Zc.
Let C2 be the category whose objects are the same as those of C1, but in which a morphism
between (S, {Zc}c∈C) and (T, {Wd}d∈D) is instead a pair (f [p−1], ϕ), where:
•
(f [p−1], ϕ) : (S[p−1], {Zc[p−1]}c∈C)→ (T [p−1], {Wd[p−1]}d∈D)
is a map in C1;
• For every c ∈ C with d = ϕ(c), there exists a map of formal algebraic spaces ŜZc → T̂Wd
extending the map
(S[p−1])∧Zc[p−1] → (T [p−1])∧Wd[p−1]
induced by f [p−1].
Lemma A.3.4. The natural functor C1 → C2 is an equivalence of categories.
Proof. Let
(f [p−1], ϕ) : (S, {Zc}c∈C)→ (T, {Wd}d∈D)
be a map in C2. We have to show that f [p−1] extends to a map f : S → T . Using a simple
induction, this reduces to the situation where C is a two-element set {c0, c1} with c0  c1. Set
d0 = ϕ(c0) and d1 = ϕ(c1).
Let S′ be the normalization of the Zariski closure in S × T of the graph of f [p−1]. Our
hypothesis implies that the open immersion Zc0 [p
−1] →֒ S[p−1] extends to an open immersion
Zc0 →֒ S′, and, similarly, the closed immersion Zc1 [p−1] →֒ S[p−1] extends to a closed immersion
Zc1 →֒ S′. Therefore, S′ = Zc0⊔Zc1 , and the natural projection S′ → S is a bijection on points.
Moreover, the completion of S′ along Zc1 maps isomorphically onto that of S. This implies
that S′ maps isomorphically to S, and so f [p−1] extends to all of S. 
Lemma A.3.5. Let OL be a complete discrete valuation ring of mixed characteristic (0, p).
Suppose that Q is a 1-motif over L such that, for some ℓ 6= p, the ℓ-adic Tate module Tℓ(Q) is
unramified as a representation of Gal(L/L). Then Q extends (uniquely) to a 1-motif over OL.
Proof. We can assume that OL has algebraically closed residue field. Suppose that Q =
(B, Y,X, c, c∨, τ). By the usual good reduction criterion for abelian varieties, we see that
B extends to an abelian scheme over OL. By the properness of B and B
∨, the maps c and c∨
also extend over OL. Let J be the extension of B by T = Hom(X,Gm) determined by c∨. For
every x ∈ X , viewed as a character of T , we obtain via push-forward an extension Jx of B by
Gm. We have to show that, for any y ∈ Y , the section τ(y, x) ∈ Jx(L) extends over OL.
For each n ∈ Z≥1, consider the connecting map ∂n : Jx(L)→ H1(L, Jx[ℓn]) in the Kummer
long exact sequence. Our hypothesis implies that ∂n(τ(y, x)) is trivial, for all n. Therefore,
τ(y, x) is in the image of [ℓn] : Jx(L)→ Jx(L). To finish, it is enough to show that the inclusion
Jx(OL) ⊂
⋂
n
im([ℓn] : Jx(L)→ Jx(L))
is bijective.
Choose an element j of the right-hand side with image b ∈ B(L) = B(OL); choose also
j′ ∈ J(OL) lifting b. Then j = tj′, for a unique t ∈ L×. For any n ≥ 1, choose jn ∈ J(L)
such that [ℓn]jn = j. Let bn ∈ B(OL) be its image. Then we can find j′n ∈ J(OL) with image
bn ∈ B(OL) and satisfying [ℓn]j′n = j′. In particular, for all n ≥ 1, there exists tn ∈ L× such
that jn = tnj
′
n and t
ℓn
n = t. This implies that t ∈ O×L , and hence j ∈ J(OL). 
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Lemma A.3.6. Suppose that S is a regular, formally smooth scheme over Z(p). Let U ⊂ S
be an open sub-scheme containing S[p−1], whose complement has co-dimension at least 2 in S.
Then any 1-motif over U extends uniquely to one over S.
Proof. Let (B, Y,X, c, c∨, τ) be a 1-motif over U . By [62, Corollary 5], B extends to an abelian
scheme over S. The rest of the data also extends by Weil’s extension theorem [6, § 4.4, Theorem
1]: Given a smooth group scheme H over S, any section of H over U extends to one over S. 
A.3.7. Suppose that S is a flat normal Z(p)-scheme, and that (Ai, λi) for i = 1, 2, 3 are three
polarized abelian schemes over S[p−1]. Suppose that there exist finite homomorphisms fi :
Ai → A1, for i = 1, 2 that are compatible with polarizations, and whose kernels are finite flat
group schemes over S[p−1] of prime-to-p order.
Suppose also that the product homomorphism
β : A2 ×A3 f2×f3−−−−→ A1
is an isogeny, and that A1 extends to an abelian scheme A1 over S.
Lemma A.3.8. In the above situation, suppose that λ1 has prime-to-p degree. Then both A2
and A3 also extend to abelian schemes A2 and A3 over S, and the homomorphisms f2, f3 extend
to finite homomorphisms Ai → A1 for i = 2, 3.
Proof. We can assume that S is connected. This implies that the degrees of the polarizations
λi are constant. Let di be the degree of the polarization λi on Ai, for i = 1, 2, 3.
Our hypothesis on the degree of λ1 and its compatibility with λ2 and λ3 along the finite
homomorphisms f2 and f3 imply that the integers di are prime-to-p for i = 1, 2, 3.
Moreover, since β respects polarizations, the p-primary part kerβ[p∞] of kerβ must map
isomorphically onto a subgroup scheme of both kerλ1 and kerλ2 via the natural projections.
Write A˜ for the quotient (A2 ×A3)/ kerβ[p∞]: this is a finite cover of A1 of prime-to-p degree.
Let d˜ be the degree of the induced polarization on A˜.
Let g1 (resp. g2, g3) be the dimension of the fibers of A1 (resp. A2, A3). Let Ag,d˜ be the
moduli stack over Z(p) of polarized abelian varieties of dimension g and degree d˜.
Let B be the moduli stack over Z(p) that, for each Z(p)-scheme T , parameterizes tuples
((B2, ψ2), (B3, ψ3), ε), where, for i = 2, 3, (Bi, ψi) is a polarized abelian scheme over T of
dimension gi and degree di, and
ε : kerψ2[p
∞]
≃−→ kerψ3[p∞]
is an isomorphism of T -group schemes such that the product polarization ψ2×ψ3 on B2×T B3
descends to a polarization ψ on B = (B2 ×T B3)/L, where L = (1× ε)(kerψ2[p∞]), which will
necessarily have degree d˜. This is again an algebraic stack over Z(p).
By definition, we now have a map of Z(p)-stacks
B→ Ag,d˜(A.3.8.1) (
(B2, ψ2), (B3, ψ3), ε
) 7→ (B,ψ).
Note that both B2 and B3 are abelian subschemes of B.
We claim that this map is finite. Since it is of finite type, it suffices to show that the map is
quasi-finite and satisfies the valuative criterion for properness. The first property follows from
the argument in [41], and the second follows from the Nerón-Ogg-Shafarevich criterion for good
reduction.
The polarized abelian scheme A˜→ S[p−1] is associated with a map
f : S[p−1]→ Ag,d˜.
The discussion above shows that f lifts to a map S[p−1]→ B.
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The hypothesis that A1 extends to an abelian scheme over S, combined with the fact that
the isogeny β˜ : A˜ → A1 has prime-to-p degree implies that A˜ extends to a polarized abelian
scheme over S, and hence that f extends to a map S → Ag,d˜.
So, to prove the proposition, it is enough to show that this extension also admits a lift S → B.
But this follows from the finiteness of (A.3.8.1) and the normality of S. 
A.4. Rigid analytic lemmas. The purpose of this part of the appendix is to collect some
results about rigid analytic spaces obtained via Berthelot’s analytification functor.
A.4.1. Let R be a complete local normal ring, topologically of finite type over W . Set Û =
Spf R. We have the attached analytic space Ûan overK0 as defined in [25, §7.1]19: Let m ⊂ R be
the maximal ideal, and let R[mn/p] be the R-sub-algebra of R
[
p−1
]
generated by the elements
a/p, for a ∈ mn. Let Bn be the m-adic completion of R[mn/p] and set Cn = Bn
[
p−1
]
. Then
Cn is an affinoid algebra over K0. If Xn = Sp(Cn) is the affinoid space over K0 associated with
Cn, the natural map Xn → Xn+1 induced by the inclusion R[mn+1/p]→ R[mn/p] exhibits Xn
as an affinoid open in Xn+1. We now have:
Ûan =
⋃
n
Xn.
There is a natural map of W -algebras: R → H0(Ûan,OÛan). By [25, p. 7.3.6], this map
produces an identification:
R = {f ∈ H0(Ûan,OÛan) : |f(x)|p ≤ 1, for all x ∈ Ûan(K0)}.(A.4.1.1)
Lemma A.4.2. Let Q(R) be the fraction field of R, and suppose that f ∈ Q(R) is such that
there exists a non-empty Zariski open sub-space V ⊂ Ûan with |f(x)|p = 1, for all x ∈ V (K0).
Then f belongs to R×.
Proof. Write f = b1/b2, for non-zero b1, b2 ∈ R. Let p ⊂ R be a height 1 prime with p /∈ p, and
suppose that ordp(b1) ≥ ordp(b2). Let V (p) ⊂ Ûan be the Zariski closed subspace associated
with p. Then f = b1/b2 is defined on a non-empty open of V (p). For any point in this open,
|f(x)|p = 1, which implies that ordp(b1) = ordp(b2). Arguing similarly with b2/b1, we see that
ordp(f) = 1, for all such height 1 primes.
Since R is normal, this implies that f belongs to R[p−1]×, with |f(x)|p = 1 everywhere.
Combining with (A.4.1.1) shows that f must in fact belong to R×. 
From the definitions, we obtain:
Lemma A.4.3. Suppose that we have an injective map R → R′ of complete local normal
W -algebras, topologically of finite type over W . Set Û ′ = Spf R′. Then the induced map
H0
(Ûan,OÛan)→ H0(Û ′,an,OÛ ′,an)
is again injective.

Lemma A.4.4. Let R→ R′ be as above, and let m′ ⊂ R′ be the maximal ideal.
(1) Suppose that f ∈ 1 +m′ is such that the logarithm:
log(f) =
∞∑
i=1
(−1)i+1 (f − 1)
i
i
∈ H0(Û ′,an,OÛ ′,an)
19This space is denoted by Ûrig in loc. cit.
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is integral over H0
(Ûan,OÛan). Suppose that there exist a finitely generated R-algebra
S, a maximal ideal mS ⊂ S, an element g ∈ S, and an isomorphism of local R-algebras
ŜmS
≃−→ R′ carrying g to f . Then f is integral over R.
(2) If log(f) belongs to H0
(Ûan,OÛan), then there exists r ∈ Z>0 such that f r belongs to
1 +m ⊂ R.
(3) If f belongs to the quotient field Q(R) of R, then it lies in 1 +m.
Proof. For all these statements, we can, without loss of generality, replace S by the normaliza-
tion of the image in R′ of the map of R-algebras:
R[T ]→ S
T 7→ g − 1;
and R′ by the complete local ring of this normalization at the pre-image of mS .
Now, (1) amounts to the assertion that R′ is finite over R. This can be rephrased as follows:
Let R1 be the integral closure of R in S. Since it is a domain, finite over the complete local
ring R, it has to be local as well. We have to show that the map of local R-algebras R1 → SmS
is an isomorphism; or, equivalently, that g belongs to R1.
By hypothesis, Û ′,an → Ûan factors through a finite map V → Ûan of rigid spaces such that
log(f) lies in H0(V,OV ). For any n ≥ 1, let Xn ⊂ Ûan be the affinoid open defined in (A.4.1).
The pre-image Yn ⊂ V of Xn is again affinoid. Since g = log(f) is an analytic function on Yn,
it is necessarily bounded, and so there exists r ∈ Z>0 such that |prg|p < p− 1p−1 everywhere on
Yn. In particular, the power series
fr := exp(p
rg) =
∞∑
j=0
(prg)j
j!
converges to a function on Yn satisfying |fr − 1|p everywhere, and log(fr) = pr log(f). For
s ∈ Z≥1 sufficiently large, we will now have fpsr = fp
r+s
over the pre-image in Û ′,an of Yn.
Therefore, the pre-image in Û ′,an of Xn is finite over Xn.
Using [25, p. 7.1.9] and the noetherianity of R, we now find that the localization of R′[p−1]
at any maximal ideal p ⊂ R[p−1] is finite over R[p−1]p = Rp. Therefore, (ŜmS )p, and hence
its sub-algebra (SmS)p, has to be finite over Rp. This implies that the map of R-algebras
R1[p
−1] → SmS [p−1] is an isomorphism, since it is one after localizing at every maximal ideal
of R[p−1]. So we find that the element g ∈ SmS lies in R1[p−1] ∩ SmS .
Let Ûan1 be the rigid analytic space associated with R1. The map Û
′,an → Ûan factors through
Ûan1 . Now, g is a bounded analytic function on Ûan1 that restricts to f over Û
′,an. But, by what
we have just seen, the map Û ′,an → Ûan1 is surjective on K0-points. Therefore, since |f−1|p < 1
holds everywhere on Ûan(K0), we must have |g−1|p < 1 everywhere on Ûan1 (K0). By (A.4.1.1),
it now follows that g must belong to R×1 .
Assertion (3) is now immediate. It remains to prove (2). Let R2 ⊂ R′ be the R-sub-algebra
generated by f . By (1), it is finite over R. Moreover, the argument above with the p-adic
exponential shows that, for all maximal ideals p ⊂ R[p−1], there exists s ∈ Z>0 such that the
image of fp
s
in (R2)p lies in Rp. This shows that if s is sufficiently divisible, then we will have
fp
s ∈ R[p−1], and hence in R. 
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