Let G be a classical group and suppose that G does not contains non-trivial graph automorphisms. In this paper we prove that the order complex of the coset poset of G is non-contractible. In order to prove it, we show that P G (−1) does not vanish, where P G (s) is the Dirichlet polynomial associated to the group G.
probabilistic zeta function of G (see [1] and [14] ), the so-called Dirichlet polynomial associated to G, defined by 
μ G (H).
Here μ G is the Möbius function of the subgroup lattice of G, which is defined inductively by μ G (G) = 1, μ G (H) = − K >H μ G (K ). Thanks to an observation of S. Bouc, Brown [2, §3] showed that P G (−1) = −χ C(G) .
It is a well-known fact that if (C(G)) is contractible, then its reduced Euler characteristicχ (C(G))
is zero. Hence, if P G (−1) = 0, then the simplicial complex associated to the group G is non-contractible.
In [2] , Brown proved the following.
Proposition 1. (See [2].) If G is a finite soluble group, then P G (−1) = 0.
A proof of this proposition proceeds as follows. If N is a normal subgroup of G, then we define 
μ G (H).
We have that P G (s) = P G/N (s)P G,N (s) (see [2] ). Thus, if 1 = N 0 < N 1 < · · · < N k = G is a chief series of G, applying the above formula repeatedly, we obtain
By a result of [6] , we have that P Moreover, Brown conjectured that P G (−1) = 0 for every finite group G. In the previous paper [17] , we proved this conjecture for G equal to PSL 2 (q) , to the Suzuki groups 2 B 2 (q) and to the Ree groups 2 G 2 (q). At the time of this writing, there is no known finite group G such that P G (−1) = 0.
In this paper, we want to prove the Brown conjecture for the classical groups. We use the definition classical groups, as given in [13] (see also Section 6).
The main result of this paper is the following.
Theorem 2. Let X be a classical group that does not contain non-trivial graph automorphisms. The number P X (−1) does not vanish, so the simplicial complex associated to the coset poset of X is not contractible.
We outline the strategy of the proof. Here we use the notation of Section 6. Suppose that Ω X A. Denote by − the reduction modulo scalars. In particular it turns out that X = X/Z (X). Let 1 = Z 0 < Z 1 < · · · < Z k = Z (X) be a part of the chief series of X . As we have seen above, we have P X (s) = P X/ Z (X) (s) 
P X (s) = P X,G (s)P X/G (s).
By Schreier conjecture, the group X/G is soluble. So, by Proposition 1, we have that P X/G (−1) = 0. It remains to show that P X,G (−1) = 0.
Let r be a prime number and let P Fix a prime number p and assume that G is defined over a field of characteristic p. In particular, we have
The first summand P (p)
X,G (s) collects the contribution given by the subgroups H of X such that H contains a Sylow p-subgroup and H G = X . In order to obtain a good expression for P (p) X,G (s) we first reduce to the case X = G. Note that P G,G (s) = P G (s) and define P (p)
G,G (s). are devoted to the study of value P (p) G (−1) when G is a group of Lie type of characteristic p. The notation introduced in Section 2 applies only to Sections 3-5. Using some classical results of [3] on root systems, we obtain the following theorem. 
where the values of L are in Table 1 (Section 5).
In Section 6 we introduce the notation for classical groups we will use throughout the rest of the paper. Thus Theorem 3 can be restated for the classical groups as follows. In Sections 7 and 8 we show that, in most cases,
P X,G (−1) − P (p)
X,G (−1) is divisible by q L p (2,p) .
In order to prove ( †), we investigate the structure of the maximal subgroups M of X such that MG = X . In particular, in Section 7 we deal with maximal subgroups M of X such that M does not contain a Sylow p-subgroup of X . In Section 8, the setting is the following: let H be a subgroup of X such that H G = X and suppose that if M is a maximal subgroup of X containing H , then M contains a Sylow p-subgroup of X . In this case we prove that μ G (H) = 0 or |G : H| p is greater than or equal to q β(n) , where 
G (s).
Finally, in Section 10 we prove Theorem 2. In most cases, we have that
and this implies that P X,G (−1) = 0.
We will use repeatedly, often without mention, the following results on the Möbius function of the subgroup lattice of G. [8] .) Let 
Lemma 5. (See

Notation and definitions about groups of Lie type
In the sequel we introduce some notations and definitions we will use throughout Sections 3, 4 and 5.
We point out some general facts about the groups of Lie type and the simple Lie algebras. Everything we need can be found in [3] .
Let p be a prime number. Let K be a field of characteristic p. We denote by G a group of Lie type over the field K. We have that G is either an untwisted or a twisted group of Lie type. In both cases, a simple Lie algebra L over the field K is associated to G.
If G is an untwisted group of Lie type, then G is a Chevalley group L(K), which is a certain group of automorphisms of L over the field K (see [3, Proposition 4.4.3] ).
If G is a twisted group of Lie type, then G is a subgroup of a Chevalley group L(K).
Now, let G be our group of Lie type. To G the following objects are associated.
• A Killing form (−,−) on the simple Lie algebra L over the field K.
• A system of roots Φ in a Cartan subalgebra V of L and a system of fundamental roots Π in Φ.
• [3, 3.4] ).
• A symmetry ρ of the Dynkin diagram of L (see [3, 13.1] ). In particular the order of ρ is 1, 2 or 3 (see [3, 13.4 
]).
We denote by t the positive number |ρ| √ |K|. This definition is the most convenient, although it allows t to be irrational (see [3, 14.1] ). Now, we give some other definitions and remarks on the root systems.
• Given a system of roots Ψ and a fundamental system Σ in Ψ , let Ψ + , Ψ − be the sets of positive and negative roots with respect to the fundamental system Σ . We recall that a root in r ∈ Ψ is a linear combination of roots of Σ with integer coefficients which are all non-negative if r ∈ Ψ + and all non-positive if r ∈ Ψ − (see [3, 2.1] ).
is called a reflection. The Weyl group W of Φ is the subgroup of transformations of V generated by the reflections {w r : r ∈ Φ}. Note that W is generated also by the so-called fundamental reflections {w r : r ∈ Π} (see [3, Proposition 2.1.8]). Let l(w) be the length of w ∈ W , defined as the minimal n such that w = w r 1 
be the subgroup of W generated by the reflections {w r : r ∈ Φ K }. Note that Φ K is a system of roots in V K , K is a fundamental system and the Weyl group of Φ K is W K [3, Proposition 2.5.1].
• An isometry τ of V is associated to the symmetry ρ in such a way that τ (r) is a positive multiple of ρ(r) for each r ∈ Π (see [3, 13.1] ). The isometry τ is uniquely determined by ρ. In particular, observe that for every w ∈ W , the element w τ = τ −1 wτ belongs to W . Finally, note that ρ and τ are non-trivial if and only if G is twisted.
• Let k be the number of the ρ-orbits of Π . Let
• Let W denote the subgroup of the Weyl group W consisting of the w ∈ W such that w τ = w (see [3, 13.1] 
• Let D be the Dynkin diagram of W, that is a graph induced by the Dynkin diagram D, identifying the nodes in the same ρ-orbit (see [3, 13.3.8] ). D is a graph with as nodes the elements of I , such that K 1 ∈ I and K 2 ∈ I are joined if there exist r 1 ∈ K 1 and r 2 ∈ K 2 such that r 1 and r 2 are joined in D.
• Let K be a subset of Π . We define D K to be the set of elements w of W such that w(r) ∈ Φ + for each r ∈ K . For a subset
Note that here the notation is not the same as in [3] , where this expression is denoted by P W J (t). We preferred our notation to avoid confusion with P G (s), the Dirichlet polynomial of G.
Some technical result on root systems
The following lemma is quite technical. We point out some important facts on root systems.
Lemma 7.
Using the notation of Section 2, the following hold. 
(8) Since W is generated by the fundamental reflections, we have ω i = w r 1 · · · w r n for some r l ∈ O i , l ∈ {1, . . . ,n}. So, using the definition of reflection, we have
so, by part (1) of the lemma, we get w(Φ Proof.
(1) The argument is similar to the proof of Theorem 2.2.2 in [3] . It is clear that for
Thus l(w) L . Now, by contradiction, assume that l(w) < L . So, we have that at least one of the inequalities in ( †) is strict, i.e. there exists m ∈ {1, . . . ,n} such that
by part (5) of the previous lemma.
. By part (8) of the previous lemma,
But this is an ω-factorization of w of length n − 2, a contradiction. 
. So, by part (8) of the previous lemma, we get ω
This means that ω i is in the group generated by 
Proof. The argument is the same as in the proof of Theorem 3 in [4] . Let P be a Sylow p-subgroup associate to a subset J of I a parabolic subgroup P J . Moreover, the map J → P J is an isomorphism between the lattice P(I) and the lattice of subgroups of G containing N G (P ) [3, Theorem 8.3.4] . In particular (see [20, 3.8.3 ]), we have that 
This ends the proof. 2
In the sequel, we consider the value of P
(p)
G (s) for s = −1. First, we obtain an easier expression for
To do that, we introduce some more definitions. Let u be an element of W. We denote by I u the subset of I consisting of the orbits K ∈ I such that u(K ) ⊆ Φ + . By Lemma 7(6), note that K ∈ I u if and only if there exists r ∈ K such that u(r) ∈ Φ + . Moreover, let I c
Mimicking the proof of Proposition 9.4.5 of [3] , we obtain the following.
Lemma 11. Under the above conditions, we have that
Hence, we have
The last equality holds since we have that
The proof is complete. 2
By the previous lemma, we can write
The following lemma shows that c n (G) = 0 for n < L.
for each j ∈ {1, . . . ,k}. Moreover we have
for w ∈ {u, v}. Hence we get:
The proof is finished. 2
The following is an easy but important result.
Lemma 13. There is a unique element v
The following proposition shows that c L (G) = 2. 
Proposition 14. The set of pairs of elements u, v in
for each j ∈ {1, . . . ,k}, and
for w ∈ {u, v}.
We divide the proof into steps.
Step
Let j ∈ {1, . . . ,k}. As at the beginning of the proof of Lemma 12, we have that
Thus we have the claim.
Step 2. (r,r) = −n for some n ∈ N − {0}, such that s, r + s, . . . ,nr + s ∈ Φ (see [3, 3.3 and 3.4] ). Now, by hypothesis, we have that
Step 3. The partition {I 
Thus, to prove thatĪ u ⊇ I u it is enough to show that Step 5. Let i, j ∈ I u . We have that ω i and ω j commute. 
as claimed. Now, we finish the proof of the proposition. 
Proof. The first assertion is Lemma 11.
(4) This is Proposition 14.
The value of L for a simple group of Lie type
In this section we calculate the explicit values of L for the simple groups of Lie type. These values are given in Table 1 . In this table, we use the notation of [3] for the groups of Lie type.
If G is an untwisted group, then ρ is trivial. Hence, the unique element of a ρ-orbit is a fundamental root. Thus, for each i ∈ {1, . . . ,k}, we have that
Now, suppose G is a twisted group of Lie type. To get the value of L, we use the following result. [3, 3.4 and 3.6] .) Let r, s ∈ Π be two fundamental roots. Let n r = • n r,s = 0. We have that n r = n s = 0 and Φ + {r,s} = {r, s}. In this case the roots are not joined in the Dynkin diagram D.
Lemma 16. (See
• n r,s = 1. We have that n r = n s = −1 and Φ + {r,s} = {r, s, r + s}.
• n r,s = 2. We have that n r = −2, n s = −1 and Φ + {r,s} = {r, s, r + s, 2r + s}.
• n r,s = 3. We have that n r = −3, n s = −1 and Φ + {r,s} = {r, s, r + s, 2r + s, 3r + s, 3r + 2s}.
• n r,s = 4. We have that r = s and Φ + {r} = {r}. 
Suppose that l is odd. Thus the orbits are
A similar argument applies to cases 2 E 6 and 2 D l .
Suppose that l is even. Thus the orbits are
A similar argument applies in case 2 
Notation and definition for the classical groups
In this section we give some definitions and notation we will use until the end of the paper. Let p be a prime number, let f be a positive integer and let q be the number p f . Moreover let n be an integer greater than or equal to 2. Denote by V a vector space of dimension n over F = F q u where u ∈ {1, 2}. As in [13, §2.1], let κ be a form defined over the vector space V over F q u and let f be the bilinear form associated to κ. We consider four cases:
• Case L: κ = f is identically 0.
• Case S: κ = f is a non-degenerate symplectic form.
•
• Case U: κ = f is a non-degenerate unitary form.
The number u is defined as follows u = 2 if case U holds, 1 otherwise.
Moreover, when case O, we distinguish three cases (see [13, pp. 27-28] ):
• Case O o , if n is odd (in this case q is odd).
Denote by Γ (V , κ) the group of the κ-semisimilarities. Moreover, let 
Finally, define
where ι is an inverse transpose automorphism (see [ • Case L and (n, q) ∈ {(2, 2), (2, 3)}.
• Case U and (n, q) = (3, 2).
• Case S and (n, q) = (4, 2). • Case L and n 3. In this case Aut(Ω(V , κ)) has a subgroup of index 2 isomorphic to Γ .
• Case O + and n = 8.
• Case S, n = 4 and q even.
Since in the previous sections we used a different notation for the classical groups, we record in Table 2 the correspondence between the new notation and the Lie notation.
Under the assumptions of Theorem 17, when Ω(V , κ) is non-abelian simple, let
From now on, we assume that
and we require that X does not contain non-trivial graph automorphisms (briefly, we say that X is a classical projective group). This means that Ω(V , κ) X Γ (V , κ) and if case O + holds, then X ker(γ ). The homomorphism γ is defined as follows. Suppose that case O + holds. As in [13, p. 30 ], let U k be the set of totally singular subspace of V of dimension k. Let ∼ be the relation on U m defined Table 3 Values ofβ p (X), given the socle G of X . When V and κ are clear form the contest, we omit them. For example, we shall write Γ instead of Γ (V , κ).
Sβ p (X)
In the following sections, we are going to study the subgroups of X which are supplemented by G, which are intersection of maximal subgroups and which do not contain a Sylow p-subgroup of X .
We define
This number will be crucial in the next two sections and in the proof of our main result. In fact, note that
and by Lemma 6 we have that k divides
Hence we have that
We shall prove the following theorem, which gives a lower bound of β p (X). Table 3 with the following exceptions:
Theorem 18. Let X be a classical projective group of characteristic p and let G be its socle. Letβ p (X) be as in
We have that β p (X) β p (X).
The proof of this theorem is given in Proposition 19 and Theorem 20.
Table 4
Value of L for the classical simple groups.
7. Indices of subgroups of G which are contained in a maximal subgroup that does not contain a Sylow p-subgroup of G Let X be as in the previous section.
In this section we deal with the maximal subgroups M of X such that MG = X and M does not contain a Sylow p-subgroup of X . By [13] , the group M ∩ G is a member of one of the classes of geometric subgroups C 1 , . . . , C 8 or of the class S (see [13] for the notation).
We recall the definition of S (see [13, p. 3] In Table 4 we translate the results of Table 1 Proof. If case L, n = 2 holds, then the result follows from [11, p. 213] .
Suppose that M is as in the statement. Suppose that M is a member of one of the classes
Using the results of [13] on the geometric subgroups of a classical group, we obtain Tables 5-12. Note that in Table 5 we report only the subgroups which do not contain a Sylow p-subgroup of G.
Direct calculations show that if M is a member of one of the classes C 1 (X), . . . , C 8 (X), then the proposition holds.
If M does not lie in one of the classes C 1 (X), . . . , C 8 (X), then M is a member of the class S(X) (by Aschbacher's theorem, see [13, Theorem 1.2.1]). Let S be the socle of M. Since M lies in S, the group S is non-abelian simple. We claim that S G. In fact, S ∩ G is a normal subgroup of S. Hence S ∩ G = 1 or S G. For contradiction, suppose that S ∩ G = 1. Thus S is isomorphic to a subgroup of X/G, a contradiction, since X/G is soluble. So we obtain the claim. In particular, if M is a member of the class S(X), then M ∩ G is a member of the class S(G).
Using 2.2.9 in [12] , we get that either S is in Table 13 or |M| < q u(2n+4) . Assume that n is at least 8, 13, 12 and 13 in the cases L, U, S and O respectively. An easy check shows that the proposition holds. Table 5 Class C 1 .
n and q even Table 6 Class C 2 . + log q |r| p r | n, r prime, n/r even GU n/2 (q).2 Table 8 Class C 4 .
+ log q |2| p n 1 n 2 = n, n 1 even Table 9 Class C 5 .
+ log q |4| p r | n, r prime Table 10 Class C 6 .
Table 11
Class C 7 .
Table 12
Class C 8 .
Assume that n = 3 and case L or U holds. By [15] and [9] we obtain Table 14 , where we report the maximal subgroups of PSL 3 (q) and PSU 3 (q) in the class S. It is straightforward to see that the proposition holds for n = 3.
Table 13
Class S, some groups. Throughout the rest of the proof, assume that if case L or U holds, then n 4. Using [18] , it is easy to see that the proposition holds in the following cases:
• Case L, (n, q) ∈ {(4, 2), (5, 2)}.
• Case U, (n, q) ∈ {(4, 2), (5, 2)}.
• Case S, (n, q) ∈ {(4, 3), (4, 4) , (6, 2) 
Recall the definition of the class S. In particular, if M lies in S, then there exists an absolutely
where L is the full covering of S.
As in [13, §5.3] , for a finite group S and a prime number r, let R r (S) = min{m: L has a non-trivial projective representation of degree m in characteristic r}. Moreover, let R p (S) = min{R r (S): r is a prime number, r = p} and R(S) = min{R r (S): r is a prime number}. In particular, we are concerned with the simple groups S such that R(S) 12. We report these groups in Tables 15, 16 • Case L, (n, q) ∈ {(4, 2), (5, 2)}.
Table 15
Alternating and sporadic simple groups with R(S) 12.
S |Aut(S)| R(S)
Alt 5 2 12 Table 16 Simple groups of Lie type of characteristic r with R r (S) 7, such that S does not appear in Table 15 . • Case S, (n, q) ∈ {(4, 4), (6, 2)}.
S |Aut(S)| Lower bound for R r (S)
• Case O ± , (n, q) ∈ {(8, 2)}.
Note that the cases above have been already considered.
Assume that S is a group of Lie type of characteristic p over F r . Let F p denote the algebraic closure of F p . Since ρ is absolutely irreducible, we can think to V as an irreducible projective F p S-module.
Moreover, by definition of the class S, we have that V cannot be realized over a proper subfield of F. Table 17 Simple groups of Lie type of characteristic p with R p (S) 12 . 
• r = q uk and dim(V ) = n = t k ;
• 
On the intersection of maximal subgroups which contain a Sylow p-subgroup of X
Let X be a projective classical group, as in Section 6. The aim of this section is to prove the following.
Theorem 20. Under the notation of Section 6, let H be a subgroup of X such that:
• H G = X, • if M
is a maximal subgroup of X and M H , then M contains a Sylow p-subgroup of X , • H does not contain a Sylow p-subgroup of X .
Then μ X (H) = 0 or |X : H| p q β(n) , where
In order to prove the above theorem, we investigate the structure of maximal subgroups in the class C 1 (X), as described in [13] . In particular, we are interested to the maximal subgroups which contain a Sylow p-subgroup of X . In most cases, these subgroups are stabilizers of totally singular subspaces of V . We recall some definitions about the geometry of classical groups (see [13, p. 16] 
We need some preliminary technical lemmas. Proof. Define a linear map φ = φ l,h : V → V as follows:
• φ(e l ) = e l + e h and φ(e i ) = e i for i = l,
e , where e = 1 if case O holds, e = 2 otherwise.
It is straightforward to show that (1) and (3) hold, so we prove only (2) . Let U be a totally singular subspace of V such that e h ∈ U . Let w be an element of
The following well-known facts about the spaces with forms will be use often without mention.
Lemma 23. Let κ be a non-degenerate form and let W and U be two subspaces of V . 
gives a one-to-one correspondence between L * H (X) and M H (X). 
is a one-to-one correspondence. Now, we focus our attention to the set L H (X). Observe that L H (X) is a sublattice of the lattice of subspace of V . In fact if U and W are subspaces of V , then Stab
H (X) if and only if there exists a totally singular proper subspace T of V such that
Let L be a subset of the set of vector subspaces of V .
• We denote by L(+) the subset of L consisting of the elements W such that there exist
we have that
• We say that L enjoys the property P if there exists W ∈ L such that for each Z ∈ L we have W Z or W Z . In this case, W is said to be a P-element of L.
We divide the rest of the section into two parts: L * H (X) enjoys the property P and L * H (X) does not enjoy the property P.
L * H (X) enjoys the property P
We consider the case when L * H = L * H (X) enjoys the property P. Our aim is to prove the following.
chain. Let T be the intersection of the elements of L *
We have that T
We divide the rest of the proof in three cases, namely case Assume that U 1 is contained in T . Let C be the sum of the elements of L * which are properly contained in T and which are not P-elements in L * (this set is not empty, since it contains U 1 ). By definition we have that C ∈ L * . We want to prove that
This implies also that C ∈ L * (+) (using the definition of C ). So we apply Proposition 27 and we obtain the claim.
If U 1 contains T , the proof is just the dual (take C to be the intersection of the elements of L * which properly contain T and which are not P-elements in L * ). 
By a result of [20] , we have that
Since T is a redundant element we have Y T = {K − {T }: ( n even
+ log q |2| p n even Table 20 p-part of the order M = Stab I (U ), where U is a non-degenerate proper subspace of V and dim U = k.
If case L does not hold, then T and U are maximal totally singular subspaces of V , so dim 
H does not enjoy the property P. Assume case L holds. Let T = e 1 , . . . , e k and U = e k+1 , . . . , e h , for some k + 1 h m = n. In the basis e 1 , . . . , e n the generic matrix of an element of H I is of the form
Thus we have that 
is a maximal subgroup of X such that M P and MG = X, then M N X (B).
Proof. Well known, see [13] . 
H ∈ S B (G): N X (H) N X (B) .
We have the following.
We claim that η is injective. It is enough to prove that N X (η(H)) = H for each H ∈ S N X (B) (X). As above, we have that N X (H ∩ G) H . Since H S = X , using Lemma 36, we get
It is straightforward to show that the map η is an isomorphism of posets. 2
Now we are ready to prove Proposition 34.
Proof of Proposition 34. Since P ∩ G P P , we have that Lemma 37 (1) 
implies that N X (P ) N X (B).
Hence, by Lemmas 37(2) and 35 we get that 
This concludes the proof. 2
Proof of the main theorem
This section is devoted to the proof of Theorem 2. Recall the notation from Section 6. Since G is a normal subgroup of X , we have that P X (s) = P X/G (s)P X,G (s). Note that in order to prove Theorem 2 it suffices to show that P X,G (−1) = 0. In fact, since G/ X is soluble, we have that P G/ X (−1) = 0, by Proposition 1.
In the first part of this section we deal with some particular cases. In the second part we concentrate on the general case.
We recall the following lemma on the existence of Zsigmondy primes.
Lemma 39. (See [21] .) Let a, n ∈ N, a, n 2. There exists a prime divisor q of a n − 1 such that q does not divide a i − 1 for all 0 < i < n, except in the following cases:
• n = 2, a = 2 s − 1 with s 2.
• n = 6, a = 2.
When this prime divisor exists, it is called a Zsigmondy prime for a, n .
Recall that M H (X) is the set of maximal subgroups of X containing H and supplementing G. When we write M K (G) we mean the set of maximal subgroups of G containing K .
Proposition 40. Assume n = 2 and case L holds. We have that P X,G (−1) = 0. Proof. In Table 21 (N G (T ∩ G) ). N X (T ∩ G) N X (N G (T ∩ G) Table 4 . Hence P X,G (−1) = 0.
So we obtain
Proof. We have already considered the case G ∼ = PSL 3 (2) ∼ = PSL 2 (7). Using [5] , the result holds in cases L and U with (n, q) = (4, 2), and in case S with (n, q) = (6, 2). For the rest of the proof, suppose that if case L or U holds, then (n, q) = (4, 2) and if case S holds, then (n, q) = (6, 2) . Moreover, assume G PSL 3 (2) . Recall 
