Abstract Emerging evidence suggests that a group of dietary-derived phytochemicals known as flavonoids are able to induce improvements in memory, learning and cognition. Flavonoids have been shown to modulate critical neuronal signalling pathways involved in processes of memory, and therefore are likely to affect synaptic plasticity and long-term potentiation mechanisms, widely considered to provide a basis for memory. Animal dietary supplementation studies have further shown that flavonoidrich foods are able to reverse age-related spatial memory and spatial learning impairments. A more accurate understanding of how a particular spatial memory task works and of which aspects of memory and learning can be assessed in each case, are necessary for a correct interpretation of data relating to diet-cognition experiments. Further understanding of how specific behavioural tasks relate to the functioning of hippocampal circuitry during learning processes might be also elucidative of the specific observed memory improvements. The overall goal of this review is to give an overview of how the hippocampal circuitry operates as a memory system during behavioural tasks, which we believe will provide a new insight into the underlying mechanisms of the action of flavonoids on cognition.
Introduction
There has been intense interest in the potential of flavonoids to modulate neuronal function and prevent agerelated neurodegeneration. The use of flavonoid-rich plant or food extracts in humans and animal dietary supplementation studies have indicated that they are capable of inducing improvements in cognitive function by protecting vulnerable neurons, enhancing existing neuronal function or by stimulating neuronal regeneration [125, 193, 194, 216] . Many of these studies have been conducted in rodent models which have been used as models of human declarative memory ( Fig. 1 ) to predict the potential effects of flavonoids on human cognitive performance [34, 37, 38, 44, 102, 112, 119, 120, 162, 189, 194, 224] . Declarative memory in humans represents objects, places and events in the external world and acts to form associations between them. This representation is flexible, as it can be stored and subsequently expressed in novel situations. Similarly, rodents acquire declarative memories when they 'learn' the required route within a specific maze environment, indicating that they have acquired a flexible representation of space in order to guide their behaviour in specific situations [198] . A particular aspect of declarative memory that has been used to model the effects of diet on behaviour is spatial memory. Spatial memory is well characterised in both rodents and humans and it is dependent on the hippocampus in both species [151] . Additionally, spatial memory is severely affected by age in both species and as such constitutes an excellent model in which to evaluate the potential of flavonoids to reverse age cognitive deficits.
However, the potential effects of diet on memory and learning are likely to be relatively subtle. Therefore, the demonstration of a clear 'cause and effect' relationship between consumption of a particular flavonoid-rich food and memory and/or learning is not straightforward. For this reason, a precise understanding of how a particular cognitive task works and what information it can provide is essential. In addition, a deeper understanding of how specific behavioural tasks relate to the functioning of underlying neuroanatomical pathways will also be highly informative in making precise interpretations of data relating to specific diet-cognition experiments. In the current review, we describe the main paradigms and tasks currently employed to test spatial memory in rodents and highlight how these paradigms differ in the aspects of spatial memory they assess. Furthermore, we provide an overview of how the hippocampal circuitry operates as a memory system during behavioural tasks, as we believe that it would provide a new insight into the underlying mechanisms of the action of flavonoids on cognition. We believe that this simultaneous understanding of how behavioural tools assess the effects of flavonoid-rich diets in rodents and how the same spatial tasks are related to the mechanisms by which the learning and memory is processed in the hippocampus circuits is likely to provide a new and valuable perspective into this emerging research field.
Accessing spatial memory in rodents
Spatial memory and learning is one aspect of cognition that has been extensively studied in both humans and rodents [30, 109, 157, 158, 186] . Rodents provide a good model in which to test spatial memory as they have an impressive ability to orientate themselves in the surrounding environment and can remember complex relationships between visuospatial cues in similar ways to humans. As such, several maze environments, most notably the Radial Arm Maze [154] and Morris Water Maze [136] , have been developed to assess rodent spatial memory and learning. It has been comprehensively reported that rats show distinct age-related deficits in such spatial learning tasks [14] and there is direct evidence that spatial memory tasks are sensitive to hippocampal injury [82] . Indeed, the performance of aged rats in T-maze, eight-arm radial maze and Morris water maze tasks suggests that aged rats have impaired spatial learning but are not impaired in non-spatial versions of the tasks. This indicates that spatial learning appears to be particularly vulnerable to the effects of ageing [15, 17, 137] , whilst the ability to solve even difficult non-spatial tasks is unaffected by age. Typically, in maze learning, the animal is required to move from a start position to a goal location by learning the spatial layout of the maze, although this may be motivated either by a food reward or an aversive stimulus [57] . In the next section we will compare the two major behavioural apparatuses used to assess spatial learning in rodents (Morris water maze and radial arm maze), in order to highlight the procedural and conceptual differences between them when measuring aspects of learning and memory.
Radial arm maze
The original version of the eight-radial arm maze task (RAM), also known as the 'Olton Task', was introduced by
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Spatial tasks with Rodents
Skills and Habits Fig. 1 Localization of spatial memory in the human memory system. Declarative and nondeclarative memory are the two main types of human memory; declarative memory is dependent on the medial temporal lobe and hippocampus and its retrieval requires conscious attention, whilst nondeclarative memory is related with amygdala, cerebellum, striatum and reflex pathways and can be retrieved effortlessly (does not require conscious attention). Spatial memory is a type of declarative memory that has been extensively studied in rodents and is dependent on hippocampus in both humans and rodents. Short-term memories are consolidated into long-term memories by repetition (based on [198, 200]) Olton and Samuelson in 1976 [154] . In the classic version of the task, each arm of the maze contains a food reward and the rat is required to visit each arm once only within a trial to locate all eight food rewards. Therefore, the task requires the animal to keep track of the already visited arms by making use of visuospatial cues located in the environment, thereby allowing it to collect the maximum number of food rewards. During each testing session, performance is evaluated by recording the number of times that the rat re-enters a previously visited arm with the number of re-entries recorded as 'short-term working memory errors'. This measure constitutes a measure of short-term working memory which is typically defined as the information that the rat should retain within each testing trial (in this case which arms it already visited). Learning in this task is usually inferred from the day-to-day improvements in task performance with rats typically making an increasing number of correct choices over the course of 1 or 2 weeks. Several interesting versions of this task have been subsequently developed, including most notably the 'delayed non-matching to sample' (DNMS) and 'delayed matching to sample' (DMS) versions, in which an interval is imposed between the first four choices and the last four [3, 203] ( Table 1) . In both tasks, each trial has a 'sample phase' where the rats are allowed to collect food rewards from four arms (previously defined by the researcher), whilst the other four arms are blocked, and following a set interval (5 min-24 h), a 'choice phase' during which the rat is returned to the maze and required to locate the remaining four food rewards (with all eight arms available). In the case of DNMS, four rewards are placed in the complementary four arms, so the rat is required to remember which arms were visited during the sample phase in order to locate the remaining four during the choice phase. In the DMS, following the sample phase, the four additional food rewards are placed in the same arms as during the sample phase. In both cases, the interval between sample and choice phases can be adjusted to test either short-term memory or longterm memory [57] . Quantification is achieved by recording the number of times that rats fail to enter the correct arms (i.e. containing a food reward) during the choice phase, and is denoted either a short-term or long-term memory error.
Long-Term Memory
A popular version of the RAM task allows for distinguishing between short-term working memory and longterm reference memory in the same experiment. In this version, the same four arms are baited across repeated trials and the rat is expected to avoid the ''never-baited arms'' [98] . Correct performance here requires the long-term storage of the information across the days/trials and constitutes a measure of 'reference memory', with reference memory errors recorded as the number of entries into those arms never baited during experiments. Working memory can still be accessed here by recording re-entries into visited arms in the same trial. Other variations of the RAM task includes the simpler T-maze, Y-maze or X-maze tasks. These work by the same principle, but in this case the animals are presented with just two arm-choices, and are required to alternate between the two in order to obtain food rewards. Several versions of these tasks have been used (Table 1) , since continuous alternation between the two arms to matching or non-matching versions in which an interval is imposed between sample phase and choice phase, similarly to what was described above for the RAM [49] .
Morris water maze
The Morris Water Maze (MWM) was described almost 30 years ago, by Richard Morris, as a device to investigate spatial learning and memory in rodents and meanwhile it has become one of the most frequently used laboratory tools in behavioural science [136, 137] . Although, the MWM was designed to evaluate similar aspects of memory and learning as for the RAM, it does so via a different manner. The maze consists of a large circular pool filled with opaque water in which a small escape platform is hidden [136] . During a number of training trials, rats are required to learn the location of the hidden platform relying purely on the allocentric visuospatial cues available in the testing room [136] . During the acquisition stage of the task, the rat is placed in the pool in various starting positions, and the time taken to reach the platform (escape latency) as well as length of the path taken to the platform is recorded and constitutes a measure of task learning. Typically, the rats are given three consecutive days of training (6 trials/ day with 15 to 20-min intervals in between trials). Following the acquisition of the task, ''probe trials'' or ''reversal learning tasks'' can be performed to evaluate the retention of the learnt task and flexibility of re-learning, correspondingly. Probe trials are performed directly after the acquisition stage of the task (e.g. 24 h) or after several days to weeks to assess short-term and long-term memory, respectively [41, 222] . In the probe trial task, the platform is removed and the rat is allowed to swim freely for a certain amount of time. Memory retention is quantified by measurement of the time that the animal spends in the quadrant where the platform used to be during the acquisition stage.
The 'reversal learning' task in MWM can be performed in addition to the classic task [41, 222] . Here, the position of the platform is changed and escape latency is measured during additional trials conducted within the same day. The reversal learning task evaluates the flexibility to relearn a new spatial location and to switch strategy. It can be repeated on a daily basis, switching the platform location every day. Typically, a series of trials are performed each day to evaluate how escape latency changes across trials within each day. In both cases, the standard working memory measures are typically escape latency and length of the swimming path (for a review see [41] ) ( Table 1) .
Comparison between the Radial Arm Maze and Morris Water Maze
Although both of these maze environments are commonly used to assess spatial memory, they differ in a number of fundamental ways which impact on the way the rats utilise cognitive functions to solve the tasks. For example, can the outcomes of each task be related to each other and, more fundamentally, are animals accessing the same cognitive pathways during task resolution in the RAM and MWM task environments? In fact, contradictory findings have been reported in MWM and RAM tasks, with cognitive deficits in ischaemic rats observed during water maze tasks, but not in radial arm maze tasks [146] . Furthermore, rats with hippocampal CA1 cell loss (following global Latency to find platform, Swim speed, Distance travelled, WME (re-entries within a trial) and RME (entries in arms that do not contain the platform) [189] Reversal learning paradigm Learning flexibility and ST working memory
Latency to find platform, swim speed, Distance travelled, working memory errors (re-entries within a trial)-comparison between trials in each day [189] ''Continuous paradigm'' ST working memory Number of errors in the first 8 choices (WME), total choices required to visit all eight channels, time taken to complete the trial [142] T/Y-maze Continuous alternation task ST working memory Failure to alternate between the two arms during a fixed period of time (WME) [46] Delayed non-matching to sample ST working memory Number of times the animal fails to alternate from sample phase to choice phase (WME) [2, 12] Delayed matching to sample ST working memory Number of times the animal fails to choose the arm that has been always rewarded (WME) [23, 210] ischaemia) were found to have impaired performance in MWM tasks [147] , but showed no impairment in working and reference memory in RAM tasks [98] . Hence, there is some indication that performance in the two maze environments may not necessarily be intimately correlated (see [89] for a review). The reasons for this relate to the fact that the two differ in many important aspects, in particular task complexity, experimental design, procedural variables (e.g. motivation, nature of walking, speed of learning), and confounding factors that may affect spatial learning (e.g. stress and anxiety, alternative strategies) [73, 78, 180] (Table 2) . First, the direct measures of working memory are rather different in both tasks. In the MWM the assessment is inferred from the animal's free search for the platform, whilst in the RAM that search is restricted in that once an arm is chosen the animal is not allowed to go back (or an error is immediate recorded). Thus, in the RAM a decision or choice can be made prior to reward, whilst in MWM there is only one outcome, the animals have to find the exact localization of the platform [89] . As such, the working memory measures in MWM appear more demanding and more likely to be affected by confounding factors, most notably motor skill performance [89, 223] . Several authors have argued that latency and path length do not necessarily measure search accuracy and, therefore, spatial learning and have suggested alternative measures for spatial learning in the MWM, such as the ''average distance'' to platform [65] , path directionality [202] or cumulative distance to platform [42] .
There are several studies which suggest that during performance of spatial memory paradigms, animals are likely to use associative mechanisms in addition to allocentric visuospatial information to solve the tasks [26, 27, 91, 99, 150, 153] . For example, in both MWM and RAM, deficits in hippocampal activity impair place learning, but not associative learning [51, 99] . Consequently, rats showing impaired use of visuospatial cues may solve the task by alternative associative processes, involving associations with local cues, such as odours, for example [209] . However, a difference has emerged between the MWM and RAM tasks regarding the use of alternative strategies with some evidence suggesting that RAM allows more chance for the adoption of alternative strategies for spatial navigation [89, 90, 93] . This is because the RAM task involves a choice between discrete arms which make it more likely that the rat will associate each arm with local cues, like odour trails or textures, which is not possible in MWM [89] ( Table 2) . A solution to this problem has been developed in the form of a Water Radial Arm Maze in which the radial arm configuration is maintained within an aqueous environment. Here, rats are required to swim to the platform in each arm and following the platform collapse are required search for alternative platforms in the other arms. Similar to the Olton Task version in the RAM, the number of platforms found in the end of the arms in the ''wet'' version would correspond to the number of rewards (correct choices) found in the RAM. The task has the advantage of keeping the discrete choices of the RAM, and at the same time avoids potential odour cues and discourages local associations. The results suggest that the wet version of RAM reinforces the use of allocentric spatial information compared to the classic RAM, in which it may be possible to use alternative strategies [142] .
The use of alternative information, in parallel with visuospatial information, is also seen when observing regular searching patterns. In MWM tasks, automated tracking video systems have been used to provide a much simpler and effective way of detecting and even quantifying searching patterns, although in RAM tasks the detection of searching strategies is not so straightforward [89] . However, there are standard search strategies that have been identified in RAM tasks, such as those where the animal enters adjacent arms consecutively [48, 56, 152] . Despite this, research has revealed that rats can and do follow different algorithm response patterns which are not easily detectable to solve maze tasks, thereby potentially masking poor performance [56] . Clearly, one way in which the MWM and RAM tasks differ is in their motivation to complete the task. Whilst the MWM task is an aversive task, in which rats are required to swim to a hidden platform in order to avoid drowning, the RAM task is motivated by food reward ( Table 2 ). The mechanisms underlying the motivation to perform are distinct enough to potentially affect experimental factors like speed of learning and the strategy adopted by the animals. In MWM tasks, the learning process tends to be faster relative to RAM tasks, where the failure to find the reward is not life threatening. The slower learning process in RAM tasks is one reason why animals are more likely to use alternative strategies (other than spatial) to solve tasks. However, as Hodges [89] argues, the role of motivation in spatial learning is not clear, as working memory tasks in different food reward mazes (i.e. RAM and 3-door runway) result in different performances in hippocampal lesioned animals [61, 92, 98] . Nevertheless, stress is likely to be a key confounding factor in cognitive performance in spatial memory tasks. It is well reported that MWM tasks induce levels of stress higher than those experienced by the animals performing RAM tasks and that cognitive function is known to be affected by stress in rodents as it is in humans [45, 96] . In particular, increased or decreased levels of adrenal stress hormones impair acquisition and retrieval of spatial information [178] . In fact, the aversive character of the MWM task has been identified by several authors as one of the mains disadvantages of the test [22, 41, 202, 222] .
As discussed, the MWM and RAM tasks differ in speed of learning and consequently have different ranges of application [66] . This is an important factor when selecting a task to assess effects of diet. Whilst the MWM task tests for rapid acquisition of a spatial layout, RAM task learning is acquired over a longer period of time. Accordingly, in order to detect differences between groups in acute interventions the MWM is often described as more appropriate [89] , whilst RAM tasks is perhaps more appropriate to investigate the effects of a chronic dietary intervention. However, it remains crucial to consider aspects of both tasks and feeding strategies as administration of a diet before and/or during the learning phase can have different cognitive outputs and may provide further information regarding potential interactions of the diet with the progress of learning. Finally, as researchers are typically looking for a 'gain of function' in the behavioural paradigm, the difficulty level of each task must be such as to make it possible to detect an incremental improvement in performance compared to the control animals. As such, behavioural task design and training regimes are also critical parameters to create the ideal test conditions to investigate the effects of diet [66] .
Rodent models of ageing have been extensively used to investigate the potential beneficial actions of flavonoid-rich foods in reversing age-related cognitive impairments [34, 102, 162, 189, 219, 227] . The assessment of cognitive abilities in aged animals involves some measurement and methodological issues that become particularly critical when one attempts to relate changes at a cognitive level with neurobiological changes [20, 167] . The reliability of behavioural scores is dependent on the certainty that the score reflects the cognitive ability of interest. For example, in the MWM, swim times may include a component of motor ability, which means that if the rats have a motor impairment, they may perform poorly in the task for reasons not directly related to spatial learning impairment. It is possible to use other measures of cognitive performance in MWM that are less influenced by possible motor impairments [65] . Additionally, visually cued water maze task (a visible flag placed in the platform) is commonly included as a control. If the rats perform normally when the location of the platform is apparent, so any deficit in locating the hidden platform (that it should be based on the relationships between external cues) cannot be attributed to motor impairments or visual impairments [167] .
In non-aversive spatial paradigms, such as RAM, one of the critical methodological issues is related to aged rodents' motivation to perform. It is common to restrict the consumption of food to motivate aged animals to look for the treats in the maze [221] . However, in the case of dietary interventions this may be a problem, especially because food restriction is reported to enhance spatial memory in aged rodents [72, 166] .
The operation of hippocampal circuitry as a memory system
There is a broad consensus that the hippocampus is intimately involved in learning and memory processes in both animals and humans. However, the extent of its involvement, as well as how hippocampal circuitry mediates memory processing is still a source of debate. Memory is an extremely complex process, as it involves the understanding of how different types of information are represented in the brain, how that information is processed and its distribution across a variety of neural systems. Since the cognitive mapping theory of O'Keefe and Nadel [151] , several distinct experiment-driven theories of hippocampal function have been formulated using data from both animals and humans (Declarative theory [196, 199] ; Multiple Trace-theory [138] ; Dual-Process Theory [1, 145] ; Relational Theory [39, 50] ). The main differences, which remain the subject of much discussion, are related to the nature of the memory representation, the duration of the memory (i.e. short, versus intermediate, versus long-term) and some of the memory processing mechanisms such as pattern separation, pattern association, and pattern completion.
Classic approaches using lesions and pharmacology and, more recently, targeted genetic techniques combined with in vivo physiology have shed light on the mechanisms and hippocampal circuits responsible for spatial memory [140, 141, 175] . In particular, the combination of behavioural and electrophysiological data has begun to address the different contribution of individual hippocampal subregions to spatial memory. Despite the different theories regarding hippocampal function, there is agreement that a memory is represented by the firing rates of a population of neurons and stored by synaptic modification, allowing later recall of that memory. When a rat explores a novel space, hippocampal 'place' cells, which encode a sense of location and not just simply reflect sensory input from the surrounding environment [149] , express a firing pattern that is unique to that environment [132, 148] . Place-specific firing in the hippocampus is thought to reflect the integration of convergent input from grid cells of the entorhinal cortex (EC) where the firing locations originate a regular grid-like pattern that covers the environment that is being explored by the animal at that moment [83] . However, it is not clearly understood how the spatial information is converted from grid cells in the entorhinal cortex to place cells in the hippocampus.
Both primate and rodent hippocampus receive their main inputs via the EC, through the parahippocampal cortex (represented by the dorsal postrhinal cortex in the rats), and the perirhinal cortex from the processing streams of the neocortex, such as the temporal lobe, the frontal cortex and the parietal cortex (Reviewed in [106] ) (Fig. 2a) . In particular, the perirhinal cortex is thought to feed object information into the hippocampus for objectplace associations, as it is known to be implicated in paired associate learning and recognition memory [124, 133, 134, 233, 235] The parahippocampal cortex (Postrhinal cortex in rats) has been found to hold cells with spatial information in both macaques and rodents, indicating a potential involvement in the introduction of spatial information into the hippocampus [86, 176] . The connections that the hippocampus establishes are potentially able to bring together both object and spatial information to form an object-inplace representation, suggested to be the rat analogue of the general event-context/item representation that underlies episodic memory in humans [43, 144, 205] . In both species, rodent and primate, there is an input from the neocortex that includes not just visual, but auditory, somatosensory and olfactory information (Fig. 2a) .
However, the topography and the relative contribution of this input differs across species [33] . In rodents, the perirhinal cortex receives mainly somatosensory, auditory and olfactory input, and the postrhinal cortex receives primarily visual input. In monkeys, both perirhinal and parahippocampal cortices receive extensive visual input and somatosensory information, whilst auditory information is directed mainly through the parahippocampal cortex. Furthermore, the relative amount of visual information processed in a rodent is considerably less than in a primate (42% of the neocortex in monkeys is dedicated to visual processing, compared to just 17.9% in rats). To the contrary the somatosensory and olfactory input is greater in rats compared with primates [33] . The additional input from amygdala and the obitofrontal cortex could provide information regarding stimulus-reward associations that are important in behavioural tasks that rely on treats to motivate animal performance as in the RAM tasks [187, 233, 234] .
The entorhinal cortex and grid cells
The medial and lateral entorhinal cortices (MEC and LEC) receive input from postrhinal and perirhinal cortices, respectively. These two processing streams are relatively separated, carrying different types of information to the hippocampus (Fig. 2a) [33] ; [32, 229] . The recent discovery of grid cells in the EC, which are able to fire in a precise, triangular grid pattern in a specific environment, is of inestimable importance in understanding the nature of the firing pattern that provides the major input to the hippocampus [83] . The grid cells are suggested to be a part of a system that keeps track of the rat's location by integrating direction and speed of movement, so there is a continuous update of the rat's position in a particular environment [62] . Additionally, entorhinal cells are reported to have the so-called ''path equivalence'' [58], meaning that EC cells fire in a similar pattern when the trajectory of the animal is spatially identical, independent of the specific context involved. Therefore, the EC is thought to be responsible for generalising similar trajectories across environments [58] .
Dentate gyrus-role in spatial pattern separation
When the animal navigates a spatial environment, the dentate gyrus (DG) granule cells receive as an input, the activity of the entorhinal grid (EC) cells via the Perforant Pathway (Fig. 2b) . It has been suggested that the DG acts as a competitive learning network to remove redundancy from the inputs (conjunction of sensory inputs as vestibular, olfactory, visual, auditory and somatosensory) generating a more orthogonal, sparse and categorised set of outputs for use in CA3 [168, 169, 173] . Whilst, EC neurons The hippocampus lies in the medial temporal lobes; it is connected to several subcortical (connections indicated in red) and cortical structures (connections indicated in grey). The major neocortical input to the hippocampus comes from the perirhinal and postrhinal cortices through the entorhinal cortex (EC). The medial entorhinal cortex (MEC) receives a major input from the postrhinal cortex (the rodent homolog of the parahippocampal cortex of primates) which is connected to the visuospatial areas of the parietal lobe; it brings to the hippocampus visuospatial information (VSI) (''where'' pathway). On the other hand, the lateral entorhinal cortex (LEC) receives its primary input from perirhinal cortex, which carries object-related information (ORI) (''what'' pathway).The visual input from the eyes is conducted through the occipital cortex. The auditory input is conducted through the temporal lobe and the somatosensory system is related to the parietal cortex. This sensory system circuit constitutes the main input of information to the hippocampus, through EC. The subiculum (Sb) is considered the major output region of the hippocampus: it sends projections to other areas of the subicular complex (pre/parasubiculum), to the thalamus, hypothalamus and septum (via fornix), as well as to the deep layers of the EC. On the other hand, CA3 projects mainly to the lateral septum [122] and receives an input mainly from medial septum [232] . Amygdala is related with emotions, playing a role in the memory circuit in associating desire with objects/spatial locations [21] . Amygdala projects to thalamus that in turn projects back to the neocortex, activating the appropriate behavioural output. Brain areas that have been reported to contain place-related neural activity are grey (reviewed by [110] ).E encoding, R retrieval, PL place recognition, R/C retrieval/consolidation, VSI visuospatial information (''Where''); ORI object-related information (''What'') (b) The hippocampus has the same basic structure in humans, nonhuman primates and rodents. In the tri-synaptic circuit the information flows from layer II in the Entorhinal cortex (EC) made up of the Medial and Lateral Entorhinal Cortex (MEC and LEC) to granule cells in the DG through Perforant Pathway (Lateral Perforant Pathway; LPP and Medial Perforant Pathway; LPP) and then from the granule cells to the CA3 pyramidal cells through the Mossy Fibres (MF), from the CA3 pyramidal cells to the CA1 pyramidal cells through the Schaffer Collaterals (SC) and finally from the CA1 pyramidal cells to the subicular pyramidal cells that in turn project to deep layers of the EC. Additionally, the pyramidal cells of EC send axons directly to CA3 (through the perforant pathway) and to CA1 (through the temporoammonic pathway-TP). The most numerous excitatory input in CA3 arise from the recurrent collaterals (RC).
pyramidal cells-glutamatergic excitatory transmission and GABAergic inhibitory transmission granular cells-essentially glutamatergic encode space as a grid, DG removes this type of encoding to generate a representation of place, producing different representations of distinct places. It is suggested, therefore, that this competition in DG enables individuals to solve spatial pattern separation tasks, being particularly important when the spatial information is very similar, for example, the places are close together. Consistent with this, rats with DG lesions are impaired when performing 'metric spatial pattern separation tasks', which tests the ability to distinguish overlapping spatial patterns [75, 76, 79] . Overall, there is some indication that the DG plays an important role in the encoding of information, helping to build spatial representations for the following CA3 network (Fig. 2b) . Additionally, it plays a crucial role in spatial pattern separation in spatial memory tasks.
CA3 region-autoassociative system: encoding versus retrieval
The CA3 region receives (via Mossy Fibres) an input from the DG, as well as a direct input from the EC, through the Perforant Pathway (Fig. 2b) . There is evidence that the DG input into CA3 is essential for encoding new information, but not for retrieval (Rolls 1989 ; [114] . In contrast, the direct connections to EC through the perforant pathway play an important role in retrieval of information from CA3, especially when an incomplete cue is provided. The CA3 region has been suggested to act as an autoassociation memory. It works effectively as a single network allowing arbitrary associations to be formed between inputs from different parts of the cortex. These associations may involve relating information coming from the visual cortex about the presence of a particular object and information coming from the parietal cortex about its location in the environment [168, 169, 170, 171] (reviewed in [175] ). Studies in non-human models suggest that associative learning appears to be impaired by CA3 lesions even when one of the associates is a 'place' [74] ; [107] . Associative learning in the CA3 recurrent collateral connections can occur rapidly, enabling the acquisition of a spatial task in as little as one trial [116, 117] . However, the CA3 region seems to contribute to acquisition of spatial tasks involving multiple trials. CA3 lesioned rats are impaired in acquisition of the standard MWM task, object-place and odourplace paired associate learning, all of which are tasks that require multiple trials to learn [29, 55, 74] .
The mossy fiber input from the DG is important for optimal encoding of information in both fast (one-trial) and continued (over several trials) learning [114, 118] , especially when spatial discrimination is difficult (pattern separation needed) [74] . In contrast, the direct perforant path to CA3 is involved in initiating retrieval from the CA3 autoassociation system (Fig. 2b) , supporting a pattern completion process when there is an incomplete retrieval cue [77, 118] . For example, if an association between a place and an object is represented in the hippocampus, the perforant input plays an important role in order to recall the object given the spatial cue, or alternatively to recall the place given an object recall cue (reviewed in [175] ). Evidence for this hypothesis comes from studies showing that lesions of the DG or CA3 or Mossy Fiber pathway disrupt the 1-day learning of the Hebb-Williams maze (typical original route maze), but not retrieval of the information if the task had been acquired before the lesion. On the contrary, lesions of the perforant input to the CA3 from the EC disrupt retrieval, but not the learning within a day [110, 112] .
The CA3 system is reported to be capable of maintaining memories for a short period of time, by maintaining the firing of neurons using excitatory CA3-CA3 connections. In support of this idea, neuron firing has been reported in the CA3 region during the delay period of a short-term spatial memory task in rats [84] . This has also been reported in monkeys in an object-place and locationscene association short-term memory task [228] . Thus, it is predicted that CA3 short-term memory will be very sensitive to interference. For example, if a rat changes location the CA3 representation also moves to represent this change. Therefore, in short-term memory tasks the maintenance of a memory is very dependent on what happens during the delay interval. When there is no task and little distraction in the delay period, the CA3 region may be sufficient to perform the short-memory function alone (reviewed in [175] ).
CA1 region-role in memory retrieval
The CA3 region connects to the CA1 region through the Schaffer Collateral circuit (Fig. 2b) and CA1 outputs are directed towards the subiculum, entorhinal cortex and prefrontal cortex [8] . It has been demonstrated that the CA3-CA1 synapses are associatively modifiable, enabling an efficient retrieval of information from CA3. Interestingly, it has been shown that a considerable loss of information occurs between CA1 and CA3 if the synapses are non-modifiable [172, 182] . The CA1 network receives a double set of inputs. Although most of the information comes from CA3, a small proportion (one-sixth) feeds directly through perforant path projections from the entorhinal cortex (mainly layer III of EC) (Fig. 2b) [7, 211] . Several studies have shown that direct inputs from the EC is sufficient for spatial firing in CA1, without the need for further processing via the tri-synaptic circuitry [29] . Furthermore, a recent study showed that direct input from the EC is necessary for normal spatial firing in the cell population of CA1 and that the firing pattern of place cells in the Genes Nutr (2009) 4:251-270 259 hippocampal area of CA1 are significantly attenuated by selective lesions of layer III of EC [28] . CA1 has often been suggested to act as a ''novelty detector'', detecting mismatches between cortical information concerning the current situation (through the input from layer III of the entorhinal cortex) with the stored predictions arriving from CA3 (through the Schaffer Collateral pathway) (Fig. 2b) . The resulting signal from this ''novelty detector'' is suggested to be responsible for updating stored information. The isolation of the contributions to CA1 of the direct cortical input and of CA3 (via Schaffer pathway) has revealed different roles in the memory circuitry. Whereas the cortical projection to CA1 is sufficient for place recognition, the Schaffer pathway is necessary for the rapid learning and recall of a spatial location [29, 95, 135] . Studies involving selective lesions in CA1 or CA3 in rat hippocampal areas have shown that CA3 lesions impair the acquisition of a delayed non-match to place task (in eight-arm radial maze) with a 10-s delay, whereas deficits for the CA1 region become apparent when rats are transferred to a 5-min delay [116, 117] . It is suggested that the CA3 system is involved in short delays when acquiring spatial short-term memory, but after acquisition this region is no longer used. At 5 min' delay, the system operates by associative connections between the CA1 region and the EC. This enables acquisition of the spatial information required in the delayed non-match eight-arm radial maze [117] .
The CA1 region also appears to be involved in retrieval after longer time delays, with rats lesioned in the CA1 region having no difficulty in encoding new information but impaired in retrieval after a 24-h interval [100, 212] . Additionally, lesions made in the CA1 region 24 h post training in a water maze disrupted subsequent recall, whilst CA1 lesions made 3 weeks later did not disrupt retrieval of task [164] . Evidence reviewed elsewhere [175] indicates that the CA1 region makes a special contribution to the temporal aspects of memory, including associations over a delay period, sequence memory and order memory.
Memory consolidation
Much evidence indicates that the hippocampus has a timelimited role in the consolidation or stabilisation of lasting memory, or both [130, 131, 211] . However, little is known about system and cellular processes mediating consolidation for several hours or longer learning to create lasting memories. Given that the hippocampus is highly connected to the neocortex by back projections, it is generally thought that the neocortex is the final site of long-term storage. In particular, the CA1-subiculum-EC circuit network is thought to be the route by which retrieval to the neocortex occurs (see [127] for a review) (Fig. 2a) . Consistent with this idea, damage to the hippocampus in both humans and animals often results in an impairment of recently acquired memories, whilst the recall of memories acquired before the damage occurred remains intact [59, 197] . Studies in rodents involving reversible inactivation of the hippocampus after training combined with functional imaging data indicate that the hippocampus is important during recall of recently acquired memories, becoming less active during the recall of remote information, while the neocortex gradually builds and adjusts on the basis of much accumulating information [25, 60, 129, 165, 177, 211] . The cortical mechanisms by which memory consolidation and memory retrieval occurs are not clear. Most versions of the consolidation theory agree that both the hippocampus and neocortex act jointly during the initial encoding and storage of a memory, followed by a stage in which the role of the hippocampus is less critical. One of the main difficulties in understanding the mechanisms by which consolidation occurs is the selection of the relevant cortical regions of interest to study [127] .
External connections of the hippocampus
The specific role of hippocampus in learning and memory and the nature of its interactions with other brain structures are critical in order to understand how memories and learning processes support adaptive behaviour. Sensory input comes mainly from the neocortex (visual, audititory and somatosensory information) and is directed to the hippocampus via EC Projections. From the hippocampus they pass via the subiculum and fornix to the thalamus (some fibres pass through the mammillary body in the hypothalamus), that connects back to the neocortex [4] (Fig. 2a) . The CA1 network is thought to play an important role in retrieval of information to the neocortex, consequently affecting others parts of the brain involved in guiding behaviour. The CA1-cortical back-projection system is large, in terms of number of synaptic connections, which is likely to be essential for the retrieval of a large number of memories from the hippocampus back to the neocortex. The neocortex provides a way of regulating hippocampal function and consequently influences behaviour. For example, place to object recall should involve back-projections via the CA1 region to the neocortex once objects have become represented within this structure [174] . However, there are other direct sub-cortical outputs of the hippocampus that are also potential routes for retrieval from the hippocampus and may subsequently influence behaviour. For instance, the second sub-cortical pathway that connects the CA1 and subiculum to the mammillary bodies and anterior thalamus is also numerically large, and may potentially provide important information output to regions like the cingulate gyrus (Fig. 2a) . The mutual interaction of the cingulate gyrus with neurons in the neocortex enables the completion of the memory circuit. The consequence of this is that information eventually returns to the neocortex so subsequent inputs to the hippocampus are affected by its own projections through this memory circuit, providing a potential behavioural output [175, 215] . In contrast, the direct CA3 output to the medial septum or indirect output via the lateral septum to the medial septum is much less numerous, in terms of number of connections [69, 179] . Given that the medial septum in turn provides cholinergic and GABAergic inputs back to the hippocampus, this route is thought to be more involved in regulating hippocampal function than in a more actiondirected use of information to guide behaviour (reviewed in [175] (Fig. 2a ).
An overview
Looking at the hippocampal circuitry network as whole, we can distinguish essentially a 'Forward Projection System', involving the convergence of information from the EC, to the DG and CA3 and a divergent 'Back Projection System' via the hippocampal CA1 pyramidal cells and subiculum back to the neocortex (Fig. 2a, b) . During learning of a new memory, information coming from temporal and parietal lobes, through the EC, reaches the hippocampus through the perforant pathway connections to the DG and CA3 regions. The DG produces a sparse representation of the memory by competitive learning, forcing a new representation on the CA3 region (Mossy Fibres) and supports spatial pattern separation during learning, enabling the necessary spatial discrimination (Encoding). The CA3 associative network plays a critical role in acquisition of spatial rapid one-trial learning and also in (slower) learning across many trials, making possible associations between different parts of the cortex (Encoding).The CA3 is particularly important for short-term memory as it supports pattern completion due to the direct connections to the EC through the Perforant pathway (Retrieval). The modifiable connections from the CA3 neurons to the CA1 neurons allow recoding of information in the CA1. Then the CA1 sets up the associatively learned back-projections to the neocortex that enable subsequent retrieval of information to the neocortex (Consolidation). While, the perforant input to the CA3 is involved in retrieval of short-term memories from the CA3, the perforant input to the CA1 is suggested to be involved in retrieval after longer time intervals (intermediate-term memory) (reviewed in [175] ).
Flavonoid intervention and improvements in spatial memory: interactions with the underlying hippocampal circuitry?
There is strong evidence indicating that flavonoids are capable of modulating cellular and molecular processes involved in memory and learning (Table 3) [5, 68, 111, 128, 193, 217, 225] . However, to date, the precise mechanisms by which they act remain unclear. The consumption of flavonoid-rich foods, such as berries or cocoa, has been shown to limit and even reverse age-dependent deteriorations in the brain's memory architecture. Interestingly, the structural basis for this loss of function has revealed that ageing in the rat brain is associated with circuit-specific loss of connectional integrity rather than the loss of specific neuronal populations [64, 163, 192] . Indeed, studies have indicated that the structural integrity of young and old hippocampus in rats have indicated that the effects of ageing are region-and circuit-specific (reviewed in [31] ). Therefore, a possible new perspective into the beneficial effects of flavonoids on memory and learning may concern their actions on particular hippocampal regions and circuits within hippocampus.
One of the most extensively studied flavonoid-rich materials in the context of cognitive performance is Gingko Biloba extract (GBE). GBE has been shown to exert positive effects on learning, concentration and memory [37, 38, 44] and appears to have a more prominent effect in subjects with cognitive impairments [97, 183, 227] . MWM tasks have been used extensively to examine the cognitive effects of chronic GBE supplementation [183, 218, 219] . The administration of GBE before and during the task acquisition period (3-4 weeks) revealed that GBE at concentrations of 60 and 100 mg/kg body weight caused a significant improvement in escape latency [218, 219] . Additionally, a 7-week supplementation with GBE caused a more rapid learning of the delay non-match to place task in the RAM [183] . In both cases, the tests imply that GBE improves incremental task learning during the acquisition period. Accordingly, GBE seems to have an effect on acquisition and short-term working memory, but not retrieval of long-term memory of previously acquired tasks [94, 183] . Therefore, it is likely that the observed behavioural effects related to GBE are dependent on CA3 region of the hippocampus, as CA3 has been shown to be critical during learning/acquisition of spatial information, but not necessarily involved in long-term recall of previously acquired information in both RAM and MWM tasks [29, 55, 116, 117, 201] . In support of this, GBE has been shown to markedly improve the performance of both young and aged animals in repeated reversal spatial learning tests (MWM), suggesting that it aids acquisition of rapid learning tasks [94, 219] , something which is also dependent on the CA3 recurrent network [141] . As such, future investigations should, therefore, establish whether there is any relationship between the acquisition of task information in GBE supplemented animals and the induction of long-term potentiation (LTP) and its maintenance in CA3 region. Blueberry supplemented rats showed the greatest increases in GTPase activity, Ca2? recovery and dopamina release, as well as improved spatial memory. [102] In addition to actions on the CA3 region, EGb 761 (60 mg/kg) has also been observed to significantly increase the magnitude of LTP in the hippocampal CA1 area of aged rats [219] . Interestingly, lesions in CA1 region after 24 h post-training in the MWM task was shown to disrupt retrieval of the spatial information, whilst lesions made 3 weeks later did not disrupt retrieval of the task [164] . Here, it is likely that the improved information recall in aged animals after 24 h is related to CA1 region synaptic plasticity as CA1 spatial representations are known to be less stable in aged animals compared to young ones [18, 31, 52, 208] . In terms of the underlying pharmacological mechanisms, GBE has been reported to reduce levels of reactive oxygen species (ROS) [155, 156] , to increase cerebral blood flow [63] , to modulate brain fluidity [204] , to interact with the muscarinin cholinergic system [36] and to protect the striatal dopaminergic system [161] . Whatever the mechanism, it is likely that GBE bioactives are acting at various levels to enhance the memory system in order that it may transmit information more efficiently through hippocampal circuits. Particularly, it would be valuable to investigate the link between the behavioural outcome in MWM tasks and the potential action of the diet in plasticity mechanisms in CA1 and CA3 regions of the hippocampus.
There is also extensive evidence that berries, in particular blueberries (BB), are effective at reversing age-related deficits in motor function and spatial working memory [9, 19, 34, 67, 81, 101, 102, 115, 162, 188, 189] . The benefits of anthocyanin-rich blueberries have been shown against both behavioural and neuronal decline associated with ageing [102, 189, 224] . Improvement in spatial working memory in MWM tasks was significantly higher in aged rats (19 months old) supplemented with blueberry (8 weeks supplementation) compared to the group of animals following a normal diet [102] . Much of the research on blueberry supplementation has focused on the potential effects on spatial memory in aged animals. In general, BB appears to have a pronounced effect on short-term memory, demonstrated by improved performance in several memory maze tasks, such as the MWM, eight-arm RAM and an X-maze [102, 162, 224] . Similar to GBE, it is likely that these observed short-term memory improvements are, at least, partially dependent on CA3-CA3 excitatory connections (reviewed in [175] ). Interestingly, the effects of ageing in CA3 area are rather different from that seen in the CA1 region. Contrary to what is observed in CA1, spatial representations in CA3 seem to be more rigid in aged rats. In young rats, CA3 place maps switch when the animals are moved to a different environment, whilst in the CA3 region, spatial representations in aged rats tend to remain the same even though the surroundings have changed [121, 226] . Accordingly, ageing appears to impair new learning as the existing associations in the CA3-CA3 network tend to dominate cell firing [88] . As such, it seems possible that blueberry intervention may be acting to improve the efficiency of memory by assisting the CA3 network to make the spatial representations in that region more plastic. Alternatively, blueberry flavonoids may be enhancing efficiency in CA3 indirectly by acting on the DG. DG granule cells are particularly vulnerable to the ageing process [190, 191] , meaning that if the transfer of information between DG and CA3 declines with age, this will contribute to the failure of aged CA3 networks to build new spatial representations when required (reviewed [31] ). This is supported by observations that DG-lesioned rats exhibit a marked difficulty in place strategies, particularly when they are required to deal with one-trial place learning. In addition, animals with lesions in DG show no improvement in reversal learning task in MWM [230] . Interestingly, a significant effect of a BB diet in reversal learning in the Radial Arm Water Maze, a typical one-trial place learning task [189] , was reported. Additionally, 8 weeks of blueberry supplementation has been shown to significantly increase the proliferation of precursor cells in the DG of aged rats [189] . The link between DG neurogenesis, cognitive performance and ageing is well documented [47, 80, 104, 105, 113, 143, 184, 185] , and may represent one mechanism by which BB flavonoids improve memory by acting on the hippocampus.
Animal studies involving other flavonoid-rich food supplementation such as tea [35] and pomegranate juice [87] , or pure flavonols such as quercetin, rutin [159] or fisetin [123] have provided further evidence that dietary flavonoids are beneficial in reversing the course of neuronal and behavioural ageing. For example, the flavanol (-)-epicatechin, especially in combination with exercise, has been observed to enhance the retention, but not the acquisition, of rat spatial memory in water maze tasks [214] . Interestingly, increased angiogenesis and neuronal spine density specifically in the DG of the hippocampus was also observed [214] . However, the same study reports no apparent increase in neuronal proliferation, contrary to what is observed with blueberry [214] . As (-) epicatechin is one of the flavanols present in blueberry, it is worthwhile examining whether the concentrations of (-) epicatechin present in blueberry are likely to have effects on morphology and vasculature in the hippocampus, and if so, where there is a particular target region such as DG. Cross species studies have documented DG as the hippocampal sub-region most sensitive to the effects of ageing [31, 71, 190] ; so it is interesting to observe whether blueberry and other flavonoid-rich interventions may affect the DG region selectively [190] .
Emerging evidence suggests that flavonoid-rich foods and pure flavonoids are able to affect several different aspects of learning and memory, for example, rapid and slow acquisition, short-term working memory, long-term reference memory, reversal learning and retrieval [9, 81, 85, 87, 94, 102, 103, 108, 159, 162, 183, 189, 214, 218, 219, 224, 227, 231] . Furthermore, there is already a comprehensive literature regarding how the different regions and circuits in the hippocampus process information and execute functions during the spatial learning in behavioural tasks (MWM, RAM etc.). In addition to this, the ageing effects in the hippocampus are reported to be region specific [31] , and so likely to affect different aspects of the memory process. Therefore, investigations into the links between flavonoid intervention and the region-specific changes in the hippocampus observed during ageing are likely to may provide valuable information regarding flavonoid actions. Simultaneous examination of behavioural outcomes and the functioning of the underlying hippocampal circuitry may provide a new insight into how one interprets results from diet-cognition experiments. In general, it is likely that flavonoids are acting at different levels (molecular, cellular, and morphological) to improve the efficiency of the learning process as a whole. However, one may also observe data indicating effects on morphology and vasculature in specific regions of hippocampus as a result of chronic supplementation with flavonoid-rich foods [189, 214] . Such specific underlying interactions will affect how spatial information is processed in hippocampus and this is highly likely to define outcomes at the behavioural level. Accordingly, a worthwhile future approach to flavonoidcognition studies would be to explore if intervention induces changes in synaptic plasticity within specific hippocampal sub-regions.
How might this be approached? Region-and/or circuitspecific synaptic plasticity can be accessed by measuring alterations in LTP and long-term depression (LTD). Altered neuronal morphology, synaptic connection, cellcell interactions and gene expression contribute to alterations in synaptic plasticity that in turn is reflected in the induction and maintenance of LTP. Such alterations in neuronal morphology can be accessed by examining region-specific changes in spine density and dendritic branching, typically measured in coronal slices of the hippocampus using immunohistochemistry techniques [40, 54, 126, 160] . On the other hand, changes in cell-cell interactions can be examined by measuring synapse number [13, 16, 24, 70] . The induction and persistence of LTP is controlled at the molecular level in neurons, by the activation of several signalling pathways linked to the synthesis and control of a diverse array of neuronal proteins [6, 11, 206, 207, 213, 220] . Flavonoids have been shown to modulate critical neuronal signalling pathways involved in processes of memory, and, therefore, are likely to affect synaptic plasticity and LTP mechanisms (reviewed in [193] [194] [195] . In conclusion, investigations into the functional effects of flavonoids on specific regions of the hippocampus will help to clarify their specific mnemonic functions and will help one explain how they influence learning and memory. Any observable alterations in plasticity in the different regions of the hippocampus will reflect upon the network dynamics of neuronal ensembles that ultimately contribute to selective memory and learning outputs.
