Introduction
If A = {an + b : n ∈ N} with a ∈ N and 0 ≤ b < a, then a century-old result from de la Vallée Poussin [10] states that for all x ≥ 1 we have
where γ is Euler's constant, γ := lim y→∞ ( n≤y 1/n − log y), where 1 A (t) is the characteristic function of the set A ⊆ N, i.e., 1 A (t) = 1 if t ∈ A and 0 otherwise, {t} = t − t and d≤x means summation over all integers d such that 1 ≤ d ≤ x. A proof of this result can also be found in [7] . In [9] the error term O( √ x) in (1) is improved to O(x 1/3 log x). We remark that for A = N the result (1) is equivalent to Dirichlet's divisor problem. From (1) it follows that
(As usual, a(x) ∼ b(x) as x → ∞ means that a(x)/b(x) → 1 as x → ∞.)
The same asymptotic relation is true if A consists of all prime numbers or of all prime powers. I.e., (2) remains valid if A = P, see [10] , or if A = {p α : p ∈ P, α ∈ N}, see [7] . If A = {n r : n ∈ N} for some fixed r ∈ N, r > 1, then it has been shown in [7] , that
Here and throughout the paper ζ(α) denotes the Riemann zeta function which is defined by ζ(α) :
It is the object of this paper to show that (3) remains valid if A = {g(n) : n ∈ N} where g(n) is a polynomial of degree r with coefficients in N 0 ; see Theorem 1 in Section 2. Motivated from these findings it is natural to investigate the asymptotic behaviour of the more general weighted fractional part sum
The most investigated case in literature is the case where f (t) = t α ; see, for example, [4, 5, 6] . For instance it has been shown by Mercier [4] (in a bit more general setting) that for α > −1 we have
where
This result shows that for α > −1 we have
We will show in Theorem 2 in Section 2 that an asymptotic relation of the form (6) holds if and only if α ≥ −1. The paper is organised as follows: The principal results are stated in Section 2. In Section 3 we present some further examples and state an open problem. The proofs of the results will be given in Section 4.
The results
First we provide an asymptotic formula for d≤x 1 A (d){x/d} where A = {g(n) : n ∈ N} and where g(t) is a differentiable, increasing function such that g(N) ⊆ N.
If we restrict on polynomial functions g, then we can generalise the result of de la Vallée Poussin (2) and the asymptotic formula (3).
Theorem 1 Assume that g(t) is a polynomial of degree r ∈ N with coefficients in
Now we turn to the case where f (t) = t α . We present a formula in the vein of Mercier's result (4) also for α = −1. Although it is not the main object of this paper, our proof technique also allows an improvement of the error term in (4) for α ≥ 0.
Proposition 2 For x ≥ 1 we have:
and where c α is as in (5) . 
From Proposition 2 (or from (4)) it follows immediately that if f (t) is a polynomial over
where c α is as in (5).
Further results and open problem
All of our results are of the form
with some proportionality constant c f > 0 depending only on f . It is easy to show some further results in this vein as, for example: Characterise the functions f (t) for which an asymptotic equivalence of the form (8) holds.
It can be shown that a necessary condition for (8) to hold for some f (t) is that
On the other hand this condition is not a sufficient one. For example consider the function
Hence an asymptotic relation of the form (8) does not exist although
grows very rapidly in the sense that for any ε > 0 we have
The proofs
Here we present the proofs of the results from Section 2. To this end we only require elementary methods from analytic number theory and calculus. Using more sophisticated methods it might be possible to improve the involved error terms considerably. However, it is not the object of this paper to provide optimal error terms involved in the asymptotic relations. First of all note that
where f * g is the convolution of two arithmetic functions f and g and 1
In the following we will use Euler's summation formula (see, for example, [1] for a proof) which states that if a function g(t) has a continuous derivative g (t) on the interval
Lemma 1 Assume that the function g(t) has a continuous derivative g (t) on the interval
Proof. We have
Integration by parts yields
and the result follows.
We can give the proof of Proposition 1.
Proof. From (9) for f (t) = 1 A (t) we obtain
Now we use Dirichlet's hyperbola method (see, for example, [1] ) and obtain for 1 ≤ y ≤ x,
Choose y(x) = y ∈ [1, x] to be the unique solution of y = g −1 (x/y). (Such a y exists, since g is continuous and increasing and hence also g −1 , and since
With Lemma 1 and with (11) we obtain
Using the substitution z = g(t) and integration by parts we also obtain
Furthermore, using the substitution z = x/t we obtain
With these formulas we get
We consider
. From (11) we obtain
.
As above we have
Therefore we obtain
(14) Inserting (14) and (13) into (12) gives
as desired.
We give the proof of Theorem 1.
Proof. Assume that g(t) = a r t r + a r−1 t r−1 + . . . + a 0 with a i ∈ N 0 for 0 ≤ i ≤ r and a r = 0. First we show two properties of (g −1 ) .
it follows that for every x > 0 we have
Now we have
With g(t) also g −1 (t) tends to infinity as t increases. Therefore and with (16) it follows that for every x > 0 we have
We remark that this property means that (g −1 ) is regularly varying 1 .
(ii) There exists an absolute constant c 1 > 0 such that
From (15) it follows on the one hand that g −1 (x)/(x/a r ) 1/r ≤ 2 for all x large enough and on the other hand that there is a y 0 > 0 such that g −1 (x/t)/(x/(ta r )) 1/r ≥ 1/2 whenever x/t ≥ y 0 . If 1 ≤ x/t ≤ y 0 we have
Combining these considerations with (18) it follows that there exists a c > 0 such that
Now we follow Mercier and Nowak [6, Proof of (9)] to show that
where h(x, t)
for a large enough and arbitrary x ≥ a. Fix such an a and choose x so large that |h(x, t)| < t −1+1/r ε/2 for 1 ≤ t ≤ a. This is possible according to (17) and since the convergence of
Now (20) follows from (21) and (22).
Note that
where C −1+1/r = 1 r c −1+1/r is defined as in (7). Let y(x) = y ∈ [1, x] be the unique solution of y = g −1 (x/y). Hence y r+1 ≤ yg(y) = x and therefore y(x) ≤ x 1/(r+1) . Since g −1 (x) ∼ (x/a r ) 1/r for x → ∞ it follows that
Since d≤x 1 A (d) = g −1 (x) the result follows from (23), (24) and Proposition 1.
For the proof of Proposition 2 we need the following lemma.
Lemma 2 If f has a continuous derivative f on the interval
Therefore we have
Inserting (26) and (27) into (25) yields the desired result.
Furthermore, we will need some elementary and well-known asymptotic formulas whose proof can be found, for example, in [1] . We collect them in the following lemma. The results from (i) and (iv) are well-known; see, for example, [1] . A proof for (ii) can be found in [11] . The result from (iii) is an improvement of [1, Theorem 3.5] for 0 < α < 1. We found the result nowhere in literature but it can easily be shown by using Dirichlet's hyperbola method.
We give the proof of Proposition 2.
Proof. For α ≥ 0 we obtain from (9) that
and the result follows from Lemma 3 and 4.
