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Abstract—Molecular communication requires low-complexity
symbol detection algorithms to deal with the many sources of un-
certainty that are inherent in these channels. This paper proposes
two variants of a high-performance asynchronous peak detection
algorithm for a receiver that makes independent observations.
The first variant has low complexity and measures the largest
observation within a sampling interval. The second variant
adds decision feedback to mitigate inter-symbol interference.
Although the algorithm does not require synchronization between
the transmitter and receiver, results demonstrate that the bit
error performance of symbol-by-symbol detection using the first
variant is better than using a single sample whose sampling
time is chosen a priori. The second variant is shown to have
performance comparable to that of an energy detector. Both
variants of the algorithm demonstrate better resilience to timing
offsets than that of existing detectors.
I. INTRODUCTION
In molecular communication, signals are conveyed from
transmitter to receiver in patterns of molecules, which propa-
gate via Brownian motion; see [1]. For example, information
can be conveyed in the quantity of molecules. A single bit
{0, 1} may be transmitted by releasing zero molecules for 0,
or a large number of molecules for 1. In this example, the
receiver’s task is to observe the number of arriving molecules
and determine which bit was sent.
Presently, molecular communication design follows the
paradigm of conventional communication systems; signal de-
tection techniques often assume synchronization and channel
state knowledge. Algorithms to accomplish these tasks are an
active area of research. For example, work has been done to
address synchronization (see [2]–[5]) and parameter estimation
(see [6], [7]) in molecular communication. Synchronization in
particular is an important issue; in the opening example above,
the transmitter and receiver must agree on when to transmit
and when to detect. Many contemporary papers assume that
perfect synchronization can be achieved, particularly when
timing is used to convey information; see [8], [9]. On the other
hand, asynchronous symbol detection is also an active research
area in molecular communication. For example, in [10], the
propagation time is estimated from the variance of arrival
times of a large number of molecules. In [11], molecules arrive
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Fig. 1. Channel impulse response for a passive receiver. The environment
considered here is the same as that in Section IV, except the sampling period is
decreased to 1 ms. One sample realization of the received signal is compared
with that expected from the analytical expression in (15), which has been
scaled by the number of molecules N released.
over time and a counter increments until a threshold number
is observed.
Complex synchronization algorithms are not practical for
nanonetworking applications, which envision low-complexity
nanoscale devices (or biological “devices”) whose computa-
tional capabilities are limited; see [12]. This paper focuses on
asynchronous peak detection for demodulation, which we also
supplement with decision feedback as a variant. To motivate
our design, consider the scenario in Fig. 1. At time t = 0,
a number N of molecules is released by the transmitter,
representing a bit 1. The transmitter and receiver agree on the
communication strategy, but are not synchronized; the receiver
distinguishes between a 0 and a 1 by observing the peak of the
response. If N → ∞, we would observe something close to
the dashed line in the figure, i.e., a relatively smooth response
with a clear peak. However, in nanonetworking applications,
N is relatively small. Thus, the figure shows a simulated curve
with many local peaks, both before and after the peak of the
expected curve. Our goal is to detect the peak asynchronously
and in the presence of inter-symbol interference (ISI).
Related work in this direction includes [13], [14], which
presented non-coherent detection algorithms that require no
knowledge of the underlying channel impulse response. In
[13], the local convexity of the diffusive signal is exploited.
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In [14], an adaptive threshold detector subtracts the previous
observation from the current sample. In this work, we simply
find the largest sample, which results in a simple yet effective
asynchronous detector. However, we do apply the expected
impulse response (asynchronously) in the variant with decision
feedback.
The main contribution of this paper is the design and anal-
ysis of the asynchronous peak detection scheme for diffusive
signaling, where the symbol is modulated by the quantity of
molecules and detected by observing the size of the peak.
Unlike other approaches to this problem, we explicitly model
the timing offset between the transmitter and receiver, and the
variant with (asynchronous) decision feedback mitigates the
ISI that is common in molecular communication systems. Our
proposed design significantly outperforms the common single-
sample detector, and, in the presence of a large timing offset,
the variant with decision feedback can outperform an energy
detector with decision feedback.
The rest of this paper is organized as follows. In Section II,
we present our asynchronous system model and the distribu-
tion of the largest observation in a given sampling interval.
In Section III, we propose and analyze the asynchronous
peak detector. We verify the analysis by comparing expected
detector performance with simulations in Section IV, and
conclude in Section V.
II. SYSTEM MODEL AND PRELIMINARIES
A. System Model
We consider a diffusion-based molecular communication
system with one transmitter and one receiver. The transmitter
releases molecules according to a random binary sequence
b = [b0, b1, . . . , bL−1]. Time is divided into slots of size ∆t
and is referenced by index k ∈ {0, 1, . . .}. For simplicity,
the transmitter modulates with impulsive ON/OFF keying and
begins transmitting at time index k = 0. Each bit lasts M
slots: every M slots, the transmitter releases N molecules for
a bit 1 and no molecules for a bit 0. The receiver makes
discrete observations y[k − δ] = y[j], where δ is some
constant but unknown offset from the transmitter’s clock.
From the observations y[j], the receiver detects the sequence
bˆ = [bˆ0, bˆ1, . . . , bˆL−1]. Although this results in blocks of
length L, we do not consider blockwise detection in this paper,
as we focus on low-complexity symbol-by-symbol algorithms.
Generally, we make no assumptions about the geometry of
the environment, including the shape of the transmitter and
receiver, nor about the reception mechanism at the receiver.
We do assume that the receiver’s observations are independent,
such that y[j] is only conditioned on the expected time-varying
signal y[j] and not on y[i], where i 6= j. It is also possible
to extend our analysis to a different modulation scheme or to
release the N molecules over a finite interval.
Two examples of the received signal y[j] are as follows.
If the receiver is a passive observer, then y[j] is the number
of molecules at the receiver at time j∆t. If the receiver has
an absorbing surface, then y[j] is the number of molecules
that have been absorbed within the interval
(
(j− 1)∆t, j∆t].
Strictly speaking, neither of these signals have independent
observations, but we leave a detailed consideration of sample
dependence for future work.
B. Receiver Signal
When the transmitter releases N molecules, we assume
that the diffusive behavior of each individual molecule is
independent. Using the independence of molecule behavior
and receiver observations, and given that molecules are only
released at transmitter time indices k that are integer mul-
tiples of M , then the observed number of molecules y[k]
is a discrete-time random process that follows a Binomial
distribution with N trials and success probability p[k].
Let z`[k] represent the number of molecules observed at
time k due to a single release of N molecules at k = `, and
assuming that no molecules were released at any other time.
We note that, like y[k], z`[k] is a discrete-time random process.
When the transmitter is modulating the binary sequence b,
then an observation at arbitrary time k can include molecules
from any current or previous symbol, i.e.,
y[k] =
bk/Mc∑
l=0
blz`[k], (1)
where the z`[k] term is associated with N trials and success
probability p[k − lM ] when bl = 1, and b·c is the floor
function. Thus, y[k] is a summation of Binomial random
variables with different success probabilities, i.e., a Poisson
Binomial random variable. Instead of evaluating the Poisson
Binomial distribution (which has combinatorial complexity;
see [15]), it is computationally simpler to approximate each
Binomial random variable as a Poisson random variable with
mean E[z`[k]] = z¯`[k] = Np[k− lM ]. Thus, by the properties
of Poisson random variables, y[k] is also a Poisson random
variable with mean
y[k] =
bk/Mc∑
l=0
blz¯`[k], (2)
which is accurate for N sufficiently large and each p[k− lM ]
sufficiently small; see [16, Ch. 5]. The cumulative distribution
function (CDF) of Poisson random variable X can be written
as [17, Ch. 24]
Pr{X ≤ x} = Γ(bx+ 1c, x)
Γ(bx+ 1c) , (3)
where Γ(·) and Γ(·, ·) are the Gamma and incomplete Gamma
functions, respectively, and x is the mean of random variable
X . Generally, for discrete x, we have Pr{X ≤ x} = Pr{X <
x+1}. The form in (3) also enables us to consider non-integer
x, in which case Pr{X ≤ x} = Pr{X < x}. This property
will be helpful when we consider the performance of detectors
with decision feedback.
Given the distribution of y[k], we can describe the dis-
tribution of the maximum observation over some interval.
Specifically, for the lth bit, the receiver makes observations
y[j], j ∈ {lM − δ, . . . , (l + 1)M − δ}. It can be shown that
the maximum value of these M observations, ml, has CDF
Pr{ml ≤ a} =
(l+1)M−δ∏
j=lM−δ
Pr{y[j] ≤ a}. (4)
In [7], we used the maximum observation ml to estimate
channel parameters, but we did not describe its CDF nor use
it for symbol detection, as we do in this paper.
C. Existing Detectors
To assess the performance of the asynchronous detector, we
compare it with two existing detectors that are both variants
of the weighted sum detectors that we proposed in [18]. The
single sample detector makes one observation at the time when
the largest observation is expected, i.e., at arg max y[k] when
bl = 1, and compares that observation with the threshold
τ . The energy detector takes all observations in the receiver
interval, adds them together, and compares the sum with the
threshold τ . The performance of these detectors is discussed
in [18], and we discuss the bit error probability of the energy
detector with decision feedback in Section III-C.
III. RECEIVER DESIGN AND PERFORMANCE
In this section, we propose the asynchronous peak de-
tector. We consider two variants. The first variant (simple
asynchronous detector) is non-adaptive and compares each
observation with the same constant threshold for every bit.
The second variant (asynchronous detector with decision feed-
back) is an adaptive detector that adjusts the threshold for
each observation in a bit interval, based on the inter-symbol
interference (ISI) expected in each observation. We derive the
bit error probability of each variant, and also discuss the bit
error probability of the energy detector with decision feedback.
A. Simple Asynchronous Detector
The simple asynchronous detector decodes the lth bit by
comparing the maximum observation ml with the constant
threshold τ . Thus, the decision rule is
bˆl =
{
1 if ml ≥ τ,
0 otherwise. (5)
This detector is simple to implement because it only re-
quires M comparisons (including one with the threshold).
We claim that this simple detector has significantly improved
performance over a single sample detector for a wide range
of offset δ, since this detector does not impose precisely
when the maximum value should be observed. However,
when δ is sufficiently large (either positive or negative), the
simple asynchronous detector has a higher risk of observing
molecules transmitted in a different bit interval, due to the
sampling window of length M . We leave the study of sampling
window length for future work.
For a given transmitter sequence b, the average probability
of error for the lth bit can be calculated as
Pe[l] =P1 Pr{ml < τ |bl = 1, bn, n 6= l}+
P0 Pr{ml ≥ τ |bl = 0, bn, n 6= l}. (6)
To evaluate (6), we need Pr{ml < τ}, and since τ is
discrete we use Pr{ml < τ} = Pr{ml ≤ τ − 1}. We also
find Pr{ml ≥ τ} via 1 − Pr{ml < τ}. From (4), we need
the distributions of the individual observations y[j], which we
find via (3) as
Pr{y[j] ≤ τ − 1} = Γ(bτc, y[j])
Γ(bτc) , (7)
where the mean signal y[j] is evaluated via (2). In general, we
need to account for “future” bits, i.e., n > l, when the offset
δ is negative. To evaluate the overall average probability of
error P e for a given threshold τ , we average (6) over all L
bits and all realizations of transmitter sequence b.
B. Asynchronous Detector with Decision Feedback
The asynchronous detector with decision feedback is an
adaptive detector. It decodes the lth bit by first subtracting the
expected ISI from every observation, or analogously adding
the expected ISI to the constant threshold τ . Due to the time-
varying nature of the channel impulse response, the expected
ISI is also time-varying. The decision rule is
bˆl =
{
1 if m˜l ≥ τ,
0 otherwise, (8)
where m˜l is the maximum adaptive observation, found as
m˜l = max
j∈{lM−δ,...,(l+1)M−δ}
y[j]− yISI[j], (9)
and
yISI[j] =
l−1∑
n=0
bˆnz¯`[j + δ] (10)
is the average ISI expected by the receiver in the jth obser-
vation, conditioned on the receiver’s previously-decided bits
bˆn, n ∈ {0, 1, l − 1}. We emphasize that the receiver believes
that its offset with the transmitter is δ = 0, such that j+δ = k
in (10). This detector is more complex to implement than the
simple asynchronous detector, since the receiver must have
knowledge of z¯`[·] and be able to subtract terms of z¯`[·] from
individual observations according to previous bit decisions.
The corresponding CDF of the lth maximum adaptive
observation m˜l is
Pr{m˜l ≤ a} =
(l+1)M−δ∏
j=lM−δ
Pr{y[j]− yISI[j] ≤ a}. (11)
The average bit error probability of the asynchronous detec-
tor with decision feedback can be calculated using (6), where
ml is replaced with m˜l. Thus, we need the distribution of m˜l.
Since yISI[·] is generally non-integer, we should consider non-
integer values of a. However, the actual observations y[·] are
always discrete. So, we let a+ yISI[j] = a[j] and consider the
distribution of Pr{y[j] ≤ a[j]}.
We distinguish between the conditioning of y[j] and a[j].
The observation y[j], whose mean y[j] is found via (2) using
j = k−δ, is conditioned on the true transmitter sequence b as
well as the receiver’s offset δ from the transmitter’s clock. The
value of a[j], found using (10), is conditioned on the receiver’s
previous decisions bˆn, n < l, and the assumption that δ = 0.
From (3), the CDF of y[j] is
Pr{y[j] ≤ a[j]} = Γ(ba[j] + 1c, y[j])
Γ(ba[j] + 1c) , (12)
and Pr{y[j] < a[j]} = Pr{y[j] ≤ a[j]} when a[j] is non-
integer. Thus, to use (11) to evaluate Pr{m˜l < τ}, the jth
observation CDF might be found using Pr{y[j] ≤ τ+yISI[j]−
1} or Pr{y[j] ≤ τ+yISI[j]}, depending on whether τ+yISI[j]
is discrete or non-integer, respectively.
C. Energy Detector with Decision Feedback
We considered an energy detector with decision feedback in
[19], but we did not derive its expected bit error probability.
The derivation is similar to that in Section III-B, where we
observe the receiver’s lth adaptive sum α˜l instead of its lth
maximum adaptive observation m˜l, i.e.,
α˜l =
(l+1)M−δ∑
j=lM−δ
(y[j]− yISI[j]), (13)
where yISI[j] has the same form as in (10), and the error
probability is calculated using (6), where ml is replaced with
α˜l. The CDF of α˜l has the same form as (12), i.e.,
Pr{α˜l ≤ a} =
Γ(ba[l] + 1c,∑j y[j])
Γ(ba[l] + 1c) , (14)
where a[l] = a+
∑
j yISI[j] and this term could be discrete or
non-integer.
IV. NUMERICAL AND SIMULATION RESULTS
In this section, we evaluate the bit error performance
of the proposed asynchronous detector in comparison with
existing detectors. We consider both the simple variants and
the adaptive variants with decision feedback. The analytical
expressions are verified by comparing with particle-based
simulations executed in the AcCoRD simulator; see [20].
We consider an unbounded 3D environment with a point
transmitter and a passive spherical receiver of radius rRX that
is centered at a distance d from the transmitter. When the
transmitter releases a molecule at time t = 0, the probability
that the molecule is inside the receiver for the kth observation
is accurately approximated as [21, Eq. (3.5)]
p[k] =
VRX
(4piDk∆t)
3
2
exp
(
− d
2
4Dk∆t
)
, (15)
where D is the constant diffusion coefficient and VRX is the
receiver volume.
For evaluation, we consider the system parameters that are
summarized in Table I. The transmitter modulates a sequence
of L = 20 binary symbols that are generated randomly and
with equal probability. N = 2×104 molecules are released for
each bit-1. The corresponding average channel response from
a single bit-1 is plotted in Fig. 1 on page 1. The simulation
is repeated 103 times, so there are a total of N = 2 × 104
TABLE I
SIMULATION SYSTEM PARAMETERS.
Parameter Symbol Units Value
RX Radius rRX µm 0.5
Molecules Released N mol 2× 104
Sequence Length L - 20
Distance to RX d µm 5
Diffusion Coeff. D m2/s 10−10
Sampling Period ∆t ms {8, 40}
Symbol Period M∆t ms 200
# of Realizations - - 103
transmitted bits. The expected average error probability P e
is calculated from the bit sequences that were simulated; for
each sequence, we calculate the expected error probability of
every bit, and then we take the average over all bits and all
sequences.
Overall, the simulation and analytical curves in this section
agree very well, and slight deviations (particularly at lower
error probabilties) are primarily because we calculated the
average error probability of every sequence but only simulated
each sequence once. We also note that the bit error proba-
bilities observed throughout this section are relatively high
(i.e., generally above 10−3). This was deliberately imposed
so that we could accurately observe meaningful bit error
probabilities from 2 × 104 bits for all detectors considered.
Specifically, the symbol period of 200 ms is not significantly
larger than the expected peak time; from Fig. 1, the average
number of molecules expected after 200 ms is still about
one third the number expected at the expected peak time of
d2/(6D) ≈ 40 ms. Furthermore, the individual observations
are relatively small; the peak of the expected channel response
is only 6 molecules. Methods to achieve lower bit error
probabilities include using a larger symbol period and (as we
will see in Section IV-C) sampling more often.
A. Error Versus Threshold
First, we consider the case where the receiver sampling is
synchronized with the symbol intervals of the transmitter, i.e.,
δ = 0. We vary the constant (baseline) decision threshold τ
and measure the corresponding average bit error probability
P e for the detectors considered. We compare the detectors in
Fig. 2. As expected, every curve shows an increasing error
probability with sufficiently high and sufficiently low τ , such
that there exists an optimal threshold that balances the correct
detection of bit-1 versus the correction detection of bit-0.
Analytical derivations for approximating the optimal threshold
of the existing detectors were presented in [22], [23].
In Fig. 2, we consider a sampling period of ∆t = 40 ms (i.e.,
there are M = 5 samples per bit). The single sample detector
uses the 1st sample in every interval for detection. The best er-
ror probability observed for the single sample detector, which
is above 0.09, is higher than that for the asynchronous detector,
which is less than 0.07. This improvement comes at the cost of
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Fig. 2. Average probability of error for different threshold τ . The sampling
period is ∆t = 40 ms. The asynchronous (Async.) detector is compared with
the single sample detector and the energy detector (ED). Asynchronous and
energy detectors are also considered with decision feedback (DF).
taking the maximum of all 5 samples, but the key advantage
is that the asynchronous detector did not need know when
the maximum sample was expected. Additional performance
improvement is observed by adding decision feedback (DF) to
the asynchronous detector, which decreases the minimum error
probability to below 0.05. This adaptive asynchronous detector
is actually better than the (non-adaptive) energy detector.
However, adding decision feedback to the energy detector
leads to a significant improvement, such that its minimum error
probability drops to about 0.008. Overall, in the synchronized
communication case, the performance of the asynchronous
detector ranks between that of the single sample detector and
that of the energy detector.
B. Error Versus Receiver Clock Offset
Second, we vary the timing offset δ and measure the corre-
sponding minimum bit error probability. For a given offset, we
use the analytical expression to numerically find the threshold
τ that gives the minimum expected error probability, and then
we measure the average error probability from the simulations
using that threshold. For simplicity, we assume that the signal
y[j] has value zero beyond the intended sampling interval, i.e.,
y[j] = 0, j /∈ {0, 1, . . . ,ML−1}. For ease of comparison, and
to demonstrate lower error probabilities for the asynchronous
detectors, the results are presented in Figs. 3 and 4 for
sampling intervals of ∆t = 8 ms and ∆t = 40 ms, respectively.
Furthermore, we only consider integer values of δ.
In Fig. 3, we consider sample offset δ ∈ [−6, 15], i.e.,
the offset between the receiver’s and transmitter’s clocks is
between −48 ms and 120 ms. The performance of the single
sample detector is highly sensitive to positive δ, because the
expected peak time is relatively early in the symbol interval.
When the offset is ≥ 40 ms, this detector is no longer sampling
in the intended symbol interval and its performance is very
Offset δ∆t [s]
-0.04 -0.02 0 0.02 0.04 0.06 0.08 0.1 0.12
O
p
ti
m
al
E
rr
or
P
ro
b
ab
il
it
y
P
e
10−2
10−1
Async. Sim.
DF Async. Sim.
Single Sample Sim.
Analytical
Fig. 3. Average probability of error at optimal threshold for different sampling
offsets δ. The sampling period is ∆t = 8 ms. The asynchronous detectors are
less sensitive to positive δ than the single sample detector.
poor. The asynchronous detectors (both with and without
decision feedback) are much more resilient to positive offset
δ and demonstrate a slow performance decay as δ increases.
Interestingly, these detectors actually improve with a small
negative δ, because in the first few observations of a symbol
interval when δ = 0 we are more likely to see molecules due
to the previous symbol than due to the current symbol (see
Fig. 1). However, performance rapidly degrades as δ decreases
further and the receiver’s largest observation is more likely to
include molecules that were released for the following symbol.
In Fig. 4, we consider sample offset δ ∈ [−2, 5], i.e.,
the offset between the receiver’s and transmitter’s clocks is
between −40 ms and 200 ms. For negative δ, the performance
of all detectors degrades significantly. However, the asyn-
chronous detector with decision feedback is the least sensitive
to positive δ, and it even performs better than the energy
detector with decision feedback when the offset is greater than
100 ms (albeit with an error probability above 0.1). This is
because the energy detector is including a lot of energy from
the “tail” of the previous symbol in its bit decision, whereas
the asynchronous detector is only comparing the value of the
largest (adaptive) sample and this maximum is more likely to
come from the intended symbol interval (e.g., consider the left
half vs the right half of Fig. 1).
C. Error Versus Sampling Period
Finally, we explicitly study the impact of the number of
samples M on the error probability, where the minimum
probability for a given number of samples is determined
using the same method as that described for a given offset
in Section IV-B. Here, we set the offset to δ = 0 and consider
M = {2, 5, 10, 25, 50}. The results are shown in Fig. 5. For
M > 5, the performance of the single sample detector does
not improve since the sampling time stays the same. All other
detectors, including the asynchronous detectors, improve with
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Fig. 4. Average probability of error at the optimal threshold for different
sampling offsets δ. The sampling period is ∆t = 40 ms. The asynchronous
detector with decision feedback is less sensitive to positive δ than the energy
detectors.
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Fig. 5. Average probability of error at the optimal threshold for different
numbers of samples per interval M . The sampling period ∆t is 200 ms/M .
All detectors except the single sample detector improve with increasing M .
Error probabilities for the energy detector with decision feedback are not
shown for M > 10 because only 2× 104 bits were simulated.
increasing M over the range considered. The energy detector
with decision feedback actually improves by many orders of
magnitude, although in practice detector performance would
eventually be limited by sample dependence.
V. CONCLUSIONS
In this paper, we proposed and analyzed the asynchronous
peak detector, both with and without decision feedback. Both
variants demonstrate resilience to timing offsets between the
transmitter and receiver, and can outperform existing detec-
tors. Future work in this area includes: 1) modeling sample
dependence in the distribution of the largest observation; and
2) optimizing the symbol sampling window.
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