



© Copyright by P. David Flammer, 2014
All Rights Reserved
A thesis submitted to the Faculty and the Board of Trustees of the Colorado School

















This thesis describes methods and results used in the design of various photonic struc-
tures. The emphasis of this thesis is in the theoretical and computational methods employed
in the design. Many structures were fabricated and experimentally characterized confirming
simulation results. Theoretically, surface plasmons (SPs) or more generally the study of light
near micro- or nano-fabricated metallic surfaces, play a major role in all structures in this
thesis. An effective work-flow in designing “plasmonic” structures is detailed. Various ap-
plications are then discussed: (1) Enhanced transmission through subwavelength apertures
in metal films; (2) long range SP hybrid waveguides for use in the area of micro-electronics;
(3) circular micro-polarizers, which also filter for a specific color band, combined with linear
polarizers for full stokes polarization imaging; and (4) using plasmonic couplers to increase
efficiency of metal-insulator-metal (MIM) tunnel junction detectors for use in the low THz.
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Surface plasmons (SPs) or surface plasmon polaritons (SPPs) are guided electromagnetic
modes at the surfaces of metallic structures. SPs received attention in the late 1960s and
1970s, pioneered by Otto[1] and Kretschmann[2]. In the “Otto” geometry, SPs are excited
using evanescent waves traveling at a high/low index interface near a metal surface. It is
commonly used to this day to study SP properties[3]. Grating structures or other surface
perturbations may also be used to couple into SP modes as well[4], which is the coupling
mechanism primarily used in this thesis.
A resurgence in interest in SPs was sparked near the turn of the millennium due to
the observation that hole arrays in metal films could demonstrate larger than expected
transmission at certain wavelengths (larger than 1 when normalized to the open area of
the holes)[5]. The initial theoretical explanation (which later turned out to be upheld) was
that plasmons were responsible for this effect. In the original studies of these structures,
enhancement factors on the order of 1000 were quoted, but later were called into question[6].
Also in Ref. [6] there was some discussion as to whether the effect could be due to something
other than SPs owing to the fact that in the experiment studied therein, the wavelengths
at which transmission peaks were observed did not coincide with the theoretical location
predicted for a grating resonance using the plasmon dispersion relation. An alternative was
proposed dubbed “compact diffracted evanescent waves”, which ultimately was shown to
be theoretically unsound[4]. Later, our group’s research showed that the “extraordinary”
transmission is very accurately explained experimentally and theoretically using SPs, as
long as resonant cavity effects and interference with the incident light are accounted for[4].
Although ultimately, the large factors of 1000 were considered to be an error, the promise
of exotic behaviors such as extraordinary transmission through sub-wavelength apertures
and the debate of the involvement of SPs fueled a revived interest in SPs. Additionally,
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improvement of micro- and nano-fabrication techniques have allowed for more complicated
metallic micro- and nano-structures. In short, SPs have become a widely studied field since
around 2000. In fact, a new Springer Journal named “Plasmonics” was founded in 2006 due
to the increased interest in the area.
As part of this resurgence, the term plasmon or plasmonics has been coined to describe
more generally the interaction of light at metallic surfaces where guided modes might play
a role, even though long range guiding may not be apparent. For instance, in the study of
corrugated back reflectors in solar cells, although such back reflectors have been studied for
many years without mentioning plasmons or plasmonics, recent studies have revisited the
topic focusing on plasmonic interpretations[7].
Plasmonics received attention in the area of optical interconnects for microelectronics due
to the implementation of multi-core processors. One limiting factor in the speed of multi-
core microprocessors is the RC time constant of the metallic interconnects that are used to
communicate between the processors. A proposed solution is to use optical interconnects
between cores[8], which do not suffer from such a problem. Since compactness of structures
is so important in micro-electronics, and because SPs can propagate (some distance) with
sub-wavelength confinement, SPs have been studied extensively as a possible interconnect
technology. To date, however, Ohmic losses in plasmon waveguides have limited their utility.
SPs have another interesting property, polarization selectivity. SPs only propagate (i.e.
are allowed) for transverse magnetic (TM) polarization, where the magnetic field is parallel
to the metallic surface and the electric field is perpendicular. This is clear when the boundary
conditions imposed by Maxwell’s equations at the interface between regions are investigated.
The parallel component of the electric field, or the transverse electric (TE) component of
the field, must be continuous across any interface. Because the electric field decays rapidly
inside of highly conducting materials, for good metals, TE fields are suppressed near metallic
surfaces. TM fields do not suffer from this because both the perpendicular electric field and
parallel magnetic field are allowed to be discontinuous when charge/currents are present
2
at the surface. As SPs are guided at the metal surface, it’s clear they must be TM. This
polarization selectivity makes plasmonic structures a candidate for polarization filtering.
Plasmonic structures may also be used as a coupling structure to guide radiation into
optical detectors such as tunnel junction detectors. A tunnel junction detector consists of
some coupling structure, typically an antenna, which creates an AC signal across a small
metal-insulator-metal (MIM) structure, where the insulator between the metal is on the
order of a few nanometers thick. Asymmetry is built into the structure, either through a
DC bias or by using metals with different work functions on either side of the junction.
Such detectors have theoretically high efficiencies, but measured efficiencies at frequencies
in the THz have been extremely low. Recently, however, tunnel junction detectors were
experimentally shown to have high achievable efficiencies[9], and theoretically, it is thought
that the main limit to higher efficiency is the coupling of light into the tunnel junction
structure. As the field structure inside an MIM tunnel junction is exactly that of an SP,
plasmon coupling structures may be a natural choice for such coupling.
1.1 Thesis Organization
This thesis consists of a discussion of effective methodologies in designing plasmonic struc-
tures (Chapter 2), and reproduces publications demonstrating such structures for some of
the applications discussed above: enhanced transmission through sub-wavelength apertures
in metallic films (Chapter 3); long range SP hybrid waveguides (Chapter 4); micro-circular
polarizers in the NIR (Chapter 5); and plasmon couplers for MIM tunnel junction detectors
(Chapter 6). My involvement in the development of these publications are as follows:
Chapter 3 reproduced from Flammer et al.[4]: Developing all of the models in the article,
participating in much of the data analysis, significantly contributing to the introduction
of the idea that interference between the SP and the incident field is an important effect,
writing the majority of the text in the article, and participating in editing the paper during
the review process.
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Chapter 4 reproduced from Flammer, et al.[10]: Performing all of the simulation, aug-
menting the experimental apparatus used in experimental measurement, advising experimen-
tal measurements, data analysis, writing the majority of the text of the paper, and editing
the paper during the review process.
Chapter 6 reproduced from a manuscript in preparation: Contributing to the original de-
sign of the structure, the theory presented in the manuscript, advising simulations performed
by M. Otzenberger, and writing much of the text of the manuscript.
Chapter 5 reproduced from Bachman, et al.[11]: Contributing (with J. Peltzer and R.
Hollingsworth) to the original design of the structure, advising simulations performed by K.
Bachman, designing the experimental apparatus used in experimental measurement, advising
experimental measurements taken by J. Peltzer, contributing to data analysis, writing the




This chapter covers the fundamental concepts necessary to design plasmonic structures.
Many of the files used to generate results for this chapter are in the supplemental files (see
Table A.1 for a full list of files).
2.1 Theoretical and Computational Methods
In this section, the basic theoretical framework and computational methods used in the
thesis are discussed. The chapter is laid out to give enough information that models used in
this thesis (or similar models) could be recreated by the reader.
2.1.1 Theoretical Background
Theoretically, the governing equation used in all of the studies that follow is the frequency




)u(~x) = 0. (2.1)
where u is a Cartesian component of either the electric field or magnetic field, ∇2 is the
laplacian operator, n is the effective optical index in the material or the square root of the
complex dielectric constant (we deal only with materials with relative permeability 1), ω
is the angular frequency of the wave, and c is the speed of light in vacuum. If there are
gradients in the material properties (e.g. the dielectic constant) inside each region, then
extra terms are introduced into the equation, but for the sake of this thesis, this equation
sufficiently describes the structures studied.
The solutions generated by the Helmholtz equation will be complex, where real and
imaginary parts of the solution are snapshots in time of the field 90 degrees out of phase
with one another. To generate the time dependence, the following equation is used in this
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thesis:
u(~x, t) = u(~x)e−iωt. (2.2)
Note that this makes a plane wave traveling with a propagation vector ~k proportional to
ei
~k·~x. (2.3)
If the opposite choice was made (using e+iωt), then a plane wave traveling with a propagation
vector ~k would be proportional to
e−i
~k·~x. (2.4)
Additionally, when dealing with absorbing materials in the frequency domain, if the e−iωt
convention is used, the imaginary part of the complex material index must be positive; if the
e+iωt convention is used, the imaginary part of the complex material index must be negative.
If the wrong choice is made, fields will increase, not decrease, in the absorbing region.
The boundary conditions between regions (i and j) are given by:
~E‖,i = ~E‖,j ~H‖,i − ~H‖,j = ~Kf × n̂
εiE⊥,i − εjE⊥,j = σf µiH⊥,i = µjH⊥,j
(2.5)
where ~Kf is the free surface current, σf is the free surface charge, ‖ and ⊥ mean parallel
and perpendicular to the surface separating the regions, and n̂ is the normal vector to the
surface.
Although each component of both the magnetic and electric fields individually satisfy the
wave equation above, they are not independent. By Maxwell’s equations, they are coupled
and have additional constraints on them (zero divergence in zero free-charge space for electric
fields, and everywhere for magnetic fields). In practice, typically only one of the fields is
solved for, and then Maxwell’s equations are used to produce the other field.
In two dimensional structures (structures that are invariant under a translation in one
direction), you gain an extra simplification, in that you can break the problem without losing
generality into two polarization states: transverse magnetic (TM) where the magnetic field
is parallel to all surfaces, and transverse electric (TE) where the electric field is parallel to all
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surfaces. In that case, for each polarization, there is only a single scalar dependent variable,
H‖ for TM, and E‖ for TE for which to solve using Eq. 2.1. In all but one of the studies
discussed here, the structures are two dimensional.
SPs are a particular type of surface wave that are present often at the surfaces of metals.
The simplest structure supporting an SP is that of a thick sheet of metal with an adjacent












where εm is the metal dielectric constant and εd is the dielectric dielectric constant. You can





Note that in order for a plasmon to be supported at the metal surface, the real part of the
metal dielectric constant must be negative. Not coincidentally, this is also the basic criteria
for the material to be considered metallic (the plasma frequency of a metal is where the real
part of ε crosses from negative at low frequencies through zero).
For the remainder of this thesis, for 2D structures, we will consider the x direction as
the horizontal in the plane of the structures (which is parallel to the bulk metal surface and
parallel to the propagation direction of plasmons on that surface); y is the vertical in the
plane of the two dimensional structures, or the direction perpendicular to the bulk metal
surface; and z is the direction perpendicular to the plane of the structures (and perpendicular
to all field propagation directions; out of the page in all figures). See the axes on Fig. 2.1
for a representative example.
7
The profile for a simple plasmon in the dielectric can immediately be solved for from the
wave equation 2.1 for H‖ (Hz) assuming the np from Eq. 2.7:
Hz, plasmon = H0e
ikpxe−βy; (2.9)
kp = 2π/λp (2.10)





n2p − n2d (2.12)
where λp is the effective wavelength of the plasmon and β is the decay constant of the plasmon






Ey, plasmon = Ey0e
ikpxe−βy (2.14)
where ω is the angular frequency of the wave. Note that the form of E⊥ (or Ey) is exactly
the same as Hz (with Ey0 in place of H0). A snapshot of what the fields look like for a simple
plasmon is shown in Fig. 2.1.
Figure 2.1: Snapshot in time of a profile of a simple surface plasmon. The field is propagating
to the right. Colored surface is magnetic field (into/out of the page). Arrows are electric field.
For an animated version of this figure (showing wave propagation), see the supplemental files.
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Ohmic losses limit the propagation length of plasmons. The imaginary part of the effec-





See Chapter 4 and the reference therein for much more detail on ohmic losses in plasmon
waveguide modes. As a general rule, these losses depend on two things: first how lossy is
the metal, and second how much of the field profile is in the metal (as a fraction of the total
profile cross section). Surface roughness also plays a role in losses in practical structures,
scattering light out of the guided mode into free space modes; the study of surface roughness
is not included in this thesis.
When calculating fields scattered from structures, one would like to quantify how much
of that field is in the plasmon modes. Say you have a field that contains a plasmon mixed
with other fields as:
Hz = Hz, in plasmon +Hz, other (2.16)
Ey = Ey, in plasmon + Ey, other (2.17)
where necessarily
Hz, in plasmon = H0p+e
i(kpx+δ+)e−βy +H0p−e
−i(kps+δ−)e−βy (2.18)
Ey, in plasmon = E0p+e
i(kpx+δ+)e−βy + E0p−e
−i(kpx+δ−)e−βy (2.19)
where H0p+/E0p+ and H0p−/E0p− are the magnetic/electric amplitudes of right-traveling and
left-traveling plasmon modes, respectively; δ+ and δ− are phase shift terms determined by
the location of the source of the plasmon. If you are sure the plasmon is only traveling in
one direction, then the amplitude of your plasmon (which is mixed with other fields) can























with the result H0p−e
iδ− if the plasmon is left-traveling and you replace e−ikpx with eikpx in
the integral. This is equivalent to taking the projection (or the overlap) of the total field
onto one orthonormal state, where the total field can be comprised by a sum/integral over
all such states. Note that in order to perform this integral, you must know the attenuation
constant of the mode profile (or equivalently its propagation constant). For simple plasmons,
Eq. 2.6 may be used. For more complicated modes, a transfer matrix solver may be used to
solve for the mode properties. This integral then yields both the amplitude and the phase
of the field in the plasmon. Note that the integral with Hz, other is automatically zero; if it
were non-zero, then that field would couple into the plasmon. Also note that because of the
exponential decay of the plasmon field away from the surface, the integral can be truncated
well before ∞.
For fields where the direction of plasmon propagation is unknown (you can have both left
and right propagating plasmons), a slightly more complicated procedure is necessary. The































which again yields the amplitude and phase. To get the left-going wave, change the e−ikpx
in the integral to e+ikpx and the result is then H0p−e
iδ− . We use such integrals to determine
coupling strengths into plasmons and reflection/transmission coefficients for plasmons inci-
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dent on structures. For reflection and transmission coefficients, the integral must be squared
to yield something proportional to the energy or power in the field.
In practice, we found that using Ey was less prone to numeric error when the field in the
plasmon is small (probably because it automatically excludes vertically traveling waves); all
results in this thesis use Ey in the integrals.
The dielectric constant of the metal and the adjacent dielectric determine the plasmon
decay into the dielectric region, how much of the plasmon profile is in the metal, Ohmic
losses, etc. Generally, the amount of field in the metal is determined by the ratio of the
magnitude of the complex plasmon dielectric constant and the adjacent dielectric region
dielectric constant. This is an issue in Chapter 4, where the use of silicon increases Ohmic
losses significantly. For the polarization structures of Chapter 5, a dielectric layer is necessary
on top of the metallic surface (SiO2 in that case). In the visible, where the metals are near
their plasma frequencies or other electronic excitations (gold has an interband transition near
500nm wavelength), their dielectric constants decrease in magnitude, Ohmic losses increase,
and the choice of metal becomes important. Fig. 2.2 shows the plasmon propagation length
of different metals in the visible with 100nm of SiO2 on the metal. In the plasmonics
community, silver is historically used in the visible and NIR, because of it’s extremely low
losses. Gold is also often used in place of silver because of it’s (not quite as) low loss, and it
doesn’t tarnish. While aluminum has higher losses, the magnitude of its dielectric constant
is much higher than gold and silver (it also has a higher plasma frequency). This pushes
much of the mode profile out of the silver, decreasing plasmon losses, which becomes very
important at lower wavelengths, as seen in Fig. 2.2. Note that if there were no SiO2 on the
surface, Al would not fare as well in comparison (because the index contrast becomes less
important).
Depositing multiple dielectric layers near the metallic surface, or thinning the metal
so that the plasmon mode extends to dielectrics on both sides of the metal can alter the
mode profile significantly[3]. Layering of dielectric layers creates hybrid modes (with both
11
Figure 2.2: Plasmon propagation length for different metals with 100nm of SiO2 deposited
on the metal surface.
plasmonic and traditional slab-waveguide like properties). See section 2.6 for a more detailed
discussion of one such structure.
2.1.2 Computational Methods
There are two computational methods which are primarily used in this thesis, typically
in the following order. First, a transfer matrix solver programmed in Mathematica following
Ref. [12] was used to determine optical properties of simple layered structures. For instance,
reflection and transmission coefficients for any angle of incidence may be quickly calculated.
For the most part, we used this code to calculate guided mode characteristics (effective index
of the mode, decay length when metals are included, etc.).
Once basic properties of proposed layered structures are well understood, then the prop-
erties gleaned from the transfer matrix solver are used to create a first-guess structure (which
typically includes things like gratings and apertures for guiding and transmitting light in a
certain way). Then these preliminary structures are fed into a full-field simulator. There are
various kinds of full-field simulation packages (free and commercial) available for photonics.
For this thesis, a finite element model, or FEM, is used, which solves the above equations.
In particular, a commercial package, Comsol Multiphysics, formerly FemLab, was used for
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all full-field simulations in this thesis. Systematic studies are then performed using the FEM
to get a best approximation of how a fabricated structure will behave and to make design
recommendations. This is quite effective at predicting such behavior, as will be shown in
the later chapters.
Model truncation is an issue with radiative systems (as they are inherently open). Per-
fectly matched layers (PMLs)[13] were used to truncate our models when using the FEM.
The idea is to truncate the model at an artificial boundary with the region outside of the
boundary possessing properties that minimize reflection from the boundary back into the
modeled region, but absorbs in the PML region so very little scattered field reaches the outer
boundaries of the PML. Any scattered field that enters the PML must make a round trip in
the PML (which again is absorbing) eliminating backscattering into the model region. This
effectively allows a finite model to simulate and open model where modes propagate into
space and don’t return. The PML implementation used in many of the models in this thesis
was to change the dielectric constant (ε) and permeability (µ) of the PML to be anisotropic
as follows:
ε = εadj(Lxxx̂+ Lyyŷ + Lzz ẑ) (2.28)





























where “adj” means the region adjacent to the PML, and a and b are scaling parameters
which control the decay of the field in the PML. For all models presented in this thesis,
a = b = 1, and PML thicknesses were on the order of half the minimum wavelength in
the adjacent material (200nm typically). This produced negligible reflections back into the
model. Comsol has built-in PMLs one can use. However, we have found (at least at the
date of this thesis) that the implementation described above works better when you have
metal regions that extend to the edge of the model. Figure 2.3 shows two models (one using
Comsol’s PMLs and one using the implementation above) for flat surfaces. Clearly there’s
an artificial reflection from the edge when using Comsol’s PMLs.
Figure 2.3: Time averaged power flow normalized to incident power flow for the geometry
shown in (a): (b) Model using Comsol PMLs and (c) model using PMLs described above
for a simple smooth metal surface. Note the distortion of the fields in (b) near the edges.
Power flow in the PMLs is meaningless, and they are shown to give perspective.
For structures where metallic surfaces extend to the edge of the modeled area, we impose
a false absorption in both directions in the metal, as that minimizes edge reflection.
Boundary conditions at the outer edges of the PML were set to minimize scattering of
the incident field (as that necessarily travels through the PML). For TM fields, we truncate
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the outer edges using perfect electric conductor boundary conditions (this imposes a zero
normal derivative condition on the magnetic field). For TE fields, we use perfect magnetic
conductor boundary conditions (zero normal derivative condition on the electric field).
To get models to within a few percent of numeric stability, meshing must be done as
follows for two dimensions: in dielectric regions a maximum mesh size of λ/10, where λ is
the wavelength in the material; in metallic regions, 3 points per skin depth. For gold, in
the Visible/NIR (which we mostly focused on in this thesis), a maximum mesh size of about
5nm typically sufficed. Since creating large meshes consumes much of the solver time, we
found, if possible, it was best not to make the mesh dependent on swept parameters (such as
wavelength). Often the meshing time is as large as or greater than the solution time, so we
typically kept the mesh constant (using some minimum mesh size for all sweeps) for things
like wavelength sweeps. Even if the mesh size is larger for some models, you win in overall
calculation time. For changes in geometry, there isn’t any way to get around the need for
remeshing.
For three dimensional models, we didn’t mesh the metal regions at all (they were not
included in the model), and used an impedance boundary condition at the metal surfaces
which estimates the induced surface currents at boundaries of good conductors[14]. This does
a fairly good job of modeling reflection, transmission, and plasmons at metal surfaces for our
purposes. This method will neglect transmission directly through the metal, so if metal films
are thin enough to allow significant transmission, the method fails. If the absolute value of
the ratios of the metal complex dielectric constant to the adjacent dielectric region complex
dielectric constant is not much greater than 1, the method loses accuracy. For 3D models,
we meshed dielectric regions at roughly λ/5, which gives numerically stable results. For 3D
models in this thesis, results are probably within 5-10% of stability (an extensive stability
study was never done).
Excitation of incident fields in the FEM was done in a few different ways for the different
models in this thesis. In early models, outer boundary conditions were set to excite the
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incident field; as the field had to propagate through the PML to get to the structure, care
was taken to normalize the incident field at the outer edge of the PML so it had a reasonable
value at the inner boundary of the PML. In later models, incident fields were generated
by imposing a surface current at the inner edge of appropriate PMLs. Here I summarize
the latter method for a few common surface currents and their resulting fields. First, for a
simple plane wave normally incident at some boundary, the surface current is related to the
incident fields by:
~Kf = 2HincÊinc (2.36)
where Hinc is the magnitude of the incident magnetic field, and Êinc is the direction of the
incident electric field. Note that this works for any medium (not necessarily incident through
vacuum).
For a plane wave not at normal incidence, then a surface current of the form:
~Kf = 2Hince
ik‖sÊinc (2.37)
should be excited at each surface where the field would be entering into the modeling region.
s is the arc length in the direction parallel to the surface which coincides with the field
propagation, and k‖ is the component of the wave vector that is parallel to the surface. So
for instance, if the wave is traveling in the positive x and negative y directions, then on the
left side of the model, you would use the following surface current:
~Kf = 2Hince
−ikyyÊinc (2.38)
and on the top of the model you would use:
~Kf = 2Hince
ikxxÊinc (2.39)
To excite a waveguide mode, such as a plasmon, a surface current of the form
~Kf = 2HmodeÊinc (2.40)
where Hmode is the profile for the magnetic field should be used at the edge of the model
(again, the inner edge of the PML) where the mode is to enter. Normalization is an important
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part of the modeling so one can understand the quantitative relationship between the fields in
the problem and the incident fields. Given a surface current, the E and H fields immediately
follow from Maxwell’s equations (along with energy and power flow):





















where ~S and u are the time averaged Poynting vector and energy density in the fields,
respectively. ⊥ and ‖ means perpendicular and parallel to the surface, respectively.
To find the normalized power in a plasmon, using only Ey, one needs the related normal-
ized Hz field (here Ey and Hz are considered the fields in a plasmon not mixed with other














































To get some fraction of the total power incident on some area of your structures, you integrate
the plasmon power crossing through a line (in 2D) perpendicular to the metal surface, and





































For some models, a gradient descent optimizer routine written in Java was used in con-
junction with the FEM. It was used to systematically run FEM models and seek out best
parameters to optimize some fitness function (such as transmission, polarization extinction
ratio, etc.).
The transfer matrix solver, the Java optimization routines, some example Comsol models,
and some instruction files are included in the supplemental files.
2.2 Coupling to and from Plasmon Modes: Gratings
Directly coupling incident radiation to a plasmon mode at a flat, smooth metal surface
isn’t possible for the same reason you cannot couple into a flat, smooth slab waveguide from
the low index cladding layer; for any angle of incidence you cannot match the incident wave
vector to the corresponding plasmon wave vector at that frequency. The Otto configuration[1]
discussed in the introduction, where a high index bulk material is placed in close proximity to
the metal surface can resolve this issue. But for practical plasmonic structures in integrated
optics, gratings or other surface defects are typically used.
Consider a single bump or indentation in a metallic surface that is on the order of the
wavelength of light in size. Such a feature will scatter light in many directions, and some of
that scattered light will couple into a surface plasmon at the metallic surface. Controlling
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how much couples into the plasmon, and with what phase, requires the design of effective
plasmonic structures. For this thesis, we focus on grating structures as couplers. A general
rule of thumb is that the efficiency of a feature to scatter light into (or out of) a surface
plasmon mode is driven by how large the feature is compared to the plasmon profile in the
direction perpendicular to the metal surface, and by how large it is parallel to the surface with
respect to the wavelength of the plasmon. However, the relationship can be quite complex.
Figs. 2.4 and 2.5 show the amplitude and phase of a plasmon generated by illuminating a
bump or groove, respectively, in an otherwise smooth gold surface with an incident plane
wave as a function of width and height of the feature. For both of the cases, changing the
width (parallel to metal surface) and height (perpendicular to metal surface) of the feature
at a given wavelength are studied. In Fig. 2.4(b), the width where the coupling drops nearly
to zero and the phase quickly shifts by π is indicative of an internal resonance in structure.
This happens at a width of about 50nm, which apparently is because the effective scattering
location of either side of the bump is about 25nm in from the edges, creating the internal
resonance and cancellation. Below that width, there is a small increase in amplitude, but the
size is too small to couple efficiently. The second such resonance happens when the width
of the bump is roughly a plasmon wavelength (which is about 500nm for this situation);
one way to think of such a resonance is that the field excited by one edge of the bump
destructively interferes with the field generated by the other edge, which occurs when the
width is roughly an integral multiple of the plasmon wavelength, 0 and 1 in this case.
It is also important to understand how features reflect, transmit, and scatter energy out
of a plasmon mode. Figs. 2.6 and Fig. 2.7 show transmission and reflection coefficients with
their phase, as well as “loss” which is a combination of Ohmic and radiative losses, as the
lateral and vertical size of the features are varied. The region (area in 2D) integration of
Eq. 2.24 is used to determine both the incident and reflected field amplitude and phase; the
line integration of Eq. 2.20 is used to calculate the transmitted amplitude and phase. The
reflection and transmission coefficients are then the squares of the ratios of the reflected and
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Figure 2.4: (a) structure in question; (b) and (c) show coupling (amplitude and phase) of a
normally incident plane wave into a surface plasmon as the (b) lateral and (c) vertical size of
the bump change. For (b) the bump height was held at 100nm and for (c), the bump width
was held at 200nm. The free space wavelength is 800nm.
Figure 2.5: (a) structure in question; (b) and (c) show coupling (amplitude and phase) of a
normally incident plane wave into a surface plasmon as the (b) lateral and (c) vertical size
of the groove change. For (b) the groove depth was held at 100nm and for (c), the groove
width was held at 200nm. The free space wavelength is 800nm.
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transmitted amplitudes to the incident amplitudes. The nearest edge of the area and the
line were both 1000nm from the center of the model. The loss is then 1 minus the sum of
the reflection and transmission coefficients. Note that some (small portion) of the loss is due
to Ohmic losses of the plasmon while traveling from the incident integration region to the
reflect/transmitted integrals.
The reflected phase for the groove is much more complicated than for the bump. Due
to this, when forming resonant cavities for surface waves at the metal surfaces, we always
created “mirrors” to bound the cavity using bumps, not grooves. One may use grooves,
but their behavior as a function of wavelength and size require much more care than bump
mirrors.
The wavelength behavior of coupling an incident plane into a surface plasmon mode
through scattering off of a single feature (bump or groove) was also studied and is shown
in Fig. 2.8. For wavelengths less than about 500nm, gold is approaching the point where
it can’t support a plasmon, so no noticeable coupling into the plasmon mode is apparent.
Above 1000nm wavelength, the bump coupling decreases more rapidly than the groove,
and some structure appears in each of the curves. Eventually, as the wavelength increases,
the plasmon index approaches the index of the dielectric medium, and the plasmon profile
approaches that of a plane wave propagating parallel to the surface; eventually the structure
can no longer couple to such a large profile. For this reason, it is more difficult to couple
to a plasmon at longer than NIR wavelengths. One way to mitigate this is to put a thin
(compared to the wavelength) layer of material next to the metal surface. This creates a
conventional waveguide at the surface of the metal; if the thickness of the high index layer
is thin enough, no TE modes are allowed, and optical-like plasmons may be created, with
the added feature that they are much lower loss (probably dominated by surface roughness).
This is used in Chapter 6, where we work in the low THz.
Having extremely high coupling between an incident field and a plasmon from a single
feature is sometimes not ideal. For instance, if you want to focus as much incident radiation
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Figure 2.6: (a) structure in question; (b) and (c) show the transmission, reflection and loss
(to scattering and ohmic heating) coefficients as a function of lateral size of the bump ((b)
is magnitude and (c) is phase); (d) and (e) show the transmission, reflection and loss (to
scattering and ohmic heating) coefficients as a function of vertical size of the bump ((d) is
magnitude and (e) is phase). When constant, the bump height is 100nm, and the bump
width is 200nm. The effective mirror location and reflected phase are measured relative to
what would be the phase if a perfect mirror were placed at the left side of the bump. The
transmitted phase is measured relative to what the phase would have been if no feature were
present. The free space wavelength is 800nm.
22
Figure 2.7: (a) structure in question; (b) and (c) show the transmission, reflection and loss
(to scattering and ohmic heating) coefficients as a function of lateral size of the groove ((b)
is magnitude and (c) is phase); (d) and (e) show the transmission, reflection and loss (to
scattering and ohmic heating) coefficients as a function of vertical size of the groove ((d) is
magnitude and (e) is phase). When constant, the groove depth is 100nm, and the groove
width is 200nm. The effective mirror location and reflected phase are measured relative to
what would be the phase if a perfect mirror were placed at the left side of the groove. The
transmitted phase is measured relative to what the phase would have been if no feature were
present. The free space wavelength is 800nm.
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Figure 2.8: Coupling efficiency (amplitude of plasmon) of a normally incident plane wave
on (a) a bump, and (b) a groove in an otherwise smooth gold surface. The width of each
feature is 200nm, and the height/depth of each is 100nm.
to a localized spot (or line in 2D) on the metal surface as possible, then the greater the
effective collection area of your structure, the greater the intensity will be at that spot. If
the metal were perfect (lossless), the best result would be a structure (e.g. a grating) that
consists of many very weak coupling features that covered a very large area, and efficiently
couple radiation from the large area into the plasmon. In practice, ohmic losses in the metal
create a fundamental limit on how large a structure can be and pass a plasmon from one
side to the other. Some hybrid structures that couple conventional waveguides to surface
plasmon modes discussed later relax this constraint. Fig. 2.9 shows the amplitude of the
induced plasmon for an incident plane wave on a grating of 10 features with varying feature
height. Note that the highest amplitude is produced from the smallest feature, since the
weak scatterers do not over-effectively scatter radiation back out of the plasmon mode. As
one would expect, as the grating resonance begins to dominate (as the height gets smaller),
the bandwidth of the response narrows. Note that for taller features, the response is quite
broad, as is important in Chapter 3. One curve showing the performance of a single 100nm
bump is also in the figure to give a reference of scale.
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Fig. 2.9(b) shows the power in the plasmon normalized to the power incident on the
structure. Note that while the absolute power from the single bump doesn’t peak very high,
the efficiency (in terms of power incident on the overall structure area) is quite high for the
single bump. In fact, if you include the fact that the structure scatters plasmons in both
directions, you get that the power in both plasmons is greater than the incident power. This
is because the feature is smaller than the wavelength, so the effective scatterer size is larger
than the actual feature (you find similar effects with dipole antennas).
Figure 2.9: (a) schematic; (b) amplitude in induced plasmon; (c) power in induced plasmon
normalized to the structure area for a plane wave incident on an array of bumps. The bump
widths are 200nm, the periodicity is 500nm, and the number of periodicities (except for the
single bump) is 10.
Fig. 2.10 expands upon the idea of building a grating resonance. It takes the structures
of Fig. 2.9 with height 20nm and 50nm and studies the power coupled into the plasmon
from a normally incident plane wave as the number of grooves is increased (normalized to
both the power on one periodicity and on the entire structure). The 50nm structure starts
out very strong, but by the time 10 periods are included, there is essentially no more effect
in adding more periods (no signal from the left side of the grating reaches the right side). In
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contrast, for the 20nm height structures, if more periods were included, it’s clear that the
power in the plasmon would increase. In terms of efficiency normalized to the total power
incident on the structure, the 50nm bumps decrease immediately, while the 20nm bumps
actually increase in efficiency (at 10 periods, it’s about to hit its peak at 20%).
Figure 2.10: Measures of power incident on an array of bumps as the number of bumps
is varied. The bumps are 200nm wide for two heights (20nm and 50nm) with periodicity
500nm: (a) schematic; (b) power in plasmon normalized to power incident on one period
of the structure (proportional to total power in plasmon); (c) power in plasmon normalized
to power incident on total structure (measure of collection efficiency over the area of the
structure). The wavelength for the 50nm curves is 820nm and for the 20nm curves is 780nm.
2.3 Cavity Resonances
Cavity resonances play an important role in plasmon structures (see Chapter 3). Figure
2.11 demonstrates this effect. Light is incident from above, scatters off the grooves that
bound the cavity, and the plasmon traveling between the grooves resonates at particular
wavelengths.
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Figure 2.11: (a) Energy density of horizontally propagating waves at wavelength 750nm (light
is incident from the top, scatters off the borders of the cavity, and sets up the resonance);
(b) average energy density in cavity as a function of wavelength
2.4 Interference with Free-Space Radiation
Interference of plasmons with free-space radiation plays an important role in almost every
structure discussed in this thesis. In Chapter 3, it drives much of the enhanced transmission
through the sub-wavelength aperture. In Chapter 5, the interference of the plasmon at the
cap changes transmission efficiency (see Ref. [15] for a 2D example). See Chapter 3 for a
detailed discussion of this topic combined with cavity resonance effects.
2.5 Metal-Insulator-Metal (MIM) Waveguides
Metal insulator metal waveguides are important for various structures we discuss in later
chapters. For narrow MIM waveguides, TE modes are cut off extremely quickly, so a pure
linear polarization state [15] or a pure circular polarization state [11] can be transmitted
through the waveguide. Fig. 2.12 shows, at 800nm free space wavelength, in a gold MIM
waveguide, the TM effective index (real part) and propagation length as a function of waveg-
uide thickness.
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Figure 2.12: (a) Real part of the effective index of the plasmon, and (b) propagation length of
the plasmon in an MIM waveguide as the dielectric interior thickness is varied. The interior
index is that of SiO2 (n = 1.5), the metal is gold, and the free space wavelength is 800nm.
2.6 Multi-Layered/Multi-Mode Plasmon Structures
By layering differing index layers next to a metal surface, interesting properties emerge.
Figure 2.13 shows such a layered structure, as well as the TM mode profiles which are guided
by it (solved for using the transfer matrix solver).
Figure 2.13: Hybrid structure simulated and fabricated in this study. The two curves are
the amplitude of the H-field for the two lowest order TM modes. For this study, the SiO2
layer and the SiN layer are both 300nm thick. The gold is thick enough to be opaque.
This structure was designed so that light would be incident through the glass superstrate
with patterns etched in the SiO2 before the gold deposition. When a 100nm deep grating is
etched into the SiO2 before laying down the gold, the grating that is produced couples an
incident plane wave very efficiently into the SiN layer for a narrow range of resonant wave-
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lengths. Fig. 2.14(a) shows the magnitude of the time averaged power flow for light normally
incident on a grating through the top glass layer at the appropriate resonant wavelength.
As shown in Fig. 2.14, the field intensity at the metal surface is quite low. This is because
the grating couples into both the modes of Fig. 2.13. One linear combination of the modes
has a very high field intensity at the metal surface (and is therefore suppressed by the grat-
ing), while the other has a very low field intensity at the metal surface, and therefore has a
large propagation length over the grating. The average effective wavelength between the two
modes is 500nm, which was the optimal grating periodicity for coupling into this combined
mode. The grating preserves this preference to its edge where, at the smooth surface, much
of power flows toward the metal surface as the modes are now free to interfere. Near the
right edge of the figure, it’s clear that the interference is pulling the power back away from
the metal surface; if the figure were to continue, the field intensity would oscillate up and
down.
Figure 2.14: (a) Time averaged power flow at the edge of a grating of 74 grooves (color scale
is from 0 to 50 times the incident power); (b) simulated far field reflectance of structures
with different periods; (c) measured reflectance of fabricated structures. Peak depths in (c)
are more shallow than (b) because of background signal due to the illumination spot being
larger than the grating. The broad oscillation in the measured reflection is due to the finite
aperture of the collection objective.
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Experimentally, this grating resonance can be seen by a dip in the reflection coefficient
(as light is coupled into the plasmon). We fabricated such structures with varying grating
periodicities, and measured the reflection coefficient. These results, along with simulated
reflection, showing good agreement in peak location are shown in Fig. 2.14(b) and (c). Note
that the difference in peak depth is at least partially due to the fact that the illumination
spot was larger than the structure itself for the experimental measurement.
Putting another grating 2 µm from the first grating creates a cavity, where the second
grating starts when the mode profiles from the first cavity have interfered such that the field
intensity is very high near the metal surface. In this case, the second grating reflects that
wave strongly. In the same way, the second grating passes a wave into the cavity, which is
reflected by the first grating. Since there is a high reflectivity at the edges of the cavity,
and good coupling of incident light into it, the field intensities inside the cavity can be quite
large, and highly focused at the metal surface. Figure 2.15 shows this effect.
Figure 2.15: Time average energy density in and around a cavity produced by two gratings
coupled with the hybrid structure. The inset is a line cut of the energy density moving away
from the metal surface.
Figure 2.16 shows the power from a single grating and the average energy density in a
cavity between two gratings as a function of grating size. These structures are extremely
large compared to the simple plasmon gratings studied in Fig. 2.10, and yet they maintain
high coupling efficiency. The efficiency of the single grating peaks at about 40 periods with
a 1 sided collection efficiency of 42%, which means that 84% of the power incident on this
large structure is coupled into a plasmon on either side of the grating. The absolute powers
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are an order of magnitude higher than for the simple structures. For the cavity, the energy
density is 100’s of times the incident energy density. This demonstrates how large collection
areas and tight focusing can be realized using this hybrid design.
Figure 2.16: Power coupled from an incident plane wave on a hybrid grating into the hybrid
mode and integrated energy density (along a line 50nm above the gold surface) in the cavity
between two gratings of the same size (a) normalized to the power on a single period,
and (b) normalized to the incident power/energy incident on the entire structure. Memory
limitations prevented completion of the energy curves for the cavity at the time of the
simulation (about 4GB)
2.7 Higher Dimensionality Waveguides
In Chapter 4, we investigate designing waveguides that confine in two dimensions. The
simulation procedure in that case follows a two step process. First, we studied one dimen-
sional waveguide profiles using the transfer matrix solver that were analogous to the two
dimensional profile (remove confinement in one direction), and then we used the FEM to
solve for mode profiles of the complete structure. Chapter 4 shows various such models using
the transfer matrix solver and FEM, which give a feel for the work-flow.
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CHAPTER 3
INTERFERENCE AND RESONANT CAVITY EFFECTS EXPLAIN ENHANCED
TRANSMISSION THROUGH SUBWAVELENGTH APERTURES IN THIN METAL
FILMS
A paper published in Optics Express [4]1
P. D. Flammer2, I. C. Schick3, R. T. Collins4 and R. E. Hollingsworth5
3.1 Abstract
Transmission through an opaque Au film with a single subwavelength aperture centered
in a smooth cavity between linear grating structures is studied experimentally and with a
finite element model. The model is in good agreement with measured results and is used to
investigate local field behavior. It shows that a surface plasmon polariton (SPP) is launched
along the metal surface, while interference of the SPP with the incident light along with
resonant cavity effects give rise to suppression and enhancement in transmission. Based on
experimental and modeling results, peak location and structure of the enhancement/sup-
pression bands are explained analytically, confirming the primary role of SPPs in enhanced
transmission through small apertures in opaque metal films.
3.2 Introduction
Optical transmission through subwavelength apertures in periodically structured, opti-
cally opaque metal films that exceeds classically predicted values [5] is of potential tech-
nological importance in the areas of near-field microscopy, nanolithography, optical data
storage, and display technology [16, 17]. This effect has been displayed by a variety of peri-
odic structures including hole arrays [5], gratings [18], bull’s eye structures [19], and single
1Used with permission. See Appendix B
2Primary Author. See Section 1.1 for detailed description of role.
3Performed experimental measurements.
4supervised simulation and measurements performed at Colorado School of Mines.
5Supervised fabrication of structures at ITN Energy Systems.
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linear apertures flanked by periodic grooves [20]. Since the first observation of enhanced
transmission through small apertures [5, 21] there has not, however, been a consensus in the
literature as to the specific mechanisms involved in the phenomenon.
Initially, this effect was attributed to a resonant grating excitation of a surface plasmon
polariton (SPP) [22] due to the periodicity of the surface structure. In this view, the SPP
mode interacts with the aperture giving enhanced transmission. Using this theory, the










where a0 is the periodicity of the surface features, nSP is the effective index of refraction of
the surface plasmon, m is an integer, and εm and εd are the wavelength-dependant complex
dielectric constants for the metal and dielectric media, respectively, that form the interface.
There has been disagreement, however, about how effective the resonant SPP model is
at predicting the wavelength of maximum transmission [18, 23–25]. Equation 3.1 predicts
that transmission maxima will be confined to a narrow spectral range defined solely by the
periodicity. In fact, there have been observations that changing the separation between the
grating and aperture while leaving the period fixed has a dramatic effect on peak position
as shown in Ref. [6] for a bull’s eye grating structure. Below, we show the same behavior for
a linear grating structure.
Recently, because of the differences between the transmission enhancement wavelengths
predicted by Eq. 3.1 and experimental observations, it has been suggested that the effect
is not connected with SPPs at all [6], but, rather, that surface waves distinct from SPPs
denoted as composite diffracted evanescent waves (CDEWs) are responsible. Ref. [6] claims
that peak location is determined by an interference effect between the CDEWs and the
incident wave. The CDEW either constructively or destructively interfere with the incident
field at the aperture, causing either enhancement or suppression of transmission. Although
the peak location is well predicted by an interference model, in other recent experiments,
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the surface wave has been reported to have both CDEW and SPP-like properties [26].
In this paper, we present results obtained experimentally and theoretically from Au film
structures consisting of a subwavelength, linear aperture centered symmetrically in a smooth
cavity between two finite grating structures. Transmission is measured as the cavity width
(the spacing between the grating structures) is varied. We show that the wavelengths where
the maximum transmission enhancement is observed are not related to the periodicity of
the grating structure, but rather the wavelength of maximum transmission can be tuned
by changing the location of the aperture with respect to the edge of the grating structure.
We use these results to confirm that the enhanced transmission does arise from interference
between a surface wave and the incident field in agreement with Lezec and Thio [6]. However,
in contradiction to their results, testing the properties of the surface wave, we find that the
surface wave is an SPP, and not a CDEW. In addition, we find that because the two sets of
gratings behave as mirrors for the SPP, resonant surface cavity modes also exist and make
a significant contribution to the transmission maxima and minima.
3.3 Experimental and modeling details
Figure 3.1(a) presents a schematic cross-section of the structure used in this study. A
layer of SiN was deposited on a glass slide followed by a 10 nm Au charge dissipation
layer. Fifty micron long grooves were cut into the SiN using a combination of electron-beam
lithography and broad-beam Ar-ion milling. A 2.5 nm Ti adhesion layer followed by an
opaque Au layer were then sequentially evaporated onto the substrate. We note Ti only
contacts the SiN at the bottom of the grooves because the Au charge dissipation layer is
still present elsewhere. This process produces gratings on both the SiN and air side of the
film. Prior studies have shown that the transmission spectrum is primarily influenced by the
grating on the input side [27], which in this case, takes the form of raised ridges in the Au
at the SiN/Au interface as shown in Fig. 3.1(a). Finally, a linear aperture also fifty microns
long was milled through the Au film. This process results in naturally sloped side walls. All
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Figure 3.1: (a) Schematic cross-section of structure geometry. Cavity width, wC , was varied
from 800 – 2000 nm; tAu = 200 nm; tSiN = 200 nm; depth of grooves cut into SiN was 75 nm;
P = 400 or 450 nm; and aperture width was 150 nm at substrate and 450 nm at air side. Light
is normally incident on the glass side of the film. (b) Experimental absolute transmission
spectra (top) and FEM transmission spectra (bottom), for varying cavity widths. All curves
are for P = 400 nm. Note the red shift as wC is increased.
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atomic force microscopy (AFM).
Transmission measurements were made using a micro-transmission system with an effec-
tive 20 µm diameter collection area. Light was normally incident on the glass side of the
structures. Sample transmission was normalized to the transmission from a blank substrate
supporting only the SiN layer. Rotatable polarizers allowed the selection of TM polarized
light (electric field perpendicular to grooves) or TE polarized light (electric field parallel
to grooves). Consistent with prior studies, TE polarization shows an essentially featureless
spectrum.
Modeling was performed using a commercial, finite element model (FEM), Comsol Multi-
physics, of the harmonic Maxwell’s equations. Because the length of the grooves and aperture
are much greater than characteristic lateral geometric parameters such as cavity width, a 2-
dimensional model was used. The FEM assumed a TM-polarized plane wave. The dielectric
constant used for the glass was 2.25 as quoted by the manufacturer, while measured values
obtained by ellipsometry were used for SiN and Au. Perfectly matched layers [13] were used
to truncate open edges of the FEM. The modeled transmission was calculated by integrating
the flux through a line 0.5 µm below the aperture. The FEM was also used to look at field
behavior, including phase information, around the structure. The time-averaged power flow
(Poynting vector) was found to be the most effective field to display interference and other
important phenomena [28].
3.4 Discussion of results
The transmission spectra for TM polarization from measurement and the FEM for several
cavity widths are shown in Fig. 3.1(b). In both measurement and FEM, the maxima are
asymmetric and broadened suggesting the presence of more than one peak. Minima are
similarly asymmetric with modeled minimum transmission approaching zero in some cases.
The measured minimum transmission is less than the transmission through a plain aperture
with no surrounding grooves (not shown) [29]. In fact, two effects have clearly been identified
in the FEM, as will be discussed below.
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Figure 3.2: Peak location as a function of cavity width, wC . Gray scale background is a
linearly-scaled density plot of transmission generated by the FEM; white represents highest
transmission and black represents lowest transmission. Experimental peak positions are
shown for P = 400 nm and P = 450 nm as triangles and boxes, respectively. Analytically
predicted maxima (white lines) and minima (grey lines) taken from a modification of the
interference theory by Lezec and Thio [6] and a resonant cavity theory are displayed as
dashed and solid lines, respectively.
To assist in interpreting the measurement, the maxima in the measured spectra were
analyzed as the sum of two Gaussians which provided a good fit. The Gaussian peak locations
for all the experimental structures studied are shown in Fig. 3.2 as a function of cavity width,
wC . The gray scale background in Fig. 3.2 is a density plot of the calculated transmission
from the FEM. In this representation, transmission enhancement and suppression bands are
clearly visible, and the experimentally determined peak locations are in good agreement
with the calculated regions of enhanced transmission. We also note that the peak locations
systematically shift up in wavelength as the cavity width is increased, and that changing
the periodicity of the grooves from 400 nm to 450 nm for a fixed cavity width has little or
no systematic effect on peak location. As a matter of fact, Eq. 3.1 predicts very different
enhancement locations for the two wavelengths: λmax = 768 nm for 400 nm period, λmax =
844 nm for 450 nm period. Clearly, Fig. 3.2 shows Eq. 3.1 does not accurately predict
enhancement wavelengths. The curves in Fig. 3.2 are explained in Section 5 of the paper. The
agreement between experimental and FEM spectral shape in Fig. 3.1(b) and peak position
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in Fig. 3.2 lends confidence in the FEM and allows us to use the model to investigate the
microscopic behavior of the electromagnetic fields in the vicinity of the structure.
3.5 Determining the nature of the surface wave
As a starting point, we used the FEM to model a simpler structure to help isolate effects
giving rise to transmission enhancement: an Au film on glass with five grooves cut into
the glass and an aperture cut into the Au to one side of the grooves (see Fig. 3.3(a)).
Figures 3.3(b) and (c) show the time-averaged power flow for two incident wavelengths. For
both wavelengths, a surface wave emanates from the grating structure. The wave exhibits
undulations in power flow. Based on insight gained from field visualization in the FEM,
this undulation in power flow has been found to arise from interference between the surface
wave and the vertically propagating waves (normally incident and reflected light that forms a
standing wave pattern above the smooth surface). Positions of large power flow are where the
incident wave and reflected wave are consistently in phase with the surface wave; positions
of small power flow are where the surface wave is consistently out of phase with the incident
wave and reflected wave. The height of the undulation is half the wavelength of the incident
wave [29].
Large transmission occurs when a region of high power flow at the surface occurs at the
location of the aperture which is the case for λ0 = 660 nm (Fig. 3.3(b)). As seen from
Fig. 3.3(c), a strong surface wave is still present at λ0 = 730 nm, but almost no transmission
is observed. We conclude that minima and maxima in transmission arise from interference
of a surface wave with the propagating incident and reflected fields, and the wavelengths of
the maxima and minima are determined by this interference effect.
Lezec and Thio previously argued that interference of a surface wave with the incident and
reflected fields could lead to transmission enhancement and suppression. They concluded,
however, that the wave was a CDEW [6]. Careful analysis of the surface wave in our model
shows, instead, that the surface wave is indeed an SPP. Below we summarize arguments that
have been quoted in the literature against SPPs having a role in enhanced transmission. We
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further resolve these issues and show how the results from our experiment and FEM are




Figure 3.3: (a) Modeled geometry consisting of an Au film on glass with a single set of five
50 nm tall grooves cut into the glass forming raised ridges in the Au with 400 nm period
at the glass/Au interface and a 100 nm wide aperture in the Au located 1.1 µm from the
edge of the grooves. A TM-polarized plane wave is normally incident on the Au from above
(through the glass). The power flow within the dashed box is shown in (b) and (c) for
free space wavelengths of 660 nm and 730 nm, respectively. Gray-scale is the magnitude of
time-average power flow and streamlines show the direction of the power flow.
Four main arguments have been given in the literature against associating the effect
with SPP creation: (1) the range of wavelengths that support transmission enhancement
is too broad to be the result of an SPP resonance in the grating structure as described in
Eq. 3.1; (2) recent fits using the CDEW model yielded effective refractive indices larger than
expected for SPPs; (3) propagation lengths are reported to have a different behavior than
that predicted for SPPs; and (4) phase shifts in the surface wave have been observed which
are thought to be contradictory to SPP phase shifts (see Ref. [6] and references therein for
detailed discussions).
Concerning argument (1), it is incorrect to use the fact that Eq. 3.1 does not predict peak
location as an argument against SPPs being the surface wave responsible for the enhanced
transmission. Equation 3.1 is theoretically based on there being a large periodic array of
scatterers, and is only valid far from the edges of that array. In our case, as in many cases
studied, we are concerned with the edge of a finite array, and we therefore expect either
broadening of the peak location given by Eq. 3.1 or Eq. 3.1 to be invalid altogether. Modeling
of grating structures similar to our structure using the FEM demonstrated creation of a
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substantial surface wave for a broad range of wavelengths, roughly 600-1000nm. Changing
the grating periodicity would shift this range of wavelengths, but the range of wavelengths
was always substantially broader than experimentally observed enhancement peaks. In fact,
all modeling results showed that almost any grating structure would generate SPPs over
a broad wavelength band, and the governing factors that determine the generation of an
SPP by some structure (periodic or otherwise) are (a) whether the metal is good enough to
support an SPP, and (b) if the geometric parameters near the edge of the structure are of
the right size compared to the wavelength to effectively scatter the light.
One set of models of interest consisted of 250 nm wide 75 nm tall ridges in a gold film to
match the experimental structures, varying the number of ridges from 1 to 20. It was found
that for all the structures, a sizeable surface wave was created to the side of the ridges in
the wavelength range from 600 nm to 1000 nm. It was also found that the amplitude of the
surface wave increased moderately as the number of ridges was increased from one to three,
but additional ridges did not increase the amplitude noticeably. The result of this is that
Eq. 3.1 really cannot be expected to predict large scale coherent scattering from a periodic
structure like ours into an SPP at the edge of that array.
Apropos argument (2), we examined an FEM with 200 nm of SiN on glass, a thick Au
film on the SiN, and only a single groove in the SiN forming a single ridge in the Au. A
normally incident TM wave was used to generate a surface wave and the surface wave was
fit over 5 µm to the form
A exp(−bx) exp[i(kSWx+ φ)], (3.2)
where A, b, kSW , and φ were fit parameters. From the fit, we extracted the dispersion
relation (kSW versus energy, ~ω) and propagation constant, L = (2b)−1, of the surface wave.
Figure 3.4(top) shows the dispersion relation compared to the analytical dispersion relation
of an SPP [22]. The dispersion relation is in agreement to within less than 1% at all points.
This tells us the surface wave observed in the FEM is an SPP. The excellent agreement
between experimental and FEM peak location confirms that the FEM is correctly modeling
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the effect, and therefore, transmission enhancement is indeed caused by an SPP interfering
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Figure 3.4: Comparison of the dispersion relation (top) and propagation length (bottom)
for surface waves observed in the FEM (shown as boxes) and the analytical expressions for
SPPs [22] (shown as lines).
With regard to argument (3), Fig. 3.4 (bottom) shows the propagation length obtained
from the FEM compared to the analytical SPP result [22]. These are also in very good
agreement. Refs. [6] and [26] reported that the measured decay is inconsistent with SPPs
because it exhibits an inverse distance dependence. A possible explanation for their observa-
tion is provided by the geometry of their groove/aperture structure. The relative lengths of
their structures are much shorter than the structures studied here. Their geometry is, there-
fore, less compatible with a 2-dimensional treatment, which could cause systematic errors in
determining decay characteristics [30].
In reference to argument (4), there are reports in the literature that the experimentally
measured phase shift between surface waves launched by holes, slits or grooves and the
incident field is π/2 [6, 26]. In these studies, the expected phase shift for an SPP was quoted
to be 0, and the experimental result was taken as strong evidence against the surface wave
being an SPP. Theoretically, a good conducting structure, such as a ridge, scatters TE waves
(electric field parallel to the surface) nearly π out of phase and TM waves (magnetic field
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parallel to the surface) in phase. Therefore, as SPPs are only generated for TM waves, we
expect SPPs created by a ridge to exhibit phase shifts close to zero. Consistent with this, the
surface waves observed in the FEM generated by small, raised ridges show nearly zero phase
shifts with respect to the center of the ridge. For a hole or linear aperture, which extends
through the film, and is smaller than the wavelength of the light, one expects the SPP to be
generated in antiphase with the incident field since scattering from an aperture is effectively
the absence of a reflector. This has been confirmed using a finite element model in Ref. [31].
For grooves or troughs of finite depth in a metal, one expects the phase shift to depend on
groove depth and width as an organ pipe cavity mode is set up in the groove [30]. Using the
FEM, we have found that the phase shift of the SPP does indeed change as the dimensions
of the groove are changed. Therefore, depending on the geometry of the groove, an SPP can
be generated with a broad range of phases including the π/2 reported in Refs. [6] and [26].
We conclude that the surface wave responsible for transmission enhancement is an SPP.
The logic is as follows: (1) there is very good agreement between the FEM and the experiment
leading us to conclude the FEM is modeling the transmission enhancement correctly, (2)
there is a near perfect match between the dispersion relation and propagation length of the
surface wave from the FEM and that of an SPP and (3) the dispersion relation and decay
properties of any guided mode, including surface waves, uniquely define that mode, and, in
the present case, are those of an SPP. In other words, we have shown that the experimental
results are in agreement with the surface wave being an SPP, and an SPP-based theory may
be used to predict transmission enhancement.
3.6 An analytical prediction
To show the predictive power of the conclusions from the last section, we now develop
an analytical prediction for wavelengths of transmission enhancement and suppression. We
begin by taking into account interference between the surface wave and the incident and
reflected waves. This idea was first introduced by Lezec et al. [6] and used later by Janssen
et al. [31]. In contrast to Lezec, however, and in agreement with Janssen, note that we are
42
now treating the surface wave as an SPP.
At this point, it is also important to note that while Lezec et al. did their development in
terms of the electric field, the appropriate field to use when discussing phase shifts and field
interference for TM polarization is actually the magnetic field, since it can be treated as a
scalar in this polarization while the electric field cannot. In this case, however, it turns out
that using the magnetic field results in the same equations as reported by Lezec et al. We
treat the center of the first raised ridge at the edge of the cavity as the primary source location
of the SPP (in agreement with observations from the FEM). Therefore, for the structures
with 400 nm period grooves, the effective distance between the SPP source and the aperture
is (wC + 200 nm)/2. This yields the following expression for predicting constructive or





When m is an integer, the transmission should be enhanced and when m is a half integer,
the transmission should be suppressed. Here nSP is the effective index for the SPP, and φ is
the intrinsic phase shift of the SPP.
As noted above, φ should be close to zero in our case because the scatterer is a good metal.
Also, the height of the ridge is small compared to the wavelength so one does not expect a
large phase shift due to coupling between the top and bottom of the ridge. The dashed lines
in Fig. 3.2 show the predicted locations for minima and maxima using φ = 0. These line up
well with the upper peak position in the enhancement bands and the upper minima in the
suppression bands for cavity widths substantially larger than the wavelength. The simplicity
of the theory, and the fact that the theory fits the progression of the experimental and FEM
data, adds additional support for this interference model.
However, as mentioned before, another effect was noticed in the FEM, namely a resonant
cavity effect. The walls of the ridges closest to the aperture behave as mirrors reflecting
SPPs back and forth between the mirrors and forming a resonant cavity. This is evident in
Fig. 3.5 which shows FEM calculations of the integrated energy density along a line between
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the walls of the cavity. Two calculations are shown, one which uses the model structure in
Fig. 3.1(a) with a cavity width of 1450 nm and another which uses the same geometry but
with the aperture removed. The observed peaks are the expected behavior of a resonant
cavity. The vertical lines are the predicted positions of cavity resonances using the condition





where wC is set to 1450 nm, m is again an integer and nSP is calculated from Ref. [22]. Half
integer values corresponding to antisymmetric modes are excluded due to the symmetry of
the structure and incident field.





































Figure 3.5: Calculated integrated energy density inside the cavity of the structure in
Fig. 3.1(a) with a cavity width of 1450 nm are shown as a function of wavelength. The
solid curve is without an aperture present. The dashed curve is with the aperture present.
The vertical dotted lines are predicted cavity resonant wavelengths using Eq. 3.4 for m = 3,
4, and 5.
Focusing first on the solid curve in Fig. 3.5, for the structure without an aperture, the
peaks are close to the expected wavelengths. However, for shorter wavelengths, the reso-
nances are red shifted relative to the analytical expression. This is because the dielectric
properties of Au become less metallic at shorter wavelengths and there is some penetration of
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the SPP into the mirrors formed at the cavity edges. Using the FEM without the aperture,
the penetration into the cavity wall mirrors was explored for various wavelengths and cavity
widths. The effective penetration consistently decreased as wavelength was increased. This
is because Au becomes a better conductor at longer wavelengths. There were also small ef-
fects from changing cavity width that are presumably from secondary causes such as internal
ridges or interference of the cavity mode with the normally incident and reflected fields at
the cavity mirrors.
On average, the penetration into the walls of the cavity was roughly 25 nm into the
wall of the leading ridge. However, note that the dashed curve in Fig. 3.5 (for the energy
density in the cavity with the aperture present) indicates that the aperture perturbs the
resonant effect. This perturbation is complicated because the aperture does a number of
things to the cavity: it reduces the quality of the cavity; it also provides a way to couple
energy out of the cavity; finally, the presence of the aperture can change the effective cavity
width. For the m = 3 curve, it can clearly be seen that the cavity resonant wavelength is
blue shifted by the presence of the aperture. Consistently, the presence of an aperture blue
shifted the resonance counteracting the red shifting from penetration into the cavity walls.
For longer wavelengths, where the penetration into the cavity walls is small, the blue shift
from the aperture dominates and the resonant wavelengths are significantly blue shifted to
wavelengths shorter than the prediction from Eq. 3.4.
For resonant wavelengths, the magnetic field of the SPP is always a maximum at the
center of the cavity. However, once again taking into account interference with the incident
field, we expect constructive interference at the aperture (enhancement) for even m and
destructive interference (suppression) for odd m. The predictions this makes for enhance-
ment and suppression bands are shown as solid lines in Fig. 3.2. The results are in good
agreement with the lower enhancement peaks (or suppressions) in the enhancement bands
(or suppression bands). Note the deviation from the theory for wavelengths above about
900 nm (see the top left of Fig. 3.2). This is attributable to the blue shifting of Eq. 3.4 for
45
longer wavelengths as discussed above. It is possible for Eq. 3.4 to be modified to include
a wavelength dependent cavity width arising from the penetration into the cavity walls and
the presence of the aperture; in this paper, however, we choose to use the expression from
Eq. 3.4 to show the predictive power of that simple theory.
These observations, along with the good agreement of the cavity resonance model with
the lower peak and minima positions, lead us to conclude that, in addition to the interfer-
ence effect discussed above, resonant cavity modes play a significant role in transmission
enhancement for this geometry.
3.7 Conclusion
We have examined transmission through a subwavelength linear aperture in an Au film
centered symmetrically in a smooth cavity between two linear grating structures. We find
the transmission enhancement wavelengths of this structure are determined by two effects:
interference between an SPP and the normally incident and reflected fields, and resonant
cavity modes. The separation of the SPP source and the aperture, in our case roughly half
of the cavity width, governs when transmission enhancement occurs due to the interference
effect. The cavity width, of course, also governs the resonant cavity effect. In addition to
this, we found that for a given grating periodicity, a sizable SPP was generated for a much
broader range of wavelengths than the peak widths for the two effects mentioned above.
Therefore, the grating periodicity is not a controlling factor in determining enhancement
wavelengths for these structures. In short, using the SPP dispersion relation, interference
theory, and resonant cavity theory, we have developed simple analytical expressions that
predict transmission enhancement and suppression wavelengths for structures consisting of
a set of scatterers (ridges in our case), and a single aperture.
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HYBRID PLASMON/DIELECTRIC WAVEGUIDE FOR INTEGRATED
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4.1 Abstract
VLSI compatible optical waveguides on silicon are currently of particular interest in order
to integrate optical elements onto silicon chips, and for possible replacements of electrical
cross-chip/inter-core interconnects. Here we present simulation and experimental verifica-
tion of a hybrid plasmon/dielectric, single-mode, single-polarization waveguide for silicon-
on-insulator wafers. Its fabrication is compatible with VLSI processing techniques, and it
possesses desirable properties such as the absence of birefringence and low sensitivity to sur-
face roughness and metallic losses. The waveguide structure naturally forms an MOS capac-
itor, possibly useful for active device integration. Simulations predict very long propagation
lengths of millimeter scale with micron scale confinement, or sub-micron scale confinement
with propagation lengths still in excess of 100 microns. The waveguide may be tuned con-
tinuously between these states using standard VLSI processing. Extremely long propagation
lengths have been simulated: one configuration presented here has a simulated propagation
length of 34 cm.
6Used with permission. See Appendix B
7Primary author. See Section 1.1 for detailed description of role.
8Performed experimental measurements in paper.
9Advised efforts at Colorado School of Mines
10Advised efforts at Colorado School of Mines
11Consulted on fabrication of structures at CSM.
12Advised overall effort at Colorado School of Mines
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4.2 Introduction
Microprocessors are moving from a multi-core to a many-core architecture. There is a
bottle neck for electrical interconnects between cores: copper interconnects have a maxi-
mum bandwidth of about 10GB/s. To meet the inter-core communication needs of the new
architecture, bandwidths of 200GB/s to 1TB/s are needed. Optical interconnects offer an
alternative and promise much higher bandwidths. However, in order to serve as inter-core
interconnects, they need to be easily fabricated and have low loss/cross-talk[32].
Silicon-on-insulator (SOI) rib waveguides have been studied extensively and are a po-
tential choice for on-chip optical interconnects[33, 34]. Very low propagation losses have
been achieved[35], where side wall roughness limits the propagation length of these types
of modes[36, 37]. However, since rib waveguides support transmission of both TE and TM
polarization, great care must be taken to minimize the birefringence in both the group and
phase velocity of operating waveguides[38]. Also, for electronic purposes, SIMOX (separa-
tion by implantation of oxygen) wafers are favorable over bonded SOI wafers, partially due
to the thin buried oxide (BOX) layer in SIMOX materials. Rib waveguides suffer radiative
losses through the thin BOX layer in SIMOX wafers, and therefore are less compatible with
SIMOX wafers[39].
Surface plasmon (SP) based waveguides offer an alternative to rib waveguides. It is well
known that SP supporting structures allow for very tight confinement of SP modes, some
structures having confinement well below the SP wavelength. Exploitation of these properties
could greatly improve the compactness of optical devices and open up new possibilities in
the commercial use of optical signals, particularly at telecommunications wavelengths.
However, designing SP modes which can propagate sufficiently far for inter-core (or even
cross-chip) interconnects is problematic due to ohmic losses[40–42]. To mitigate this, many
designs of plasmonic waveguides, including insulator-metal-insulator and metal-insulator-
metal geometries[43, 44], different surface shapes such as V- and W-structures[45–47], SOI
and other slab waveguide coupled plasmons[48–50], and various other structures[51–56], have
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been proposed and studied. Sub-wavelength dielectric layers that have an index higher or
lower than the index of the bulk material have been placed adjacent to metal in various
waveguides to extend the propagation length of the modes or improve confinement[3, 49,
57–62]. Many of these latter waveguides have been dubbed hybrid plasmonic/dielectric
waveguides.
Here, we study such a hybrid plasmonic/dielectric waveguide structure fabricated on an
SOI wafer. The waveguide is extremely easy to fabricate using only VLSI compatible meth-
ods. Small adjustments to waveguide parameters, easily performed using VLSI compatible
methods on the same waveguide, can change the waveguide propagation properties (confine-
ment, effective index, and propagation length). On bonded SOI wafers with thick buried
oxide, the effective index can be made to continuously pass through the silicon index, without
passing through any cut-off. Because the light line defines the dispersion relation of a plane
wave traveling in a medium with an effective propagation index of the index of the material,
this means that the dispersion relation of the waveguide can be made to pass through the
silicon light line. When the effective index is below the silicon index, the optical power is
concentrated in the device silicon away from the metal, and very long propagation lengths
are achieved. When the effective index is above the silicon index, tight (sub-micron) con-
finement suitable for on-chip optical elements is achieved, and the waveguide is compatible
with SIMOX wafers.
4.3 Methods
All 2-D profile simulations were calculated using a commercial finite element package,
Comsol Multiphysics. For slab structures (1-D profiles), mode profiles and propagation
characteristics were solved with a transfer matrix mode solver. All simulations were per-
formed at 1550 nm free space wavelength, which falls in the telecommunications C band.
Technologically relevant oxides for silicon electronics (SiO2 and various high-k replacements)
have indices of refraction ranging roughly from 1.5 to 2. Unless otherwise stated, we chose to
use a central device oxide index of 1.8. Silver is typically used for testing of plasmonic struc-
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tures because it has low metallic losses. For the sake of comparison, unless otherwise stated,
simulations assumed silver metal with an index of 0.148 + 11.57 i at 1550 nm wavelength[63].
The silicon and buried oxide indices of refraction used in simulations were 3.48 and 1.5, re-
spectively. The use of CMOS compatible metals, different oxides, and varying geometric
parameters are also discussed.
Hybrid plasmonic waveguides were fabricated on diced 1 cm square pieces of bonded
silicon-on-insulator (SOI) wafers. Two wafers were used, one with a 3 µm device layer and
4 µm buried oxide (BOX) layer, and the other with a 4 µm device layer and 4 µm BOX
layer. Thermal oxide was grown on the two wafers in a dry oxidation furnace. Following this,
5 µm wide aluminum lines were patterned across the full length of each 1 cm square using
conventional optical lithography and liftoff of 80 nm thick evaporated aluminum metal. The
end facets were polished to minimize insertion losses and artifacts introduced by scattering
at the facets.
Measurements were taken on the fabricated waveguides using the apparatus in Fig. 4.5(a).
The light source was a fiber coupled laser operating at 1550 nm wavelength. The output fiber
was coupled into a fiber based polarization controller (Thorlabs FPC560) and then end-fire
coupled into one facet of the waveguide. The output from the other facet was imaged using
a Vidicon camera with a long working distance NIR microscope objective.
4.4 Waveguide structure
The waveguide structure, shown in Fig. 4.1(a), consists of an SOI wafer with a device
silicon layer of thickness td and buried oxide thickness tb. It is covered by a thin device
oxide layer of thickness to, and a metal strip of thickness tm that is on the order of 100 nm
thick (this is rather unimportant as long as the metallic nature of the strip is unaffected
by being too thin[64]). The strip width, wm, is nano- to micro-scale. The oxide layer need
not cover the whole surface; it can be limited to the region below the metal strip and the
waveguide will still function, but here we present results where the oxide covers the entire
surface. Note that the waveguide naturally forms an MOS capacitor, which has been used
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with rib waveguides to create electro-optic modulators via free carrier index modulation[65].
The fabrication of this structure is compatible with VLSI processing methods, the only
processing steps necessary being growth or deposition of a thin dielectric layer (SiO2, SiNx,
etc.) and deposition of a metal line.
Figure 4.1: Waveguide Geometry and Simulated Mode: (a) schematic of the basic waveguide
structure (layer thicknesses not to scale); and (b) finite element simulation of the magnetic
field (H-field) showing the modal profile for 1550 nm excitation. The pseudo color scale in
(b) represents the magnitude of the magnetic field, while the arrows are a snap-shot of the
vector magnetic field. For the simulation in (b), the thickness of the oxide, to = 10 nm, the
width of the metal strip, wm = 2 µm, the thickness of the metal strip, tm = 80 nm, the
thickness of the device silicon layer, td = 2 µm, and the thickness of the buried oxide layer,
tb = 4 µm. (c) and (d) show images of fabricated structures: (c) shows an overhead view of
metal lines fabricated via lift-off, and (d) shows polished end-facets of an 1 cm2 SOI chip.
Figure 4.1(b) shows an example mode profile for such a structure. One issue that arises
when discussing profiles of different waveguides is what field should be discussed. Figure 4.2
shows several visualizations of the mode profile of Fig. 4.1(b). It shows the four most
commonly discussed (and likely most important) fields. One interesting effect is that due
to the boundary condition on the perpendicular component of the electric field, there is
a discontinuity of the perpendicular electric field proportional to the ratio of the indices
of refraction. This only applies to the perpendicular component of the electric field and
thus TM modes. The Poynting vector is proportional to the transverse electric field, so it
is also discontinuous by the same ratio. The time averaged energy density also shows a
discontinuity, although not by exactly the same ratio as for the perpendicular electric field.
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Figure 4.2: Different Field Visualizations: Different field profiles with insets showing line cuts
for the structure in figure 1(a) showing how different fields are discontinuous or continuous at
the silicon-oxide boundary: (a) magnetic field, both magnitude and vector field; (b) electric
field, both magnitude and vector field; (c) time averaged Poynting vector (power flow directed
into the page); (d) time averaged energy density.
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This field enhancement in low index regions is the principle behind dielectric slot waveg-
uides [66, 67] and has been used as a method of field confinement for various plasmonic
waveguides and devices as well[62, 68]. When incorporated with very high index materials
such as silicon, very high electric fields can be attained in a thin, low index region adjacent
to the silicon as illustrated in Fig. 4.2. However, when the low index layer is very thin (a
few nm, which is typical for these waveguides and devices), the majority of the integrated
intensity is still predominantly outside the low index region, and the effective index of the
modes and hence the decay of the fields in surrounding regions is only slightly changed. This
is important when visualizing the field and for many figures of merit as they involve the area
in which some field is greater than 1/e of its maximum value, which will be discussed in
Section 5. The introduction of a thin low index layer in many waveguides will dramatically
increase some figures of merit, while only slightly changing the confinement and propaga-
tion characteristics of the mode. Therefore, care must be taken when comparing waveguides
with very thin low index layers if the field used in the figure of merit is the electric field,
Poynting vector, or average energy density. Because the magnetic field does not suffer from
this confusion, it is used for the majority of discussion in this paper and used as the field in
all figures of merit.
This structure only supports modes with the magnetic field parallel to the device layer
(TM), as can be seen in Fig. 4.1(b) and for practical purposes, the modes can be considered
pure TM modes. There is a small deviation from parallel very near the edge of the metal
line. In the case of Fig. 4.1(b), the integral of |Hy|2 in the silicon is 0.037% of the integral of
|Hx|2. For narrower metal strips, the deviation can be more pronounced although the mode
remains predominantly TM. In addition, the overlap (and hence coupling) of the mode with
a symmetric TE polarized beam will be negligible, since any deviation of ~H from horizontal
is asymmetric: to left of center, ~H points down, and to the right, ~H points up.
To understand the polarization selectivity of the modes, it is useful to consider 1-D slab
waveguide modes (infinite transverse metal line width). Modes for both polarizations in
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the layer structure of Fig. 4.1(a) with and without the metal (Fig. 4.3) were examined.
For TE polarization, introducing the metal reduces the mode index by roughly -0.02%.
(Fig. 4.3(c)). In contrast, for TM polarization, the metal increases the mode index by
about +0.3% (Fig. 4.3(b) and Fig. 4.3(d)). The boundary condition at the metal surface
effectively repels TE radiation and attracts TM radiation; this behavior can be seen clearly
in the simulations of Fig. 4.3.
Figure 4.3: Slab Waveguide Modes: Mode profiles (magnitude of E-field or H-field) for
different slab (1-D) structures: (left) TE E-field and TM H-field modes for structure without
the top metal layer; (right) TE E-field and TM H-field modes for structure covered completely
by top metal layer. The thicknesses of the rest of the layers are the same as in Fig. 4.1(a).
The horizontal lines in the mode profiles indicate the locations of boundaries between the
device silicon and device oxide (upper line) or buried oxide (lower line) layers. Note the
field in the red circles for the TE modes, which show how the field is pushed away from the
metal surface, slightly decreasing the effective index. For TM polarization, the field is more
dramatically attracted toward the metal.
Demonstrations that a metallic layer can perturb TE and TM modes of a dielectric
waveguide have been previously reported[69–71]. For certain geometric parameters and
sufficiently long waveguides, the TM mode is essentially removed due to its greater interaction
with the metal and higher ohmic losses while the TE mode survives. In the present case,
the increased effective mode index for the TM mode allows for transverse confinement when
the metal is confined to a strip; the negative ∆n for TE radiation is actually anti-guiding, so
the TE light diffracts laterally out of the waveguide. Therefore, the polarization selectivity
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of the waveguide considered in this paper originates from confinement discrimination rather
than attenuation. We also note that one could make a waveguide by coating the entire
top surface with a metal film with the exception of an uncoated linear region that would
define the waveguide. This would guide TE radiation but not TM. Due to this polarization
selectivity, these waveguides could have applications as on-chip polarizers.
As mentioned in the introduction, the tradeoff between losses and confinement in plas-
monic waveguides is an important consideration. Because no etching processes are required
to confine the waveguide mode, no surface roughness is introduced by etching, and losses
due to surface roughness are minimized relative, for example, to a rib waveguide design.
Metallic losses are still present for the TM mode in Fig. 4.1(b) and must be controlled. This
is accomplished by adjusting the characteristics of the device oxide layer in conjunction with
the metal line width. Optically, the purpose of the device oxide is to decouple the mode from
the metal in a controlled manner. This decoupling has a number of important effects. It can
cause the majority of the field strength to move into the silicon device layer reducing the
interaction with the metal surface and ohmic losses (imaginary part of the effective index).
It also controls how much the real part of the effective index under the metal is changed
and hence controls the mode profile. For weakly perturbed configurations, the effect of the
metal is analogous to that of the dielectric strip in dielectric strip loaded waveguides where
the strip is placed on a slab waveguide to slightly increase the effective index below the
strip and create guided modes[72, 73]. There are important differences, however, in these
approaches. A dielectric strip, for example, increases the index of both TE and TM modes
hence both polarizations are guided. In addition, as will be discussed next, sub-micron scale
confinement can be achieved using the hybrid plasmon/dielectric waveguide approach, which
is not possible using dielectric strip loaded waveguides.
One interesting property of the hybrid plasmon/dielectric waveguide is that the effective
mode index can cross through the silicon index, or in other words, the dispersion relation
can cross through the silicon light line. Figure 4.4 shows this effect for the slab structure of
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Fig. 4.3 (with the metal) as the oxide thickness is changed. This can also be achieved for the
2-D profile structure of Fig. 4.1(a) (see below). Note that for low oxide thicknesses, the field
is evanescent in the silicon (curvature is positive), and for larger oxide thicknesses, the field
is radiative in the silicon (curvature is negative). Right at the crossing point, the field profile
has no curvature. For the lower oxide thicknesses up to the crossing point these waveguides
are compatible with SIMOX wafers, as they are non-radiative in silicon, and hence will not
radiate through the thin BOX layer.
Figure 4.4: Moving Through the Light Line: Mode profiles for the slab waveguide structure
as the thickness of a high-k oxide (n=2) is changed. The other thicknesses are the same as
in Fig. 4.3. The inlaid graph shows the real part of the effective index of the modes and the
decay constant (alpha) as a function of oxide thickness.
4.5 Experimental verification
Hybrid plasmonic devices were fabricated and tested as shown in Fig. 4.5. Figure 4.5(b)
shows the simulated mode profiles (Poynting Vector) for TM polarization for the two waveg-
uide geometries. For TE polarization the simulations show no guided modes as discussed
above. Figure 4.5(c) and (d) show images of the emission for both polarizations for the
waveguides. The observation of emission from the device silicon layer in Fig. 4.5(c) clearly
confirms the presence of a guided mode for TM polarization. The absence of the mode
for TE polarization supports the plasmonic nature of the waveguide. The two measured
profiles show the same trend as the simulation, matching relatively well to the simulated
profiles. The simulations show significantly tighter confinement. We attribute this to the
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limited resolution of the measurement system. The manufacturer quoted resolution of the
objective was 1.1 µm, and because the free space wavelength is 1.55 µm, we are very near
the fundamental resolution limit. The fact that it is a resolution issue is partially confirmed
by the fact that there is signicant field observed above and below the device silicon, where
no matter the guiding scheme, the field would be expected to be zero. Therefore, considering
the resolution issues, we believe these results match very well. This confirms the presence of
the modes, validating the simulation results.
Figure 4.5: Experimental Verification: (a) Schematic of experimental setup used to image
waveguide profiles. Two waveguides were measured and simulated in (b)-(e): (left) td = 2µm,
to = 13 nm, no = 1.5, tm = 80 nm, wm = 5µm; and (right) td = 3µm, to = 24 nm, no = 1.5,
tm = 80 nm, wm = 5µm. (b) Simulations and (c) measured TM profiles for the two waveguide
structures; (d) Measured TE profiles (no guiding observed) for the two waveguide structures.
4.6 Control of propagation and confinement
The propagation loss of a waveguide is defined in terms of the loss in power typically













where e is the base for the natural logarithm, λ0 is the free space wavelength, P0 is the incident
power, and P is the power after propagating by a distance z. An alternative measure of the
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propagation loss is the propagation length, L, defined as the distance it takes for the power






= −10 log e
(dB/z)
, (4.2)
where α is the decay constant of the waveguide defined as 2πni/λ0. Ref. [74] presents
different loss related figures of merit for waveguides with 2-dimensional profiles. We use








where Ae is the area enclosed by the 1/e field magnitude contour (here, we use the magnetic
field for the reasons discussed above). For the parameters of Fig. 4.1(b), the propagation
loss was calculated to be 53.1dB/cm, L = 0.82 mm, and M2D1 = 1243. As seen from the
simulation, the peak field strength is in fact located well away from the metal, which explains
the long propagation length.
The plasmonic interaction in the structure, and hence the mode profile and propagation
length, can be controlled by changing the width of the metal strip and/or the thickness of
the device oxide. Also, if the metal line width is kept sufficiently narrow for a set device
oxide thickness, only a single mode is guided. Higher order modes can be achieved by in-
creasing the metal line width if they are desired (not shown here). An example of controlling
confinement/propagation losses by changing the metal line width is shown in Fig. 4.6(a)-(d).
Note the first two profiles both have sub-micron confinement while the propagation lengths
are, in fact, fairly long, reaching 0.16 mm for Fig. 4.6(b). Similar ratios of confinement to
propagation length have been acheived for surface plasmons in air[75]; however, these ratios
are much more difficult to acheive in silicon where the high index of silicon results in higher
plasmonic losses for a given confinement. As seen from Fig. 4.6, the propagation length
can be increased to many millimeters keeping micron scale confinement. Figure 4.6(e)-(h)
illustrates how the plasmonic interaction of the mode and the metal can be controlled by
changing the oxide thickness. The metal strip width particularly can easily be varied at
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different locations on the same chip or even along the length of a single waveguide, this
structure allows considerable flexibility in on-chip waveguide design.
Figure 4.6: Controling Mode Characteristics: Mode profiles (magnitude of H-field) for differ-
ent metal line widths and oxide thicknesses: (a) to = 3 nm and wm = 500 nm; (b) to = 3 nm
and wm = 400 nm; (c) to = 3 nm and wm = 300 nm; (d) to = 3 nm and wm = 250 nm;
(e) to = 3 nm and wm = 500 nm; (b) to = 4 nm and wm = 500 nm; (c) to = 5 nm and
wm = 500 nm; and (d) to = 6 nm and and wm = 500 nm. The thickness of the device silicon
is td = 2µm, the thickness of the device oxide is to =3 nm and the thickness of the metal
is 80 nm for all simulations. The single contour that is shown bounds the region where the
H-field is greater than 1/e of its peak value. The H-field vector is predominantly horizontal
(TM) in all images. The figures of merit, M2D1 , and the propagation lengths are also shown.
Various device oxide indices were also studied. Increasing the device oxide index of
refraction for fixed thickness has essentially the same effect as decreasing the thickness of
the device oxide at fixed index. This is because when there is less index contrast between
the silicon and the device oxide, the oxide is less effective at shielding the mode from the
metal, and hence has the same effect as a decrease in oxide thickness.
Notably, these modes may be tuned for extremely long propagation lengths maintaining
reasonable oxide thicknesses and metal line widths. For example, the simulated propagation
lengths for the fabricated structures in Fig. 4.5 are 1.07 cm and 34.2 cm for to = 13 nm,
td = 3µm and to = 24 nm, td = 4µm, respectively. The figures of merit (M
2D
1 ) for these
waveguides are 7,095 and 86,240, respectively. This is using aluminum as the metal, showing
proof of concept for very long range modes with CMOS compatible metals and fabrication.
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For a direct comparison between different metals, aluminum, copper and silver were all
simulated for different waveguides. The results showed that changing the metal left the mode
profile (and confinement) relatively unchanged, while the propagation length varied with the
conductivity of the metal. For example, changing the metal in a longer range structure
(wm = 4µm, t0 = 20 nm, td = 2µm) from silver to aluminum (n=1.44 + 16.0 i) changed the
propagation length from 7.0mm to 2.2mm; changing it to copper (n=0.757+10.4 i) yielded
a propagation length of 0.90mm.
Also, the profiles in Fig. 4.5 are much more symmetric than typical silicon-compatible
plasmonic mode profiles. Symmetric plasmonic mode profiles have been acheived using a
small nano-scale wire surrounded by a dielectric or placed between two dielectric layers
with low index contrast [75]. However, the large index contrast of silicon, and the diffulty
of embedding a nanowire into a silicon wafer makes this method not feasible for silicon-
compatible applications. By making a waveguide with a more symmetric mode profile near
input or output facets, insertion losses can be decreased when coupling directly to and from
optical fibers, which have symmetric modes. Once coupled into the hybrid waveguide, the
metal line width or oxide thickness can be changed continuously to modify the mode profile
for use on chip. The control of the mode profile through the metal line width has poten-
tial for mode conversion devices or couplers between fibers/rib waveguides and plasmonic
waveguides/devices.
4.7 Discussion
A hybrid plasmon/dielectric waveguide in SOI wafers has been predicted through simula-
tions and demonstrated experimentally. Simulations predict propagation lengths (>30 cm)
that are sufficient for cross-chip or inter-core interconnects. For optical processing or for
regions of the chip that require a higher density of optical elements, configurations of
this waveguide can exhibit sub-micron confinement with greater than 100 µm propagation
lengths. The waveguide can continuously change from a long range mode to a tightly con-
fined mode (or vise versa) by simply changing the metal line width (or the device oxide
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thickness/index) along the waveguide. This could particularly be useful for low insertion
loss mode conversion between optical fibers or rib waveguides and plasmonic optical com-
ponents. In addition, the waveguide is single polarization, eliminating concerns associated
with birefringence, and can be made single mode for sufficiently narrow metal line widths
(all structures presented here are single mode). The basic waveguide structure is compatible
with VLSI fabrication techniques and naturally forms an MOS capacitor that may be used
for active device integration. The dispersion relation of these waveguides can pass through
the light line for silicon. For configurations of the waveguide where the effective mode in-
dex is above the index of silicon, the waveguide is compatible with SIMOX wafers. These
properties make this an interesting novel structure for integration of optical components on
a silicon chip and inter-core interconnects.
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CHAPTER 5
SPIRAL PLASMONIC NANOANTENNAS AS CIRCULAR POLARIZATION
TRANSMISSION FILTERS
A paper published in Optics Express [11]13
K. A. Bachman14, J. J. Peltzer15, P. D. Flammer16, T. E. Furtak17, R. T. Collins18, and
R. E. Hollingsworth19
5.1 Abstract
We present simulation and experimental results for easily fabricated spiral plasmonic an-
tenna analogues providing circular polarization selectivity. One circular polarization state
is concentrated and transmitted through a subwavelength aperture, while the opposite cir-
cular state is blocked. The spectral bandwidth, efficiency, and extinction ratios are tunable
through geometric parameters. Integration of such structures onto a focal plane array in con-
junction with linear micropolarizers enables complete Stokes vector imaging, that, until now,
has been difficult to achieve. An array of these structures forms a plasmonic metamaterial
that exhibits high circular dichroism.
5.2 Introduction
In bulk optics, circular polarization is typically examined using a quarterwave plate in
combination with a linear polarizer. Micro-scale or nano-scale polarizing elements are impor-
tant for a number of applications, for example, imaging polarimetry [76]. Imaging systems
using linear micro-polarizing elements have been demonstrated from visible [77, 78] to long-
wave infrared [79] spectral bands. However, these systems have examined only the linear
13Used with permission. See Appendix B
14Performed simulations and generated figures used in the paper.
15Performed measurements presented in the paper.
16Advised simulation and measurement activities at Colorado School of Mines. See Section 1.1 for detailed
description of role.
17Consulted on design and data analysis.
18Consulted on design and data analysis.
19Advised fabrication activities at ITN Energy Systems.
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polarization components of the Stokes vector due to the difficulty in fabricating micropolariz-
ing structures sensitive to circular polarization. One could combine linear polarizing elements
with wave plates, but birefringent materials typically used to make quarterwave plates are
difficult to fabricate on a micro- or nano-scale. Liquid crystals integrated with metal wire-
grid linear polarizers provide one possible approach to obtaining the circular polarization
signature for imaging applications [80]. Several alternative approaches for fabricating wave
plates have been reported. A dielectric grating with period less than half the operating
wavelength acts as a form birefringent material that can be fabricated into a quarterwave
plate [81]. These require relatively large aspect ratios along with precise control of the duty
cycle and groove depth for quarterwave operation. Subwavelength metal gratings have also
been shown to behave as wave plates [82–84]. Dielectric nanorods with a zigzag profile fab-
ricated by off-angle deposition with periodic substrate rotation have been demonstrated as
wave plates [85]. Birefringence has been reported in an assortment of antenna analogue and
asymmetric plasmonic structures including meanderlines [86], hole arrays [87], cross-shaped
antennas [88], and elliptical [89] or single spiral gratings [90] with a central aperture.
An alternative approach would be to use a single structure that transmits right-hand
circular polarization while reflecting/absorbing left-hand circular (or vice versa). Chiral
materials in nature and synthetic chiral metamaterials have the ability to do this. A gold
helix array metamaterial has recently been demonstrated as a circular polarization filter
operating in the infrared (3.5-7.5µm) [91]. Scaling this three-dimensional structure down
for operation in the visible will likely be challenging, as will cost-effective manufacturing.
Double helices have also been simulated, but are even more difficult to fabricate [92]. Various
planar chiral structures have been shown to interact differently with circular polarizations.
A single spiral grating in a metal film selectively concentrates one circular polarization state
into surface plasmons at the center of the spiral while the alternate circular polarization is
concentrated into a donut-shaped region with a dark center [93]. These structures are not
transmission structures, and the response has been measured using near-field microscopy or
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two-photon fluorescence [94]. Therefore, separating left and right polarized signals requires a
subwavelength-scale detecting element on top of the metal surface where the light is incident.
This makes integration with a detector difficult.
Other exotic structures have been fabricated using a bottom-up approach. DNA-based
self-assembled gold nanoparticles have demonstrated circular dichroism in the visible, where,
at some wavelengths, one circular polarization is preferred, and, for others, the opposite
is preferred by roughly the same amount [95]. This limits its usefulness as a broadband
circular polarization filter. Many other interesting chiral structures fabricated by layering
two-dimensional structures offset angularly to create helix-like structured metamaterials have
been demonstrated and show very interesting properties such as negative indices. See [96, 97]
for a review of these structures. However, easily fabricating circularly dichroic metamaterials
remains a challenge.
We present simulation and experimental results for a chiral plasmonic structure, inspired
by spiral antennas, that demonstrates substantial circular dichroism, passing one circular
polarization while blocking the other. In this structure, nested Archimedean spiral grat-
ings in a dielectric-coated metal film couple incident light into surface plasmons directed
toward a central aperture. A metal cap over the aperture blocks direct transmission and
coincidentally forms a metal-insulator-metal (MIM) waveguide. One circular polarization
preferentially transmits through the aperture while the other is trapped in an optical vortex
in the structure. This structure is easy to fabricate for visible and NIR (or longer) wave-
lengths. Fabrication requires only standard thin film processes with three lithography levels
having dimensions easily obtained with state-of-the-art photolithography systems. A large-
scale array of these structures may form an easily fabricated circular dichroic metamaterial.
Alternatively, they may be used individually as circular polarization microfilter elements
that can be fabricated simultaneously with ultra-high extinction ratio (> 1011) linear struc-
tures such as those that we have recently reported [98], providing an economical path to full
Stokes vector imaging focal plane arrays.
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5.3 Structure Modeling
Perspective and cross-sectional views of the structure are shown in Fig. 5.1. The structure
consists entirely of gold (Au) and silicon dioxide (SiO2). The metal region in the center of
the spiral grating is cut out to the same depth as the grooves to form a cavity with a circular
aperture in the center. A uniform dielectric layer of SiO2 covers the entire structure and a
metal cap covers the aperture. Sidewall angles and dielectric profiles were chosen to match
measurements from fabricated structures discussed below. For Archimedean spirals of fixed
periodicity, the arm length is determined by the angular rotation of the arms. For the
remainder of the paper, arm length will be given in the angular distance traversed by the
arms: 2π is a full rotation, 4π is two rotations for each arm, and so on.
In the simulation, light was normally incident from above (the air side of the structure).
Because of memory constraints, an impedance boundary condition [14] at the gold surface
was imposed rather than simulating the fields inside the gold. This type of boundary con-
dition accurately accounts for scattering losses and surface plasmon propagation along the
surfaces, but forces direct transmission through the gold to be zero. This is apparent by the
lack of the characteristic direct transmission peak near a free-space wavelength of 500nm,
near where gold has an interband transition, for films of this thickness. Two-dimensional
simulations comparing impedance boundary conditions with full-field simulation inside the
metal show only small differences in absolute transmission in the wavelength range of interest
with no impact on the qualitative performance [98].
The finite element method with COMSOL Multiphysics simulation software was used
for all modeling. A maximum element size of about 66nm was used for the SiO2, while
a maximum element size of about 100nm was used for air. The models were truncated
using perfectly matched layers [99], which minimize reflections from the outer edges of the
geometry. While these reflections are minimized, in three dimensions, some small oscillations
in our simulated transmission may be introduced due to residual reflections from the outer
boundary of the model. Memory constraints limited the size of simulations, limiting the
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Figure 5.1: Cross-section of a model with an Archimedean spiral grating. The structure con-
sists entirely of gold (Au) and silicon dioxide (SiO2). Unless otherwise stated, the geometric
parameters for all the simulations are: the aperture bottom diameter, apDB=200nm; the
aperture top diameter, ApDT=400nm; the groove height, AuGH=60nm; the gold thickness
where grooves and cavity are cut out, AuH=140nm; the cap thickness, CapH=200nm; the
cap diameter, CapD=688nm; the grating period, P=500nm; the cavity length to the near-
est groove, CS=780nm (note that the cavity can be up to as much as one grating period
longer, CL=1277nm); the deposited SiO2 thickness, SiO2H=100nm; the SiO2 groove height,
SiO2GH=100nm; the SiO2 substrate height, SubH=400.0nm; and the overall diameter, Di-
ameter=6280nm.
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spiral arm lengths to an angular distance of 4.5π.
Fig. 5.2 shows field plots for one model at the 700nm free-space wavelength for left-
circular (LC) (a, c, and e) and right-circular (RC) (b, d, and f) light. Fig. 5.2(a)-(d)
show the time-averaged power flow (Poynting vector), and Fig. 5.2(e) and (f) each show a
snapshot of the z-component of the electric field. We are using the convention that right-
circular means that, in a plane perpendicular to the propagation, looking in the direction
of propagation, the electric field rotates in the clockwise direction. Our spiral configuration
effectively concentrates RC polarized light into the MIM waveguide created by the cap and
then transports the energy out of the aperture. The field created in the aperture is essentially
a rotating dipole that effectively radiates out of the aperture and into the far-field. For LC
polarized light, the field is concentrated into a plasmonic vortex that circulates around the
cap on the top metal surface and in the MIM waveguide until the power is absorbed due to
ohmic losses. Therefore, this polarization does not effectively radiate. The time-harmonic
animations of the electric field (See the media links in the figure caption.) clearly show
the rotating dipole for RC and the multipolar field vortex for LC. Interestingly, the grating
efficiently couples both polarizations into the central cavity, where the magnitude of the
Poynting vector for both exceeds 50 times the incident magnitude.
The time-averaged power flow (Poynting vector) was integrated just below the aperture
to yield the magnitude of the power exiting the structure. Representative results are given
in Fig. 5.3 and Table 5.1. For the models shown in Fig. 5.3(a), the effect of changing
the spiral arm length is shown in Fig. 5.3(b). All of the simulations showed a preference
for RC transmission over LC. Note that inverting the handedness (the angular direction of
increasing radius) would result in an LC-selecting element [90]. As the spiral arm length
increases, the grating more effectively couples RC light into the plasmon, increasing the
transmission through the aperture and narrowing the bandwidth, which is expected for
grating-coupled devices. For the different model arm lengths varying from 1.425π to 4.5π,
the relative transmission integrated over all wavelengths increased from 31.3 to 80.1 times
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the incident power. For comparison, we modeled a bare aperture in gold with no grating,
cap, or SiO2 coating, also plotted in Fig. 5.3(b). Comparing the transmission with that of
the structures with spiral gratings demonstrates a strong transmission enhancement that
is characteristic of coupling gratings with subwavelength apertures in metal films [100].
While the absolute transmission increases as the number of turns increases, the active area
efficiency (transmission normalized to the spiral area) actually decreases because the area of
the structure increases faster than the transmission. Referring to Table 5.1, the active area
efficiency decreased with increasing arm length, from 13.70% to 8.62%. Decreasing efficiency
with increased arm length (number of grating grooves) is consistent with results for linear
structures [98].
The LC transmission remains roughly constant with increasing arm length, leading to
increased circular polarization selectivity with increasing arm length. Peak extinction ratios
may not be representative of actual performance because they are dominated by a local
minimum at 700nm in the LC transmission, so we present the wavelength integrated (power
out of the aperture for preferred polarization divided by the power transmitted by the un-
wanted polarization) values in Table 5.1. The extinction ratios varied from 2.09 to 6.49 with
the longest arm length showing a slightly lower extinction ratio than its predecessor due to
slightly higher LC transmission for that arm length. The power out of the aperture for the
4.2π model with RC, LC, and linearly polarized light (x-direction, XL, and y-direction, YL)
is shown in Fig. 5.3(c). The results show that the XL and YL response is about 28% of that
for RC, with the LC response generally less than that for both XL and YL.
Another property of the structure is how different incident polarization states are trans-
formed when transmitted. Interestingly, all incident polarization states are transmitted as
predominantly LC polarized light. This is especially interesting given that the structure
blocks incident LC polarized light. This is evident from the time-harmonic animation for
the RC-incident light where the rotating dipole, discussed above, rotates counter-clockwise
rather than clockwise (see the media link in the caption of Fig. 5.2). Animations for the
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Figure 5.2: Vertical and horizontal cross-sectional time-averaged power flow (a-d) and electric
field (e,f) snapshots of a 4.2π-turn model irradiated with 700nm left-circularly (a, c, e) and
right-circularly (b, d, f) polarized light. For e, (click Media 1 for animation) and f, (click
Media 2 for animation), the surface is the z-component of the electric field (which represents
plasmons traveling parallel to the metal surface), while the arrows show the direction and
magnitude of the electric field, and the colors range from dark blue for ≤-10 to dark red for
≥10 normalized to the incident electric field. For the power flow plots, colors range from
dark blue for 0 to dark red for ≥50 normalized to the magnitude of the incident Poynting
vector. Vertical cuts are taken through the center of the aperture, while horizontal cuts are
taken 10nm above the grating ridges.
Table 5.1: Simulation results summary
Polar- Spiral Relative Wavelength Extinction Active Area
Model ization Dia. Trans. of RC Peak Ratio Efficiency
(nm) (RC) (nm) (RC/LC) RC (%)
1.425π circular 3025 31.3 725 2.09 13.70
3.000π circular 4595 52.8 685 4.67 10.00
4.200π circular 5798 73.3 695 6.49 8.72
4.500π circular 6095 80.1 745 5.77 8.62
bare aperture circular 0 5.9 650 1.00 –
4.200π circular 5798 73.3 695 6.49 8.72
4.200π linear (X) 5798 27.3 695 – 3.25
4.200π linear (Y) 5798 27.9 775 – 3.31
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Figure 5.3: Simulation results. (a) Modeled geometries. Plots (b) and (c) show relative
transmission normalized to the power incident on the aperture: (b) Spiral arm length study;
(c) Comparison of right- and left-circular, and linear (x- and y-directions) polarization re-
sults.
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linear polarization states, and animations on the output side of the structure (not shown),
demonstrate the same effect: LC, RC, XL, and YL all transmit predominantly LC polarized
light. In terms of a bulk optics analog, this is the same behavior observed for a stack con-
sisting of a quarterwave plate, linear polarizer, and another quarterwave plate, where the
two fast axes of the quarterwave plates are parallel, and the linear polarizer is rotated 45
degrees with respect to the fast axes. Keeping the orientations of the wave plates and linear
polarizer fixed, one circular polarization (say LC) is blocked: in the first wave plate, it is
transformed into a linear polarization perpendicular to the linear polarizer, and thus blocked.
The other circular polarization (RC) is passed: it is transformed by the first wave plate into
a linear polarization parallel to the linear polarizer; then the second wave plate transforms
the now linear polarization state to the opposite circular polarization (LC). Incident linear
polarizations are transformed into circular polarization by the first quarterwave plate, then
half the light for both cases is passed by the linear polarizer; after passing through the linear
polarizer, the polarization state is linear, the same as for RC, but with lower amplitude
than the RC incident light, so the output polarization state will also be LC. This is ex-
actly the behavior predicted for our structure, and, where, in bulk optics, this complicated
stack of optics is required, our single compact plasmonic microstructure performs the same
transformation.
For broadband applications, we simulated a logarithmic spiral, a common radio frequency
antenna structure [101] with roughly the same footprint as the 4.5π model. An integrated
extinction ratio of 6.27 and broadband RC peak with peak width of about 400nm (from
650nm to 1050nm) were obtained. The peak transmission was approximately 46 relative to
the power incident on the aperture area, and the transmission efficiency normalized to the
structure footprint was 4.9%.
5.4 Experimental Verification
The arrays of devices used for the experimental demonstration were fabricated on polished
microscope slides coated with a 200nm layer of gold on top of a 2.5nm titanium adhesion
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layer. All patterning was done by electron beam lithography in a JEOL 840 scanning electron
microscope with NPGS software. We note that, while e-beam lithography was used, the
dimensions are within the range of modern optical lithography. In the first patterning level,
4×4 arrays of circular apertures and alignment marks were defined in the positive resist
PMMA (polymethylmethacrylate) and cut completely through the metal using broad beam
argon ion milling. In the second patterning level, spiral gratings and the central cavity were
defined in PMMA and cut partially into the gold surface using argon ion milling. For the
samples reported here, the groove and cavity depth were approximately 60nm with spiral
arm length (5 values from 2 to 6π turns) and cavity width (4 values from 500 to 1000nm
radius) as variable parameters. This was followed by blanket deposition of 100nm SiO2 using
plasma enhanced chemical vapor deposition. In the final patterning level, a metal cap was
fabricated over the aperture using a lift-off process. The alignment marks were also covered at
this processing level to minimize the transmission of unfiltered light. Geometrical parameters
(grating period, cavity width, aperture width and position, cap width and position) of the
fabricated structures were measured using scanning electron microscopy.
Experimental far-field spectra were collected using an optical microscope configured for
transmission measurements coupled to an Acton 300i spectrometer with a Princeton Instru-
ments Spec-10:100BR liquid nitrogen cooled silicon CCD array detector. A fiber-coupled
tungsten halogen lamp provided white light for an input arm which included divergence con-
trol lenses and a polarization control stack consisting of zero-order quarter- and half-wave
plates in conjunction with a linear polarizer that could change the input polarization to
any controlled polarization state. Light was incident on the air side of the structure and
collected with a long working distance objective (N.A. = 0.5) after transmission through the
spiral structures and 1mm thick glass substrate. The approximately 24µm collection spot
size was smaller than the 4×4 array size. The collected light was focused onto the end of an
optical fiber positioned in a conjugate relationship to the sample plane. The opposite end
of the fiber was optically coupled to the entrance slit of the spectrometer. Raw spectra were
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background subtracted and normalized to a white light measurement made with no sample
in place to give absolute transmission. However, no correction for the finite collection angle
of the objective was made.
Figure 5.4: Experimental and simulated transmission data compared. The simulations and
measurements are separately normalized to the RC maximum. The inset shows an overlay
of the model geometry on an SEM image of the measured structure.
Fig. 5.4 compares the 4.2π simulation and the far-field transmission measurement for the
fabricated structures having the closest geometric match. Good agreement is obtained for
RC polarization between the main peak around 700nm as well as a secondary peak around
975nm. The measured main peak width is smaller than the simulation, possibly because
of the geometric differences between the model and fabricated structure. An overlay of the
4.2π model spiral geometry on the SEM image of the measured structure is shown in the
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inset, providing a visual representation of the geometric differences. Smaller measured peak
widths are also seen in comparing structures with 3π-turn spirals. For LC polarization, the
4π measurement and simulation have similar amplitudes but different peak locations. The
integrated right/left circular extinction ratio was 5.1 for the measurement, reasonably close
to the value of 6.49 predicted by the model.
Structures beyond those simulated were fabricated to experimentally study the effects
of cavity width. Measurements of structures with different cavity widths (not shown in the
figures) indicate that peak position and amplitude for LC polarization depend strongly on
cavity width, while the RC transmission is little affected. This leads us to attribute the LC
differences between experiment and model to geometric differences such as cavity width. Ex-
perimentally, for fabricated 4π structures, the right/left extinction ratio generally decreased
with increasing cavity width. The shortest cavity width had an integrated extinction ratio
of 8.3, which decreased to 5.1 for longer fabricated cavity widths.
SEM images of several fabricated structures, scaled to show relative size, are shown in
Fig. 5.5(a). Fig. 5.5(b) shows the experimental transmission curves for structures with the
smallest cavity width (highest integrated extinction ratio) and various arm lengths. The RC
peak blue-shifts and line width shrinks monotonically as the arm length increases, behavior
that is generally predicted by our simulations. The integrated right/left extinction ratio
increases monotonically from 5.9 to 11.3 as arm length increases. Fig. 5.5(c) provides circular
and linear polarization measurements comparable to the simulation results of Fig. 5.3(c).
Peak shapes for the two linear polarizations are quite similar between the measurement and
simulation, but the orientations are switched with the shortest wavelength peak occurring
for polarization along the x-axis for the simulation and along the y-axis for the measurement.
This can be directly attributed to geometric differences because the peak response for linear
polarization will be a function of the cavity width. Maximum cavity width occurs along the
y-axis for the simulation. However, maximum cavity width occurs along the x-axis for the
fabricated structure because the fabricated arms stop short of the x-axis as can be seen by
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Figure 5.5: Experimental results. (a) Structures measured in (b) and (c). Plots (b) and (c)
show relative transmission as a function of free-space wavelength (nm): (b) Spiral arm length
study; (c) Comparison of right- and left-circular, and linear (x- and y-directions) irradiation
results.
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close examination of the inset to Fig. 5.4.
Applications for the structures described here are extensive. A large array of these
structures may be used to form an easily fabricated circular dichroic metamaterial (Fig.
5.6(a)). Such a metamaterial could be used as a VLSI-compatible circular-dichroic thin film
filter, which is currently achieved using a quarterwave plate/linear polarizer combination.
Figure 5.6: (a) Array of structures to form a circular dichroic metamaterial, and (b) illus-
tration of a full Stokes polarization superpixel.
The structure may also be used individually as circular micropolarizers that can be fabri-
cated simultaneously with ultra-high extinction ratio (> 1011) linear structures such as those
that we have recently reported [98] to form a 4-pixel polarization superpixel. Advances in
nanofabrication have led to increased attention to division of focal plane systems into su-
perpixels, where an array of micropolarizing elements is monolithically integrated directly
on a focal plane array sensor. The mechanical robustness, permanent polarizer-to-sensor
alignment, and potential for low-cost fabrication provide significant advantages for this ap-
proach, while recent advances in image reconstruction algorithms mitigate the artifacts that
arise from each pixel looking at a slightly different part of the scene [102, 103]. This new
superpixel provides an economical path to full Stokes vector imaging focal plane arrays (Fig.
5.6(b)). The fact that the central peak transmission wavelength is determined by the grating
periodicity of the structures gives us the ability to very easily change the transmission band
to any wavelength where the metal supports plasmons. For shorter wavelengths, a metal
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such as silver must be used, but the fabrication method will remain the same, and the length
scales are well within reach of state-of-the-art VLSI fabrication techniques. Because only
the lateral dimension must change, the same lithography steps may be used to fabricate an
array of filters for different circular and linear polarizations and different colors as well, al-
lowing for combination polarization/color superpixels to be fabricated simultaneously. Any
combination of polarization state and color measurement may be chosen to fit the needs of
the application.
5.5 Conclusion
Simulation and experimental results are presented for chiral circular micropolarizing
transmission structures. The structures feature nested Archimedean spiral gratings sim-
ilar to longer wavelength antenna designs. Simulations and experiment agree quite well.
The structures provide controllable bandwidth and peak wavelength. Fabrication requires
only standard thin film processes with three lithography levels having dimensions easily ob-
tained with state-of-the-art photolithography systems. These structures offer the possibility
of single-element circular polarization transmission microfilters that can be combined with
linear transmission microfilters on focal plane arrays to enable full Stokes vector polarization
imaging. They may also be used in a large array to form a circular dichroic metamaterial.
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6.1 Abstract
We present the design for a grating coupled, plasmonic resonant cavity with a metal-
insulator-metal (MIM) tunneling diode in the center of the cavity. The MIM diode forms an
optical surface plasmon waveguide allowing high radiation coupling efficiency independent of
the diode’s electrical impedance. Simulation results at various frequencies indicate average
energy densities inside the tunneling oxide nearly 105 times the incident energy density.
Geometric scaling allows adjustment of the response for applications ranging from THz
detectors to thermal infrared energy harvesting.
6.2 Introduction
“Rectennas” using Schottky diodes have demonstrated extremely high efficiencies at radio
frequencies [104], and it is desirable to extend this behavior to higher frequencies for a number
of applications. One such application is using antenna coupled tunneling diodes as detectors
in the “Terahertz gap,” (0.3 THz – 10 THz) [105–109]. At these higher frequencies, rectennas
do not function nearly as well. Using standard coupling methods via an antenna, in order to
maintain power transmission into the diode, as the frequency increases, the diode sizes must
get increasingly smaller to impedance match the antenna to the tunneling diode [110]. Also,
20Performed simulations used in the paper.
21Developed theory in paper and advised simulation efforts at CSM and See Section 1.1 for detailed descrip-
tion of role.
22Advised efforts at CSM.
23Advised efforts at CSM.
24Advised on geometry and potential fabrication of structures.
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for a traditional antennae, the collection area of the antenna scales with the wavelength,
causing the effective collection area of the antenna to decrease inversely proportional to
the frequency increase. These two effects have made efficient antenna coupled tunneling
diodes difficult to achieve at higher frequencies. To overcome coupling issues at higher
frequencies, antennas have been integrated with a traveling wave structure [111, 112], where
total efficiencies have been measured at more than 6% in the NIR telecommunications band
[9]. In the traveling wave structures, light is coupled from the waveguide into an MIM surface
plasmon mode in the tunneling diode, which is then converted to DC tunneling current.
In this paper, first, using quantum-tunneling theory, we motivate theoretically that
impedance matching the diode (which requires very small diode areas) is not necessary;
what is necessary is to maximize the field energy in the MIM region. We motivate why for
previous studies, the impedance matching arguments effectively described their performance.
We then present simulation results of a structure which effectively couples free space THz
radiation from a large collection area using a grating into a plasmon waveguide, which is
then coupled very efficiently into an MIM structure. This approach has been extensively
used at visible wavelengths for surface plasmon couplers [4, 15].
6.3 Classical and Semi-Classical Theory of Rectennas
While in principle, rectifying antennas work from DC to visible frequencies, the theoret-
ical description of how they work in the different frequency regimes is significantly different.
For low frequencies, up to radio frequencies (RF), they are viewed simply as a rectifying
circuit, with the antenna acting as a source for current, connected with a load. The antenna
has an internal impedance on the order of a few tens to a few hundred Ohms, and in order
to maximize the power transfer to the diode, the antenna and diode must be impedance
matched.
For higher frequencies, photon energies are high enough that the current production can
be viewed as tunneling of excited electrons across a thin barrier potential. Even in the
high frequency regime, the circuit model, or classical model, has had success in predicting
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Figure 6.1: Equivalent circuit for a receiving antenna with a rectifying diode connected to
the antenna.
performance (or the lack of performance) of diode-coupled antennas. Therefore, a circuit
model is often used in place of the quantum mechanical theory.
Figure 6.1 shows the equivalent circuit that is typically used for rectenna circuits. Using


















where PR is the power collected in the diode, ID, ZD, and RD are the current collected,
the impedance and the resistance of the diode, respectively, ZA and RA are the impedance
and the resistance of the antenna, and V is the potential generated across the antenna.
Clearly, the power dissipated across the load is maximized when the impedances of the
diode is matched to the conjugate of the impedance of the antenna. Additionally, there
is a characteristic RC time constant for the rectifying portion of the circuit, and it has
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an associated rolloff frequency, ωRC = 2π/(RC). An attempt to drive the antenna at a
frequency higher than that characteristic frequency results in such an increase in impedance
that no power is transferred to the load.
When the voltage corresponding to the energy of the incident photons is comparable with
or greater than the voltage scale over which curvature in the diode’s I–V curve is signifi-
cant, the classical theory becomes inadequate, and the classical is typically replaced with a
semiclassical theory where the quantum mechanical tunneling rate is calculated across the
barrier, assuming that there is an AC potential applied across the barrier, which represents
the photons oscillating inside the diode [113]. This yields a tunneling rate in terms of the
amplitude of AC voltage as follows[114]:










where VDC is the DC voltage related to the DC current, VAC is the amplitude of the electro-
magnetic wave (AC signal inside the diode), ω is the frequency of the radiation (AC signal),
e is the electron charge, and Jnis the n
th order Bessell function of the first kind. IDark is the
experimentally measured dark current for the diode. The n = 0 term corresponds to the
dark current, and the higher index terms relate to the additional current due to the photon
assisted tunneling. One can interpret the equation as electrons being displaced by photons to
energy levels equivalent to DC voltages of V0+eVAC/~ω, with probability J2n(eVAC/~ω). The
dark current function is then used to calculate the total current, summing over all possible
energy displacements.
For quantitative context, for 1000W/m2 incident radiation at 1.5um wavelength, the
electric field strength (in air) is 869V/m. Assuming this is the field in the diode, and the
diode has a thickness of 3nm, this corresponds to a VAC of about 2.6×10−6 V. This makes the







where x is the argument of the Bessel function. For the size of argument typically to be
detected, all terms in the series except for n = 0 (the dark current) and n = 1 (lowest
order photon induced current) contribute. Thus, the first order Bessel function, which for
small argument is about x/2, effectively describes the perturbed current. Since the n = 1
coefficient in Eq. 6.4 is then quadratic in x, the photon induced tunneling is quadratic in
the AC potential across the barrier.
Therefore, using this semiclassical theory, to maximize illuminated current, one must
maximize the square of the AC potential difference across the tunnel junction barrier. Note
that the impedance of the diode doesn’t appear at all; in the classical theory, impedance
matching also maximizes the AC potential difference across the load, which explains the
coincidence.
6.4 Quantum Mechanical Tunneling Theory
Another model that may be used to describe photon induced tunneling current, which is
probably the most appropriate model for high energy photons (in the IR and visible regime),
is where electrons are absorbed by photons, excited to a higher energy level, where they
have the ability to tunnel across the barrier. Asymmetry in the barrier creates a different
transmission rate from one side versus from the other, which leads to a net current traveling
across the MIM structure and rectification of the power.
If the photon energy is less than the barrier height the photon-induced tunneling is
dubbed photon-assisted tunneling; if the photon energy is higher than the barrier height,
then an excited electron has enough energy to directly cross over the barrier, and is called
internal photo-emission. A popular MIM structure, the Ni-NiO-Ni system (with an applied
DC bias to produce asymmetry) has a typical measured barrier height value of about 0.2eV
[111], corresponding to a photon frequency of about 50THz, so below that frequency, the
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induced current would be due to photon assisted tunneling and above that frequency, the
induced current would be due to internal photo-emission.
In either case, from the quantum mechanical viewpoint, the current is due to preferential
transmission of excited electrons from one side of the barrier to the other [115]. In general, the
tunneling current across the barrier, per unit energy E, per unit momentum perpendicular









where T1 and T2 are the transmission rates across the barrier from side 1 to side 2 and vise
versa, respectively, given an applied DC voltage V . g1 and g2 are the densities of states for
the electrons on either side of the barrier, and f1 and f2 are the probabilities that those states
are filled on either side. The transmission rates are most effectively calculated by solving the
Schrodinger Equation with a quantum mechanical image potential of the tunneling electron








where m is the mass of the electron, and ~ is Plank’s constant. Integrating this over the





Thermal excitation produces the dark current. For photon induced current, one must
calculate a probability that an electron is excited by the photons in the MIM structure.
Technically, the “photons” are plasmons in the MIM structure, but that doesn’t affect the
discussion here since the decay length of the plasmon into the metal on either side is on
the order of a few to 10’s of nm. This corresponds to many lattice spacings for the atomic
structure in the metal, and the plasmon can be approximated as a plane wave (or photon),
which varies little over the electron wave function. The rate at which the electrons are
excited by the plasmons can be dealt with using time dependent perturbation theory. The
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∣∣〈E + ~ω|H1|E〉∣∣2 g(E + ~ω)(1− f(E + ~ω))g(E)f(E) (6.9)
where |E〉 is the unexcited energy state for the electron, |E+~ω〉 is the excited energy state,




~A · ~p (6.10)
where ~A is the vector potential for the electromagnetic field of the plasmon, and ~p is the
momentum operator. For time harmonic fields, the amplitude of ~A is related to the electric
and magnetic field amplitude by
~B = ~∇× ~A (6.11)




Since the excitation rate is proportional to the square of the interaction Hamiltonian, and
the interaction Hamiltonian is proportional to the vector potential (which is also proportional
to both the electric field and the magnetic field), the excitation rate obeys the following
proportionalities:
Ri→f ∝ A2 ∝ E2 ∝ B2 ∝ UEM (6.13)
where UEM is the energy density of the electromagnetic radiation in the metal (which is
proportional to the energy density in the MIM gap as well). Assuming the number of
electrons in the ground state is not significantly depleted on either side of the barrier, the
number of electrons in the excited energy state (f(E + ~ω) in the above equations) will be
proportional to the transition rate.
Now, the current, which is proportional to the electron tunneling rate for the excited
electrons is proportional to the population of the excited electrons at the excited energy,
which using this model, is therefore proportional to the energy density in the plasmon field.
This is in agreement with the semiclassical model, where the tunneling rate was proportional
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to the square of the amplitude of the potential.
Therefore, using either the semiclassical model or the full quantum-tunneling model,
one obtains that the photon-induced current is proportional at a given frequency to the
energy density in the fields in the MIM gap. One can view this as the tunneling rate being
proportional to the number of photons per time that pass through the MIM structure.
Based on the results of this section, in the regime where either the semiclassical or full
quantum mechanical models apply, the requirement for high tunneling current is purely how
many photons are in the MIM diode; as long energy is effectively coupled into the MIM
structure, impedance matching to the antenna (or other coupling structure) is irrelevant and
possibly meaningless. Using this conclusion, we devise a structure that effectively couples in
electromagnetic radiation over a large area and concentrates it into an MIM diode.
6.5 Our Device
Our device relies on two basic structures, a coupling grating, and the tunneling diode.
The basic geometry of the structure can be seen in Figure 6.2.
Figure 6.2: Basic geometry of the detector structure showing layered construction as well as
important geometric parameters.
The inset in Figure 6.2 is a close up of the diode region. The design was made in order
to allow for simple fabrication using standard lithography techniques. The basic structure is
made on an Al substrate. Two gratings, each consisting of 10 grooves, are cut into the Al,
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and then a thin layer of nickel covered by a thin layer of SiO2 is deposited. The purpose of the
SiO2 is to prevent leakage current through the silicon when the device is biased. Capping the
SiO2 is a thicker layer of Si that aids in field confinement for plasmonic modes. Between the
gratings, the Si and SiO2 are removed (which can be done using different etch techniques),
and an extremely thin layer of NiO is grown thermally on the Ni. Then a second Ni layer is
deposited, followed by Al on the central region.
The grating couples incident light into a surface plasmon mode, which is then focused
toward the center of the structure. The Al cap along with the substrate forms a Metal-
Insulator-Metal (MIM) waveguide, which tapers toward the diode, further focusing energy.
The tunneling diode is formed by the Ni-NiO-Ni stack. To detect the intensity of the light,
a bias is placed across the diode, which supplies the needed asymmetry to yield a tunneling
current.
To maximize the tunneling current, we must maximize the energy density in the tunneling
region. The variables listed in red in Figure 6.2 are some of the parameters, which played
an important role in optimizing the structure. They are p the periodicity of the grating, h
the height of the grating, t the thickness of the silicon, g the gap between the grating and
the waveguide, and l the length of the diode.
Initial simulations were performed to optimize a structure to function at 28THz, where
CO2 lasers provide a convenient light source, and testing is more easily achieved. We then
optimized the structure to function at 10THz to demonstrate its ability to function at lower
frequencies.
6.6 Results
In order to judge the effectiveness of our device we have defined a figure of merit. We
chose to use the time average energy density within the NiO layer of the MIM diode since










where UEM is the time average energy density in the NiO region in the diode, UEM,inc is the
energy density of the incident field, and ANiO is the area of the NiO region within the diode.
This expression gives us the time average energy density averaged over the diode gap volume
normalized to the energy density of the incident field.
Figure 6.3: Plot of calculated time average energy density for the optimized 28 THz geometry
where p = 4µm, h = 0.24µm, t = 1µm, g = 0.4µm, l = 0.224µm, the thickness of the
NiO = 2.6nm, the thickness of the Ni = 0.05µm, the thickness of the SiO2 = 25nm, and the
length of the waveguide is 2µm.
Figure 6.3 shows the time average energy density for a structure optimized for 28 THz.
Within the NiO layer of the diode the energy density reached levels of 2x105 times incident
energy, with an average value in the diode length of 98,488 times the incident energy. We also
optimized the same structure to function at 10 THz, where we achieved a peak time average
energy density of 67,290 times the incident. The frequency response of these structures is
shown in Figure 4. They have a fairly narrow bandwidth to their response.
We also took the structure designed to function at 10THz, and performed a simple
scaling of all geometric parameters (except the thickness of the tunneling diode, which was
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Figure 6.4: Frequency Response of Device with Inset Showing Frequency Scalability. The 28
THz peak used the same geometric parameters as Figure 6.3, and the 10 THz model used
p = 22.5µm, h = 1.15µm, t = 6.01µm, g = 3.5µm, l = 1.25µm, the thickness of the NiO
was 2.6nm, the thickness of the Ni was 0.65µm, the thickness of the SiO2 was 25nm, and the
length of the waveguide was 10.76µm.
held at 2.6nm, and the thickness of the SiO2 which was held at 25nm), testing them at the
corresponding scaled frequency. This tested the structure’s ability to scale for operation at
other frequencies. The inset in Figure 6.4 shows the results of this scaling. Each point was
obtained by scaling the geometry to the specified frequency, and then calculating the energy
density when the incident radiation was at that same frequency. Using just the linear scaling,
without any reoptimization, the structure maintains average energy densities of more than
25,000 times the incident over a range of more than 15 THz. With further optimization at
frequencies from 1-10THz, it would be possible to achieve the much higher energy densities
obtained for the two structures shown above.
There are a number of effects that interplay, and need to be tuned in order to get a
fully optimized structure. Additionally, multi-dimensional analysis must be done due to the
interplay of different geometric parameters. A good example is the periodicity and height
of the grooves, where for a given groove periodicity a certain height will maximize power
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coupling. However, the periodicity must be independently tuned to optimize the energy
coupling for a given incident frequency. In addition to coupled parameter effects, there were
also a number of parameters that exhibited an oscillatory resonance behavior.
Figure 6.5: Geometric Sweep over the length of the NiO diode, showing response of time
average energy density.
Figure 6.5 shows a study of the cavity resonance effect that appears as the length of the
diode is changed. As the diode length approaches a resonance, the average energy density
peaks. This creates oscillations in the field intensity inside the diode. The average energy
density decays as the diode length is increased due to Ohmic losses in the diode. We can
deduce the effective wavelength of the plasmon inside the MIM waveguide from this as
well, which is 0.45µm. Another cavity resonance, which is coupled to the efficiency of the
structure, is of the plasmon before it is concentrated into the diode, which is modulated by
changing the separation between the grating and central waveguide structure. Figure 6.6
shows this effect with an effective wavelength 2.2µm.
6.7 Conclusion
We presented theoretical arguments that show that a correct figure of merit for coupling
light into an MIM diode is the energy density in the diode. We then presented simulation re-
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Figure 6.6: Cavity resonance evident in time average energy density from variation in sepa-
ration distance between grating and waveguide.
sults demonstrating a structure, which effectively couples light incident on the structure into
an MIM tunneling diode. We have shown that the average energy density within the MIM
diode are higher than 98,000 times incident energy for the 28 THz model and 67,000 times in-
cident for the 10 THz model. We also showed, using simulation, simple frequency scalability,




In this thesis, theory is outlined pertinent to the design of plasmonic structures; we
discussed simulation tools that allow for efficient and effective prediction of plasmonic struc-
tures; and we investigated various simple structures (a single bump and groove) to give the
reader a quantitative feel for the response of these elemental pieces which make up many
plasmon structures.
Due to the complexities (in both amplitude and phase) that arise when coupling plasmons
and free radiation using perturbations in metallic surfaces, full field simulation is key to
accurately predicting and designing plasmonic structures.
Various applications were then presented: (1) explaining enhanced optical transmission
through subwavelength apertures in metal films; (2) designing hybrid plasmonic waveguides
for long range transport in silicon-on-insulator platforms; (3) designing circular micropo-
larizers in the NIR; and (4) designing plasmonic couplers for metal-insulator-metal tunnel
junction detectors.
Surface plasmons are actively being researched (or were recently) in various areas of
photonics, from optical interconnects to enhancing performance in solar cells. In many
areas, in the author’s opinion, much of the research has been fueled by misconceptions of
plasmon properties. For instance, research in the area of optical interconnects was fueled by
the fact that surface plasmon modes “can have sub-wavelength confinement”; however, this
is invariably coupled with high losses, with typical propagation lengths of only 10s of µm.
Due to the failure of plasmon modes to deliver on some initial promises, but the large
amount of research in the area, almost any photonic structure with metal in it is now dubbed
a “plasmonic” structure, and properties are questionably ascribed to “plasmonic” behavior.
For instance, the high fields in thin low index layers as described shown in Fig. 4.2 has been
used in “plasmon” waveguides in the literature to produce “nm scale confinement”, even
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though the effect has nothing to do with plasmons, and there isn’t any true confinement.
For long range modes, metals should not be present in the waveguides. Current state of
the art high index contrast waveguides have lower losses by orders of magnitude (and tighter
confinement) than any plasmon waveguides the author is aware of. This is reflected in the
realization of high index contrast optical interconnects in silicon platforms and their use in
current technology. In fact, the structure of Chapter 4 was necessarily hybrid in order to
get the long propagation lengths described therein, and it still, in terms of confinement, is
nowhere near the state of the art in integrated optical interconnects.
In solar cells, textured metallic back reflectors are now being restudied with respect to
“plasmonic” effects. While plasmon modes undoubtedly exist at the metal surfaces, it’s really
the scattering of light back into the active part of the solar cell which increases efficiency,
and any true plasmon mode would decrease efficiency as it increases Ohmic losses in metal.
Unpublished simulation results from our group used material properties in textured back
reflectors with equivalent reflection coefficients as a metal, but that would not support surface
plasmons, and similar efficiency boosts as those described in the literature were obtained.
Plasmonic structures are exceptional at polarization filtering due their inherent polariza-
tion selective behavior. Particularly, for micropolarizers that could be integrated onto focal
plane arrays, plasmonic structures such as those presented here offer a uniquely effective
solution.
Plasmonic coupling structures show promise in coupling to detectors as two-dimensional
lenses. However, the response will necessarily be narrow band. This is because plasmonic
structures that effectively focus light from a large area into a small detector, such as those
described in this thesis, are always coupled to some resonance, and are therefore narrow-
band.
Study of “plasmon” structures at longer wavelengths (into the microwave and radio wave
regimes) is an interesting topic. By coating metal surfaces with a thin high index layer,
optical-like plasmonic devices may be realizable without much of the constraints imposed by
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the higher losses at the shorter optical wavelengths. Large collection area two-dimensional
lenses could be used as couplers to detectors or transmitters, creating large area two dimen-
sional antennas for instance.
There are many opportunities for improvement in simulation. Coupling of electromag-
netic simulation to other kinds of simulation such as electrical or charge transport could be
extremely useful in the area of solar cell research, and some preliminary work has already
been done by our group in that direction.
To accurately study nonlinear effects, time domain (rather than frequency domain) sim-
ulations are ideal. The largest difficulty to attaining accurate models in the time domain
is dealing with dispersive media. For instance, the metal dielectric constants are typically
known as functions of frequency, and their response to an arbitrary time dependent field is
much more difficult to implement than what was necessary for models used in this thesis.
Parallelizable methods are also a possible direction for simulation improvement. For
frequency domain models, or parametrized models, parallelization is most easily done by
solving each parameter/frequency individually but in parallel. Finite difference time domain
simulation has been shown to scale well in terms of single model parallelization. Exploring
other methods for increasing model size and throughput using parallelization is extremely
interesting.
94
APPENDIX A - SUPPLEMENTAL ELECTRONIC FILES
Various files that were used in model creation in this thesis, which may be useful for
others attempting to extend upon the work are attached.
Table A.1: Supplemental Electronic Files
singleBump.mph Comsol model source file, which was used for the
bump models of Chapter 2.
singleGroove.mph Comsol model source file, which was used for the
groove models of Chapter 2.
myMatrixLayer.nb Mathematica source file with transfer matrix pro-
gram, a Drude model calculator, a model for the
index change in silicon due to free carrier concen-
tration changes, and a few other things.
optimizer.zip Zip file that contains an example of how to use the








5Grooves-PowerFlow.avi Video of power flow for incident planewave on five
grooves as wavelength is varied.
resonant cavity.avi Video of simulated energy in horizontally traveling
waves for a cavity surrounded by two ridges as the
wavelength is varied.
Interference.avi Video of inteference of H-field in a plasmon with
the incident field as a function of time.
TravelingSPP-HandE.avi Video of a simple plasmon propagating to the
right, showing both E and H fields.
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poincaré sphere coverage with plasmonic nanoslit metamaterials at fano resonance.
Phys. Rev. B, 82:193402, 2010. URL http://prb.aps.org/abstract/PRB/v82/i19/
e193402.
[85] Andy C. van Popta, June Cheng, Jeremy C. Sit, and Michael J. Brett. Birefringence
enhancement in annealed tio2 thin films. App. Phys., 102:013517, 2007. URL http:
//jap.aip.org/resource/1/japiau/v102/i1.
[86] Samuel L. Wadsworth and Glenn D. Boreman. Analysis of throughput for multilayer
infrared meanderline waveplates. Optics Exp., 18:13345–13360, 2010. URL http:
//www.opticsexpress.org/abstract.cfm?URI=OPEX-18-13-13345.
[87] Liang Feng, Zhaowei Liu, Vitaliy Lomakin, and Yeshaiahu Fainman. Form birefrin-
gence metal and its plasmonic anisotropy. App. Phys. Lett., 96:041112, 2010. URL
http://apl.aip.org/resource/1/applab/v96/i4.
106
[88] Paolo Biagioni, Matteo Savoini, Jer-Shing Huang, Lamberto Duò, Marco Finazzi, and
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