The operator x · ∇ is the generator of a semi-group of dilations. We first give Sobolev type inequalities with respect to the operator x · ∇. Using the inequalities,
Introduction
In this paper, we study some properties of distributions f ∈ D (Ω) satisfying x · ∇f ∈ L then we have the Sobolev inequality:
Remark that the constant C(p) in (1.2) is independent of g. For any λ > 0, we obtain
by substituting g(x) = h(λx) into (1.2). Therefore, we observe that (1.1) is a necessary condition.
Throughout this paper, we consider the following Sobolev type inequality with respect to the operator x · ∇ instead of ∇:
3), we observe that p = q is a necessary condition to obtain (1.3). Later, we shall prove that (1.
To state our results, we list some notation which will be used later. 
We are ready to state our first result.
, then (1.4) holds. That is, we have
and if there exist positive numbers ε and R such that
then we have
The proof of Theorem 1.1 will be given in Section 2. We now list three remarks on Theorem 1.1. 
Remark 2. The condition (1.6) is a necessary condition in some sense. For 0 < δ < 1/2 and 0 < ε < R < ∞, we define functions f
. Then we see that f
-functions vanishing at infinity and satisfy
Furthermore, we observe that
Remark 3. The number p/n appearing in (1.5) is the best constant. In fact, if we take
Hence we see that
as ε → 0. Moreover, if we take g(x) = e −|x| 2 , then we have
is bounded, then (1.4) implies the usual Poincaré inequality. See [5, 8] for related results.
As the application of the inequality (1.5), we give the following three propositions: The first proposition is concerned with a function space 
Proof. By (1.5), we find that f = 0 if and only if f |L
Therefore, we have
and L p is complete. By Remark 3, (1.9) holds.
In Theorem 1.1, one of the main assumptions is that f ∈ L p . As we see in Remark 1 above, the last space is not generalized to L 
Remark 5. In Section 3 below, we show some corollaries of the above proposition. In particular, we shall show that if f ∈ L 
, we see from (i), (ii) and the Lebesgue dominated theorem that
By (iv), we hence obtain lim inf
l→∞ φ l f p ≤ p n x · ∇f p .
It follows from (ii) and the Fatou lemma that
The inequality (1.5) is equivalent to Hardy's inequality if p = 2. To be more specific, we have:
Then the following two statements are equivalent:
(1.11)
Remark 6. The original Hardy inequality was given by [6] . Later, a lot of generalized Hardy inequalities are studied (see, e.g., [1, 2, 3, 4, 7, 9] ). In particular, it was shown that
for n ≥ 3, by using Theorem 1.1,(ii), the above proposition and (1.12), we can see that (1.11) holds for any W 1,2 (R n ). If we put g ε = |x|f ε , where f ε have been given in Remark 3, then we have
as ε → 0. Therefore, the constant 2/(n − 2) is optimal.
Proof of Proposition 1.4. We first prove that the statement (a) implies (b). Put g = |x|f .
Then we obtain
where ·, · denotes the inner product in L
It follows from the statement (a) and (1.13) that
, which implies (1.11).
Conversely, we assume that (b) holds. We put f = g/|x|. Then we have
Since 2 xf, ∇f = −n f 2 2 , we see from the statement (b) that
which implies (1.10).
Proof of Theorem 1.1
In this section, we give a proof of Theorem 1.1. For this purpose, we prepare some notation. For λ > 0 and for g : then we have (1.4) . Proof. For φ : Ω → C, we put
Then we have
For any λ > 0 and x ∈ Ω,
For any λ > 1, we see from (2.1) and (2.2) that
which implies (1.5) by letting λ → ∞.
for any x ∈ R n and θ > 0. Let θ 0 = ln(R/ε) and let |x| ≥ ε. Since |e θ 0 x| ≥ R, we see that f (e θ 0 x) = 0. By (2.6), we have
for any |x| ≥ ε. Thus (1.7) holds.
Application
In this section, we show some corollaries of Proposition 1.3. 
Proof of Corollary 3.1. Set
We immediately see that 
