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Abstract
We study the type inference problem for a distributed -calculus with explicit notions of
locality and migration. Location types involve names that may be bound in terms. This re-
quires an accurate new approach. We de0ne a notion of principal typing. We provide a formal
description of a sound and complete type inference algorithm.
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1. Introduction
In wide area distributed systems, such as the Internet, sensitive administrative do-
mains have to be protected against malicious agents, and tools are required for the
analysis of security properties. In this paper we focus on this topic using the dis-
tributed -calculus (D) [7] which is based on the polyadic asynchronous -calculus,
involving explicit and simple notions of locality and migration. The distribution is
one dimensional: in contrast with Djoin [6] or Mobile Ambients [4], locations do not
contain sub-locations (as in ‘ [1]). As in Mobile Ambients, communication is purely
local: only co-located processes can communicate. Contrary to Mobile Ambients and
Djoin, mobility is weak in the sense that we migrate code instead of computations.
Thus, this calculus provides a simple but powerful framework to model fundamental
features of distributed computations.
In Hennessy and Riely [7] a type system is proposed for D. The type system deals
with arity mismatch of communications as sorts do for the polyadic -calculus, and
also investigates an important issue of distributed systems: controlled access to system
resources. In the distributed -calculus, a resource is represented by a communication
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channel bound to a particular location. Hence, a location type is the set of channels
available to a process at a location, of the form
{a1 : 1; : : : ; an : n};
where each ai is a channel name and i a channel type. Locations can be sent through
channels that have a type Ch( ) where  is a location type. For instance, a process
knowing of a location ‘ with type {a : ; b : ′} has permission to use channels a and
b at ‘ and only these channels. In Amadio et al. [2], this type system is required to
guarantee the message deliverability property.
Even though it checks crucial properties, this type system assumes that all agents
are well typed. However, in networks such as the Internet, only a few locations may
be statically typed, and a dynamic type checking is necessary for agents coming from
untyped or unknown locations. A fundamental question arises: does a type checking
algorithm exist?
In this paper we show that, in addition to type checking, we can design a type
inference algorithm -a la ML for D, with undecorated terms (Ha la Curry). In the area
of partially known networks, type inference is preferable to type checking as it does
not rely on any trust in the type annotations of an incoming code. Usually, such an
algorithm proceeds in two steps:
• given a term S and its initial typing context  (associating a type variable to each
free location name of S), generate type constraints involving type variables;
• produce a substitution  of type variables for types solving the constraints.
If the algorithm succeeds, then the application of the substitution to the initial context
 is a valid typing context for S. Otherwise, S is not typable. Despite this simple
scheme, we have to face two major diJculties described below together with the
solutions worked out in this paper.
Principal typing. Basically, a principal typing is a typing context which represents all
possible types by ground instantiation of type variables. Unfortunately, this de0nition
is not suitable here because our type system involves subtyping on location types.
Indeed, consider the term Ka‘ | a(k) ·P which sends the location name ‘ over the
channel a and binds k to ‘ in P, and suppose that a has type Ch({b : ; c : ′}). Then
P is allowed to use at most b and c at the received location, that is k has a type
 ⊆{b : ; c : ′}. Moreover, all location names sent through a must have a type that
declares at least b and c, that is ‘ has a type  ′ ⊇ {b : ; c : ′}. We see that the types
of ‘ and k are related to the type of a, and all valid typings for that term have to
satisfy this relation.
Therefore, we de0ne a principal typing for a term S as a pair (;A) where 
is a typing context involving type variables and A is a set of subtyping constraints.
An instance  is a valid typing for S if and only if  satis0es A. Our algorithm
generates not only equations of types but also inequalities. Principal typing is yet
another advantage of type inference over type checking as it allows separate analysis
of program modules which is crucial in the framework of mobile systems.
Dependent types. The second and most important diJculty comes from the fact that
location types are the so-called dependent types: they involve names which may be
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bound in terms. For instance, consider the term Q= a(b):(‘)P which receives a name
b, creates a location ‘, and triggers P. Here b is bound in (‘)P, and ‘ may be given
a type {b : }. If we create the location ‘ before reception of b as in R= (‘) a(b) ·P,
then ‘ cannot have a type where b occurs. Otherwise typing would not be preserved
by -equivalence of terms. It is the analysis of P that leads to a type for ‘ which
might be a valid one depending on whether ‘ is created before the reception of b or
not. However, when analysing P, ‘ and b both appear free and if the order in which
they have been bound is not recorded using an accurate technique, a naive algorithm
may assign types to untypable terms.
Our solution introduces a novel notion of binding relation that, intuitively, keeps
track of the order in which channels are bound. It relates channel names and type
variables such that if (a; ), is in the relation, then it is forbidden to substitute the type
variable  for a type in which the name a occurs. In the 0rst step of the algorithm, this
relation is updated each time a bound channel is met. For instance, consider R above,
and suppose that ‘ is given a type variable . When the algorithm treats the reception
of b, it updates the binding relation by associating b to each current type variable. In
particular, the pair (b; ) is added to the binding relation, thus preventing ‘ from being
assigned a type in which b occurs. In Q, ‘ is given a fresh type variable  when the
name creation is handled, i.e. after the reception of b. Hence,  is not “bound related”
to b and may be substituted by {b : }.
We give a sound and complete type inference algorithm that produces a principal
typing. We express our algorithm in the form of a rewriting system, which allows for
neat formal proofs.
Related works. Our calculus is actually a variant of the one in Hennessy and Riely
[7]: the latter uses a synchronous communication and an explicit typing (terms involve
types). However, we could easily treat synchronous and decorated terms. For instance,
consider the term Q= (a : )P. Applied to (a)P, either our algorithm fails and Q is
not typable, or it succeeds and produces a type  for a, in this case Q is typable if and
only if  is an instance of . Our location types are very similar to the record types
of Wand [18]; R$emy [15,16]; Jategaonkar and Mitchell [8]. However, using techniques
developed in these papers, the use of a binding relation requires some accurate new
treatments. To our knowledge, the type inference algorithm presented in this paper is
the 0rst one dealing with these kind of dependent types.
2. A calculus with localities
In this section we brieNy introduce our distributed calculus and give the operational
semantics. For the sake of simplicity, this calculus is presented in its monadic version.
Apart from that, it is the usual asynchronous -calculus with some primitives for spatial
distribution and migration of processes organised as a two-level model: the processes
(or threads) level and the networks (or con0gurations) level. As in Hennessy and Riely
[7] communication is local, that is we cannot directly send a message from a location
‘ to a remote process at location k: we must migrate the message to k, and then we
can communicate.
228 C. Lhoussaine / Science of Computer Programming 50 (2004) 225–251
Fig. 1. Syntax of terms.
In order to state the syntax, we consider a denumerable set N of (simple) names
which is assumed to be partitioned into two sets: the channel names Nchan = {a; b; : : :}
and the location names Nloc = {‘; k; : : :}. The object of a communication may be com-
pound: that is, a channel name a together with a location name ‘ denoted by a@‘ and
meaning “the channel a (to be) used at location ‘”. We can also abstract and restrict
location names. The grammar of terms is given in Fig. 1. We denote by U; V; : : : a
process or a network, fn(U ) (resp. bn(U ); nm(U )) the set free (resp. bound, all) names
occurring in U .
Before describing types, we brieNy present the operational semantics in the “chemical
style” of Berry and Boudol [3]. To this end, we de0ne the structural equivalence ≡
in Fig. 2 where
u@‘ =
{
a@‘ if u = a;
u otherwise;
subj(u) =
{
a if u = a or u = a@‘;
‘ if u = ‘;
and E is any evaluation context, de0ned by
E ::= • | (E |U ) | (vu)E | ‘<E=:
Note that the operation u@‘ has no eOect if u is compound, i.e. (a@‘)@k = a@‘.
As usual, in an evaluation context • stands for a “hole” and E[U ] denotes the sub-
stitution of the hole for the term U in E providing that the resulting term is valid.
The reduction → de0ned in Fig. 2 is built upon two laws: the standard communication
one plus a law of movement for migration. [u 
→ v] stands for the substitution of u
by v if they have the same pattern and is unde0ned otherwise. In particular, we have
[a@‘ 
→ b@k] = [a 
→ b; ‘ 
→ k].
3. The type assignment system
Let V= {; ; : : :} be a denumerable set of type variables partitioned into three sets:
the set of general type variables (t; t′; : : :), the set of channel type variables (h; h′; : : :),
and the set Vloc of location type variables (or row variables) ranged over by  L;  ′L; : : :
where L∈P0n(Nchan). The grammar of types is given in Fig. 3. We denote by var()
the set of type variables occurring in . We denote by ; ;  ; : : : the ground types that
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Fig. 2. Operational semantics.
Fig. 3. Type schemes.
is the types  such that var()= ∅. We will often write {a1 : 1; : : : ; an : n;  } for
{a1 : 1; {: : : ; {an : n;  }} : : :}. In the following, by “type” we mean “type scheme”
and explicitly refer to types without type variables as “ground types”.
Typing a location name means: “recording the names and types of channels on which
a communication is possible inside the location”. That is, a location type is a record
of channel names together with their types: this is a dependent type since it contains
terms, viz. channel names. Extension of a location type is achieved by means of a
row variable that may be substituted with a location type. A location type which ends
with a row variable is called an extensible location type. In the literature on object-
oriented languages, location types are rather called rows and are used for the typing of
records [18,15,16,8,13]. They allow the typing of usual operations on records: update,
extension, restriction and concatenation [5]. The main diOerence between rows and
location types is that in the latter, labels may be variables rather than just constants.
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Fig. 4. Type assignment system.
A row variable is obtained by the partial function rv (e.g. rv({a : ;  L})=  L). We
also denote the set of names typed in a type  by dom( ) (e.g. dom({a : ; b : ";  })
= {a; b}). As for record types in {a1 : 1; : : : ; an : n;  L} the names a1; : : : ; an have to
be distinct, an assumption we will take throughout the paper. In order to preserve this
property by instantiation, the row variable of a type  is equipped with a subscript, that
is a set of names which is meant to contain at least dom( ). Intuitively, the subscript
L of a row variable  L allows one to substitute it for a location type de0ning channels
which do not occur in L, thus avoiding duplicated assignments. However, in Section 4,
we show that with dependent types this is not suJcient. The type of a compound
name a@‘ is a “located channel type” @ meaning: “a has the type  at a remote
location of which the type is at least  ”. These types are existential because @ 
should be read as {a : ;  } for some a. We assume that in a(u) ·P we have u = a,
and in {a1 : 1; : : : ; an : n;  L} we have  L =∈ var(1; : : : ; n).
The type assignment system is given in Fig. 4. We give a formal de0nition of well-
formed types in the next section. The type assignment system deals with sequents of the
form  ‘ P, for checking that the process P, placed at the current location ‘, conforms
to the typing assumption , and similarly   S for systems. We have two kinds of
sequents for names:  W‘ u :  to type names with weakening of hypotheses and
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sequents  ‘ u :  without weakening. The latter are used to type formal parameters
in input.
A typing context  is a mapping from a 0nite subset dom() of Nloc into the set
of ground location types. We use a union %;  of typing contexts, de0ned as follows:
(%; )(‘) =


%(‘) if ‘ ∈ dom(%)− dom();
)   if %(‘) = ) & (‘) =  ;
(‘) if ‘ ∈ dom()− dom(%);
where  ) denotes the union of  and ), which is only de0ned if  and ) assign the
same ground types to the names they share. As usual, we assume that bound names
are chosen such that no collision with other bound or free names may arise.
We comment on the rules and note some elementary properties. In the rules for
names without weakening the conclusion determines the context. Namely, if  ‘ u : 
and % ‘ u :  then =%. The rule for output involves a form of subtyping for
localities: for instance, the judgement
‘ : {b : ; c : "}; k : {a : Ch({b : })} k Ka‘
is valid, even though the ground type of ‘ given by the context is more generous than
the one carried by the channel a. As usual, to type the body of an input the context
is enriched with the information necessary for the typing of the formal parameters.
There are three cases for typing a name generation (u)P and the rules follow the
same pattern as those for typing names. To type a migrating process go ‘:P, one must
type P at locality ‘, while the resulting current locality is immaterial.
The main result concerning this type assignment system is the subject reduction
property: if   S and S → T , then   T . The proof, by induction on the derivation
of S → T , can be found in Lhoussaine [1].
4. Managing the dependent types
In this section, we de0ne and motivate the notions of principal typing and binding
relations. Binding relations are needed to prevent a variable from being substituted
with unsuitable types. We also de0ne the notion of admissible—or well-formed—type
schemes according to a binding relation.
Our type inference algorithm consists, as usual, of two steps:
(1) from a term and an initial typing context, generate type scheme constraints,
(2) then we search for the most general solution to the constraints such that its appli-
cation to the initial typing context provides a principal typing: this is constraint
uni1cation.
Let us begin with substitutions. A substitution (; +; : : :) is a 0nite mapping from
type variables to types. For = [1 
→ 1; : : : ; n 
→ n] we denote by dom() the set
{1; : : : ; n} and by vrang() the set
⋃
i∈{1:::n} var(i). We consider idempotent substi-
tutions, in particular we have dom()∩ vrang()= ∅. We also make the assumption
that substitutions respect the grammar of types. Outside its domain a substitution is
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intended to be the identity. The substitutions are trivially extended to homomorphisms
on types and other objects (as contexts, subtyping assertions, etc.). With + ·  we de-
note the composition of the substitutions + and , and with ∅ we denote the empty
substitution.
4.1. Principal typing
By a principal typing for a term U , we mean a context scheme (i.e. a context
involving type schemes denoted by ; ; : : :) for which all ground instantiations are
valid typing contexts for U . However, this de0nition is too permissive because such a
principal typing could involve invalid instantiations as in the following example.
Example 1. Consider S = ‘< Ka‘ | Kbc= where c has some ground type . Then ‘ has ground
type {a : Ch( ); b : Ch(); c : } where  can be either {b : Ch(); c : }, {b : Ch()},
{c : } or {}. One might expect
 = ‘ : {a : Ch( ′∅); b : Ch(); c : ;  {a;b;c}}
to be a most general typing for S. Obviously this is not the case since the application
of [{b : Ch(Ch())}= ′∅] to  does not give a valid ground type for ‘. Indeed, b is used
as a channel of ground type Ch(Ch()) whereas a sends ‘ where b has the ground
type Ch().
We introduce a relation  ¡: ) on location types (similar to that of [7]) that can be
understood as )⊆  , viewing location types as sets.
De#nition 2. We de0ne the relation ¡: on location types as follows:
 ¡: {}  ¡:  L
 ¡: )
{a : ;  } ¡: {a : ; )}
.
This relation de0nes subtyping assertions. The subtyping assertions of the form  ¡:  L
are called atomic. Moreover, we write  ≡ ) if  ¡: ) and ) ¡:  . 1
We can observe subtyping in receptions and emissions of location names. For in-
stance, if P in a(‘) ·P uses channels a1; : : : ; an at location ‘ then a must have a ground
type Ch( ) where  assigns at least a ground type to each ai. Therefore, in P, ‘ has
a ground type ) such that  ¡: ). Symmetrically, when emitting k on a, k must have
a ground type )′ that assigns to each ai the same ground type as  does; that is
)′ ¡:  .
Example 3. Let us consider the term
S = ‘< Kak | a(‘′):go ‘′: Kbd= | k< Kcd=;
1 This should not be confused with structural equivalence. Intuitively,  ≡ ) means that  and ) are
identical modulo their row variables.
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where d has some ground type . After the input of k on a, S migrates to k a message
on b. Then any location transmitted on a has to de0ne at least a channel b with ground
type Ch(). Then S can be associated with the following context scheme:
‘ : {a : Ch({b : Ch();  {b}});  ′{a}}; k : {b : Ch(); c : Ch();  ′′{b;c}}
a may also have the ground type Ch({b : Ch(); c : Ch()}) that can be obtained by
the ground substitution [ {b} 
→ {c : Ch()}]. Not all substitutions of  {b} give valid
typings for a (as for instance [ {b} 
→ {c : Ch(Ch())}]). However, whether or not a
substitution gives valid ground types for S is easily decidable: any substitution  that
preserves the atomic subtyping assertion {c : Ch();  ′′{b; c}} ¡:  {b} (that is, such that
({c : Ch();  ′′{b; c}}) ¡: ( {b}) is still valid), preserves the typing of S.
This example suggests the following de0nition of principal typing.
De#nition 4. Let A be a set of atomic subtyping assertions, we say that ;A is a
principal typing for S if
(1) for all ground substitution + that preserves A and such that var()⊆ dom(+), we
have +  S,
(2) for all % such that %  S, there exists a ground substitution + that preserves A
such that % =dom() + and +  S.
Note that, because it involves type variables, our notion of principal typing does not
directly provide a valid typing but its ground instantiations do. Moreover, the set of
subtyping assertions of a principal typing being atomic, it can always be satis0ed, at
least, by a ground substitution which assigns the empty location type {} to any row
variable occurring in the right hand side of a subtyping assertion. Indeed, any location
type is a subtype of {}. Also, our de0nition is not an instance of the general de0nition
of principal typing in [19], but we believe that it captures its main idea that is to
“represent all other possible typings for a given term”. One could require in De0nition
4, some kind of canonical form for the set of atomic subtyping assertions. We leave
this question for future work.
4.2. Binding relations
In order to keep the names of a location type distinct, as in [16], a row variable of
type  is equipped with a subscript. It is a set of names which is meant to contain
at least dom( ). In this case  is said to be well formed. Substitutions of the form
[ L 
→  ] have to satisfy the following requirements:
(1) dom( )∩L= ∅,
(2) if rv( )=  ′L′ then L⊆L′.
Condition 1 forbids the substitution of a row variable with a type which contains a
label belonging to the subscript. However, in the presence of dependent types, those
subscripts are no longer suJcient. Indeed, the names occurring in location types belong
to the same syntactic category as the names that may be bound in the terms. Moreover,
the latter are not supposed to occur in the principal typing produced for it. However, the
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algorithm “deconstructs” the term, and names that were initially bound later appear free.
For instance, associating the context scheme ‘ :  ∅; k :  ′∅ to the network S = ‘<a(b) ·
go k: Kbc=, after two deconstructions the term go k: Kbc appears in which b is free and
supposed to be known at k. So, we may substitute  ′∅ with a location type which
assigns a type to b. However, S is not typable since it tries to use the name b local
to ‘ at a remote location k. To amend this, we could declare that if the generated
substitution has bound names in its range, then it is not valid, and conclude that the
term is not typable. However, this would be too strong. Indeed, consider the term
T = ‘<d(b):(va)Q= where Q = ( Ka‘ | a(k):go k: Kbc)
that waits at location ‘ for a channel b, then creates a channel a carrying the location
‘. Since b and c are used by a process spawned at a location received along a, a must
have at least the ground type Ch({b : Ch(); c : }). A bound name (b) appears in the
type of a. However, this is not at variance with the fact that bound names do not
appear in the typing context of a term because T is actually typable with the context
‘ : {d : Ch(Ch())} in which the type of a does not appear. But in the type inference
we have to compute all the types and produce a substitution that may contain bound
names in its range. Therefore, we generalise the notion of subscripts of row variables
to all type variables in a stronger form. Intuitively, we associate to each variable ,
a set L representing the names not compatible with . That is, substitutions are not
allowed to map  into a type containing elements from L. Unlike the row variables,
these generalised subscripts have to be dynamically updated during type inference. We
formalise this notion by means of 0nite relations.
De#nition 5. A binding relation B is a 0nite subset of Nchan×V. We note B() the
set {a | (a; )∈B} and im(B) the set {a | ∃:(a; )∈B}.
Binding relations might be used instead of the subscripts of the row variables: the
type {a : ; b : ";  {b}} can be considered well-formed with respect to the binding re-
lation B= {(a;  {b})} even if the subscript of  {b} does not contain a. Indeed, a
substitution that respects B never substitutes  {b} by a type containing a, and there-
fore never duplicates its typing. However, the subscripts cannot be removed because
the binding relations are stronger constraints. For instance, we want to be able to ex-
tend {b : ; } with {a : Ch({b : })}. This would be allowed by subscripts (that is if
=  {b}), but not by binding relations (that is if =  ∅ and B( ∅)= {b}) because
subscripts are only concerned with the domains of location types, while binding re-
lations are concerned with whole types (in this sense binding relations are stronger).
The consequence is that well-formedness of types depends on binding relations. We
say that  is well-formed with respect to B if the names of dom( ) are all distinct,
and, if  is extensible with row variable  L, then dom( )⊆L∪B( L). More formally,
a type  is well-formed with respect to B if there exists a proof of the judgement
 ::B in the inference system given in Fig. 5 where L is a 0nite set of names and unionmulti is
the disjoint union. In a derivation of {a1 : 1; : : : ; an : n;  L} :: (L′;B) the set L′ is used
to verify that each ai is either in L or in B( L).
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Fig. 5. Well-formedness of types with respect to a binding relation.
De#nition 6. We say that a substitution  respects a binding relation B if
(1) ∀∈ dom(): nm(())∩B()= ∅ and () ::B,
(2) ∀ L ∈ dom(): dom(( L))∩L= ∅, and if rv(( L))=  ′L′ , then B( L)⊆B( ′L′) and
L⊆L′ ∪B( ′L′).
The 0rst point of this de0nition simply says that  assigns types to variables accord-
ing to what the binding relation allows, and that those types are still well-formed. The
second point is a generalisation of the requirements 1 and 2 given at the beginning of
Section 4.2 to guarantee that substitution preserves well-formedness.
Lemma 7. The following hold:
(1) if  ::B and  respects B, then () ::B,
(2) if B⊆B′ and  ::B then  ::B′.
Proof (Sketch). First, one has to prove that if  respects B,  L ::B and ( L) is exten-
sible, then ( L) :: (L′;B) where L⊆L′. Then in order to prove (1) we simultaneously
prove that if  respects B and  :: (L1;B) then there exists L2 such that ( ) :: (L2;B)
with L1⊆L2. Similarly, the proof of (2) relies on the fact that if  :: (L1;B) then
 :: (L2;B′) with L1⊆L2. For both points we proceed by induction on the proof of the
predicate.
Unfortunately, the composition of two substitutions that respect B does not neces-
sarily respect B. For instance, = [t 
→  ∅] and += [ ∅ 
→ {a : ;  ′{a}}] respect B= {(a;
t)}. However, the composition + · = [ ∅ 
→ {a : ;  ′{a}}; t 
→ {a : ;  ′{a}}] does not
respect B, because a∈ nm(+ · (t)) whereas a∈B(t).
De#nition 8. B is -closed if ∀∈ dom();∀∈ var(()):B()⊆B().
The proof of the following lemma relies on Lemma 7(1) and is straightforward.
Lemma 9. Let  be a substitution that respects B and let B be -closed, then for
all substitutions + that respect B, + ·  respects B.
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From a binding relation it is easy to construct another one which is -closed.
De#nition 10. We de0ne the -closure of B as the following binding relation:
B ∪
⋃
∈dom()
⋃
∈var(())
B()× {}:
The [t 
→  ∅]-closure of {(a; t)} is {(a; t); (a;  ∅)}. The reader can easily check that
if  respects B, then  still respects its -closure which is -closed.
5. Solving type constraints
In this section we give an algorithm solving type constraints in terms of a rewriting
system. The usual uni0cation problem is: given equations between types, does there
exist a substitution for type variables that makes the types equal? As for uni0cation of
record types, type equality is supposed to be modulo the equation E:
{a : h; {b : h′;  L}} =E {b : h′; {a : h;  L}}:
That is, the ordering of the 0elds of location types does not matter. For instance,
{a : ; b : ′;  {a; b}} and {b : ′; a : ;  {a; b}} de0ne the same location type.
De#nition 11. A typing constraint is a set E of equations between type schemes
{1 := 1; : : : ; n := n}. A subtyping constraint is a set I of inequalities between lo-
cation types { 1 l )1; : : : ;  n l )n}. We say that  is a solution of E (resp. I) if
(i)= (i) (resp. ( i) ¡ : ()i)) for all 16i6n. We note E ::B if i ::B and
i ::B for all 16i6n and similarly for I ::B. We write  ≡˙) for  l ); )l  .
We write  =X + where X is a set of type variables if ()= +() for all ∈X.
De#nition 12.  is more general on X than + if and only if there exists a substitution
′ such that + =X ′ · . In this case we write 6X +.
De#nition 13. A constraint is a tuple (E;I)B such that E ::B and I ::B. A substi-
tution  is a solution of (E;I)B if it is a solution of E and I that respects B. A
substitution  is a principal solution of (E;I)B on X, if for all ground solution + of
(E;I)B, we have 6X +.
We de0ne a reduction relation  on tuples (E;I; )XB in Fig. 6 where
(E;I; )XB−−−−−−−−→
(E′;I′; ′)X
′
B′
has to be read as (E;I; )XB  (E
′;I′; ′)X
′
B′ and {E;  := } as E∪{ := }. We as-
sume that any location type occurring in a tuple is extensible, a property which is
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Fig. 6. Reduction relation for uni0cation.
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trivially preserved by the reduction relation. We make use of the abbreviation   L for
[rv( ) 
→  L] . The idea is that starting from (E;I; ∅)XB—that is a constraint (E;I)B,
a set of type variables X containing those occurring in E and I and the empty
substitution—we apply the reduction relation until we reach either a con0guration
(∅;A; )YB where  is a principal solution of (E;I)B on X, or the failure con0g-
uration ⊥ if E and I have no common solution. Basically, this relation consists of
the decompositions of pairs of types until one of these is a type variable. Then (rule
(elim)), the current substitution  is composed with the substitution of the type variable
for the other type (the latter being also applied to the remaining constraint) provided
that it respects the current binding relation. The condition  =∈ var() ensures that there
is no remaining occurrence of the eliminated variable in the resulting constraint, thus
avoiding in0nite reductions. If this condition fails, the rule (clash) leads to the failure
con0guration. The rule (triv) removes trivial equations. The rules (chan), (at) and
(loc1) simply decompose types. Rule (loc2) uni0es location types with disjoint do-
mains: it extends each location by means of an appropriate substitution of their row
variables.
Rules (st1) and (st2) are used to solve subtyping inequalities. The 0rst one asserts
that {a : ;  }l {a : "; )} has a solution if we can unify  with " and if  l ) has
a solution. Rule (st2) applies on  l ) when the channels de0ned in ) are not in  .
We then extend  with the channels typed in ) with respect to the current binding
relation.
Lemma 14. If + ·  is a ground substitution that respects B and dom(+)∩ dom()= ∅,
and if B′ is the -closure of B, then + respects B′.
The following lemma justi0es the side conditions of the rule (loc2).
Lemma 15. Let  be a ground substitution that respects B and E ::B.
(1) If {a : ;  } ::B and {a : "; )} ::B, then  is a solution of {E; {a : ;  } := {a : ";
)}} if and only if,  is a solution of {E;  := ";  :=)}.
(2) If dom( )∩ dom())= ∅,  ::B, ) ::B,  L = rv( ) and  ′L′ = rv()), then  is a
solution of {E;  :=)} if and only if
(a)  L =∈ var())−  ′L′ and  ′L′ =∈ var( )−  L,
(b) dom( )∩L′= ∅ and dom( )∩L= ∅,
(c) nm( )∩B( ′L′)= ∅ and nm())∩B( L)= ∅,
(d) for any 1nite set of type variables Y, for any  ′′L′′ =∈X∪Y∪ dom(B) (where
X= var({E;  :=)}) and L′′=(L − B( ′L′)∪ (L′ − B( L)))), there exists a
substitution + such that  =X∪Y + · ′ where ′= [ ′L′ 
→   
′′
L′′ ;  L 
→) ′′L′′ ],
and ′E ::B′ and + is a solution of ′E that respects B′ where B′ is the
′-closure of B. Finally, ′ respects B′.
Proof. The proof of (1) is straightforward. We prove (2).
(⇒) Proving (2a) amounts showing that, if  L ∈ var()) −  ′L′ then ( ) is neces-
sarily in0nite. In order to prove (2b), suppose that  = {a : ;  ′} and a∈L′. Since
 is solution of  :=), we have {a : (); ( ′)}= ()) and then there exists )′
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such that ( ′L′)= {a : (); )′} because a =∈ dom()). However, since  respects B,
we have dom(( ′L′))∩L′= ∅ and then a =∈L′. To prove (2c), one has to remark that
nm( )⊆ nm(( ′L′)) and, since  respects B, we have nm(( ′L′))∩B( ′L′)= ∅ and
therefore nm( )∩B( ′L′)= ∅. In order to prove (2d), suppose that  = {a1 : 1; : : : ; an
: n;  L} and )= {b1 : "1; : : : ; bm : "m;  ′L′}, then
{a1 : (1); : : : ; an : (n); ( L)} = {b1 : ("1); : : : ; bm : ("m); ( ′L′)}
and since {a1; : : : ; an}∩ {b1; : : : ; bm}= ∅, there exists  such that
( L) = {b1 : ("1); : : : ; bm : ("m);  } and
( ′L′) = {a1 : (1); : : : ; an : (n);  }:
We de0ne + by +( ′′L′′)=  and +()= () if  =  L;  ′L′ . Since  L;  ′L′ =∈ (var( )∪
var())) − { L;  L′}, it is easy to check that ( L)= + · ′( L) and ( ′L′)= + · ′( ′L′),
and then  =X∪Y + · ′. Now we show that ′ respects B′. To prove that   ′′L′′ ::B′,
we have to show that {a1; : : : ; an}⊆L′′ ∪B′( ′′L′′) which comes from the fact that
L′′ ∪B′( ′′L′′)=L∪L′ ∪B( L)∪B( ′L′) and {a1; : : : ; an}⊆L∪B( L) (since  ::B). By
(2c) and the fact that B′( L)=B( L) and B′( ′L′)=B( 
′
L′), we have nm( 
 ′′L′′ )∩
B′( ′L′)= ∅ and nm() 
′′
L′′ )∩B′( L)= ∅. Finally, the conditions of De0nition 6(2) are
easily veri0ed by (2b) and by de0nition of B′ which proves that ′ respects B′. From
E ::B, by Lemma 7(2) we have E ::B′, and by Lemma 7(1), ′E ::B′. We show that
[ ′′L′′ 
→  ] respects B. By the fact that ( L) ::B and B( ′′L′′)= ∅, we have  ::B, and
nm( )∩B( ′′L′′)= ∅. Moreover, dom( )⊆ dom(( L))∩ dom(( ′L′)) and, since  re-
spects B, we have (dom(( L))∩ dom(( ′L′)))∩ (L∪L′)= ∅ therefore, dom( )∩L′′
= ∅. We have + · ′=  · [ ′′L′′ 
→  ] where [ ′′L′′ 
→  ] respects B which is [ ′′L′′ 
→  ]-
closed (because var( )= ∅), therefore by Lemma 9,  · [ ′′L′′ 
→  ] respects B and so
does + · ′. Finally, by Lemma 14, + respects B′.
(⇐) It is suJcient to show that the restriction +′ of + · ′ to the domain dom(+ · ′)−
 ′′L′′ is a solution of  
:=). Let
 = {a1 : 1; : : : ; an : n;  L} and ) = {b1 : "1; : : : ; bm : "m;  ′L′}:
By hypothesis,  L =∈ var())−  ′L′ and  ′L′ =∈ var( )−  L, therefore
′( ) = {a1 : 1; : : : ; an : n; b1 : "1; : : : ; bm : "m;  ′′L′′}
′()) = {a1 : 1; : : : ; an : n; b1 : "1; : : : ; bm : "m;  ′′L′′}
and + · ′( ) = {a1 : +(1); : : : ; an : +(n); b1 : +("1); : : : ; bm : +("m); +( ′′L′′)}
+ · ′()) = {a1 : +(1); : : : ; an : +(n); b1 : +("1); : : : ; bm : +("m); +( ′′L′′)}:
Since  ′′L′′ =∈ var( ; )), we have +′( ) = + · ′( ) = + · ′()) = +′()) and then +′ is
indeed a solution of  :=).
The following is used in the proofs of Lemmas 18 and 19.
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Lemma 16. The following hold:
(1) if B is -closed,  respects B, vrang(+)∩ dom()= ∅ and B′ is the +-closure of
B, then B′ is -closed and  respects B′,
(2) if B is -closed,  and + respect B with (vrang(+)∪ dom(+))∩ dom()= ∅, and
B′ is the +-closure of B, then + ·  respects B′ and B′ is + · -closed.
De#nition 17. We say that (E;I; )XB is a well-formed con1guration if dom()∩
var(E;I)= ∅, var(E;I; )⊆X,  respects B, B is -closed, E ::B and I ::B.
This de0nition gives an invariant for the reduction relation of uni0cation.
Lemma 18. The property of well-formedness of con1gurations is preserved by  .
Proof (Sketch). We give the proof for the rules (elim), (loc2) and (st2).
(elim) Suppose that ({E;  := };I; )XB  (+E; +I; + · )XB′ by rule (elim) where +=
[ 
→ ] and B′ is the +-closure of B. Since nm()∩B()= ∅,  ::B and  =∈Vloc,
we deduce that + respects B. Therefore, by Lemma 16(2), + ·  respects B′ which is
+ · -closed. Since + respects B′ ⊇ B and E ::B and I ::B, by Lemma 7(2), we have
E ::B′ and I ::B′, and by Lemma 7(1), +E ::B′ and +I ::B′.
(loc2) According to Lemma 15, += [ ′L′ 
→   
′′
L′′ ;  L 
→) ′′L′′ ] respects B′. By Lemma
16(1),  respects B′ which is -closed and, by Lemma 16(2), + ·  respects B′ which
is + · -closed.
(st2) We show that += [ L 
→) ′′L′′ ] respects B′. We have nm() ′′L′′ )= nm()) and
B′( L)=B( L) (because  L =∈ var()) −  ′L′), therefore nm() 
′′
L′′ )∩B′( L)= nm())
∩B( L)= ∅. Since B′( ′′L′′)=B( L)∪B( ′L′), we also have B′( ′′L′′)⊆B′( L). Now,
we show by induction on the proof of ) :: (L0;B) that ) 
′′
L′′ :: (L1;B′) with L0⊆L1. If
)=  ′L′ , we have  
′
L′ :: (L0;B) with L0 =L
′ ∪B( ′L′). And  ′′L′′ :: (L1;B′) with L1 =L′′
∪B′( ′′L′′)=L∪L′ ∪B( L)∪B( ′L′), and so L0⊆L1. If )= {a : ; )′} :: (L0;B), then
 ::B and )′ :: (L0unionmulti{a};B). By induction hypothesis, )′ ′′L′′ :: (L2;B′) with L0unionmulti{a}⊆L2,
therefore there exists L1 such that L2 =L1 unionmulti{a}. By Lemma 7(2), we have  ::B′ and
so {a : ; )′ ′′L′′ } :: (L1;B′). Thus ) ′′L′′ ::B′ which completes the proof that + respects
B′. Similarly one can prove that   
′′
L′′ ::B′. We can easily see that  respects B′ be-
cause it respects B′′ (by Lemma 16(1)). Finally, as in the previous case, we can easily
check that + ·  respects B′ which is + · -closed, +E ::B′ and +I ::B′.
The following lemma states the preservation of solutions by the reductions.
Lemma 19. If (E;I; )XB  
∗ (E′;I′; ′)YB′ and (E;I; )
X
B is a well-formed con1gu-
ration, then ′ respects B and, ′= ′′ ·  and,
(1) for all ground solutions + of (E;I)B, there exists +′ such that + =X +′ · ′′ and
+′ is a ground solution of (E′;I′)B′ ,
(2) for all solutions + of (E′;I′)B′ , + · ′′ is a solution of (E;I)B′ .
Proof (Sketch). We proceed by induction on the length of the sequence of reductions.
We only consider the base cases (for a sequence with length greater than 1 the proof
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uses the induction hypothesis straightforwardly). The cases of rules (triv), (chan), (at),
(loc) and (st1) are trivial because ′′= ∅, Y=X and B′=B. The case of (loc2) is
based on Lemma 15.
(elim) We have ′′= [ 
→ ] which respects B and Y=X. Since B is -closed,
B′ is the ′′-closure of B and dom()∩ (var()∪{})= ∅, by Lemma 16(2), B′ is
′′ · -closed and ′′ ·  respects B′. By Lemma 9, ′′ ·  respects B.
(1) From the fact that + is a solution of {E;  := } that respects B, we deduce that
+ has the form += [1 
→ 1; : : : ; n 
→ n;  
→ +()]. Let +′= [1 
→ 1; : : : ; n 
→ n],
then + =X +′[ 
→ ] because  =∈ var(). Since +′[ 
→ ] respects B and that B′ is
the closure of B by [ 
→ ], by Lemma 14, +′ respects B′. Finally, since + is a
solution of E and I, +′ is obviously a solution of [ 
→ ]E and [ 
→ ]I.
(2) If + is a solution of [ 
→ ]E and [ 
→ ]I, then +[ 
→ ] is obviously a solution
of E and I. +[ 
→ ] respects B′ by Lemma 9.
The proof of the case (st2) is quite similar.
The following lemma states the termination of our algorithm. Note that it relies
on an obvious progress result: thanks to (clash) every well-formed con0guration can
take some reduction step unless it is already failure (⊥) or consists only of atomic
inequations.
Lemma 20 (Termination). Suppose that (E;I; ∅)XB is a well-formed con1guration,
then all sequence of reductions (E;I; ∅)XB  (E′;I′; ′)YB′  : : : terminates either
with ⊥ or with (∅;A; )YB′′ where A is a set of atomic subtyping assertions.
Proof (Sketch). For each tuple (E;I; )XB we associate a pair of natural numbers
(nv; ns) where nv is the number of distinct type variables occurring in E and I, and
ns is the sum of the sizes of types in E and I (assuming variables have size 1).
Moreover, we associate (0; 0) to ⊥. One can easily check that (nv; ns) decreases (w.r.t.
the lexicographical order) for any rule except for (st2). The number of inequalities
occurring in I being constant during the reduction steps, we can sort and keep them
sorted. Suppose that
(E; { 1l )1; : : : ;  nl )n}; )XB  (E; { ′1l )′1; : : : ;  ′nl )′n}; ′)YB′ : (†)
Then, for any i, if rv( i)=  L and rv( ′i )=  
′
L′ , one can prove that L∪B( L)⊆L′ ∪
B′( ′L′). Furthermore, if (†) is obtained by the rule (st2) then, we even have L∪B( L)
( L′ ∪B′( ′L′). However, L′ ∪B′( ′L′) is bound by the set of all channel names occur-
ring in the tuple which is 0nite. Therefore, (st2) can be applied a 0nite number of
times and the reduction terminates.
We can 0nally state the soundness and completeness of our uni0cation algorithm.
Proposition 21 (Soundness). Suppose (E;I; ∅)XB is a well-formed con1guration. If
(E;I; ∅)XB  ∗ (∅;A; )YB′  then (E;I)B has a solution, , which is a principal
solution of (E;I)B on X.
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Proof. The substitution ∅ is clearly a solution of (∅;A)B′ then, by Lemma 19(2),  is
a solution of (E;I)B′ . By the same lemma,  respects B, therefore it is a solution of
(E;I)B. Let + be a solution of E and I which respects B. By Lemma 19(1), there
exists a substitution +′ such that + =X +′ · . Therefore,  is a principal solution of
(E;I)B.
Lemma 22. Let (E;I; ∅)XB be a well-formed con1guration, then (E;I; ∅)XB  ∗⊥ if
and only if (E;I)B has no solution.
Proof. (⇒) Straightforward by analysing the cases leading to a failure.
(⇐) By Lemma 20, either (E;I; ∅)XB  ∗⊥ or (E;I; ∅)XB  ∗ (∅;A; )YB′  . As-
suming that (E;I)B has no solution, by Proposition 21, we cannot have (E;I; ∅)XB  ∗
(∅;A; )YB′  and therefore (E;I; ∅)XB  ∗⊥.
The following proposition is a straightforward corollary of Lemmas 22 and 20.
Proposition 23 (Completeness). Suppose that E ::B and I ::B. If (E;I)B has a
solution, then (E;I; ∅)XB  ∗ (∅;A; )YB′  where X= var(E;I).
6. Constraint generation
In this section we describe the inference of types. Starting from a network term and a
minimal typing context, we generate a constraint whose principal solution applied to the
initial context gives a principal typing. By initial context, for a term S, we mean the set
of location names occurring free in S, associated with distinct row variables as types.
The idea of the algorithm is to build incrementally the derivation tree of the typing of
a term, i.e. the one in the type assignment system described in Section 3. This is done
by means of a rewriting system which acts on tuples (J;E;I)XB where J is a set of
sequents involving context schemes and (E;I)B is the constraint being generated. The
reduction is very close to the inference system. Indeed, given a sequent in the tuple,
the reduction mostly consists in replacing it by the sequents that are premises of the
corresponding rule in the inference system. Constraints are also generated accordingly.
The rules are collected in Figs. 7–9 where an underscore ( ) denotes an irrelevant
component. We just comment on the rules for the binding constructs, the others being
relatively straightforward. For an input process the type system uses the auxiliary type
assignment system without weakening for names. Since it is very simple and completely
deterministic, given a name u, a type  and a location ‘ we can easily determine 
such that  ‘ u : . Actually,  only needs to be a type variable and u a location or a
compound name. We use gen(u : t; ‘) to generate adequate context schemes and typing
constraints for the typing of u.
De#nition 24. We de0ne the function gen(u : t; ‘)= (;E;X) as follows:
gen(k : t; ‘) = (k :  ∅; {t :=  ∅}; { ∅})
gen(a@k : t; ‘) = (k : {a : h;  ∅}; {t := h@ ∅}; {h;  ∅})
where ‘ = k,  ∅ and h are fresh type variables.
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Fig. 7. Constraint generation for names.
In the rule (in2), the body of an input (of a location or a compound name) is
typed in the initial context extended with the context provided by gen. This extension
is allowed since the name(s) received does not already occur in the context and all
type variables of the extended context are assumed to be fresh. Moreover, the binding
relation is updated in order to forbid the substitution of any current type variable with
a type in which the bound channel occurs (here chan is de0ned by chan(a@‘)= {a}
and chan(‘)= ∅). When the name received is simple (say b, in rule (in1)), the type  
assigned to the current location ‘ in  has to be extended with a type assignment for
b. This is performed by the substitution of the row variable  ∅ of  with a location
type assigning a type (variable) to b. We have to maintain the coherence between the
fresh row variable of the type assigned to ‘ in the new context ( ) and the one in
 (that may still occur in the remaining tuple). This is achieved by equating the two
row variables ( ∅≡˙ ′∅). As in (in2), we update the binding relation keeping  well-
formed with respect to the new binding relation. Rules for restrictions (rloc, rchan1
and rchan2) are very similar.
We give some invariants and state termination of the reduction. We denote by bn(J)
the set of bound names of terms in J and J ::B if all types occurring in J are well-
formed w.r.t. B.
De#nition 25. We say that (J;E;I)XB is a well-formed con1guration if any location
type occurring in it is extensible, E ::B, I ::B, J ::B, var(J;E;I)⊆X, bn(J)∩
im(B)= ∅, and for all ∈J we have dom()∩ bn(J)= ∅ and for all ‘∈ dom()
(‘) has the form {a1 : h1; : : : ; an : hn;  ∅} with B( ∅)= im(B), 0nally, for all sequent
in J, any free location name belongs to the domain of the typing context of that
sequent.
Lemma 26. The property of well-formedness of con1guration is preserved by  .
Proof (Sketch). Let (J;E;I)XB be well-formed and (J;E;I)
X
B  (J
′;E′;I′)YB′ . It
essentially amounts to show that E′ ::B, I′ ::B and J′ ::B, the other points of
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Fig. 8. Constraint generation for processes.
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Fig. 9. Constraint generation for networks.
De0nitions 25 are trivially checked. We sketch the proof for the rule (in1) by showing
that [ ∅ 
→ {b : h;  ′L′}](‘) ::B′. Let B′′=B′−(b;  ∅) we prove that [ ∅ 
→ {b : h;  ′L′}]
respects B′′. Since b∈B′′( ′∅) it is clear that {b : h;  ′∅} ::B′′. Since b =∈B′′( ∅), we
have nm({b : h;  ′∅})∩B′′( ∅)= ∅. By de0nition of B′ and B′′, we have B′′( ∅)⊆
B′′( ∅). Therefore [ ∅ 
→ {b : h;  ′L′}] respects B′′. Since, by hypothesis, (‘) ::B, by
Lemma 7(2), we have (‘) ::B′′, then by Lemma 7(1) [ ∅ 
→ {b : h;  ′L′}](‘) ::B′′,
and 0nally by Lemma 7(2) [ ∅ 
→ {b : h;  ′L′}](‘) ::B′.
Again, the following lemma relies on an obvious progress result stating that a well-
formed con0guration can always take a reduction step unless this con0guration is ⊥
or has an empty set of judgements (see rule (fail)).
Lemma 27 (Termination). All sequences of reductions (J;E;I)XB  (J
′;E′;I′)X
′
B′  
: : : terminates either with ⊥ or with (∅;E′;I′′)YB′′ .
Proof (Sketch). We associate to each con0guration (J;E;I)XB a pair of integers
(nt ; nn) where nt is the sum of the sizes of network and process terms occurring
in J and nn is the number of sequents of the form  W‘ u : t in J. We as-
sociate (0; 0) to ⊥. Then it is easy to check that (nt ; nn) strictly decreases
with  .
We say that a substitution + is a solution of (J;E;I)B if it is a solution of E and
I which respects B, and if it validates the sequents in J.
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Proposition 28. Let (J;E;I)XB be well-formed, and (J;E;I)
X
B  
∗ (J′;E′;I′)YB′ :
(1) if + is a ground solution of (J;E;I)B with nm(im(+))∩ bn(J)= ∅, then there
exists  =X + with nm(im())∩ bn(J′)= ∅, and  is a solution of (J′;E′;I′)B′ ,
(2) if + is a ground solution of (J′;E′;I′)B′ , then + is also a solution of (J;E;I)B′ .
Proof (Sketch). The proof is by induction on the length of the reduction. We only
investigate some relevant base cases.
(1) (names1) From + W‘ k : +t we deduce that +=%; k : +(t)   for some  and
with k =∈%. By well-formedness, there exists ′ and  such that =′; k :  with
k =∈ dom(′), then %= +′ and +( )= +(t)  . Let  be de0ned by ( ∅)= +(t),
and ()= +() for any  =  ∅. Since +(t) is ground and + respects B, it is
clear that  respects B. Moreover, we have +(t)   ¡: +(t), therefore  satis0es
l  ∅.
(in1) From + ‘ a(b) ·P we have +; ‘ : {b : } ‘ P and +(‘)= {a : Ch();  }
for some  and  and with b =∈ nm(+) (†). Let  be de0ned by (h)= ,
( ′′{a})=  , ( 
′
∅)= +( ∅) and ()= +() for any  =∈{h;  ′∅;  ′′{a}}. Then  is
a solution of (‘) := {a : Ch(h);  ′′{a}} and  ∅≡˙ ′∅, and one can easily check that
 = +; ‘ : {b : }. Let us show that  respects B′. By (†), we have b =∈ nm(),
and since B′(h)= {b}, we have nm((h))∩B′(b)= ∅. Since  is ground and
 ::B, we have  ::B′. Similarly, we have nm(( ′′{a}))∩B′( ′′{a})= ∅ and  ::B′.
From b =∈ nm(im(+)), B′( ′∅)=B( ∅)∪{b} and + respects B, we have nm(( ′∅))
∩B′( ′∅)= ∅ and ( ′∅) ::B, and by Lemma 7(2), we have ( ′∅) ::B′. Finally,
if ∈X, B′()=B()∪{b}, and by (†), b =∈ nm(()). Moreover, + respects B,
thus nm(())∩B()= ∅ and nm(())∩B′()= ∅. From () ::B, by Lemma
7(2), we have () ::B′. Finally  respects B′.
(2) We assume that Y⊆ dom(+).
(names2) If + is a ground solution of t
:= h and (‘)l {a : h;  {a}} (†), then
there exists  and  such that +(h)= +(t)=  and +( {a})=  . By (†), we have
+(‘)= {a : ;  }  ) and then + W‘ a :  and + is solution of  W‘ a : t.
(in1) If + is ground solution of  ‘ P, (‘) := {a : Ch(h);  ′′{a}} (†) and  ∅≡˙ ′∅
(‡), then, there exists  and  such that +(h)=  and +( ′′{a})=  . From (†), we
have +(‘)= {a : Ch();  } and by de0nition of  and (‡), +( (‘))= {b : ; +(‘)}.
Moreover, since for any ∈Y, b∈B′() and since + respects B′, we have b =∈ +.
Thus, by application of the typing rule for reception of a simple name, we have
+ ‘ a(b) ·P.
Remark 29. If  is an initial typing context for S and %  S, then there exists a
ground substitution + such that nm(im(+))∩ bn(S)= ∅, + =dom() % and +  S.
Uni0cation combined with this reduction relation provides a sound and complete type
inference algorithm.
Theorem 30 (Soundness). Let  be an initial context for S, and X= var(), if
({  S}; ∅; ∅)X∅  ∗ (∅;E;I)YB and (E;I; ∅)YB  ∗ (∅;A; )ZB′  then ;A is a
principal typing for S.
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Proof. One can easily verify that ({  S}; ∅; ∅)X∅ and (E;I; ∅)YB are well-formed. We
prove the 0rst point of De0nition 4. We recall that all free and bound names in S
are pairwise distinct. Let + be a ground substitution that preserves A. We assume that
nm(im(+))∩ bn(S)= ∅. We can easily verify im(B′)= bn(S) and thus + respects B′.
By Lemma 19(2), + ·  is a solution of (E;I)B′ and  respects B. Since + is a ground
substitution + ·  respects B. Therefore, by Lemma 28(2) + ·   S.
Now, we prove the second point of De0nition 4. Suppose that %  S then, by Remark
29, there exists a ground substitution + such that nm(im(+))∩ bn(S)= ∅, + =dom() %
and +  S. By Lemma 28(1), there exists +′ =X + and +′ is solution of (E;I)B.
Thus, by Lemma 19(1), there exists +′′ that preserves A and such that +′ =Y +′′ · .
Since var()⊆X⊆Y, we have %= +′′ ·  which completes the proof that ;A is
a principal typing for S.
Lemma 31. Let  be an initial context for S. If ({  S}; ∅; ∅)var()∅  ∗⊥ then S is
not typable.
Proof (Sketch). Since there is no in0nite sequence of reduction, we proceed by induc-
tion on the length of the sequence of reduction and by an examination of the cases
leading to a failure con0guration.
Theorem 32 (Completeness). Let  be a initial context for S, if S is typable then
({  S}; ∅; ∅)var()∅  ∗ (∅;E;I)XB and (E;I; ∅)XB  ∗ (∅;A; )YB′  .
Proof. By Remark 29, there exists a ground substitution + such that +  S. By Lem-
mas 27 and 31, we have ({  S}; ∅; ∅)var()∅  ∗ (∅;E;I)XB. By Lemma 28(2), (E;I)B
has a solution  =var() +. Finally, by Lemma 23, (E;I; ∅)XB  ∗ (∅;A; )YB′  .
This completeness theorem combined with the soundness one allows us to say that,
whenever a term is typable our algorithms of constraint generation and uni0cation
compute a principal typing for it.
7. Example
In this section we give, as an example, the trace of our algorithms running for the
term given in Section 4.2
T = ‘<d(b):(va)Q= where Q = ( Ka‘ | a(k):go k: Kbc):
Starting with the initial context = ‘ :  ∅ and the set of type variables X0 = { ∅}, the
sequence of constraints generated is reported in Fig. 10 and the sequence of uni0cations
in Fig. 11.
Eventually, we get the following set of atomic subtyping assertions:
A = {{a : Ch({b : Ch(h′′); c : h′′;  16{b; c}}); d : Ch(Ch(h′′));  19{d}}l  16{b; c};
{b : Ch(h′′);  16{b; c}}l  10{c};  20{c; d}≡˙ 21{c; d};  19{c; d}≡˙ 20{c; d}}
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Fig. 10. Constraints generation for T .
and, applying the 0nal substitution to the initial typing context
11 = ‘ : {d : Ch(Ch(h′′)); c : h′′;  21{c; d}}:
We observe that the algorithms compute many type variables and useless atomic sub-
typing assertions, in particular those containing occurrences of bound names. However,
in this paper, we did not consider optimisation and simpli0cation issues. These are
reserved for future work.
8. Conclusion
In this paper we studied the problem of type inference for a distributed -calculus
with code migration and local communication. Using an explicit subtyping relation
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Fig. 11. Uni0cation for T .
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on location types we de0ned a notion of principal typing leading to a practical and
modular type inference problem.
Technically, we proposed a uni0cation algorithm that computes the principal solu-
tion of a constraint. We gave a sound and complete algorithm that, given a system S,
generates a constraint whose solution yields a principal typing for S. Since we consid-
ered dependent types, we showed how to manage substitutions with respect to bound
names. To this aim we introduced the novel notion of binding relation. For the sake of
simplicity, in this paper we considered a monadic calculus, however we could easily
extend our results to the full polyadic version. In Lhoussaine [9], we also deal with
(mis)matching of values and recursion. We have not yet addressed optimisation issues
[12], and the simpli0cation of the atomic subtyping assertions generated by the algo-
rithm [14]. It also remains to de0ne a notion of canonical set of subtyping assertion
leading to a more precise de0nition of principal typing.
Since we have already dealt with (subtyping) constraints, we believe that the exten-
sion of our work to polymorphic (constrained) types should follow the lines of Odersky
et al. [11].
Recent works have considered type inference for object-oriented languages with 0rst-
class messages. In these languages, record labels are not 0xed and records may be
extended dynamically. The techniques developed so far for those languages involve
advanced constraint systems (e.g. feature constraints in [10], conditional constraints in
Pottier [13]) which may not be always convenient in practice. On the contrary, in the
present article, the types and the subtyping constraints remain simple. The question that
arises is to which extent our algorithms could be adapted for object-oriented languages
with 0rst-class messages.
We believe that our work could be easily adapted to the type assignment system
of Hennessy and Riely [7]. Moreover, the presentation of algorithms by means of
reduction relations, and the fact that we compute a principal type, should be useful
for a formal de0nition of “dynamic” typing and its integration in process reduction.
For instance, in [17], the authors study a partial typing for open systems where only
some sites may be typed. However, they informally assume the existence of a type
checker. Moreover, their terms are explicitly typed. We believe that their work could
be extended to allow dynamic computation of type information.
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