Abstract Let p ∈ (1, ∞) and q ∈ [1, ∞). In this article, the authors characterize the Triebel-Lizorkin space F α p,q (R n ) with smoothness order α ∈ (0, 2) via the Lusinarea function and the g * λ -function in terms of difference between f (x) and its average
Introduction
The theory of function spaces with smoothness is one of central topics of analysis on metric measure spaces. In 1996, Haj lasz [12] introduced the notion of Haj lasz gradients, which serves as a powerful tool to develop the first order Sobolev spaces on metric measure spaces. Later Shanmugalingam [23] introduced another kind of the first order Sobolev space by means of upper gradients. Via introducing the fractional version of Haj lasz gradients, Hu [17] and Yang [31] introduced Sobolev spaces with smoothness order α ∈ (0, 1) on fractals and metric measure spaces, respectively. However, how to introduce a suitable and useful Sobolev space with smoothness order bigger than 1 on metric measure spaces is still an open problem. Due to the lack of differential structures on metric measure spaces, one key step to solve the above problem is to find some suitable substitute of the usual high order derivatives on metric measures spaces.
Via a pointwise inequality involving the higher order differences, Triebel [28, 29] and Haroske and Triebel [14, 15] obtained some pointwise characterizations, in the spirit of Haj lasz [12] (see also Hu [13] and Yang [31] ), of Sobolev spaces on R n with smoothness order bigger than 1. However, it is still unclear how to introduce higher than 1 order differences on spaces of homogeneous type. Notice also that, in [22] , under a priori assumption on the existence of polynomials, Liu et al. introduced the Sobolev spaces of higher order on metric measure spaces. Recently, Alabern et al. [1] obtained a new interesting characterization of Sobolev spaces with smoothness order bigger than 1 on R n via ball averages, which provides a possible way to introduce higher order Sobolev spaces on metric measure spaces. The corresponding characterizations for Besov and Triebel-Lizorkin spaces were later considered by Yang et al. [32] .
Via differences involving ball averages, Dai et al. [7] provides several other ways, which are different from [1] and in spirit more close to the pointwise characterization as in [12, 13, 31] , to introduce Sobolev spaces of order 2ℓ on spaces of homogeneous type in the sense of Coifman and Weiss [5, 6] , where ℓ ∈ N := {1, 2, . . .}. Moreover, Dai et al. [8] further characterized Besov and Triebel-Lizorkin spaces with smoothness order in (0, 2ℓ) via differences involving ball averages, which also gave out a possible way to introduce Besov and Triebel-Lizorkin spaces with any positive smoothness order on spaces of homogeneous type. In particular, when α ∈ (0, 2), p ∈ (1, ∞) and q ∈ (1, ∞], it was proved in [8, Theorem 3.1(ii)] that a locally integrable function f belongs to the TriebelLizorkin space F α p,q (R n ) if and only if
moreover, the quantity in (1.1) is an equivalent quasi-norm of F α p,q (R n ). Here and hereafter, for any locally integrable function f , t ∈ (0, ∞) and x ∈ R n , we let B t f (x) := 1 |B(x, t)| B(x,t) f (y) dy =: − B(x,t) f (y) dy, and B(x, t) stand for a ball centered at x with radius t. Observe that this result in [8, Theorem 3.1(ii)] can be regarded as the characterization of F α p,q (R n ) via a LittlewoodPaley G-function involving f − B 2 −k f . The corresponding result for homogeneous TriebelLizorkin spaces was also obtained in [8] .
The main purpose of this article is to establish some Lusin-area function and g * λ -function variants of the above characterization for Triebel-Lizorkin spaces F α p,q (R n ), which also provide some other possible ways to introduce Triebel-Lizorkin spaces with smoothness orders not less than 1 on spaces of homogeneous type. As an application, we obtain a series of characterizations of F α p,∞ (R n ) for α ∈ (0, 2) and p ∈ (1, ∞) via pointwise inequalities, involving ball averages, in spirit close to Haj lasz gradients, here an interesting phenomena naturally appears that, in the end-point case when α = 2, these pointwise inequalities characterize the Triebel-Lizorkin spaces F 2 p,2 (R n ), while not F 2 p,∞ (R n ). Recall that, for p ∈ (1, ∞), the Haj lasz-Sobolev spaces M α,p (R n ) coincide with F 1 p,2 (R n ) when α = 1 and with F α p,∞ (R n ) when α ∈ (0, 1) (see [12, 31] and also Remark 1.14(i) below). Thus, these pointwise characterizations also lead to some new pointwise characterizations of (fractional) Haj lasz-Sobolev spaces in spirit of [7] , which are different from those obtained in [12, 13, 17, 31] . Recall that the pointwise characterizations of Besov and Triebel-Lizorkin spaces play important and key roles in the study for the invariance of these function spaces under quasi-conformal mappings; see, for example, [20, 11, 16, 18, 2] .
To state our main results of this article, we first recall some basic notions. Denote by L 1 loc (R n ) the collection of all locally integrable functions on R n . Let S(R n ) denote the collection of all Schwartz functions on R n , endowed with the usual topology, and S ′ (R n ) its topological dual, namely, the collection of all bounded linear functionals on S(R n ) endowed with the weak * -topology. Let Z + := {0, 1, . . .} and S ∞ (R n ) be the set of all Schwartz functions ϕ such that R n x γ ϕ(x) dx = 0 for all γ ∈ Z n + , and S ′ ∞ (R n ) its topological dual. For all α ∈ Z n + , m ∈ Z + and ϕ ∈ S(R n ), let
We also use ϕ = ϕ ∧ and ϕ ∨ to denote the Fourier transform and the inverse transform of ϕ, respectively. For any ϕ ∈ S(R n ) and t ∈ (0, ∞), we let ϕ t (·) := t −n ϕ(·/t). For any E ⊂ R n , let χ E be its characteristic function.
The Triebel-Lizorkin spaces are defined as follows (see [26, 27, 10, 33] ).
, and
with ϕ 2 −k when k = 0 replaced by Φ and the usual modification made when q = ∞.
Remark 1.2. (i)
It is well known that the space F α p,q (R n ) is independent of the choice of the pair (ϕ, Φ) satisfying (1.2) and (1.3).
(ii) Let Φ and ϕ be as in Definition 1.1. It is well known that, if p ∈ (0, ∞), q ∈ (0, ∞] and α ∈ (0, ∞), then, for all f ∈ S ′ (R n ),
with equivalent positive constants being independent of f ; see, for example, [21, 30] . Indeed, the first and the second equivalences can be found in [30, Theorem 2.6] , and the third one follows from a slight modification of the proof of [30, Theorem 2.6], the details being omitted.
(iii) It is known that, when p ∈ (0, ∞), q ∈ (0, ∞] and α ∈ (n max{0,
which also serves as an equivalent quasi-norm of F α p,q (R n ); see [27, Section 3.5.3] .
The following result is a slight variant of the 'continuous' version of [8, Theorem 3.1(ii)] when p ∈ (0, ∞) and ℓ = 1.
Recall that the Hardy-Littlewood maximal operator M is defined by setting, for all
where the supremum is taken over all balls B in R n containing x. Remark 1.4. Let all the notation be the same as in Theorem 1.3. Then, from the boundedness of the Hardy-Littlewood maximal function M on L p (R n ) with p ∈ (1, ∞), it is easy to deduce that there exists a positive constant C such that, for all p ∈ (1, ∞), q ∈ (1, ∞], α ∈ (0, 2) and f ∈ L p (R n ),
By this, we conclude that
with the equivalent positive constants independent of f . This further indicates that The main results of this article are the following characterizations of F α p,q (R n ) via Lusinarea functions (Theorems 1.5 and 1.6) and g * λ -functions (Theorem 1.8). Theorem 1.5. Let p ∈ (1, ∞), q ∈ (1, ∞], r ∈ [1, q) and α ∈ (0, 2). Then the following statements are equivalent:
is an equivalent norm of F α p,q (R n ). For the case r = q, we have the following conclusions.
Remark 1.7. We point out that the ball averages − B(·,t) in Theorems 1.5 and 1.6 can be replaced by − B(·, Ct) for any fixed positive constant C.
is controlled by f F α p,q (R n ) modulus a positive constant independent of f , where λ ∈ (q/ min{q, p}, ∞).
Remark 1.9. Observe that there exists a restriction α ∈ (n(1/p − 1/q), 1) in Theorems 1.6(i) and 1.8(i) when p ∈ (1, q). This restriction comes from an application of the Lusinarea characterization of F α p,q (R n ) involving the first order difference (see Remark 1.2(iii)) in the proofs of Theorems 1.6(i) and 1.8(i). We believe that n(1/p − 1/q) might be a reasonable lower bound of α in Theorems 1.6(i) and 1.8(i). However, since we use f − B t f instead of the forward first order difference in these two theorems, it might be possible that Theorems 1.6(i) and 1.8(i) remain true when p ∈ (1, q) and α ∈ [1, 2), which is still unclear so far.
By applying Theorems 1.3 and 1.6, we obtain the following pointwise characterizations of the space F α p, ∞ (R n ) with α ∈ (0, 2) and p ∈ (1, ∞) via the average operator B t in spirit close to Haj lasz gradients. Theorem 1.10. Let α ∈ (0, 2) and p ∈ (1, ∞). Then the following statements are equivalent:
and there exist a non-negative g ∈ L p (R n ) and a positive constant C 0 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
Moreover, if α ∈ (n/p, 1), then either of (i) and (ii) is also equivalent to the following:
and there exist a non-negative g ∈ L p (R n ) and positive constants C 1 , C 2 such that, for all t ∈ (0, 1) and almost every x ∈ R n and y ∈ B(x, C 1 t),
In any one of the above cases, the function g can be chosen so that
with equivalent positive constants independent of f .
The characterizations of F α p, ∞ (R n ) in (ii) and (iii) of Theorem 1.10 have several interesting variants, which are stated as follows.
, then the following statements are equivalent:
and there exist a non-negative g ∈ L p (R n ) and positive constants C 3 , C 4 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and positive constants C 5 , C 6 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
We also have some integral variants of (ii) and (iii) in Theorem 1.10 as follows.
and there exist a non-negative g ∈ L p (R n ) and positive constants C 7 , C 8 , C 9 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and there exist a non-negative g ∈ L p (R n ) and positive constants C 10 , C 11 , C 12 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and positive constants C 13 , C 14 , C 15 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and positive constants C 16 , C 17 , C 18 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and positive constants C 19 , C 20 , C 21 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and positive constants C 22 , C 23 , C 24 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
with equivalent positive constants independent of f . b) If α ∈ (0, 2), then any one of the above statements (ii) through (vii) in a) implies (i). Theorem 1.13. Let p ∈ (1, ∞). a) If α ∈ (n/p, 1), then the following statements are equivalent:
and there exist a non-negative g ∈ L p (R n ) and positive constants C 25 , C 26 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and positive constants C 27 , C 28 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and there exist a non-negative g ∈ L p (R n ) and positive constants C 29 , C 30 such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
and there exist a non-negative g ∈ L p (R n ) and positive constants C 31 , C 32 , C 33 such that, for all t ∈ (0, 1) and almost every x ∈ R n and y ∈ B(x, C 31 t),
and there exist r ∈ [1, ∞), a non-negative g ∈ L p (R n ) and positive constants C 34 , C 35 , C 36 such that, for all t ∈ (0, 1) and almost every x ∈ R n and y ∈ B(x, C 34 t),
and there exist a non-negative g ∈ L p (R n ) and positive constants C 37 , C 38 , C 39 such that, for all t ∈ (0, 1) and almost every x ∈ R n and y ∈ B(x, C 37 t),
with equivalent positive constants independent of f . b) If α ∈ (0, 2), then any one of the above statements (ii) through (vii) in a) implies (i). Moreover, the statements (i), (iii) and (iv) in a) are equivalent for α ∈ (0, 2). n+α , ∞), the TriebelLizorkin space F α p,∞ (R n ) coincides with the fractional Haj lasz-Sobolev space M α,p (R n ), which is defined in [31] as the collection of all functions f ∈ L p (R n ) such that there exist a nonnegative function g ∈ L p (R n ) and E ⊂ R n with measure zero so that
where the infimum is taken over all such α-fractional Haj lasz gradients of f . By the above equivalence, we see that Theorems 1.10 through 1.13 provide some new pointwise characterizations of fractional Haj lasz-Sobolev spaces M α,p (R n ) via the differences between f and its ball average B t f , which is different from the well-known pointwise characterization of M α,p (R n ) via Haj lasz gradients as in (1.4).
(ii) It was proved in [7] that a locally integrable function f belongs to Sobolev space W 2,p (R n ), with p ∈ (1, ∞), if and only if either of (ii) and (iii) of Theorems 1.10 and 1.11, or one of (ii) through (vii) of Theorems 1.12 and 1.13 holds true with α = 2. Notice that
Comparing Theorems 1.10 through 1.13 with [7, Theorems 1.1 through 1.4], we find a jump of the parameter q of Triebel-Lizorkin spaces F α p,q (R n ) when α = 2 and α ∈ (0, 2) for the above pointwise characterizations. More precise, letting p ∈ (1, ∞), any one of the items of Theorem 1.10(ii), and (iii) and (iv) of Theorem 1.13 when α ∈ (0, 2) characterize F α p, ∞ (R n ), while, when α = 2, they characterize F 2 p, 2 (R n ). This interesting phenomena also appears in the pointwise characterizations of Triebel-Lizorkin spaces F α p,q (R n ) via Haj lasz gradients with p ∈ (1, ∞) and q ∈ {2, ∞}, but α ∈ (0, 1] (see [31] ).
(iii) We point out that the discrete versions of Theorems 1.5 through 1.13, namely, the conclusions via replacing t by 2 −k and (iv) In view of (i) of this Remark, the pointwise characterizations in Theorems 1.10 through 1.13 provide some possible ways to introduce (fractional) Sobolev spaces with smoothness in (0, 2) on metric measure spaces. Indeed, we can prove that some statements of Theorems 1.10 through 1.13 are still equivalent on spaces of homogeneous type in Subsection 3.2 below.
The [9] ). The Calderón reproducing formula on R n also plays a key role in this proof. By means of Theorem 1.3, together with some known characterizations of F α p,q (R n ) via Lusin-area functions involving differences, we then prove Theorems 1.5 through 1.8. Using these characterizations in the limiting case q = ∞, in Theorems 1.3 through 1.6, of F α p,q (R n ), we obtain the pointwise characterizations of F α p,∞ (R n ) in Theorems 1.10 through 1.13. This method is totally different from the method used in the proofs of [7, Theorems 1.1 through 1.4], which strongly depends on the behaviors of the Laplace operator on R n and is available only for Besov and TriebelLizorkin spaces with even smoothness orders and hence is not suitable for Theorems 1.10 through 1.13 in this article, since Theorems 1.10 through 1.13 concern Triebel-Lizorkin spaces with fractional smoothness orders.
Finally, Section 3 is devoted to some corresponding results of Theorems 1.3, 1.5, 1.6, 1.8 and 1.10 through 1.13 for Triebel-Lizorkin spaces with smoothness order bigger than 2. We also show some items in Theorems 1.10 through 1.13 are still equivalent on spaces of homogeneous type in the sense of Coifman and Weiss.
To end this section, we make some conventions on notation. We use the symbol A B to denote that there exists a positive constant C such that A ≤ C B. The symbol A ∼ B is used as an abbreviation of A B A. Here and hereafter, the symbol C denotes a positive constant which is independent of the main parameters, but may depend on the fixed parameters n, α, p, q, λ and also probably auxiliary functions, unless otherwise stated; its value may vary from line to line. For any p ∈ [1, ∞), let p ′ denotes its conjugate index, namely, 1/p + 1/p ′ = 1.
2 Proofs of Theorems 1.3, 1.5, 1.6, 1.8 and 1.10 through 1.13
First, we give the proof of Theorem 1.3. To this end, we need some technical lemmas. For all t ∈ (0, ∞) and x ∈ R n , let I(x) := 1 |B(0,1)| χ B(0,1) (x) and I t (x) := t −n I(x/t). Then
and hence
It is easy to check that
2 du] −1 (see also [24, p. 430, Section 6.19]). For all λ, q ∈ (1, ∞), β ∈ (0, ∞), non-negative measurable functions F : R n × (0, ∞) → C and x ∈ R n , define
We write S(F ) := S 1 (F ).
We have the following technical lemma.
Lemma 2.1. Let λ, p, q, β ∈ (1, ∞). Then there exists a positive constant C such that, for all measurable functions F on R n × (0, ∞),
where C is independent of β and F ;
Proof. The proof of Lemma 2.1(i) is obvious. Similar to the proofs of [25, Theorem 4.4 and (4.
3)], we can prove that Lemma 2.1(ii) holds true for p ∈ [q, ∞). Now, we give the proof of Lemma 2.1(ii) for p ∈ (1, q). To this end, For all µ ∈ (0, ∞) and measurable functions F on R n × (0, ∞), let E µ := {x ∈ R n : S(F )(x) > µβ n/q } and
where M denotes the Hardy-Littlewood maximal function. Then, by the week type (1, 1) boundedness of M , we see that, for all µ ∈ (0, ∞),
where U ∁ µ := R n \ U µ . Then, by the Fubini theorem, it holds true that
If U ∁ µ ∩ B(y, βt) = ∅, then there exists x 0 ∈ U ∁ µ ∩ B(y, βt) and, by the definition of U µ and β ∈ (1, ∞), we see that
which further implies that
3) still holds true. Thus, from (2.2) and (2.3), it follows that
By this and (2.1), for all ℓ ∈ Z, we have
, where m ℓ := ℓ + ⌊ n q log 2 β⌋ + 1 and ⌊s⌋ denotes the biggest integer which does not exceed the real number s.
Therefore, when p ∈ (1, q), by (2.4) and the definition of E µ , we know that
where γ ∈ (1, q/p) and ℓ m := m − ⌊ n q log 2 β⌋ − 1, which finishes the proof of Lemma 2.1(ii) for p ∈ (1, q) . Now, we show Lemma 2.1(iii). By the Fubini theorem, we see that, for any non-negative measurable function h,
Therefore, by p ≥ q and the boundedness of M on L (p/q) ′ (R n ), we find that
which implies Lemma 2.1(iii) holds true and hence finishes the proof of Lemma 2.1.
The following two lemmas come from [8, Lemmas 2.1 and 2.2], respectively.
Furthermore, s −2 A(s) is a smooth function on R satisfying that there exist positive constants c 1 and c 2 such that
Lemma 2.3. Let {T t } t∈(0,∞) be a family of multiplier operators given by setting, for all
then there exists a positive constant C such that, for all f ∈ L 2 (R n ) and x ∈ R n ,
The proof of Theorem 1.3 is similar to that of [8, Theorem 3.1] , which is a 'discrete' version of Theorem 1.3. Observing that only a sketch of the proof of [8, Theorem 3.1] was given, for the sake of completeness, we give the proof of Theorem 1.3 here. 2) and (1.3) , respectively, such that
see, for example, [3, 4] .
holds true both in L p (R n ) and S ′ (R n ), due to the Calderón reproducing formula (see, for example, [3] ). Now we show |||f |||
, and it suffices to prove that (2.7)
. Indeed, by (2.6), for all s, t ∈ (0, 1) and ξ ∈ R n ,
where T s,t is given by
with f t := ψ(t·) f and f 1 := Ψ(·) f . Therefore,
For the integral part in (2.9), we split It is relatively easier to deal with the first part. Indeed, for t ∈ (0, s], by (2.8), we find that, for all x ∈ R n ,
From this, α ∈ (0, 2) and the Hölder inequality, we deduce that
Now we estimate the integral 1 s . For all t ∈ (0, 1), s ∈ (0, t) and ξ ∈ R n , write
where
Write m s,t (ξ) := m s,t (t −1 ξ). By Lemma 2.2, we see that, for all t ∈ (s, 1) and ξ ∈ R n ,
and thus
which, together with Lemma 2.3, further implies that
By this, for α ∈ (0, 2), taking β := 1 − α/2 > 0, together with the Hölder inequality, we conclude that
For the part T s,1 f 1 in (2.9), we make use of the idea used in the above estimate for 1 s , and find that (2.12)
Combining (2.10), (2.11) and (2.12) with (2.9), using the Fefferman-Stein vector-valued maximal inequality (see [9] ), the independence of F α p,q (R n ) on the pair (ϕ, Φ) (see Remark 1.2(i)) and Remark 1.2(ii), we see that
which proves (2.7).
To show the inverse direction, we only need to prove
whenever f ∈ L p (R n ) and the right-hand side of (2.13) is finite. For this purpose, we first claim that (2.14)
Indeed, we find that, for all t ∈ (0, 1) and ξ ∈ R n ,
A(|ξ|) for all ξ ∈ R n , which is well defined due to (2.5). By Lemma 2.2, we see that η ∈ C ∞ c (R n ) and supp η ⊂ {ξ ∈ R n : 1 2 ≤ |ξ| ≤ 2}. The claim (2.14) then follows from Lemma 2.3.
On the other hand, it is easy to see
. From this, Remark 1.2(ii), (2.14) and the Fefferman-Stein vector-valued maximal inequality (see [9] ), we deduce that
. This finishes the proof of Theorem 1.3. Now we prove Theorem 1.5.
Proof of Theorem 1.5. Let all notation be the same as in the proof of Theorem 1.3. We first prove (i)=⇒(ii). Let f ∈ F α p,q (R n ). By the Fefferman-Stein vector-valued maximal inequality (see [9] ) and Theorem 1.3, we see that, for all r ∈ [1, q),
which finishes the proof of (i)=⇒(ii). Conversely, we show (ii)=⇒(i). Since η in (2.15) is a Schwartz function, by (2.15), we observe that, for all t ∈ (0, 1) and x ∈ R n ,
From this, by Remark 1.2(ii), the Fefferman-Stein vector-valued maximal inequality (see [9] ) and the Hölder inequality, we find that, for all r ∈ [1, q),
This finishes the proof of (ii)=⇒(i) and hence the proof of Theorem 1.5.
Now, we prove Theorem 1.6.
Proof of Theorem 1.6. Let all notation be the same as in the proof of Theorem 1.3. We first prove (i). If p ∈ [q, ∞) and α ∈ (0, 2), then the desired conclusion follows from Theorem 1.3, and (i) and (iii) of Lemma 2.1. Now we assume that p ∈ (1, q) and α ∈ (n(1/p − 1/q), 1). Let f ∈ F α p,q (R n ). Notice that, for all t ∈ (0, 1) and x ∈ R n , we have
From this and Remark 1.2(ii), we deduce that
which finishes the proof of Theorem 1.6(i) . Now we show (ii). Notice that, if |f | F α p,q (R n ) < ∞, then |f |
(1) F α p,q (R n ) < ∞ due to the Hölder inequality. Then, by Theorem 1.5 and the Hölder inequality, we have
This finishes the proof of Theorem 1.6(ii) and hence the proof of Theorem 1.6. Now we employ Theorems 1.3 and 1.6 to prove Theorem 1.8.
Proof of Theorem 1.8. We first show (i). Let f ∈ F α p,q (R n ). For the case when α ∈ (n(1/p − 1/q), 1) and p ∈ (1, q), by Lemma 2.1(ii) with
we see that, for all λ ∈ (q/p, ∞) and x ∈ R n ,
which, combined with
and λ/q > 1/p, further implies that
By this, we see that the desired conclusion follows from Theorem 1.6. For the case when α ∈ (0, 2) and p ∈ [q, ∞), the desired conclusion in Theorem 1.8(i) follows from Lemma 2.1(iii) and Theorem 1.3. Now we show (ii). By Lemma 2.1(i), we know that S(
by Theorem 1.6, we see that
This finishes the proof of Theorem 1.8(ii) and hence the proof of Theorem 1.8.
Now we use Theorems 1.3 and 1.6 to prove Theorem 1.10.
Proof of Theorem 1.10.
Step 1. Let α ∈ (0, 2) and p ∈ (1, ∞). We first show (i)=⇒(ii). Assume that f ∈ F α p, ∞ (R n ). Then, by Theorem 1.3, we have f ∈ L p (R n ) and
For any x ∈ R n , let g(x) := sup t∈(0,1) t −α |(f − B t f )(x)|. Clearly, we see that g ∈ L p (R n ) and
. This proves (ii). Next we show (ii)=⇒(i). Assume that f ∈ L p (R n ) and there exists a non-negative g ∈ L p (R n ) such that |(f − B t f )(x)| t α g(x) for all t ∈ (0, 1) and almost every x ∈ R n . Thus,
which, together with Theorem 1.3, implies that f ∈ F α p, ∞ (R n ). This finishes the proof of (i)⇐⇒(ii).
Step 2. Let α ∈ (n/p, 1) and p ∈ (1, ∞). We now show (i)=⇒(iii). Assume that f ∈ F α p, ∞ (R n ). Then, by Theorem 1.6, we have f ∈ L p (R n ) and
For all y ∈ R n , let g(y) := sup t∈(0,1) sup x∈B(y,
and, for all t ∈ (0, 1) and almost every x ∈ R n and y ∈ B(x, t),
Finally, we show (iii)=⇒(ii). Assume that f ∈ L p (R n ) and there exist a non-negative g ∈ L p (R n ) and positive constants C 1 , C 2 such that t −α |(f − B t f )(x)| ≤ C 2 g(y) for all t ∈ (0, 1) and almost every x ∈ R n and y ∈ B(x, C 1 t). Therefore,
, we see that (ii) holds true and hence the proof of Theorem 1.10 is finished.
Remark 2.4. By the above proof, we know that (iii)=⇒(ii) holds true for all α ∈ (0, 2). The condition α ∈ (n/p, 1) is only used for the proof of (i)=⇒(iii).
Now we prove Theorem 1.11.
Proof of Theorem 1.11. By the Hölder inequality, we immediately see that (ii)=⇒(iii) for all α ∈ (0, 2). Next, we show (iii)=⇒(i) when α ∈ (0, 2). Assume that f ∈ L p (R n ) and there exists a non-negative g ∈ L p (R n ) such that, for all t ∈ (0, 1) and almost every x ∈ R n ,
which implies f ∈ F α p, ∞ (R n ) for all α ∈ (0, 2). This proves (i). Finally, We prove (i)=⇒(ii) when α ∈ (n/p, 1). Let f ∈ F α p, ∞ (R n ). Then, by the equivalence between (i) and (iii) in Theorem 1.10, we see that f ∈ L p (R n ) and there exist a non-negative g ∈ L p (R n ) and a positive constants C such that, for all t ∈ (0, 1), almost every y ∈ R n and z ∈ B(y, Ct), |f (y) − B t f (y)| t α g(z). Therefore, for almost every x ∈ R n and y ∈ B(x, t)
Thus,
This proves (ii) and hence finishes the proof of Theorem 1.12.
Finally we prove Theorem 1.13.
Proof of Theorem 1.13. By the Hölder inequality, it is easy to see that, for all α ∈ (0, 2), (ii)=⇒(iii)=⇒(iv) and (v)=⇒(vi)=⇒(vii). Next we prove (iv)=⇒(i) and (vii)=⇒(i) when α ∈ (0, 2). If (iv) holds true, then, by Theorem 1.5, we see that (i) holds true; if (vii) holds true, then Theorem 1.12(iii) holds true, which further implies (i). On the other hand, from Theorem 1.5, we deduce that (i) implies (iii) for α ∈ (0, 2). It remains to prove (i)=⇒(ii) and (i)=⇒(v) when α ∈ (n/p, 1). Indeed, if (i) holds true, then Theorem 1.12(ii) holds true, which further implies (ii) and (v). This finishes the proof of Theorem 1.13.
Further Remarks
In this section, we first generalize some items of Theorems 1.3, 1.5, 1.6, 1.8 and 1.10 through 1.13 to the higher order Triebel-Lizorkin spaces with order bigger than 2. As a further application, we then prove that some items in Theorems 1.10 through 1.13 are still equivalent on spaces of homogeneous type, which can be used to define the Triebel-Lizorkin spaces on spaces of homogeneous type with the smoothness order α ∈ (0, 2).
Higher Order Triebel-Lizorkin Spaces with Order Bigger Than 2
In this subsection, we consider the higher order counterparts of Theorems 1.3, 1.5, 1.6, 1.8 and 1.10 through 1.13, namely, the corresponding characterizations of Triebel-Lizorkin spaces F α p, q (R n ) with ℓ ∈ N, p ∈ (1, ∞), q ∈ (1, ∞] and α ∈ (0, 2ℓ). For this purpose, we need to replace the average operator B t by its higher order variants. For all ℓ ∈ N, t ∈ (0, ∞) and x ∈ R n , define the 2ℓ-th order average operator B ℓ,t by setting, for all f ∈ L 1 loc (R n ) and x ∈ R n , B ℓ,t f (x) := − 2 (f * I jt )(x), x ∈ R n , t ∈ (0, ∞).
If we replace the average operator B t by B ℓ,t in Theorems 1.3, 1.5, 1.6, 1.8 and 1.10 through 1.13, then, by [8, Lemmas 2.1 and 2.2], we have the following theorem, whose proof is similar to the corresponding part of Theorems 1.3, 1.5, 1.6, 1.8 and 1.10 through 1.13, the details being omitted.
Theorem 3.1. Let ℓ ∈ N, p ∈ (1, ∞), q ∈ (1, ∞], t ∈ (0, 1) and α ∈ (0, 2ℓ). Then the conclusions of Theorems 1.3 and 1.5, (ii) of Theorems 1.6 and 1.8, and the statements b) of Theorems 1.10 through 1.13 remain hold true when B t is replaced by B ℓ,t .
Triebel-Lizorkin Spaces on Spaces of Homogeneous Type
In this subsection, (X, ρ, µ) always denotes a metric measure space of homogeneous type. Recall that a quasi-metric on a nonempty set X is a non-negative function ρ on X × X which satisfies (i) for any x, y ∈ X, ρ(x, y) = 0 if and only if x = y; (ii) for any x, y ∈ X, ρ(x, y) = ρ(y, x); (iii) there exists a constant K ∈ [1, ∞) such that, for any x, y, z ∈ X, ρ(x, y) ≤ K [ρ(x, z) + ρ(z, y)] . Let ρ be a quasi-metric on X, a triple (X, ρ, µ) is called a space of homogeneous type in the sense of Coifman and Weiss [5, 6] if µ is a regular Borel measure satisfying the following doubling condition, that is, there exists a constant C ∈ [1, ∞) such that, for all r ∈ (0, ∞) and x ∈ X, µ(B(x, 2r)) ≤ Cµ(B(x, r)), (3.2) where, for any given r ∈ (0, ∞) and x ∈ X, let B(x, r) := {y ∈ X : ρ(x, y) < r} be the quasi-metric ball related to ρ of radius r and centering at x.
The triple (X, ρ, µ) is called a metric measure space of homogeneous type if K = 1 in (3.1) in the above definition of the space of homogeneous type.
Clearly, if µ is doubling, then, for any γ ∈ (0, ∞), there exists a positive constant C γ , which depends on γ and C in (3.2), such that, for all r ∈ (0, ∞) and x ∈ X, µ(B(x, γr)) ≤ C γ µ (B(x, r) ).
For all x ∈ X and t ∈ (0, ∞), let B(x, t) denote a ball with center at x and radius t, and − B(x,t) f (y) dµ(y) denote the integral average of f ∈ L 1 loc (X) on the ball B(x, t) ⊂ X, that is, f (y) dµ(y).
