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The main question we address is how to probe the fractionalized excitations of a quantum spin
liquid (QSL), for example, in the Kitaev honeycomb model. By analyzing the energy spectrum and
entanglement entropy, for antiferromagnetic couplings and a field along either [111] or [001], we
find a gapless QSL phase sandwiched between the non-Abelian Kitaev QSL and polarized phases.
Increasing the field strength towards the polarized limit destroys this intermediate QSL phase,
resulting in a considerable reduction in the number of frequency modes and the emergence of a
beating pattern in the local dynamical correlations, possibly observable in pump-probe experiments.
PACS numbers:
Introduction. Signatures of the exotic fractionalized
excitations of the two-dimensional Kitaev model on a
honeycomb lattice [1] have recently been of interest given
their experimental accessibility within candidate Kitaev-
like materials [2–4]. The exactly solvable Kitaev model
consists of S = 1/2 degrees of freedom that are frus-
trated by anisotropic bond-dependent, nearest-neighbor
interactions
HK =
∑
α
Jα ∑
〈j,k〉α
σαj σ
α
k
 , (1)
where Jα is the Kitaev exchange constant, α ∈ {x, y, z},
j and k are nearest-neighbor sites lying along the bond
α, and σαj , σ
α
k are the corresponding Pauli matrices. Re-
cent theoretical advances reveal the identifying charac-
teristics of fractionalized excitations in the dynamical
structure factor [5, 6], in a two-peak structure of the
temperature-dependent entropy [7], and in the longitu-
dinal and transverse thermal conductivities [8]. These
advances shed light on the nature of the Kitaev quantum
spin liquid (QSL), whose fractionalized excitations within
the gapped non-Abelian phase may find applications in
possible quantum computing devices [9].
Originally conceived as a toy model, researchers have
gone on to consider the microscopic mechanisms nec-
essary for realizing Kitaev physics in real materials.
This has led to proposals of Hamiltonians with extended
Kitaev-Heisenberg interactions [10–12], as well as addi-
tional symmetric off-diagonal interactions [13, 14]. Can-
didate compounds α-RuCl3 [15, 16], and A2IrO3 (A =
Na, Li) [17] show salient features in experiments that
can be attributed to residual fractional excitations of the
pure Kitaev phase proximate to these materials’ zig-zag
ordered ground state. Recently, experimental measure-
ments of the thermal Hall conductivity κxy of α−RuCl3
have revealed signatures of itinerant Majorana excita-
tions in the sign, magnitude, and temperature (T ) de-
pendence of κxy/T within TN = 7 K< T < 80 K∼ Jα/kb,
where TN is the temperature at which the zigzag order
begins [18]. Nuclear magnetic resonance (NMR) studies
have revealed a cubic magnetic field dependence of the
spin-excitation gap, consistent with Kitaev’s prediction
[1] for Majorana fermions [19].
Motivated by recent experiments on α-RuCl3 in an ex-
ternally applied magnetic field [20–28], and their analyses
using extended magnetic models [29–34], we investigate
the quantum phase transitions of the pure Kitaev model
as a function of an externally applied magnetic field. Iso-
lating the Kitaev term, which is responsible for impart-
ing to candidate materials their exotic nature, gives us
greater insight into what might underlie these materials’
salient features under an applied field. Using exact di-
agonalization (ED) on up to 24-site clusters, we observe
unambiguous signatures in the energy spectrum, topo-
logical entanglement entropy (TEE), and the dynamical
local spin-spin correlations. Our main results are as fol-
lows: (i) We find phase transitions from a gapped Kitaev
QSL to an intermediate gapless QSL, to a partially polar-
ized phase with increasing field along either [111] or [001],
for antiferromagnetic (AF) Kitaev interactions. These
are deduced from the increased density of states (DOS)
in the energy spectrum, as well as anomalies present in
the TEE as a function of field strength. (ii) Importantly,
the intermediate gapless QSL phase is considerably re-
duced for fields along [1¯10]. A direct transition between
the non-Abelian Kitaev QSL and polarized phases can-
not be ruled out for fields pointing near the [1¯10] direc-
tion. (iii) The local dynamical response along [111] shows
a plethora of modes for intermediate values of the field
strength, that are considerably reduced upon increasing
the strength of the field towards the polarized limit, re-
sulting in a clearly discernible beating pattern between a
few modes of comparable strength and energy. (iv) The
behavior of the average of plaquette operators 〈Wp〉 and
its dependence on field strength and orientation provides
a useful diagnostic of the non-Abelian Kitaev QSL, in-
termediate, and polarized phases, and reveals differences
between the ferromagnetic (FM) and AF cases.
Model and approach. We use exact diagonalization on
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2FIG. 1: Energies of the lowest lying excitations of the AF case of Eq. (2) relative to the ground state energy vs the field strength
parameter θ for a field along (a) [111], (b) [001], and (c) [1¯10] for a 24-site cluster. (d)−(f) show the topological entanglement
entropy Stopo for fields along [111], [001], and [1¯10], respectively, for 18-site (red) and 24-site (black) clusters. The vertical red
lines mark discontinuities in Stopo that corroborate changes in the eigenvalue spectrum. (d)−(e) show two distinct transitions
from a gapped non-Abelian Kiatev QSL at low field, to a gapless QSL phase for intermediate fields, and finally to a gapped
polarized phase at high fields. (f) is consistent with a single transition, given finite-size limitations.
up to 24-site clusters with periodic boundary conditions
(see Supplemental Material [35]). We define the Hamil-
tonian:
H =
∑
α
Jα ∑
〈j,k〉α
σαj σ
α
k
− ~h ·∑
j
~σj , (2)
and resort to the following parametrization
Jx = Jy = Jz = J = ± cos θ, (3)
~h =
1√
2λ2 + 1
(λ, λ, 1) sin θ, (4)
with θ = tan−1(|~h|/J), 0 6 θ 6 pi/2, 0 6 λ 6 1,
and the positive (negative) case corresponding to AF
(FM) near-neighbor interactions along respective bonds
α ∈ {x, y, z}. We only consider the isotropic point in-
teraction space and vary its strength θ, and along vary-
ing orientations ranging from [111] for λ = 1 to [001]
for λ = 0. We also consider the special case of a field
along [1¯10], lying within the plane of the honeycomb lat-
tice. For each of these field directions, we obtain the
energy spectrum, and the TEE as a function of θ using
the Kitaev-Preskill construction [36].
In order to connect with experiments, we cal-
culate the dynamical correlations Sααjk (t, θ, λ) =
〈0θ,λ|σαj (t)σαk (0)|0θ,λ〉, where |0θ,λ〉 is the field strength
and field orientation-dependent ground state of Eq. 2,
and σαj (t) = e
iHtσαj (0)e
−iHt. We also calculate the field-
dependent on-site time Fourier transform,
Szzjk (ω, θ, λ) =
∫ ∞
−∞
Szzjk (t, θ, λ)e
iωt dt
=
∑
n
〈0θ,λ|σzj (0)|n〉〈n|σzk(0)|0θ,λ〉 δ(ω + E0 − En),
(5)
where n is the energy quantum number indexing the var-
ious eigenenergies and eigenstates of H. Below, we re-
strict our calculations to the case of j = k and α = z.
Signatures of field-driven quantum phase transitions.
For AF couplings of the Kitaev honeycomb model under
an externally applied field, recent findings reveal a rich
phase diagram, beyond the perturbative result [37–39].
Our aim is to connect features in the energy spectrum,
as a function of θ, that indicate phase transitions, with
specific signatures in the dynamical correlation functions,
allowing us to make testable predictions for inelastic neu-
tron scattering and optical-pump terahertz-probe spec-
troscopy.
Energy spectrum and TEE. For the AF case, for a 24-
site cluster and a field along [111] [Fig. 1(a)], the salient
feature in the excitation spectrum is the dramatic in-
crease in the DOS at lower ∆E within the broad range
0.63 ≤ θ ≤ 0.88. A qualitatively similar feature occurs
for a field along [001] [Fig. 1(b)], where the lowest ex-
citations also form a broad continuum within the range
0.44 6 θ 6 0.82. For either of these field orientations we
label the lower (higher) bound of these high DOS regions
θ∗ (θ∗∗).
We see corresponding discontinuities in the TEE curves
3at respective θ∗ and θ∗∗ values for each of the two field
orientations [black squares in Fig 1(d) and 1(e)]. Taken
together, the critical values identify the locations of phase
transitions to and from an intermediate quantum phase
for these two field orientations.
Now, the θ = 0 limit with considerably lower DOS at
low ∆E is known to be a gapless QSL in the thermody-
namic limit. We therefore conclude that the enhanced
DOS in the region between θ∗ and θ∗∗, as well as the dis-
continuities observed in the TEE at these latter points,
indicate the existence of a second, different, gapless QSL
sandwiched between the gapped non-Abelian Kitaev QSL
and the polarized phase expected for higher values of θ,
for each of the two field orientations [111] and [001].
The gapped QSL phase is clearly discernible as having
a negative value of TEE, while the polarized phase has
TEE close to zero, as expected. For gapless systems,
due to a logL correction in the area law, the Kitaev-
Preskill construction can no longer be used to ascertain
QSL behavior. We continue to use the Kitaev-Preskill
construction for intermediate values of θ however, not to
get an accurate value of the TEE, but to identify phase
transitions to and from the intermediate gapless phase.
The comparison of TEE on two cluster sizes, 18 and
24 sites [Fig. 1(d)-(f)], shows the shift in the locations of
the jump discontinuities of TEE around θ∗, towards lower
θ, with increasing cluster size. Finally, for a field along
[1¯10] [Fig. 1(c) and 1(f)], while we observe an increase
in the DOS (and a corresponding discontinuity in TEE)
near θ ≈ 0.66, there does not appear to be a range in θ
supporting a higher DOS as is true of the other two field
orientations along [111] or [001]. There is also a lack
of a clear discontinuity in the TEE which would suggest
an upper bound for any presumptive intermediate phase.
While we do not rule out the possibility of the presence
of an intermediate phase for this particular orientation of
the external field, within the numerics reported here we
cannot guarantee its presence either.
Dynamical correlations for field along [111]. The evo-
lution of the on-site time Fourier transform Eq. (5) with
field strength [Fig. 2(a)] shows sharp and intense modes
that follow independent trajectories for θ < θ∗ ≈ 0.32.
At θ∗, discontinuities in the trajectories of various modes
are observed, and beyond that within θ∗ < θ < θ∗∗ ≈
0.85, there is a drastic decrease in the intensity of modes
which now form a featureless continuum across the en-
tire spectrum [see Fig. 2(b)]. Just above θ∗∗, a fea-
tureless continuum of comparably intense modes having
no sharp or well-defined peaks forms into well-defined
modes of considerable intensity at lower energies as θ is
increased. The trajectories of these latter modes tend
towards higher ω with increasing θ, persisting up to
θ = pi/2 where they converge and become the most dom-
inant mode at ω/J ≈ 2. The nature of the excitation
corresponding to this latter mode consists of a single spin
flip about the completely polarized state along zˆ.
FIG. 2: The on-site dynamical response for the AF case and
the normalized integrated intensity at constant θ for h ‖ [111].
Cuts along the green lines in (a) are shown in the Supple-
mental Material [35]. Red lines correspond to the locations
of phase transitions, shown here for a 16-site cluster.
Real-time dynamics. The local dynamical spin-spin
correlations for h ‖ [111] evolve from the behavior at
θ = 0 with the waveform in Fig. 3(a) arising from the
superposition of a dominant low-frequency mode with a
pair of lower-intensity, high-frequency modes [see the cut
along the horizontal axis in Fig. 2(a) above, and in the
Supplemental Material [35]]. Within the gapped Kitaev
QSL (0 6 θ . θ∗), the wave forms are characterized
by a large amplitude and long wavelength, modulated
by small oscillations. The low-energy mode responsible
for the long wavelength in Szz11 (t, θ) reflects the two-flux
energy gap, while the high-energy modes responsible for
the small oscillations reflect single and multiparticle pro-
cesses [5, 6].
Wave forms of Szz11 (t, θ) lying within θ
∗ < θ < θ∗∗
[Fig. 3(b)] are relatively featureless because of a broad
continuum of comparably intense modes across a wide
range of energies [see the horizontal cut along θ ≈ 0.50 in
Fig. 2(a) above, and in the Supplemental Material [35]].
This featureless character of Szz11 (t, θ) persists above θ
∗∗
[Fig. 3(c)]. Within the partially polarized phase, the
frequency response is once again characterized by a few
4FIG. 3: The on-site dynamical spin-spin correlations, for AF exchange, for a field along [111], with θ∗ ≈ 0.32 and θ∗∗ ≈ 0.85.
FIG. 4: Average of the plaquette operator 〈Wp〉, for (a) AF and (b) FM cases, as a function of both the field strength parameter
θ and field orientation parameter λ. For AF interactions, (a) shows a clear intermediate region. For FM interactions, a rather
abrupt transition between the Kitaev QSL and the polarized phase is observed in (b). In each case, the non-Abelian Kitaev
QSL phase increases as a function of λ, and is more pronounced in the AF case.
sharp and highly intense modes, which depict a distinct
beat feature, or wave packet, due to interference between
a small number of sharp, comparably intense, and ener-
getic modes [Fig. 3(d)]. We believe this beat feature,
which may be measurable using pump-probe THz spec-
troscopy on candidate materials, is a telltale signature of
the onset of a QSL phase from a polarized phase.
Field strength and orientation dependence of plaquette
flux. The plaquette operator averaged over the entire
lattice, with respect to the ground state, is
〈Wp〉 = 1
4
4∑
i=1
〈Wpi〉 =
1
4
4∑
i=1
〈∏
j∈pi
σ
α(j)
j
〉
, (6)
in this case over four plaquettes pi, with bonds α(j) ema-
nating from site j away from the interior of the plaquette.
The eigenvalues of Wpi are ±1, and [Wpi , H] = 0 when
θ = 0. In this limit, the ground state lies within the
Wpi = 1 block for all pi [40], and an excitation corre-
sponding to Wpi = −1 indicates the presence of a flux.
With deviation θ 6= 0, 〈Wp〉 ≈ 1 despite [Wpi , H] 6= 0,
corresponding to the non-Abelian Kitaev QSL phase.
We see that, in agreement with earlier studies [37, 38],
this phase appears to extend further in applied field θ in
the AF case than in the FM case (Fig. 4).
What is different here is our finding that the non-
Abelian Kitaev QSL phase in the AF case [Fig. 4(a)]
expands as the field is rotated from the [001] to the [111]
direction.
In the FM case [Fig. 4(b)] there is a sharper decrease
in 〈Wp〉, vs θ, than in the AF case, suggesting a direct
transition between the non-Abelian Kitaev phase and the
polarized phase for λ ≈ 0, and possibly also as λ increases
toward unity.
Conclusions. We have expanded the exploration of
QSLs from thermodynamics and spectroscopy to prob-
ing the nature of fractionalized excitations directly in the
real-time dynamics using pump-probe THz spectroscopy.
In these experiments, the pump excites photocarriers
in the system, and the THz probe pulse measures the
photoconductivity as a function of time [41, 42]. Us-
ing an exchange coupling of about 5 meV, for either
the AF or FM case, we expect signatures of fraction-
alization to appear at time scales lying within the range
10−13 s < t < 10−12 s, or for frequencies in the 1−10
THz regime. We bring to light facts pertaining to the
5field strength and orientation dependence of phases ex-
hibited by the FM and AF Kitaev honeycomb models
under an externally applied magnetic field. At this stage,
the nature of the intermediate gapless QSL phase for AF
Kitaev interactions requires further investigation.
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