Abstract. We consider functions f (T, R) of pairs of noncommuting contractions on Hilbert space and study the problem for which functions f we have Lipschitz type estimates in Schatten-von Neumann norms. We prove that if f belongs to the Besov class B 
Introduction
The purpose of this paper is to study the behavior of functions f (T, R) of (not necessarily commuting) contractions T and R under perturbation. We are going to obtain Lipschitz type estimates in the Sachatten-von Neumann norms S p , 1 ≤ p ≤ 2, for functions f in the Besov class B 1 ∞,1 + (T 2 ) of analytic functions. Note that functions f (T, R) of noncommuting contractions can be defined in terms of double operator integrals with respect to semi-spectral measures, see § 3 below.
Besov class B 1 ∞,1 (R 2 ) and for p ∈ [1, 2], the following Lipschitz type estimate holds: f (A 1 , B 1 ) − f (A 2 , B 2 ) S p ≤ const max A 1 − A 2 S p , B 1 − B 2 S p for arbitrary pairs (A 1 , B 1 ) and (A 2 , B 2 ) of (not necessarily commuting) self-adjoint operators.
However, it was shown in [ANP] that for p > 2 there is no such Lipschitz type estimate in the S p norm as well as in the operator norm. Moreover, it follows from the construction given in [ANP] that for p ∈ (2, ∞] and for positive numbers ε, σ, M , there exists a function f in L ∞ (R 2 ) with Fourier transform supported in [−σ, σ] × [−σ, σ] such that max A 1 − A 2 Sp , B 1 − B 2 Sp < ε while f (A 1 , B 1 ) − f (A 2 , B 2 ) S p > M. Here we use the notation · S∞ for operator norm.
This implies that unlike in the case of commuting operators, there cannot be any Hölder type estimates in the norm of S p , p > 2, for Hölder functions f of order α. Moreover, for p > 2, there cannot be any estimate for f (A 1 , B 1 ) − f (A 2 , B 2 ) Sp for functions in the Besov class B s ∞,q (R) for any q > 0 and s > 0. On the other hand, it was observed by the anonymous referee of [ANP] that unlike in the case of commuting self-adjoint operators, there is no Lipschitz type estimates for f (A 1 , B 1 ) − f (A 2 , B 2 ) S 2 for Lipschitz functions f on R 2 , see [ANP] . Finally, let us mention that in the case of functions of triples of noncommuting operators there are no such Lipschitz type estimates for functions in the Besov class B 1 ∞,1 (R 3 ) in the norm of S p for any p ∈ [1, ∞]. This was established in [Pe7] .
In § 3 we give an introduction to double and triple operator integrals and we define functions f (T, R) of noncommuting contractions. We define the Haagerup and Haageruplike tensor products of three copies of the disk-algebra C A and we define triple operator integrals whose integrands belong to such tensor products.
Lipschitz type estimates in Schatten-von Neumann norm will be obtained in § 4. We show that for p ∈ [1, 2] and for a function f on T 2 in the analytic Besov space B 1 ∞,1 + (T 2 ), the following Lipschitz type inequality holds:
for arbitrary pairs (T 0 , T 1 ) and (R 0 , R 1 ) of contractions. Recall that similar inequality was established in [ANP] for functions of self-adjoint operators. However, to obtain this inequality for functions of contractions, we need new algebraic formulae. Moreover, to obtain this inequality for functions of contractions, we offer an approach that does not use triple operator integrals. To be more precise, we reduce the inequality to the case of analytic polynomials f and we integrate over finite sets, in which case triple operator integrals become finite sums. We establish explicit representations of the operator differences f (T 1 , R 1 ) − f (T 0 , R 0 ) for analytic polynomials f in terms of finite sums of elementary tensors which allows us to estimate the S p norms.
However, we still use triple operator integrals to obtain in § 5 explicit formulae for the operator differences for arbitrary functions f in B 1
In § 6 we study differentiability properties in Schatten-von Neumann norms of the function t → f T (t), R(t)
for f in B 1 ∞,1 + (T 2 ) and contractive valued functions t → T (t) and t → R(t). We obtain explicit formulae for the derivative in terms of triple operator integrals. Again, to prove the existence of the derivative, we do not need triple operator integrals.
As in the case of functions of pairs self-adjoint operators (see [ANP] ), there are no Lipschitz type estimates in the norm of S p , p > 2, for functions of pairs of not necessarily commuting contractions f (T, R), f ∈ B 1 ∞,1 + (T 2 ). This will be established in § 7. Note that the construction differs from the construction in the case of self-adjoint operators given in [ANP] .
In § 8 we state some open problems and in § 2 we give an introduction to Besov classes on polydisks.
We use the notation m for normalized Lebesgue measure on the unit circle T and the notation m 2 for normalized Lebesgue measure on T 2 .
For simplicity we assume that we deal with separable Hilbert spaces.
Besov classes of periodic functions
In this section we give a brief introduction to Besov spaces on the torus. To define Besov spaces on the torus T d , we consider an infinitely differentiable function w on R such that
Let W n , n ≥ 0, be the trigonometric polynomials defined by
For a distribution f on T d we put
It is easy to see that
the series converges in the sense of distributions. We say that f belongs the Besov class
The analytic subspace B s
We refer the reader to [Pee] for more detailed information about Besov spaces.
3. Double and triple operator integrals with respect to semi-spectral measures 3.1. Double operator integrals. In this section we give a brief introduction to double and triple operator integrals with respect to semi-spectral measures. Double operator integrals with respect to spectral measures are expressions of the form
where E 1 and E 2 are spectral measures, Q is a linear operator and Φ is a bounded measurable function. They appeared first in [DK] . Later Birman and Solomyak developed in [BS1] - [BS3] a beautiful theory of double operator integrals. Double operator integrals with respect to semi-spectral measures were defined in [Pe2] , see also [AP4] (recall that the definition of a semi-spectral measure differs from the definition of a spectral measure by replacing the condition that it takes values in the set of orthogonal projections with the condition that it takes values in the set of nonnegative contractions, see [AP4] for more detail).
For the double operator integral to make sense for an arbitrary bounded linear operator T , we have to impose an additional assumption on Φ. The natural class of such functions Φ is called the class of Schur multipliers, see [Pe1] . There are various characterizations of the class of Schur multipliers. In particular, Φ is a Schur multiplier if and only if it belongs to the Haagerup tensor product
it admits a representation of the form
where the ϕ j and ψ j satisfy the condition
In this case
the series converges in the weak operator topology. The right-hand side of this equality does not depend on the choice of a representation of Φ in (3.2).
One can also consider double operator integrals of the form (3.1) in the case when E 1 and E 2 are semi-spectral measures. In this case, as in the case of spectral measures, formula (3.4) still holds under the same assumption (3.3).
It is easy to see that if Φ belongs to the projective tensor product
and L ∞ (E 2 ), i.e., Φ admits a representation of the form (3.2) with ϕ j and ψ j satisfying
then Φ is a Schur multiplier and (3.4) holds.
3.2. The semi-spectral measures of contractions. Recall that if T is a contraction (i.e., T ≤ 1) on a Hilbert space H , then by the Sz.-Nagy dilation theorem (see [SNF] ), T has a unitary dilation, i.e., there exist a Hilbert space K that contains H and a unitary operator U on K such that
where P H is the orthogonal projection onto H . Among all unitary dilations of T one can always select a minimal unitary dilation (in a natural sense) and all minimal unitary dilations are isomorphic, see [SNF] .
The existence of a unitary dilation allows us to construct the natural functional calculus f → f (T ) for functions f in the disk-algebra C A defined by
where E U is the spectral measure of U .
Consider the operator set function E T defined on the Borel subsets of the unit circle
It can be shown that it does not depend on the choice of a unitary dilation. The semi-spectral measure E T is called the semi-spectral measure of T .
Functions of noncommuting contractions.
Let f be a function on the torus T 2 that belongs to the Haagerup tensor product C A ⊗ h C A , i.e., f admits a representation of the form
where ϕ j , ψ j are functions in C A such that
For a pair (T, R) of (not necessarily commuting contractions), the operator f (T, R) is defined as the double operator integral
, and so we can take functions f (T, R) of contractions for an arbitrary function f in B 1 ∞,1 + (T 2 ). Indeed, if f is an analytic polynomial in two variables of degree at most N in each variable, then we can represent f in the form
Thus f belongs to the projective tensor product C A⊗ C A and
It follows easily from (2.3) that every function f of Besov class B 1 ∞,1 + (T 2 ) belongs to C A⊗ C A , and so the operator f (T, R) is well defined. Clearly,
where f n is the polynomial defined by (2.1). It follows immediately from (3.5) and (2.3) that the series converges absolutely in the operator norm. Note that formula (3.6) can be used as a definition of the functions f (T, R) of noncommuting contractions in the case when f ∈ B 1
3.4. Triple operator integrals. Haagerup tensor products. There are several approaches to multiple operator integrals. Triple operator integrals are expressions of the form
where Φ is a bounded measurable function, E 1 , E 2 and E 3 are spectral measures, and X and Y are bounded linear operators on Hilbert space. In [Pe4] triple (and more general, multiple) operator integrals were defined for functions Φ in the integral projective product
For such functions Φ, the following Schatten-von Neumann properties hold:
whenever 1/p + 1/q ≤ 1. Later in [JTT] triple (and multiple) operator integrals were defined for functions Φ in the Haagerup tensor product
, 1/r = 1/p + 1/q, only under the conditions that p ≥ 2 and q ≥ 2, see [AP5] (see also [ANP] ). Moreover, the following inequality holds:
whenever p ≥ 2 and q ≥ 2, see [AP5] . Note also that to obtain Lipschitz type estimates for functions of noncommuting selfadjoint operators in [ANP] , we had to use triple operator integrals with integrands Φ that do not belong to the Haagerup tensor product
That is why we had to introduce in [ANP] Haagerup-like tensor products of the first kind and of the second kind.
In this paper we are going to use triple operator integrals with integrands being continuous functions on T 3 that belong to Haagerup and Haagerup-like tensor products of three copies of the disk-algebra C A . We briefly define such tensor products and discuss inequalities we are going to use in the next section. Definition 1. We say that a continuous function Φ on T 3 belongs to the Haagerup tensor product
where α j , β jk and γ k are functions in C A such that
Here · B stands for the operator norm of a matrix (finite or infinite) on the space ℓ 2 or on a finite-dimensional Euclidean space. By definition, the norm of Φ in C A ⊗ h C A ⊗ h C A is the infimum of the left-hand side of (3.8) over all representations of Φ in the form of (3.7).
Suppose that Φ ∈ C A ⊗ h C A ⊗ h C A and both (3.7) and (3.8) hold. Let T 1 , T 2 and T 3 be contractions with semi-spectral measures E T 1 , E T 2 and E T 3 . Then for bounded linear operators X and Y , we can define the triple operator integral
It is easy to verify that the series converges in the weak operator topology if we consider partial sums over rectangles. It can be shown in the same way as in the case of triple operator integrals with respect to spectral measures that the sum on the right does not depend on the choice of a representation of Φ in the form of (3.7), see Theorem 3.1 of [ANP] .
We are going to use Lemma 3.2 of [AP5] . Suppose that {Z j } j≥0 is a sequence of bounded linear operators on Hilbert space such that
Let Q be a bounded linear operator. Consider the row R {Z j } (Q) and the column C {Z j } (Q) defined by
Then by Lemma 3.2 of [AP5] , for p ∈ [2, ∞], the following inequalities hold:
It is easy to verify that under the above assumptions
where B is the operator matrix {β jk (T 2 )} j,k≥0 .
Lemma 3.1. Under the above hypotheses,
Proof. Let U be a unitary dilation of the contraction T 2 on a Hilbert space K , K ⊃ H . Clearly, we can consider the space ℓ 2 (H ) as a subspace of ℓ 2 (K ). It is easy to see that
where P ℓ 2 (H ) is the orthogonal projection onto ℓ 2 (H ). The result follows from the inequality {β jk (U )} j,k≥0 ≤ sup τ ∈T {β jk (τ )} j,k≥0 B , which is a consequence of the spectral theorem.
It follows from Lemma 3.2 of [Pe8] that under the above assumptions, inequalities . This together with Lemma (3.1) 9 and inequalities (3.11) implies that under the above assumptions,
(3.13) whenever p ≥ 2, q ≥ 2 and 1/r = 1/p + 1/q. The following theorem is an analog of the corresponding result for triple operator integrals with respect to spectral measures, see [AP5] . It follows immediately from (3.13).
Theorem 3.2. Let T 1 , T 2 and T 3 be contractions, and let X ∈ S p and Y ∈ S q ,
Recall that by S ∞ we mean the class of bounded linear operators.
3.5. Haagerup-like tensor products. We define here Haagerup-like tensor products of disk-algebras by analogy with Haagerup-like tensor products of L ∞ spaces, see [ANP] .
Definition 2. A continuous function Φ on T 3 is said to belong to the Haagerup-like tensor product C A ⊗ h C A ⊗ h C A of the first kind if it admits a representation
14)
where α j , β k and γ jk are functions in C A such that
belongs to the Haagerup tensor product
Similarly, we can define the Haagerup-like tensor product C A ⊗ h C A ⊗ h C A of the second kind.
Definition 3. A continuous function Φ on T 3 is said to belong to the Haagerup-like tensor product C A ⊗ h C A ⊗ h C A of the second kind if it admits a representation
where α jk , β j and γ k are functions in C A such that
Let us first consider the situation when Φ is defined by (3.14) or by (3.15) with summation over a finite set. In this case triple operator integrals of the form (3.9) can be defined for arbitrary bounded linear operators X and Y and for arbitrary contractions T 1 , T 2 and T 3 .
Suppose that
where F 1 and F 2 are finite sets. We put
Suppose now that
where F 1 and F 2 are finite sets. Then we put
The following estimate is a very special case of Theorem 3.4 below. However, we have stated it separately because its proof is elementary and does not require the definition of triple operator integrals with integrands in Haagerup-like tensor products. Theorem 3.3. Let X and Y be bounded linear operators and let T 1 , T 2 and T 3 are contractions. Suppose that F 1 and F 2 are finite sets. The following statements hold:
(i) Let Φ be given by (3.16). Suppose that q ≥ 2 and 1/r def = 1/p + 1/q ∈ [1/2, 1]. If X ∈ S p and Y ∈ S q , then the sum on the right of (3.17) belongs to S r and
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(ii) Let Φ be given by (3.18). Suppose that q ≥ 2 and 1/r def = 1/p + 1/q ∈ [1/2, 1]. If X ∈ S p and Y ∈ S q , then the sum on the right of (3.19) belongs to S r and
Proof. Let us prove (i). The proof of (ii) is the same. We are going to use a duality argument. Suppose that Q ∈ S r ′ and Q S r ′ ≤ 1, 1/r + 1/r ′ = 1. We have
Th result follows now from (3.12) and (3.13).
Triple operator integrals with integrands in
Haagerup-like tensor products. We define triple operator integrals with integrands in C A ⊗ h C A ⊗ h C A by analogy with triple operator integrals with respect to spectral measures, see [ANP] and [AP5] . Let Φ ∈ C A ⊗ h C A ⊗ h C A and let p ∈ [1, 2]. Suppose that T 1 , T 2 and T 3 are contractions. For an operator X of class S p and for a bounded linear operator Y , we define the triple operator integral
as the following continuous linear functional on S p ′ , 1/p + 1/p ′ = 1 (on the class of compact operators in the case p = 1):
Note that the triple operator integral
is well defined as the integrand belongs to the Haagerup tensor product C
Again, we can define triple operator integrals with integrands in C A ⊗ h C A ⊗ h C A by analogy with the case of spectral measures, see [ANP] and [AP5] . Let Φ ∈ C A ⊗ h C A ⊗ h C A and let T 1 , T 2 and T 3 be contractions. Suppose that X is a bounded linear operator and Y ∈ S p , 1 ≤ p ≤ 2. The triple operator integral
is defined as the continuous linear functional
on S p ′ (on the class of compact operators if p = 1).
As in the case of spectral measures (see [AP5] ), the following theorem can be proved:
Theorem 3.4. Suppose that T 1 , T 2 and T 3 are contractions, and let X ∈ S p and Y ∈ S q . The following statements hold:
and Y ∈ S q , then the operator
Lipschitz type estimates in Schatten-von Neumann norms
In this section we obtain Lipschitz type estimates in the Schatten-von Neumann classes S p for p ∈ [1, 2] for functions of contractions. To obtain such estimates, we are going to use an elementary approach and obtain elementary formulae that involve only finite sums.
Later we will need explicit expressions for operator differences, which will be obtained in the next section in terms of triple operator integrals. Such formulae will be used in § 6 to obtain formulae for operator derivatives.
Suppose that f is a function that belongs to the Besov space B 1 ∞,1 + (T 2 ) of analytic functions (see § 2). As we have observed in Subsection 3.3, we can define functions f (T, R) for (not necessarily commuting) contractions T and R on Hilbert space by formula (3.6).
For a differentiable function f on T, we use the notation Df for the divided difference:
13 For a differentiable function f on T 2 , we define the divided differences
and
We need several elementary identities. Let Π m be the set of mth roots of 1:
and let
The following elementary formulae are well known. We give proofs for completeness.
Lemma 4.1. Let f and g be analytic polynomials in one variable of degree less than m. Then
In particular,
Proof. It suffices to consider the case where f (z) = z j and g(z) = z k with 0 ≤ j, k < m. Then −m < j − k < m and
In the same way we can obtain similar formulae for polynomials in several variables. We need only the case of two variables.
Lemma 4.3. Let f and g be polynomials in two variables of degree less than m in each variable. Then
14 In particular,
Proof. It suffices to consider the case when f (ζ, τ ) = ζ j 1 τ j 2 and g(ζ, τ ) = ζ k 1 τ k 2 with 0 ≤ j 1 , j 2 , k 1 , k 2 < m. Then −m < j 1 − k 1 , j 2 − k 2 < m and
Suppose now that (T 0 , R 0 ) and (T 1 , R 1 ) are pairs of not necessarily commuting contractions.
Theorem 4.4. Let f be an analytic polynomial in two variable of degree at most m in each variable. Then
We are going to establish (4.2). The proof of (4.3) is similar. We need the following lemma.
Lemma 4.5. Let ϕ be an analytic polynomial in one variable of degree at most m.
Proof of the lemma. Let 0 ≤ j, j 0 , k, k 0 < m. Then
It follows that
ξ,η∈Πm
Hence,
Proof of Theorem 4.4. Clearly, it suffices to prove (4.2) in the case when f (z 1 , z 2 ) = ϕ(z 1 )z j 2 , where ϕ is a polynomial of one variable of degree at most n and 0 ≤ j ≤ m. Clearly, in this case
On the other hand, (Df [1] )(ξ, η, R 1 ) = (Dϕ)(ξ, η)R j 1 . Identity (4.2) follows now from Lemma 4.5.
For K ∈ L 2 (T 2 ), we denote by I K the integral operator on L 2 (T) with kernel function K, i.e.,
The following lemma allows us to evaluate the operator norm I K B(L 2 ) of this operator for polynomials K of degree less than m in each variable in terms of the operator norms of the matrix {K(ζ, η)} ζ,η∈Πm .
Lemma 4.6. Let K be an analytic polynomial in two variables of degree less than m in each variable. Then
Proof. It is easy to see that
where
where the supremum is taken over all polynomials ϕ and ψ in one variable of degree less than m and such that ϕ L 2 ≤ 1, ψ L 2 ≤ 1. Next, by Lemma 4.3, for arbitrary polynomials ϕ and ψ with deg ϕ < m and deg ψ < m, we have
It remains to observe that by Lemma 4.1, ϕ L 2 ≤ 1 if and only if ξ∈Πm |ϕ(ξ)| 2 ≤ m and the same is true for ψ.
Theorem 4.7. Let g be a polynomial in one variable of degree at most m. Then
Proof. The result follows from Lemma 4.6 and the inequality
which is a consequence of the fact that I Dg B(L 2 ) is equal to the norm of the Hankel operator Hḡ on the Hardy class H 2 , see [Pe5] , Ch. 1, Th. 1.10.
Corollary 4.8. Let f be a trigonometric polynomial of degree at most m in each variable and let p ∈ [1, 2]. Suppose that T 1 , R 1 , T 0 , R 0 are contractions such that T 1 −T 0 ∈ S p and R 1 − R 0 ∈ S p . Then Theorem 4.9. Let 1 ≤ p ≤ 2 and let f ∈ B 1
Proof. Indeed, the result follows immediately from Corollary 4.8 and inequality (2.3).
A representation of operator differences in terms of triple operator integrals
In this section we obtain an explicit formula for the operator differences f (
∞,1 + (T 2 ), in terms of triple operator integrals.
Lemma 5.2. Let f be an analytic polynomial in two variables of degree at most m in each variable. Then
Proof. Both formulae (5.1) and (5.2) can be verified straightforwardly. However, we deduce them from Theorem 4.4. Formula (5.1) follows immediately from formula (4.2) if we consider the special case when T 0 , T 1 and R 1 are the operators on the one-dimensional space of multiplication by ζ 2 , ζ 1 and τ . Similarly, formula (5.2) follows immediately from formula (4.3).
Corollary 5.3. Under the hypotheses of Lemma 5.2,
Proof. The result is a consequence of Lemma 5.2, Theorem 4.7, Corollary 4.2 and Definitions 2 and 3 in § 3.
Proof of Theorem 5.1. The result follows immediately from Corollary 5.3 and inequality (2.3).
∞,1 + (T 2 ), the following formula holds:
Proof. Suppose first that f is an analytic polynomial in two variables of degree at most m in each variable. In this case equality (5.3) is a consequence of Theorem 4.4, Lemma 5.2 and the definition of triple operator integrals given in Subsection 3.5.
In the general case we represent f by the series (2.1) and apply (5.3) to each f n . The result follows from (2.3).
Differentiability properties
In this section we study differentiability properties of the map t → f T (t), R(t) (6.1) in the norm of S p , 1 ≤ p ≤ 2, for functions t → T (t) and t → R(t) that take contractive values and are differentiable in S p . We say that an operator-valued function Ψ defined on an interval J is differentiable in S p if Φ(s) − Φ(t) ∈ S p for any s, t ∈ J, and the limit
exists in the norm of S p for each t in J.
Theorem 6.1. Let p ∈ [1, 2] and let f ∈ B 1 ∞,1 + (T 2 ). Suppose that t → T (t) and t → R(t) are operator-valued functions on an interval J that take contractive values and are differentiable in S p . Then the function (6.1) is differentiable on J in S p and
s ∈ J.
Proof. As before, it suffices to prove the result in the case when f is an analytic polynomial of degree at most m in each variable. Suppose that f is such a polynomial. Put F (t) def = f T (t), R(t) . We have It follows now from Lemma 5.2 and from the definition of triple operator integrals given in § 3 that the right-hand side is equal to
which completes the proof.
The case p > 2
In this section we show that unlike in the case p ∈ [1, 2], there are no Lipschitz type estimates in the norm of S p in the case when p > 2 for functions f (T, R), f ∈ B 1 ∞,1 + (T 2 ), of not noncommuting contractions. In particular, there are no such Lipschitz type estimates for functions f ∈ B 1 ∞,1 + (T 2 ) in the operator norm. Moreover, we show that for p > 2, such Lipschitz type estimates do not hold even for functions f in B 1 ∞,1 + (T 2 ) and for pairs of noncommuting unitary operators.
Recall that similar results were obtained in [ANP] for functions of noncommuting self-adjoint operators. However, in this paper we use a different construction to obtain results for functions of unitary operators.
Lemma 7.1. For each matrix {a ξ η } ξ,η∈Πm , there exists an analytic polynomial f in two variables of degree at most 2m − 2 in each variable such that f (ξ, η) = a ξ η for all ξ, η ∈ Π m and f L ∞ (T 2 ) ≤ sup ξ,η∈Πm |a ξ η |. 
