Abstract-We study the performance of several search algorithms on unstructured peer-to-peer networks, both using classic search algorithms such as flooding and random walk, as well as a new hybrid algorithm proposed in this paper. This hybrid algorithm first uses flooding to find sufficient number of nodes and then starts random walks from these nodes. We compare the performance of the search algorithms on several graphs corresponding to common topologies proposed for peerto-peer networks. In particular, we consider binomial random graphs, regular random graphs, power-law graphs, and clustered topologies. Our experiments show that for binomial random graphs and regular random graphs all algorithms have similar performance. For power-law graphs, flooding is effective for small number of messages, but for large number of messages our hybrid algorithm outperforms it. Flooding is ineffective for clustered topologies in which random walk is the best algorithm. For these topologies, our hybrid algorithm provides a compromise between flooding and random walk. We also compare the proposed hybrid algorithm with the k-walker algorithm on power-law and clustered topologies. Our experiments show that while they have close performance on clustered topologies, the hybrid algorithm has much better performance on power-law graphs. We theoretically prove that flooding is effective for regular random graphs which is consistent with our experimental results.
I. INTRODUCTION
Peer-to-peer networks are widely used for file sharing purposes. This type of usage tends to favour resilient, decentralized architectures over centralized solutions. However this comes at a penalty in ease of searching. At first, peerto-peer systems addressed this shortcoming by incorporating a flooding mechanism for resource discovery. A node in the peer-to-peer network broadcasts a query message to its neighbours. The neighbours in turn are responsible for reporting any matches as well as forwarding the message to its neighbours, if necessary. This mechanism has been proven effective in practice for finding items which are prevalent across the peer-to-peer network, but otherwise ineffective and resource consuming.
As a consequence numerous alternatives search techniques have been proposed, ranging from variants in flooding algorithms, to structured distributed solutions to centralized indices [3] . Each of these techniques has its own merits and drawbacks.
In this paper we consider searching for an object in an unstructured decentralized peer-to-peer networks such as Gnutella or FastTrack. It is known that in this context flooding excels in the search of popular items which are widely available. On the other hand, traditional time-to-live (TTL) techniques fail to locate items that are not available locally. Gkantsidis et al. (INFOCOM'04) [4] studied random walks as an alternative to TTL-based flood techniques. They showed that certain types of random walks can outperform flooding techniques provided that certain modifications in the topology are introduced as part of the search. This work was further extended by the same authors [5] in INFOCOM'05. In that work, they consider the impact of a random walk followed by shallow flooding and observe that if we assume that edge criticality is known then the graph can be labeled in such a way as to obtain an effective search technique. A similar study is by Lv et al. [8] where they consider k random walkers in random, power-law, grid and Gnutella graphs.
In this paper we systematically study the effect of random walk versus flooding in a variety of settings and topologies. We consider, in particular, binomial random graphs, d-regular graphs, power-law graphs and clustered topologies. We follow the methodology of Gkantsidis et al. [4] , [5] in which a maximum number of messages is set and then we determine what percentage of the nodes in the peer-to-peer graph are visited using this number of messages. In a sense this is a measure of per-message effectiveness of the search method. As well, we consider the case in which changes to the topology are not feasible due to the unstructured nature of the peer-topeer topology.
We proceed to describe the search algorithms which are of interest in our work.
Flooding. Flooding is one of the simplest search strategies and yet one of the most commonly used in peer-to-peer networks. For instance, it is the search method employed by the Gnutella network. The search proceeds as follows: the origin of the search sends "discovery" messages to all its neighbours, which in turn propagate the message to their own neighbours (except the neighbour from which they have received the message) and so on.
Flooding as described above is unrestricted in the sense that there is no constraint on the number of messages generated by the search request. A simple way to limit the range of the flooding is to introduce the so-called time-to-live (TTL) parameter. More superficially, the origin of the search sends a discovery message to all its neighbours, along with the parameter TTL. The recipients decrease TTL by one and if TTL is still positive they propagate the message to their own neighbourhoods (except the neighbour from which they have received the message), and so fourth. In this way, it is guaranteed that the search is restricted within a ball of radius TTL from the origin of the search.
The popularity of flooding is mainly due to its simplicity; it is easy to implement and easy to support. Moreover, in its unrestricted version (or when TTL is set to a sufficiently large value) it will always succeed in the search. The most striking drawback of flooding is that it suffers from rather prohibitive message complexity.
Normalized Flooding Normalized flooding is the same as flooding, except that every node sends the message only to a subset of its neighbours. Let δ be the minimum degree (number of neighbours) of a node in the network. If a node has more than δ neighbours, then it sends the message only to δ nodes in its neighbourhood that are selected uniformly at random.
Simulation of Random Walks. Random walks have emerged in the area of peer-to-peer networks as alternatives to flooding. The idea is that instead of forwarding a request to all the neighbours, the recipient sends it to a random neighbour. The appealing property of the random walk method is the small message complexity, which means the algorithm scales well with the size of the network. In addition, random walks have been studied extensively from a theoretical point of view. Naturally, we are interested in the time (or, equivalently, on the number of hops) the random walk needs to locate the host sought. An efficient random walk will have the property that this time is small.
There are variants of the random walk method which aim to reduce the search time. One variant involves the use of k independent random walks, all simulated in parallel from the origin. The search is successful once the file is located by any one of the individual random walks. We call this variant the k-walkers algorithm. A different variant introduces small local flooding into the random walk. More precisely, every node in the random walk initiates a (small) flooding, namely flooding with a small TTL value. This hybrid algorithm was proposed and studied in [5] .
Local flooding with k independent random walks. In this paper we propose and study a new hybrid algorithm, as a compromise between flooding and random walks. The idea is to first perform a (local) flooding starting from the origin of the search; the flooding continues until exactly k new outer nodes have been discovered, for some predefined value of k. In the case where one of these nodes has the file, the search is successful and the origin is notified. Otherwise, each of the k nodes initiates an independent random walk.
What is the motivation behind such a hybrid algorithm? Clearly, we are trying to exploit the positive characteristics of two widely different algorithms, namely flooding and random walks. If the file is located close to the origin, the local flooding would be sufficient to locate it fast, and with few messages exchanged. If the file is located away from the network, it is expected that it will be located by one of the random walks, but more importantly, since the flooding occurs only locally, the message complexity is small.
There exist situations in which one might anticipate that the two hybrid algorithms described above will not necessarily have similar performance. For instance consider a network which consists by several dense clusters (e.g., cliques) which are interconnected by means of a very sparse network (e.g., a tree that spans the representatives of each cluster). If we initiate a search from a certain cluster, assuming that the file is located in a different cluster, using random walks with local flooding, it may happen that the random walk remains "trapped" within the cluster of the origin of the search. On the other side, one would hope that local flooding combined with independent random walks may resolve this problem, since the flooding could discover vertices outside the origin's cluster at an earlier time.
II. THEORETICAL RESULTS
In this section we prove that in d-regular graphs, flooding finds new vertices most of the time. Similar behaviour can be proved for G n,d/n . Therefore we expect flooding to have a good performance on these topologies. Let N i (u) denote the set of vertices at distance at most i from u. Note that, in the early stages of the flooding process, the graph revealed from vertex u tend to be a tree, that is, the number n i of elements in N i (u) is approximately n i−1 + (d − 1)(n i−1 − n i−2 ). Thus, after i ∼ 
, and i 0 = 1 2 log d−1 n. An event is said to hold with high probability (w.h.p.), if it holds with probability 1 − o(1) as n → ∞.
Proof: Note that the expected number of "cross edges" that generate a new cycle(s) at step i+1 is equal to O(n
The expected number of "cross edges" found up to time-step i 1 is equal to
. Thus, from Markov inequality, until step i 1 w.h.p. there are no "cross edges", hence w.h.p. N i1 (u) is a tree and
Also, the expected number of "cross edges" added between step i 1 + 1 and step i, i
. Thus, again from Markov inequality, w.h.p. the total number of "cross edges" at time i is at most
2(i−i0) . Since one "cross edge" added at this time interval can destroy tree branch of size
i−i0+ω(n) , the following equality holds w.h.p.
, which completes the proof of the theorem.
The next theorem is a simple consequence of the Lemma 1.
and the assertion follows.
III. EXPERIMENTAL EVALUATION
In this section we present the results of the experimental evaluation of our algorithms. Subsection III-A provides details concerning the generation of inputs and the performance metrics used. Subsection III-B is a discussion of the graph topologies we are studying. Finally in Subsection III-C we present the results we obtained through experiments along with a discussion of their significance. We implemented the algorithms in C/C++, and run them in a cluster of clusters (see Section V for more details). The program code can be found at the following address: "http://www.mathstat.dal.ca/˜pralat/".
A. Methodology
For our experiments we generate 80 random graphs (for each topology) of 100,000 nodes each, and run the algorithms on each graph; this ensures that we do not, accidentally, choose an outlier graph. For each topology and each algorithm, we consider several aggregate functions (mean, median, standard deviation) on the results of running that algorithm on the corresponding 80 graphs.
On a similar note, for each of 80 input graphs, we consider every vertex as a possible origin for a search, and we evaluate the average performance of the algorithms over all origins (and all input graphs). This is particularly important for clustered topologies and power-law graphs in which such outlier vertices are not infrequent.
Naturally, we want to evaluate the algorithms on input graphs which are connected. However, the popular methods for randomly generating graphs (see Subsection III-B) do not necessarily produce connected graphs. We remedy this situation by the following process: First, we make every isolated vertex adjacent to a vertex in the graph, by adding an edge at random. Then, we find the connected components of the new graph (using BFS) and add a random edge between components. This guarantees the final graph is connected.
For a fair comparison of the various search algorithms, we require that they all use the same number of messages. For our experiments we look at values of 5 5 , 5 6 , and 10 5 for some topologies and 10 4 and 10 5 for the others. The major performance metric we use is the vector V = (v 0 , v 1 , . . . , v k ), where v i denotes the average number of nodes visited exactly i times, over all searches. Clearly, the most significant coordinate of V is v 0 since the number of distinct nodes visited during the execution of a search algorithm is n−v 0 . An additional interpretation of the significance of v 0 is the following: Suppose c copies of a file we seek are placed over the network, uniformly at random. Then we expect n−v0 n c copies of this file to be discovered by the search algorithm. The remaining coordinates of V capture repetitive visits of nodes in the graph. Clearly, a good search algorithm would exhibit very small values of v i 's , especially for large values of i.
B. Topologies
We focus on topologies which have been studied extensively in the past, and in particular for topologies for which there is good empirical evidence that they model, at least to a satisfactory level, the structure of modern communication networks. Among the topologies we study, the binomial random graph and the d-regular random graph models are models of mostly theoretical interest whereas power-law graphs and clustered topologies come closer to capturing the behaviour of realistic networks.
Binomial random graphs. Given a real number p, 0 ≤ p ≤ 1 and a collection of vertices V , a random binomial graph is generated by including, for every pair of vertices v i , v j ∈ V , an edge (v i , v j ) with probability p; the random experiment is repeated independently for all n 2 pairs of vertices. We show the corresponding binomial random graph by G n,p . This model has been studied extensively (see [6] for the definitive treatment of this topic). For instance, well-known theorems concerning this class of graphs characterize the threshold at which a giant component emerges or the random graph becomes connected.
For our evaluation, we are looking at graphs with expected degree 5 and 10.
d-regular random graphs. A d-regular graph is defined as a graph in which every vertex has degree d; a random dregular graph is a graph chosen uniformly at random from the space of all d-regular graphs on n vertices. Random d-regular graphs have certain appealing properties such as low diameter and good connectivity and, as in the case of binomial random graphs, have also been studied extensively from a theoretical point of view.
Generating a random d-regular graph is a subtle issue. One approach is the so called configurational model which provides a framework for creating a random graph with a certain degree sequence (see e.g., [12] ). This approach is relatively simple, but has the drawback that it may yield a multigraph (i.e., multiedges and self-loops may be present) instead of a simple graph. Instead, we choose to implement the following dprocess: we begin with n isolated vertices, to which edges are added randomly one by one so that the maximum degree of the induced graph is always at most d. It is known [11] that with probability tending to 1 as n → ∞, the result of this process is a d-regular graph (except for one vertex of degree d − 1 when dn is odd).
For our evaluation, we are looking at 5-regular and 10-regular graphs.
Power-law graphs. In recent years substantial evidence has been presented that networks such as the Web graph exhibit a power-law with respect to the degrees of their nodes. More precisely, Broder et al. [2] noticed that the distribution of degrees in the Web graph follows a power-law: the fraction of vertices with degree d is proportional to d −γ , where γ is a constant independent of the size of the network (more precisely, γ ∼ 2.1 for in-degrees, γ ∼ 2.7 for out-degrees). As a reminder, the web graph is defined as the graph in which every node corresponds to a static web page and for every hyperlink between two pages there exists a directed edge incident to the corresponding nodes.
There are several known models for the web graph (see for example the general survey [1] ). We chose to implement a recently developed model, known as the Protean Model. Our choice is motivated by certain very attractive properties of such graphs: in particular, it has been shown (see [9] ) that the protean graph has one giant component which contains a positive fraction of all vertices and is of diameter Θ(log n). This indicates that the protean graph captures the structure of small-world networks (of which real-life examples are web graph and other natural networks). Note also that the definition of protean process allows us to study the recovery time; an interesting and very important property which does not have its counterpart for the other models.
The formal definition of the protean graph P n (d, η) is somewhat technical (we refer the reader to [7] for more details; see also [10] for extended version of standard protean graph). Nevertheless the idea behind its definition is simple. This model takes into account an additional natural parameter of a vertex, its age, and predicts how it influences the degree of a vertex. We start with any graph G with vertex set [n], and at each time-step we pick randomly one of the vertices v to be renewed. More precisely, we delete from G all edges incident to v; this corresponds to a removal of a random node from the network. Then we generate d new edges from v to existing vertices chosen randomly with weighted probabilities ('old' vertices have bigger probability of being chosen). Note that vertex v can be viewed as a new node which establishes connection with some nodes in the network. When all vertices are renewed at least once, the random graph is a protean graph P n (d, η).
In [7] it is shown that the degrees of the P n (d, η) are distributed according to a power-law. More precisely, the number of vertices of degree k decreases roughly as
Clustered Topologies. These graphs are intended to model realistic networks which consist of relatively isolated clusters of nodes, connected through a backbone network. In particular, for our experiments we consider three models for clusters:
• Random graph G l,1/5 Every cluster has a representative; we then connect the representatives by means of a 3-regular random graph. We consider clusters of size l = 100.
C. Experiments
Tables I-XI show the Mean/Minimum/Maximum of the average number of distinct nodes that are discovered by each algorithm on the 80 graphs produced according to different topologies. In each table, the first column (labeled A) shows the number of messages and the second column (labeled B) denotes the algorithm. The algorithms are denoted as follows: flooding by F, normalized flooding by N F, random walk by RW, and hybrid algorithm with 10 i random walkers by H i . For each topology and a fixed number of messages the row that corresponds to the algorithm with maximum Mean is highlighted. Also the percentage of Mean of other algorithms to this algorithm's Mean is shown. The other columns show the Mean, Minimum, Maximum, and standard deviation. a) Analysis of results for binomial random graphs: Tables I and II show the results for binomial random graphs. We observe that in this case all algorithms have similar performance. Also as the number of messages increases, the performance of flooding decreases; it is the best algorithm for 5 5 messages, but not for N messages. We note that RW, H 1 , H 2 , and H 3 behave almost the same. algorithms. This means that it takes less time on average to discover a node. For power-law graphs and large number of queries flooding does not have good performance and our hybrid algorithm outperforms it. For clustered topologies flooding and normalized flooding are ineffective and random walk has the best performance. The hybrid algorithms' behaviour mediates between flooding and random walk.
D. Hybrid Algorithm vs. k-Walkers
Our proposed hybrid algorithm uses flooding to find k distinct outer nodes and then starts k independent walkers from those nodes. An alternative is to initiate k independent walkers from the origin, i.e., the k-walkers algorithm. Intuitively, the walkers have less overlap in the hybrid algorithm. Therefore the hybrid algorithm increases the dispersion.
We conducted several experiments to compare the performance of these two algorithms on power-law and clustered topologies. We considered different number of walkers and compared the percentage of discovered nodes by the two algorithms with the same number of messages. For powerlaw graphs, the hybrid algorithm outperforms k-walkers most of the time. We considered 158 different values for k from 1 to 30000. Table XII shows the average, minimum, maximum, and standard deviation of the percentage of nodes discovered by the k-walkers algorithm to the hybrid algorithm for powerlaw graphs.
According to these results, the k-walkers algorithm never outperforms the hybrid algorithm and on average discovers around 3/4 as many nodes as the hybrid algorithm. The minimum percentage for all these settings is achieved for k = 25500. For k = 1, the algorithms are equivalent and the percentage is 100. For large number of walkers, the hybrid algorithm is much more effective than the k-walkers algorithm.
For the clustered topologies, they have similar performance and each of them outperforms the other on some settings. We considered 69 distinct values for k from 1 to 1000. The corresponding experimental results are shown in Table XIII . On average, the hybrid algorithm outperforms the k-walkers algorithm, but their performance is very close.
IV. CONCLUSIONS
In this paper we analyzed the performance of several search algorithms on unstructured peer-to-peer networks. We introduced a new hybrid algorithm that combines flooding with random walk. It uses flooding to find sufficient, say k, outer nodes and then starts k independent random walks from those nodes. We compared this algorithm with classic search algorithms such as flooding and random walk, on binomial random graphs, regular random graphs, power-law graphs, and clustered topologies. These are the common topologies for peer-to-peer networks. Our experiments showed that
• For binomial random graphs and regular random graphs, all algorithms have similar behaviour.
• For power-law graphs, flooding is effective for small number of messages, but for large number of messages our hybrid algorithm outperforms it.
• Flooding is ineffective for clustered topologies in which random walk is the best algorithm. For these topologies, our hybrid algorithm provides a compromise between flooding and random walk.
We also compared the proposed hybrid algorithm with the k-walker algorithm on power-law and clustered topologies. The k-walker algorithm starts k independent walks from the origin. Our experiments showed that while they have similar performance on clustered topologies, the hybrid algorithm has much better performance on power-law graphs. 
