Abstract -The mixed finite element method for second-order quasi-linear elliptic equations with nonlinearities of arbitrary power rate of growth is considered. Error estimates are obtained. An iterative method for corresponding discrete problem is proposed and investigated.
Introduction
We consider the Dirichlet problem for the quasi-linear elliptic equation of the second order
Here Ω ⊂ R 2 is a bounded domain with the Lipschitzboundary ∂Ω, a(x, ξ) = (a 1 (x, ξ), a 2 (x, ξ)), ξ ∈ R
2
. Without loss of generality it can be assumed that a(x, 0) = 0, a 0 (x, 0) = 0.
We suppose that the following conditions are satisfied. 
when p 2, where c 1 and c 2 are positive constants.
If p 2, then
where a·b is the inner product in the finite-dimensional Euclidean space, |a| = (a, a) It will be observed that for the so-called p-Laplacian − div(|∇u| p−2 ∇u), 1 < p < ∞, conditions (4)- (7) are satisfied.
Let 
is satisfied. It is well known that problem (1), (2) has a unique generalized solution for any f ∈ L q (Ω) when conditions (3)- (7) are satisfied. Here and in the rest of this paper 1/q = 1 − 1/p.
In this paper we consider the mixed finite element method for the Dirichlet problem (1), (2) based on the Raviart-Thomas polynomial spaces of arbitrary degree and investigate the solvability of a discrete problem. Next we establish the error estimates for mixed finite element solutions.
Analogous estimations are given in [7, 8] for a special case, namely for the p-Laplacian problem − div(|∇u| p−2 ∇u) = f, x ∈ Ω, u(x) = 0, x ∈ ∂Ω, Several error estimates for various mixed finite element approximations of second-order quasi-linear elliptic equations that are different from those considered in the present work can be found, for example, in [3, 13, 14] .
For the case of p = 2 we propose and investigate an iterative method for the mixed discrete problem that corresponds to (1), (2) . This method reduces the discrete nonlinear problem solution to linear algebraic systems solution with the so-called saddle matrix. The direct and iterative methods for linear systems of this kind are well studied (see, for example, [1, 4, 6, 9, 12] ).
Mixed problem statement
Let a
The following properties of this operator can be easily obtained:
for all φ, ψ ∈ R 2 and x ∈ Ω. Here c 5 , . . . , c 8 are positive constants. Now we formulate a mixed problem corresponding to problem (1), (2) . For this purpose we introduce the space (see [17] )
with the norm j
It is easy to see that if u is a generalized solution of problem (1), (2) and j = a(x, ∇u), then j ∈ H q (div, Ω), and the identities
hold. We base the weak mixed formulation of the nonlinear Dirichlet problem (1), (2) on these relationships. Namely we shall find a pair of functions (u, j) ∈ X = L p (Ω) × H q (div, Ω) that satisfies identities (13) .
To investigate problem (13), we use the following lemmas.
Lemma 2.1 [8] . If p ∈ (1, ∞), then there exists a positive constant c such that
Lemma 2.2. If the operator a
Proof. Raising both sides of (11) to the q/2 power and integrating on the domain Ω, we get
Estimating the right-hand side of this inequality by the Hölder inequality, we have (15). 
and
where C is a constant dependent on f 1 Lq(Ω) and f 2 Lq(Ω) .
Proof. The existence of a solution of problem (13) follows obviously from the solvability of the Dirichlet problem (1), (2) . The solution uniqueness of problem (13) follows from this problem stability. Let us prove inequalities (16) , (17) . Subtracting the equalities defining the solutions (
By assuming η v = u 2 − u 1 and η j = j 2 − j 1 and adding both of these equations term by term, we have
By using inequality (a 0 (u 2 ) − a 0 (u 1 ))(u 2 − u 1 ) 0 and the Hölder inequality, we get
In what follows the case of p 2 and the case of 1 < p < 2 are considered separately. Firstly we assume that p 2 and use inequality (15) for the obtaining lower bound of the expression I. Thus
, from this it follows that
From the second equation of (18), using (14) and the Hölder inequality, we have
whence, as a result of property (12) of the operator a
follows. Hence
in the first equation of (18). In this case, we have
From the last equality it follows that
So it is easy to see that
Estimating the second term in this inequality, we have 
are proved. Thus we can see that the statement of the theorem for p 2 is valid whenever
. Now we consider the case of 1 < p < 2. Using inequality (9) for I estimation, we have
From the second equation of (18) and inequality (14) it follows that
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Thus we obtain
In particular, from this estimate the inequalities
. For this purpose in the case of p 2 we put
As a result, we have
whence the statement of the theorem for 1 < p < 2 follows with the constant
3. Mixed finite element method
Discrete problem statement and investigation of its solvability
Let Ω be a polygonal bounded domain, and T h denote a regular (see [5] ) triangulation of Ω. We designate positive constants independent of h = max We consider the set P k (K) of all polynomials of degree k 1 globally with respect to all space coordinates and the space of Raviart -Tomas polynomials (see [2] ) defined as This means that any element v ∈ RT k (K) is a vector function of the form
where
It is apparent that only the homogeneous part of degree k of the polynomial p 3 is important. Now, let us introduce the finite dimensional spaces
and formulate the discrete problem: find a pair of functions (
For the existence of a further approximate solution and investigation of its accuracy we use the Raviart-
2 , N h s > 1 (see, for example, [15] ). This operator has the following properties:
In the investigation of the discrete problem (23) the finite element analog of Lemma 2.1 plays an important part.
Lemma 3.1 (see, for example, [7, 8] ). If p ∈ (1, ∞), then there exists a positive constant c independent of h such that 
is satisfied. Using the second equation of (23) and assuming q h = j h (u h ), we can represent the left-hand side of (27) in the form
Using conditions (11), (7), (3) and the Schwartz inequality, we obtain
Arguing now similarly to the proof inequality (20), it is easy to show that
Hence with a sufficiently large u h L p (Ω) the inequality
holds. Thus, the Brauer lemma conditions are satisfied, and problem (23) has at least one solution for any f ∈ L q (Ω). The proof of the stability of problem (23) is very similar to the obtaining of inequalities (16), (17) . The distinction is that we should use Lemma 3.1 instead of Lemma 2.1.
Estimations of the accuracy of the method
The accuracy estimations of method (23) are based on the approximative properties of the spaces M h and N h .
Then there exist functions u h ∈ M h and j
Proof. The accuracy estimates of j and div j approximations have been obtained in [2] . The estimate for u − u h Lp(Ω) is well known in the theory of the finite element method (see, for example, [5] ).
Let us first obtain preliminary error estimates for problem (23). For this purpose we need the following elementary lemma. 
The proof of this lemma is based on the equivalence of the norm I 0 (ϕ) to the norm
with constants independent of h. Here J k is the Jacobian of the affine mapping of the element K on the reference elementK, andM is the mass matrix of the reference element, and ϕ K is the nodal parameters vector corresponding to the element K. Then it is easy to show that
Lemma 3.4. Let (u, j) be the solution of (13) that satisfies the smoothness conditions (30), and (u h , j h ) be the solution of (23). Then there is a constant c such that
Proof. We consider the difference of the first equations of problems (13) and (23):
Using (24), we obtain
Estimating then a 0 (x, u) − a 0 (x, u h ) with (4) or (5), we have
for 1 < p < 2, and
for p 2. Using this and Lemma 3.3, we obtain
whence (31) and (32) follow.
Lemma 3.5. Let (u, j) be the solution of (13), (u h , j h ) be the solution of (23), and smoothness conditions (30) be satisfied. Then there exists a constant c such that
Proof. Since N h ⊂ H q , we can write
Letũ h ∈ M h be an element of the best approximation of u in the sense of L 2 (Ω) norm, then
since div q h ∈ M h . Thus we can write (34) in the form
Using (10) and (12) and the Hölder inequality, we obtain
from which, according to Lemma 3.1, it follows that
Consequently we have
Theorem 3.2. Let (u, j) be the solution of (13) and (u h , j h ) be the solution of (23), and conditions (30) be satisfied. Then
when p 2, and
Proof. Let us set v
Adding these relations, we have
Let us establish now the lower bound on the left-hand side and the upper bound on the right-hand side of equality (39). We use conditions (4)- (7), and (9)- (12), and choose w h , r h such that
Lq(Ω)
It is equal to the inequality
We raise both parts of the last inequality to the q/2 power and then, using the Hölder inequality for the sums and the Young inequality, continue the estimation
Here ε is an arbitrary positive number. Now we are able to apply Lemmas 3.4 and 3.5 estimates that are multiplied by ε 1 > 0. As a result, we have
Clearly, it is possible to select ε and ε 1 to satisfy the inequality
. Thus estimate (37) is satisfied for any p 2.
Let now 1 < p < 2. We estimate the lower and upper bounds of the expression I by analogy with the case of p 2 and obtain
Applying the Hölder inequality for the sums and the Young inequality we get
On the basis of this inequality and Lemmas 3.4 and 3.5 estimates multiplied by ε 3 > 0 we obtain
Clearly, it is possible to select positive constants ε 1 , ε 2 and ε 3 in the last inequality such that inequality (38) will be valid.
Iterative method
Here we propose and investigate an iterative method for problem (23) in the case of p = 2.
Description of the method
Let the nonlinear finite dimensional operator A h be defined by
where j(u h ) ∈ N h is obtained from the equation
Alongside with the operator A h let us define the matrix B h as an elementary special case of A h using the relation
where j * h (u h ) ∈ N h is defined by the equation
It is possible to say that the operator B h is an approximation of the Laplace operator by the mixed finite element method. It is clear that problem (23) can be written as
where the vectorf h is defined by the relation
To solve equation (44), the following iterative method may be used:
whereū 0 h is given and τ > 0 is an iterative parameter. It is clear that the realization of the iterative method (45) can be reduced to the solution of the following systems of equations with saddle matrices:
Here D h and C h are the matrices defined by the relations
h is a transposed matrix, and the vectorF k h is defined by the relation
In turn equation (47) is to be solved using the iterative method defined by the relations
whereτ > 0 is an iterative parameter. 
From this it follows that
On the other hand it is clear that from (50) inequality
Lemma 4.2. There exists a positive constant c such that
where j * h (u h ) is determined by u h as the solution of (43).
Proof. We have
whence on the basis of Lemma 3.1 inequality (51) follows . 
Here ū h B h = (B hūh ·ū h )
Proof. From relations (40) and (41) it obviously follows that
whence, according to (4), (6) , (49), and the definition of the operator B h , we obtain
Similarly, 
where 0 < q(τ ) < 1.
For this method an estimate analogous to (57) is valid.
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