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ABSTRACT Dynamical systems are pervasive in almost all engineering and scientific applications.
Simulating such systems is computationally very intensive. Hence, Model Order Reduction (MOR) is used
to reduce them to a lower dimension. Most of the MOR algorithms require solving large sparse sequences
of linear systems. Since using direct methods for solving such systems does not scale well in time with
respect to the increase in the input dimension, efficient preconditioned iterative methods are commonly
used. In one of our previous works, we have shown substantial improvements by reusing preconditioners
for the parametric MOR (Singh et al. 2019). Here, we had proposed techniques for both, the non-parametric
and the parametric cases, but had applied them only to the latter. We have four main contributions here.
First, we demonstrate that preconditioners can be reused more effectively in the non-parametric case as
compared to the parametric one because of the lack of parameters in the former. Second, we show that
reusing preconditioners is an art and it needs to be fine-tuned for the underlying MOR algorithm. Third,
we describe the pitfalls in the algorithmic implementation of reusing preconditioners. Fourth, and final, we
demonstrate this theory on a real life industrial problem (of size 1.2 million), where savings of upto 64% in
the total computation time is obtained by reusing preconditioners. In absolute terms, this leads to a saving
of 5 days.
INDEX TERMS Model order reduction, Moment matching, Iterative methods, Preconditioners, Reusing
preconditioners.
I. INTRODUCTION
Dynamical systems arise in many engineering and scientific
applications such as weather prediction, machine design,
circuit simulation, biomedical engineering, etc. Generally,
dynamical systems corresponding to real-world applications
are extremely large in size. A set of equations describing
a parametric nonlinear second-order dynamical system is
represented as
g(x¨(t),p) = f (x˙(t),p)+h(x(t),p,u(t)),
y(t) =CT x(t),
(1)
where t is the time variable, x(t) : R → Rn is the state,
p= (p1, p2, . . . , pk) is the set of parameters (with pj∈R; for
j= 1, . . . , k), u(t) :R→Rm is the input, y(t) :R→Rq is the
output, CT ∈Rq×n is the output matrix, and g(·) :Rn+k→Rn,
f (·) : Rn+k → Rn and h(·) : Rn+k+m → Rn are some non-
linear functions [1]–[6]. If m and q both are equal to one,
then we have a Single-Input Single-Output (SISO) system.
Otherwise, it is called a Multi-Input Multi-Output (MIMO)
(m and q > 1) system. The functions g(·), f (·), and h(·) are
usually simplified as [2], [6]
g(x¨(t),p) =
k
∑
j=1
gj(p)g(x¨(t)),
f (x˙(t),p) =
k
∑
j=1
fj(p)f(x˙(t)),
h(x(t),p,u(t)) =
k
∑
j=1
hj(p)h(x(t),u(t)),
(2)
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where gj(·), fj(·), hj(·) : Rk → R are scalar-valued func-
tions while g(·), f(·) : Rn→ Rn, and h(·) : Rn+m→ Rn are
vector-valued. Next, we look at simplifications to (1) based
upon the three predicates; the presence of parameters; the
degree of non-linearity, and the order of the system.
• If gj(p), fj(p), and hj(p) are independent of the pa-
rameters, then (1) becomes a non-parametric dynamical
system.
• Bilinear systems are one of the common types of nonlin-
ear dynamical systems. Here, there is a product between
the state variables and the input variables. Another
important class of nonlinear dynamical systems is the
quadratic systems. Here, there is product among the
state variables. If g(·) and f(·) are linear functions of
the state variables, and h(·) is a linear function of the
state and the input variables, then (1) is called a linear
dynamical system.
• Finally, if the second derivative term in (1) is not
present, then (1) becomes a first-order dynamical sys-
tem.
Simulation of large dynamical systems can be unman-
ageable due to high demands on computational resources.
These large systems can be reduced into a smaller dimension
by using Model Order Reduction (MOR) techniques [4],
[7]–[11]. The reduced system has approximately the same
characteristics as the original system but it requires signif-
icantly less computational effort in simulation. MOR can
be done in many ways such as balanced truncation, Hankel
approximations, and Krylov projection [4], [7], [8], [11].
Among these, the projection methods are quite popular, and
hence, we focus on them.
Some of the commonly used projection-based MOR algo-
rithms for different types of dynamical systems are summa-
rized in Table 1.
In the above mentioned MOR algorithms, sequences of
very large and sparse linear systems arise during the model
reduction process. Solving such linear systems is the main
computational bottleneck in efficient scaling of these MOR
algorithms for reducing extremely large dynamical systems.
Preconditioned iterative methods are commonly used for
solving such linear systems [25], [26]. In most of the above
listed MOR algorithms, the change from one linear system
to the next is usually very small, and hence, the applied
preconditioner could be reused.
Next, we briefly summarize the past work that has been
done in the field of reusing preconditioners. This technique
was first applied in the QMC context, where it was referred
to as recycling preconditioner [27], [28]. In the optimization
context, this approach was applied in [29], where it was
termed as the preconditioner update. Such a technique was
first applied in the MOR context in [12], and more recently in
[30], where the focus was mostly on MOR of non-parametric
linear first-order dynamical systems (part of the first category
above).
The main goal of this paper is to demonstrate the reuse of
preconditioners in the remainder of the algorithms for the first
category above (MOR of non-parametric linear second-order
dynamical systems) as well as the algorithms for the second
category above (MOR of non-parametric bilinear/ bilinear-
quadratic dynamical systems).
In one of our recent works [31], we had proposed a general
framework for reuse of preconditioners during MOR of both
non-parametric and parametric dynamical systems. However,
in [31] we had demonstrated application of this framework
for the parametric case only. That is, the third category
above (MOR of parametric linear dynamical systems). We
are currently (and separately) working on the algorithms
for the fourth category above as well (MOR of parametric
bilinear/ bilinear-quadratic dynamical systems).
To summarize, in this paper we broadly demonstrate the
application of our above mentioned framework for MOR of
non-parametric dynamical systems. We have four contribu-
tions as below, which have not been catered in any of the
above cited papers.
(i) We demonstrate that the reuse of preconditioners can
be done more effectively in the non-parametric case as
compared to the parametric case because of the lack of
parameters in the former.
(ii) We show that as the underlying MOR algorithms get
more intricate, the reuse of preconditioners needs to be
fine-tuned.
(iii) We highlight that there are multiple pitfalls in the al-
gorithmic implementation of reusing preconditioners,
which if not done efficiently, could actually increase
the computational complexity of the underlying MOR
algorithms instead of reducing it.
(iv) We experiment on a massively large and real-life indus-
trial problem (BMW disc brake model), which is of size
1.2 million. We reduce the total computation time from
197 hours to about 72 hours (approximately), leading to
a saving of 64%.
The paper has four more sections. We discuss MOR tech-
niques in Section II. The theory of reusing preconditioners is
described in Section III. We support our theory with numeri-
cal experiments in Section IV. Finally, conclusions and future
works are discussed in Section V. For the rest of this paper,
‖ ·‖ f denotes the Frobenius norm, ‖ ·‖ denotes the Euclidean
norm for vectors and the induced spectral norm for matrices,
⊗ refers to the Kronecker product (i.e. an operation on two
matrices of arbitrary size), vec(·) signifies the vectorization
of a matrix, and I denotes the Identity matrix.
II. MOR
As above, our focus is on MOR of the non-parametric dy-
namical systems. Hence, we summarize some of the previ-
ously listed such algorithms here. AIRGA [15] is a Ritz-
Galerkin projection based algorithm for MOR of linear
second-order MIMO dynamical systems with proportional
damping, which for the MIMO case are represented as
Mx¨(t) =−Dx˙(t)−Kx(t)+Fu(t),
y(t) =CT x(t),
(3)
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TABLE 1: MOR Algorithms.
S. No. Category OrderFirst Second
1. Non-parametric Linear IRKA [10], (Sy)2IRKA [11]
SOR-IRKA [12], SO-IRKA [13]
SOSPDR [14], AIRGA [15]
2. Non-parametrc Bilinear BIRKA [16], TB-IRKA [17], [18] –Quadratic-bilinear QB-IHOMM [19] –
3. Parametric Linear I-PMOR [20], RPMOR [21] RPMOR [22]
4. Parametric Bilinear I-PMOR-Bilinear [23] –Quadratic-bilinear QB-IRKA [24] –
where M, D, K ∈ Rn×n, F ∈ Rn×m, C ∈ Rn×q, and D =
αM+βK. Here, α, β are some scalar values. Let V ∈ Rn×r
and its columns span a r-dimension subspace (r  n). In
principle, the Ritz-Galerkin projection method involves the
steps below.
• Approximating the reduced state vector xˆ(t) using V as
x(t)≈V xˆ(t) leads to
MV ¨ˆx(t)+DV ˙ˆx(t)+KV xˆ(t)−Fu(t) = r(t),
yˆ(t) = CTV xˆ(t),
where r(t) is the residual after projection.
• Enforcing the residual r(t) to be orthogonal to V or
V T r(t) = 0 leads to the reduced system given as follows:
Mˆ ¨ˆx(t)+ Dˆ ˙ˆx(t)+ Kˆxˆ(t)− Fˆu(t) = 0,
yˆ(t) = CˆT xˆ(t),
where Mˆ = V T MV, Dˆ = V T DV, Kˆ = V T KV, Fˆ =
V T F, and CˆT = CTV . To compute this projection matrix V ,
AIRGA matches the moments of the original system transfer
function and the reduced system transfer function. We briefly
summarize AIRGA in Algorithm II.1, where parts relevant to
solving linear systems are only listed.
BIRKA [16] is a Petrov-Galerkin projection based algo-
rithm for MOR of the bilinear first-order dynamical systems,
which for the MIMO case are represented as
x˙(t) = Kx(t)+
m
∑
j=1
Njx(t)uj(t)+Fu(t),
y(t) =CT x(t),
(4)
where K, Nj ∈ Rn×n, F ∈ Rn×m, C ∈ Rn×q, and u =
[u1, u2, . . . ,um] ∈ Rm. Let columns of V,W ∈ Rn×r span
two r-dimension subspaces (where, as earlier, r  n ). In
principle, the Petrov-Galerkin projection method involves the
steps below.
• Approximating the reduced state vector xˆ(t) using V as
x(t)≈V xˆ(t) leads to
V ˙ˆx(t)−KV xˆ(t)−
m
∑
j=1
NjV xˆ(t)uj(t)−Fu(t) = r(t),
yˆ(t) =CTV xˆ(t),
where r(t) is the residual after projection.
Algorithm II.1 : AIRGA [15]
Input: M, D, K, F, C; S is the set of initial expansion
points si, i = 1, . . . , `.
Output: Mˆ, Dˆ, Kˆ, Fˆ , Cˆ.
1: z = 1
2: while (no convergence) do
3: for i = 1, . . . , ` do
4: X (0)(si) = (s2i M+ siD+K)
−1F
5: V1 =
X(0)(si)
‖X(0)(si)‖ f
6: end for
7: j = 1
8: while (no convergence) do
9: for i = 1, . . . , ` do
10: X ( j)(si) =−(s2i M+ siD+K)−1MVj
11: Vj+1 =
X( j)(si)
‖X( j)(si)‖ f
12: end for
13: j = j+1
14: end while
15: “All the given set of expansion points
(i.e. s1, s2, . . . , s`) are updated”
16: z = z+1
17: end while
18: Mˆ = V T MV, Dˆ = V T DV, Kˆ = V T KV, Fˆ =
V T F, and CˆT =CTV
• Enforcing the residual r(t) to be orthogonal to W or
W T r(t) = 0 leads to the reduced system given by
˙ˆx(t)− Kˆxˆ(t)−
m
∑
j=1
Nˆjxˆ(t)uj(t)− Fˆu(t) = 0,
yˆ(t) = CˆT xˆ(t),
where Kˆ = (W TV )−1W T KV, Nˆj = (W TV )−1W T NjV, Fˆ =
(W TV )−1W T F, CˆT = CTV , and (W TV )−1 is assumed to be
invertible. Here, V and W are computed by using interpo-
lation, where the original system transfer function and its
derivative are respectively matched with the reduced system
transfer function and its derivative at a set of points. We
briefly summarize BIRKA in Algorithm II.2, where again,
only parts related to solving linear systems are listed.
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Algorithm II.2 : BIRKA [16]
Input K, N1, . . . , Nm, F, C, and initial guess of the
reduced system Kˇ, Nˇ1, . . . , Nˇm, Fˇ , Cˇ
Output Kˆ, Nˆ1, . . . , Nˆm, Fˆ , and Cˆ
1: z = 1
2: while (no convergence) do
3: RΛR−1 = Kˇ, ˇˇF = FˇT R−T , ˇˇC = CˇR, ˇˇNj = RT NˇjR−T
for j= 1, . . . , m
4: vec(V ) =
(
−Λ⊗ In− Ir⊗K−
m
∑
j=1
ˇˇNTj ⊗Nj
)−1
(
ˇˇFT ⊗F
)
vec(Im)
5: vec(W ) =
(
−Λ⊗ In− Ir⊗KT −
m
∑
j=1
ˇˇNj⊗NTj
)−1
(
ˇˇCT ⊗CT
)
vec(Iq)
6: V = orth(V ) , W = orth(W )
7: Kˇ = (W TV )−1W T KV , Nˇj =
(
W TV
)−1 W T NjV,
Fˇ =
(
W TV
)−1 W T F, Cˇ =CV
8: z = z+1
9: end while
10: Kˆ = Kˇ, Nˆj = Nˇj, Fˆ = Fˇ , and Cˆ = Cˇ
QB-IHOMM algorithm [19] is a Petrov-Galerkin pro-
jection based algorithm for MOR of the quadratic-bilinear
dynamical systems, which for the SISO case are represented
as 1
Dx˙(t) = Kx(t)+Nx(t)u(t)+H (x(t)⊗ x(t))+Fu(t),
y(t) =CT x(t),
(5)
where D, K, N ∈ Rn×n, H ∈ Rn×n2 , F ∈ Rn×1, C ∈ Rn×1.
Let columns of V, W ∈Rn×r span two r-dimension subspaces
(where as earlier, r n ). In principle, the Petrov-Galerkin
projection method involves the steps below.
• As before, approximating the reduced state vector xˆ(t)
using V as x(t)≈V xˆ(t) leads to
DV ˙ˆx(t)−KV xˆ(t)−NV xˆ(t)u(t)
−H (V xˆ(t)⊗V xˆ(t))−Fu(t) = r(t),
y(t) =CTV xˆ(t),
where r(t) is the residual after projection.
• Enforcing the residual r(t) to be orthogonal to W or
W T r(t) = 0 leads to the reduced system given by
Dˆ ˙ˆx(t)− Kˆxˆ(t)− Nˆxˆ(t)u(t)− Hˆ (xˆ(t)⊗ xˆ(t))− Fˆu(t) = 0,
y(t) = CˆT xˆ(t),
where Dˆ =W T DV, Kˆ =W T KV, Nˆ =W T NV,
1 A variant of BIRKA for MOR of the quadratic-bilinear dynamical sys-
tems also exists. Preconditioned iterative solves and reusing preconditioners
can be applied here as done for BIRKA. Hence, we focus on the QB-
IHOMM algorithm that has been developed for the SISO case only.
Hˆ = W T H(V ⊗V ), Fˆ = W T F, CˆT = CTV. Here, V and
W are computed by matching the moments of the original
system transfer function and the reduced system transfer
function. We briefly summarize QB-IHOMM in Algorithm
II.3, where as earlier, only parts related to solving linear
systems are listed.
Algorithm II.3 : QB-IHOMM [19]
Input: D, K, N, H, F, C; interpolation points σi ∈C for
i = 1, . . . , `; higher orders moments numbers P,Q ∈ N
Output: Dˆ, Kˆ, Nˆ, Hˆ, Fˆ , Cˆ
1: V = [ ] , W = [ ]
2: for j = 0, . . . , P+Q do
3: for i = 1, . . . , ` do
4: X j(σi) = [(σiD−K)−1D] j(σiD−K)−1F
5: V = [V X j(σi)]
6: end for
7: end for
8: for j = 0, . . . , Q do
9: for i = 1, . . . , ` do
10: X j(2σi)T = [(2σiD−K)−T DT ] j(2σiD−K)−TCT
11: W =
[
W X j(2σi)T
]
12: end for
13: end for
14: U = orth([V W ])
15: Construct the reduced system as
Dˆ =UT DU, Kˆ =UT KU, Nˆ =UT NU,
Hˆ =UT H(U⊗U), Fˆ =UT F, CˆT =CTU.
III. PROPOSED WORK
Here, we discuss preconditioned iterative methods in Section
III-A. In Section III-B, we revisit the theory of reusing
preconditioners from [31]. Finally, we discuss application of
reusing preconditioners to the earlier discussed algorithms in
Section III-C.
A. PRECONDITIONED ITERATIVE METHODS
Krylov subspace based methods are very popular class of
iterative methods [32], [33]. Let Ax = b be a linear system,
with A ∈ Rn×n, b ∈ Rn, x0 the initial solution and r0 (where
r0 = b−Ax0) the initial residual. We find the solution of a lin-
ear system inKk(A, r0)= span{r0, Ar0, A2r0, . . . , Ak−1r0},
where Kk(·, ·) represents the Krylov subspace.
Often iterative methods are slow or fail to converge,
and hence, preconditioning is used to accelerate them. If
P is a non-singular matrix that approximates the inverse
of A (that is, P ≈ A−1), then the preconditioned system
becomes APx˜ = b with x = Px˜ 2. We expect that the pre-
conditioned iterative solves would find a solution in less
amount of time as compared to the unpreconditioned ones.
2This is right preconditioning. Similarly, center and left preconditioning
can be applied [34].
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For most of the input dynamical systems (as mentioned here),
the Krylov subspace methods fail to converge (see Numerical
Experiments section). Hence, we use a preconditioner.
The goal is to find a preconditioner that is cheap to
compute as well as apply. There exist many preconditioning
techniques [34]–[37], like incomplete factorizations, Sparse
Approximate Inverse (SPAI) etc. SPAI preconditioners are
known to work in the most general setting and can be easily
parallelized. Hence, we use them.
For constructing a preconditioner P corresponding to a
coefficient matrix A, we focus on methods for finding approx-
imate inverse of A by minimizing the Frobenius norm of the
residual matrix I − AP. This minimization problem can be
rewritten as [36]
min
P
‖I−AP‖2f . (6)
Here, the columns of residual matrix I−AP can be computed
independently, which is an important property that can be
exploited. Hence, the solution of (6) can be separated into
n independent least square problems as
min
P
n
∑
i=1
‖(I−AP)ei‖22, or
min
pi
‖ei−Api‖22, for i= 1, 2, . . . , n,
(7)
where ei and pi are the i-th column of I and P, respectively.
The above minimization problem can be implemented in par-
allel and one can efficiently obtain the explicit approximate
inverse P of A.
B. THEORY OF REUSING PRECONDITIONERS
In general, the linear systems of equations generated by lines
4 and 10 of Algorithm II.1; lines 4 and 5 of Algorithm II.2;
and lines 4 and 10 of Algorithm II.3 have the following form:
A1X1 = F1,
A2X2 = F2,
...
A`X` = F` ,
where Ai ∈ Rn×n, Xi ∈ Rn, and Fi ∈ Rn; for i = 1, 2, . . . , `.
Let P1 be a good preconditioner for A1, that is, computed
by
min
P1
‖I−A1P1‖2f .
Now, we need to find a good preconditioner P2 corresponding
to A2. Using the standard SPAI theory, this means solving
min
P2
‖I−A2P2‖2f . (8)
If we are able to enforce A1P1 = A2P2, then P2 will be an
equally good preconditioner for A2 as much as P1 is a good
preconditioner for A1 (since the Spectrum of A2P2 would be
same as that of A1P1, on which convergence of any Krylov
subspace method depends). Since P2 is unknown here, we
have a degree of freedom in choosing how to form it. Without
loss of generality, we assume that P2 = Q2P1, where Q2 is an
unknown matrix. Here, we need to enforce A1P1 = A2Q2P1.
Thus, instead of solving the minimization problem (8), we
can solve
min
Q2
‖A1−A2Q2‖2f .
Note that P2 here is never explicitly formed by multiplying
two matrices Q2 and P1. Rather, always a matrix-vector
product is done to apply the preconditioner.
Next, we apply a similar argument for finding a good
preconditioner Pi corresponding to Ai. For this we refer to
one of our recent works [31], which focused on MOR of
parametric linear dynamical systems (category three from the
Introduction). We can obtain Pi by enforcing either A1P1 =
AiPi or Ai−1Pi−1 = AiPi. For these two cases, Pi would be as
effective preconditioner for Ai as P1 is for A1 or Pi−1 is for
Ai−1, respectively. These two approaches are summarized in
Table 2.
TABLE 2: Cheap preconditioner update approaches [31].
First approach Second approach
• A1P1 = AiPi • Ai−1Pi−1 = AiPi
• If Pi = QiP1, • If Pi = QiPi−1,
then A1P1 = AiQiP1 then Ai−1Pi−1 = AiQiPi−1
• min
Qi
‖A1−AiQi‖2f • minQi ‖Ai−1−AiQi‖
2
f
In [31], we have conjectured (with evidence) the following
two results: (a) In the parametric case, the first approach is
more beneficial. This is because, in this case although the
two approaches have a similarly hard minimization problem
(attributed to slowly varying parameters, and in-turn, slowly
changing matrices), the computation of Pi from P1 in the first
approach leads to a preconditioner with less approximation
errors, and hence, a one which is more accurate. (b) In the
non-parametric case, the second approach is more suited.
This is because in this case the minimization problem of
the second approach is much easier to solve as compared to
the first approach (attributed to rapidly changing expansion/
interpolation points, and in-turn, rapidly changing matrices).
The computation of Pi from Pi−1 in this case (rather than P1
as above) does have the drawback of accumulated approx-
imation errors, however, solving the minimization problem
efficiently is a bigger bottleneck for scaling to large prob-
lems.
As mentioned in the Introduction, in [31] we have exten-
sively experimented for the parametric case (again, category
three earlier) using the first approach. The focus here is to do
a similar experimentation for the non-parametric case (first
two categories earlier) using the second approach.
C. APPLICATION OF REUSING PRECONDITIONER
Here, we first discuss the application of the above presented
theory of reusing preconditioners to the AIRGA algorithm.
If we closely observe Algorithm II.1, as mentioned earlier,
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linear systems are solved at lines 4 and 10. Computation of
preconditioners is done only at line 4 because at line 10,
matrices do not change, only the right-hand sides do. Hence,
we only focus on reusing preconditioners for line 4.
Delving further into the complexity of such linear sys-
tems, we observe that the matrices change with the index
of outer while loop (line 2) as well as with the index
of the for loop corresponding to the expansion points
(line 3). Hence, we denote such matrices not only with a
subscript as in previous subsection but also with a super-
script. That is, A(z)i =
(
s(z)i
)2
M + s(z)i D + K, where z =
1, . . . , z (until covergence) and i = 1, . . . , `. As the matrix
A(z)i changes with respect to two different indices, we can
reuse preconditioners in many ways. However, here we use
the second approach as discussed in the previous subsection.
This approach is diagrammatically represented in Figure 1.
 
(1)
1
 
(1)
2
 
(1)
ℓ
 
(2)
2
 
(2)
ℓ
 
(2)
1
 
( )
2
 
( )
ℓ
 
( )
1
Horizontal
Vertical
FIGURE 1: Reusing preconditioners in the AIRGA algorithm.
Next, we show how the new preconditioners are computed
for both, the horizontal direction and the vertical direction.
While looking at the horizontal route, let,
A(z)i−1 =
(
s(z)i−1
)2
M+ s(z)i−1D+K and
A(z)i =
(
s(z)i
)2
M+ s(z)i D+K be the two coefficient matri-
ces for different expansion points s(z)i−1 and s
(z)
i , respectively,
with i = 2, . . . , `. Using the above theory, we enforce
A(z)i−1P
(z)
i−1 = A
(z)
i P
(z)
i in Figure 2. Thus, we eventually enforce
A(z)i−1P
(z)
i−1 = A
(z)
i Q
(z)
i P
(z)
i−1 and solve the minimization problem
min
Q(z)i
‖A(z)i−1−A(z)i Q(z)i ‖2f .
This gives us the new preconditioner P(z)i = Q
(z)
i P
(z)
i−1. This
minimization is again performed for n independent least
square problems as in (7). Similar steps are followed for
reusing preconditioners along the rest of the horizontal di-
rections, i.e. for all z = 1, . . . , z.
Now, applying this technique for the vertical direction, we
have for z = 2, . . . , z
A(z−1)1 P
(z−1)
1 = A
(z)
1 P
(z)
1 .
Following the steps as for the horizontal direction, here, we
solve the minimization problem
min
Q(z)1
‖A(z−1)1 −A(z)1 Q(z)1 ‖2f .
This gives us the new preconditioner P(z)1 = Q
(z)
1 P
(z−1)
1 .
Again, this is solved as n independent least square problems
as in (7).
AIRGA with an efficient implementation of the above
discussed theory of reusing preconditioners is given in Algo-
rithm III.1. If we closely look at line 4 of Algorithm II.1, the
solution vector is denoted by X (0)(si), where the superscript
“0” refers to the index of the inner while loop (line 8). We
do not bother about this index because, as earlier, matrix does
not change inside this inner loop. Rather, we need to capture
the change because of the outer while loop indexed with z.
Hence, we denote the solution vector asX(z)(si) in Algorithm
III.1 (lines 8, 11, 19 & 22). It is important to emphasize again
that preconditioners are never computed explicitly. Rather,
they are obtained using matrix-vector product (please see line
numbers 11, 19 & 22 of Algorithm III.1).
For sake of brevity, reusing preconditioners in BIRKA
(Algorithm II.2) is discussed as part of Appendix A. Simi-
larly, applying this theory to QB-IHOMM (Algorithm II.3) is
discussed in Appendix B.
IV. NUMERICAL EXPERIMENTS
For supporting our proposed preconditioned iterative solver
theory using the AIRGA algorithm [15], we perform experi-
ments on two models. The first is a macroscopic equations
of motion model (i.e. academic disk brake M0) [38], and
is discussed in Section IV-A. The second is also a similar
model, however, this is a real-life industrial problem (i.e.
industrial disk brake M1) [38]. The experiments on this model
are discussed in Section IV-B. These models are described by
the following set of equations [38]:
MΩx¨(t) =−DΩx˙(t)−KΩx(t)+Fu(t),
y(t) =CT x(t),
(9)
where MΩ = M, KΩ = KE + KR +Ω2KG, DΩ = αMΩ +
βKΩ (case of proportionally damped system; as needed for
AIRGA) with commonly used parameter values as Ω =
2pi, α = 5 × 10−02, and β = 5 × 10−06. Further, F ∈
Rn and CT ∈ Rn are taken as [1 0 · · · 0]T , which is the
most frequently used choice. We take four expansion points
linearly spaced between 1 and 500 based upon experience.
Although our purpose is to just reuse SPAI in AIRGA
(Algorithm III.1), we also execute original SPAI in AIRGA
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A
(z)
i−1P
(z)
i−1 =
A
(z)
i︷ ︸︸ ︷
A
(z)
i−1
(
I +
((
s
(z)
i
)2
−
(
s
(z)
i−1
)2)(
A
(z)
i−1
)−1
M +
(
s
(z)
i − s(z)i−1
)(
A
(z)
i−1
)−1
D
)
P
(z)
i ,
= A
(z)
i−1
(
I +
((
s
(z)
i
)2
−
(
s
(z)
i−1
)2)(
A
(z)
i−1
)−1
M +
(
s
(z)
i − s(z)i−1
)(
A
(z)
i−1
)−1
D
)
·
(
I +
((
s
(z)
i
)2
−
(
s
(z)
i−1
)2)(
A
(z)
i−1
)−1
M +
(
s
(z)
i − s(z)i−1
)(
A
(z)
i−1
)−1
D
)−1
︸ ︷︷ ︸
Q
(z)
i
P
(z)
i−1
︸ ︷︷ ︸
P
(z)
i
.
FIGURE 2: Expressing one linear system matrix in terms of the other.
(Algorithm II.1) for comparison. In Algorithms II.1 and III.1,
at line 2 the overall iteration (while-loop) terminates
when the change in the reduced model (computed as H2-
error between the reduced models at two consecutive AIRGA
iterations) is less than a certain tolerance. We take this
tolerance as 10−04 based upon the values in [15]. There is
one more stopping criteria in Algorithms II.1 at line 8 (also
in Algorithm III.1 but not listed here). This checks the H2-
error between two temporary reduced models. We take this
tolerance as 10−06, again based upon the values in [15]. Since
this is an adaptive algorithm, the optimal size of the reduced
model is determined by the algorithm itself, and is denoted
by r.
The linear systems that arise here have non-symmetric
matrices. There are many iterative methods available for
solving such linear systems. We use the Generalized Minimal
Residual (GMRES) method [32] because it is very popular
[40]. The stopping tolerance in GMRES is taken as 10−06,
which is a common standard. As mentioned in Introduction,
for both the given models, we observe that unpreconditioned
GMRES fails to converge. Hence, we use the SPAI precon-
ditioner as described above (without and with reuse). We use
Modified Sparse Approximate Inverse (MSPAI 1.0) proposed
in [39] as our preconditioner. This is because MSPAI uses a
linear algebra library for solving sparse least square problems
that arise here. We use standard initial settings of MSPAI(
i.e. tolerance (ep) of 10−04
)
.
We perform our numerical experiments on a machine with
the following configuration: Intel Xeon (R) CPU E5-1620
V3 @ 3.50 GHz., frequency 1200 MHz., 8 CPU and 64 GB
RAM. All the codes are written in MATLAB (2016b) (in-
cluding AIRGA, GMRES) except SPAI and reusable SPAI.
MATLAB is used because of ease of rapid prototyping. Com-
puting SPAI and reusable SPAI in MATLAB is expensive,
therefore, we use C++ version of these (SPAI is from MSPAI
and reusable SPAI is written by us). MSPAI further uses
BLAS, LAPACK and ATLAS libraries. Whenever a precon-
ditioner has to be computed, we first compute SPAI and
reusable SPAI separately (in-parallel) and save them. Then,
we run MATLAB code along with the saved preconditioner
matrices (i.e. SPAI and reusable SPAI).
A. ACADEMIC DISK BRAKE MODEL
This model is of size 4,669. Based upon experience, the
maximum reduced system size (rmax) is taken as 20. As
mentioned earlier, however, due to the adaptive nature of
the AIRGA algorithm, we obtain a reduced system of size
r = 13. For this model, the AIRGA algorithm takes two outer
iterations (line 2 of Algorithms II.1 and III.1) to converge (i.e.
z= 2).
Reusing the SPAI preconditioner is beneficial when the
values of ‖I−A(z)i ‖ f /‖I‖ f is large, and the values of ‖A(z)i−1−
A(z)i ‖ f /‖A(z)i−1‖ f and ‖A(z−1)1 − A(z)1 ‖ f /‖A(z−1)1 ‖ f are small,
which is true in this case (see Table 3). In this table, columns
1 and 2 list the AIRGA iterations and the four expansion
points, respectively. The above three quantities are listed
in columns 3, 4 and 5, respectively. For the first AIRGA
iteration and the first expansion point, SPAI preconditioner
cannot be reused because there is no earlier preconditioner
(mentioned as NA in table). From the second expansion
point (and the first AIRGA iteration), we perform horizontal
reuse of preconditioner (see Figure 1). This is the same
for the second AIRGA iteration as well. Vertical reuse of
preconditioner is done only for the first expansion point (and
the second AIRGA iteration; again see Figure 1).
In Table 4, we compare the SPAI and the reusable SPAI
timings. As for Table 3, here columns 1 and 2 list the AIRGA
iterations and the four expansion points, respectively. SPAI
and reusable SPAI computation times are given in columns
3 and 4, respectively. At the first AIRGA iteration and the
first expansion point, both SPAI and reusable SPAI take the
same computation time. This is because, as above, reusing of
SPAI preconditioner is not applicable here. From the second
expansion point of the first AIRGA iteration, we see substan-
tial savings because of the reuse of the SPAI preconditioner
(approximately 68%).
Table 5 provides the iteration count and the computation
time of GMRES. Here, we only provide GMRES execution
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Algorithm III.1 : AIRGA with reuse of SPAI preconditioner
1: z = 1
2: while no convergence do
3: if z == 1 then
4: for i = 1, . . . , ` do
5: A(1)i =
((
s(1)i
)2
M+
(
s(1)i
)
D+K
)
6: if i == 1 then
7: Compute initial P(1)1 by solving
min
P(1)1
‖I−A(1)1 P(1)1 ‖2f
(First-time; no earlier preconditioner)
8: A(1)1 P
(1)
1 X
(1)(s1) = F
9: else
10: Compute Q(1)i by solving
min
Q(1)i
‖A(1)i−1−A(1)i Q(1)i ‖2f
(Reuse along horizontal direction)
11: A(1)i [Q
(1)
i · · · Q(1)2 P(1)1 ]X(1)(si) = F
12: end if
13: end for
14: else
15: for i = 1, . . . , ` do
16: A(z)i =
((
s(z)i
)2
M+
(
s(z)i
)
D+K
)
17: if i == 1 then
18: Compute Q(z)1 by solving
min
Q(z)1
‖A(z−1)1 −A(z)1 Q(z)1 ‖2f
(Reuse along vertical direction)
19: A(z)1
[
Q(z)1 . . . Q
(2)
1 P
(1)
1
]
X(z)(s1) = F
20: else
21: Compute Q(z)i by solving
min
Q(z)i
‖A(z)i−1−A(z)i Q(z)i ‖2f
(Reuse along horizontal direction)
22: A(z)i
[
Q(z)i · · · Q(z)2︸ ︷︷ ︸
23:
Q(z)1 . . . Q
(2)
1︸ ︷︷ ︸ P(1)1
]
X(z)(si) = F
24: end if
25: end for
26: end if
27: “All the given set of expansion points
(i.e. s1, s2, . . . , s`) are updated”
28: z = z+1
29: end while
Note: The minimization problems at lines 7, 10, 18 and
21 are solved as n independent least square problems
(see (7)).
TABLE 3: SPAI and reusable SPAI analysis for the academic disk brake
model.
AIRGA
Itr.†
Exp.
Pts.‡
SPAI Case Reusable SPAI Case
1
Standard
‖I−A(z)i ‖ f
‖I‖ f
Horizontal
‖A(z)i−1−A(z)i ‖ f
‖A(z)i−1‖ f
Vertical
‖A(z−1)1 −A(z)1 ‖ f
‖A(z−1)1 ‖ f
1 3.77×1006 NA NA
2 4.36×1006 0.1569
3 4.95×1006 0.3139 NA
4 5.54×1006 0.4708
2
1 7.63×1006 NA 0.9996
2 4.06×1006 0.0180
3 1.62×1006 20.3431 NA
4 3.82×1006 0.4985
† AIRGA Iterations.
‡ Expansion Points.
TABLE 4: SPAI and reusable SPAI computation time for the academic
disk brake model.
AIRGA
Iterations (z)
Expansion
Points (si)
SPAI
(Seconds)
Reusable SPAI
(Seconds)
1
1 174 174
2 164 10
3 165 16
4 165 20
2
1 165 64
2 165 10
3 165 108
4 158 20
Total 8 1321 422
details since the computation time of preconditioner has been
discussed above. In this table, column 1 lists the AIRGA
iterations. The number of linear solves and average GMRES
iterations per linear solve are given in columns 2 and 3,
respectively. Finally, columns 4 and 5 list the computation
times of GMRES when using SPAI and reusable SPAI,
respectively. We notice from this table that solving linear
systems by GMRES with SPAI takes less computation time
as compared to solving them by GMRES with reusable SPAI.
This is because when we reuse the SPAI preconditioner in
GMRES, additional matrix-vector products are performed,
however, this extra cost is almost negligible when compared
to the savings in the preconditioner computation time for the
latter case (as evident in Table 3 above; also see total GMRES
and preconditioner time below).
Table 6 gives the computation time of GMRES plus SPAI
(column 2) and GMRES plus reusable SPAI (column 3) at
each AIRGA iteration (column 1). As evident from this table,
reusing the SPAI preconditioner leads to about 60% savings
in total time required for solving all the linear systems.
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TABLE 5: GMRES computation time for the academic disk brake model.
AIRGA
Iterations (z)
No. of
Linear Solves
GMRES Iterations
per Linear Solve
GMRES Time when
Using SPAI
(Seconds)
GMRES Time when
Using Reusable SPAI
(Seconds)
1 10 271 7.98 8.62
2 13 270 8.12 8.93
Total 23 10×271+13×270
= 6220
10×7.98+13×8.12
= 185
10×8.62+13×8.93
= 202
TABLE 6: GMRES with SPAI and reusable SPAI computation time for
the academic disk brake model.
AIRGA
Iterations (z)
GMRES Plus
SPAI Time
(Seconds)
GMRES Plus
Reusable SPAI Time
(Seconds)
1 748 306
2 759 318
Total 1507 624
B. INDUSTRIAL DISK BRAKE MODEL
This model is of size 1.2 million. Based upon experience,
the maximum reduced system size (rmax) is taken as 100. As
mentioned earlier, however, due to the adaptive nature of the
AIRGA algorithm, we obtain a reduced system of size r =
52. For this model, the AIRGA algorithm takes four outer
iterations (line 2 of Algorithms II.1 and III.1) to converge
(i.e. z= 4).
Again, reusing the SPAI preconditioner is beneficial when
the value of ‖I − A(z)i ‖ f /‖I‖ f is large, and the value of
‖A(z)i−1−A(z)i ‖ f /‖A(z)i−1‖ f and ‖A(z−1)1 −A(z)1 ‖ f /‖A(z−1)1 ‖ f are
small, which is true in this case (see Table 7). The structure of
this table is same as Table 3. As earlier, for the first AIRGA
iteration and the first expansion point, SPAI preconditioner
cannot be reused because there is no earlier preconditioner
(mentioned as NA in table). From the second expansion point
(and the first AIRGA iteration), we perform horizontal reuse
of preconditioner (see Figure 1). This is the same for the
second, the third and the fourth AIRGA iterations as well.
Vertical reuse of preconditioner is done only for the first
expansion point (and the second, the third, and the fourth
AIRGA iterations; again see Figure 1).
In Table 8, we compare the SPAI and the reusable SPAI
timings. The structure of this table is same as that of Table
4. As before, at the first AIRGA iteration and the first
expansion point, both SPAI and reusable SPAI take the same
computation time. This is because, as above, reusing of SPAI
preconditioner is not applicable here. From the second ex-
pansion point of the first AIRGA iteration, we see substantial
savings because of the reuse of the SPAI preconditioner (from
160 hours to 26 hrs 30 minutes; approximately 83%).
Table 9 provides the iteration count and the computation
time of GMRES. Here, again we have only provided GMRES
execution details since the computation time of the precon-
ditioner has already been discussed above. The structure of
this table is same as that of Table 5. As earlier, we notice
from this table that solving linear systems by GMRES with
SPAI takes less computation time as compared to solving
them by GMRES with reusable SPAI. This is again because
of additional matrix-vector products in the reusable SPAI
case. Here also, this extra cost is almost negligible when
compared to the savings in the preconditioner computation
time (as evident in Table 8; also see the total GMRES and
preconditioner time below).
Table 10 gives the computation time of GMRES plus SPAI
(column 2) and GMRES plus reusable SPAI (column 3) at
each AIRGA iteration (column 1). As before, it is evident
from this table, reusing the SPAI preconditioner leads to
about 64% savings in total time (from 197 hours 28 minutes
to 72 hours 06 minutes).
To demonstrate the quality of the reduced system, we plot
the relative H2 error between the transfer function of the
original system and the reduced system with respect to the
different expansion points (in Figure 3). The reduced system
considered here is obtained by using GMRES with reusable
SPAI. These expansion points, denoted by S, are computed
as 2pi f , where the frequency variable f is linearly spaced
between 1 and 500. As evident from this figure, the obtained
reduced system is good (the error is very small). Further,
we also observe from this figure that the reduced model is
most accurate in 7–10 range of the expansion points. This is
because the final expansion points, upon the convergence of
the AIRGA algorithm, lie in this range.
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FIGURE 3: Relative error between the original and reduced system for
the industrial disk brake model.
V. CONCLUSIONS & FUTURE WORK
In this work, we have focused on MOR of non-parametric
dynamical systems, specifically on the following three al-
gorithms: AIRGA, BIRKA, and QB-IHOMM. Since solving
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TABLE 7: SPAI and reusable SPAI analysis for the industrial disk brake
model.
AIRGA
Iterations (z)
Expansion
Points (si)
SPAI Case Reusable SPAI Case
1
Standard
‖I−A(z)i ‖ f
‖I‖ f
Horizontal
‖A(z)i−1−A
(z)
i ‖ f
‖A(z)i−1‖ f
Vertical
‖A(z−1)1 −A
(z)
1 ‖ f
‖A(z−1)1 ‖ f
1 6.54×1008 NA NA
2 6.54×1008 3.74×10−05
3 6.54×1008 7.49×10−05 NA
4 6.54×1008 1.12×10−04
2
1 1.31×1009 NA 1.006
2 6.65×1008 0.49
3 6.53×1008 0.50 NA
4 6.56×1008 0.49
3
1 1.30×1009 NA 1.009
2 7.01×1008 0.4658
3 6.53×1008 0.5499 NA
4 6.63×1008 0.4940
4
1 1.31×1009 NA 1.0015
2 6.86×1008 0.4641
3 6.53×1008 0.5002 NA
4 6.56×1008 0.4933
TABLE 8: SPAI and reusable SPAI computa-
tion time for the industrial disk brake model.
AIRGA
Iterations (z)
Expansion
Points (si)
SPAI§ Reusing SPAI§
1
1 10 hrs 10 hrs
2 10 hrs 1 hr
3 10 hrs 1 hr
4 10 hrs 1 hr
2
1 10 hrs 1 hr 30 mins
2 10 hrs 1 hr
3 10 hrs 1 hr
4 10 hrs 1 hr
3
1 10 hrs 1 hr 30 mins
2 10 hrs 1 hour
3 10 hrs 1 hour
4 10 hrs 1 hour
4
1 10 hrs 1 hr 30 mins
2 10 hrs 1 hr
3 10 hrs 1 hr
4 10 hrs 1 hr
Total 16 160 hrs 26 hrs 30 mins
§ All times given here differ in seconds (not evident
because of the rounding to the nearest minute).
TABLE 9: GMRES computation time for the industrial disk brake model.
AIRGA
Iterations (z)
No. of
Linear
Solves
GMRES
Iterations per
Linear Solve
GMRES Time
when Using
SPAI
(Minutes)
GMRES Time
when Using
Reusable SPAI
(Minutes)
1 64 421 08 10
2 64 426 09 11
3 64 429 10 12
4 52 432 10 12
Total 244
64× (421+426+429)
+ 52×432
= 104,128
64× (08+09+10)
+ 52×10
= 2248
64× (10+11+12)
+ 52×12
= 2736
TABLE 10: GMRES with SPAI and reusable SPAI computation time
for the industrial disk brake model.
AIRGA
Iterations (z)
GMRES plus
SPAI Time
GMRES plus
Reusable SPAI Time
1 48 hrs 32 mins 23 hrs 40 mins
2 49 hrs 36 mins 16 hrs 14 mins
3 50 hrs 40 mins 17 hrs 18 mins
4 48 hrs 40 mins 14 hrs 54 mins
Total 197 hrs 28 mins 72 hrs 06 mins
large and sparse linear systems is a bottleneck in scaling these
MOR algorithms for reduction of large sized dynamical sys-
tems, we have proposed reusing of the SPAI preconditioner.
Specifically, we have demonstrated the following: ex-
ploitation of the simplicity because of the lack of parameters
in reusing preconditioners, multiple ways of reusing precon-
ditioners within the algorithm, efficient implementation to
ensure that the savings because of reusing preconditioners
are not negated by bad coding, and experimentation on a
massively large industrial problem. Numerical experiments
show the effectiveness of our approach, where for a problem
of size 1.2 million, we save upto 64% in the computation
time. In absolute terms, this gives a saving of 5 days.
In future, we plan to explore two directions. The first
is use of the randomized preconditioners in solving linear
systems arising in MOR. This is giving promising results.
The second is to use the spiking neural networks to optimize
the parameters inside the preconditioners.
.
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APPENDIX A
In the Algorithm II.2, we solve linear systems of equations at
lines 4 and 5. We first apply our proposed theory of reusing
preconditioners to line 4, which is given as
vec(V ) =
(
−Λ⊗ In− Ir⊗K−
m
∑
j=1
ˇˇNTj ⊗Nj
)−1
(
ˇˇFT ⊗F
)
vec(Im).
Here, Λ is a diagonal matrix comprising of interpolation
points, which is updated at the start of the while loop
at line 2. Let Az−1 = −Λz−1 ⊗ In − Ir ⊗ K −
m
∑
j=1
ˇˇNTj ⊗ Nj
and Az = −Λz ⊗ In − Ir ⊗ K −
m
∑
j=1
ˇˇNTj ⊗ Nj be the coeffi-
cient matrices corresponding to Λz−1 and Λz, respectively
(for z = 1, . . . , z (until covergence)). Expressing Az in terms
of Az−1, we get
Az = Az−1
(
Inr +A−1z−1(−Λz⊗ In)+A−1z−1(Λz−1⊗ In)
)
,
where Inr ∈ Rn·r×n·r is the Identity matrix. Now, we enforce
Az−1Pz−1 = AzPz or (10)
Az−1Pz−1 = Az−1
(
Inr +A−1z−1(−Λz⊗ In)+A−1z−1(Λz−1⊗ In)
) ·(
Inr +A−1z−1(−Λz⊗ In)+A−1z−1(Λz−1⊗ In)
)−1
Pz−1
= AzPz,
where Pz =
(
Inr +A−1z−1(−Λz⊗ In)+A−1z−1(Λz−1⊗ In)
)−1
Pz−1.
Let Qz =
(
Inr +A−1z−1(−Λz⊗ In)+A−1z−1(Λz−1⊗ In)
)−1
,
then instead of (10) we enforce Az−1Pz−1 = AzQzPz−1. The
remaining derivation here is same as earlier (see Section
III-C). We reuse preconditioners at line 5 similarly.
APPENDIX B
In the Algorithm II.3, we solve linear systems of equations at
line 4 and 10. Again, we first apply our proposed theory of
reusing preconditioners to line 4, which is given as
X j(σi) = [(σiD−K)−1D] j(σiD−K)−1F,
for j = 1, . . . , P+Q and i = 1, . . . , `.
Let Ai−1 = σi−1D−K and Ai = σiD−K be the two coef-
ficient matrices for different interpolation points σi−1 and
σi, respectively (for i = 1, . . . , `). Expressing Ai in terms of
Ai−1, we get
Ai = Ai−1(I+(σi−σi−1)A−1i−1D).
Now, we enforce
Ai−1Pi−1 = AiPi or (11)
Ai−1Pi−1 = Ai−1(I+(σi−σi−1)A−1i−1D) ·
(I+(σi−σi−1)A−1i−1D)−1Pi−1
= AiPi,
where Pi = (I+(σi−σi−1)A−1i−1D)−1Pi−1.
Let Qi = (I+(σi−σi−1)A−1i−1D)−1, then instead of (11) we
enforce Ai−1Pi−1 = AiQiPi−1. Again, here also, the remaining
derivation is same as earlier (see Section III-C). We reuse
preconditioners at line 10 similarly.
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