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QUANTUM OPTIMAL TRANSPORT
FOR AF-C∗-ALGEBRAS
DAVID F. HORNSHAW
ABSTRACT
We introduce optimal transport of states on AF-C∗-algebras, using a dynamic formula-
tion of the metric in the spirit of Benamou-Brenier. Essential for having energy function-
als is an extension of quasi-entropies after Hiai and Petz to the AF-setting. The induced
metric geometry on states is a limit geometry of an ascending chain of its restrictions to
states on generating finite-dimensional C∗-subalgebras. We prove equivalence of lower
Ricci bounds and a quantum Bakry-E´mery gradient condition. As we do not assume
ergodicity of the heat semigroup, Fermionic quantisation of spectral triples induces ex-
amples. This establishes Ric ≥ 0 for quantum thermodynamic evolutions.
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1. INTRODUCTION
Noncommutative differential geometry after Connes (cf. [23], [24]) presently lacks a general notion
of curvature (cf. [34]), even as scalar curvature is defined for noncommutative tori (cf. [26], [33]).
Rather than probing curvature directly, we instead propose studying lower Ricci curvature bounds.
It is given by geodesic convexity of the quantum relative entropy w.r.t. a metric on states arising
from a noncommutative analogue of optimal transport.
We argue our approach has three conceptual advantages, trading local information of the curva-
ture tensor for a weaker global property which can be expressed via means of metric geometry. In the
classic setting of metric measure spaces, it furthermore retains sufficient information for meaningful
geometric analysis. Drawing analogies to said classical setting, we hold the advantages to be:
i) Lower Ricci bounds neither require a notion of Ricci curvature nor a locally defined notion
of differentiability, instead relying on optimal transport of probability measures and relative
entropy (cf. [43], [60], [61]). This suffices to have an appropriate differential calculus and carry
out meaningful geometric analysis (cf. [2], [3], [4], [31]).
ii) Optimal transport extended to the discrete setting (cf. [44], [46]) allows us to consider lower
Ricci bounds for continuous and discrete spaces on equal terms (cf. [32]). Such equal treatment
is expected of all concepts in noncommutative differential geometry.
iii) Once quantum optimal transport is established, all fundamental objects make immediate sense
in the noncommutative setting. States generalise probability measures, and the quantum
relative entropy is well-known (cf. [5], [6]).
Motivated by this, we introduce a noncommutative analogue of optimal transport for states
of an approximately finite-dimensional, or AF-C∗-algebra. We use a dynamic formulation of the
transport metric in the spirit of Benamou-Brenier (cf. [7]), considering tangent vectors in the dual
of a C∗-algebra (e.g. C0(Rd) in [30]).
We call this quantum optimal transport due to its relation to quantum information theory
(cf. [19], [15]) and quantum statistical mechanics (cf. Example 2.10). It provides our framework
to define and study lower Ricci bounds in the noncommutative setting for a class of C∗-algebras
foundational to quantum statistical mechanics. Fundamental results in this paper are:
I) Let A = ∪j∈NAj ||.||A AF-C∗-algebra with quantum optimal transport. For all j ∈ N, we
have natural restriction operation s.t. the data encoding quantum optimal transport on S(A)
restrict to data encoding quantum optimal transport on S(Aj). The resulting metric geometry
of S(A) is the limit of its restriction to each S(Aj) (cf. Theorem 4.2).
II) The logarithmic mean setting is quantum L2-Wasserstein geometry. We recover equivalence
of EVIλ gradient-flow of quantum relative entropy, geodesic λ-convexity of the latter and a
quantum Bakry-E´mery gradient condition (cf. Theorem 6.4). This defines Ric ≥ λ.
III) Example 2.7 is Fermionic quantisation of noncommutative spectral triples (cf. [17], [18]). This
links noncommutative geometry, quantum statistical mechanics and quantum optimal trans-
port. We obtain a notion of lower Ricci bounds for quantum thermodynamic evolutions. We
prove Ric ≥ 0 for this Fermionic quantisation (cf. Example 6.1).
IV) Our framework incorporates non-ergodicity by construction. We thus never assume ergodicity
of the heat semigroup analogues used, necessary since Example 2.7 is never ergodic. It forces
us to discuss accessibility components at length (cf. Theorem 5.3). On the other hand, we
require no smoothing conditions (cf. Theorem 5.1).
Approach and construction. We outline our approach formally. Throughout, let A = ∪j∈NAj
be an AF-C∗-algebra and τ lower semi-continuous, faithful and semi-finite on A s.t. ∪j∈NAj is in
the domain of τ . We call (A, τ) a tracial AF-C∗-algebra.
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The principle of our approach is to find data D in a class C(A, τ) dependent on (A, τ) s.t.
1) there exists restrictions of D to data Dj ∈ C(Aj , τ|Aj ) for all j ∈ N,
2) the data Dj define a continuity equation inducing a class of admissible paths Aj , as well as an
energy functional Ej : Aj −→ [0,∞] for all j ∈ N,
3) we have . . . ⊂ Aj ⊂ Aj+1 ⊂ . . . and . . . ≤ Ej ≤ Ej+1 ≤ . . . for all j ∈ N up to normalisation,
4) A = limj Aj for a notion of convergence allowing direct method while E := Γ-limj∈N Ej .
For all j ∈ N, we define a dynamic transport metric Wj on S(Aj) minimising Ej over Aj for
fixed marginals. Similarly, a dynamic transport metric W on S(A) is defined using A and E. We
ask our framework imply the chain of isometric inclusions
. . . ⊂ (S(Aj),Wj) ⊂ (S(Aj+1),Wj+1) ⊂ . . . ⊂ (S(A),W)
given by canonical inclusions . . . ⊂ S(Aj) ⊂ S(Aj+1) ⊂ . . . ⊂ S(A) arising from A∗j = Aj for all
j ∈ N. For all µ, η ∈ S(A) with W(µ, η) < ∞, we obtain a geodesic that is the limit of geodesics
w.r.t. convergence A = limj Aj (cf. Theorem 4.3).
Quantum optimal transport is formulated dynamically following [30]. We thus have two main
ingredients: noncommutative analogues of gradients, called quantum gradients, and division by
densities. Following established links to heat semigroups in quantum potential theory, quantum
gradients induce symmetric C∗-derivation (cf. [20], [21]). The noncommutative analogue of division
is given by unbounded operators representing quasi-entropies (cf. Theorem 3.3).
Quantum gradients ∇ : A −→ B have tracial AF-C∗-algebras as domain and codomain. To
formulate a Leibniz rule, we require a symmetric A-bimodule action on B. In order to have the
data restriction outlined above, we require the quantum gradient and the A-bimodule action to
restrict appropriately w.r.t. the AF-C∗-structures in use. We codify this in the notion of local ∗-
homomorphism (cf. Definition 2.8). The bimodule actions induced by such ∗-homormophisms are
called AF-A-bimodule structures on B. For all j ∈ N, each restricts to an AF-Aj-bimodule structure
on Bj . Quantum gradients, their Laplacians and thus heat semigroups restrict appropriately.
Quasi-entropies for full matrix algebras are studied in [36], [37] (cf. Remark 3.4). In [16], they are
used to encode noncommutative division in a broad finite-dimensional setting. For finite-dimensional
C∗-algebras, we construct each quasi-entropy If,θ using an operator mean mf induced by a repre-
senting fuction f : (0,∞) −→ (0,∞) and modulating factor θ ∈ (0, 1]. Quasi-entropies have coarse
graining, i.e. reduce in value as we restrict the AF-A-bimodule structure on B. This enables us to
define quasi-entropies
If,θ := sup
j∈N
If,θj : A∗+ ×A∗+ ×B∗ −→ [0,∞],
where If,θj is the quasi-entropy induced on Bj equipped with its symmetric Aj-bimodule action
obtained via restriction (cf. Theorem 3.1).
Given AF-A-bimodule structure on B, quantum gradient and quasi-entropy, we construct quan-
tum optimal transport. The continuity equation is µ˙ = ∇∗w for w∗-absolutely continuous paths
µ ∈ AC([a, b],S(A)) and vector fields w ∈ L2([a, b], B∗), where a ≤ b in R. Up to normalisation, the
natural restriction maps lift to admissible paths and we obtain energy functionals
Ef,θ(µ,w) =
1
2
∫ b
a
If,θ(µ(t), µ(t), w(t))dt = sup
j∈N
1
2
∫ b
a
If,θj (µ(t)|Aj , µ(t)|Aj , w(t)|Bjdt.
By Theorem 4.1, we obtain the Γ-limit characterisation. We provide a sequential description where
marginals are fixed up to restriction only. The direct method applies by Lemma 4.2, with convergence
of admissible paths given in Definition 4.4.
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Relation to previous work. Maas (cf. [44]) and Mielke (cf. [46]) established Wasserstein
distances in the discrete setting. There, means instead of pointwise division with a density are used.
This is followed by using operator means in finite-dimensional noncommutative optimal transport
by Carlen and Maas (cf. [13], [14], [15]) who link noncommutative division to quasi-entropies after
Hiai and Petz (cf. [37]) in [15].
The work by Carlen and Maas proved the fruitfulness of a dynamic formulation of noncommu-
tative optimal transport. We lift many of their finite-dimensional proofs in [15] to our setting. Our
contribution is to give structures lifting to the infinite-dimensional, as well as handling non-ergodicity
in the finite-dimensional. The latter is novel already in the finite dimensions. Note the setting in
[15] is not subsumed by our framework as non-tracial weights are considered.
We furthermore mention work by Wirth on noncommutative optimal transport (cf. [66]). It is
more general in its choice of underlying C∗-algebra and gradient than ours but equally focused on
the tracial case. While it is only defined on noncommutative densities, this suffices for a discussion
of lower Ricci bounds. In this, our framework is less general. On the other hand, our limit control
coupled with non-ergodicity yields equivalence of quantum Bakry-E´mery and EVIλ. This moves us
beyond the implication in [66] within the more restrictive class considered.
Structure of the paper. The second and third sections establish quantum gradients and quasi-
entropies for AF-C∗-bimodules. We discuss admissible paths, energy functionals and their induced
quantum optimal transport metric in the fourth section. In the fifth one, we provide the technical
apparatus required to handle non-ergodicity. We discuss quantum L2-Wasserstein geometry and the
equivalence theorem in the sixth section.
The appendix provides results on noncommutative measure theory, in particular noncommtuative
Lp-spaces. It moreover includes definitions and basic results on tracial AF-C∗-algebras. Finally, two
lemmas used in the construction of examples are given.
Notation and conventions. We always write H for a separable Hilbert space, B(H) for the
set of bounded operators on H and K(H) for the compact ones. We write s-lim for strong operator
convergence and w-lim for weak operator convergence of bounded operators. We write sr-lim for
strong resolvent convergence of unbounded operators.
Given an A-bimodule B, we write Lx for left- and Rx for right-action on B of x ∈ A. We often
have multiple bimodule actions in use, with elements in the subscript determining the bimodule
action. This commonly yields Lx = Lφ(x) and Rx = Rψ(x) for
∗-homomorphism φ, ψ : A −→ B of
C∗-algebras inducing left- and right-action.
Given a Banach space (E, ||.||E), we write ||.||E -lim for convergence in norm and w∗-convergence
for weak convergence in E∗. The Banach space itself is clear from context.
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2. QUANTUM GRADIENTS
Quantum gradients are module derivations tailored to the approximately finite-dimensional, or
AF-setting. AF-C∗-algebras are the domains, and AF-C∗-bimodules the codomains of quantum
gradients. Each one determines a continuity equation of states, stable under restriction to finite-
dimensional C∗-subalgebras generating the domain (cf. Proposition 4.2).
We introduce AF-C∗-bimodules and quantum gradients in the first two subsections. The second
subsection includes constructions of quantum gradients. Example classes using these constructions
are given in the third subsection. In particular, we explain how Fermionic quantisation of spectral
triples yields quantum gradients (cf. Example 2.10).
2.1 AF-C∗-bimodules over AF-C∗-algebras
We study AF-C∗-bimodules over AF-C∗-algebras. Their bimodule actions split upon restriction to
generating C∗-subalgebras. Projections onto the latter are averages of unitary conjugations. This
allows lifting of quasi-entropies to AF-C∗-bimodules in the third section.
AF-C∗-algebras and their dual spaces. We give standard properties of dual spaces of
tracial AF-C∗-algebras. Noncommutative Lp-spaces and tracial AF-C∗-algebras are discussed in the
first subsection of the appendix.
We fix notation. AF-C∗-algebras are considered to be indexed over countable directed sets since
the latter have cofinal subset isomorphic to N.
Notation 2.1. Let A be an AF-C∗-algebra. We always choose fixed but arbitrary generating family
{Aj}j∈N of finite-dimensional C∗-subalgebras. Given a lower semi-continuous, faithful and semi-
finite trace τ on A, we call (A, τ) tracial if A0 := ∪j∈NAj ⊂ mτ . We use mτ to denote the definition
domain. For all j ∈ N, set τj := τ|Aj .
Let (A, τ) be a tracial AF-C∗-algebra. For all j ∈ N, Aj has unit 1Aj . We obtain left- and
right-approximate identity {1Aj}j∈N ⊂ A satisfying 1L∞(A,τ) = s-limj∈N 1Aj (cf. Proposition 7.10).
We have A0 ⊂ L∞(A, τ) strong operator dense, as well as A0 ⊂ L1(A, τ) and A0 ⊂ L2(A, τ) dense
in the respective norm (cf. Proposition 7.11).
Notation 2.2. Given tracial AF-C∗-algebra (A, τ) and 1 ≤ p ≤ ∞, Lp(A, τ) is its noncommutative
Lp-space. In each case, ||.||p denotes the respective norm. We often write ||.||τ := ||.||2.
Noncommutative Lp-spaces satisfy Ho¨lder inequalities. We have a standard pairing mirroring
the commutative setting. If 1 = p−1 + q−1, then we have bounded perfect pairing (x, y) 7−→ τ(xy)
satisfying τ(xy) = τ(yx) and τ(xy) = τ(x∗y∗). Adjoining is an isometry for each noncommutative
Lp-space, thus we use the modified pairing (x, y) 7→ x♭(y) := τ(x∗y) since it restricts to musical
isomorphisms identifying L2(A, τ) = L2(A, τ)∗.
Definition 2.1. Let (A, τ) be a tracial AF-C∗-algebra and 1 ≤ p, q ≤ ∞ s.t. 1 = p−1 + q−1. For
all x ∈ Lp(A, τ) and y ∈ Lq(A, τ), set x♭(y) := τ(x∗y). If p = q = 2, then we always write ♯ for the
canonical inverse of ♭.
Remark 2.1. If p = q = 2, then ♭ and ♯ are musical isomorphisms. For all j ∈ N, ♭|Aj and ♯|Aj are the
musical isomorphisms of (Aj , ||.||τj ). We always suppress the tracial AF-C∗-algebra and j ∈ N when
applying musical isomorphisms. If p = 1 and q = ∞, then ♭ is a positivity preserving anti-linear
isometry (cf. Proposition 7.5). Strong operator density of A ⊂ L∞(A, τ) and normality of each x♭
(cf. Proposition 7.9) lets us identify x♭ = x♭|A ∈ A∗ in this case.
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Definition 2.2. Let (A, τ) be a tracial AF-C∗-algebra.
1) For all j ∈ N, let ιAj : Aj −→ A be the inclusion and πAj : L2(A, τ) −→ Aj the Hilbert space
projection w.r.t. 〈., .〉τ .
2) For all j ≤ k in N, let ιAkj : Aj −→ Ak be the inclusion and πAjk : Ak −→ Aj the Hilbert space
projection w.r.t. 〈., .〉τk .
3) For all j ≤ k in N, we define
3.1) the j-th inclusion and j-th restriction
incj := ♭ ◦ ιAj ◦ ♯ : A∗j −→ A∗, resj := (ιAj )∗ : A∗ −→ A∗j ,
3.2) the kj-inclusion and jk-restriction
inckj := (π
A
jk)
∗ : A∗j −→ A∗k, resjk := (ιAkj)∗ : A∗k −→ A∗j .
Notation 2.3. We suppress the AF-C∗-algebra in our notation of inc and res maps. Whenever we
use more than one AF-C∗-algebra, the respective dual spaces are clear from context.
Proposition 2.1. All maps in Definition 2.2 are w∗-continuous and we have res ◦ inc = id for all
indices. If j ≤ k in N, then inckj = ♭ ◦ ιAkj ◦ ♯ and resjk = ♭ ◦ πAjk ◦ ♯.
Proof. Testing on A0, A0 ⊂ A ||.||A-densely and applying the definitions shows w∗-continuity. All
remaining claims are verified directly using the definitions.
Remark 2.2. Proposition 2.1 implies ♯ ◦ inckj ◦ ♭ = ιAkj and ♯ ◦ resjk ◦ ♭ = πAjk for all j ≤ k in N.
Definition 2.3. Let A be a C∗-algebra. For all µ ∈ A∗, we write µ ≥ 0 and call µ positive if
µ(x∗x) ≥ 0 for all x ∈ A. Let A∗+ := {µ ∈ A∗ | µ ≥ 0}. S(A) := {µ ∈ A∗ | µ ≥ 0, ||µ||A∗ = 1} is the
state space of A.
Notation 2.4. For all j ∈ N, we always write A∗j,+ := {µ ∈ A∗j | µ ≥ 0}.
Proposition 2.2. Let (A, τ) be a tracial AF-C∗-algebra. For all j ≤ k in N, we have
1) incj(A
∗
j,+) ⊂ A∗+ and inckj(A∗j,+) ⊂ A∗k,+,
2) incj(S(Aj)) ⊂ S(A) and inckj(S(Aj)) ⊂ S(Ak),
3) resj(A
∗
+) ⊂ A∗j,+ and resjk(A∗k,+) ⊂ A∗j,+.
Proof. Clearly, ι and res preserve positivity. Thus the first claim follows by writing each inc as in
Remark 2.2. Note limk∈N incj(µ)(1Ak) = τ(♯j(µ)) = ||µ||A∗j for all µ ∈ A∗j and j ∈ N. This implies
the second claim.
Proposition 2.3. Let (A, τ) be a tracial AF-C∗-algebra. We have
1) ∪j∈NAj,+ ⊂ A+ ||.||A-dense,
2) ∪j∈NAj,+ ⊂ L∞(A, τ)+ strong operator dense,
3) s-limj∈N πAj = idL2(A,τ).
Proof. For all j ∈ N, Aj,+ ⊂ A+ ⊂ L∞(A, τ) by 1) in Proposition 2.2. If {xn}n∈N ⊂ A0 s.t. ||.||A-
limn∈N xn = x ≥ 0 in A, then ||.||A-limn∈Nmax{xn, 0} = x by functional calculus. Using strong
operator convergence, the analogous statement holds if x ≥ 0 in L∞(A, τ). This shows the first two
claims. Projections have norm one. By A0 ⊂ L2(A, τ) ||.||τ -dense, ||.||τ -limj∈N πAj (x) = x for all
x ∈ A0. Together, this implies the third claim.
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Projections onto C∗-subalgebras in finite dimensions. We express restriction maps in
Definition 2.2 as conditional expectations of C∗-algebras. For finite-dimensional C∗-algebras with
identical units, these are averages of unitary conjugations (cf. [12], [36], [37]). Furthermore, we show
splitting of the canonical bimodule action in Lemma 2.1.
In finite dimensions, projections onto unital C∗-subalgebras are conditional expectations (cf. [62]
for the general definition). Writing projections as averages of unitary conjugations allows us to prove
quasi-entropy restriction inequalities in the third section.
Definition 2.4. Let (A, τ) be a finite-dimensional tracial C∗-algebra, C ⊂ A a C∗-subalgebra. Let
πAC : A −→ C be the Hilbert space projection w.r.t 〈., .〉τ .
Remark 2.3. All C∗-algebras are generated by their unitaries. In the commutative case, this follows
from Stone-Weierstrass. By functional calculus, this yields the general case.
Let (A, τ) be a finite-dimensional tracial C∗-algebra, C ⊂ A a C∗-subalgebra and C′ ⊂ A its
commutant in A. Verify C′ is a C∗-algebra. The unitaries U(A) of A are a compact group, hence
U(C′) = U(A) ∩ C′ is. Let C∗(C, 1A) be the C∗-subalgebra of A generated by C and the unit.
Proposition 2.4. Let (A, τ) be a finite-dimensional tracial C∗-algebra, C ⊂ A a C∗-subalgebra and
νC the Haar probability measure on U(C′).
1) For all x ∈ A, we have πAC∗(C,1A)(x) =
∫
U(C′) uxu
∗dνC(u).
2) πAC∗(C,1A) preserves self-adjointness and positivity.
3) For all x ∈ A and y ∈ C, the trace inequality τ(πAC∗(C,1A)(x)y) = τ(xy) holds.
Proof. C∗(U(C′)) = C′ by Remark 2.3, hence C∗(C, 1A) = U(C′)′. E(x) :=
∫
U(C′) uxu
∗dνC(u) for
all x ∈ A. Observe E(x) ∈ U(C′)′ = C using transformation of Haar measures under group action.
Knowing this, it is immediate to verify the projection property using the inner product.
The construction in Proposition 2.4 cannot yield projections onto non-unital C∗-subalgebras
since 1A ∈ C′ in general. However, C⊥ = 〈1A − 1C〉C in C∗(C, 1A) w.r.t. 〈., .〉τ .
Definition 2.5. Let (A, τ) be a finite-dimensional tracial C∗-algebra, C ⊂ A a C∗-subalgebra. For
all x ∈ A, we set the mass difference of x relative C w.r.t. τ as
κC(x, τ) :=
{
τ((I−πAC)(x))
τ(1A−1C) if 1A 6= 1C ,
0 else .
Proposition 2.5. Let (A, τ) be a finite-dimensional tracial C∗-algebra, C ⊂ A a C∗-subalgebra.
For all x ∈ A, we have πAC (x) = πAC∗(C,1A)(x) − κC(x, τ)(1A − 1C).
Proof. We have πACπ
A
C∗(C,1A)
(I−πAC) = 0. Since C(1A−1C) = (1A−1C)C = 0 and the codimension
of C in C∗(C, 1A) is one, C∗(C, 1A) = C⊕〈1A−1C〉C orthogonally. Hence for all x ∈ A, there exists
unique C(x) ∈ C s.t.
πAC∗(C,1A)((I − πAC )(x)) = C(x)(1A − 1C).
Using I = πAC+(I−πAC ), τ(x) = τ(πAC∗(C,1A)(x)) = τ(πAC (x))+C(x)τ(1A−1C) hence C(x) = κC(x, τ)
for all x ∈ A. We therefore have
πAC∗(C,1A)(x) = π
A
C(x) + κC(x, τ)(1A − 1C), x ∈ A.
7
Let (A, τ) be a finite-dimensional tracial C∗-algebra. For all self-adjoint x, y ∈ A, set Lx(u) := xu
and Ry(u) := uy for all u ∈ A. This yields commuting bounded self-adjoint operators Lx and Ry on
A = L2(A, τ) in each case. Their joint spectral calculus exists (cf. Theorem 5.23 in [57]), constructed
as follows. We define a unital ∗-representation
Lx ⊗Ry : C(spec x)⊗ C(spec y) −→ B(A)
by setting (Lx ⊗Ry)(f ⊗ g)(u) := f(x)ug(y) for all u ∈ A.
Definition 2.6. Let (A, τ) be a finite-dimensional tracial C∗-algebra, C ⊂ A a C∗-subalgebra. For
all x ∈ C, let specC x be the spectrum of x in C.
Given C∗-subalgebra C ⊂ A, we have finite-dimensional tracial C∗-algebra (C, τ|C). For all self-
adjoint x, y ∈ C, we engage in the analogous construction to obtain left-action Lx,C := Lx|C and
right-action Rx,C := Rx|C . As above, we construct
Lx,C ⊗Ry,C : C(specC x)⊗ C(specC y) −→ B(C).
Lemma 2.1. Let (A, τ) be a finite-dimensional tracial C∗-algebra, C ⊂ A a C∗-subalgebra and
C⊥ ⊂ A w.r.t. 〈., .〉τ . For all self-adjoint x, y ∈ C, we have
1) Lx = Lx,Cπ
A
C ⊕ Lx(I − πAC ) and Ry = Ry,CπAC ⊕Ry(I − πAC) w.r.t. A = C ⊕ C⊥,
2) (Lx,C ⊗Ry,C)(g| specC x×specC y) = (Lx ⊗Ry)(g| specx×spec y)|C for all g ∈ C(R× R).
Proof. We prove Lx decomposes as claimed. The decomposition for Ry follows analogously. Note
Lx,C = Lx|C by definition, hence LxπAC = Lx,CπC . For all y ∈ A and z ∈ C, 〈Lx(I − πAC )(y), z〉τ =
〈(I − πAC)(y), x∗z〉τ = 0 since x∗z ∈ C. Thus LxπAC maps to C and Lx(I − πAC ) to C⊥. This shows
the claimed orthogonal decompositions of left- and right-action.
Self-adjointness of x, y ∈ C is equivalent to self-adjointness in A. Let K ⊂ R compact s.t. it
includes all spectra in use. On K, we approximate g uniformly by polynomials. Thus let g be a
polynomial without loss of generality. As Lx,C = Lx|C and Ry,C = Ry|C , Lnx,CR
m
y,C(u) = L
n
xR
m
y (u)
for all u ∈ C and n,m ∈ N0. This shows our second claim.
Local ∗-homomorphisms and definition of AF-C∗-bimodule. We require codomains for
C∗-derivations (cf. [21]) in the AF-setting, compatible with the AF-structures in use. We encode
compatibility by defining left- and right-actions using local ∗-homomorphisms.
Definition 2.7. Let (A, τ) be a tracial AF-C∗-bimodule and consider an anti-linear isometric invo-
lution γ on L2(A, τ). We call γ local if γ(Aj) ⊂ Aj and γ(1Aj) = 1Aj for all j ∈ N.
Example 2.1. The canonical extension of γ(x) := x∗ from L∞(A, τ) to L2(A, τ) defines a local
isometric involution. This requires traciality by Tomita-Takesaki modular theory (cf. [63]).
Definition 2.8. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. We say that a ∗-homomorphism
φ : A −→ B is local if
1) supj∈N ||φ∗|Bj (1Bj )||A <∞,
2) φ(Aj) ⊂ Bj and φ∗|Bk(Bj) ⊂ Aj for all j ≤ k in N,
3) φ(1Aj ) = 1Bj for all j ∈ N.
Example 2.2. Given a tracial AF-C∗-algebra (A, τ), φ = idA is local.
Property 1) in Definition 2.8 is extendability, 2) is locality and 3) is local unitality. Given a local
∗-homomorphism φ : A −→ B, we have (φ∗|Bk)|Bj = φ∗|Bj for all j ≤ k in N by locality.
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Definition 2.9. The adjoint map φt : B0 −→ A0 is defined by setting
φt(u) := φ∗|Aj (u) if u ∈ Bj , u ∈ B0.
Remark 2.4. If B is strongly unital, then 1Bj = 1B for all j ∈ N. In this case, (φ∗|Bk)|Bj = φ∗|Bj for
all j ≤ k in N implies supj∈N ||φ∗|Bj (1Bj )||B = ||φ∗|B1(1B)|| = φt(1B). Thus extendability holds for
all local and locally unital ∗-homomorphisms if B is strongly unital.
Proposition 2.6. Let φ : A −→ B be a local ∗-homomorphism and φ∗ : B∗ −→ A∗ its Banach dual.
1) φ∗ ◦ ♭|B0 = ♭ ◦ φt.
2) φt preserves self-adjointness and positivity.
3) For all u ∈ B0, there exists au ∈ A0 ∩ A+ s.t. φt(u∗u) = a2u.
4) For all j ∈ N, ||φt|Bj || ≤ ||φt(1Bj )||A.
Proof. Verify the first claim by testing on A0. Note ♭ restricted to B0 preserves self-adjointness and
positivity. Moreover, φ∗ preserves self-adjointness and positivity since φ is a ∗-homomorphism. The
first claim thus implies the second one. By positivity preservation and im φt ⊂ A0, the third claim
follows. The fourth claim follows by reducing to positive elements and normalising.
Proposition 2.7. Let φ : A −→ B be a local ∗-homomorphism.
1) There exists L∞-extension φ : L∞(A, τ) −→ L∞(B,ω). It is a w∗- and strongly continuous
unital ∗-homomorphism of norm one. Its Banach dual φ∞ : L∞(B,ω)∗ −→ L∞(A, τ)∗ satisfies
φ∞|B0 = ♭ ◦ φt and ||φ∞|| ≤ 1.
2) There exists L1-extension φ : L1(A, τ) −→ L1(B,ω). It is a w∗- continuous bounded operator
preserving self-adjointness and positivity. Writing φ1 : L∞(B,ω) −→ L∞(A, τ) for its Banach
dual, we have
2.1) ||φ||B(L1(A,τ),L1(B,ω)) := ||φ||1 ≤ supj∈N ||φt|Bj (1Bj )||A <∞,
2.2) ω(φ(x)∗y) = τ(x∗φ1(y)) for all x ∈ L1(A, τ) and y ∈ L∞(A, τ),
2.3) φ1|B0 = φ
t.
3) For all j ≤ k in N, resj(φ(x)♭) = resj(x♭) ◦ φt|Bj and φ ◦ πAjk = πBjk ◦ φ|Ak .
Proof. We show L∞-extension. If x, y ∈ A0 and u ∈ B0, then ω(u∗(φ(x)− φ(y)) = τ(φt(u)∗(x− y))
since φt preserves self-adjointness. For all x ∈ A0, we have φ(x) ∈ B0 hence ||φ(x)||∞ = ||φ(x)||B ≤
||φ||||x||∞. Since w∗-convergence yields uniform bound on norms, testing for w∗-convergence on
B0 suffices. If x ∈ L∞(A, τ) and w∗-limn∈N xn = x for {xn}n∈N ⊂ A0, then {φ(xn)}n∈N ⊂ B0 is
w∗-Cauchy. Thus φ(x) := w∗-limn∈N φ(xn) independent of our choice. If x ∈ L∞(A, τ) and w∗-
limn∈N xn = x, then limn ω(u∗φ(xn)) = τ(φt(u)∗x) for all u ∈ B0. We obtain unique w∗-continuous
linear extension φ : L∞(A, τ) −→ L∞(B,ω).
We show strong continuity analogously. For all x, y ∈ A0 and u ∈ B0, use 3) in Proposition 2.6
to have ||(φ(x) − φ(y))u||2ω = 〈φ((x − y)∗(x − y)), uu∗〉ω = ||(x − y)au∗ ||2τ . Using w∗-continuity, we
have uniform bounds on norms necessary to test on B0 alone. If {xn}n∈N ⊂ A0 is strong operator
Cauchy, then {φ(xn)}n∈N ⊂ B0 is. Thus s-limn∈N φ(xn) = φ(x). Approximating with sequences in
A0 yields ||(φ(x) − φ(y))u||2ω = ||(x − y)au∗ ||2τ for all x, y ∈ L∞(A, τ) and u ∈ B0. This implies
strong operator continuity.
Self-adjointness is preserved by convergence in the w∗-topology and multiplication is sequentially
strong operator continuous. The L∞-extension is a ∗-homomorphism. Thus ||φ||∞ ≤ 1. Equality
holds by local unitality and Proposition 7.10. Our claims reg. φ hold. Using 1) in Proposition 2.6,
our claims reg. φ∞ are implied.
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We show L1-extension. For all x ∈ A0, u ∈ L∞(A, τ), let {un}n∈N ⊂ B0 s.t. u = w∗-limn∈N un.
Then |ω(φ(x)∗u)| = limn∈N |ω(x∗φt(un))| ≤ supj∈N ||φt|Bj || · ||x||1||u||∞. By 4) in Proposition 2.6
and extendability, we have ||.||1-bounded linear extension φ : L1(A, τ) −→ L1(B,ω) s.t.
||φ||1 ≤ sup
j∈N
||φt|Bj || ≤ sup
j∈N
||φt(1Bj )||A <∞.
In particular, 2.1) follows. For all x ∈ L1(A, τ) and y ∈ L∞, approximate weakly to have 2.2) hence
2.3). By Proposition 7.5, 2.2) implies w∗-continuity, preservation of self-adjointness and positivity.
By w∗-density and φT = ♭ ◦ φt on B0, 3.4)-3.6) follow. This shows our second claim. The third one
follows by 2.2) and 2.3) applying Remark 2.2.
Remark 2.5. Rewriting 2.2) in Proposition 2.7 yields φ(x)♭ = (φ∞)∗x♭ in each case. We may show
φ ◦ πAjk = πBjk ◦ φ|Ak for all j ≤ k in N directly by locality.
Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. Consider local ∗-homomorphisms φ, ψ : A −→ B
to define a bounded A-bimodule action on B by x.u.y := φ(x)uψ(y) for all x, y ∈ A and u ∈ B. By
the GNS-construction and 1) in Proposition 2.7, this extends to a strongly continuous and unital
bounded L∞(A, τ)-bimodule action on L2(B,ω).
Definition 2.10. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. Consider local ∗-homomorphisms
φ, ψ :A −→ B and a local isometric involution γ on L2(B,ω) s.t.
γ(φ(x)uψ(y)) = φ(y∗)γ(u)ψ(x∗)
for all x, y ∈ A and u ∈ L2(B,ω). We say that (φ, ψ, γ) is an AF-A-bimodule structure on B and
call B an AF-A-bimodule with (φ, ψ)-bimodule action.
Remark 2.6. Given an AF-A-bimodule structure (φ, ψ, γ) on B and j ∈ N, we obtain the induced
(or restricted) AF-Aj -bimodule structure by setting φj := φ|Aj , ψj := ψ|Aj , and γj := γ|Aj .
Example 2.3. Let (A, τ) be a tracial AF-C∗-algebra and γ the canonical extension of adjoining from
L∞(A, τ) to L2(A, τ). Using left- and right-multiplication of A, we obtain the canonical AF-A-
bimodule structure on A.
For all self-adjoint x, y ∈ L∞(A, τ), we set Lx(u) := xu and Ry(u) := uy for all u ∈ B. This
yields commuting bounded self-adjoint operators Lx and Ry for all self-adjoint x, y ∈ L∞(A, τ).
Their joint spectral calculus exists (cf. Theorem 5.23 in [57]). We thus obtain a strongly continuous
unital ∗-representation
L∞(specx) ⊗W∗ L∞(spec y) −→ B(L2(B,ω))
determined on elementary tensors by (Lx ⊗ Ry)(f ⊗ g)(u) = f(x)ug(y) for all u ∈ L2(B,ω). Note
we use the tensor product of W ∗-algebras. For all j ∈ N and self-adjoint x, y ∈ Aj , the restriction
(Lx ⊗ Ry)|Bj equals the ∗-representation obtained as above using the induced AF-Aj-bimodule
structure on Bj .
2.2 Properties and construction of quantum gradients
We discuss basic properties and give constructions of quantum gradients. A quantum gradient is
an algebra derivation from an AF-C∗-algebra into an AF-C∗-bimodule over the algebra. A locality
condition ensures compatibility with the AF-structures in use.
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Definition and basic properties. Results presented here are well-known for C∗-derivations
mapping into symmetric C∗-bimodules. We use derivations into AF-C∗-bimodules as starting point
and derive similar results, allowing for easier construction of examples. We obtain a C∗-derivation
upon L2-completion. Standard reference for C∗-bimodules and -derivations are [20] and [21].
Notation 2.5. Given tracial AF-C∗-algebras (A, τ) and (B,ω), we often write Sτ,ω for the closure of
a (||.||τ , ||.||ω)-closable unbounded operator S : L2(A, τ) −→ L2(B,ω). In this case, we write ||.||S
for the graph norm on DomSτ,ω.
Definition 2.11. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras, consider an AF-A-bimodule
structure (φ, ψ, γ) on B. We set A0 := ∪j∈NAj and B0 := ∪j∈NBj . We call a (||.||τ , ||.||ω)-closable
A0-module derivation ∇ : A0 −→ B0 symmetric if γ(∇x) = ∇x∗ for all x ∈ A0. A quantum gradient
is a symmetric A0-module derivation ∇ s.t. B0 ⊂ Dom((∇τ,ω)∗) and
∇(Aj) ⊂ Bj , (∇τ,ω)∗(Bj) ⊂ Aj (LOC)
for all j ∈ N.
Notation 2.6. Property LOC is called locality. We always write ∇ = ∇τ,ω and set ∇∗ := (∇τ,ω)∗.
Proposition 2.8. If ∇ is a quantum gradient, then ∇ is (||.||A, ||.||ω)-closable and its (||.||A, ||.||ω)-
closure is a symmetric C∗-derivation.
Proof. Closability follows from Dom∇ = A0 ⊂ L∞(A, τ) = L1(A, τ)∗, B0 ⊂ L2(B,ω) densely. With
this, its (||.||A, ||.||ω)-closure satisfies all properties of a symmetric C∗-derivation.
Definition 2.12. Let ∇ be a quantum gradient. For all j ∈ N, ∇j := ∇|Aj is the j-th induced (or
restricted) quantum gradient.
Proposition 2.9. Let ∇ be a quantum gradient.
1) πBj ∇ ⊂ ∇πAj for all j ∈ N and πBj ∇πAk = ∇πAj for all j ≤ k in N.
2) πAj ∇∗ ⊂ ∇∗πBj for all j ∈ N and πAj ∇∗πBk = ∇∗πBj for all j ≤ k in N.
3) ∇|A0 ⊂ ∇ is a core and ||.||∇-limj∈N πAj (u) = u for all u ∈ Dom∇.
4) ∇∗|B0 ⊂ ∇∗ is a core and ||.||∇∗-limj∈N πBj (v) = v for all v ∈ Dom∇∗.
5) For all j ∈ N, ∇j is a symmetric Aj-bimodule derivation, ∇∗j = ∇∗|Bj and
incj(u
♭)(∇x) = u♭(∇jx) = (∇∗j u)♭(x), x ∈ Aj , u ∈ Bj .
6) γ(Dom∇∗) = Dom∇∗ and ∇∗γ(u) = (∇∗u)∗ for all u ∈ Dom∇∗.
7) If A is unital and τ <∞ holds, then 1A ∈ ker∇.
Proof. For all j ∈ N, u ∈ Bj and x ∈ Aj , we have 〈∇∗|Bju, x〉ω = 〈u,∇jx〉τ . By uniqueness of the
adjoint, ∇∗|Bj = ∇∗j for all j ∈ N. Since ∇ is a symmetric C∗-derivation, ∇j is one for all j ∈ N. For
all x ∈ Aj , b ∈ Bj and j ∈ N, we have
incj(u
♭)(∇x) = 〈u,∇jx〉ω = (∇∗j u)♭(x).
For all j ∈ N, ∇j = ∇|Aj and ∇∗j = ∇∗|Bj yields
πBj ∇ ⊂ (∇∗πBj )∗ = (πAj ∇∗|BjπBj )∗ = πBj ∇jπAj = ∇πAj ,
πAj ∇∗ ⊂ (∇πAj )∗ = (πBj ∇jπAj )∗ = πAj ∇∗|BjπBj = ∇∗πBj .
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For all j ≤ k in N, applying πAk to πBj ∇ ⊂ ∇πAj and πBk to πAj ∇∗ ⊂ ∇∗πBj from the right yields
πBj ∇πAk = ∇πAj and πAj ∇∗πBk = ∇∗πBj . Knowing πBj ∇ ⊂ ∇πAj , πAj ∇∗ ⊂ ∇∗πBj and applying 3) in
Proposition 2.3, claimed convergence in graph norms follows. We have 1) to 5) of our statement.
The anti-linear isometric property of γ is 〈γ(v), γ(w)〉ω = 〈v, w〉 for all v, w ∈ L2(B,ω). For all
x ∈ A0 and u ∈ B0, we apply γ(∇(x)) = ∇x∗ and the anti-linear isometry property to calculate
〈∇∗γ(u), x〉τ = 〈γ(u),∇x〉ω = 〈u,∇x∗〉ω = 〈(∇∗u)∗, x〉τ .
As B0 is core of ∇∗, our sixth claim follows. If A is unital s.t. τ <∞ holds, then πAj (1A) = 1Aj for
all j ∈ N by 1A ∈ L2(A, τ). As 1Aj ∈ ker∇ for all j ∈ N, our third claim shows ∇1A = 0.
Closable symmetric derivations satisfy a noncommutative chain rule. We discuss this for quantum
gradients, fitting the usual statements to our needs (cf. [21] for the general case).
Definition 2.13. Let I ⊂ R be a closed interval and (s, t) ∈ I × I. For all g ∈ C1(I), the quantum
derivative of g on I × I is given by
Dg(s, t) :=
{
g(s)−g(t)
s−t if s 6= t,
g′(s) else .
Remark 2.7. By g ∈ C1(I), Dg is continuous and ||Dg||C(I×I) ≤ ||g′||C(I) holds.
Proposition 2.10. If x ∈ A is self-adjoint and I ⊂ R is a closed interval with specx ⊂ I, then
||(Lx ⊗Rx)(g)||B(L2(B,ω)) ≤ ||g|| for all g ∈ C(I × I).
Proof. We have ||Lx ⊗Rx|| ≤ 1 since Lx ⊗Rx is a ∗-representation.
Definition 2.14. For all quantum gradients ∇, define ||x||A∇ := ||x||A + ||∇x||ω for all x ∈ A0 and
furthermore set A∇ := A0
||.||A∇.
Remark 2.8. A∇ is closed under adjoining since A∗0 = A0 and ∇x∗ = γ(∇x) for all x ∈ A0.
Proposition 2.11. Let ∇ be a quantum gradient, x ∈ A∇ self-adjoint and I ⊂ R a closed interval
with specx ⊂ I. If g ∈ C1(I) s.t. g(0) = 0, then
1) g(x) ∈ A∇ self-adjoint and ∇g(x) = (Lx ⊗Rx)(Dg)(∇x),
2) ||∇g(x)||ω ≤ ||g′||C(I)||∇x||ω.
Proof. We have |g(s)| = |g(s) − g(0)| ≤ ||g′||C(I)|s| for all s ∈ I. Hence |g(x)| ≤ ||g′||C(I)|x| in
the partial order of operators, thus ||g(x)||A ≤ ||g′||C(I)||x||A and ||g(x)||τ ≤ ||g′||C(I)||x||τ . Both
our claims are readily checked on polynomials using the Leibniz rule. By density, we extend to the
general case using Proposition 2.10.
Remark 2.9. If g(0) 6= 0 but 0 /∈ specx, compactness of specx lets us choose a closed interval
I0 ⊂ I with specx ⊂ I0 and 0 /∈ I0. Selecting a C1-extension h of g on I0 s.t. h(0) = 0, we have
∇g(x) = (Lx ⊗Rx)(h).
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Quantum gradients from C∗-dynamical systems. Differentiating the one-parameter au-
tomorphism group αt of a C
∗-dynamical system (A,R, αt) yields a derivation of A. All bounded
algebra derivations are of this form (cf. [40]). We give sufficient conditions to obtain quantum
gradients, using canonical AF-C∗-bimodule structures (cf. Example 2.3). Standard references for
automorphism groups and C∗-dynamical systems are [53] and [56].
C∗-dynamical systems are controlled by their generators. Lemma 2.2 yields sufficient conditions
for generators to induce C∗-dynamical systems compatible with the AF-structure of a tracial AF-
C∗-algebra. While the Lemma itself is a consequence of Theorem 9.8.3 in [28], we provide a direct
argument suited to our discussion.
Notation 2.7. For a separable Hilbert space H and all x ∈ B(H), we always write C∗(x) for the
C∗- and W ∗(x) for the W ∗-algebra generated by x in B(H).
Lemma 2.2. Let (A, τ) be a tracial AF-C∗-algebra. Consider a self-adjoint unbounded operator T
on L2(A, τ) s.t. A0 ⊂ DomT and T (Aj) ⊂ Aj for all j ∈ N. For all j ∈ N, set
Tj := π
A
j Tπ
A
j , T
⊥
j := (I − πAj )T (I − πAj ).
Then T = Tj ⊕ T⊥j and e±itT = e±itTj ⊕ e±itT
⊥
j for all j ∈ N.
Proof. T ∗(Aj) = T (Aj) ⊂ Aj for all j ∈ N, thus A0 ∈ ∩k∈N DomT k. Hence (I − πAj )TπAj = 0
implies πAjT (I − πAj ) ⊂ ((I − πAj )TπAj )∗ = 0 by self-adjointness. T splits as claimed. Let ZS
be the Cayley-transform of a self-adjoint unbounded operator S (cf. [57]). Splitting T , we calculate
ZTjZT⊥j = ZT⊥j ZTj = 0 and ZT = ZTj ⊕ ZT⊥j for all j ∈ N. This implies
W ∗(ZT ) = W ∗(ZTj )⊕W ∗(ZT⊥j ) ⊂ B(L
2(A, τ))
and thus splitting of spectral projections for all j ∈ N. Construction of unbounded spectral calculus
using limits of spectral projections implies splitting of the one-parameter unitary groups.
Remark 2.10. T satisfies the conditions in Lemma 2.2 if and only if T has an orthonormal eigenbasis
(en)n∈N ⊂ A0 which also is an orthonormal eigenbasis of πAj for all j ∈ N. If ∇ is a quantum
gradient, then Lemma 2.2 applies to its Laplacian ∆ := ∇∗∇ by locality.
Given a tracial AF-C∗-algebra (A, τ), let π(A) ⊂ B(L2(A, τ)) be the GNS-representation given
by τ and left-multiplication. We always identify A with its image under this representation.
Corollary 2.1. Assume the setting of Lemma 2.2 and write D for the operator. We equip A with
its canonical AF-A-bimodule structure and let αt(x) := e
itDxe−itD for all x ∈ L2(A, τ). Then
∇x := d
dt |t=0
αt(x)
exists for all x ∈ A0 and defines a quantum gradient.
Proof. For all j ∈ N and x ∈ Aj , αt(x) = eitDjxe−itDj . Hence ∇x = i[D, x] for all x ∈ A0. Since
α∗t (x) = e
−itDxeitD for all x ∈ A and t ∈ R, differentiation at zero yields ∇∗x = −i[D, x] for all
x ∈ A0. Thus ∇τ is anti-symmetric and therefore local by D(Aj) ⊂ Aj for all j ∈ N.
We reduce C∗-dynamical systems (A,R, αt) to the setting of Corollary 2.1 using a lifting property
implied by trace preservation. In our discussion, we often write C∗-dynamical system instead of one-
parameter automorphism group.
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Definition 2.15. Let (A, τ) be a tracial AF-C∗-algebra. A C∗-dynamical system (A,R, αt) is a
homomorphism αt : (R,+) −→ Aut(A) s.t. t 7−→ αt(x) is norm continuous for all x ∈ A. The
C∗-dynamical system is
1) τ -preserving if α∗t τ = τ for all t ∈ R,
2) local if αt(Aj) ⊂ Aj for all j ∈ N and t ∈ R.
Proposition 2.12. Let (A, τ) be a tracial AF-C∗-algebra equipped with its canonical AF-A-bimodule
structure. If (A,R, α) is a τ-preserving local C∗-dynamical system, then
∇x := d
dt |t=0
αt(x)
exists for all x ∈ A0 and defines a quantum gradient.
Proof. We extend αt to a one-parameter unitary group on L
2(A, τ) using τ -invariance. This follows
the general procedure for G-invariant C∗-dynamical systems (cf. Proposition 7.4.12 [53]). Densely
defined isometries with dense range have unique unitary extension. Using τ -invariance and the
∗-homomorphism property, we obtain ||.||2-isometry of αt for all t ∈ R. Hence each αt extends
to a unique isometry ut. Uniqueness ensures lifting of the group property, while continuity upon
evaluation follows from A ⊂ L2(A, τ) densely and ||αt||B(L2(A,τ)) = 1. Thus u(t) is a one-parameter
unitary group on L2(A, τ) lifting αt.
By construction, we have utxu
∗
t = αt(x) for all x ∈ A. Moreover, Stone’s theorem yields a
unique self-adjoint unbounded operator D on L2(A, τ) s.t. u(t) := eitD for all t ∈ R. If D satisfies
the assumptions of Lemma 2.2, then apply Corollary 2.1 to obtain our claim. To do so, we prove
t 7−→ utπju∗t to be constant for all j ∈ N. Indeed, differentiating at zero then implies [D, πAj ] = 0
for all j ∈ N and the conditions in Lemma 2.2 on D are satisfied.
Locality of αt implies ut(Aj) ⊂ Aj , therefore
πAj u
∗
t = (utπ
A
j )
∗ = (πAj utπ
A
j )
∗ = πAj u
∗
tπ
A
j
for all j ∈ N and t ∈ R. Moreover, πAj utπAj is the unitary group lift of πAj αtπAj for all j ∈ N. Thus
πAj u
∗
tπ
A
j is the inverse of π
A
j utπ
A
j for all j ∈ N and t ∈ R. Projections are idempotents, hence
utπ
A
j u
∗
t = π
A
j utπ
A
j · πAj u∗tπAj = idL2(A,τ)
for all t ∈ R and j ∈ N.
Differential dynamics. Differentiating C∗-dynamical systems give quantum gradients satis-
fying∇∗ = −∇, hence∇∆ = ∆∇. However, commutation identities ∇∆ = (∆+λ)∇ for λ ≥ 0 imply
lower Ricci bound λ ≥ 0 by Theorem 6.5. For commutation identities with λ > 0, we differentiate
more general dynamical systems. We assume (A, τ) is a tracial AF-C∗-algebra.
Definition 2.16. Let (φ, ψ, γ) be an AF-A-bimodule structure. We consider τ -preserving local
C∗-dynamical system (A,R, αt), strong operator continuous Vt : R −→ B(L2(A, τ)) and projection
P ∈ B(L2(A, τ)). Write P⊥ := I − P . We call (αt, Vt, P ) a differential dynamic of (φ, ψ, γ) if
1) Vt(Aj) ⊂ Aj and V ∗t |Ak(Aj) ⊂ Aj for all j ≤ k in N and t ∈ R,
2) the derivative d
dt |t=0Vt(x) exists as ||.||τ -limit for all x ∈ A0,
3) ∇α,V (x) := d
dt t=0
(αt(Px) + Vt(P
⊥x)) defines a symmetric A0-module derivation.
Example 2.4. A τ -preserving local C∗-dynamical system is a differential dynamic of the canonical
AF-C∗-bimodule structure by setting V = 0 and P = I.
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Proposition 2.13. Let (φ, ψ, γ) be an AF-A-bimodule structure on A. If (αt, Vt, P ) is a differential
dynamic, then ∇α,V is a quantum gradient.
Proof. By 3) in Definition 2.16, ∇α,V is a symmetric A0-module derivation. Since Vt(y) is norm
differentiable at zero for all y ∈ A0, 〈y, V ∗t (x)〉τ is differentiable at zero for all x, y ∈ A0. Thus by
V ∗t (Aj) ⊂ Aj for all t ∈ R and j ∈ N, V ∗t (x) is norm differentiable at zero for all x ∈ A0. Ergo
(∇α,V )∗(x) = d
dt |t=0
P (α∗t (x)) + P
⊥(V ∗t (x))
for all x ∈ A0, A0 ⊂ (Dom∇α,V )∗ and ∇ is ||.||τ -closable by A0 ⊂ L2(A, τ) densely. Locality follows
by locality of αt, the analogous condition for Vt and P (Aj) ⊂ Aj for all j ∈ N.
Let (A, τ) be a tracial AF-C∗-algebra. We further consider a self-adjoint involutive local ∗-
homomorphism φ on A, i.e. φt = φ|A0 for the adjoint map φ
t defined in the first subsection. Hence
φ extends to an isometry on L2(A, τ). We let E+ denote its space of 1- and E− its space of
−1-eigenvectors. Setting γφ := φ ◦ ∗ for all x ∈ L2(A, τ), we obtain a local isometric involution
intertwining the (φ, 1A)-action. Thus (φ, 1A, γ
φ) is an AF-A-bimodule structure.
Definition 2.17. Let φ be an involutive local ∗-homomorphism on A. We call φ self-adjoint if
φt = φ and (φ, 1A, γ
φ) its involutive AF-A-bimodule structure. We say that D ∈ E− ∩ L∞(A, τ) is
local if it is self-adjoint and D(Aj) ⊂ Aj for all j ∈ N.
Proposition 2.14. Let φ be a self-adjoint involutive local ∗-homomorphism on A, consider local
D ∈ E−∩L∞(A, τ) and write P : L2(A, τ) −→ E+ for the Hilbert space projection. For all x ∈ A and
t ∈ R, we set αt(x) := eitDxe−itD, Vt(x) := eitDxeitD. Then (αt, Vt, P ) is a differential dynamic of
(φ, 1A, γ
φ) and we have
∇α,V (x) = i(Dx− φ(x)D), (∇α,V )∗(x) = −i(Dx+ φ(x)D), x ∈ A0.
Proof. Condition 1) in Definition 2.16 follows by locality of D = LD and Lemma 2.2, while 2) is
implied at once by boundedness. We set x+ := Px and x− := P⊥x for all x ∈ A0 and obtain
∇α,V = i(Dx+x+ − x+D) + i(Dx− + x−D) = i(Dx− φ(x)D) for all x ∈ A0. Using this, we verify
the Leibniz rule and symmetry directly. By self-adjointness of φ, the adjoint is as claimed.
Definition 2.18. In the setting of Proposition 2.14, we call (α, V, P ) the differential dynamic of D.
Lemma 2.3. Let φ be a self-adjoint involutive local ∗-homomorphism on A. For N ∈ N and
1 ≤ n ≤ N , let D(n) ∈ E−∩L∞(A, τ) be local, ∇(n) the quantum gradient induced by the differential
dynamic of D(n) and set ∆(n) := ∇(n)∗∇(n). If we have
D(n)D(m) +D(m)D(n) = 2δm(n)1L∞(A,τ), 1 ≤ n,m ≤ N,
then
∇(n)∆(m) = (∆(m) + δm(n)4)∇(n), 1 ≤ n,m ≤ N.
Proof. The proof is application of three identities calculated in Lemma 7.3. If 1 ≤ n,m ≤ N
s.t. n 6= m, then ∇(n)∆(m) = ∇(n)∇(m)∗∇(m) = (−1)2∆(m)∇(n) = ∆(m)∇(n) by the first and
second identity. If n = m, then (∆(n) + 4I)∇(n) = 4∇(n) = ∇(n)∆(n) by ∇(n)2 = 0 and the third
identity. Combined, this is our claim.
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2.3 Example classes
We give several examples classes and explain how each motivates our approach. The example classes
are in order: finite Markov chains using discrete gradients; trace-perserving local C∗-dynamical
systems on generating C∗-algebras of hyperfinite type I and II factors; spectral triples and their
Fermionic quantisation; differential dynamics of tensored principle automorphisms.
The first example class justifies analogous use of metric geometric notions present in the discrete
case. The second example class lifts C∗-dynamical systems from type I to type II, a process applied
in both subsequent example classes. The third example class discusses the type I and II1 lift in the
setting of noncommutative geometry. Finally, the fourth and last example class is a construction
yielding strictly positive lower Ricci bounds in the non-ergodic case.
Finite Markov chains. We use the discrete gradient using L2-products given by finite Markov
chains (cf. [44]). While elementary, this yields an immediate connection to the commutative discrete
case and justifies our analogous use of concepts established there.
Example 2.5. Let X be a finite discrete space, K : X × X −→ R an irreducible Markov kernel with
steady state π having full support. We define A := C(X ) with τ(F ) := ∑X F (x)π(x) as trace, as
well as B := C(X 2) using ω(G) := ∑X 2 G(x, y)K(x, y)π(x). Note J := {pt} for the indexing set
of the AF-C∗-algebra. The diagonal action is a local ∗-homomorphism applied from both left and
right, while γ is pointwise conjugation. The discrete gradient given by ∇F (x, y) := F (x)−F (y) for
all x, y ∈ X and F ∈ C(X ) is a quantum gradient.
C∗-dynamical systems for hyperfinite factors. We give a two-step lift of trace-perserving
local C∗-dynamical systems on AF-C∗-algebras generating hyperfinite type I- and II-factors. Ap-
plying Proposition 2.12 yields quantum gradients. The constructions presented here are required for
both example classes below, hence we discuss them in detail.
Example 2.6. Let D be a self-adjoint unbounded operator with compact resolvent on a separable
Hilbert space H and (ej)j∈N an orthonormal eigenbasis. For all j ∈ N, let Pj : H −→ 〈e1, . . . , ej〉C
be the orthogonal projection. We obtain a unitary operator U : H −→ ℓ2(C), writing Uj := U|Pj(H)
for all j ∈ N. Setting Aj := U∗jMj(C)Uj for all j ∈ N, we have K(H) = ∪j∈NAj and equip it with its
canonical AF-C∗-bimodule structure with τ := tr. Using conjugation by U , we view D as diagonal
operator to verify the conditions of Lemma 2.2. Apply Proposition 2.12 using αt := AdeitD , hence
∇x = i[D, x] for all x ∈ K(H)0.
Example 2.7 uses the CAR-algebra A(H) associated to a separable Hilbert space H , uniquely
determined up to isometric C∗-isomorphism by dimH . In the infinite dimensional case, A(H)′′ is
the type II1-factor. We use [49] as standard reference.
Example 2.7. Let H be a separable Hilbert space. The CAR-algebra A(H) over H is the unique
unital C∗-algebra having anti-linear map a : H −→ A(H) s.t. C∗(im a, 1A(H)) = A(H) and
a(u)∗a(v) + a(v)a(u)∗ = 〈u, v〉H , a(u)a(v) + a(v)a(u) = 0
for all u, v ∈ H . Using B(u) := a(u) + a∗(u) for all u ∈ H , the CAR-algebra is seen to be a
Clifford algebra. Appropriate maps extend and uniqueness is up to isometric C∗-isomorphism. If
ϕ ∈ U(H), then Cliff(ϕ)(a(u)) := a(ϕ(u)) for all u ∈ H defines its Bogoliubov automorphism. The
CAR-algebra is equipped with a unique normalised f.s.n. trace τ determined by
τ(a(u1)
∗ . . . a(un)∗a(vm) . . . a(v1)) = δnm det
[1
2
(〈uk, vl〉H)1≤k,l≤n
]
.
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For Hilbert subspaces Hj ⊂ Hj+1 ⊂ . . . ⊂ H s.t. H = ∪j∈NHj , have A(H) = ∪j∈NA(Hj). By
unitality of the C∗-inclusions, τj is the unique normalised trace for all j ∈ N. Thus (A(H), τ) is a
tracial AF-C∗-algebra, hence canonical AF-A(H)-bimodule. If ϕ ∈ U(H) satisfies ϕ(Hj) ⊂ Hj for
all j ∈ N, then Cliff(ϕ)|A(Hj) = Cliff(ϕ|Hj ) and Cliff(ϕ)(A(Hj)) ⊂ A(Hj) for all j ∈ N as well.
Consider a self-adjoint unbounded operator D on H and let Uj as in Example 2.6. We extend
ut = e
itD to αt := Cliff(ut) ∈ Aut(A(H)) for all t ∈ R. Locality follows by our discussion in
the previous paragraph, while ut ∈ U(H) and characterisation of τ yield trace-preservation. Since
||αt|| = 1 for all t ∈ N, it suffices to check continuity on A(H)0. By finite-dimensionality and
∗-homomorphism property, it suffices to test on generating elements. As t 7−→ αt(a(u)) = a(eitDu)
is continuous for all u ∈ ∪j∈NHj , we apply Proposition 2.12 to obtain a quantum gradient.
Remark 2.11. Example 2.7 yields strongly unital AF-C∗-algebras (cf. Remark 2.4).
Example 2.8. Consider Example 2.7 with D0 on H0 and Example 2.6 with D1 on H1. Get A(H0)⊗
K(H1) using the C∗-tensor product (cf. [10]), having (A(H0)⊗K(H1))j = A(H0)j ⊗K(H1)j for all
j ∈ N. We obtain the tracial AF-C∗-algebra (A(H0) ⊗ K(H1), τ ⊗ tr), equipped with its canonical
AF-C∗-bimodule structure. Setting α0t := Cliff(e
itD0 ) and α1t := e
itD1 for all t ∈ R, we get C∗-
dynamical system t → α0t ⊗ a1t on A(H0) ⊗ K(H1). Trace-preservation and locality are inherited
from the factors. Proposition 2.12 yields a tensor quantum gradient.
Remark 2.12. See [63],[64] for results on factors. Example 2.7 covers type I-factors, Example 2.7
type II1 if dimH =∞ holds. If dimH0 = dimH1 =∞, then Example 2.8 generates type II∞.
Fermionic quantisation of spectral triples. A spectral triple (A, H,D) is a pre-C∗-algebra
A represented on a Hilbert space H and a self-adjoint unbounded operator D on H with compact
resolvent. Furthermore, D satisfies conditions related to A summarised as being a noncommutative
Dirac operator.
Spectral triples with commutative pre-C∗-algebra encode compact spin geometry in functional
analytic terms (cf. [25]). One aims to understand (non-)commutative geometry by functional analytic
means (cf. [24]). Standard reference is [35], with [65] a condensed introduction.
Example 2.9. Let (C∞(X), L2(S), D) be the spectral triple given by the spinor bundle S −→ X on
a compact spin manifold X and Dirac operator D. We have i[D, x] = c(dx) for the Clifford action
c : T ∗X −→ B(L2(S)) (cf. [35]). Identifying TX ∼= T ∗X using the Riemannian metric, the quantum
gradient obtained in Example 2.6 is the gradient associated to the Levi-Civita connection viewed as
an element in B(L2(S)) using the Clifford action.
Example 2.9 shows quantum gradients to be the expected objects for commutative spectral
triples given by compact spin geometries. Spectral triples are a first quantisation and Fermionic
quantisation of spectral triples a second one (cf. [18]). The latter uses antisymmetric Fock space
representations of A(H), i.e. Clifford representations. We refer to [55] for a thorough treatment.
Let H be a separable Hilbert space and use the real part of its inner product as Euclidian
structure. Let J be an orthogonal complex structure on H . We complexify to HJ = H ⊕ iH using
J as imaginary unital left-multiplication. The inner product is 〈u, v〉J = Re〈u, v〉H + iRe〈u, J(v)〉H
for all u, v ∈ HJ , with induced inner product on antisymmetric Fock space F(HJ ) :=
∧
HJ .
For all u ∈ H , define a bounded operator a∗J(u)(v) := u ∧ v on F(HJ ). Its adjoint aJ generates
A(H) (cf. Chapter 5 in [35]). For all u ∈ HJ , the Clifford representation ρJ(u) := aJ(u) + a∗J(u)
satisfies ρJ(u)
2 = 2||u||2H . Thus A(H) is the Clifford algebra of Q(u) := ||u||2H . Since 2aJ(u) =
ρJ (u) − iρJ(J(u)) for all u ∈ HJ by (anti-)linearity, we have C∗(ρJ (H)) ∼= A(H) for all choices of
orthogonal complex structure.
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Example 2.10. We discuss Fermionic quantisation of Example 2.6. Let H be a separable Hilbert
space and D a self-adjoint unbounded operator D on H with compact resolvent. Let P+ be the
projection on non-negative eigenvectors of D and P− = I − P+ = P⊥+ on negative ones. We define
orthogonal complex structure J := i(P+ − P−) on H satisfying DJ = JD.
For all t ∈ R, Cliff(eitD) (cf. Example 2.7) is implemented F(HJ ) by
∧
eit|D|. We show this in
Lemma 7.4. Thus Cliff(eitD)(x) =
∧
eit|D|ρJ(x)
∧
eit|D| for all x ∈ A(H). Passing from D to |D|
avoids negative eigenvectors, i.e. the Dirac sea (cf. [18]).
If e−β|D| is trace-class for inverse temperature β ∈ R, then the unique KMSβ state of ρJ(A(H))
has density
∧
e−β|D| up to normalisation factor (cf. Proposition 2.6 in [18]). We view the quan-
tum gradient obtained by differentiating Cliff(eitD) as the infinitesimal movement of the quantum
thermodynamic evolution associated to the KMSβ state at t = 0.
Remark 2.13. Example 2.10 applies to spectral triples (A, H,D). Interplay between quantum sta-
tistical mechanics and noncommutative geometry is discussed in [18] and [22]. The former is based
on [17], in which spectral triples are understood using their Fermionic quantisation.
Note Example 2.9 and Example 2.10 link noncommutative geometry, quantum statistical me-
chanics and quantum optimal transport. We obtain a notion of lower Ricci bounds for quantum
thermodynamic evolutions. Extending our approach to faithful semi-finite weights is necessary if we
replace traces with KMSβ states.
Tensored principle automorphism. Let (A(H0), τ) and (K(H1), tr) for dimH0 ≥ 2. Let
A := A(H0)⊗K(H1) and use trace τ⊗tr (cf. Example 2.8). This yields an AF-C∗-algebra (A, τ⊗tr)
with self-adjoint involutive local ∗-homomorphism. We construct direct sum quantum gradients with
components satisfying the conditions in Lemma 2.3. By Theorem 6.5, these are non-ergodic examples
with stricly positive lower Ricci bounds.
Example 2.11. Fix a representation ρJ on antisymmetric Fock space. The principle automorphism
of A(H0) is defined by φ0(ρJ (u)) := −ρJ(u) for all u ∈ H and extends to A(H0). It is a unital
self-adjoint involutive ∗-homomorphism, in fact local by self-adjointness. Extendability follows by
strong unitality ofA(H0) (cf. Remark 2.4). We obtain a self-adjoint involutive local ∗-homomorphism
φ := φ0 ⊗ I on A and consider its involutive AF-A-bimodule structure.
Let T ∈ B(H1) be self-adjoint with orthonormal basis (e1l )l∈N of eigenvectors having eigenvalues
in {±1}, i.e. T 2 = I. Consider H1 = ∪j∈NUj,1 with Uj,1 = 〈e11, . . . , elj〉C for all j ∈ N. Let (e0n)n∈N
be orthonormal basis of H0, N ∈ N and set
U1,0 := 〈e01, . . . , e0n〉C, Uj,0 := U1 ⊕ 〈e0N+1, . . . , e0N+j〉C, j ∈ N.
We have H0 = ∪j∈NUj,0 by construction. For all 1 ≤ n ≤ N , set D(n) := ρJ (en) ⊗ T and note
D(n) ∈ A(U1) ⊙ L∞(K(H1), tr) ⊂ L∞(A(H0) ⊗ K(H), τ ⊗ tr). Since Aj = A(Uj,0) ⊗ K(Uj,1) for
all j ∈ N, we verify each D(n) to be local on elementary tensors. The conditions in Lemma 2.3 are
satisfied by the Clifford relations and T ∈ B(H1) commuting with itself.
For all 1 ≤ n ≤ N , have quantum gradient ∇(n)(x) = i(D(n)x − φ(x)D(n)). Let ∇ :=
⊕Nn=1∇(n) : A −→ AN be the operator direct sum. AN has obvious direct sum AF-A-bimodule struc-
ture by using the involutive AF-A-bimodule structure in each summand. We verify∇∗(u1, . . . , uN) =∑N
n=1∇(n)∗(un) for all u ∈ ⊕AN . Closability of ∇ follows, hence all remaining properties of quan-
tum gradient are obtained by reducing to N = 1. Thus ∇ is a quantum gradient, ∆ = ∇∗∇ =∑N
n=1∆(n) and Lemma 2.3 yields ∇(n)∆ = (∆ + 4I)∇(n) for all 1 ≤ n ≤ N .
Remark 2.14. In [13], special cases of Example 2.11 with dimH0 < ∞, H1 = C and T = 1 are
discussed. If x ∈ A(Uj), then ρJ(ej+1)A(Uj) ⊂ A(Uj)⊥ ⊂ L2(A(H), τ) for all j ∈ N. Thus we
cannot consider a sequence of increasing directional derivatives.
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3. QUASI-ENTROPIES
Given an AF-A-bimodule B, quasi-entropies are non-negative functionals on A∗+ ×A∗+ ×B∗. They
satisfy monotonicity properties (cf. 2) and 3) in Theorem 3.1), ensuring compatibility with the AF-
structures. Monotonicity further yields unique representing noncommutative division operators for
each quasi-entropy (cf. Theorem 3.2).
In the first subsection, we establish quasi-entropies for finite-dimensional tracial C∗-algebras
and extend to AF-C∗-bimodules. In the second subsection, we represent quasi-entropies using joint
functional calculus of unbounded operators. The resulting noncommutative division operators for
densities are as expected (cf. Theorem 3.3).
3.1 Quasi-entropies for AF-C∗-bimodules
We discuss noncommutative division operators in finite dimensions and establish quasi-entropies
for the finite-dimensional case. We extend quasi-entropies to AF-C∗-bimodules using monotonicity
properties. Fundamental properties of quasi-entropies are collected in Theorem 3.1.
Noncommutative division by positive elements in finite dimensions. Let (A, τ) and
(B,ω) be finite-dimensional tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule structure on B and
f a representing function (cf. Definition 3.1).
Definition 3.1. A map f : (0,∞) −→ (0,∞) is the representing function of an operator mean,
or representing function, if it is operator montone and f(1) = 1 holds. We have induced mean
mf (s, t) := f(st
−1)t on R2>0. We call f symmetric if f(s) = f(s
−1)s for all s ∈ (0,∞).
For commuting bounded operators S, T > 0 on a separable Hilbert space, mf(ST
−1)T is the
induced operator mean (cf. (3.8) in [42]). By using scalar multiples of the identity and noting
operator means are connections, properties of connections imply properties of mf .
Proposition 3.1. If f is a representing function, then mf (s0, t0) ≤ mf (s1, t1) if s0 ≤ s1 and t0 ≤ t1
holds. Moreover, mf extends continuously to all of R
2
≥0.
Proof. Identify scalars with scalar multiples of I ∈ B(H) for a separable Hilbert space H . Then for
all s, t ∈ (0,∞), we have mf (s, t) = f(sI · t−1I)tI. Operator means are connections by Theorem 3.2
in [42], hence the first claim follows by (I) and the second by (III) on p.206 in [42].
Definition 3.2. For all x, y ≥ 0 in A, let Mx,y := (Lx ⊗ Ry)(mf ) and set Mx := Mx,x. For all
x, y > 0 in A, let Dx,y :=M−1x,y and set Dx := Dx,x.
Remark 3.1. Mx,y ≥ 0 and Dx,y > 0 for all x, y in their respective domain of definition.
By definition, Lx = Lφ(x) and Ry = Rψ(x) with right-hand side in each identity the canonical
left-, resp. right-action of B on itself. By Example 2.3, the canonical AF-B-bimodule action on B
is an AF-B-bimodule structure. Note γ plays no roˆle in the construction of the operators. Using
the canonical AF-B-bimodule structure, we have Mx,y = Mφ(x),ψ(y) for all x, y ≥ 0 in A and
Dx,y = Dφ(x),ψ(y) if x, y > 0 in A.
Let B = r−1B (⊕Nl=1Mnl(C)) (cf. Notation 7.4). Since rB preserves functional calculus, we have
spec z = ∪Nl=1 spec rB(z)l for all normal z ∈ B. All (rB(z)l)Nl=1 are (strictly) positive if and only if z
is (strictly) positive. Since φ and ψ are unital, they preserve spectrum. We therefore have
(Lx ⊗Ry)(g)(u) = r−1B [⊕Nl=1(LrB(φ(x))l ⊗RrB(ψ(y))l)(g)(rB(u)l)]
for all self-adjoint x, y ∈ A, u ∈ B and g ∈ C(spec(x) × spec(y)).
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Proposition 3.2. Let θ ∈ (0, 1]. For all x, y ≥ 0 in A, we have
1) Mθx,y = r−1B ◦ (⊕Nl=1MθrB(φ(x))l,rB(ψ(y))l) ◦ rB,
2) Dθx,y = r−1B ◦ (⊕Nl=1DθrB(φ(x))l,rB(ψ(y))l) ◦ rB if x, y > 0 in A.
Proof. Set g = mθf in the above discussion.
Proposition 3.3. Assume f is symmetric and let θ ∈ (0, 1]. For all x ≥ 0 in A, Mθx ◦ γ = γ ◦Mθx.
Proof. By symmetry, mf (s, t)
θ = mf (t, s)
θ for all s, t ∈ (0,∞). Hence mf(s, t)θ = lim
∑
n,m s
ntm =
lim
∑
n,m t
nsm on compact K ⊂ R2≥0. Approximating Mx, our claim follows by γ-symmetry.
We split noncommutative multiplication- and division operators using Lemma 2.1. This is used
to show monotonicity of quasi-entropies under restriction in Lemma 3.3. Splitting moreover lets us
study compressed C∗-subalgebras in the fifth section.
Definition 3.3. Let C ⊂ A be a C∗-subalgebra and D ⊂ B a linear subspace. We call (C,D) a
bimodule restriction of (φ, ψ, γ) if
1) φ(C).D,D.ψ(C) ⊂ D,
2) Lφ(1C) = Rψ(1C) = idD,
3) γ(D) ⊂ D.
Proposition 3.4. Setting Lx,C := Lφ(x),D and Ry,C := Rψ(y),D for all x, y ∈ C and using γ|D
defines a symmetric C-bimodule structure on D equipped with 〈., .〉ω.
Proof. This follows at once by hypothesis.
Example 3.1. If D ⊂ B is a γ-invariant C∗-subalgebra s.t. φ(C), ψ(C) ⊂ D and φ(1C) = ψ(1C) = 1D
holds, then (C,D) is a bimodule restriction of (φ, ψ, γ). Furthermore, restricting the AF-A-bimodule
structure on B yields an AF-C-bimodule structure on D.
Remark 3.2. In the general setting and for all j ≤ k in N, a special case of Example 3.1 is restriction
of the AF-Ak-bimodule structure on Bk to the induced AF-Aj -bimodule structure on Bj .
Example 3.2. Let p ∈ A be a projection. We have the compressed C∗-subalgebra pAp ⊂ A and
linear subspace pBp ⊂ B. Since φ, ψ are homomorphisms and p2 = p, 1) and 2) in Definition 3.3 are
satisfied. By symmetry, the third condition holds as well. Thus (pAp, pBp) is a bimodule restriction
of (φ, ψ, γ).
Remark 3.3. C∗-bimodules are discussed in [20] and [21]. They are not AF-C∗-bimodules in general
since D need not be a C∗-algebra. We cannot assume the latter as we require Example 3.2. For
general AF-C∗-bimodules, L2(B,ω) is a symmetric L∞(A, τ)-bimodule.
Definition 3.4. Let (C,D) be a bimodule restriction of (φ, ψ, γ). If (C∗(C, 1A), 〈D, 1B〉C) is a
bimodule restriction of (φ, ψ, γ), we call (C,D) unitalisable.
Proposition 3.5. If (C,D) is a bimodule restriction of (φ, ψ, γ) s.t. φ(C), ψ(C) ⊂ D, then it is
unitalisable.
Proof. Having φ(C).1B , 1B.ψ(C) ⊂ D shows 1) in Definition 3.3 for (C∗(C, 1A), 〈D, 1B〉C). Since φ
and ψ are unital, the second condition follows. The third one is immediate since γ is unital.
Example 3.3. In the setting of Example 3.1, φ(C), ψ(C) ⊂ D hence (C,D) is unitalisable.
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Corollary 3.1. Let (C,D) be a bimodule restriction of (φ, ψ, γ) and D⊥ ⊂ B w.r.t. 〈., .〉ω. For all
self-adjoint x, y ∈ C, we have
1) Lx = Lx,Cπ
B
D ⊕ Lx(I − πBD) and Ry = Ry,CπBD ⊕Ry(I − πBD) w.r.t. B = D ⊕D⊥,
2) (Lx,C ⊗Ry,C)(g| specC x×specC y) = (Lx ⊗Ry)(g| specx×spec y)|D for all g ∈ C(R× R).
Proof. Note Lx = Lφ(x) and Ry = Rψ(y), as well as Lx,C = Lφ(x),D and Ry,C = Rψ(y),D. The right-
hand side in each identity is the canonical left-, resp. right-action of B on itself (or its restriction to
D). Apply Lemma 2.1.
Definition 3.5. Let (C,D) be a bimodule restriction of (φ, ψ, γ). For all x, y ≥ 0 in C, letMx,y,C :=
(Lx,C ⊗ Ry,C)(mf ) and set Mx,C := Mx,x,C. For all x, y > 0 in C, let Dx,y,C := M−1x,y,C and set
Dx,C := Dx,x,C .
Lemma 3.1. Let θ ∈ (0, 1] and (C,D) be a bimodule restriction of (φ, ψ, γ).
1) For all x, y ≥ 0 in C, we have Mθx,y,C =Mθx,y|D.
2) For all x, y > 0 in C, we have Dθx,y,C =M−θx,y|D.
3) For all x, y > 0 in C and α, β > 0, we have
Dθx+α1⊥
C
,y+β1⊥
C
|D = Dθx,y,C .
4) Assume the setting of Example 3.1. For all x, y > 0 in C and α, β > 0, we have
Dθx+α1⊥
C
,y+β1⊥
C
,C∗(C,1A)
= Dθx,y,C ⊕ α−
θ
2 β−
θ
2 I
w.r.t. C∗(D, 1B) = D ⊕ 〈1⊥D〉C.
Proof. The first claim follows by 2) in Corollary 3.1. Using this, our second claim follows by construc-
tion. Since Lφ(1C) = Rψ(1C) = idD, Lφ(1A) = Rψ(1A) = I on B implies Lφ(1⊥C) = Rψ(1⊥C ) = I − πBD.
For all x, y ≥ 0 in C and α, β > 0, uniform approximation with polynomials using variables
Lx+α1⊥
C
= Lx + α(I − πBD) and Ry+β1⊥C = Ry + β(I − πBD) (cf. proof of 2) in Lemma 2.1) shows
Dθx+α1⊥C ,y+β1⊥C (u) =M
−θ
x,y(u) = Dθx,y,C(u)
for all u ∈ D. This is our third claim.
Assume the setting of Example 3.1. We have 〈D, 1D〉C = C∗(D, 1B) = D ⊕ 〈1⊥D〉C. We have
1⊥D.D = D.1
⊥
D = 0 and φ(C), ψ(C) ⊂ D. Uniform approximation with polynomials thus shows
Dθx+α1⊥C ,y+β1⊥C ,C∗(C,1A)(1
⊥
D) = α
− θ2β−
θ
2D1⊥
C
,1⊥
C
(1⊥D) = α
− θ2β−
θ
2 1⊥D
since 1⊥D = (I − πBD)(1A). Knowing Dθx+α1⊥C ,y+β1⊥C |D = D
θ
x,y,C , this implies our fourth claim.
Quasi-entropies in finite dimensions. The finite-dimensional case for full matrix algebras
is given in [36] and [37] (cf. Remark 3.4). In [16], a broad finite-dimensional setting is covered. We
discuss quasi-entropies in finite-dimensions to prepare extension.
Let (A, τ) and (B,ω) be finite-dimensional tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule
structure on B, f a representing function and θ ∈ (0, 1].
Definition 3.6. Let A>0 be the strictly positive elements of A. We define the functional
If,θA,B : A>0 ×A>0 ×B −→ [0,∞), If,θA,B(x♭, y♭, u♭) := 〈Dθx,y(u), u〉ω.
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Remark 3.4. In case of full matrix algebras, the terminology in [36] and [37] is quasi-entropy type
functions rather than quasi-entropies. The latter are a special case for θ = −1 fixed. We nevertheless
use quasi-entropies, consistent with [16].
Lemma 3.2. If,θ is jointly convex. For all u ∈ B, (x, y) 7−→ If,θ(x, y, u) is decreasing in the
partial order on A>0 ×A>0 induced by pairs of positive elements.
Proof. By Proposition 7.12 and Proposition 3.2, we have
If,θA,B(x♭, y♭, u♭) =
N∑
l=1
Cltrnl(rB(u)
∗
l (LrB(φ(x))l ⊗RrB(ψ(y))l)(mf )−θ(rB(u)l))
for all x, y > 0 and u ∈ B. We show each summand satisfies the claimed properties, i.e. we reduce
to the case of full matrix algebras. This is the setting of [36] and [37]. We may reduce since φ, ψ
and rB are
∗-homomorphisms, hence norm continuous and order preserving.
Assume A = B = Mn(C) for n ∈ N and φ = ψ = idMn(C) without loss of generality. Note γ is of
no consequence here. The functional
(X,Y, U) 7−→ tr(U∗(LX ⊗RY )(mf )−θ(U))
on Mn(C)>0 ×Mn(C)>0 ×Mn(C) is a quasi-entropy type function discussed in [37]. Theorem 2.1
in [37] gives joint convexity of such functionals since f is operator monotone and θ ∈ (0, 1]. We
have operator mean (X,Y ) 7→ (LX ⊗RY )(mf ) = f(LXR−1Y )RY . Operator means are increasing in
both variables in the partial order of self-adjoint operators. Inversion reverts the order on strictly
positive operators. Thus (X,Y ) 7→ DX,Y is decreasing in the partial order. Applying θ ∈ (0, 1] in
the exponent preserves order on positive operators, hence (X,Y ) 7→ tr(U∗(LX ⊗ RY )(mf )θ(U)) is
decreasing in the partial order.
Corollary 3.2. For all x, y ∈ A+, u ∈ B and 0 < ε1 ≤ ε0 in R, we have
〈Dθx+ε01A,y+ε01A(u), u〉ω ≤ 〈Dθx+ε11A,y+ε11A(u), u〉ω.
Proof. This follows from Lemma 3.2 using ε11A ≤ ε01A.
Extension to A≥0 in the first two variables is sensible by Corollary 3.2. While not necessary in
finite dimensions, we move to A∗+ in preparation of the general case. Musical isomorphisms preserve
self-adjointness and positivity, thus A∗+ ∼= A≥0 as partially ordered vector spaces.
Definition 3.7. We define the quasi-entropy If,θA,B : A∗+ ×A∗+ ×B∗ −→ [0,∞] by
If,θA,B(µ, η, w) := sup
ε>0
〈Dθ♯(µ)+ε1A,♯(η)+ε1A(♯(w)), ♯(w)〉ω .
Proposition 3.6. If,θA,B is jointly convex and w∗-lower-semi-continuous.
Proof. Lemma 3.2 shows joint convexity. Norm continuity of (x, y, u) 7−→ 〈Dθx+ε1A,y+ε1A(u), u〉ω for
all ε > 0 implies lower semicontinuity in the w∗-topology by standard arguments.
We consider the canonical AF-B-bimodule structure on B to have quasi-entropy If,θB,B. For all
x, y ∈ A+ and u ∈ B, we have
If,θA,B(x♭, y♭, u♭) = If,θB,B(φ(x)♭, ψ(y)♭, u♭).
22
Lemma 3.3. Let (C,D) be a bimodule restriction of (φ, ψ, γ).
1) For all µ, η ∈ C+ and u ∈ D, we have
If,θA,B(x♭, y♭, u♭) = sup
ε>0
〈Dθx+ε1C ,y+ε1C ,C(u), u〉ω.
2) Assume the setting of Example 3.1 and moreover φ∗(D), ψ∗(D) ⊂ C. For all µ, η ∈ A∗+ and
w ∈ B∗, we have
If,θC,D(µ|C , η|C , w|D) ≤ If,θA,B(µ, η, w).
Proof. Writing 1A = 1C+1
⊥
C, our first claim follows by 3) in Lemma 3.1. By Remark 2.2, identifying
A ∼= A∗ via musical isomorphisms gives resA = πAC and resD = πBD.
Assume the setting of Example 3.1, 1C = 1A, 1D = 1B and φ
∗(D), ψ∗(D) ⊂ C. The proof of
3) in Proposition 2.7 carries over to our case since φ∗(D), ψ∗(D) ⊂ C (cf. Remark 2.5), therefore
φπAC = π
B
Dφ and ψπ
A
C = π
B
Dψ. For all x, y ∈ A+ and u ∈ B, we thus have
If,θC,D(πAC (x)♭, πAC(y)♭, πBD(u)♭) = If,θD,D(πBD(φ(x))♭, πBD(ψ(y))♭, πBD(u)♭)
since D is a C∗-algebra itself. We represent πDB as integral using Proposition 2.4. Joint convexity
allows application of the Jensen inequality (cf. [54]) in order to estimate
If,θD,D(πBD(φ(x))♭, πBD(ψ(y))♭, πBD(u)♭) ≤ If,θB,B(φ(x)♭, ψ(y)♭, u♭) = If,θA,B(x♭, y♭, u♭)
for all x, y ∈ A+ and u ∈ B. This shows our second claim in the unital case.
Let 1C 6= 1A or 1D 6= 1B. Set C′ := C∗(C, 1A) and D′ := C∗(D, 1B). It suffices to reduce to the
unital case, i.e. we show
If,θC,D(πC
′
C (x)
♭, πC
′
C (y)
♭, πD
′
D (u)
♭) ≤ If,θC′,D′(πAC′(x)♭, πAC′(y)♭, πBD′(u)♭)
for all x, y ∈ A+ and u ∈ B. Using πAC (1A) = 1C and πBD(1B) = 1D, Proposition 2.5 gives
πAC′(x+ ε1A) = π
A
C (x) + ε1C + κC(x + ε1A, τ)1
⊥
C ,
πAC′(y + ε1A) = π
A
C (y) + ε1C + κC(y + ε1A, τ)1
⊥
C ,
πBD′(u) = π
B
D(u) + κD(u, ω)1
⊥
D,
for all x, y ∈ A+, u ∈ B and ε > 0. Note if z > 0 in C′, then κC(z, τ) > 0 as well. We furthermore
have πAC′(1A) = 1A and π
B
D′(1B) = 1B. Thus by 4) in Lemma 3.1, the direct sum decompositions of
πAC′(x) + ε1A = π
A
C′(x+ ε1A) and π
A
C′(y) + ε1A = π
A
C′(y + ε1A) yield
DθπA
C′
(x)+ε1A,πAC′(y)+ε1A,C
′ = DθπAC(x)+ε1C ,πAC(y)+ε1C ,C ⊕ (κC(x + ε1A, τ)κC(y + ε1A, τ))
− θ2 I
w.r.t. D′ = D ⊕ 〈1⊥D〉C for all x, y ∈ A+ and ε > 0. By definition, we have
If,θC′,D′(πAC′(x)♭, πAC′(y)♭, πBD′(u)♭) = sup
ε>0
〈DθπA
C′
(x)+ε1A,πAC′(y)+ε1A,C
′(π
B
D′ (u)), π
B
D′(u)〉ω
in each case. The suprema in ε > 0 we use are limits by Corollary 3.2. The decompositions of πBD′(u)
and the noncommutative division operator, as well as 1⊥D.D = D.1
⊥
D = 0, thus show
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If,θC′,D′(πAC′(x)♭, πAC′(y)♭, πBD′(u)♭) = If,θC,D(πC
′
C (x)
♭, πC
′
C (y)
♭, πD
′
D (u)
♭) + (κC(x, τ)κC (y, τ))
− θ2ω(1⊥D)
for all x, y ∈ A+ and u ∈ B. Observe z 7→ κC(z, τ) is norm continuous. In each case, x, y ∈ A+
implies κC(x, τ)κC(y, τ) ≥ 0 hence (κC(x, τ)κC(y, τ))− θ2ω(1⊥D) ≥ 0 by 1⊥D ∈ B+. We obtain the
claimed estimate.
Remark 3.5. Lemma 3.3 shows monotonicity of quasi-entropies under restriction, often called mono-
tonicity. To distinguish this from the monotonicity in Corollary 3.2, the latter is commonly referred
to as monotonicity of operator means.
Lemma 3.4. Assume f is symmetric. For all x, y > 0 in A and u ∈ B, we have
1) ||u||22 ≤ If,θA,B(x♭, y♭, u♭) · 2−θ(||x||θ∞ + ||y||θ∞),
2) ||u||21 ≤ If,θA,B(x♭, y♭, u♭) · 2−θ(||φ∗(1B)||θ∞ ||x||θ1 + ||ψ∗(1B)||θ∞ ||y||θ1) · ω(1B)1−θ.
Proof. The arithmetic operator mean is the maximal symmetric one (cf. Theorem 4.5 in [42]).
Since (u, v) 7→ Mu,v defines a symmetric operator mean on B and exponentiating by θ ∈ (0, 1]
preserves order, Mθx,y = Mθφ(x),ψ(y) ≤ 2−θ(Lφ(x) + Rψ(y))θ for all x, y > 0 in A. We thus use
Lφ(x) +Rψ(y) ≤ (||φ||||x||∞ + ||ψ||||y||∞) · I to estimate
||u||22 ≤ ||Mθφ(x),ψ(y)|| · ||D
θ
2
φ(x),ψ(y)(u)||22 ≤ If,θA,B(x♭, y♭, u♭)(||φ||||x||∞ + ||ψ||||y||∞)θ
for all x, y > 0 in A and u ∈ B. Note ||φ|| = ||ψ|| = 1 by 1) in Proposition 2.7. Applying this and
subadditivity of r 7→ rθ on [0,∞) to the inequality above yields our first claim.
We prove the second claim. For all x, y > 0 in A and u ∈ B, we use the maximal symmetric
operator mean property as above to estimate
|ω(u∗z)| ≤ ||D θ2φ(x),ψ(y)(u)||2||M
θ
2
φ(x),ψ(y)(z)||2 ≤ ||D
θ
2
φ(x),ψ(y)(u)||2ω([
1
2
(Lφ(x) +Rψ(y))]
θ(z)∗z)
for all z ∈ B with ||z||B = 1. Subadditivity of r 7→ rθ implies (S + T )θ ≤ Sθ + T θ for commuting
bounded operators S, T ≥ 0 by functional calculus, hence
ω([
1
2
(Lφ(x) +Rψ(y))]
θ(z)∗z) ≤ 2−θ[ω(φ(x)θz∗z) + ω(z∗ψ(y)θz)]
since L and R are ∗-representations. Moreover, ||uθ||1 ≤ ω(1B)1−θ||u||θ1 by Jensen’s inequality for
all θ ∈ (0, 1]. Finally, ||φ(x)||1 ≤ ||φ∗(1B)||∞||x||1 for all x ≥ 0 by L1(A, τ) = A∗ isometrically. The
analogous statement holds for ψ, hence we obtain our second estimate by Ho¨lder.
Remark 3.6. We write ||.||p for the noncommutative Lp-norm in Lemma 3.4. Of course, ||.||∞ = ||.||A
in the finite-dimensional setting. Moreover, ||u||2 = ||u||ω for all u ∈ B by definition.
Extending to AF-C∗-bimodules. We extend from the finite-dimensional using the mono-
tonicity properties in Corollary 3.2 and Lemma 3.3. This lets us define general quasi-entropies
for AF-C∗-bimodules. Fundamental properties are given in Theorem 3.1. Quasi-entropies encode
noncommutative division. It is required to define energy functionals in the fourth section.
Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. We consider AF-A-bimodule structure (φ, ψ, γ)
on B, representing function f and θ ∈ (0, 1]. For all j ∈ N, we always consider the AF-Aj-bimodule
structure (φj , ψj , γj) on Bj with trace τj on Aj and ωj on Bj .
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Definition 3.8. For all j ∈ N, the j-th quasi-entropy is If,θj := If,θAj ,Bj . The quasi-entropy is
If,θ : A∗+ ×A∗+ ×B∗ −→ [0,∞], If,θ(µ, η, w) := sup
j∈N
If,θj (resj(µ), resj(η), resj(w)).
Corollary 3.3. For all j ≤ k in N, we have
1) If,θj (µ, η, w) = If,θk (inckj(µ), inckj(η), inckj(w)) for all µ, η ∈ A∗j,+ and w ∈ B∗j ,
2) If,θj (resjk(µ), resjk(η), resjk(w)) ≤ If,θk (µ, η, w) for all µ, η ∈ A∗k,+ and w ∈ B∗k .
Proof. For all j ≤ k in N, we are in the setting of Example 3.1 (cf. Remark 3.2). Applying 1) in
Lemma 3.3 yields our first claim while 2) in Lemma 3.3 implies our second one.
Definition 3.9. For all j ∈ N, we set
1) incj(µ, η, w) := (incj(µ), incj(η), incj(w)) on A
∗
j,+ ×A∗j,+ ×B∗j ,
2) resj(µ, η, w) := (resj(µ), resj(η), resj(w)) on A
∗
+ ×A∗+ ×B∗.
Theorem 3.1. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule struc-
ture on B, f a representing function and θ ∈ (0, 1].
1) If,θ is jointly convex and w∗-lower-semi-continuous.
2) If,θ ◦ incj = If,θj for all j ∈ N.
3) If,θj ◦ resj ≤ If,θk ◦ resk for all j ≤ k in N.
4) Assume f is symmetric. For all x, y ∈ A∗+ ∩ L∞(A, τ) and u ∈ B∗ ∩ L2(B,ω), we have
||u||2ω ≤ If,θ(x♭, y♭, u♭) · 2−θ(||x||θ∞ + ||y||θ∞).
5) Assume f is symmetric. For all (µ, η, w) ∈ A∗+ ×A∗+ ×B∗, we have
||w||2B∗ ≤ If,θ(µ, η, w) · 2−θ(||φ||θ1 ||µ||θA∗ + ||ψ||θ1 ||η||θA∗) · ||ω||1−θ
with ||ω|| := ω(1B) = supj∈N ω(1Bj ) the volume and convention ||ω||0 := 1.
Proof. Restriction is w∗-continuous, the latter being equivalent to norm continuity in finite dimen-
sions. Hence Proposition 3.6 implies the first claim. The second and third claim follow at once by
Corollary 3.3. All of the L2- and L∞-norms in use are the suprema over j ∈ N of their restrictions
to Aj , resp. Bj . Writing norms as such and applying 2.1) in Proposition 2.7, we obtain the fourth
and fifth claim by Lemma 3.4.
Remark 3.7. If (A, τ) = (B,ω) with self-adjoint local ∗-homomorphisms, then ||φ||1 = ||ψ||1 ≤ 1 by
1) in Proposition 2.7. All examples classes in the second section are constructed from this. Having
θ = 1 removes the volume term, allowing estimates for unbounded traces.
3.2 Unbounded operator representation
We give an unbounded operator representation of quasi-entropies in Theorem 3.2. For this, we
extend quasi-entropies in the third variable to noncommutative L2-spaces. This yields unbounded
closed quadratic forms represented by unbounded self-adjoint positive operators. Theorem 3.3 shows
they are noncommutative division operators defined by joint functional calculus.
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Noncommutative division by positive functionals. Using the Kato-Robinson theorem
(cf. Theorem 10.4.2 in [28]), we define left- and right-multiplication with positive functionals by
means of ascending sequences of unbounded quadratic forms. Joint spectral calculus lets us define
noncommutative division. Standard reference for unbounded quadratic forms and strong resolvent
convergence is [28]. We consider [57] standard reference for functional calculus.
Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. We consider AF-A-bimodule structure (φ, ψ, γ)
on B, representing function f and θ ∈ (0, 1]. For all µ, η ∈ A∗+, we extend u 7→ If,θ(µ, η, u♭) from
B0 to L
2(B,ω) as follows.
Definition 3.10. For all µ, η ∈ A∗+ and u ∈ L2(B,ω), we set
1) resj u := π
B
j (u)
♭ for all j ∈ N,
2) Qf,θµ,η(u) := supj∈N If,θj (resj(µ), resj(η), resj(u)).
Proposition 3.7. For all j ∈ N, set resj(µ, η, u) := (resj(µ), resj(η), resj(u)) on A∗+×A∗+×L2(B,ω).
We consider the w∗-topology on A∗+ ×A∗+ × L2(B,ω).
1) Qf,θ is jointly convex and w∗-lower-semi-continuous.
2) Qf,θ ◦ incj = If,θj for all j ∈ N.
Proof. Both claims follow by the same argument used for 1) and 2) in Theorem 3.1.
Remark 3.8. If ω < ∞ holds, then L2(B,ω) ⊂ L1(B,ω) ⊂ B∗. In this case, Qf,θ is the restriction
of If,θ to A∗+ ×A∗+ × L2(B,ω)∗.
Definition 3.11. Given a separable Hilbert spaceH with closed unbounded positive quadratic form
Q : H ×H −→ [0,∞], set DomQ := {u ∈ H | Q(u) <∞} and H(Q) := DomQ.
Notation 3.1. We suppress ♭ and ♯ in our notation. For all µ, η ∈ A∗+, u ∈ L2(B,ω) and j ∈ N, we
always write µj := resj(µ), ηj := resj(η), uj := π
B
j (u).
We construct perturbed left- and right-division by positive functionals as strong operator limits
of compact operators. Let µ ∈ A∗+, ε > 0 fixed but arbitrary. For all u ∈ L2(B,ω) and η ∈ A∗+, we
set L−1µ,ε(u) := Q
s,1
µ,η(u). For the latter, use representing function (s, t) 7→ s in Definition 3.10. For
all u ∈ L2(B,ω) and j ∈ N, we have
(φ(µj) + εI)
−1(uj) = (Lφ(µj)+ε1Bj ⊗Rψ(µj)+ε1Bj )(s−1)(uj)
and therefore L−1µ,ε(u) = supj∈N 〈(φ(µj) + εI)−1uj , uj〉ω by construction. Thus L−1µ,ε is independent
of η in each case. By 2) in Proposition 3.7 and 3) in Theorem 3.1, we obtain
0 ≤ L−1µ1,ε(u1) ≤ . . . ≤ L−1µj ,ε(uj) ≤ L−1µj+1,ε(uj+1) ≤ . . . ≤ L−1µ,ε(u) ≤ ε−1||u||2ω
for all u ∈ L2(B,ω). We apply supj∈N (φ(µj) + εI)−1 ≤ ε−1I in the final estimate. Since
L−1µj ,ε(uj) = 〈πBj (φ(µj) + εI)−1πBj (u), u〉ω
for all u ∈ L2(B,ω) and j ∈ N, {πBj (φ(µj) + εI)πBj }j∈N is an ascending sequence of uniformly
bounded positive operators. By Kato-Robinson, the strong operator limit of this ascending sequence
exists and is the unique positive operator representing the bounded positive form L−1µ,ε.
Remark 3.9. Kato-Robinson alone only shows strong resolvent convergence. By Proposition 10.1.13
in [28], uniform boundedness and strong resolvent convergence are equivalent to strong operator
convergence. We use this throughout our discussion.
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We construct perturbed right-division. For all µ, η ∈ A∗+, u ∈ L2(B,ω) and ε > 0, we consider
R−1η,ε(u) := Q
t,1
µ,η(u) = sup
j∈N
〈uj(ψ(µj) + εI)−1, uj〉ω
using (s, t) 7→ t as representing function. Analogous to perturbed left-division, each R−1η,ε is a
bounded positive form represented by the strong operator limit of the ascending sequence of uni-
formly bounded operators {πBj (ψ(ηj) + εI)−1πBj }j∈N applied from the right.
Proposition 3.8. For all µ, η ∈ A∗+ and ε > 0, L−1µ,ε and R−1η,ε are bounded positive forms on
L2(B,ω). Each has injective positive representing operator L−1µ,ε, R−1η,ε ∈ B(L2(B,ω)) satisfying
0 ≤ L−1µ,ε = s- lim
j∈N
L−1µj ,ε = s- limj∈N
LπBj (φ(µj)+εI)−1πBj ≤ ε
−1I,
0 ≤ R−1η,ε = s- lim
j∈N
R−1ηj ,ε = s- limj∈N
RπBj (ψ(ηj)+εI)−1πBj ≤ ε
−1I.
Proof. We are left to show injectivity. For all u ∈ L2(B,ω) and j ∈ N, (||µj ||∞ + ε)−1||uj||2ω ≤
〈(φ(µj) + εI)−1uj, uj〉ωj . Since supj∈N ||uj ||ω = ||u||ω, this implies injectivity of L−1µ,ε. Injectivity of
R−1η,ε follow analogously.
Definition 3.12. For all µ, η ∈ A∗+ and ε > 0, let L−1µ,ε be the representing operator of L−1µ,ε and
R−1η,ε the representing operator of R−1η,ε. In this case, we call
1) L−1µ,ε left-division by µ perturbed with ε and R
−1
µ,ε right-division by η perturbed with ε,
2) Lµ,ε := (L
−1
µ,ε)
−1 left-multiplication by µ perturbed with ε and Rη,ε := (R−1η,ε)−1 right-
multiplication by η perturbed with ε.
We require the notion of strong resolvent convergence to control limits of noncommutative divi-
sion operators. Strong resolvent convergence in discussed in [28].
Definition 3.13. For all a, λ ∈ C, we set Ra(λ) := (λ + a)−1 where defined. Let T, {Tn}n∈B be
self-adjoint unbounded operators on a separable Hilbert space H . If Ri(T ) = s-limn∈NRi(Tn) and
R−i(T ) = s-limn∈NR−i(Tn), then we write T = sr-limn∈N Tn on H .
Notation 3.2. We drop ‘on H ’ if H is clear from context.
Remark 3.10. For all µ, η ∈ A∗+, ε > 0 and j ∈ N, we have L−1µj ,ε = (Lφ(µj) + εI)−1 and R−1ηj ,ε =
(Rψ(ηj) + εI)
−1. Thus Lµj ,ε = Lφ(µj) + εI and Rηj ,ε = Rψ(ηj) + εI in each case.
Proposition 3.9. For all µ, η ∈ A∗+ and ε > 0, we have
1) Lµ,ε and Rη,ε are self-adjoint unbounded operators on L
2(B,ω) with Lµ,ε, Rη,ε ≥ εI,
2) Lµ,ε = sr-limj∈N Lµj ,ε and Rη,ε = sr-limj∈N Rηj ,ε,
3) Lµ,ε and Rη,ε commute strongly.
Proof. The first claim is immediate by Proposition 3.8. For the second, note all operators involved
are bounded from below by εI. Their respective resolvent at λ = 0 is their perturbed division
operator. Knowing this and strong operator convergence in Proposition 3.8, we apply Proposition
10.1.12 in [28] for λ = 0 to obtain the second claim.
For strong commutativity, we use sequential continuity of multiplication in strong operator topol-
ogy. With Remark 3.10, calculate L−1µ,εR
−1
η,ε = s - limL
−1
µj ,ε
R−1ηj ,ε = s - limR
−1
ηj ,ε
L−1µj,ε = R
−1
η,εL
−1
µ,ε to
have commutativity of resolvents for λ = 0. By Proposition 5.27 in [57], this equals strong commu-
tativity of the unbounded operators.
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By Theorem 5.23 in [57], being strongly commuting induces joint functional calculus. For strongly
commuting self-adjoint unbounded operators S, T , we always write (S ⊗ T )(g) := ∫ gdES ⊗ ET for
the joint spectral measure ES ⊗ ET and ES ⊗ ET -a.e. finite function g on specS × specT .
Remark 3.11. By Proposition 10.1.9 in [28], T = sr-limn∈N Tn if and only if g(T ) = s-limn∈N g(Tn)
for all g ∈ Cb(R). Lemma 3.5 yields the first direction in the two-variable case.
Lemma 3.5. Let S = sr - limn∈N Sn and T = sr - limn∈N Tn. Assume S, T and Sn, Tn strongly
commute for all n ∈ N. Set XS,T := ∪n∈N specSn × specTn ⊂ R × R. If g ∈ Cb(XS,T ), then
(S ⊗ T )(g) = s - limn∈N(Sn ⊗ Tn)(g).
Proof. Joint spectral measures have no support outside the joint spectrum (cf. Proposition 5.10 and
Theorem 4.10 in [57]). We may thus replace g by a continuous bounded extension to R× R. Such
extensions always exist. Without loss of generality, assume g ∈ Cb(R× R). Our proof mirrors that
of Proposition 10.1.9 in [28].
By Stone-Weierstrass, Ri(λ) = (λ+i)
−1 and R−i(λ) = (λ−i)−1 generate C0(R). By the product
property of ES⊗ET , we have (S⊗T )(h0(s)h1(t)) = h0(S)h1(T ) for arbitrary self-adjoint unbounded
operators and C0-functions. We thus obtain our claim for polynomials in evaluated resolvents, hence
for all g ∈ C0(R) by density. For the bounded case, choose a monotone sequence of monotone bump
functions and argue analogously to the one-variable case in Proposition 10.1.9 in [28].
Example 3.4. For all ε > 0, m−1f ∈ Cb([ε,∞)2) by Proposition 3.1.
Definition 3.14. For all µ, η ∈ A∗+ and ε > 0, we define the noncommutative division operator of
µ and η perturbed with ε by Dµ,η,ε := (Lµ,ε ⊗Rη,ε)(m−1f ).
Proposition 3.10. For all µ, η ∈ A∗+ and ε > 0, we have
1) Dµ,η,ε = s-limj∈NDµj ,ηj ,ε ∈ B(L2(B,ω)) with ||Dµ,η,ε||B(L2(B,ω) ≤ ε−1,
2) Dµj ,ηj ,ε = Dµj+ε1A,ηj+ε1A for all j ∈ N.
Proof. By Example 3.4, Lemma 3.5 applies to m−1f . Thus our first claim follows at once by 2) in
Proposition 3.9. The second claim follows by definition (cf. Remark 3.10).
Lemma 3.6. For all µ, η ∈ A∗+ and u ∈ L2(B,ω), we have
1) If,θj (µj , ηj , uj) = supε>0〈Dθµj ,ηj ,ε(uj), uj〉ωj for all j ∈ N,
2) supj∈N supε>0〈Dθµj ,ηj ,ε(uj), uj〉ωj = supε>0 supj∈N〈Dθµj ,ηj ,ε(uj), uj〉ωj ,
3) supj∈N〈Dθµj ,ηj ,ε(uj), uj〉ωj = 〈Dθµ,η,ε(u), u〉ω for all ε > 0.
Proof. By 2) in Proposition 3.10 and Lemma 3.1, we have
Dθµj ,ηj ,ε|Bj = Dθµj+ε1A,ηj+ε1A,Bj = Dθµj+ε1Aj ,ηj+ε1Aj
for all ε > 0 and j ∈ N. With this, definition of quasi-entropies implies our first claim. For the second
one, use supj∈J supk∈K aj,k = supk∈K supj∈J aj,k for arbitrary double-indexed real sequences.
Monotonicity of quasi-entropies shows
sup
j∈N
〈Dθµj ,ηj ,ε(uj), uj〉ωj = limj∈N〈D
θ
µj ,ηj,ε(uj), uj〉ωj
for all ε > 0. Application of bounded operators to Hilbert space elements is jointly continuous.
Since uj = π
B
j (u) for all j ∈ N, u = ||.||τ -limj∈N uj . We obtain our third claim by applying strong
operator convergence in Proposition 3.10.
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Theorem 3.2. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule struc-
ture on B, f a representing function and θ ∈ (0, 1]. Then Qf,θµ,η is a closed quadratic form generated
by a self-adjoint positive unbounded operator Dθµ,η s.t.
1) Dθµ,η = sr - limε↓0Dθµ,η,ε on H(Qf,θµ,η),
2) Qf,θµ,η(u) = ||D
θ
2
µ,η(u)||2ω = supε>0 〈Dθµ,η,ε(u), u〉ω for all u ∈ L2(B,ω).
Proof. By Proposition 3.10, Dµ,η,ε ∈ B(L2(B,ω)+ for all ε > 0. By 3) in Lemma 3.6 and mono-
tonicity of quasi-entropies, have ascending sequence {Dµ,η,ε}ε>0 using opposite order on R≥0. Thus
our claims follow by Kato-Robinson (cf. Theorem 10.4.2 in [28]) if Qµ,η(u) = supε>0〈Dθµ,η,ε(u), u〉〉ω
for all u ∈ L2(B,ω). By definition, we have
Qf,θµ,η(u) = sup
j∈N
If,θj (µj , ηj , uj)
for all u ∈ L2(B,ω). We consecutively apply statements 1) - 3) in Lemma 3.6 to obtain
Qf,θµ,η
1)
= sup
j∈N
sup
ε>0
〈Dθµj ,ηj ,ε(uj), uj〉ωj
2)
= sup
ε>0
sup
j∈N
〈Dθµj ,ηj ,ε(uj), uj〉ωj
3)
= sup
ε>0
〈Dθµ,η,ε(u), u〉ω.
Specialising to densities. We consider µ, η ∈ L1(A, τ)+ (cf. Remark 2.1). See the appendix
for results on noncommtuative Lp-spaces. In the appendix, we discuss properties of the canonical
left- and right-application of L0(A, τ) on L2(A, τ).
Remark 3.12. We identify Lp(A, τ) = Lq(A, τ)∗ for all 1 ≤ p, q ≤ ∞ s.t. 1 = p−1 + q−1 holds. This
is of no consequence as the modified pairing is order-preserving isometric (cf. Proposition 7.5).
Notation 3.3. Let x ∈ L1(A, τ)+. Using Notation 3.1, xj ∈ Aj,+ ⊂ L1(A, τ)+ for all j ∈ N.
By 2) in Proposition 2.7, local ∗-homomorphisms have order-preserving L1-extension. This yields
unbounded left- and right-action of L1(A, τ) on L2(B,ω), consistent with the L∞(A, τ)-bimodule
action on L2(B,ω) we define in the second section via L∞-extension.
Definition 3.15. For all x, y ∈ L1(A, τ), we set
1) Lx(u) := φ(x)u for all u ∈ Domφ(x),
2) Ry(u) := uψ(y) for all u ∈ Domψ(x).
Remark 3.13. If (A, τ) = (B,ω) is equipped with its canonical AF-A-bimodule structure, then Lx
and Rx are canonical left- and right-application of L
1(A, τ). Left- and right-application is defined
for all self-adjoint L0(A, τ) by construction of noncommutative Lp-spaces.
Lemma 3.7. Let (A, τ) = (B,ω) be equipped with its canonical AF-A-bimodule structure. For all
x ∈ L1(A, τ)+ and j ∈ N, we have
1) LπAj (
√
x) = π
A
j L
√
xπ
A
j + (I − πAj )LπAj (√x)(I − πAj ),
2) RπAj (
√
x) = π
A
j R
√
xπ
A
j + (I − πAj )RπAj (√x)(I − πAj ),
3) Lxj − (I − πAj )Lxj(I − πAj ) ≤ [πAj L√xπAj ]2 ≤ L2πj(√x),
4) Rxj − (I − πAj )Rxj (I − πAj ) ≤ [πAj R√xπAj ]2 ≤ R2πj(√x).
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Proof. Since A0 ⊂ L2(A, τ) ∩ L∞(A, τ) ⊂ Dom√x, all operators in the statement of the lemma are
bounded. Using the inner product, we verify
πAj LπAj (
√
x) = π
A
j L
√
xπ
A
j , π
A
j RπAj (
√
x) = π
A
j R
√
xπ
A
j .
For all z ∈ Aj , (I − πAj )Lz = (I − πAj )Lz(I − πAj ) and (I − πAj )Rz = (I − πAj )Rz(I − πAj ). Writing
I = πAj + (I − πAj ), we obtain the first and second claim.
We show our third claim. The fourth one follows analogously. Multiply
L2πAj (
√
x) = [π
A
j L
√
xπ
A
j ]
2 + [(I − πAj )LπAj (√x)(I − π
A
j )]
2
into positive bounded operators. As L2(A, τ) ∩L∞(A, τ) ⊂ Domx by 3) in Proposition 7.8, πjLxπj
is bounded. For all u ∈ L2(A, τ), use boundedness and 〈(I − πAj )L√xπAj (u)), L√xπAj (u)〉τ ≥ 0 in
order to calculate
〈[πAj L√xπAj ]2(u), u〉τ = 〈πAj L√xπAj (u)), L√xπAj (u)〉τ
= 〈πAj LxπAj (u), u〉τ + 〈(I − πAj )L√xπAj (u)), L√xπAj (u)〉τ
≥ 〈πAj LxπAj (u), u〉τ .
Using A0 ⊂ Domx, the L1-L∞-pairing yields Lxj = πAj LxπAj + (I − πAj )Lxj (I − πAj ) in analogy to
the L2-case. For all u ∈ L2(A, τ), we therefore have
〈[πAj L√xπAj ]2(u), u〉τ ≥ 〈Lxju, u〉τ − 〈(I − πAj )Lxj (I − πAj )(u), u〉τ .
Lemma 3.8. Let (A, τ) = (B,ω) be equipped with its canonical AF-A-bimodule structure. For all
x, y ∈ L1(A, τ)+ and ε > 0, we have
1) Rε(Lx) = s - limj∈N Rε([πAj L√xπ
A
j ]
2 + (I − πAj )Lxj (I − πAj )),
2) Rε(Ry) = s - limj∈N Rε([πAj R√xπ
A
j ]
2 + (I − πAj )Rxj (I − πAj )).
Proof. If z ∈ L2(A, τ) self-adjoint, then zj = πAj (z) ∈ L2(A, τ) self-adjoint for all j ∈ N and
L2(A, τ) ∩ L∞(A, τ) is core of Lz (cf. Lemma 7.2). Proposition 10.1.18 in [28] therefore implies
Lz = sr-limj∈N Lzj if limn∈N ||zu − zju||τ = 0 for all u ∈ L2(A, τ) ∩ L∞(A, τ). We have ||.||τ -
convergence by boundedness, hence Lz = sr-limj∈N Lzj for all self-adjoint z ∈ L2(A, τ). The case of
right-application is proved analogously.
We show our first claim. The second one follows analogously. Note Rε(λ) = R√εi(
√
λ)R−√εi(
√
λ)
for all λ ≥ 0. We use L√x = sr-limj∈N LπAj (√x) to calculate
Rε(Lx) = s - lim
j∈N
R√εi(LπAj (
√
x))R−√εi(π
A
j (LπAj (
√
x)) = s - lim
j∈N
Rε(L
2
πAj (
√
x)),
hence Lx = sr-limj∈N L2πAj (
√
x)
by Proposition 10.1.23 in [28].
We define Vj := [(I − πAj )LπAj (√x)(I − πAj )]2 for all j ∈ N. By Proposition 10.1.18 in [28] and
testing on A0, we have sr-limj∈N Vj = 0. We show
[πAj L
√
xπ
A
j ]
2 = L2πAj (
√
x) − Vj ≥ 0, j ∈ N
in the proof of Lemma 3.7 and readily see
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[L2πAj (
√
x), Vj ] = 0, j ∈ N.
Clearly, Lx and 0 commute strongly. Using g(s, t) := Rε(s − t) on {(s, t) | 0 ≤ t ≤ s} ⊂ R2, we
apply Lemma 3.5 to have
s - lim
j∈N
Rε([π
A
j L
√
xπ
A
j ]
2) = s - lim
j∈N
Rε(L
2
πAj (
√
x) − Vj) = Rε(Lx + 0) = Rε(Lx).
As above, Lx = sr-limj∈N πAj L√xπ
A
j ]
2 follows.
Set Wj := (I − πAj )Lxj (I − πAj ) for all j ∈ N. As above, we have sr-limj∈NWj = 0 by testing on
A0. Using [[π
A
j L
√
xπ
A
j ]
2,Wj ] = 0 for all j ∈ N and g(s, t) := Rε(s+ t), Lemma 3.5 yields
s - lim
j∈N
Rε([π
A
j L
√
xπ
A
j ]
2 +Wj) = Rε(Lx + 0) = Rε(Lx).
Lemma 3.9. Let (A, τ) = (B,ω) be equipped with its canonical AF-A-bimodule structure. For all
x, y ∈ L1(A, τ)+, Lx = sr-limj∈N Lxj and Ry = sr-limj∈N Ryj .
Proof. We show our claim for Lx. The case of Ry follows analogously. Proposition 10.1.23 in [28]
ensures it suffices to have Rε(Lx) = s-limj∈NRε(Lxj ) = L−1x,ε for arbitrary ε > 0. Note the second
identity follows by construction.
Let ε > 0. By 1) in Lemma 3.8 and 3) in Lemma 3.7, we estimate
Rε(Lx) = s - lim
j∈N
Rε([π
A
j L
√
xπ
A
j ]
2 + (I − πAj )Lxj(I − πAj )) ≤ s - lim
j∈N
Rε(Lxj) = L
−1
x,ε.
For the converse, note 3) in Proposition 7.8 implies Lx = sr-limj∈N Lxn by Kato-Robinson. Thus
〈Rε(Lx)(u), u〉τ = lim
n∈N
〈Rε(Lmin{x,n})(u), u〉τ = inf
n∈N
〈Rε(Lmin{x,n})(u), u〉τ
for all u ∈ L2(A, τ). For all n ∈ N, we have
〈Rε(Lmin{x,n})(u), u〉τ = sup
j∈N
〈Rε(Lmin{x,n}j )(u), u〉τ
by construction of perturbed division. Furthermore, xj = ||.||Aj -limn∈Nmin{x, n}j for all j ∈ N
since restriction is w∗-continuous. Therefore
〈Rε(Lx)(u), u〉τ ≥ sup
j∈N
inf
n∈N
〈Rε(Lmin{x,n}j )(u), u〉τ = sup
j∈N
〈L−1xj,ε(u), u〉τ = 〈L−1x,ε(u), u〉τ
for all u ∈ L2(A, τ). Hence Rε(Lx) ≥ L−1x,ε, ergo Rε(Lx) = L−1x,ε.
Theorem 3.3. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule struc-
ture on B, f a representing function and θ ∈ (0, 1]. For all x, y ∈ L1(A, τ)+, we have
1) Lx = sr-limj∈N Lxj and Ry = sr-limj∈NRyj ,
2) Dθx,y,ε = (Lx + εI ⊗Ry + εI)(m−θf ) for all ε > 0,
3) Dθx,y = sr - limε↓0(Lx + εI ⊗Ry + εI)(m−θf ) on H(Qf,θx,y).
If m−1f is Ex ⊗ Ey-a.e. finite on specx× spec y, then
4) Dθx,y = (Lx ⊗Ry)(m−θf ).
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Proof. By 3) in Proposition 2.7, Lxj = Lφ(x)j and Ryj = Rψ(y)j for all j ∈ N. Lemma 3.9 shows our
first claim. For all ε > 0, get L−1x,ε = Lx + εI and R−1y,ε = Ry + εI by construction. This yields our
second claim by definition of Dx,yε, from which our third one follows by 2) in Theorem 3.2.
Assume m−1f is Ex ⊗ Ey-a.e. finite. Then (Lx ⊗ Ry)(m−θf )(u), u〉ω exists by joint functional
calculus. Readily see Lx = sr-limε↓0 Lx + εI and Ry = sr-limε↓0 Ry + εI. Applying Lemma 3.5, our
second claim and 1) in Theorem 3.2 therefore yields
(Lx ⊗Ry)(m−θf ) = sr - lim
ε↓0
(Lx + εI ⊗Ry + εI)(m−θf ) = sr - lim
ε↓0
Dθx,y,ε = Dθx,y.
Corollary 3.4. For all x, y ∈ L1(A, τ)+, we have
1) Qf,θx,y(u) = supε>0 〈(Lx + εI ⊗ Ry + εI)(m−θf )(u), u〉ω,
2) Qf,θx,y(u) = 〈(Lx⊗Ry)(m−θf )(u), u〉ω with DomQf,θx,y = Dom(Lx⊗Ry)(m
− θ2
f ) if m
−1
f is Ex⊗Ey-
a.e. finite on specx× spec y.
Proof. Apply Theorem 3.2 and Theorem 3.3.
Remark 3.14. For all injective x, y ∈ L1(A, τ)+, m−1f is Ex ⊗ Ey-a.e. finite. This follows from Ex
and Ey having no mass on zero, i.e. Ex ⊗ Ey having none on R≥0 × {0} ∪ {0} × R≥0.
Definition 3.16. For all x ∈ L1(A, τ)+, we define
1) Mx := (Lx ⊗Rx)(mf ),
2) Dx := Dx,x = (Lx ⊗Rx)(m−1f ) if m−1f is Ex ⊗ Ey-a.e. finite on specx× spec y.
Remark 3.15. Definition 3.16 generalises Definition 3.2 to all AF-C∗-bimodules.
4. DYNAMIC TRANSPORT DISTANCES
We define a continuity equation for states given a quantum gradient, compatible with the AF-
structures in use. Fixing a representing function f and θ ∈ (0, 1], the associated quasi-entropy
defines an energy functional on the set of admissible paths induced by the continuity equation. The
minimisation problem yields a dynamic transport distance on states.
In the first subsection, we define continuity equations, discuss admissible paths and give energy
functionals. We show fundamental properties and explain compatibility with AF-structures. In the
second subsection, we define dynamic transport distances using the minimisation problem associated
to an energy functional. Assuming f to be symmetric and ||ω||1−θ < ∞ to hold, we furthermore
discuss the resulting metric geometry of state spaces.
4.1 Continuity equation, admissible paths and energy functional
We have a notion of admissible path using a continuity equation of states associated to each quantum
gradient. By restricting the quantum gradient to generating C∗-subalgebras, we obtain a family of
sets of admissible paths indexed by j ∈ N. Locality of the quantum gradient allows extension of
inclusion and restriction maps (cf. Definition 2.2) to admissible paths.
Fixing a representing function f and θ ∈ (0, 1], we define an energy functional on the admissible
paths of each restricted setting. Pulling such functionals back along restrictions, we obtain a family
of functionals on the non-restricted admissible paths. The suprema of this family is the energy
functional of the quasi-entropy. Energy functionals have several formulations, in particular Γ-limit
type ones if f is symmetric and ||ω||1−θ <∞ holds (cf. Theorem 4.1).
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Continuity equation and admissible paths. We consider synthetic tangent vectors to be
noncommutative analogues of vector-valued Radon measures with finite variation (cf. [30]). We thus
consider bounded functionals on AF-C∗-bimodules as tangent vectors.
Remark 4.1. For a general C∗-algebra A, the Serre-Swan theorem shows noncommutative vector
bundles to be finitely-generated projective left A-modules B (cf. [35]). If A is commutative, then
Riesz-Markov-Kakutani shows B∗ are vector-valued Radon measures with finite-variation.
Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. We consider AF-A-bimodule structure (φ, ψ, γ)
on B, quantum gradient ∇ : A0 −→ B0, representing function f and θ ∈ (0, 1].
Notation 4.1. We always let I = [a, b] ⊂ R denote a closed interval.
We require duals of Bochner-L2-spaces, using [38] as standard reference. Let I ⊂ R and consider
the Lebesgue measure. Radon measures have liftings (cf. Theorem 5, Chapter 4 in [38]) since they
are strictly localisable (cf. [51]). Moreover, let E be a separable Banach space.
We let L2(I, E) denote the Bochner L2-space and L2(I, E∗)w the L2-space of w∗-measurable
functions. In the notation of [38], L2(I, E) = L2E′ and L
2(I, E∗)w = L2E′ [E]. By Theorem 9 in
Chapter 7 of [38] and its corollary, get L2(I, E)∗ = L2(I, E∗)w for the Banach space dual. Each
dual element has form h 7−→ ∫
I
g(t)(h(t))dt for unique [g] ∈ L2(I, E∗)w.
Definition 4.1. Let µ : I −→ A∗+ s.t. t 7−→ µ(t)(x) is absolutely continuous for all x ∈ A0. For all
w ∈ L2(I, B∗)w, (µ,w) satisfies the continuity equation (on I for ∇)
d
dt
µ(t)(x) = w(t)(∇x)
t-a.e. for all x ∈ A0.
Proposition 4.1. If (µ,w) satisfies the continuity equation, then ||µ(t)||A∗ = ||µ(0)||A∗ for all t ∈ I.
Proof. Since 1Aj ∈ ker∇ for all j ∈ N, ddtµ(t)(1Aj ) = 0 t-a.e. for all j ∈ N by applying the continuity
equation. By absolute continuity, ||µ(t)(1Aj )|| = ||µ(0)(1Aj )|| for all t ∈ I and j ∈ N. Hence
||η||A∗ = limj∈N η(1Aj ) for all η ∈ A∗+ by Proposition 7.10.
Definition 4.2. Let AC(I,S(A)) be the set of all µ : I −→ S(A) s.t. t 7−→ µ(t)(x) is absolutely
continuous for all x ∈ A0. Write AC(I,S(A)) for the analogous set with im µ ⊂ S(A)w∗ instead.
Remark 4.2. The w∗-topology on S(A)w
∗
is metrisised by d(µ, η) :=
∑∞
n=1 2
−n|µ(xn) − η(xn)| for
any choice of dense (xn)
∞
n=1 ⊂ A0. AC(I,S(A)), resp. AC(I,S(A)) are the set absolutely continuous
paths w.r.t. these distances. They do not depend on our choice of dense set.
For all j ∈ N, we always use the restricted AF-Aj-bimodule structure (φj , ψj , γj) on Bj and
∇j = ∇|Aj as quantum gradient. Using this, the above discussion specialises to the finite-dimensional
setting. For all j ∈ N, identify Aj ∼= A∗j and Bj ∼= B∗j via musical isomorphisms
Definition 4.3. For all µa, µb ∈ S(A), we define the set of admissible paths Adm[a,b](µa, µb) to be
all (µ,w) ∈ AC([a, b],S(A))×L2([a, b], B∗)w satisfying the continuity equation for ∇ s.t. µa = µ(a)
and µb = µ(b). Set Adm[a,b] := ∪µ,η∈S(A) Adm[a,b](µ, η).
Notation 4.2. For all j ∈ N, we always write Adm[a,b]j and Adm[a,b]j (µ, η) in the setting of the
restricted AF-Aj -bimodule structure on Bj with ∇j as quantum gradient.
Remark 4.3. We have L2([a, b], A∗j )w = L
2([a, b], Aj) and L
2([a, b], B∗j )w = L
2([a, b], Bj) for all j ∈ N
by finite-dimensionality.
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Proposition 4.2. For all j ≤ k in N, we define maps
1) incj : Adm
[a,b]
j −→ Adm[a,b] and resj : Adm[a,b] −→ Adm[a,b]j by
incj(µ,w) := (t 7−→ incj µ(t), [t 7−→ incjw(t)]),
resj(µ,w) := (t 7−→ µ(0)(1Aj )−1 resj µ(t), [t 7−→ µ(0)(1Aj )−1 resjw(t)]).
2) inckj : Adm
[a,b]
j −→ Adm[a,b]k and resjk : Adm[a,b]k −→ Adm[a,b]j by
inckj(µ,w) := (t 7−→ inckj µ(t), [t 7−→ inckjw(t)]),
resjk(µ,w) := (t 7−→ µ(0)(1Aj )−1 resjk µ(t), [t 7−→ µ(0)(1Aj )−1 resjk w(t)]).
Proof. We show 1) in our statement, i.e. k = ∞. The case k < ∞ follows analogously. Verify
incj maps to AC(I,S(A)) × L2(I, B∗)w and resj to AC(I,S(Aj)) × L2(I, Bj) by w∗-continuity of
inclusion and restriction maps. We show the appropriate continuity equation is satisfied in each
instance. Using ∇∗j = ∇∗|Bj (cf. 5) in Proposition 2.9) and ∇∗(Bj) ⊂ Aj , we calculate
d
dt
incj(µ(t))(x) = 〈w(t),∇jπAj (x)〉ω = 〈∇∗w(t), x〉τ = incj(w(t))(∇x)
for all (µ,w) ∈ Adm[a,b]j , x ∈ Aj and j ∈ N. Since ∇(Aj) ⊂ Bj , we have
d
dt
resj(µ(t))(x) = w(t)(∇x) = w(t)(∇j(x)) = resj(w(t))(∇j(x))
for all (µ,w) ∈ Adm[a,b], x ∈ Aj and j ∈ N.
Definition 4.4. Let a ≤ b in R. We say (µn, wn)n∈N ⊂ Adm[a,b] converges to (µ,w) ∈ Adm[a,b] if
1) w∗-limn∈N µn(t) = µ(t) in S(A) for all t ∈ [a, b],
2) w∗-limn∈Nwn = w in L2([a, b], B∗)w.
In this case, we write (µn, wn) −→ (µ,w).
Let a ≤ b in R and equip S(A)[a,b] × L2([a, b], B∗)w with the product topology given by the
product topology on S(A)[a,b] and weak topology on L2([a, b], B∗). Using this, we moreover equip
Adm[a,b] ⊂ S(A)[a,b] × L2([a, b], B∗)w with the relative topology. A sequence converges in Adm[a,b]
if and only if it converges in the relative topology.
Proposition 4.3. Let (µn, wn)n∈N ⊂ Adm[a,b] and (µ,w) ∈ AC([a, b],S(A)) × L2([a, b], B∗)w. If
w∗-limn∈N µn(t) = µ(t) in S(A) for all t ∈ [a, b] and w∗-limn∈N wn = w in L2([0, 1], B∗)w, then
(µ,w) ∈ Adm[a,b].
Proof. By Proposition 4.1, mass preservation follows if (µ,w) satisfies the continuity equation. For
all x ∈ A0, t 7→ g(t) := ∇x on [a, b] is in L2([a, b], B). Applying the continuity equation for all
n ∈ N, we rewrite the difference quotient for all x ∈ A0 and h ∈ (0, 1) as
1
h
(µ(t + h)(x)− µ(0)(x)) = lim
n∈N
1
h
∫ t+h
0
d
ds
wn(s)(∇x)ds = 1
h
∫ t+h
0
w(s)(∇x)ds.
Letting h→ 0 in each case shows (µ,w) satisfy the continuity equation.
Proposition 4.4. We have AC([a, b],S(A)) ⊂ L2([a, b], A∗)w via µ 7−→ [µ]. Using this to include
Adm[a,b] ⊂ L2([a, b], A∗)w × L2([a, b], B∗)w, convergence (µn, wn) −→ (µ,w) in Adm[a,b] implies
w∗-limn∈N (µn, wn) = (µ,w) in L2([a, b], A∗)w × L2([a, b], B∗)w.
Proof. The first claim is clear, while the second one follows by dominated convergence.
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Energy functionals from quasi-entropies. We consider tracial AF-C∗-algebras (A, τ) and
(B,ω), AF-A-bimodule structure (φ, ψ, γ) on B, quantum gradient ∇ : A0 −→ B0, representing
function f and θ ∈ (0, 1].
Definition 4.5. Let Adm := {(µ,w) ∈ Adm[a,b] | a ≤ b in R}. We define the energy functional
Ef,θ : Adm −→ [0,∞] by setting
Ef,θ(µ,w) :=
1
2
∫ b
a
If,θ(µ(t), µ(t), w(t))dt
for all (µ,w) ∈ Adm[a,b] and a ≤ b in R.
Notation 4.3. For all j ∈ N, we always write Ef,θj for the energy functional obtained by using the
restricted AF-Aj -bimodule structure on Bj with ∇j as quantum gradient. By definition, we have
Ef,θj (µ,w) =
1
2
∫ b
a
If,θj (µ(t), µ(t), w(t))dt
for all (µ,w) ∈ Adm[a,b]j and a ≤ b in R.
Proposition 4.5. Let j ≤ k in N and a ≤ b in R.
1) For all (µ,w) ∈ Adm[a,b]j (µa, µb), Ef,θj (µ,w) = Ef,θk (inckj(µ,w)) = Ef,θ(incj(µ,w)).
2) For all (µ,w) ∈ Adm[a,b]k (µa, µb), Ef,θj (resjk(µ,w)) ≤ µa(1Aj)−1Ef,θk (µ,w).
Proof. The first claim follows by 2) in Theorem 3.1. For the second one, use mf (s, t) = f(st
−1)t on
(0,∞) to see If,θ(λµ, λη, λw) = λIf,θ(µ, η, w) for all µ, η ∈ A∗+, w ∈ B∗ and λ ≥ 0. Apply 3) in
Theorem 3.1 to conclude.
Remark 4.4 below states a change of variables formula for reparametrisations. It is proved in
Corollary 6 of [58], with Theorem 3 in [58] showing the general change of variables formula.
Remark 4.4. Let f : [a, b] −→ R be Lebesgue integrable. If g : [c, d] −→ [a, b] is monotone and
absolutely continuous, then g˙ · (f ◦ g) is Lebesgue integrable and we have
∫ g(d)
g(c)
f(t)dt =
∫ b
a
g˙(t)f(g(t))dt.
Proposition 4.6. Let ϕ : [c, d] −→ [a, b] be monotone and absolutely continuous. If we have
(µ,w) ∈ Adm[a,b](µ0, µ1) and ϕ˙(t) 6= 0 t-a.e., then (µ ◦ ϕ, ϕ˙ · (w ◦ ϕ)) ∈ Adm[c,d](µ0, µ1) and
Ef,θ(µ,w) =
∫ d
c
ϕ˙(t)−1If,θ(µ(ϕ(t)), µ(ϕ(t)), ϕ˙(t)w(ϕ(t)))dt.
Proof. By Theorem 2 and Corollary 4 in [58], the chain rule holds for µ ◦ ϕ upon testing since ϕ is
monotone and t 7−→ µ(t)(x) absolutely continuous for all x ∈ A0. Hence (µ◦ϕ, ϕ˙·(w◦ϕ)) satisfies the
continuity equation, while the remaining properties of an admissible path are clearly inherited. We
thus obtain our claimed identity by using Remark 4.4 together with If,θ(µ, η, λw) = λ2If,θ(µ, η, w)
for all µ, η ∈ A∗+, w ∈ B∗ and λ ≥ 0.
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Remark 4.5. Let a < b and c < d in R. Set ϕ(t) = (t− c) b−a
d−c +a for all t ∈ [c, d]. Then ϕ is montone
and absolutely continuous, hence
Ef,θ(µ,w) =
d− c
b− aE(µ ◦ ϕ,
b− a
d− c · (w ◦ ϕ))
for all (µ,w) ∈ Adm[a,b](µ0, µ1) by Proposition 4.6.
Proposition 4.7. Assume f is symmetric. For all (µ,w) ∈ Adm[a,b], x ∈ A0 and s, t ∈ [a, b], we
have |(µ(t) − µ(s))(x)| ≤ ((b − a) · 2−θ(||φ||θL1 + ||ψ||θL1)||ω||1−θEf,θ(µ,w))
1
2 ||∇x||B .
Proof. We have |(µ(t) − µ(s))(x)| = | ∫ t
s
d
drµ(r)(x)dr| ≤
∫ b
a
||w(r)||B∗ ||∇x||Bdr. Applying Ho¨lder
and 5) in Theorem 3.1, we obtain our claim.
Definition 4.6. Let a ≤ b. We define Ef,θ : L2([a, b], A∗)w × L2([a, b], B∗)w −→ [0,∞] by
Ef,θ(µ,w) := sup
j∈N
1
2
∫ b
a
If,θj (resj(µ)(t), resj(µ)(t), resj(w)(t))dt.
Lemma 4.1. Ef,θ is w∗-lower-semi-continuous and Ef,θ = Ef,θ on Adm.
Proof. We show lower semicontinuity. It suffices to have lower semicontinuity of
(µ,w) 7−→ 1
2
∫ b
a
If,θj (resj(µ)(t), resj(µ)(t), resj(w)(t))dt
in the w∗-topology for all j ∈ N. Pointwise restriction maps L2([a, b], A∗) × L2([a, b], B∗) to
L2([a, b], Aj) × L2([a, b], Bj) w∗-continuously. Without loss of generality, we assume finite dimen-
sionality of A and B in order to prove lower semicontinuity.
Since If,θ is jointly convex by 1) in Theorem 3.1, Ef,θ is jointly convex. Its domain of definition
is a Hilbert space by finite-dimensionality, hence it suffices to show sequential lower semicontinuity
in norm. The latter allows us to extract pointwise a.e.-converging subsequences, thus our first claim
follows by lower semicontinuity of If,θ and Fatou’s lemma.
We return to the general setting. Note If,θk (resk(µ), resk(µ), resk(w)) ≤ If,θ(µ, µ, w) for all
k ∈ N by definition. Hence Ef,θ(µ,w) ≤ Ef,θ(µ,w). We have w∗-limj∈N resj(µ)(t) = µ(t) and
w∗-limj∈N resj(w)(t) = w(t) for a.e. t ∈ [a, b]. L.s.c. of If,θ and Fatou’s lemma imply
Ef,θ(µ,w) ≤ lim inf
j∈N
1
2
∫ b
a
If,θ(resj(µ)(t), resj(µ)(t), resj(w)(t))dt,
and right-hand side equals Ef,θ(µ,w) by 2) and 3) in Theorem 3.1.
Lemma 4.2. Let a ≤ b in R and (µn, wn) ⊂ Adm[a,b].
1) If (µn, wn)n∈N −→ (µ,w) in Adm[a,b], then Ef,θ(µ,w) ≤ lim infn∈NEf,θ(µn, wn).
2) If f is symmetric and ||ω||1−θ <∞ holds, then lim infn∈NEf,θ(µn, wn) <∞ implies existence
of a subsequence converging in Adm[a,b].
Proof. Convergence in Adm[a,b] implies w∗-convergence in L2([a, b], A∗)w×L2([a, b], B∗)w by Propo-
sition 4.4, hence our first claim follows by l.s.c. of Ef,θ. For our second claim, use ||ω||1−θ < ∞
and Proposition 4.7 to see {µn}n∈N ⊂ AC([a, b],S(A)) is equicontinuous. Arzela`-Ascoli for families
of paths in compact metric spaces (cf. [41]) allows extraction of a converging subsequence, again
denoted by {µn}n∈N here.
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As t 7→ resj(µn)(t)(1Aj ) constant on [a, b] for all n, j ∈ N, µ(t) := w∗-limn∈N µn(t) ∈ S(A) for all
t ∈ [a, b] by Proposition 7.10. Bound {wn}n∈N ⊂ L2([a, b], B∗)w uniformly by Proposition 4.7 using
lim infn∈NEf,θ(µn, wn) < ∞. Extract a w∗-converging subsequence, again denoted by {wn}n∈N.
We obtain subsequence (µn, wn)n∈N convergent in product topology. Apply Proposition 4.3.
Let a ≤ b in R. For all j ∈ N, we consider the functional Ef,θj ◦ resj on Adm[a,b]. Since
resj ◦ incj = id for all j ∈ N by Proposition 2.1, we have
(Ef,θj ◦ resj)(incj(µ,w)) = Ef,θj (µ,w), (µ,w) ∈ Adm[a,b]j , j ∈ N.
Notation 4.4. For all a ≤ b in R and j ∈ N, identify Adm[a,b]j ∼= incj(Adm[a,b]j ) ⊂ Adm[a,b].
Definition 4.7. For all j ∈ N, we call Ef,θj = Ef,θj ◦ resj the j-th restricted energy functional.
Theorem 4.1 shows Ef,θ = Γ-limEf,θj . Standard results yielding sequential descriptions require
|I| ≤ N (cf. Corollary 1.5 in [45]). To rectify this, we fix marginals up to restriction.
Definition 4.8. Let a ≤ b in R. For all (µ,w) ∈ Adm[a,b], let C(µ,w) to be the set of all sequences
(µj , wj)j∈N ⊂ ∪k∈N Adm[a,b]k satisfying
(µj , wj) ∈ Adm[a,b]j (µ(a)(1Aj )−1 resj(µ(a)), µ(b)(1Aj )−1 resj(µ(b))), j ∈ N
and (µj , wj) −→ (µ,w). For all (µ,w) ∈ Adm, define restricted lower and upper Γ-limit of Ef,θ as
Ef,θL (µ,w) := inf
C(µ,w)
lim inf
j∈N
Ef,θj (µ
j , wj), Ef,θU (µ,w) := inf
C(µ,w)
lim sup
j∈N
Ef,θj (µ
j , wj).
Theorem 4.1. If f is symmetric and ||ω||1−θ <∞ holds, then
Ef,θ = Γ- lim
j∈N
Ef,θj = E
f,θ
L = E
f,θ
U .
Proof. We show Ef,θ = Γ- limj∈N E
f,θ
j as first part of our proof. The remaining two identities are
covered in the second part. Both parts are based on Lemma 4.1 and Lemma 4.2.
We prove Ef,θ = Γ- limj∈N E
f,θ
j by giving standard bounds using the general lower and upper
Γ-limit. Let (µ′, w′) ∈ Adm fixed but arbitrary and N (µ′, w′) its open neighbourhoods. We show
the energy functional to bound the upper Γ-limit, hence
sup
U∈N (µ′,w′)
lim sup
j∈N
inf
(µ,w)∈U
Ef,θj (µ,w) ≤ Ef,θ(µ′, w′).
For this, let U ∈ N (µ′, w′) be fixed but arbitrary. By definition of open neighbourhood, we
always have (µ′, w′) ∈ U . We additionally have Ef,θ = Ef,θ by Lemma 4.1, therefore
µ′(a)(1Aj )E
f,θ
j (µ
′, w′) =
1
2
∫ b
a
If,θj (resj(µ′)(t), resj(µ′)(t), resj(w′)(t))dt ≤ Ef,θ(µ′, w′)
for all j ∈ N. Together, we are able to estimate
lim sup
j∈N
inf
(µ,w)∈U
Ef,θj (µ,w) ≤ lim sup
j∈N
Ef,θj (µ
′, w′) ≤ lim sup
j∈N
µ′(a)(1Aj )E
f,θ(µ′, w′) = Ef,θ(µ′, w′)
using limj∈N µ′(a)(1Aj ) = 1. Since U is arbitrary, our claimed upper bound follows.
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We show the lower Γ-limit to bound the energy functional, hence
Ef,θ(µ′, w′) ≤ sup
U∈N (µ′,w′)
lim inf
j∈N
inf
(µ,w)∈U
Ef,θj (µ,w).
We use the following approach. For all U ∈ N (µ′, w′), we construct (µU , wU ) ∈ U ⊂ Adm sat-
isfying Ef,θ(µU , wU ) ≤ lim infj∈N inf(µ,w)∈U Ef,θj (µ,w) using lower semicontinuity of the energy
functional in the relative topology (cf. Lemma 4.2). Hence Ef,θ(µ,w) ≤ supU∈N (µ′,w′)Ef,θ(µU , wU )
suffices. An appropriate choice of (UN )N∈N ⊂ N (µ′, w′) and applying Lemma 4.2 yields a sequence
(µUN , wUN )N∈N converging to (µ,w) s.t. lim infN∈NEf,θ(µUN , wUN ) < ∞ holds. Having such a
sequence, lower semicontinuity of the energy functional implies our claimed lower bound.
Thus let U ∈ N (µ′, w′) be fixed but arbitrary. For all j ∈ N, we choose elements (µj , wj) ∈ U
s.t. inf(µ,w)∈U E
f,θ
j (µ,w) = E(µ
j , wj) + 1j holds. We therefore obtain
lim inf
j∈N
inf
(µ,w)∈U
Ef,θj (µ,w) = lim inf
j∈N
Ef,θj (µ
j , wj)
and assume lim infj∈N E
f,θ
j (µ
j , wj) < ∞ without loss of generality since there is nothing to show
otherwise. Applying Lemma 4.2, we pass to a convergent subsequence and write (µU , wU ) for its
limit. Since convergence in Adm is convergence in the relative topology, lower semicontinuity ensures
(µU , wU ) ≤ lim infj∈NEf,θj (µj , wj) = lim infj∈N inf(µ,w)∈U Ef,θj (µ,w) as required.
It therefore suffices to show Ef,θ(µ,w) ≤ supU∈N (µ′,w′)Ef,θ(µU , wU ). Let (µ′, w′) be defined on
the closed intervall I ⊂ R and fix I0 ⊂ I dense and countable. Identifying N = I0, we have N ⊂ I
and use this to define
UN :=
∏
t∈I
Ut, Ut :=
{
B 1
N
(µ′(n))×B 1
N
(w′(n)) if t = n for 1 ≤ n ≤ N,
S(A) × L2(I, B∗)w else .
for all N ∈ N ⊂ I. By definition of the product topology, UN is open for all N ∈ N. Each UN
moreover contains (µ′, w′) by construction.
Without loss of generality, assume supU∈N (µ′,w′)Ef,θ(µU , wU ) <∞ holds. This already implies
lim infN∈NEf,θ(µUN , wUN ) <∞, and we pass to a converging subsequence (µUNk , wUNk ) with limit in
Adm by Lemma 4.2. However, w∗-limk∈N µUNk (n) = µ′(n) for all n ∈ N and w∗-limk∈N wUNk = w′ by
construction of the open sets and thus their closures. Since I0 ⊂ I densely, w∗-limk∈N µUNk (t) = µ′(t)
for all t ∈ I follows by absolute continuity. Applying lower semi-continuity, we obtain
Ef,θ(µ′, w′) ≤ lim inf
k∈N
Ef,θ(µUNk , wUNk ) ≤ sup
U∈N (µ′,w′)
Ef,θ(µU , wU )
and therefore our lower bound as claimed.
For all (µ′, w′) ∈ Adm, we thus have
sup
U∈N (µ′,w′)
lim sup
j∈N
inf
(µ,w)∈U
Ef,θj (µ
′, w′) ≤ Ef,θ(µ′, w′) ≤ sup
U∈N (µ′,w′)
lim inf
j∈N
inf
(µ,w)∈U
Ef,θj (µ,w)
from which Ef,θ = Γ-limEf,θj follows by standard theory. We are left to show
Ef,θU ≤ Ef,θ ≤ Ef,θL
allowing us to conclude by EL ≤ EU in analogy to the Γ-limit case.
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Observe Ef,θ ≤ Ef,θL by 2) in Theorem 3.1 and lower semicontinuity. Let (µ,w) ∈ Adm[a,b] be
fixed but arbitrary. Since Ef,θ(µ,w) ≤ EL(µ,w) ≤ EU (µ,w), we assume Ef,θ(µ,w) < ∞ without
loss of generality. This implies If,θ(µ(t), µ(t), w(t)) < ∞ for a.e. t ∈ [a, b], hence a uniform bound
on || incj(resjw)||B∗ by Theorem 3.1. Dominated convergence implies resj(µ,w) −→ (µ,w) in Adm.
From this, (resj(µ,w))j∈N ∈ C(µ,w) follows. As If,θj ≤ If,θ for all j ∈ N, we hence have
Ef,θU (µ,w) ≤ lim sup
j∈N
Ef,θj (resj(µ,w)) ≤ Ef,θ(µ,w).
Thus Ef,θU ≤ Ef,θ since (µ,w) ∈ Adm[a,b] is arbitrary.
4.2 Metric geometry of state spaces
We define dynamic transport distances of states associated to energy functionals and discuss the
resulting metric geometries (cf. Theorem 4.2). For a given dynamic transport distance, accessibil-
ity components are complete geodesic length-metric spaces (cf. Corollary 4.4). We briefly study
approximations of arbitrary minimisers by geodesics in the finite-dimensional (cf. Theorem 4.3).
Dynamic transport of states. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. We con-
sider an AF-A-bimodule structure (φ, ψ, γ) on B, quantum gradient ∇ : A0 −→ B0, symmetric
representing function f and θ ∈ (0, 1]. We moreover assume ||ω||1−θ < ∞ to hold. We use [11] as
standard reference for metric geometry.
Remark 4.6. We neither require symmetry of f nor ||ω||1−θ < ∞ to define dynamic transport
distances. However, Lemma 4.2 and Theorem 4.1 are necessary to discuss geodesics. The logarithmic
mean, our main example for θ = 1 considered in the sixth section, is symmetric.
Definition 4.9. For all µ0, µ1 ∈ S(A), we define
Adm(µ0, µ1) := {(µ,w) ∈ Adm[a,b](µ0, µ1) | a ≤ b in R}.
Notation 4.5. For all j ∈ N and µ0, µ1 ∈ S(Aj), we always write Admj(µ0, µ1) in the setting of the
restricted AF-Aj -bimodule structure on Bj with ∇j as quantum gradient.
Definition 4.10. The quantum optimal transport distance (or metric) of (∇, f, θ) is given by
Wf,θ∇ (µ0, µ1) := inf
Adm[0,1](µ0,µ1)
√
2Ef,θ(µ,w) ∈ [0,∞]
for all µ0, µ1 ∈ S(A).
In order to apply metric geometric theory, we require (S(A),Wf,θ∇ ) to be a length space for S(A)
equipped with the w∗-topology. We therefore define a natural length functional satisfying conditions
1) - 4) on p.27 in [11] and verify Wf,θ∇ to be its induced intrinsic distance.
Definition 4.11. For all (µ,w) ∈ Adm[a,b], we set
N f,θ(µ(t), w(t)) :=
√
If,θ(µ(t), µ(t), w(t))
for a.e. t ∈ [a, b]. The length functional Lf,θ : Adm −→ [0,∞] is given by
Lf,θ(µ,w) :=
∫ b
a
N f,θ(µ(t), w(t))dt.
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Proposition 4.8. Let ϕ : [c, d] −→ [a, b] be monotone and absolutely continuous. If we have
(µ,w) ∈ Adm[a,b](µ0, µ1), then (µ ◦ ϕ, ϕ˙ · (w ◦ ϕ)) ∈ Adm[c,d](µ0, µ1) and
Lf,θ(µ,w) = Lf,θ(µ ◦ ϕ, ϕ˙ · (w ◦ ϕ)).
Proof. Proved analogously to Proposition 4.6. Observe the square root N f,θ =
√
If,θ allows us to
avoid assuming existence of an almost everywhere defined inverse of ϕ˙.
Proposition 4.9. For all (µ,w) ∈ Adm[a,b], x ∈ A0 and s, t ∈ [a, b], we have
|(µ(t) − µ(s))(x)| ≤ 2−θ(||φ||θL1 + ||ψ||θL1)||ω||1−θLf,θ(µ,w)||∇x||B .
Proof. Stopping before applying Ho¨lder in the proof of Proposition 4.7 yields our claim.
Proposition 4.10. (Adm, Lf,θ) is a length structure for S(A) equipped with the w∗-topology.
Proof. By Proposition 4.8, Adm is a class of admissible paths in the sense of [11]. We readily see
Lf,θ to satisfy conditions 1) - 3) of length functionals on p.27 in [11]. The final and fourth condition
is equivalent to the following statement: if (µn)n∈N ⊂ S(A) and µ0 ∈ S(A) s.t.
lim
n∈N
inf
Adm(µ0,µn)
Lf,θ(µ,w) = 0,
then w∗-limµn = µ in S(A). This follows at once by Proposition 4.9.
The distance of µ0, µ1 ∈ S(A) given by the length structure (Adm, Lf,θ) is infAdm(µ0,µ1) Lf,θ(µ,w)
by definition. It moreover coincides with the induced intrinsic one by Proposition 2.4.1 in [11]. Thus
proving the standard representation
Wf,θ∇ (µ0, µ1) = inf
Adm[0,1](µ0,µ1)
Lf,θ(µ,w) = inf
Adm(µ0,µ1)
Lf,θ(µ,w)
shows Wf,θ∇ to be the intrinsic metric given by the length structure. For this, we require standard
parametrisations of admissible paths obtained by Proposition 4.11 and Lemma 4.3 below.
Proposition 4.11. For all (µ,w) ∈ Adm[a,b], we have Lf,θ(µ,w)2 ≤ (b − a)2Ef,θ(µ,w). Equality
holds if and only if t 7−→ N f,θ(µ(t), w(t)) is t-a.e. constant.
Proof. We reduce to [0, 1] by applying 4.8 to the left- and 4.6 to the right-hand side, using an affine
transformation as in Remark 4.5. Our claim follows by Jensen’s inequality.
Lemma 4.3. Let µ0 6= µ1 in S(A). If (µ,w) ∈ Adm[0,1](µ0, µ1) s.t. Lf,θ(µ,w) < ∞ holds, then
there exists (µ,w) ∈ Adm[0,1](µ0, µ1) satisfying
1) Lf,θ(µ,w) = Lf,θ(µ,w),
2) t 7−→ N f,θ(µ(t), w(t)) 6= 0 t-a.e. constant.
Proof. Note Lf,θ(µ,w) ∈ (0,∞) by hypothesis and set
ϕ(t) := ϕµ,w(t) := Lf,θ(µ,w)−1
∫ t
0
N f,θ(µ(s), w(s))ds
for all t ∈ [0, 1]. Since Lf,θ(µ,w) < ∞ holds, ϕ is montone and absolutely continuous. We reduce
to the strictly monotone case as follows.
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If ϕ is not strictly montone, then there exists an interval [c, d] ⊂ [0, 1] on which N f,θ(µ(s), w(s))
is almost everywhere zero. By the continuity equation and Proposition 4.9, µ|[c,d] is constant as well.
We may furthermore choose [c, d] to be maximal, i.e µ|I cannot be constant on I if [c, d] ⊂ I proper.
By µ0 6= µ1 and compactness of [0, 1], there exist finitely many non-intersecting maximal intervals
([cn, dn])1≤n≤N s.t.
i) µ|[cn,dn] is constant for all 1 ≤ n ≤ N ,
ii) µ|(a,b) is not constant for all (a, b) ⊂ ∪1≤n≤N [cn, dn].
In particular, dn < cn+1 for all 1 ≤ n ≤ N − 1. We set d1 := 0, cN+1 := 1 and consider the
family of non-constant paths ((µ,w)|[dn,cn+1])1≤n≤N . We reparametrise (µ,w)|[dn,cn+1] to [
n
N+1 ,
n+1
N+1 ]
for all 1 ≤ n ≤ N and concatenate all reparametrised segments to obtain an admissible path
(µ′, w′) ∈ Adm[0,1](µ0, µ1) of length Lf,θ(µ,w). As µ′ is not constant on any open interval in [0, 1]
by construction, ϕµ
′,w′ is strictly monotone.
The above construction leaves the length invariant, hence we assume ϕ := ϕµ,w to be strictly
montone without loss of generality. Thus ϕ is a homeomorphism onto [0, 1], hence ϕ−1 exists and
is monotone. By monotonicity, ϕ−1 has t-a.e. finite derivative and the chain rule holds for µ ◦ ϕ−1
upon testing with A0 by Corollary 4 in [58]. Using this, we immediately see
(µ,w) := (µ ◦ ϕ−1, Dϕ−1 · (w ◦ ϕ−1)) ∈ Adm[0,1](µ0, µ1)
and derive Lf,θ(µ,w) = Lf,θ(µ,w). To see the latter, apply Proposition 4.8 using ϕ to move from
left- to right-hand side of the identity. Having a.e. finite derivatives for ϕ, ϕ−1 and the identity
function lets us apply the chain rule to t = ϕ(ϕ−1(t)) by Theorem 2 in [58]. We use this to derive
the first identity in
Dϕ−1(t) =
1
ϕ˙(ϕ−1(t))
= Lf,θ(µ,w) · N f,θ(µ(ϕ−1(t)), w(ϕ−1(t)))
for a.e. t ∈ [0, 1]. Hence N f,θ(µ(t), w(t)) = Dϕ−1(t) · N (µ(ϕ−1(t)), w(ϕ−1(t))) = Lf,θ(µ,w) 6= 0 for
a.e. t ∈ [0, 1] by the above identity.
Remark 4.7. In the proof of Lemma 4.3, we alternatively show µ has constant non-zero metric
derivative. By minimality and finite length, we bound from below with the metric derivative to have
N f,θ(µ(t), w(t)) 6= 0 for a.e. t ∈ [0, 1].
Corollary 4.1. For all µ0, µ1 ∈ S(A), we have
Wf,θ∇ (µ0, µ1) = inf
Adm[0,1](µ0,µ1)
Lf,θ(µ,w) = inf
Adm(µ0,µ1)
Lf,θ(µ,w).
Proof. We have infAdm[0,1](µ0,µ1) L
f,θ(µ,w) = infAdm(µ0,µ1) L
f,θ(µ,w) by Proposition 4.8. In addi-
tion, either µ0 6= µ1 or all terms equal zero by Proposition 4.7 and Proposition 4.9. Proposition 4.11
furthermore shows
Wf,θ∇ (µ0, µ1) ≥ inf
Adm[0,1](µ0,µ1)
Lf,θ(µ,w).
On the other hand, Lemma 4.3 lets us take the infimum over all (µ,w) ∈ Adm[0,1](µ0, µ1)
s.t. t 7−→ N f,θ(µ(t), w(t)) is t-a.e. constant. Denoting the set of all such admissible paths by S, we
apply the second statement in Proposition 4.11 to obtain
Wf,θ∇ (µ0, µ1)
4.11≤ inf
S
Lf,θ(µ,w)
4.3
= inf
Adm[0,1](µ0,µ1)
Lf,θ(µ,w).
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Definition 4.12. Let µ0, µ1 ∈ S(A) s.t. Wf,θ∇ (µ0, µ1) < ∞ holds. In this case, we say that
(µmin, wmin) ∈ Adm[0,1](µ0, µ1) is a minimiser if it minimises the problem
inf
Adm[0,1](µ0,µ1)
Ef,θ(µ,w).
Corollary 4.2. If (µmin, wmin) is a minimiser, t 7−→ N f,θ(µmin(t), wmin(t)) is t-a.e. constant.
Proof. Assume µmin(0) 6= µmin(1) without loss of generality. If t 7−→ N f,θ(µmin(t), wmin(t)) is not t-
a.e. constant, then Lf,θ <
√
2Ef,θ(µ,w) by Proposition 4.11. The reparametrisation of (µmin, wmin)
given by Lemma 4.3 obtains equality, contradicting minimality.
Definition 4.13. For all µ0, µ1 ∈ S(A), let Geo(µ0, µ1) ⊂ Adm[0,1](µ0, µ1) be the set of all min-
imisers. We moreover set Geo := ∪µ0,µ1∈S(A)Geo(µ0, µ1).
Notation 4.6. Let j ∈ N. For all µ ∈ A∗+ and w ∈ B∗, µj := resj(µ) and wj := resj(w). We always
write Geoj in the setting of the restricted AF-Aj-bimodule structure on Bj with ∇j as quantum
gradient. For all µ0, µ1 ∈ S(A), let
Geoj(µ
0, µ1) := Geoj(µ
0(1Aj )
−1µ0j , µ
1(1Aj )
−1µ1j).
Proposition 4.12. Let j ≤ k in N.
1) We have inclusions Geoj
inckj−֒→ Geok
incj−֒→ Geo preserving length and energy.
2) For all µ0, µ1 ∈ S(Aj), we have Geo(µ0, µ1) resk−→ Geok(µ0, µ1) resjk−→ Geoj(µ0, µ1).
Proof. Estimate µ(a)(1Aj )
−1Ef,θj (resj(µ,w)) ≤ Ef,θ(µ,w) for all (µ,w) ∈ Adm and j ∈ N as in the
proof of Theorem 4.1, i.e. the case of k = ∞ in 2) of Proposition 4.5. The second claim follows by
minimality and Proposition 4.5, resp. the k =∞ case of its second statement, since µ0, µ1 ∈ S(Aj)
by hypothesis. The second claim moreover implies that inclusions cannot decrease distance between
states. In addition, Corollary 4.2 and Proposition 4.11 ensure energy and length preservation are
the same for minimisers. Thus our first claim follows by 1) in Proposition 4.5.
Theorem 4.2. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule struc-
ture on B, ∇ : A0 −→ B0 a quantum gradient, f a representing function and θ ∈ (0, 1]. Assume f
is symmetric and ||ω||1−θ <∞ holds.
1) (S(A),Wf,θ∇ ) is a length-metric space with topology stronger than the w∗-topology.
2) For all j ≤ k in N, we have isometries
(S(Aj),Wf,θ∇j )
inckj−֒→ (S(Ak),Wf,θ∇k )
inck−֒→ (S(A),Wf,θ∇ ).
3) Wf,θ∇ is w∗-lower-semi-continuous. For all µ0, µ1 ∈ S(A), we moreover have
Wf,θ∇ (µ0, µ1) = lim
j∈N
Wf,θ∇j (µ0(1Aj )−1µ0j , µ1(1Aj )−1µ1j).
4) If Wf,θ∇ (µ0, µ1) <∞ holds, then there exists a minimiser (µmin, wmin) ∈ Adm[0,1](µ0, µ1).
5) If (µmin, wmin) ∈ Adm[0,1](µ0, µ1) is a minimiser, then µmin is a geodesic.
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Proof. The first claim follows by Proposition 4.10 and Corollary 4.1, while the second one is an
immediate consequence of Proposition 4.12. We show the remaining claims in order.
We prove our third claim. For w∗-lower-semicontinuity, let w∗-limn∈N µn,l = µl for l ∈ {0, 1}
and assume lim infn∈NWf,θ∇ (µn,0, µn,1) < ∞ without loss of generality. We pass to a subsequence
satisfying Wf,θ∇ (µn,0, µn,1) <∞ for all n ∈ N and choose (µn, wn) ∈ Adm[0,1](µn,0, µn,1) s.t.
2E(µn, wn) =Wf,θ∇ (µn,0, µn,1) +
1
n
for all n ∈ N. Applying Lemma 4.2 and using w∗-convergence of marginals, we obtain a path
(µ,w) ∈ Adm[0,1](µ0, µ1) s.t. Wf,θ(µ0, µ1) ≤ E(µ,w) ≤ lim infn∈NWf,θ∇ (µn,0, µn,1) holds. To see
convergence of normalised restrictions, it therefore suffices to have
lim sup
j∈N
Wf,θ∇j (µ0(1Aj )−1µ0j , µ1(1Aj )−1µ1j) ≤ Wf,θ∇ (µ0, µ1)
for all µ0, µ1 ∈ S(A). Estimate µ(a)(1Aj )−1Ef,θj (resj(µ,w)) ≤ Ef,θ(µ,w) for all (µ,w) ∈ Adm and
j ∈ N as in the proof of Theorem 4.1, i.e. the case of k =∞ in 2) of Proposition 4.5. We have
µ(0)(1Aj )
−1Wf,θ∇j (µ0(1Aj )−1µ0j , µ1(1Aj )−1µ1j ) ≤ Wf,θ∇ (µ, η)
and conclude by limj∈N µ(0)(1Aj )−1 = 1 after applying lim supj∈N to both sides.
The fourth claim follows at once by Lemma 4.2. For the fifth one, note Corollary 4.1 implies
Wf,θ∇ (µmin(s), µmin(t)) ≤
∫ t
s
N f,θ(µmin(r), wmin(r))dr
for all s ≤ t in [0, 1]. If equality in the above estimate does not hold, there exists a minimiser
between µmin(s) and µmin(t) with strictly less length than (µmin, wmin)|[s,t]. Hence we have equality
by minimality. Minimality furthermore ensures t-a.e. constant speed by Corollary 4.2.
Accessibility components. We define accessibility components and give basic properties.
We refer to [11] for general results on accessibility components.
Definition 4.14. We say C ⊂ S(A) is accessible if Wf,θ∇ (µ0, µ1) < ∞ for all µ0, µ1 ∈ C. If there
furthermore exists no accessible C′ 6= C s.t. C ⊂ C′, then we call C an accessibility component of
S(A) and write C ⊂ (S(A),Wf,θ∇ ).
Corollary 4.3. Setting µ ∼ η if and only if there exists an accessibility component C satisfying
µ, η ∈ C defines an equivalence relation on S(A). In addition and for all µ, η ∈ S(A), µ ∼ η implies
µ(1Aj )
−1µj ∼ η(1Aj )−1ηj for all j ∈ N.
Proof. If µ0 ∈ C, then C = {µ1 ∈ S(A) | ∃ (µ,w) ∈ Adm[0,1](µ0, µ1) : Lf,θ(µ,w) < ∞} by
1) in Theorem 4.2 and maximality of accessibility components. Using this, we readily verify the
properties of an equivalence relation. If µ ∼ η, observe 3) in Theorem 4.2 immediately shows
µ(1Aj )
−1µj ∼ η(1Aj )−1ηj for almost all j ∈ N. By 2) in Proposition 4.5, this suffices.
Corollary 4.4. For all C ⊂ (S(A),Wf,θ∇ ), Lf,θ restricted to AdmC := ∪µ,η∈C Adm(µ, η) is a length
space structure. The resulting length-metric spaces are complete and geodesic.
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Proof. If µ0, µ1 ∈ C, then (µ,w) ∈ Adm(µ0, µ1) implies µ(t) ∈ C for all t ∈ I. To see this, rewrite
the accessibility component as in the proof of Corollary 4.3. We thus obtain a length space structure
(Lf,θ,AdmC) with induced intrinsic distance Wf,θ∇|C×C by 1) in Theorem 4.2. For geodicity, note 4)
in Theorem 4.2 applies to all µ, η ∈ C and observe the resulting minimiser lies in C.
For completeness, consider a Cauchy sequence (µn)n∈N ⊂ C ⊂ (S(A),Wf,θ∇ ). We pass to a w∗-
convergent subsequence using 1) in Theorem 4.2 and denote its limit by µ. To show ||µ|| = 1, observe
µn ∼ µm for all n,m ∈ N implies µn(1Aj ) = µm(1Aj ) for all n,m, j ∈ N. Thus µ(1Aj ) = µn(1Aj ) =
||µn|Aj ||A∗j for all n, j ∈ N by w∗-convergence. Fixing arbitrary n ∈ N, we therefore have
||µ||A∗ = lim
j∈N
||µ|Aj ||A∗j = limj∈N ||µ
n
|Aj ||A∗j = ||µn||A∗ = 1
and obtain µ ∈ S(A). Fix arbitrary ε > 0 and let n0 ∈ N s.t. Wf,θ∇ (µn, µm) < ε for all n,m ≥ n0 in
N. Applying w∗-lower-semicontinuity (cf. 3) in Theorem 4.2), we obtain
Wf,θ∇ (µ, µm) ≤ lim inf
n∈N
Wf,θ∇ (µn, µm) < ε
for all m ≥ n0. From this, limm∈NWf,θ∇ (µ, µm) = 0 follows.
Finite-dimensional approximation of minimisers. We have Geo0 := ∪j∈N Geoj ⊂ Geo
by Proposition 4.12. We understand the limit metric geometry by considering its finite-dimensional
restrictions, hence it is natural to study Geo0 ⊂ Geo ⊂ Adm in the relative topology.
Definition 4.15. Let µ0, µ1 ∈ S(A) s.t. Wf,θ∇ (µ0, µ1) <∞ holds. We call (µ,w) ∈ Geo(µ0, µ1) ap-
proximated in finite-dimensions if there exists a sequence (µj , wj) ∈ Geoj(µ0, µ1) having subsequence
converging to (µ,w) in Adm[0,1].
Theorem 4.3. For all µ0, µ1 ∈ S(A) s.t. Wf,θ∇ (µ0, µ1) <∞ holds, there exists (µ,w) ∈ Geo(µ0, µ1)
approximated in finite-dimensions.
Proof. By 3) and 4) in Theorem 4.2, Geoj(µ
0, µ1) 6= ∅ for all j ∈ N sufficiently large. Selecting
(µj , wj) ∈ Geoj(µ0, µ1) for almost all j ∈ N, we obtain lim infj∈NEf,θ(µj , wj) <∞ by 3) in Theorem
4.2. Hence there exists a convergent subsequence by Lemma 4.2. Since Ef,θ(µj , wj) = E
f,θ
j (µj , wj)
for all j ∈ N and the marginals w∗-converge appropriately by construction, Theorem 4.1 shows the
limit to be a minimiser as per our claimed.
5. ACCESSIBILITY COMPONENTS
Studying the metric geometry of a given quantum optimal transport distance requires restriction to
accessibility components. In finite dimensions and if θ < 2 holds, accessibility components consist of
all states having identical fixed part under the given heat semigroup. To obtain this, we associate to
each fixed state a submanifold in a compressed state space. The latter is the set of all states invariant
under compression with the carrier projection of the fixed state. Extension to infinite dimensions
requires assumptions on spectral gaps of the given Laplacian and fixed state.
In the first subsection, we discuss heat semigroups of quantum gradients. We show Laplacians
behave well under compression with carrier projections of fixed states. In the second subsection, we
apply this to define Riemannian metrics on associated submanifolds using quasi-entropies. Energy
functionals are recovered. In the third subsection, we describe accessibility components.
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5.1 Heat semigroups of quantum gradients
Studying heat semigroups of quantum gradients under compression yields Theorem 5.1, our substi-
tute for ergodicity. Lemma 5.2, used in the proof of Theorem 5.1, shows Laplacians behave well
under compression.
Faces of finite-dimensional state spaces. Let (A, τ) be a finite-dimensional tracial C∗-
algebra. We use [1] as standard reference for the convex geometry of state spaces. Results reg. faces
specialise general ones in [1]. Faces are norm closed by definition.
Remark 5.1. Let x ∈ A ∼= ⊕Nl=1Mnl(C) and Πim x the projection onto im x with x = Lx acting on
⊕Nl Cnl . Verify Πim x ∈ A by reducing to full matrix algebras, hence kerx = {y ∈ A | Πim xy = 0}.
Thus πim x ∼= LΠim x for the image projection πim x : L2(A, τ) −→ im x.
Proposition 5.1. For all µ ∈ S(A), carrierµ is the carrier projection of {µ} ⊂ S(A).
Proof. Use Remark 5.1, ergo Πim µ ∈ A with µ(Πim µ) = 1 = ||µ||A∗ . Further, p ≤ Πim µ implies
µ(p) < 1 if p 6= Πim µ is a projection in A. Thus Πim µ is the minimal projection in A s.t. µ(Πim µ) =
||µ||A∗ = 1. Hence πim µ = LΠim µ is the carrier projection of {µ} by Definition 3.20 in [1].
For all projections p ∈ A, pAp ⊂ A is a C∗-subalgebra. Hence each (pAp, τ|pAp) is a finite-
dimensional tracial C∗-algebra s.t. pAp ⊂ A = L2(A, τ) isometrically.
Definition 5.1. For all projections p ∈ A, Ap := pAp is its compression C∗-subalgebra and we equip
it with trace τ|Ap . Write Ap,+ := (Ap)+. For all µ ∈ S(A), carrierµ := πim µ and Aµ := Acarrierµ.
Proposition 5.2. For all projections p ∈ A, the set
FA(p) := {η ∈ S(A) | η ∈ Ap = 1} = {η ∈ S(A) | carrier η ≤ p} = S(Ap)
is a face of S(A). The map p 7−→ FA(p) from projections in A to faces of S(A) is an order-preserving
bijection. In particular, q ≤ p if and only if FA(q) ≤ FA(p) holds.
Proof. By 1) in Theorem 3.35 in [1], FA(p) = {η ∈ S(A) | η ∈ Ap = 1} is a face of S(A) and the map
p 7−→ FA(p) is an order-preserving bijection. Note τ(p)−1p ∈ S(A) with carrier τ(p)−1p = p. Using
||η||A∗ = 1 for all η ∈ S(A), 1) in Lemma 3.25 in [1] shows η ∈ Ap = 1 if and only if carrierη ≤ p.
Since p is the unit in Ap, S(Ap) ⊂ FA(p). If η ∈ S(A) with carrier η ≤ p, then 1) in Lemma 3.21 in
[1] shows µ = p · µ · p ∈ Ap. Thus S(Ap) = FA(p) as claimed.
Proposition 5.3. For all projections p, q ∈ A, we have
1) q ≤ p if and only if S(A(q)) ⊂ S(Ap),
2) q ≤ p if and only if A(q) ⊂ Ap.
Proof. The first claim is order preservation of the bijection. The second one follows from this since
τ−1(q)q ∈ S(A(q)) ⊂ S(Ap), hence q ∈ Ap if and only if q ≤ p.
Definition 5.2. Let E be a finite-dimensional normed vector space and K ⊂ E a norm closed
convex set. We call relintK := {µ ∈ K | ∀η ∈ K ∃t > 1 : tµ + (1 − t)η ∈ K} the relative interior
and ∂K := K \ relintK ⊂ E the relative boundary of K.
Proposition 5.4. For all projections p ∈ A, we have relintFA(p) = S(Ap) ∩GL(Ap).
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Proof. Note GL(Ap) ⊂ Ap norm open. Hence S(Ap)∩GL(Ap) ⊂ relintFA(p) since µ ∈ A∗+ invertible
if and only if there exists C > 0 s.t. µ(x∗x) ≥ Cτ(x∗x) for all x ∈ Ap. If µ ∈ S(Ap) is not
invertible, use carrierµ < p to define η := (τ(p)− τ(carrierµ))−1(p− carrierµ) ∈ S(Ap) and observe
(tµ+ (1− t)η)(x) = (1− t)η ∈ Aµ(x) for all x ∈ kerµ, t ∈ R. Since (1− t)η(x) < 0 for all t > 1 and
x ∈ kerµ, µ /∈ relintFA(p) because dimC kerµ ≥ 1 by hypothesis.
Remark 5.2. By Proposition 5.4, ∂S(Ap) = S(A) ∩ GL(Ap)c for all projections p ∈ A. Thus
FA(p) = {τ(p)−1p} and ∂S(Ap) = ∅ if Ap ∼= C. The latter holds if and only if dimC im p = 1.
The set GL(A) ∩ A∗+ is norm open in A∗h := {µ ∈ A∗ | ∀x ∈ A : µ(x∗x) ∈ R}. Since A∗h is
a real vector space, we equip GL(A) ∩ A∗+ with the affine manifold structure. Since we only use
finite-dimensionality of the C∗-algebra A, the analogous construction applies to each Ap.
Proposition 5.5. For all projections p ∈ A, relintFA(p) ⊂ GL(Ap)∩A∗p,+ is a submersed subman-
ifold with dimR FA(p) = dimRGL(Ap) ∩A∗p,+ − 1.
Proof. By Proposition 5.4, relintFA(p) = τ−1|GL(Ap)∩A∗p,+(1). Apply the Submersion theorem.
Definition 5.3. For all µ ∈ S(A), set FA(µ) := FA(carrierµ).
Proposition 5.6. For all projections p ∈ A, we have
1) FA(µ) = S(Ap) if µ ∈ relintFA(p),
2) FA(µ) ⊂ ∂S(Ap) if µ ∈ ∂S(Ap),
3) FA(µ) = {µ} if µ ∈ S(Ap) is pure.
Proof. If µ ∈ relintFA(p), then µ is invertible in Ap and carrierµ = p. If µ ∈ ∂S(Ap), then µ is not
invertible and carrierµ < p holds. Mapping projections to faces is bijective, hence 1) and 2) follow.
For the third, note µ is pure if and only if carrierµ has one-dimensional image.
Heat semigroups generated by Laplacians of quantum gradients. Let (A, τ) and (B,ω)
be tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule structure on B and∇ : A0 −→ B0 a quantum
gradient. Standard references [20] and [21] study C∗-derivations, C∗-Dirichlet forms and Markov
semigroups are discussed. Notes based on this are p.161-276 in [8].
Definition 5.4. We call ∆ := ∇∗∇ the Laplacian of ∇. For all j ∈ N, set ∆j := ∇∗j ∇j .
Proposition 5.7. For all j ∈ N, we have ∆|Aj = ∆j and πAj ∆ ⊂ ∆πAj .
Proof. Let j ∈ N. By Remark 2.10, we know ∆|Aj = ∆j . By 1) and 2) in Proposition 2.9, we have
πBj ∇ ⊂ ∇πAj and πAj ∇∗ ⊂ ∇∗πBj .
Definition 5.5. The heat semigroup h : [0,∞)× L2(A, τ) −→ L2(A, τ) of ∇ is ht(x) := e−t∆(x).
Notation 5.1. For all j ∈ N, we always write ∆j = ∇∗j ∇j and hjt = e−t∆j in the setting of the
restricted AF-Aj -bimodule structure on Bj with ∇j as quantum gradient.
Proposition 5.8. For all j ∈ N, h|Aj = hj and h ◦ πAj = πAj ◦ h.
Proof. Proposition 5.7 yields πAj ◦ h ⊂ h ◦ πAj . Boundedness implies identity.
We extend by dualisation. This requires standard forms of W ∗-algebras (cf. [8]), here the canon-
ical tracial form (L∞(A, τ), L2(A, τ), 1L∞(A,τ),∗ ) if τ < ∞ holds. Since we generally reduce to the
finite-dimensional case by Proposition 5.8, such canonical tracial forms suffice.
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Definition 5.6. For all µ ∈ A∗, t ∈ [0,∞) and x ∈ A0, we set ht(µ)(x) := µ(ht(x)).
Proposition 5.9. For all t ∈ [0,∞), the map in Definition 5.6 extends to a positivity preserving
w∗-continuous isometry ht : A∗ −→ A∗. We have
1) ht+s = ht ◦ hs for all t, s ∈ [0,∞),
2) ht(µ)j = ht(µj) for all µ ∈ A∗, t ∈ [0,∞) and j ∈ N,
3) ht(µ) ∈ A∗ ∩ L∞(A, τ) for all t ∈ [0,∞) if µ ∈ A∗ ∩ L∞(A, τ).
Proof. If A is unital with finite trace, then x 7−→ ||∇x||22 closes to the C∗-Dirichlet form of ∆. By
7) in Proposition 2.9, ∆(1A) = 0. Hence P is a Markovian semigroup for 1A (cf. Theorem 2.52 on
p.205 and Theorem 4.5 on p.229 in [8]). Thus in finite dimensions, h = {ht}t∈[0,∞) is a family of
w∗-continuous isometries with semigroup property.
For all t ∈ [0,∞) and j ∈ N, ||e−t∆j ||B(L2(Aj ,τ)) ≤ 1 since ∆ ≥ 0 holds. We therefore estimate
|µ(ht(x))| ≤ ||µ||A∗ ||x||A for all x ∈ A0 by Proposition 5.8. As ht(1Aj) = 1Aj for all t ∈ [0,∞) and
j ∈ N, each ht is an isometry since ||µ||A∗ = limj∈N µ(1Aj ) for all µ ∈ A∗+. Testing w∗-convergence
on A0 suffices. Positivity preservation is tested on A0 by 1) in Proposition 2.3.
Proposition 5.10. For all µ ∈ A∗, h(µ) := h∞(µ) := w∗-limt→∞ ht(µ) exists and yields positivity
preserving isometry h∞ : A∗ −→ A∗. We have
1) h(µ)j = h(µj) for all µ ∈ A∗ and j ∈ N,
2) h(µ) ∈ A∗ ∩ L∞(A, τ) if µ ∈ A∗ ∩ L∞(A, τ).
Proof. For all j ∈ N, ker∆j is the set of all fixed points of hj . Thus limt→∞ hjt (x) = πker∆j (x) for
all x ∈ Aj and j ∈ N. Hence limt→∞ ht(µ)(x) = µ(πker∆j (x)) for all x ∈ Aj and j ∈ N. This suffices
for existence of the w∗-limit since supt∈[0,∞),j∈N ||e−t∆j ||B(Aj) ≤ 1. The remaining properties follow
from the analogous ones in Proposition 5.9.
Definition 5.7. We say that ξ ∈ S(A) is a fixed state if h(ξ) = ξ. For all µ ∈ S(A), we call h(µ)
the fixed part of µ and h⊥(µ) := µ− h(µ) the image part.
Proposition 5.11. Let f be a symmetric representing function, θ ∈ (0, 1] and assume ||ω||1−θ <∞
to hold. If (µ,w) ∈ Adm, then h(µ(0)) = h(µ(1)). In particular, all states in the same accessibility
component have identical fixed part.
Proof. By Proposition 5.8 and normalising restrictions, assume A and B are finite-dimensional
without loss of generality. By the continuity equation, t 7−→ µ(t) is t-a.e. differentiable in norm
and we have µ˙(t) = ∇∗πim∇(w(t)) ∈ im ∆ for a.e. t ∈ [0, 1]. Since h(µ(0)) ∈ ker∆, we have
h(µ(t)) = h(µ(0)) for all t ∈ [0, 1].
For (L∞(A, τ), L2(A, τ), 1L∞(A,τ),∗ ), the infimum u∧ v is defined for all u, v ∈ L2(A, τ). Results
reg. wedge operation used are stated in Lemma 2.50 on p.204 of [8], resp. Lemma 4.4 in [20].
Proposition 5.12. Let A be unital. For all u, v ∈ L2(A, τ)h, u ∧ v = 0 implies u, v ∈ L2(A, τ)+
and the commutation relation uv = vu = 0.
Proof. Decomposition of x ∈ L2(A, τ)h into positive and negative part x = x+ − x− is unique. We
have x+, x− ≥ 0, x+x− = x−x+ = 0 and −x = x− − x+ by functional calculus. By Lemma 2.50 on
p.204 of [8], we have v− (u−v)− = u∧v = v∧u = u− (v−u)−. Thus if u∧v = 0, then u = (v−u)−
and v = (u− v)− = (v − u)+. Therefore u, v ≥ 0 and uv = (v − u)−(v − u)+ = 0 as claimed.
Remark 5.3. For all x ∈ L∞(A, τ) and u ∈ L2(A, τ), τ(x∗uu∗) = 〈xu, u〉τ . Thus ht(x)(uu∗) =
τ(ht(x)
∗uu∗) = 〈ht(x)u, u〉τ for all x ∈ A∗ ∩ L∞(A, τ), u ∈ A ∩ L2(A, τ) and t ∈ [0,∞).
47
Lemma 5.1. Let A be finite-dimensional. For all x ∈ A+ and u ∈ A, we have
1) τ(xuu∗) > 0 implies τ(ht(x)uu∗) > 0 for all t ∈ [0,∞),
2) the map t 7−→ ht(x, u) := ht(x)(uu∗) defined on (0,∞) is either identically zero or has at most
finitely many zeros in each open interval.
Proof. To show our first claim, we adapt Lemma 1 in [59]. For all positivity preserving operators
T ∈ B(A), we show 〈u, v〉τ > 0 implies 〈Tu, T v〉τ > 0 for all u, v ∈ A+. If u, v ∈ A+ s.t. 〈u, v〉τ =
τ(u∗v) > 0, then u ∧ v 6= 0 by Proposition 5.12 and faithfulness of the trace. Note u ≥ u ∧ v and
v ≥ u ∧ v by construction. Since T preserves positivity, 〈Tu, T v〉τ ≥ 0 for all u, v ∈ A+. Assuming
〈u, v〉τ > 0, we therefore estimate
〈Tu, T v〉τ = 〈Tu, T (u∧ v)〉τ + 〈Tu, T (v − u ∧ v)〉τ
≥ 〈Tu, T (u∧ v)〉τ = 〈T (u ∧ v), T (u ∧ v)〉τ + 〈T (u− u ∧ v), T (u ∧ v)〉τ
≥ T (u ∧ v), T (u ∧ v)〉τ > 0.
If x ∧ uu∗ = 0, then xuu∗ = 0 by Proposition 5.12 yet τ(xuu∗) > 0 by hypothesis. Hence
x ∧ uu∗ 6= 0. Let ε > 0 be maximal s.t. τ(ht(x)uu∗) > 0 for all t ∈ [0, ε). If ε = ∞ holds,
then there is nothing to show. If ε < ∞ holds, then τ(hε(x)uu∗) = 〈h ε2 (x), h ε2 (uu∗)〉τ > 0 as〈x, uu∗〉τ = τ(xuu∗) > 0 by hypothesis. This contradicts maximality, hence 1) follows. We use
Lemma 2 in [59] for the second claim: t 7→ ht(x, u) = 〈e−t∆(x)u, u〉τ ≥ 0 is analytic in the right half
plane, thus either h(x, u) = 0 or it has at most finitely many zeros in each open interval.
Definition 5.8. For all norm closed convex K ⊂ S(A), FixA(K) := {µ ∈ S(A) |h(µ) ∈ K}. For all
fixed states ξ ∈ S(A), set FixA(ξ) := FixA({ξ}).
Proposition 5.13. Let A be finite-dimensional. If K ⊂ S(A) is a face, then FixA(K) is a face.
Proof. If µ = tη0 + (1 − t)η1 ∈ FixA(K) for t ∈ (0, 1), then h(µ) = th(η0) + (1 − t)h(η1). Hence
h(η0), h(η1) ∈ K by hypothesis. Norm closedness follows by continuity of (µ, t) 7−→ ht(µ).
Lemma 5.2. Let A be finite-dimensional. For all µ ∈ S(A), we have
1) FixA(FA(h(µ))) = FA(h(µ)),
2) {ht(µ)}t∈(0,∞] ⊂ relintFA(h(µ)).
Proof. As FA(h(µ)) is a face, FixA(FA(h(µ))) is. By Proposition 5.2, FixA(FA(h(µ))) = S(Ap) for a
projection p ∈ A. Get ht(S(Ap)) ⊂ S(Ap) for all t ∈ [0,∞), hence ht(Ap,+) ⊂ Ap,+ for all t ∈ [0,∞)
and h(S(Ap)) ⊂ S(Ap). We show h(relintS(Ap)) ⊂ relintS(Ap). Consider η ∈ relintS(Ap). By
Proposition 5.4, η ∈ relintS(Ap) if and only if 〈ηu, u〉τ = τ(ηuu∗) > 0 for all u ∈ Ap. If η > 0 in
Ap, then 〈h(η)u, u〉τ = limt→∞〈ht(η)u, u〉τ = τ(ηh(uu∗)) > 0 by invariance of Ap,+ under h.
Hence FixA(FA(h(µ))) ⊂ ∂S(Ap) if h(µ) /∈ relintS(Ap). However, ∂S(Ap) ⊂ S(Ap) is proper.
Thus h(µ) ∈ relintS(Ap), ergo h(µ) > 0 in Ap and carrierh(µ) = p follows. This shows our first
claim. To see the second claim, use h(µ) > 0 to get t0 ≥ 0 s.t. ht(µ) ∈ relintS(Ap) for all t ∈ (t0,∞].
By testing with all u ∈ Ap, we apply 1) and 2) in Lemma 5.1 to have t0 = 0.
Corollary 5.1. Let A be finite-dimensional. For all µ ∈ S(A), we have
1) ht(Ah(µ)) ⊂ Ah(µ) for all t ∈ [0,∞],
2) ∆(Ah(µ)) ⊂ Ah(µ).
Proof. The proof of Lemma 5.2 shows ht(Ah(µ)) ⊂ Ah(µ) for all t ∈ [0,∞] by invariance of positive
elements. Differentiating at t = 0 from the right proves ∆(Ah(µ)) ⊂ Ah(µ).
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Theorem 5.1. For all µ ∈ S(A) and j ∈ N s.t. µj 6= 0, we have
{τ(µj)−1ht(µj)}t∈(0,∞] ⊂ relintFAj (τ(µj)−1h(µj)).
Proof. By Proposition 5.8, h|Aj = h
j for all j ∈ N. Apply 2) in Lemma 5.2 after normalising.
5.2 Riemannian metrics induced by quasi-entropies
In finite dimensions, each fixed state ξ of the heat semigroup defines a submersed submanifold
ϑ(ξ) ⊂ relintS(Aξ) with trivial tangent bundle. Each quasi-entropy defines a Riemannian metric
recovering quantum optimal transport (cf. Theorem 5.2).
Compressing with projections in ker∆. Let (A, τ) and (B,ω) be finite-dimensional tracial
AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule structure on B, ∇ : A −→ B a quantum gradient, f a
symmetric representing function and θ ∈ (0, 1].
Let p ∈ A be a projection. By Example 3.2, (Ap, Bp) is a bimodule restriction of (φ, ψ, γ). Since
γ(Bp) = Bp, it is a symmetric C
∗-bimodule equipped with the restricted inner product. We define
restricted multiplication and division (cf. Definition 3.5).
Definition 5.9. For all projections p ∈ A, set Bp := pBp. In this case, we equip Bp with the
Ap-bimodule action, 〈., .〉ω as inner product and γ as isometric involution.
Notation 5.2. Set Mx,y,p :=Mx,y,Ap for all self-adjoint x, y ∈ Ap and Dx,y,p := Dx,y,Ap if x, y > 0
in Ap. If x = y, then Mx,p :=Mx,x,p and Dx,p := Dx,x,p. For all x ∈ Ap, specp x := specApx.
Remark 5.4. By definition, p is unit in Ap. Thus 3) in Lemma 3.1 implies Dθx+αp⊥,y+βp⊥|Bp = Dθx,y,p
for all x, y > 0 in Ap and α, β > 0.
Proposition 5.14. Let p ∈ A be a projection and x ∈ A self-adjoint. If I ⊂ R is a closed interval
s.t. specx, specp pxp ⊂ I, then pg(x)p = g(pxp) for all f ∈ C(I).
Proof. Know g(x) ∈ C(spec x), g(pxp) ∈ C(specp pxp). By Stone-Weierstrass, get uniform approx-
imation limn∈N gn = g in C(I) by polynomials. Uniformity implies limn∈N gn(x) = g(x) in A and
limn∈N gn(pxp) = g(pxp) in Ap. We reduce to polynomials, which holds by p∗ = p and p1Ap = p.
Example 5.1. Consider s 7→ g(s) := s log s on R≥0. Note Ap,+ = Ap∩A+. If x ∈ Ap,+, then x = p2x
thus τ(x log x) = τ(p(x log x)p) = τ(pxp log pxp) by traciality and Proposition 5.14.
Remark 5.5. Example 5.1 shows the relative entropy w.r.t. τ is stable under compression. A detailed
discussion of quantum relative entropy is given in the sixth section.
Proposition 5.15. Let p ∈ A be a projection. For all x, y > 0 in Ap and u ∈ Bp, we have
1) If,θ(x, y, u) = 〈Dθx,y,p(u), u〉ω,
2) 0 <
(
infs∈specp x s
) θ
2 · ( inft∈specp y t) θ2 · ||u||2ω ≤ ||Mθx,y,p(u)||2ω.
Proof. As If,θA,B = If,θ by finite-dimensionality, 〈Dθx,y,p(u), u〉ω ≤ If,θ(x, y, u) by Lemma 3.3. For
all ε > 0, x+ εp⊥, y + εp⊥ > 0 in A. Using Remark 5.4, we obtain
〈Dθx,y,p(u), u〉ω = 〈Dθx+εp⊥,y+εp⊥(u), u〉ω = If,θ(x+ εp⊥, y + εp⊥, u), ε > 0
hence If,θ(x, y, u) ≤ 〈Dθx,y,p(u), u〉ω by l.s.c. of quasi-entropies. This proves our first claim. The
geometric operator mean is the minimal symmetric one by Theorem 4.5 in [42].
Joint functional calculus preserves order and mf (s, t) is a symmetric operator mean in dimension
one. Hence bound from below with the geometric operator mean to have our second claim.
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Proposition 5.15 shows quasi-entropies compress. We similarly have to restrict noncommutative
differential calculus induced by the quantum gradient to the compressed setting. In particular, we
require the chain rule to compress suitably.
Proposition 5.16. If ξ ∈ S(A) is a fixed state, then carrier ξ ∈ ker∆.
Proof. We know h is Markovian for 1A (cf. proof of Proposition 5.9). Hence carrier ξ ≤ 1A implies
h(carrier ξ) ≤ 1A. For all projections p ∈ A and x ∈ Ap, x ≤ 1A implies x ≤ p because p −
x = p(1A − x)p. Therefore h(carrier ξ) ≤ carrier ξ. As ξ is a fixed state, ht(Aξ) ⊂ Aξ for all
t ∈ [0,∞]. Since carrier ξ is the unit in Aξ and h preserves mass, h(carrier ξ) = carrier ξ + y for
y := πker τ (h(carrier ξ)). Using this, we obtain y = h(carrier ξ) − carrier ξ ≤ 0 while y ∈ ker τ . By
faithfulness of τ , y = 0 follows.
Proposition 5.17. For all projections p ∈ ker∆, ∇(Ap) ⊂ Bp and ∇p := ∇|Ap : Ap −→ Bp is a
symmetric C∗-derivation.
Proof. Using p ∈ ker∆ = ker∇, the Leibniz rule implies ∇(Ap) ⊂ Bp. Hence ∇p is a C∗-derivation
inheriting symmetry from ∇.
Proposition 5.18. Let p ∈ ker∇ be a projection, x ∈ Ap self-adjoint and I ⊂ R a closed interval
with specp x ⊂ I. If g ∈ C1(I) s.t. g(0) = 0, then ∇p g(x) = (Lx,p ⊗Rx,p)(Dg)(∇p x).
Proof. Follows by Proposition 5.17, using the same argument as Proposition 2.11.
Remark 5.6. As in Remark 2.9, we may modify g around zero if 0 /∈ specp x.
Submanifolds determined by fixed states. Let (A, τ) and (B,ω) be finite-dimensional
tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule structure on B and ∇ : A −→ B a quantum
gradient. Let ξ ∈ S(A) be a fixed state.
Definition 5.10. Set ∇ξ := ∇carrier ξ and ∆ξ := ∆|Aξ .
We always consider the real Hilbert space inner product on Aξ,h := {x ∈ Aξ | x∗ = x} given by
restriction of the GNS-inner product of τ . For this, note 〈x, y〉τ ∈ R if x, y ∈ Aξ,h.
Proposition 5.19. We have self-adjoint operator ∆ξ : Aξ −→ Aξ and im ∆ξ = im ∆ ∩Aξ. Setting
I(∆ξ) := im ∆ξ ∩ Aξ,h and K(∆ξ) := 〈carrier ξ〉⊥R ⊂ ker∆ξ ∩ Aξ,h, have orthogonal decomposition
Aξ,h = I(∆ξ)⊕ 〈carrier ξ〉R ⊕K(∆ξ).
Proof. By 2) in Corollary 5.1, ∆ξ : Aξ −→ Aξ self-adjoint. ∆(Ah) ⊂ Ah by symmetry of ∇ and 6)
in Proposition 2.9. The claimed decomposition follows. Verify im ∆ ∩Aξ ⊂ (ker∆ξ)⊥ = im ∆ξ and
use im ∆ξ ⊂ im ∆ ∩Aξ for the converse.
Remark 5.7. For all µ ∈ S(Aξ), Proposition 5.19 and µ(carrier ξ) = 1 implies existence of a unique
decomposition µ = ∆x+ τ(carrier ξ)−1 carrier ξ + y with x ∈ I(∆ξ) and y ∈ K(∆ξ).
Note relintS(Aξ) = relintFA(carrier ξ) since carrier ξ is unit in Aξ. By Proposition 5.5, consider
relintS(Aξ) ⊂ GL(Aξ) ∩A∗ξ,+ as submersed submanifold.
Proposition 5.20. FixA(ξ) ⊂ S(Aξ) and relintFixA(ξ) = relintS(Aξ) ∩ FixA(ξ).
Proof. FixA(FA(ξ)) = FA(ξ) = S(Aξ) by 1) in Lemma 5.2, hence FixA(ξ) ⊂ S(Aξ). For our second
claim, note relintS(A) ∩ FixA(ξ) ⊂ relintFixA(ξ) by definition. If µ ∈ relintFixA(ξ), then there
exists t > 1 s.t. tµ+ (1− t)ξ ≥ 0. Since ξ > 0 in Aξ, µ ≥ t−1t ξ > 0 in Aξ while t−1t > 0 holds.
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Definition 5.11. Let πK(∆ξ) : Aξ −→ K(∆ξ) be the orthogonal projection and define
ϑ(ξ) := (πK(∆ξ)| relintS(Aξ))
−1(ξ).
Notation 5.3. Given a smooth manifold X , we always write TX for its tangent bundle.
Proposition 5.21. We have submersed submanifold relint FixA(ξ) = ϑ(ξ) ⊂ relintS(Aξ) with
Tϑ(ξ) = relintFixA(ξ)× I(∆ξ) and dimR ϑ(ξ) = dimR relintS(Aξ)− (1 + dimRK(∆ξ)).
Proof. FixA(ξ) = ϑ(ξ) by Proposition 5.20. We show πK(∆ξ) restricted to relintS(Aξ) is a submer-
sion. Varying in K(∆ξ) does not change mass. For all µ ∈ relintS(Aξ) and v ∈ K(∆ξ), get ε > 0
s.t. µ + tv ∈ relintS(Aξ) for all t ∈ (−ε, ε). Thus each dµπK(∆ξ) is surjective. The Submersion
theorem implies ϑ(ξ) is submanifold of claimed dimension. By Remark 5.7, smooth paths vary in
all of I(∆ξ) but only in I(∆ξ). This proves Tϑ(ξ) = relint FixA(ξ)× I(∆ξ).
Riemannian metrics in finite dimensions. Let (A, τ) and (B,ω) be finite-dimensional
tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule structure on B, ∇ : A −→ B a quantum
gradient, f a symmetric representing function and θ ∈ (0, 1]. Let ξ ∈ S(A) be a fixed state.
Notation 5.4. We always write Bξ := Bcarrier ξ.
Proposition 5.22. We have ∇∗(Bξ) ⊂ Aξ and im∇∗|Bξ = im ∆ξ.
Proof. Note (ker∇∗)⊥ = im∇. For all u ∈ Bξ, write u = carrier ξ · u · carrier ξ to have ∇∗u =
∇∗(carrier ξπim ∇(u) carrier ξ) + ∇∗(carrier ξπker∇∗(u) carrier ξ). Since im∇ξ ⊂ Bξ, the first sum-
mand lies in Aξ by ∆(Aξ) ⊂ Aξ. Moreover, ker∇∗ ⊂ Bξ. Thus the second summand vanishes. This
shows our first claim, hence the second one as im ∆ξ = im ∆ ∩ Aξ by Proposition 5.19.
Definition 5.12. For all µ ∈ ϑ(ξ), define Sµ := ∇∗Mθµ∇ and Tµ :=Mθµ∇ on I(∆ξ).
We know ∆| im ∆ has spectrum bounded away from zero by finite-dimensionality. All µ ∈ ϑ(ξ)
have spectrum in Aξ bounded away from zero by Proposition 5.21.
Definition 5.13. Set σA(∆) := infλ∈spec∆| im ∆ . For all µ ∈ A+ ∩GL(Aξ), set
σA,ξ(µ) := σA(µ) :=
(
inf
s∈speccarrier ξ µ
s
)−1
.
Remark 5.8. For all x ∈ Aξ,h and u ∈ Bξ, 1) in Lemma 3.1 yields Mθx,ξ(u) =Mθx(u).
Proposition 5.23. For all µ ∈ ϑ(ξ), Sµ : im ∆ξ −→ im ∆ξ is invertible with
||S−1µ ||B(im ∆ξ) ≤ σA(∆)σA(µ)θ .
Proof. Mµ∇| im ∆ξ =Mµ,carrier ξ∇| im ∆ξ and Proposition 5.22 yield Sµ(im ∆ξ) ⊂ im ∆ξ. We obtain
〈Sµ(x), x〉τ = 〈Mθµ,carrier ξ∇x,∇x〉ω for all x ∈ Aξ. Apply 2) in Proposition 5.15.
Proposition 5.24. For all µ ∈ ϑ(ξ), S−1µ (I(∆ξ)) ⊂ I(∆ξ) and Tµ(I(∆ξ)) ⊂ I(∆ξ).
Proof. Since ∗ is an involution, it suffices to show Sµ(I(∆ξ)) ⊂ I(∆ξ) and Tµ(I(∆ξ)) ⊂ I(∆ξ). Note
∇ and ∇∗ intertwine ∗ and γ by symmetry, resp. 6) in Proposition 2.9. Since Mθµ ◦ γ = γ ◦Mθµ by
Proposition 3.3, we obtain our claim.
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Definition 5.14. For all µ ∈ ϑ(ξ) and x, y ∈ I(∆ξ), set gξµ(x, y) := 〈S−1µ (x), y〉τ .
Proposition 5.25. We have Riemannian metric gξ on ϑ(ξ) with
gξµ(x, x) = If,θ(µ, µ, TµS−1µ (x)) ≤ σA(∆)σA(µ)θ||x||2τ , µ ∈ ϑ(ξ), x ∈ I(∆ξ).
Proof. As µ 7→ Sµ is smooth from ϑ(ξ) to GL(B(im ∆ξ)), µ 7→ S−1µ is. Apply 1) in Proposition 5.15
to have the identity, and the upper bound on S−1µ in Proposition 5.23 to get the claimed bound. In
particular, S−1µ > 0 for all µ ∈ ϑ(ξ). By Proposition 5.24, gξ is real-valued.
Remark 5.9. We always equip ϑ(ξ) with gξ.
We show gξ is minimal. This is fundamental for Theorem 5.2. In this sense, gξ is the natural
Riemannian metric induced by the given quantum optimal transport distance.
Proposition 5.26. Let µ ∈ ϑ(ξ). For all x ∈ I(∆ξ), we have
1) x = ∇∗TµS−1µ (x),
2) If,θ(µ, µ, TµS−1µ (x)) ≤ If,θ(µ, µ, w) if w ∈ B s.t. x = ∇∗w,
3) equality in 2) if and only if w = TµS
−1
µ (x).
Proof. Note 〈∇∗TµS−1µ (x), y〉τ = 〈x, y〉τ for all y ∈ im ∆ξ. Since Tµ(im ∆ξ) ⊂ Bξ, we apply Propo-
sition 5.22 to have ∇∗TµS−1µ (im ∆ξ) ⊂ im ∆ξ. We get our first claim. For the second one, let w ∈ B
s.t. x = ∇∗w and set u := w − TµS−1µ (x) ∈ ker∇∗. Rewrite w = TµS−1µ (x) + u and calculate
If,θ(µ, µ, TµS−1µ (x) + u) = gξµ(x, x) + 2Re〈Dθµu, TµS−1µ (x)〉ω + If,θ(µ, µ, u).
Since DθµTµS−1µ (x) = ∇S−1µ (x), get Re〈Dθµu, TµS−1µ (x)〉ω = 0 by u ∈ ker∇∗. This shows our second
claim. To have the third one, use If,θ(µ, µ, u) > 0 if and only if u 6= 0.
Proposition 5.27. If µ : [a, b] −→ ϑ(ξ) absolutely continuous in the w∗-topology, then
1) (µ, TµS
−1
µ (µ˙)) ∈ Adm[a,b](µ(0), µ(1)),
2) E(µ, TµS
−1
µ (µ˙)) =
1
2
∫ b
a
gξµ(t)(µ˙(t), µ˙(t))dt <∞,
3) E(µ, TµS
−1
µ (µ˙)) ≤ E(µ,w),
4) we have equality in 3) if and only if w(t) = TµS
−1
µ (µ˙(t)) for a.e. t ∈ [a, b].
Proof. If µ˙(t) exists, then µ˙(t) = ∇∗TµS−1µ (µ˙(t)) by 1) in Proposition 5.26. Thus (µ, TµS−1µ (µ˙))
satisfies the continuity equation on [a, b] for ∇, showing our first claim. Applying Proposition 5.25
then Proposition 5.23 yields
If,θ(µ(t), µ(t), TµS−1µ (µ˙(t))) = gξµ(t)(µ˙(t), µ˙(t)) ≤ σA(∆)σA(µ(t))θ
for a.e. t ∈ [a, b]. Since t 7→ µ(t) is continuous, supt∈[a,b] σ(µ(t))θ <∞ holds. This shows our second
claim. The third and fourth one are implied at once by 2) and 3) in Proposition 5.26.
Lemma 5.3 below ensures admissible paths with marginals in ϑ(ξ) are approximated by smooth
paths with identical marginals. We prove 2) in Lemma 5.3 by translating the proof of Lemma 3.30
in [44] to our setting.
Definition 5.15. For all µ ∈ ϑ(ξ) and x ∈ I(∆ξ), set Θ(µ, x) := TµS−1µ (x).
Remark 5.10. For all µ ∈ ϑ(ξ) and x ∈ I(∆ξ), Θ(µ, x) ∈ I(∆ξ) by Proposition 5.24.
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Lemma 5.3. Let µ0, µ1 ∈ ϑ(ξ) and (µ,w) ∈ Adm[0,1](µ0, µ1) s.t. Ef,θ(µ,w) <∞.
1) If {µ(t)}t∈[0,1] ⊂ ϑ(ξ), then there exists a sequence µn : [0, 1] −→ ϑ(ξ) of smooth paths s.t.
1.1) (µn,Θ(µn, µ˙n)) −→ (µ,Θ(µ, µ˙)) in Adm,
1.2) limn∈NEf,θ(µn,Θ(µ˙n)) = Ef,θ(µ,Θ(µ˙)) ≤ Ef,θ(µ,w).
2) There exists a sequence (µn, wn) ∈ Adm(µ0, µ1) s.t.
2.1) {µn(t)}t∈[0,1],n∈N ⊂ ϑ(ξ),
2.2) (µn, wn) −→ (µ,w) in Adm,
2.3) limn∈NEf,θ(µn, wn) = Ef,θ(µ,w).
Proof. We show 1) by convolution using the one-dimensional heat kernel at time n ∈ N after testing
on Aξ. Set µ(t) := µ(0) if t < 0 and µ(t) := µ(1) if t > 1 holds. For all x ∈ Aξ and t ∈ R, we set
ϕn(t) :=
1√
4πn
e−
|t|2
4n , (µ ∗ ϕn)(t)(x) :=
∫ ∞
−∞
µ(s)(x)
1√
4πn
e−
|t−s|2
4n ds.
Since ϕn > 0 and
∫
ϕn = 1 for all n ∈ N, µn := (µ ∗ ϕn)|[0,1] yields smooth path into ϑ(ξ) for all
n ∈ N. Thus get 1.1) in the statement by construction. Since Θ is smooth on ϑ(ξ), we have
lim
n∈N
If,θ(µn(t), µn(t),Θ(µn(t), (µ ∗ ϕ˙n)(t)) = If,θ(µ(t), µ(t),Θ(µ(t), µ˙(t)))
for a.e. t ∈ [0, 1]. For all t ∈ [0, 1] and n ∈ N, get µn(t) ≥ ∫ 1
0
σ(µ(s))−1 1√
4πn
e−
|t−s|2
4n ds. Thus
σ(µn(t)) ≤
(∫ 1
0
σ(µ(s))−1
1√
4πn
e−
|t−s|2
4n ds
)−1
in each case, hence have uniform bound of quasi-entropies by Proposition 5.25. Apply dominated
convergence to get 1.2) in the statement.
We adapt Lemma 3.30 in [44] to our setting. We therefore construct two types of perturbed
paths and concatenate them. For all t ∈ [0, 1] and ε > 0, we define
µε(t) := (1− ε)µ(t) + ε · ξ
and note µε(t) ∈ ϑ(ξ) in each case since ξ > 0 in Aξ. Set vε(t) := (1 − ε)w(t) for all t ∈ [0, 1] and
ε ≥ 0. This yields (µε, vε) ∈ Adm[0,1]. For all t ∈ [0, 1], ε ≥ 0 and k ∈ {0, 1}, we set
µk,ε(t) := (1− t)µ(k) + tµε(k)
with µk,ε(t) ∈ ϑ(ξ) in each case as µ(k) > 0 in Aξ. For all 0 < δ < 1, µ0, µ1 > 0 in Aξ implies
existence of Cδ > 0 s.t. µ
ε(k) ≥ Cδ carrier ξ for all ε ∈ [0, δ], k ∈ {0, 1}. Hence µk,ε(t) ≥ Cδ carrier ξ
in each case. Note ddtµ
k,ε(t) = µε(k)− µ(k) = ε(ξ − µ(k)) and set vk,ε(t) := εΘ(ξ − µ(k)). By 1) in
Proposition 5.27, we obtain (µk,ε, vk,ε) ∈ Adm(µ0, µ1) in each case.
Fix 0 < δ < 1. Let t ∈ [0, 1], ε ∈ [0, δ] and k ∈ {0, 1}. By construction, we have
Ef,θ(µε, vε) ≤ (1− ε)Ef,θ(µ,w)
using convexity of quasi-entropies (cf. Theorem 3.1). Since µk,ε(t) ≥ Cδ carrier ξ, we are able to
estimate σ(µk,ε(t)) ≤ C−1δ . Using this, we obtain
Ef,θ(µk,ε, vk,ε) ≤ ε2σA(∆)C−θδ ||ξ − µ(k)||2τ
by Proposition 5.25. For all ε ∈ [0, δ], we define the concatenated path
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(µε, wε)(t) :=


(µ0,ε, ε−1v0,ε)( t
ε
) if t ∈ [0, ε],
(µε, (1− 2ε)−1vε)( t−ε1−2ε ) if t ∈ (ε, 1− ε),
(µ1,ε, ε−1v1,ε)(1−t
ε
) if t ∈ (1− ε, 1].
We have {µn(t)}t∈[0,1],n∈N ⊂ ϑ(ξ) and (µε, wε) ∈ Adm(µ0, µ1) for all ε ∈ [0, δ] by construction, as
well as limε→0(µε, wε) = (µ,w) in Adm. Hence 2.1) and 2.2) in the statement hold.
We show convergence of energies. Rescaling as per Remark 4.5 yields
Ef,θ(µε, wε) = ε−1Ef,θ(µ0,ε, v0,ε) + (1− 2ε)−1Ef,θ(µε, vε) + ε−1Ef,θ(µ1,ε, v1,ε),
hence applying the above energy estimates shows
Ef,θ(µε, wε) ≤ 2εσA(∆)C−θδ ||ξ − µ(k)||2τ +
1− ε
1− 2εE
f,θ(µ,w)
for all ε ∈ [0, δ]. Thus limε→0Ef,θ(µε, wε) ≤ Ef,θ(µ,w). Knowing this, we obtain 2.3) in the
statement by lower semicontinuity of Ef,θ (cf. Lemma 4.2).
Theorem 5.2. Wf,θ∇ restricted to ϑ(ξ) is the distance induced by gξ.
Proof. The distance dξ of gξ uses Ef,θ by Proposition 5.25 but minimises over fewer paths. Hence
Wf,θ∇ ≤ dξ. By 2) in Lemma 5.3, admissible paths with marginals in ϑ(ξ) are approximated by
admissible paths in ϑ(ξ) with the same marginals. Applying 1) in Lemma 5.3 shows it suffices to
consider admissible paths in ϑ(ξ). Thus dξ ≤ Wf,θ∇ , therefore Wf,θ∇ = dξ as claimed.
5.3 Spectral gaps and description of accessibility components
We discuss spectral gaps in the AF-setting, in particular of Laplacians of quantum gradients and
fixed states. Assuming spectral gaps, Lemma 5.5 gives distance bounds of states with identical fixed
part while Theorem 5.3 describes accessibility components.
Spectral gaps in the AF-setting. Let H = ∪j∈NHj ||.||H be a Hilbert space with {Hj}j∈N
ascending chain of finite-dimensional subspaces. Let T be a self-adjoint positive unbounded operator
on H s.t. ∪j∈NHj ⊂ DomT and T (Hj) ⊂ Hj for all j ∈ N. For all j ∈ N, Tj := T|Hj ≥ 0 in B(Hj).
Example 5.2. Laplacians of quantum gradients satisfy the conditions on T by Remark 2.1. If (A, τ)
is a tracial AF-C∗-algebra, then all Lµ, Rη ∈ B(L2(A, τ)) for µ, η ∈ A0 ∩ A∗+ satisfy the conditions
for a.e. j ∈ N. This suffices for our discussion.
Definition 5.16. Set σHj (Tj) := (infs∈specTj\{0} s)
−1 for all j ∈ N and σH(T ) := supj∈N σHj (Tj).
Remark 5.11. For all j ∈ N, specTj \ {0} is the spectrum of Tj restricted to its image. Hence
Definition 5.16 subsumes Definition 5.13 by 2) in Lemma 5.4 for ∆.
Lemma 5.4. Let T be a self-adjoint positive unbounded operator on H s.t. ∪j∈NHj ⊂ DomT and
T (Hj) ⊂ Hj for all j ∈ N. We have
1) σHj (Tj) ≤ σHk(Tk) for all j ≤ k in N,
2) limj∈N σHj (Tj) = σH(T ) = (infs∈specT| ker⊥ s)
−1,
3) σ(T ) ≤ C−1 for all C > 0 s.t. specT| kerT⊥ ⊂ [C,∞).
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Proof. Using an orthonormal eigenbasis as per Remark 2.10, comparing eigenvalues shows σHj (Tj) ≤
σHk (Tk) for all j ≤ k in N. Hence limj∈N σHj (Tj) = σH(T ). Note kerT⊥ = im T if and only if T−1
is bounded. Verify σH(T ) = ||T−1||B(kerT⊥) using the orthonormal eigenbasis. Get
||T−1||B(kerT⊥) =
(
inf
s∈specT
| kerT⊥
s
)−1
by functional calculus.
Remark 5.12. For all j ≤ k in N, B(Hj) ⊂ B(Hk) is non-unital if Hj 6= Hk. We may therefore have
σHj (T|Hj ) < σHk (T|Hk), hence require Definition 5.16.
Describing accessibility components. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. We
consider an AF-A-bimodule structure (φ, ψ, γ) on B, quantum gradient ∇ : A0 −→ B0, symmetric
representing function f and θ ∈ (0, 1]. We moreover assume ||ω||1−θ <∞ to hold.
Definition 5.17. We say ∆ has spectral gap if σA(∆) := σL2(A,τ)(∆) <∞.
Example 5.3. Assume the setting of Example 2.7. Consider orthonormal eigenbasis {ej}j∈N of the
self-adjoint unbounded operator D on H . Using this, Hj := 〈e1, . . . , ej〉C and Aj = A(Hj) for all
j ∈ N. We have Aj ∼= ⊗jk=1M2(C) with τj ∼= 2−j ⊗ tr (cf. p.228 in [49]). The C∗-isomorphism is
given as follows. For all j ∈ N, set V (ej) := a(ej)a(ej)∗−a(ej)∗a(ej) and let Eknm be the (n,m)-unit
matrix of M2(C) in the k-th factor for 1 ≤ k ≤ j. Letting
Eknm =


a(ek)a(ek)
∗ if n = m = 1,
a(ek)
∗a(ek) if n = m = 2,
a(ek)V (e1) · · ·V (ek−1) if n = 1, m = 2,
a(ek)
∗V (e1) · · ·V (ek−1) if n = 2, m = 1.
for each j ∈ N generates the C∗-isomorphism. Indexed over 1 ≤ n,m ≤ 2 and 1 ≤ k < ∞, the set
of all products of Eknm yields orthonormal basis of L
2(A(H), τ).
For all j ∈ N, let νj be the eigenvalue of ej . By construction, we have
∇a(ej) = d
dt |t=0
e−itνja(ej) = νja(ej), ∇(a(ej))∗ = (∇a(ej)∗) = −iνja(ej)
for all j ∈ N. Hence ∇a(ej)a(ej)∗ = ∇a(ej)∗a(ej) = 0 and thus ∇V (ej) = 0 for all j ∈ N.
Note ∇∗ = −∇. Using orthonormal basis of tensor product generators, we see all eigenvalues λ
of ∆ take form λ = |∑Nl=1 νjl −∑Mr=1 νjr |2 with N,M ∈ N depending on the eigenvalue. If there
exists C > 0 and sequence {aj}j∈N ⊂ N s.t. νj = Caj for all j ∈ N, then λ ≥ C2 if λ 6= 0 since∑N
l=1 νjl ,
∑M
r=1 νjr ∈ N. In this case, ∆ has spectral gap by 3) in Lemma 5.4.
Definition 5.18. We say a fixed state ξ ∈ S(A) has spectral gap if
σA(ξ) := lim inf
j∈N
σAj ,τ(ξj)−1ξj (τ(ξj)
−1ξj) <∞.
Remark 5.13. Suppress τ(ξj)
−1ξj in the subscript. Note σA(ξ) = lim infj∈N σAj (ξj). If ξ ∈ A0, then
σA(ξ) = σL2(A,τ)(Lξ). If A is strongly unital, then σL2(A,τ)(Lξ) = σAj (ξ) for all j ∈ N s.t. ξ ∈ Aj .
Example 5.4. If τ <∞, then τ(1L∞(A,τ))−11L∞(A,τ) is fixed state having spectral gap.
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Definition 5.19. SFix>0 (A) is the set of all fixed states having spectral gap. For all ξ ∈ SFix>0 (A), we
set S2,ξ(A) := {µ ∈ S(A) | h(µ) = ξ, h⊥(µ) ∈ L2(A, τ)}.
Proposition 5.28. Let ξ ∈ SFix>0 (A). Setting d2,ξ(µ, η) := ||µ− η||τ for all µ, η ∈ S2,ξ(A) defines a
finite distance on S2,ξ(A).
Proof. Since µ− η = h⊥(µ) − h⊥(η) ∈ L2(A, τ), our claim follows by properties of the norm.
Lemma 5.5. Assume ∆ has spectral gap. If ξ ∈ SFix>0 (A), then
Wf,θ∇ (µ, η) ≤
(
1− θ
2
)−1
σA(∆)
1
2 σA(ξ)
θ
2
(
ε
θ
2 ||h⊥(µ)||τ + ε− θ2 ||(1 − ε)h⊥(µ)− h⊥(η)||τ
)
<∞
for all µ, η ∈ S2,ξ(A) and ε ∈ (0, 1].
Proof. We adapt the proof of Proposition 9.2 in [15]. For all ε, t ∈ [0, 1], we set
µε := (1 − ε)µ+ εξ, ηε(t) := (1− t)η + tµε.
For all t ∈ [0, 1], ξ = h(µε) = h(ηε(t)). For all j ∈ N and ε, t ∈ [0, 1], we have ηεj (t) ≥ tεξj in
Aξj by construction and µj , ηj ∈ Aξ by Theorem 5.1. Since ξj > 0 in Aξj for all j ∈ N, we have
σAj (η
ε
j (t)) ≤ tεσAj (ξj). By applying Proposition 5.23, we obtain
S−1ηεj (t) ≤ σAj (∆j)(tε)
−θσAj (ξ)
θI ≤ σA(∆)(tε)−θσAj (ξ)θI
for all j ∈ N and ε, t ∈ (0, 1]. We set wεj (t) := Θ(τ(ηj)−1ηεj (t), τ(ηj)−1(µεj − ηj)) for all j ∈ N and
ε, t ∈ (0, 1]. For all j ∈ N and ε > 0, (τ(ηj)−1ηεj , wεj ) ∈ Adm(τ(ηj)−1ηεj , µεj) by arguing as for 1) in
Proposition 5.27. Note ηεj (t) ∈ GL(Aξj ) t-a.e. in each case suffices. Using the length functional to
bound the distance, we obtain
Wf,θ∇j (τ(ηj)−1ηj , τ(µj)−1µεj) ≤ σA(∆)
1
2 σAj (ξ)
− θ2 ε−
θ
2 ||τ(µj)−1µεj − τ(ηj)−1ηj ||τ
∫ 1
0
t−
θ
2 dt
for all j ∈ N and ε ∈ (0, 1]. We have ∫ 1
0
t−
θ
2 dt = (1 − θ2 )−1 < ∞ since θ < 2. For all j ∈ N and
ε ∈ (0, 1], we obtain
Wf,θ∇j (τ(ηj)−1ηj , τ(µj)−1µεj) ≤ (1−
θ
2
)−1σA(∆)
1
2σAj (ξ)
θ
2 ε−
θ
2 ||τ(µj)−1µεj − τ(ηj)−1ηj ||τ .
Since h⊥(µε) = (1 − ε)h⊥(µ) ∈ L2(A, τ), have µε − η = (1 − ε)h⊥(µ) − h⊥(η) ∈ L2(A, τ) for all
ε ∈ (0, 1]. Applying 3) in Theorem 4.2 yields
Wf,θ∇ (η, µε) ≤ (1−
θ
2
)−1σA(∆)
1
2σA(ξ)
θ
2 ε−
θ
2 ||µε − η||τ <∞.
We estimate Wf,θ∇ (µ, µε) similarly for all ε ∈ (0, 1]. For all ε ∈ (0, 1] and j ∈ N, let µj(t) := µtj
and set wj(t) := Θ(τ(µj)
−1µtj , τ(µj)
−1h⊥(µj)) for all t ∈ (0, ε]. Arguing as above yields
Wf,θ∇ (µ, µε) ≤ (1−
θ
2
)−1σA(∆)
1
2 σA(ξ)
θ
2 · ε θ2 ||h⊥(µ)||τ
for all ε ∈ (0, 1]. Note we integrate over (0, ε) in each case, hence rescale. Due to this, we have ε θ2
instead of ε−
θ
2 in the estimate. By triangle inequality, we obtain
Wf,θ∇ (µ, η) ≤
(
1− θ
2
)−1
σA(∆)
1
2 σA(ξ)
θ
2
(
ε
θ
2 ||h⊥(µ)||τ + ε− θ2 ||(1 − ε)h⊥(µ)− h⊥(η)||τ
)
<∞
for all ε ∈ (0, 1].
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Corollary 5.2. Assume ∆ has spectral gap and ξ ∈ SFix>0 (A). If µ ∈ S2,ξ(A) and {µn}n∈N ⊂ S2,ξ(A)
s.t. limn∈N d2,ξ(µ, µn) = 0, then limn∈NWf,θ∇ (µ, µn) = 0.
Proof. We have ||.||τ -limn∈N h⊥(µn) = h⊥(µ) by hypothesis. Applying Lemma 5.5 yields
0 ≤ lim sup
n∈N
Wf,θ∇ (µ, µn) ≤
(
1− θ
2
)−1
σA(∆)
1
2σA(ξ)
θ
2 · 2ε θ2 ||h⊥(µ)||τ <∞
for all ε > 0. Let ε→ 0 to obtain our claim.
Definition 5.20. For all fixed states ξ ∈ S(A), let C(ξ) ⊂ (S(A),Wf,θ∇ ) s.t. ξ ∈ C(ξ).
Theorem 5.3. Assume ∆ has spectral gap. For all ξ ∈ SFix>0 (A), we have
1) Wf,θ∇ restricted to S2,ξ(A) is finite and d2,ξ-continuous,
2) C(ξ) = {µ ∈ FixA(ξ) | ∃η ∈ S2,ξ(A) : Wf,θ∇ (µ, η) <∞}.
Proof. Lemma 5.5 shows Wf,θ∇ is finite on S2,ξ(A). By Corollary 5.2 and 1) in Theorem 4.2, d2,ξ-
convergence implies w∗-convergence. As Wf,θ∇ is w∗-lower-semi-continuous by 3) in Theorem 4.2, it
is d2,ξ-lower-semi-continuous on S2,ξ(A). We obtain d2,ξ-upper-semicontinuity by triangle inequality
and Corollary 5.2. Since C(ξ) ⊂ FixA(ξ) by Proposition 5.11 and ξ ∈ S2,ξ(A) by h⊥(ξ) = 0, finiteness
of Wf,θ∇ on S2,ξ(A) shows our characterisation of C(ξ).
Corollary 5.3. Assume ∆ has spectral gap. Each (S2,ξ(A), d2,ξ) is a complete metric space.
Proof. Since ∆ has spectral gap, im ∆ is closed. Moreover, ||µ − η||τ = ||h⊥(µ) − h⊥(η)||τ for all
µ, η ∈ S2,ξ(A). Accessibility components are Wf,θ∇ -complete by Corollary 4.4, hence d2,ξ-continuity
of Wf,θ∇ implies our claim.
Corollary 5.4. Let A and B be finite-dimensional. For all fixed states ξ ∈ S(A), we have
1) Wf,θ∇ restricted to C(ξ) is ||.||A-continuous,
2) C(ξ) = S2,ξ(A) = FixA(ξ) = ϑ(ξ)||.||A.
Proof. All assumptions in Theorem 5.3 are satisfied by finite-dimensionality. In particular, all fixed
states lie in SFix>0 (A) hence S2,ξ(A) = FixA(ξ). Apply Theorem 5.3.
6. QUANTUM WASSERSTEIN GEOMETRY
Noncommutative L2-Wasserstein distances are obtained by letting f represent the logarithmic mean
and setting θ = 1. In this case, the noncommutative chain rule implies ∇ log x = Dx∇p for all
x ∈ L1(A, τ)+ ∩ A∇ s.t. x > 0 in A. The analogous identity holds in each compressed finite-
dimensional case by Proposition 5.17. Applying Theorem 5.1, the heat flow of states having finite
relative entropy yields finite energy paths. Mirroring the commutative setting, this relates heat
semigroup, EVIλ-gradient flow of the relative entropy and lower Ricci bounds.
In the first subsection, we discuss quantum relative entropy and study the logarithmic mean
setting. We derive Euler-Lagrange equations in finite dimensions, used to link heat flow and Hessian
of quantum relative entropy. In the second subsection, we apply this link to give equivalent conditions
for the heat semigroup to be EVIλ-gradient flow of the relative entropy. This allows definition and
study of lower Ricci bounds, yielding an approach lifting functional inequalities known in finite
dimensions.
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6.1 The logarithmic mean setting
We discuss relative entropy for tracial AF-C∗-algebras, not assuming finite trace. Elements in the
proper domain are densities (cf. Theorem 6.1). We give the logarithmic mean setting, showing finite
energy of heat flow paths on finite entropy states (cf. Theorem 6.2). We derive Euler-Lagrange
equations in finite dimensions (cf. Theorem 6.3), applying them to link heat flow and Hessian of the
relative entropy (cf. Lemma 6.3).
Relative entropy for tracial AF-C∗-algebras. Let (A, τ) be a tracial C∗-algebra and U(A)
its universal envelopingW ∗-algebra with universal representation πU : A −→ B(HU ) over a separable
Hilbert space HU (cf. [62]). We use [50] as standard reference for the relative entropy of positive
functionals on a C∗-algebra, i.e. the quantum or Araki’s relative entropy (cf. [5], [6]).
Definition 6.1. Let E be a Banach space, V ⊂ E a linear subspace and I ⊂ R ∪ {∞} an open
interval. We write L(I, V ) for the space of step functions from I to E with image in V . For all
F ∈ L(I, V ), set F⊥ := idE −F .
Remark 6.1. A completely positive map of W ∗-algebras is normal if and only if it is w∗-continuous.
Bounded positive functionals and ∗-homomorphisms are completely positive maps. Finally, the
concatenation of order preserving normal maps is normal. For details, we refer to [62].
We consider A ⊂ U(A) and A ⊂ L∞(A, τ) canonically. By universal property, there exists a
unique normal ∗-homomorphism ϕ : U(A) −→ L∞(A, τ) s.t. ϕ|A = idA. Thus ϕ is surjective by
density of A0. For all µ ∈ A∗+, we have unique normal extension µ¯ ∈ U(A)∗+. Each such extension
has norm ||µ||A∗ = µ¯(1U(A)). Setting τ¯ := τ ◦ ϕ with proper domain ϕ−1(Dom τ), we induce a
normal semi-finite trace on U(A) since ϕ is a surjective normal ∗-homomorphism. Note τ¯ is not
faithful in general. Moreover, A0 ⊂ Dom τ¯ since τ(A0) <∞ by hypothesis.
Definition 6.2. The relative entropy Ent(µ, τ) of µ ∈ A∗+ w.r.t. τ is
sup
n∈N
sup
F∈L(( 1
n
,∞),U(A))
{
µ¯(1U(A)) logn−
∫ ∞
1
n
t−1(µ¯(F⊥(t)∗F⊥(t)) + t−1τ¯ (F (t)F (t)∗))dt
}
.
We have the functional Entτ := Ent(., τ) : A∗+ −→ [−∞,∞].
Remark 6.2. If τ is finite, then τ is a positive functional on L∞(A, τ) and Definition 6.2 is Kosaki’s
formula (cf. Theorem 5.11 and p.93 in [50]). We extend to include non-unital cases, in particular
Example 2.6 and Example 2.8.
To calculate the relative entropy, we may replace U(A) with A0 in Definition 6.2.
Proposition 6.1. For all µ ∈ A∗+, Ent(µ, τ) equals
sup
n∈N
sup
F∈L(( 1
n
,∞),A0)
{
||µ||A∗ logn−
∫ ∞
1
n
t−1(µ¯(F⊥(t)∗F⊥(t)) + t−1τ(F (t)F (t)∗))dt
}
.
Proof. We want to replace U(A) with A0 in Definition 6.2. This however follows at once by weak
density A0 ⊂ U(A) and normality of the trace.
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Remark 6.3. For all n ∈ N, we have
sup
F∈L(( 1
n
,∞),A0)
{
||µ||A∗ logn−
∫ ∞
1
n
t−1(µ¯(F⊥(t)∗F⊥(t)) + t−1τ(F (t)F (t)∗))dt
}
= ||µ||A∗ logn− inf
F∈L(( 1
n
,∞),A0)
{∫ ∞
1
n
t−1(µ¯(F⊥(t)∗F⊥(t)) + t−1τ(F (t)F (t)∗))dt
}
.
Proposition 6.2. For all µ ∈ A∗+, we have
1) Ent(µj , τj) ≤ Ent(µk, τk) for all j ≤ k in N,
2) Ent(µ, τ) = limj∈N Ent(µj , τj) = supj∈N Ent(µj , τj).
Proof. For all n ∈ N and j ≤ k in N, we have L(( 1
n
,∞), Aj) ⊂ L(( 1n ,∞), Ak) since Aj ⊂ Ak by
hypothesis. For all µ ∈ A∗j,+ and x ∈ Aj , we furthermore have
µ((1Ak − x)∗(1Ak − x)) = µ((1Aj − x)∗(1Aj − x))
since (1Ak − x)∗(1Ak − x) = 1Ak − 1Aj + (1Aj − x)∗(1Aj − x) and µ(1Ak − 1Aj) = 0 by simple
calculation. Taken together, this implies
inf
F∈L(( 1
n
,∞),Ak)
∫ ∞
1
n
t−1(µ(F⊥(t)∗F⊥(t)) + t−1τ(F (t)F (t)∗))dt
≤ inf
F∈L(( 1
n
,∞),Aj)
∫ ∞
1
n
t−1(µ(F⊥(t)∗F⊥(t)) + t−1τ(F (t)F (t)∗))dt
for all n ∈ N. From this, our first claim follows by ||µj ||A∗ ≤ ||µk||A∗ once we rewrite the inner
supremum in the definition of the relative entropy as per Remark 6.3. We keep the inner supremum
rewritten to show the second claim. Note A0 = ∪j∈NAj shows L( 1n , A0) = ∪j∈NL( 1n , Aj) for all
n ∈ N. By ||µj ||A∗ ≤ ||µ||A∗ , we have
Ent(µ1, τ1) ≤ . . . ≤ Ent(µj , τj) ≤ . . . ≤ Ent(µk, τk) ≤ . . . ≤ Ent(µ, τ)
for all j ≤ k in N. Since limj∈N µ(1Aj ) = ||µ||A∗ by positivity, we see
sup
j∈N
Ent(µj , τj) = lim
j∈N
Ent(µj , τj) = S(µ, τ)
for all µ ∈ A∗+.
Proposition 6.3. The following statements hold.
1) µ 7−→ Ent(µ, τ) is convex and w∗-lower-semi-continuous.
2) Ent(λµ, τ) = λEnt(µ, τ) + ||µ||A∗λ log λ for all λ > 0.
3) If τ, µ ∈ S(A), then Ent(µ, τ) ≥ 0 with Ent(µ, τ) = 0 if and only if µ = τ .
4) If τ <∞ and µ ∈ S(A) ∩ L∞(A, τ), then Ent(µ, τ) = τ(µ log µ).
5) If µ ∈ S(A), then Ent(µ, τ) = limj∈N Ent(µ(1Aj )−1µj , τj).
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Proof. If τ is finite, then 1) to 4) are well-known properties of the relative entropy (cf. [50]). By
2) in Proposition 6.2, the first two claims extend to non-finite τ . To see the fifth claim, note
Ent(µ(1Aj )
−1µj , τj) = µ(1Aj )
−1 Ent(µj , τj) + logµ(1Aj )
−1 for all j ∈ N. Hence Ent(µ, τ) =
limj∈N Ent(µj , τj) and limj∈N µj(1Aj ) = ||µ||A∗ = 1 show our claim.
We show Ent(µ, τ) < ∞ implies µ ∈ L1(A, τ). For this, we study normal extensions of states
on A to L∞(A, τ) in Lemma 6.1. The proof of Theorem 6.1 readily follows by exploiting values of
states and τ on projections in U(A). This idea is already present on p.94 in [50].
Lemma 6.1. For all µ ∈ A∗+, the following statements are equivalent.
1) There exists a normal extension of µ to L∞(A, τ).
2) For all projections p ∈ U(A), τ¯(p) = 0 implies µ¯(p) = 0.
3) We have kerϕ ⊂ ker µ¯.
Proof. Since τ is faithful and p ≥ 0 by definition, τ¯(p) = 0 if and only if ϕ(p) = 0. Moreover, kerϕ
is a W ∗-subalgebra since ϕ is a normal ∗-homomorphism. Furthermore, ker µ¯ is w∗-closed. Thus
equivalence of 2) and 3) follows since W ∗-algebras are weakly generated by their projections.
Assume µ has a normal extension to L∞(A, τ), denoted by µ˜ in this proof. As ϕ|A = idA after
identifying A with its image under the inclusions, we have µ¯|A = µ˜ ◦ ϕ|A. Since A weakly generates
both W ∗-algebras in use, this extends to µ¯ = µ˜ ◦ ϕ using normality of all maps involved. Let
p ∈ U(A)∩ ker τ¯ be a projection. Faithfulness ensures ϕ(p) = 0, hence µ¯(p) = µ˜(ϕ(p)) = 0. Thus 1)
implies 2) in the statement.
We show the converse. Surjectivity of ϕ ensures ϕ−1(x) 6= ∅ for all x ∈ L∞(A, τ). For all
x ∈ L∞(A, τ), choose y ∈ ϕ−1(x) and set µ˜(x) := µ¯(y). Since kerϕ ⊂ kerµ, µ˜ is independent of
choice. Linearity and positivity are immediately verified. By positivity, we obtain ||µ˜|| = ||µ¯|| = ||µ||
since ϕ is unital. Thus µ˜ is an extension of µ to L∞(A, τ). We verify normality.
Given w∗-converging net {xi}i∈I ⊂ L∞(A, τ), set x := w∗-limi∈I xi and assume {xi}i∈I ⊂ A by
weak density without loss of generality. Thus xi ∈ A ⊂ U(A) with ϕ(xi) = xi for all i ∈ I. By
w∗-convergence, {xi} ⊂ A uniformly bounded. By ||µ˜|| = ||µ||, supi∈I |µ˜(xi)| < ∞. Let I0 ⊂ I be
arbitrary subnet s.t. limi∈I0 µ˜(xi) exists. Select subnet I1 ⊂ I0 s.t. {xi}i∈I1 ⊂ U(A) w∗-convergent
and set x1 := limi∈I1 xi. By normality of ϕ, ϕ(x1) = x. For all i ∈ I, ϕ(xi) = xi implies
µ˜(xi) = µ¯(xi) = µ(xi). Normality of µ¯ thus yields
lim
i∈I0
µ˜(xi) = lim
i∈I1
µ˜(xi) = lim
i∈I1
µ¯(xi) = µ¯(x1) = µ˜(x)
for arbitrary I0. Thus {µ˜(xi)}i∈I ⊂ C has unique accumulation point, hence supi∈I |µ˜(xi)| < ∞
yields limi∈I µ˜(xi) = limi∈I0 µ˜(xi) = µ˜(x) by compactness. By Remark 6.1, µ˜ is normal.
Theorem 6.1 is well-known for τ <∞ (cf. [50]). Extending to non-finite traces additionally covers
Example 2.6 and Example 2.11.
Definition 6.3. Set DomEnt := {µ ∈ S(A) | Ent(µ, τ) <∞}.
Notation 6.1. We suppress τ in our notation of the domain.
Theorem 6.1. If (A, τ) is a tracial AF-C∗-algebra, then DomEnt ⊂ L1(A, τ).
Proof. L1(A, τ) are the normal bounded functionals on L∞(A, τ) (cf. Proposition 7.9), i.e. µ is
normal if and only if there exists x ∈ L1(A, τ)+ s.t. x♭ = µ. Let µ ∈ S(A) with no normal
extension. By Lemma 6.1, there exists projection p ∈ U(A) s.t. τ¯(p) = 0 and µ¯(p) 6= 0. Let C > 0
s.t. Cµ¯(p) > 2−1||µ||A∗ . For all n ∈ N and t ∈ ( 1n ,∞), set Fn(t) := Cp. Using this, we estimate
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Ent(µ, τ) ≥ sup
n∈N
{
||µ||A∗ logn−
∫ n
1
n
t−1(µ¯(1U(A) − Cp))dt
}
.
Since
∫ n
1
n
t−1(µ¯(1U(A) − Cp))dt = (||µ||A∗ − Cµ¯(p)) · 2 logn, we get
Ent(µ, τ) ≥ sup
n∈N
(2Cµ¯(p)− ||µ||A∗) log n =∞.
The general setting. Let (A, τ) and (B,ω) be tracial AF-C∗-algebras. We consider an AF-
A-bimodule structure (φ, ψ, γ) on B and quantum gradient ∇ : A0 −→ B0.
Set f(s) = s−1log s for all s ∈ (0,∞). Note f(1) = 1. The logarithmic mean is defined as
mlog(s, t) := f(st
−1)t =
s− t
log s− log t , s, t ∈ (0,∞).
We rewrite mlog(s, t) =
∫ 1
0
sαt1−αdα. In particular, f(s) = mlog(s, 1). For all 0 ≤ α ≤ 1, s 7→ sα is
operator monotone. Hence f is operator monotone. Note f(s−1)s = f(s) for all s ∈ (0,∞). Thus f
is a symmetric representing function and mlog = mf .
Definition 6.4. We call mlog the logarithmic mean and f(s) =
s−1
log s , defined on (0,∞), its repre-
senting function. We say that we are in the logarithmic mean setting if f is the representing function
of the logarithmic mean and θ = 1 holds.
Remark 6.4. By construction, m−1log(s, t) = (D log)(s, t) for all s, t ∈ (0,∞).
Proposition 6.4. Assume the logarithmic mean setting.
1) If x ∈ L1(A, τ)+ ∩ A∇ s.t. x > 0 in A, then ∇ log x = Dx∇x.
2) Let A and B be finite-dimensional. Moreover, let ξ ∈ S(A) be a fixed state. If x ∈ A s.t. x > 0
in Aξ, then ∇ log x = Dx,carrier ξ∇x.
Proof. Using Remark 6.4. Our first claim follows by Proposition 2.11. For our second claim, we
apply Proposition 5.18, 2) in Corollary 3.1 and 2) in Lemma 3.1 in order.
Remark 6.5. Operator differentiable functions are discussed in [52]. We use the notation and results
therein to prove Lemma 6.2. Let H be a separable Hilbert space. For all S ∈ B(H) s.t. S > 0 and
T ∈ B(H), the bounded operator d log S(T ) ∈ B(H) is given by
d log S(T ) =
d
dt |t=0
logS(t)
for arbitrary norm Fre´chet differential path t 7−→ S(t) ∈ B(H)+ ∩GL(B(H)) s.t. S˙(0) = T . For all
S > 0 and T ∈ B(H), we have ∫ 10 Sαd log S(T )S1−αdα = T .
Lemma 6.2. Assume the logarithmic mean setting. Let A and B be finite-dimensional, ξ ∈ S(A)
fixed state and (µ,w) ∈ Adm[a,b] s.t. µ(t) ∈ ϑ(ξ) for all t ∈ [a, b].
1) For a.e. t ∈ [a, b], we have τ(µ(t) ddt logµ(t)) = 0.
2) If w(t) ∈ Bξ for a.e. t ∈ [a, b], then
d
dt
τ(µ(t) log µ(t)) = 〈Dµ(t),carrier ξw(t),∇µ(t)〉ω , a.e. t ∈ [a, b].
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Proof. Finite-dimensionality of A yields Ent(µ(t), τ) = τ(µ(t) log µ(t)) by 4) in Proposition 6.3. We
have µ(t) > 0 in Aξ by hypothesis. Example 5.1 thus shows logµ(t) is obtained by functional
calculus in Aξ. We consider Aξ as Hilbert space equipped with ||.||τ .
By Remark 6.5, d
dt
logµ(t) = d logµ(t)(µ˙(t)) for a.e. t ∈ [a, b]. Since τ is trace and µ(t) ≥ 0 for
all t ∈ [a, b], we have
d
dt
τ(µ(t) log µ(t)) = τ(µ(t)d logµ(t)(µ˙(t))) =
∫ 1
0
τ(µ(t)1−αd logµ(t)(µ˙(t))µ(t)
α)dα = τ(µ˙(t))
for a.e. t ∈ [a, b] by the integral characterisation of d log in Remark 6.5. Since µ˙(t) ∈ ker τ if
the derivative exists, our first claim follows. Knowing this, µ˙(t) = ∇∗w(t) for a.e. t ∈ [a, b] and
Proposition 5.18 implies our second claim.
Corollary 6.1. Assume the logarithmic mean setting. Let A and B be finite-dimensional. For all
fixed states ξ ∈ S(A), µ ∈ FixA(ξ) and t ≥ 0, we have
1) d
dt
Ent(ht(µ), τ) = −τ(∆ht(µ) log ht(µ)),
2) gξht(µ)(∆ht(µ),∆ht(µ)) = − ddt Ent(ht(µ), τ).
Proof. Since ht(µ) > 0 in Aξ by Theorem 5.1, our first claim follows by 1) in Lemma 6.2. Us-
ing 2) in Proposition 6.4, ∆x = ∇∗Mx,carrier ξ∇ log x if x > 0 in Aξ. We thus have ∆ht(µ) =
Θ(ht(µ),∆ht(µ))
−1(log ht(µ)) for all t ∈ (0,∞). Traciality implies
gξ
ht(µ)
(∆ht(µ),∆ht(µ)) = 〈log ht(µ),∆ht(µ)〉τ = τ(∆ht(µ) log ht(µ)), t ∈ (0,∞).
Theorem 6.2. Assume the logarithmic mean setting. For all µ ∈ DomEnt and t ∈ [0,∞), we have
Wf,1∇ (µ, ht(µ)) ≤
t
2
(
Ent(µ, τ) − Ent(ht(µ), τ)
)
<∞.
Proof. For all j ∈ N and t ∈ [0,∞], know ht(µ)j = ht(µj). Thus
Wf,1∇ (µ, ht(µ)) = lim
j∈N
Wf,1∇j (µ(1Aj )−1µj , µ(1Aj )−1ht(µj)), t ∈ [0,∞]
by 3) in Theorem 4.2. For all t ∈ [0,∞], 5) in Proposition 6.3 shows
Ent(µ, τ)− Ent(ht(µ), τ) = lim
j∈N
Ent(µ(1Aj )
−1µj , τj)− Ent(µ(1Aj )−1ht(µj), τj).
Hence our claim follows if for all t ∈ (0,∞) and a.e. j ∈ N, we have
Wf,1∇j (µ(1Aj )−1µj , µ(1Aj )−1ht(µj)) ≤
t
2
(
Ent(µ(1Aj )
−1µj , τj)− Ent(µ(1Aj )−1ht(µj), τj)
)
.
Without loss of generality, assume A and B are finite-dimensional. By Theorem 5.1, ht(µ) > 0 in
Aξ for all t ∈ (0,∞). Arguing as in 1) in Proposition 5.27, up to rescaling we obtain admissible path
by µ(t) := ht(µ) for all t ∈ [0,∞) and w(t) := Θ(ht(µ),−∆ht(µ)) for all t ∈ (0,∞). Proposition 5.25
yields If,1(µ(t), µ(t), w(t)) = gξ
ht(µ)
(−∆ht(µ),−∆ht) for all t ∈ (0,∞). Knowing this, we rescale
and apply 2) in Corollary 6.1 to have
Wf,1∇ (µ, ht(µ)) ≤
t
2
(
Ent(µ, τ)− Ent(ht(µ), τ)
)
, t ∈ [0,∞).
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Corollary 6.2. For all µ ∈ S(A) and t ∈ [0,∞], we have
1) Ent(µ, τ) ≥ Ent(ht(µ), τ),
2) ht(µ) ∈ DomEnt if µ ∈ DomEnt.
Proof. If µ ∈ DomEnt and t < ∞, both claims follow by Wf,1∇ ≥ 0 and Theorem 6.2. Use w∗-
lower-semicontinuity for t = ∞. In particular, our claims hold for µ ∈ S(A) if A and B are
finite-dimensional. Reducing to the latter, 5) in Proposition 6.3 implies the general case.
Riemannian geometry in finite dimensions. Let (A, τ) and (B,ω) be finite-dimensional
tracial AF-C∗-algebras, (φ, ψ, γ) an AF-A-bimodule structure on B, ∇ : A −→ B a quantum
gradient. We assume the logarithmic mean setting. Let ξ ∈ S(A) be a fixed state.
Remark 6.6. mlog(s, t) =
∫ 1
0 s
αt1−αdα andm−1log(s, t) =
∫∞
0 (s+α1)
−1(t+α1)−1dα for all s, t ∈ (0,∞).
Proposition 6.5. For all x, y ∈ Aξ and u ∈ Bξ, we have
1) Mx,y,carrier ξ(u) =
∫ 1
0
φ(x)αuψ(y)1−αdα,
2) Dx,y,carrier ξ(u) =
∫∞
0 (φ(x) + α1B)
−1u(ψ(y) + α1B)−1dα if x, y > 0 in Aξ.
Proof. Since mlog(s, t) =
∫ 1
0 s
αt1−αdα, our first claim follows from 1) in Lemma 3.1. As m−1log(s, t) =∫∞
0 (s+ α1)
−1(t+ α1)−1dα, 3) in Lemma 3.1 yields the second claim.
Definition 6.5. Let µ ∈ ϑ(ξ).
1) For all x ∈ Aξ and u ∈ Bξ, set Λµ(x, u) := Λφµ(x, u) + Λψµ (x, u) where
Λφµ(x, u) :=
∫ ∞
0
(φ(µ) + s1B)
−1φ(x)(φ(µ) + s1B)−1u(ψ(µ) + s1B)−1ds,
Λψµ (x, u) :=
∫ ∞
0
(φ(µ) + s1B)
−1u(ψ(µ) + s1B)−1ψ(x)(ψ(µ) + s1B)−1ds.
2) For all u, v ∈ Bξ, set Λ∗µ(u, v) := Λφ,∗µ (u, v) + Λψ,∗µ (u, v) where
Λφ,∗µ (u, v) := φ
∗
(∫ ∞
0
(φ(µ) + s1B)
−1v(ψ(µ) + s1B)−1u∗(φ(µ) + s1B)−1ds
)
,
Λψ,∗µ (u, v) := ψ
∗
(∫ ∞
0
(ψ(µ) + s1B)
−1u∗(φ(µ) + s1B)−1v(ψ(µ) + s1B)−1ds
)
.
Remark 6.7. Let E be a Banach ∗-algebra and t 7−→ S(t) ∈ GL(E) Fre´chet differentiable. Using a
Neumann series, we calculate d
dt |t=0S(t)
−1 = −S(0)−1 · d
dt |t=0S(t) · S(0)−1.
Proposition 6.6. For all µ ∈ ϑ(ξ), x ∈ I(∆ξ) and u, v ∈ Bξ, we have
1) 〈Λµ(x, u), v〉ω = 〈x,Λ∗µ(u, v)〉τ ,
2) (dµDµ,carrier ξ)(x)(u) = −Λµ(x, u),
3) 〈(dµDµ,carrier ξ))(x)(u), v〉ω = −〈x,Λ∗µ(u, v)〉τ .
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Proof. The identities 〈Λφµ(x, u), v〉ω = 〈x,Λφ,∗µ (u, v)〉τ and 〈Λψµ (x, u), v〉ω = 〈x,Λψ,∗µ (u, v)〉τ are veri-
fied directly. From this, our first claim follows. For the second one, use 2) in Proposition 6.5 to write
Dµ,carrier ξ(u) =
∫∞
0 (φ(µ) + α1B)
−1u(ψ(µ) + α1B)−1dα. Upon differentiating, we apply the Leibniz
rule to reduce to inverse elements and use Remark 6.7. The second, hence third claim follows.
Lemma 6.3. For all µ ∈ ϑ(ξ) and x, y, z ∈ I(∆ξ), we have
〈dµ(S−1µ )(x)(y), z〉τ = −〈x,Λ∗µ(Θ(µ, y),Θ(µ, z))〉τ .
Proof. S−1µ = (∇∗Mµ,carrier ξ∇)−1 and Mµ,carrier ξ = D−1µ,carrier ξ by definition. We calculate
dµ(S
−1
µ )(x)(y) = −S−1µ ∇∗dµMµ,carrier ξ(x)(∇S−1µ y)
= S−1µ ∇∗MµdµDµ,carrier ξ(x)(Mµ∇S−1µ y)
= −S−1µ ∇∗MµΛµ(x,Mµ∇S−1µ y)
applying Remark 6.7 for the first two identities and 2) in Proposition 6.6 for the third one. Note we
use Mµ,carrier ξ = Mµ on Bξ in our calculation above. Since Tµ = Mµ∇ and Θ(µ, .) = TµS−1µ by
definition, applying 3) in Proposition 6.6 yields
〈dµ(S−1µ )(x)(y), z〉τ = −〈Λµ(x,Θ(µ, y)),Θ(µ, z)〉ω = −〈x,Λ∗µ(Θ(µ, y),Θ(µ, z))〉τ .
Theorem 6.3. Let ξ ∈ S(A) be a fixed state. A smooth path µ : [0, 1] −→ ϑ(ξ) satisfies the
Euler-Lagrange equations of the energy functional induced by gξ if and only if
d
dt
S−1µ(t)(µ˙(t)) = −
1
2
Λ∗µ(t)(Θ(µ(t), µ˙(t)),Θ(µ(t), µ˙(t))), t ∈ [0, 1].
Proof. We consider the first variation of the energy. Since Tϑ(ξ) is trivial with fibre I(∆ξ), it
suffices to test on variations µ(t, ε) = µ(t) + εη(t) for η ∈ C∞0 ([0, 1], I(∆ξ)) and ε ∈ (−δ, δ) with
δ > 0 suitably small. Given such variation, apply Lemma 6.3 for the first identity and symmetry of
the real inner product for the second one in
d
dε |ε=0
∫ 1
0
gξµ(t,ε)(µ˙(t) + εη˙(t), µ˙(t) + εη˙(t))dt
=
∫ 1
0
2gξ
µ(t)(µ˙(t), η˙(t))− 〈η(t),Λ∗µ(t)(Θ(µ(t), µ˙(t)),Θ(µ(t), µ˙(t)))〉τdt
=−
(∫ 1
0
2〈 d
dt
S−1µ(t)(µ˙(t)), η(t)〉τ + 〈Λ∗µ(t)(Θ(µ(t), µ˙(t)),Θ(µ(t), µ˙(t))), η(t)〉τdt
)
.
Notation 6.2. We always write Hessµ Ent(x) for the Hessian of µ 7→ Ent(µ, τ) on ϑ(ξ) evaluated at
µ ∈ ϑ(ξ) and x ∈ Tµϑ(ξ).
Corollary 6.3. For all µ ∈ ϑ(ξ) and x ∈ I(∆ξ), we have
Hessµ Ent(x) = −〈1
2
Λ∗µ(Θ(µ, x),Θ(µ, x)),∆µ〉τ + gξµ(x,∆x).
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Proof. For all µ ∈ ϑ(ξ) and x ∈ I(∆ξ), use logµ ∈ Aξ and apply 2) in Proposition 6.4 to have
τ(x log µ) = τ(S−1µ (x)Sµ logµ) = τ(S−1µ (x)∆µ). For all smooth paths t 7→ µ(t) in ϑ(ξ), we argue as
in 1) of Corollary 6.1 to calculate
d
dt
Ent(µ(t), τ) = τ(µ˙(t) log µ(t)) = τ(S−1
µ(t)(µ˙(t))∆µ(t)).
By standard theory in Riemannian geometry, Hessµ Ent(x) =
d2
dt |t=0τ(µ(t) log µ(t)) for each geodesic
t 7→ µ(t) in ϑ(ξ) s.t. µ = µ(0) and µ˙(0) = x. With the above calculation, we obtain
Hessµ Ent(x) = τ(
d
dt |t=0
(S−1µ(t)(µ˙(t))∆µ) + g
ξ
µ(x,∆x).
Since geodesics are critical points of the energy functional, applying Theorem 6.3 yields our claim.
Lemma 6.4. Let U ⊂ R2>0 open and g0, g1 : U −→ R>0 smooth.
1) Assume U = R2>0 and g0 = g1. For all smooth paths µ : [0, 1] −→ ϑ(ξ) and (s, t) ∈ R2>0, we
set µ(s, t) := hg(s,t)(µ(t)) and have
1
2
∂sg
ξ
µ(s,t)(∂tµ(s, t), ∂tµ(s, t)) = −∂sg1(s, t) ·Hessµ(s,t) Ent(∂tµ(s, t)).
2) Assume ∂sg0 = −∂sg1. For all µ ∈ ϑ(ξ), x ∈ I(∆ξ) and (s, t) ∈ U , we set
µ(s, t) := hg0(s,t)(µ), x(s, t) := hg1(s,t)(x)
and have
1
2
∂s||M
1
2
µ(s,t)∇x(s, t)||2ω = −∂sg1(s, t) · Hessµ(s,t) Ent(Sµ(s,t)x(s, t)).
Proof. We prove 1) in the statement. For all s, t > 0, ∂tµ(s, t) = −∂tg1(s, t)∆µ(s, t) + h(g(s,t)(µ˙(t))
hence ∂s∂tµ(s, t) = −∂sg1(s, t)∆∂tµ(s, t). With this, direct calculation applying Lemma 6.3 shows
our claim by rewriting the Hessian following Corollary 6.3.
We prove 2) in the statement. For all (s, t) ∈ U , we have
||M 12
µ(s,t)∇x(s, t)||2ω = 〈Sµ(s,t)x(s, t), x(s, t)〉τ .
For all (s, t) ∈ U , Remark 6.7 and Sµ = (S−1µ )−1 thus shows ∂s||M
1
2
µ(s,t)∇x(s, t)||2ω equals
−〈∂sS−1µ(s,t)(Sµ(s,t)x(s, t)), Sµ(s,t)x(s, t)〉τ − 2∂sg1(s, t) · gξµ(s,t)(Sµ(s,t)x(s, t),∆Sµ(s,t)x(s, t)).
Corollary 6.3 thus implies our claim if 〈∂sS−1µ(s,t)(Sµ(s,t)x(s, t)), Sµ(s,t)x(s, t)〉τ equals
−∂sg1(s, t) · 〈Λ∗µ(s,t)(Θ(µ(s, t), Sµ(s,t)x(s, t)),Θ(µ(s, t), Sµ(s,t)x(s, t))),∆µ(s, t)〉τ
for all (s, t) ∈ U . Since ∂sg0 = −∂sg1, this is verified directly using Lemma 6.3.
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6.2 EVIλ-gradient flow of quantum relative entropy
We show the heat semigroup being EVIλ-gradient flow of quantum relative entropy is equivalent
to geodesic λ-convexity (cf. Lemma 6.5). The proof works by reducing to finite-dimensions and
showing equivalence to Hess Ent ≥ λ. Lower bounds of the Hessian are equivalent to gradient
estimates (cf. Lemma 6.6). We obtain the equivalence theorem (cf. Theorem 6.4) and study lower
Ricci bounds. Functional inequalities follow from our approach (cf. Remark 6.14).
EVIλ-gradient flow and geodesic λ-convexity of quantum relative entropy. Let (A, τ)
and (B,ω) be tracial AF-C∗-algebras. We consider an AF-A-bimodule structure (φ, ψ, γ) on B and
quantum gradient ∇ : A0 −→ B0. We assume the logarithmic mean setting. We use [27] and [47] as
standard reference for EVIλ-gradient flow in general metric spaces.
Definition 6.6. For all C ⊂ (S(A),Wf,1∇ ), set CEnt := C ∩DomEnt.
Remark 6.8. Let A and B be finite-dimensional. For all C ⊂ (S(A),Wf,1∇ ), we have CEnt = C.
Proposition 6.7. For all C ⊂ (S(A),Wf,1∇ ), Entτ|CEnt has complete sublevels.
Proof. Since Wf,1∇ -convergence implies w∗-convergence (cf. 1) in Theorem 4.2), our claim follows by
completeness of accessibility components (cf. Corollary 4.4) and w∗-lower-semiconinuity of quantum
relative entropy (cf. 1) in Proposition 6.3).
Proposition 6.8. For all C ⊂ (S(A),Wf,1∇ ), we have
1) h(CEnt) ⊂ CEnt,
2) h is a continuous semigroup on (CEnt,Wf,1∇ ).
Proof. By Corollary 6.2, Ent(ht(µ), τ) ≤ Ent(µ, τ) for all µ ∈ DomEnt and t ∈ (0,∞). Hence
h(DomEnt) ⊂ DomEnt, thus h(CEnt) ⊂ CEnt by Theorem 6.2. By monotonicity along the heat
flow and w∗-lower-semicontinuity of quantum relative entropy, t 7→ Ent(ht(µ), τ) is w∗- hence Wf,1∇ -
continuous for all µ ∈ DomEnt. Thus h|CEnt is Wf,1∇ -continuous by Theorem 6.2.
We are in the setting of [27] and [47]. We have metric spaces CEnt, each with finite distance
Wf,1∇ , lower semi-continuous real-valued functional Entτ|CEnt and continuous semigroup h.
Definition 6.7. Let λ ∈ R.
1) (Entτ , h) satisfy EVIλ if for all C ⊂ (S(A),Wf,1∇ ), µ, η ∈ CEnt and t > 0, we have
1
2
d+
dt
Wf,1∇ (ht(µ), η)2 +
λ
2
Wf,1∇ (ht(µ), η)2 ≤ Ent(η, τ) − Ent(ht(µ), τ). (EVIλ)
2) (Entτ , h) satisfy local EVIλ if for all j ∈ N, C ⊂ (S(Aj),Wf,1∇j ), µ, η ∈ C and t > 0, we have
1
2
d+
dt
Wf,1∇j (hjt (µ), η)2 +
λ
2
Wf,1∇j (hjt (µ), η)2 ≤ Ent(η, τj)− Ent(hjt (µ), τj). (LEVIλ)
Remark 6.9. EVIλ is equivalent to an integral condition (cf. Theorem 3.3 in [27]). Thus (Ent
τ , h)
satisfy EVIλ if and only if for all accessibility components C ⊂ (S(A),Wf,1∇ ), µ, η ∈ CEnt and
0 ≤ s < t <∞, we have
eλ(t−s)
2
Wf,1∇ (ht(µ), η)2 −
1
2
Wf,1∇ (hs(µ), η)2 ≤
∫ t−s
0
eλrdr · (Ent(η, τ) − Ent(ht(µ), τ)).
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Proposition 6.9. For all λ ∈ R, (Entτ , h) satisfy EVIλ if and only if they satisfy LEVIλ.
Proof. For all j ∈ N, (S(Aj),Wf,1∇j )
incj−֒→ (S(A),Wf,1∇ ) is an isometry by 2) in Theorem 4.2 and
moreover Entτj = Entτ|Aj by 5) in Proposition 6.3. Hence if (Ent
τ , h) satisfy EVIλ, then they satisfy
each restricted j-th EVIλ condition defining LEVIλ.
For the converse, let C ⊂ (S(A),Wf,1∇ ) and µ, η ∈ CEnt. For all j ∈ N, µ(1Aj)−1µj ∼ η(1Aj )−1ηj
by Corollary 4.3. For all j ∈ N, write µ¯j := µ(1Aj )−1µj and η¯j := η(1Aj )−1ηj . If (Entτ , h) satisfy
LEVIλ, then Remark 6.9 applied to the restricted j-th EVIλ condition yields
eλ(t−s)
2
Wf,1∇j (ht(µ¯j), η¯j)2 −
1
2
Wf,1∇j (hs(µ¯j), η¯j)2 ≤
∫ t−s
0
eλrdr · (Ent(η¯j , τj)− Ent(ht(µ¯j), τj))
for all 0 ≤ s < t <∞. Using 3) in Theorem 4.2 for the left-hand side and 5) in Proposition 6.3 for
the right-hand one shows the above inequality has limit
eλ(t−s)
2
Wf,1∇ (ht(µ), η)2 −
1
2
Wf,1∇ (hs(µ), η)2 ≤
∫ t−s
0
eλrdr · (Ent(η, τ) − Ent(ht(µ), τ))
as j →∞. By Remark 6.9, this is equivalent to EVIλ.
Proposition 6.10. If ξ ∈ S(A) \ (S(A) ∩DomEnt) is a fixed state, then
FixA(ξ) ⊂ S(A) \ (S(A) ∩DomEnt).
Proof. Apply 2) in Corollary 6.2.
Proposition 6.11. Let ξ ∈ S(A) ∩DomEnt be a fixed state.
1) If (Entτ , h) satisfy EVIλ for λ ≥ 0, then
Ent(ht(µ), τ) ≤ W
f,1
∇ (µ, ξ)
2t
+ Ent(ξ, τ), t ∈ [0,∞)
for all µ ∈ FixA(ξ). If furthermore Entτ|CEnt has compact sublevels for all accessibility compo-
nents C ⊂ FixA(ξ), then C(ξ)Ent = FixA(ξ) ∩DomEnt.
2) If (Entτ , h) satisfy EVIλ for λ > 0, then
λ
2
Wf,1∇ (ht(µ), ξ)2 ≤ Ent(ht(µ), τ)− Ent(ξ, τ), t ∈ [0,∞)
for all µ ∈ FixA(ξ). In this case, C(ξ)Ent = FixA(ξ) ∩DomEnt.
Proof. We reduce to finite dimensions and apply results in the substatement ‘asymptotic behaviour
as t → ∞’ in Theorem 3.5 in [47] to our case. We always refer to said theorem as Theorem 3.5 for
the remainder of the proof. There is no confusion as our discussion has no Theorem 3.5.
For all j ∈ N s.t. ξj 6= 0, write ξ¯j := ξ(1Aj )−1ξj and µ¯j := µ(1Aj )−1µj for all µ ∈ C(ξ). Let j ∈ N
s.t. ξj 6= 0. By Proposition 5.4, C(ξ¯j) = FixAj(ξ¯j). Continuity of hj ensures ξ¯j is the minimal point
of each restricted Entτj when applying Theorem 3.5.
We show our first claim. Let µ ∈ FixA(ξ). For all j ∈ N, µ¯j ∼ ξ¯j by Corollary 4.3. Since EVIλ
is equivalent to LEVIλ by Proposition 6.9 and C(ξ¯j) = FixAj(ξ¯j), we obtain
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Ent(ht(µ¯j), τj) ≤ W
f,1
∇ (µ¯j , ξ¯j)
2t
+ Ent(ξ¯j , τj), t ∈ [0,∞)
using (3.19) in Theorem 3.5. Letting j →∞, we obtain
Ent(ht(µ), τ) ≤ W
f,1
∇ (µ, ξ)
2t
+ Ent(ξ, τ), t ∈ [0,∞)
by 3) in Theorem 4.2 and 5) in Proposition 6.3. If Entτ has compact sublevels restricted to an
accessibility component C ⊂ FixA(ξ), then Theorem 3.5 yields Wf,1∇ - limt→∞ ht(η) = h(η) = ξ for
all η ∈ CEnt. Ergo CEnt ⊂ C(ξ)Ent.
The inequality in our second claim follows analogously by applying (3.18a) in Theorem 3.5. As
λ > 0 and quantum relative entropy is monotone along heatflow, we have
Wf,1∇ (µ, ξ)2 ≤
2
λ
(Ent(µ, τ) − Ent(ξ, τ)) <∞
for all µ ∈ FixA(ξ) ∩DomEnt. Hence C(ξ)Ent = FixA(ξ) ∩DomEnt.
Definition 6.8. For all C ⊂ (S(A),Wf,1∇ ) and µ0, µ1 ∈ CEnt, set
GeoEnt(µ0, µ1) := {(µ,w) ∈ Geo(µ0, µ1) | ∀t ∈ [0, 1] : µ(t) ∈ CEnt}.
Remark 6.10. Let A and B be finite-dimensional. For all C ⊂ (S(A),Wf,1∇ ) and µ0, µ1 ∈ C, we know
CEnt = C hence have GeoEnt(µ0, µ1) = Geo(µ0, µ1).
Definition 6.9. Let λ ∈ R.
1) Let C ⊂ (S(A),Wf,1∇ ) and µ0, µ1 ∈ CEnt. Entτ is λ-convex along (µ,w) ∈ GeoEnt(µ0, µ1) if
Ent(µ(t), τ) ≤ (1− t) Ent(µ0, τ) + tEnt(µ1, τ)− λ
2
t(1− t)Wf,θ∇ (µ0, µ1)2, t ∈ [0, 1].
2) Entτ is weakly geodesically λ-convex if for all C ⊂ (S(A),Wf,1∇ ) and µ0, µ1 ∈ CEnt, there exists
(µ,w) ∈ GeoEnt(µ0, µ1) s.t. Entτ is λ-convex along (µ,w).
3) Entτ is strongly geodesically λ-convex if for all C ⊂ (S(A),Wf,1∇ ) and µ0, µ1 ∈ CEnt, Entτ is
λ-convex along all (µ,w) ∈ GeoEnt(µ0, µ1).
4) We call Entτ locally weakly, resp. locally strongly geodesically λ-convex if for all j ∈ N, Entτj
is weakly, resp. strongly geodesically λ-convex w.r.t. Wf,1∇j .
Remark 6.11. By definition, each Geo is a space of minimisers parametrised on [0, 1]. By 5) in
Theorem 4.2, all minimisers parametrised on [0, 1] are geodesics.
Proposition 6.12. For all λ ∈ R, Entτ is weakly geodesically λ-convex if and only if it is locally
weakly geodesically λ-convex.
Proof. For all j ∈ N, (S(Aj),Wf,1∇j )
incj−֒→ (S(A),Wf,1∇ ) is an isometry by 2) in Theorem 4.2. In
particular, Entτ weakly geodesically λ-convex implies each Entτj weakly geodesically λ-convex.
For the converse, let C ⊂ (S(A),Wf,1∇ ) and µ0, µ1 ∈ CEnt. For all j ∈ N, select a minimiser
(µj , wj) ∈ Geoj(µ0, µ1) along which Entτj is λ-convex. Arguing as in Theorem 4.3, we have subse-
quence (µjn , wjn)n∈N ⊂ Adm converging to (µ,w) ∈ Geo(µ0, µ1) in Adm. Note µjn(0) = µ0jn and
µjn(1) = µ1jn for all n ∈ N. For all t ∈ [0, 1] and n ∈ N, we have
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Ent(µjn(t), τ) ≤(1− t) Ent(µ0(1Ajn )−1µ0jn , τjn) + tEnt(µ1(1Ajn )−1µ1jn , τjn)
− λ
2
t(1− t)Wf,θ∇jn (µ
0(1Ajn )
−1µ0jn , µ
1(1Ajn )
−1µ1jn)
2.
Using 3) in Theorem 4.2 and 5) in Proposition 6.3, letting n→∞ yields
Ent(µ(t), τ) ≤ (1− t) Ent(µ0, τ) + tEnt(µ1, τ) − λ
2
t(1− t)Wf,θ∇ (µ0, µ1)2 <∞
for all t ∈ [0, 1]. Hence µ(t) ∈ DomEnt for all t ∈ [0, 1] and Entτ is λ-convex along (µ,w).
Proposition 6.13. Let λ ∈ R. If Entτ is strongly geodesically λ-convex, then it is locally strongly
geodesically λ-convex.
Proof. We argue as in the first part of the proof of Proposition 6.12.
Definition 6.10. Let λ ∈ R. We write Hess Entτ ≥ λ if for all j ∈ N and ξ ∈ S(Aj) fixed state, we
have HessEntτj ≥ λI on ϑ(ξ).
Lemma 6.5. Let λ ∈ R. The following are equivalent.
1) (Entτ , h) satisfy EVIλ,
2) (Entτ , h) satisfy LEVIλ
3) Entτ is weakly geodesically λ-convex,
4) Entτ is strongly geodesically λ-convex,
5) Entτ is locally weakly geodesically λ-convex,
6) Entτ is locally strongly geodesically λ-convex,
7) HessEntτ ≥ λ.
Proof. We prove an equivalence chain in finite dimensions, then reduce to finite dimensions. Assume
A and B are finite-dimensional. In this case, we show the following are equivalent:
i) (Entτ , h) satisfy EVIλ,
ii) Entτ is weakly geodesically λ-convex,
iii) Entτ is strongly geodesically λ-convex,
iv) HessEntτ ≥ λI.
By Corollary 5.4, all accessibility components are of form ϑ(ξ) = FixA(ξ) for arbitrary fixed state
ξ ∈ S(A). Know ϑ(ξ) ⊂ FixA(ξ) dense and Entτ Wf,1∇ -continuous on FixA(ξ). By Theorem 3.3 in
[27], it suffices to test for EVIλ with smooth paths in each ϑ(ξ).
We show iv) ⇒ i) using Theorem 2.2 in [27]. Let ξ ∈ S(A) be fixed state and consider 1) in
Lemma 6.4 for g1(s, t) := st. Let µ : [0, 1] −→ ϑ(ξ) be smooth. For all s, t ∈ (0,∞), get
1
2
∂sg
ξ
hst(µ(t))
(∂thst(µ(t)), ∂thst(µ(t))) = −tHesshst(µ(t)) Ent(∂thst(µ(t)))
and extend to t = 0 by smoothness. Entτ decreases along heat flow by 1) in Corollary 6.2,
∂s Ent(hst(µ(t)), τ) ≤ 0 for all s ∈ (0,∞), t ∈ [0, 1]. If HessEntτ ≥ Iλ, then
1
2
∂sg
ξ
hst(µ(t))
(∂thst(µ(t)), ∂thst(µ(t))) + ∂s Ent(hst(µ(t)), τ)
≤ 1
2
∂sg
ξ
hst(µ(t))
(∂thst(µ(t)), ∂thst(µ(t)))
= − tHesshst(µ(t)) Ent(∂thst(µ(t)))
≤ − tλgξ
hst(µ(t))
(∂thst(µ(t)), ∂thst(µ(t)))
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for all s ∈ (0, 1) and t ∈ [0, 1]. This is (2.17) in Theorem 2.2 in [27] for our case, thus (Entτ , h)
satisfy EVIλ on ϑ(ξ) hence FixA(ξ). We get iv)⇒ i).
Apply Theorem 3.2 in [27] to have i)⇒ iii). Since C(ξ)Ent = C(ξ) in finite dimensions, iii)⇒ ii)
by definition. Finally, ii)⇒ iv) since geodesics in Riemannian geometry are locally minimising hence
all tangent vectors arise as initial data of minimising geodesics.
We return to the general case. By Proposition 6.9 and Proposition 6.12, we know 1) ⇔ 2) and
3)⇔ 5). Applying i)⇔ ii)⇔ iii)⇔ iv) in each j-th restricted case, 2)⇔ 5)⇔ 6)⇔ 7). Except for
4), we thus show all statements are equivalent. By Proposition 6.13, 4) ⇒ 5). By Theorem 3.2 in
[27], we have 1)⇒ 4). Hence all statements are equivalent.
Remark 6.12. A priori, GeoEnt may be empty in infinite dimensions. By definition, it cannot be
empty if Entτ is weakly geodesically λ-convex. By definition alone, strong geodesic λ-convexity does
not imply non-emptiness. However, each GeoEnt is non-empty in finite-dimensions. By ii)⇔ iii) in
Lemma 6.5, each GeoEnt is non-empty if Entτ is strongly geodesically λ-convex. 6.12.
Gradient estimate and the equivalence theorem. We continue use of the above assump-
tions. We explain stability of carrier projections in Remark 6.13, necessary for Definition 6.11.
Remark 6.13. In this remark only, let Lj be the left-action of Aj on itself for all j ∈ N and L
left-action of A on L2(A, τ). Let x ∈ Aj for j ∈ N. Verify identities below using inner products.
1) For all j ≤ k in N, LjxπAjk = πAjkLkx yields πim LjxπAjk = πim Lkx .
2) Ljxπ
A
j = π
A
j L
k
x yields πim Ljxπ
A
j = πim Lx .
Proposition 6.14. If µ ∈ S(Aj) for j ∈ N and using carrierµ ∈ Aj, get Lcarrierµ = πim Lx .
Proof. By Remark 6.13, projecting recovers Definition 5.1. In the notation of Remark 6.13, this
amounts to changing the ∗-representation from L to Lj .
Definition 6.11. We set S2,∞(A) := S(A) ∩ L2(A, τ) ∩ L∞(A, τ) and define
SFix2,∞(A) := {ξ ∈ S2,∞(A) | h(ξ) = ξ}.
For all µ ∈ S2,∞(A), we write
1) carrierµ := πim µ for the orthogonal projection in L
2(A, τ) w.r.t. ||.||τ ,
2) µ¯j := µ(1Aj )
−1µj for all j ∈ N.
Proposition 6.15. For all ξ ∈ SFix2,∞(A) and u ∈ Dom∇, we have
1) carrier ξ = s- limj∈N carrier ξ¯j ∈ L∞(A, τ),
2) carrier ξu carrier ξ = ||.||∇- limj∈N carrier ξ¯juj carrier ξ¯j ∈ Dom∇.
Proof. We show our first claim. For all j ∈ N, carrier ξ¯j = πim ξj in L2(A, τ) w.r.t. ||.||τ . Let
u ∈ L2(A, τ) and write carrier ξ(u) = ξv for v ∈ L2(A, τ). For all j ∈ N, we have πim ξj (ξv) =
ξjv + πim ξj ((I − πAj )(ξ)v) hence use supj∈N ||πim ξj || ≤ 1 to estimate
||ξv − πim ξj (u)||τ ≤ ||ξv − ξjv||τ + ||(I − πAj )(ξ)v||τ = 2||(I − πAj )(ξ)v||τ .
This implies our first claim since I = s-limj∈N πAj .
We show our second one. We know carrier ξu carrier ξ = ||.||τ - limj∈N carrier ξ¯juj carrier ξ¯j by
strong convergence and u ∈ L2(A, τ). For all j ∈ N, carrier ξ¯j ∈ ker∇ as h(ξj) = ξj hence
∇ carrier ξ¯juj carrier ξ¯j = carrier ξ¯j · ∇uj · carrier ξ¯j .
Using our first claim and u = ||.||∇-limj∈N uj by 3) in Proposition 2.9, we conclude.
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Definition 6.12. For all ξ ∈ SFix2,∞(A), we define Aξ,∇ := carrier ξ ·Dom∇ · carrier ξ.
Notation 6.3. For all ξ ∈ SFix2,∞(A) and j ∈ N, Aξ¯j denotes Aj(carrier ξ¯j).
Proposition 6.16. For all ξ ∈ SFix2,∞(A), we have
Aξ,∇ = {u ∈ Dom∇ | u = ||.||∇- lim
j∈N
uj , ∀j ∈ N : uj ∈ Aξ¯j}.
Proof. Apply Proposition 6.15 and Aξ¯j = carrier ξ¯jAj carrier ξ¯j for all j ∈ N.
Proposition 6.17. For all µ ∈ S(A)2,∞, we have
1) h(µ) ∈ SFix2,∞(A),
2) Mµ=s-limj∈NMµ¯j in B(L2(B,ω)).
Proof. The first claim follows by 2) in Proposition 5.10. The second one uses 1) in Theorem 3.3 and
Lemma 3.5. Note µ ∈ L∞(A, τ) and ||µ||∞ = supj∈N ||µj ||∞ ensures a.e.-boundedness of mf .
Definition 6.13. Let λ ∈ R.
1) We say h satisfies quantum Bakry-E´mery for λ if for all µ ∈ S2,∞(A), we have
1.1) ht(Dom∇) ⊂ Dom∇ for all t > 0,
1.2) ||M 12µ∇ht(u)||2ω ≤ e−2λt||M
1
2
ht(µ)
∇u||2ω for all u ∈ Ah(µ),∇ and t > 0.
2) We say h satisfies local quantum Bakry-E´mery for λ if for all j ∈ N and µ ∈ S(Aj), we have
||M 12µ∇ht(u)||2ω ≤ e−2λt||M
1
2
ht(µ)
∇u||2ω
for all u ∈ Ah(µ) and t > 0.
Proposition 6.18. For all λ ∈ R, h satisfies quantum Bakry-E´mery for λ if and only if it satisfies
local quantum Bakry-E´mery for λ.
Proof. For all j ∈ N and µ ∈ S(Aj), Ah(µ) ⊂ Ah(µ),∇ since A0 ⊂ Dom∇. Hence quantum Bakry-
E´mery implies local quantum Bakry-E´mery with identical λ ∈ R. For the converse, let j ∈ N and
use µ := τ(1Aj )
−11Aj . By mass preservation of h, get
||∇ht(u)||2ω ≤ e−2λt||∇u||2ω
for all u ∈ Aµ = A. Moreover, note ht(uj) = ht(u)j for all u ∈ L2(A, τ) and j ∈ N. For all
u ∈ Dom∇ and t > 0, 3) in Proposition 2.9 thus yields ht(u) = ||.||∇-limj∈N ht(uj) ∈ Dom∇ with
||∇ht(u)||2ω ≤ e−2λt||∇u||2ω. Hence 1.1) in Definition 6.13 follows.
We show 1.2) in Definition 6.13. Let µ ∈ S2,∞(A) and u ∈ Ah(µ),∇. Note ht(µ¯j) = ht(µ)j for all
j ∈ N and t > 0. By Proposition 6.16, u = ||.||∇- limj∈N uj with uj ∈ Aht(µ)j for all j ∈ N. Get
||M 12µ¯j∇ht(uj)||2ωj ≤ e−2λt||M
1
2
ht(µ)j
∇uj ||2ωj (LBE)
for all j ∈ N and t > 0. Arguing as above for 1.1) in Definition 6.13, get ht(u) = ||.||∇-limj∈N ht(uj)
for all t > 0. Together with u = ||.||∇-limj∈N uj and 2) in Proposition 6.17, we obtain
i) ||M 12µ∇ht(u)||ω = limj∈N ||M
1
2
µ¯j∇ht(uj)||ω ,
ii) ||M 12ht(µ)∇u||ω = limj∈N ||M
1
2
ht(µ)j
∇uj||ω
for all t > 0. Applying i) and ii) to LBE yields 1.2) in Definition 6.13.
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Lemma 6.6. Let λ ∈ R. The following are equivalent:
1) h satisfies quantum Bakry-E´mery for λ,
2) h satisfies local quantum Bakry-E´mery for λ,
3) HessEntτ ≥ λ.
Proof. By Proposition 6.18, it suffices to prove 2)⇔ 3). By definition of both properties, we assume
A and B are finite-dimensional without loss of generality. Using 2) in Lemma 6.4, we follow a
standard semigroup interpolation argument (cf. the proof of Theorem 10.4 in [15]).
By Theorem 5.1 and Corollary 5.4, h satisfies 2) if and only if
||M 12µ∇ht(x)||2ω ≤ e−2λt||M
1
2
ht(µ)
∇x||2ω (Finite LBE)
for all fixed states ξ ∈ S(A), µ ∈ ϑ(ξ), x ∈ Aξ and t > 0.
Let g0(s, t) = s, g1 = t− s on U := {(s, t) ∈ R2>0 | s < t}. Applying 2) in Lemma 6.4 yields
1
2
∂s||M
1
2
hs(µ)
∇ht−s(x)||2ω = Hesshs(µ) Ent(Shs(µ)ht−s(x))
for all 0 < s < t and we extend to s ∈ [0, t] by smoothness. For all t > 0, we define
l(s) := e−2λs||M 12
hs(µ)
∇ht−s(x)||2ω , s ∈ [0, t]
and have
l′(s) = 2e−2λs
(
Hesshs(µ) Ent(Shs(µ)ht−s(x)) − λ||M
1
2
hs(µ)
∇ht−s(x)||2ω
)
, s ∈ [0, t].
Since θ = 1, Sη = ∇∗Mη∇ for all η ∈ ϑ(ξ). Therefore
||M 12hs(µ)∇ht−s(x)||2ω = g
ξ
hs(µ)
(Shs(µ)ht−s(x), Shs(µ)ht−s(x)), s ∈ [0, t].
If Hess Entτ ≥ λ, then l′(s) ≥ 0 for all s ∈ [0, t]. Thus l(0) ≤ l(t), which is Finite LBE. Since we
choose ξ ∈ S(A), µ ∈ ϑ(ξ), x ∈ Aξ and t > 0 arbitrarily, 3)⇒ 2) follows.
For the converse, we define
l(t) := e2λt||M 12µ∇ht(x)||2ω , r(t) := ||M
1
2
ht(µ)
∇x||2ω , t ∈ [0,∞).
We have l(0) = r(0) by construction and l(t) ≤ r(t) for all t > 0 by assumption. Thus l′(0) ≤ r′(0)
as well. Calculating the derivatives, we obtain
i) l′(0) = −2gξµ(Sµ∆x, Sµx) + 2λgξµ(Sµx, Sµx) by direct calculation,
ii) r′(0) = −〈12Λ∗µ(Θ(µ, Sµx),Θ(µ, Sµx)),∆µ〉τ using Sµ = (S−1µ )−1 and Lemma 6.3 (cf. analogous
calculation in proof of 2) in Lemma 6.4).
Up to multiplication with 12 , applying i) and ii) to l
′(0) ≤ r′(0) and using Corollary 6.3 yields
λgξµ(Sµx, Sµx) ≤ −〈
1
2
Λ∗µ(Θ(µ, Sµx),Θ(µ, Sµx)),∆µ〉τ + gξµ(Sµ∆x, Sµx) = Hessµ Ent(Sµx).
Since Sµ is bijective on I(∆ξ), the above estimate implies Hess Ent
τ ≥ λ.
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Theorem 6.4. Let λ ∈ R. The following are equivalent:
1) (Entτ , h) satisfy EVIλ,
2) (Entτ , h) satisfy LEVIλ
3) Entτ is weakly geodesically λ-convex,
4) Entτ is strongly geodesically λ-convex,
5) Entτ is locally weakly geodesically λ-convex,
6) Entτ is locally strongly geodesically λ-convex,
7) h satisfies quantum Bakry-E´mery for λ,
8) h satisfies local quantum Bakry-E´mery for λ,
9) HessEntτ ≥ λ.
Proof. Combine Lemma 6.5 and Lemma 6.6.
Lower Ricci bounds. We continue use of the above assumptions. Theorem 6.4 lets us de-
fine lower Ricci bounds using any of its equivalent statements. Theorem 6.5 gives a commutation
condition to have lower Ricci bounds. We comment on functional inequalities in Remark 6.14.
Definition 6.14. Let λ ∈ R. We say Wf,1∇ has Ricci curvature bounded from below by λ if any of
the equivalent statements in Theorem 6.4 hold for λ. In this case, we write Ric(∇) ≥ λ.
Proposition 6.19. If Ric(∇) ≥ λ, then
Wf,1∇ (ht(µ), ht(η)) ≤ e−λtWf,1∇ (µ, η)
for all µ, η ∈ S(A) and t ≥ 0.
Proof. Unless µ ∼ η, there is nothing to show. If µ, η ∈ C ⊂ (S(A),Wf,1∇ ), then Entτ is weakly
geodesically λ-convex on the complete geodesic metric space (Wf,1∇ , C) (cf. Corollary 4.4). We con-
clude by λ-contractivity for general EVIλ (cf. Proposition 3.1 in [27]).
We adapt Theorem 10.9 in [15] to our setting. For this, we require the notion of direct sum
AF-C∗-bimodule and quantum gradient. Let N ∈ N. The N -th direct sum of (φ, ψ, γ) is given by
the tracial AF-C∗-algebra
AN := ⊕Nn=1A with ANj := ⊕Nn=1Aj for all j ∈ N, τN (x) :=
N∑
n=1
τ(xn) for all x ∈ ⊕Nn=1mτ
equipped with AF-A-bimodule structure φN := ⊕Nn=1φ, ψN := ⊕Nn=1ψ and γN := ⊕Nn=1γ. Given
quantum gradients {∇(n) : A0 −→ A0}Nn=1 for (φ, ψ, γ), we obtain the direct sum quantum gradient
∇ := ⊕Nn=1∇(n) : A0 −→ AN0 .
Theorem 6.5. Assume (B,ω) = (AN , τN ) is the N -th direct sum of (φ, ψ, γ) and ∇ = ⊕Nn=1∇(n)
with quantum gradients {∇(n) : A0 −→ A0}Nn=1 for (φ, ψ, γ). If ∇(n)∆ = (∆ + λ)∇(n) for all
1 ≤ n ≤ N and λ ∈ R, then Ric(∇) ≥ λ.
Proof. By Theorem 6.4, we assume A hence B are finite-dimensional. It suffices to show EVIλ is
satisfied by (Entτ , h) on arbitrary ϑ(ξ) (cf. proof of Lemma 6.5). We follow the proof of Theorem
10.9 in [15], itself based on an argument in [30].
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Let ξ ∈ S(A) be a fixed state. We show
1
2
d+
ds |s=0
Wf,1∇ (µ0, hs(µ1))2 +
λ
2
Wf,1∇ (µ0, µ1)2 ≤ Ent(µ0, τ)− Ent(µ1, τ) (6.5.I)
for all µ0, µ1 ∈ ϑ(ξ). If we do, then the semigroup property of h implies EVIλ on ϑ(ξ) at once.
Let µ0, µ1 ∈ ϑ(ξ) and µ : [0, 1] −→ ϑ(ξ) smooth s.t. µ0 = µ(0) and µ1 = µ(1). We write
w(t) := Tµ(t)S
−1
µ(t)(
˙µ(t)) for all t ∈ (0, 1) and note (µ,w) ∈ Adm(µ0, µ1) by Proposition 5.27. To
apply our hypothesis, we vary (µ,w) using the heat semigroup. This requires us to define a dual
semigroup on AN .
By our hypothesis, ∇(n)ht(x) = e−λt∇(n) for all t ∈ [0,∞) and 1 ≤ n ≤ N . For all t ∈ [0,∞),
define h†t : A
N −→ AN by h†t (u) := (e−tλht(un))Nn=1 for all x ∈ AN . We obtain ∇ht = h†t∇, hence
ht∇∗ = ∇∗h†t for all t ∈ [0,∞). By Theorem 2.44 on p.201 in [8], each ht is a completely positive
map. If A is a full matrix-algebra, then Theorem 5 in [36] shows
If,1A,A(n)(ht(x), ht(y), e−λtht(u)) ≤ e−2λtIf,1A,A(n)(x, y, u)
for all x, y ∈ A+, u ∈ A(n) and t ≥ 0. As projections are completely positive and the latter is stable
under concatenation, we extend to general A writing the quasi-entropy as in the proof of proof of
Lemma 3.2. Altogether, we obtain
If,1
A,AN
(ht(x), ht(y), h
†
t (u)) ≤ e−2λtIf,1A,A(n)(x, y, u) (CP)
for all x, y ∈ A+, u ∈ AN and t ≥ 0.
For all s ∈ [0, 1] and t ∈ (0, 1), set µs(t) := hst(µ(t)) and ws(t) := h†st(w(t)) − s∇µ(s, t). As
hst∇∗ = ∇∗h†st in each case, get
d
dt
µ(s, t) = hst(∇∗w(t)) − s∆µ(s, t) = ∇∗(h†st(w(t)) − s∇µ(s, t)) = ∇∗(w(s, t)), t ∈ (0, 1)
for all s ∈ [0, 1]. Hence (µs, ws) ∈ Adm[0,1](µ0, hs(µ1)) for all s ∈ [0, 1]. For all s ∈ [0, 1], we use
ws(t) := h
†
st(w(t)) − s∇µ(s, t) for all t ∈ (0, 1) and apply CP to estimate
1
2
Wf,1∇ (µ0, hs(µ1))2 ≤ Ef,1(µs, ws) ≤
1− e−2λs
4λs
Ef,1(µ,w) +
1
2
∫ 1
0
Fs(t)ds, t ∈ (0, 1) (6.5.II)
where Fs(t) := 2s〈Dµs(t),carrier ξh†st(w(t)),∇µ(s, t)〉ω + s2||D
1
2
µs(t),carrier ξ
∇µ(s, t)||2ω in each case.
We claim Fs(t) ≤ −2s ddt Ent(µs(t), τ) for all s ∈ [0, 1], t ∈ (0, 1). By 2) in Lemma 6.2, we have
d
dt
Ent(µs(t), τ) = 〈Dµs(t),carrier ξws(t),∇µs(t)〉ω , a.e. t ∈ [0, 1]
and we extend to t ∈ (0, 1) by smoothness. Thus for all s ∈ [0, 1] and t ∈ (0, 1), we get
d
dt
Ent(µs(t), τ) = 〈Dµs(t),carrier ξh†st(w(t)),∇µs(t)〉ω − s||D
1
2
µs(t),carrier ξ
∇µ(s, t)||2ω
and apply s2||D 12µs(t),carrier ξ∇µ(s, t)||2ω ≥ 0 to have
Fs(t) = −2s d
dt
Ent(µs(t), τ)− s2||D
1
2
µs(t),carrier ξ
∇µ(s, t)||2ω ≤ −2s
d
dt
Ent(µs(t), τ).
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Applying this to 6.5.II, we obtain
1
2
Wf,1∇ (µ0, hs(µ1))2 ≤
1− e−2λs
4λs
Ef,1(µ,w) + s(Ent(µ0, τ)− Ent(hs(µ1), τ)), s ∈ [0, 1].
Taking the infimum over (µ,w) ∈ Adm[0,1](µ0, µ1) and multiplying with s−1 in each case gives
1
2s
Wf,1∇ (µ0, hs(µ1))2 ≤
1− e−2λs
4λs2
Wf,1∇ (µ0, µ1) + Ent(µ0, τ)− Ent(hs(µ1), τ), s ∈ (0, 1).
Subtracting Wf,1∇ (µ0, µ1)2 for each fixed s ∈ (0, 1) and letting s→ 0 yields
1
2
d+
ds |s=0
Wf,1∇ (µ0, hs(µ1))2 ≤ −
λ
2
Wf,1∇ (µ0, µ1)2 + Ent(µ0, τ)− Ent(µ1, τ)
by continuity of Entτ on ϑ(ξ). This is 6.5.I.
Example 6.1. Theorem 6.5 shows Ric ≥ 0 for all Examples in the second section. This is a general
consequence for C∗-dynamical systems since ∇ = −∇ with N = 1. In case of Example 2.11, we
have Ric > 0 by Lemma 2.3.
Remark 6.14. Functional inequalities in the eleventh section of [15] lift to our setting. As for the
formulation and proof of Theorem 6.4, non-ergodicity requires us to reduce properties to each ϑ(ξ)
in Aj for all j ∈ N. The inequalities are formulated in terms of ∆, Entτ and Ric, hence we reduce
them to each ϑ(ξ) using Remark 2.10, 5) in Proposition 6.3 and Theorem 6.4. With this reduction
procedure, all proofs reduce to their respective finite-dimensional analogue in [15]. See [9] for recent
work on non-ergodic MLSI in finite dimensions.
7. APPENDIX
7.1 Noncommutative measure theory.
We provide fundamentals of noncommutative measure theory. We cover traces on C∗- and W ∗-
algebras, noncommutative Lp-spaces and integration for traces, as well as implications specific to
AF-C∗-algebras. This includes an introduction to the latter.
Traces on C∗-algebras. Standard references are [29] and [63]. The sixth chapter in [29]
studies traces on C∗-algebras in detail. The reference [63] discusses general weights on both C∗- and
W ∗-algebras in its seventh section.
Definition 7.1. Let A be a C∗-algebra and write A+ for its positive elements. We use 0 ·∞ = 0 as
convention in this definition. We say that a 1-homogeneous linear functional τ : A+ −→ [0,∞] is a
trace if τ(x∗x) = τ(xx∗) for all x ∈ A.
1) A trace is faithful if τ(x) = 0 implies x = 0 for all x ∈ A+.
2) A trace τ is semi-finite if τ(x) = sup{y ∈ A+ | y ≤ x} for all x ∈ A+. We call τ finite if
τ(x) <∞ for all x ∈ A+ and write τ <∞ in this case.
3) We say τ is lower semi-continuous if it is lower semi-continuous in ||.||A.
Remark 7.1. If A is unital and τ(1A) <∞, then τ <∞ holds.
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Definition 7.2. Let τ be a lower semi-continuous, semi-finite trace. We define
nτ := {x ∈ A | τ(x∗x) <∞}, mτ := {x ∈ A | x =
n∑
k=1
y∗kzk, {yk}nk=1, {zk}nk=1 ⊂ nτ}
and call mτ the definition domain of τ .
Let τ be a lower semi-continuous faithful semi-finite trace. Then nτ is a two-sided ideal and mτ
a hereditary ∗-subalgebra of A (cf. Lemma 4.5.1 in [29]). Furthermore, τ extends to all of mτ . By
construction, |τ(mτ )| <∞ and traciality extends to τ(xy) = τ(yx) for all x, y ∈ mτ .
For all x, y ∈ nτ , set 〈x, y〉τ := τ(x∗y). This defines an inner product on nτ . By faithfulness and
for all x ∈ nτ , ||x||τ = 0 if and only if x = 0.
Definition 7.3. Let τ be a lower semi-continuous faithful semi-finite trace. Set L2(A, τ) := nτ
||.||τ .
We obtain the semi-cyclic representation of A on L2(A, τ) induces by τ . For all x ∈ A and
y ∈ nτ , set Lx(y) := xy (equivalently, Rx(y) := yx). This completes to a left-action (resp. right-
action) of A on L2(A, τ). By lower semi-continuity, this action is a non-degenerate ∗-representation
of A (cf. Lemma VII.4.1 in [63]). We identify A with its image in B(L2(A, τ)).
Definition 7.4. Set L∞(A, τ) := A′′ ⊂ B(L2(A, τ)).
Since L∞(A, τ) is a bicommutant, it is a W ∗-algebra. It is common to define traces on W ∗-
algebras. In this case, lower semi-continuity is replaced by the notion of normality. The definition
of trace on a W ∗-algebra is analogous to Definition 7.1.
Definition 7.5. Let τ be a trace on L∞(A, τ). We call τ normal if τ(supi∈I xi) = supi∈I τ(xi) for
each bounded increasing net {xi}i∈I ⊂ L∞(A, τ)+.
Proposition 7.1. If τ is a lower semi-continuous faithful semi-finite trace on A, then it extends to
a f.s.n. trace τ∞ on L∞(A, τ).
Proof. Follows by our construction and applying Proposition 6.6.5 in [29].
Notation 7.1. We always identify τ = τ∞.
Noncommutative Lp-spaces and integration. We use [39] (pp. 1461-1470), [48] and [63] as
standard references. Let A be a C∗-algebra and consider a lower semi-continuous faithful semi-finite
trace τ on A.
Extending the left-, resp. right-action, of A ⊂ B(L2(A, τ)) yields the notion of τ -measurable
unbounded operator on L2(A, τ). Using the adjoining operation act as algebra involution, the set
L0(A, τ) of all τ -measurable operators is a ∗-algebra of closed densely defined unbounded operators
on L2(A, τ). Thus x ∈ L0(A, τ) if and only if x∗ ∈ L0(A, τ).
We have the following maximality property: if x, y ∈ L0(A, τ) s.t. y ⊂ x, then x = y (cf. (i) in
Theorem IX.2.5 in [63]). Hence symmetry and self-adjointness coincide in L0(A, τ).
Proposition 7.2. For all x, y ∈ L0(A, τ), we have
1) (xy)∗ = y∗x∗,
2) (x+ y)∗ = x∗ + y∗,
3) x is positive if and only if x is self-adjoint and positive.
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Proof. We have y∗x∗ ⊂ (xy)∗ and x∗+ y∗ ⊂ (x+ y)∗. If x is positive, then x ⊂ x∗. All elements are
in L0(A, τ). Apply Theorem IX.2.5 in [63].
Elements in L0(A, τ) are affiliated with L∞(A, τ) by definition. We say that a densely de-
fined closed unbounded operator T on L2(A, τ) is affiliated with L∞(A, τ) if Tu = uT for all
u ∈ U(B(L2(A, τ)) ∩ L∞(A, τ)′.
Definition 7.6. Let T be a self-adjoint operator on a separable Hilbert space H . Let ZT be its
Cayley-Transform (cf. [57]). We let W ∗(T ) := W ∗(ZT ) ⊂ B(H) denote the W ∗-algebra generated
by the bounded operator ZT on H .
Remark 7.2. In Definition 7.6, eachW ∗(T ) is the W ∗-algebra given by all elements g(T ) for measur-
able g : specT −→ C essentially bounded w.r.t. the spectral measure of T . For the spectral measure
ET of T , bounded measurable functional calculus is W
∗(T ) ∼= L∞(specT, dET )
Lemma 7.1. If x ∈ L0(A, τ) is self-adjoint, then W ∗(x) ⊂ L∞(A, τ).
Proof. L∞(A, τ) = L∞(A, τ)′′ by the von Neumann bicommutant theorem. We know L∞(A, τ)′ is a
C∗-algebra, hence U(B(L2(A, τ))) ∩ L∞(A, τ)′ = U(L∞(A, τ)′). C∗-algebras are generated by their
unitary groups, thus it suffices to show that all x ∈W ∗(p) are affiliated to L∞(A, τ).
Since the resolvents Ri(x) = (x + iI)
−1 and R−i(x) = Ri(x)∗ generate C0(specx) by Stone-
Weierstrass, they generate W ∗(x) as well. It therefore suffices to have u∗Ri(x)u = Ri(x) for all
u ∈ U(L∞(A, τ)′). Use x = u∗xu and uDomx ⊂ Domx to verify u∗(x+iI)u·u∗Ri(x)u = I|DomRi(x)
and u∗Ri(x)u · u∗(x + iI)u = IDom x+iI in each case. Thus Ri(x) = Ri(u∗xu) = (u∗(x + iI)u)−1 =
u∗Ri(x)u for all u ∈ U(L∞(A, τ)′).
We extend τ to positive x ∈ L0(A, τ) (cf. [39]). For all x ∈ L0(A, τ) and t > 0, define the
generalized singular number µt(x) := inf{λ > 0 : τ(1(λ,∞)(|x|)) ≤ t}. Here, 1(λ,∞) is the indicator
function of (0,∞). By Lemma 7.1, 1(λ,∞)(x) ∈ L∞(A, τ) (τ is extended to all of L∞(A, τ)+ by
allowing +∞). For all x ∈ L0(A, τ) and t > 0, µt(x) = µt(x∗) = µt(|x|). On L0(A, τ)+, we set
τ(x) =
∫ ∞
0
µt(x)dt.
For all 1 ≤ p < ∞, define Lp(A, τ) := {x ∈ L0(A, τ) | τ(|x|p) 1p < ∞} with norm ||x||p := τ(|x|p) 1p .
We have Lp(A, τ)∩L∞(A, τ) ⊂ Lp(A, τ) ||.||p-dense in each case, hence each Lp-space is the respec-
tive norm completion of its intersection with L∞(A, τ).
Proposition 7.3. For all x ∈ L0(A, τ) and 1 ≤ p ≤ ∞, we have
1) x ∈ Lp(A, τ) if and only if x∗ ∈ Lp(A, τ),
2) x ∈ L1(A, τ)+ if and only if √x ∈ L2(A, τ)+.
Proof. Our first claim follows by L0(A, τ)∗ = L0(A, τ) and µt(x) = µt(x∗) = µt(|x|) for all t > 0.
For the second one, apply Corollary IX.2.10 in [63] to see
√
x is τ -measurable if x ∈ L0(A, τ)+ and
apply the definition of noncommutative L1-, resp. L2-space.
Remark 7.3. For all 1 ≤ p ≤ ∞ and x ∈ Lp(A, τ), ||x||p = ||x∗||p.
Definition 7.7. For all self-adjoint x ∈ L0(A, τ) and C > 0, we define
1) qC+(x) := 1[0,C)(x) and q
C−(x) := 1(−C,0](x),
2) q+(x) := 1[0,∞)(x) and q−(x) := 1(−∞,0](x).
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Remark 7.4. All projections given in Definition 7.7 are elements of L∞(A, τ) by Lemma 7.1. For all
self-adjoint x ∈ L0(A, τ), we have max{x, 0} = xq+(x) and min{x, 0} = xq−(x). If x ∈ L0(A, τ)+
and C > 0, then min{x,C} = xqC+ . All identities follow by functional calculus.
Proposition 7.4. Let 1 ≤ p ≤ ∞. For all x ∈ Lp(A, τ), we have
1) x = xs + ixas with xs :=
x+x∗
2 , xas :=
x−x∗
2 ∈ Lp(A, τ) self-adjoint,
2) x = x+ − x− with x+ := max{x, 0}, x− := −min{x, 0} ∈ Lp(A, τ)+ if x is self-adjoint.
Proof. The first claim is immediate. Note L∞(A, τ) ·Lp(A, τ), Lp(A, τ) ·L∞(A, τ) ⊂ Lp(A, τ). Since
max{x, 0} = xq+(x) and min{x, 0} = xq−(x), we obtain max{x, 0},min{x, 0} ∈ Lp(A, τ). Positivity
and x = xq+(x) + xq−(x) follows from functional calculus.
Notation 7.2. For all 1 ≤ p ≤ ∞ and x ∈ Lp(A, τ), set xs,+ := (xs)+, xs,− := (xs)−, xas,+ :=
(xas)+, xas,− := (xas)−.
Definition 7.8. For self-adjoint unbounded operator T, S on a separable Hilbert space H , we say
S ≤ T if DomT ⊂ DomS and 〈Su, u〉H ≤ 〈Tu, u〉H for all u ∈ DomT .
Remark 7.5. Definition 7.8 gives a partial order on self-adjoint unbounded operators on H .
For all x ∈ L1(A, τ)+, τ(x) < ∞ holds. All x ∈ L1(A, τ) decompose into four unique positive
operators (cf. Proposition 7.4). This extends τ linearly to an order-preserving bounded functional
on L1(A, τ). For all 1 ≤ p, q ≤ ∞ and r > 0 s.t. r−1 = p−1+ q−1, standard Ho¨lder inequalities yield
xy ∈ Lr(A, τ). In the case of r = 1, we obtain a bounded perfect pairing
Lp(A, τ) × Lq(A, τ) −→ L1(A, τ), (x, y) 7−→ τ(xy)
satisfying τ(xy) = τ(yx) and τ(xy) = τ(x∗y∗). This standard pairing however does not yield
〈x, y〉τ = τ(x∗y) for all x, y ∈ L2(A, τ). We use a modified pairing (x, y) 7→ x♭(y) := τ(x∗y) in
each case (cf. Definition 2.1). The modified pairing inherits all properties by Proposition 7.4, i.e. is
symmetric, bounded and perfect. If x ∈ L0(A, τ)+, then x∗ = x shows there is no difference.
Proposition 7.5. Let L∞(A, τ)∗ be the predual of L∞(A, τ). Then ♭ : L1(A, τ) −→ L∞(A, τ)∗ is
an anti-linear isometry onto L∞(A, τ)∗ ⊂ L∞(A, τ)∗. For all x ∈ L1(A, τ), we have
1) x is self-adjoint if and only if x♭ is real,
2) x is positive if and only if x♭ is positive.
Proof. L1(A, τ) = L∞(A, τ)∗ isometrically by the standard pairing. Since adjoining is an isometry
on L1(A, τ), ♭ is an isometry onto L∞(A, τ)∗. If x ∈ L1(A, τ) is self-adjoint, then τ(xy∗y) =
τ(y∗yx) = τ(xy∗y) for all y ∈ L∞(A, τ). If x ∈ L1(A, τ) is positive, then
τ(xy∗y) = τ(
√
xy∗y
√
x) = τ((y
√
x)∗y
√
x) = ||y√x||2τ = ||
√
xy||2τ ≥ 0
for all y ∈ L∞(A, τ). Both calculations require Proposition 7.2 and Proposition 7.3, as well as prop-
erties of the standard pairing. For the converse, we assume the opposite and select the appropriate
projection to derive a contradiction. Lemma 7.1 ensures all projections considered are elements of
L∞(A, τ), hence we can evaluate x♭ on each.
Proposition 7.6. If A ⊂ A ∩ L2(A, τ) is ||.||A-dense in A and ||.||2-dense in L2(A, τ), then
1) A ⊂ L∞(A, τ) is strong operator dense,
2) A∗ · A ⊂ L1(A, τ) is ||.||1-dense.
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Proof. We have A′′ = L∞(A, τ) by ||.||A-density, hence our first claim. For ||.||1-density, Mazur’s
lemma implies it suffices to show w∗-density tested on L∞(A, τ) = L1(A, τ)∗. We reduce further to
approximating positive elements. Let x ∈ L1(A, τ)+ and (yn)n∈N ⊂ A s.t. √x = ||.||τ -limn∈N yn. For
all n ∈ N, y∗nyn ∈ L1(A, τ). For all z ∈ L∞(A, τ), we have τ(xz) = 〈
√
x,
√
xz〉τ = limn∈N〈yn, ynz〉τ =
limn∈N τ(y∗nynz). This shows w∗-convergence as required.
Let x ∈ L0(A, τ). We canonically identify x with Lx, i.e. left-application of x. An equivalent
construction is right-application, denoted by Rx in this section. For all u ∈ DomLx, ||Lx(u)||τ =
||(xu)∗||τ = ||Rx∗(u∗)||τ and vice versa. Thus DomLx = (DomRx∗)∗. If x is self-adjoint, then
DomLx = (DomLx)
∗ = DomRx by Proposition 7.7.
Proposition 7.7. Let x ∈ L0(A, τ) be self-adjoint.
1) u ∈ DomLxx if and only if us,+, us,−, uas,+, uas,− ∈ DomLx.
2) For all u ∈ DomLx, we have
||xu||2τ = ||xus,+||2τ + ||xus,−||2τ + ||xuas,+||2τ + ||xuas,−||2τ .
Proof. For all n ∈ N, set xn := x1[−n,n]. Since |xn| ≤ |x|, xn ∈ L2(A, τ) for all n ∈ N. By
construction of the spectral measure Ex (cf. [57]), u ∈ Domx if and only if
∫
specx
λ2d〈Exu, u〉τ <∞
holds. Fatou’s lemma implies∫
specx
λ2d〈Exv, v〉τ ≤ lim inf
n∈N
∫
specx
(λ1[−n,n](λ))2d〈Exv, v〉τ = ||xnv||2τ ,
thus |xn| ≤ |x| for all n ∈ N yields
sup
n∈N
||xnu||2τ = lim
n∈N
||xnu||2τ =
∫
specx
λ2d〈Exu, u〉τ ∈ [0,∞] (SUP)
for all u ∈ L2(A, τ).
Note us,+, us,−, uas,+, uas,− ∈ L2(A, τ) by Proposition 7.4. If v ∈ L2(A, τ) is self-adjoint, we
have v+v− = v−v+ = 0 by construction. For all n ∈ N and u ∈ L2(A, τ), we obtain
||xnu||2τ = ||xnus,+||2τ + ||xnus,−||2τ + ||xnuas,+||2τ + ||xnuas,−||2τ
and applying SUP shows the first claim. Knowing this, applying SUP moreover implies
||xu||2τ = ||xus,+||2τ + ||xus,−||2τ + ||xuas,+||2τ + ||xuas,−||2τ , u ∈ L2(A, τ).
Proposition 7.8. Let x ∈ L1(A, τ)+ and set xn := min{x, n} for all n ∈ N. We have
1) {xn}n∈N ⊂ L1(A, τ)+ is an ascending sequence and x = ||.||1- limn∈N xn,
2) ||xu||τ = supn∈N ||xnu||τ <∞ if and only if u ∈ Domx,
3) L2(A, τ) ∩ L∞(A, τ) ⊂ Domx.
Proof. The first claim follows by functional calculus, compare proof of SUP in Proposition 7.7. For
the second one, note ||.||1-convergence implies w∗-convergence w.r.t. L1(A, τ) ⊂ L∞(A, τ)∗. For all
u ∈ L2(A, τ) ∩ L∞(A, τ), we have
∞ > τ(xuu∗) = lim
n∈N
τ(xnuu
∗) = sup
n∈N
||xnu||2τ .
Thus u ∈ Domx with ||xu||τ = supn∈N ||xnu||τ .
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Lemma 7.2. If x ∈ L2(A, τ) is self-adjoint, then L2(A, τ) ∩ L∞(A, τ) is core of Lx and Rx.
Proof. Since x is self-adjoint, DomLx = DomRx and ||xu||τ = ||u∗x||τ for all u ∈ Domx. By
Proposition 7.7, it suffices to show DomLx ∩ L2(A, τ)+ lies in the closure of L2(A, τ) ∩ L∞(A, τ)
w.r.t. the graph norm of Lx.
Let u ∈ Domx positive and un := min{u, n} for all n ∈ N. As for SUP in Proposition 7.7 but
using {un}n∈N, we obtain limn∈N ||u− un||τ = 0. We show limn∈N ||x(u− un)||τ = 0. By functional
calculus (cf. Theorem 5.9 in [57]), we have
||x(u − un)||2τ = ||(u − un)x||2τ =
∫
specu
(λ−min{λ, n})2d〈Eux, x〉τ .
For all n ∈ N, (λ−min{λ, n})2 ≤ λ2 ∈ L1(specu, d〈Eux, x〉τ ). Convergence in ||.||τ thus follows by
positivity, applying lim supn∈N and Fatou’s lemma.
Proposition 7.9. L1(A, τ)♭ is the set of all normal bounded functionals on L∞(A, τ).
Proof. L1(A, τ) = L∞(A, τ)∗. By Corollary III.3.11 in [62], all x ∈ L1(A, τ) yields normal x♭.
Remark 7.6. Note [62] defines normality as being element of the predual. Equivalence to standard
definition of normality is given by the equivalence in the corollary.
Tracial AF-C∗-algebras. Standard references for C∗-algebras are [62], [63], [64] and [10].
Note [10] in particular focuses on AF-C∗-algebras. We discuss AF-C∗-algebras and their traces
pursuant to our study. Relevant notation is established.
Definition 7.9. An AF-C∗-algebra is a C∗-algebra A s.t. A = ∪j∈NAj ||.||A for an ascending chain
A1 ⊂ . . . ⊂ Aj ⊂ Aj+1 ⊂ . . . ⊂ A of finite-dimensional C∗-algebras. We call (Aj)j∈N the generating
family of C∗-subalgebras of A. We say that A is
1) unital if it has unit 1A and moreover strongly unital if 1A = 1Aj for all j ∈ N,
2) finite-dimensional if A = Aj for a.e. j ∈ N.
Definition 7.10. Let A be an AF-C∗-algebra and τ lower semi-continuous faithful semi-finite on
A. We call (A, τ) tracial if A0 := ∪j∈NAj ⊂ mτ .
Remark 7.7. If A is finite-dimensional, then Lp(A, τ) = A in each case.
Proposition 7.10. If A is an AF-C∗-algebra, then
1) {1Aj}j∈N ⊂ A is left- and right-approximate identity,
2) 1L∞(A,τ) = s-limj∈N 1Aj .
Proof. The first claim follows by ∪j∈NAj ⊂ A densely and 1Aj(1Ak − 1Aj ) = (1Ak − 1Aj)1Aj = 0 for
all j ≤ k in N. The second one is implied by uniqueness of units in C∗-algebras.
Proposition 7.11. If (A, τ) is a tracial AF-C∗-algebra, then
1) A0 ⊂ L∞(A, τ) is strong operator dense,
2) A0 ⊂ L2(A, τ) is ||.||τ -dense,
3) A0 ⊂ L1(A, τ) is ||.||1-dense.
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Proof. We prove A0 satisfies the assumptions on A in Proposition 7.6. By hypothesis, A0 ⊂ A is
||.||A-dense. We show A0 ⊂ L2(A, τ) is ||.||τ -dense. For all j ∈ N and 1Aj , set Aj := 1AjA01Aj ⊂ A0
and let Mj := Aj ⊂ L∞(A, τ) be its strong operator closure.
Let j ∈ N. Since 1Aj is the unit in Mj , restricting τ to Mj gives finite normal trace. We see
Aj ⊂ L2(Mj , τ) is ||.||τ -dense by unitality and Aj ⊂Mj strong operator dense. Note L2(Mj , τ) =
1AjL
2(A, τ)1Aj by construction.
Proposition 7.10 implies ∪j∈NL2(Mj , τ) ⊂ L2(A, τ) is ||.||τ -dense, therefore
L2(A, τ) = ∪j∈NL2(Mj , τ)||.||τ ⊂ ∪j∈NAj ||.||τ ⊂ A0||.||τ ⊂ L2(A, τ).
Notation 7.3. For all n ∈ N, we always write In ∈Mn(C) for the unit and trn for the non-normalised
trace. In infinite dimensions, we often write I and tr .
Notation 7.4. Finite-dimensional C∗-algebras are of form ⊕Nl=1Mnl(C) up to C∗-isometry. Given an
AF-C∗-algebra A, we always fix a generating family (Aj)j∈N and isometric ∗-isomorphisms
rA := {rAj : Aj −→ ⊕Njl=1Mnj,l(C)}j∈N.
Proposition 7.12. Let (A, τ) be a tracial AF-C∗-algebra. For all j ∈ N, we have
1) rAj (1Aj ) =
∑Nj
l=1 Inj,l ,
2) τ|Aj = r
−1
Aj
[
∑Nj
l=1 Cj,l trnj,l ] with Cj,l ≥ 0 for 1 ≤ l ≤ N .
Proof. Uniqueness of units gives the first claim. For all j ∈ N and 1 ≤ l0 ≤ Nj, we consider
Mnj,l0 (C)
∼= r−1A,j [(⊕l0−1l=1 〈Inj,l〉C)⊕Mnj,l0 (C)⊕ (⊕
Nj
l=l0+1
〈Inj,l 〉C)].
Restrict τ to the image of Mnj,l0 (C) under this isometric isomorphism. It equals Cj,l0 trnj,l0 for a
constant Cj,l0 ≥ 0 by uniqueness of the normalised trace on full matrix algebras.
Remark 7.8. For all j ∈ N, 〈., .〉τ|Aj equals
∑Nj
l=1 Cj,l〈., .〉trnj,l pulled back along r−1Aj .
7.2 Construction lemmas
We give lemmas used in the construction of examples in the second section.
Three identities for differential dynamics. We prove three identities for Lemma 2.3.
Lemma 7.3. In the setting of Lemma 2.3, we have
1) ∇(n)∇(m) = −∇(m)∇(n) if 1 ≤ n,m ≤ N ,
2) ∇(n)∇(m)∗ = −∇(m)∗∇(n) if 1 ≤ n 6= m ≤ N ,
3) ∇(n)∆(n) = 4∇(n) if 1 ≤ n ≤ N .
Proof. Note ∇(n)(x) = i[D(n), x] and ∇(n)∗(x) = {D(n), x} for all x ∈ A0 and 1 ≤ n ≤ N . Using
this, φ(D(n)) = −D(n) for all 1 ≤ n ≤ N and φ2 = idA, we calculate
∇(n)(∇(m)(x)) = i2(D(n)D(m)x −D(n)φ(x)D(m) +D(m)φ(x)D(n) − xD(m)D(n))
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for all x ∈ A0 and 1 ≤ n,m ≤ N . Interchanging indices n,m in the above calculation and applying
D(n)D(m) +D(m)D(n) = 2δm(n)1L∞(A,τ) for all 1 ≤ n,m ≤ N gives the first identity. A second
calculation using φ(D(n)) = −D(n) for all 1 ≤ n ≤ N and φ2 = idA yields
∇(n)(∇(m)∗(x)) = i2(D(n)D(m)x +D(n)φ(x)D(m) +D(m)φ(x)D(n) + xD(m)D(n)),
∇(m)∗(∇(n)(x)) = i2(D(m)D(n)x −D(m)φ(x)D(n) −D(n)φ(x)D(m) + xD(n)D(m)),
for all x ∈ A0 and 1 ≤ n,m ≤ N . By the above calculation, applying D(n)D(m) = −D(m)D(n) if
n 6= m to ∇(m)∗∇(n) yields the second identity. Using D(n)2 = 1L∞(A,τ) for all 1 ≤ n ≤ N , we see
∇(n)(∇(n)∗(x)) = 2i2(x−D(n)φ(x)D(n)) for all x ∈ A0. By D(n)2 = 1L∞(A,τ), we obtain
∇(n)(∆(n)(x)) = −2i[D(n), 2i2(x−D(n)φ(x)D(n))] = −4i(φ(x)D(n)−D(n)x) = 4∇(n)(x)
for all x ∈ A0.
Lemma 7.4. Assume the setting of Example 2.10. For all t ∈ R and x ∈ A(H), we have
Cliff(eitD)(x) =
∧
eit|D|ρJ(x)
∧
eit|D|.
Proof. To implement Cliff(eitD), consider the implementation problem (cf. [55]). Hence construct a
unitary equivalence of representations ρJ and ρ
t
J := ρJ ◦ eitD for all t ∈ R using cyclic vectors.
Let ΩJ be the Fock state of F(HJ). It is the unique cyclic unit vector of F(HJ ) satisfying
ρJ (u + iJ(u))ΩJ = 0 for all u ∈ HJ . The latter is the J-vacuum condition for ρJ . Since eit|D| is a
unitary for all t ∈ R, it is implemented by ∧ eit|D|. To apply Theorem 2.4.7 in [55] and obtain our
claim, we require
∧
eit|D|ΩJ = Ω for a cyclic unit vector Ω satisfying the J-vacuum condition for ρtJ
for all t ∈ R.
Define ΩtJ :=
∧
eit|D|ΩJ for all t ∈ R. By [eitD, J ] = 0 for all t ∈ R, we find
ρJ(e
itDu)ΩJ = −iρJ(J(eitDu))ΩJ = ρJ (eitD(P+ − P−)(u))ΩJ
for all u ∈ HJ and t ∈ R. We have eitD(P+ − P−) = eit|D| on non-negative and eitD(P+ − P−) =
eit|D| − 2I on negative eigenvectors. If P−(v) = v, then J(v) = −iv and thus 2v = v + iJ(v). Using
the J-vacuum condition, we derive
ρJ(e
itDu)ΩJ = ρJ(e
it|D|u)ΩJ =
∧
eit|D|ρJ(u)
∧
e−it|D|ΩJ
for all u ∈ HJ and t ∈ R. Thus for all u ∈ HJ and t ∈ R, we have∧
eit|D|(ρJ(u)ΩJ ) =
∧
eit|D|(ρJ(e−itDeitDu)ΩJ) = ρtJ (u)Ω
t
J .
Setting u := v + iJ(v) for arbitrary v ∈ HJ , the above yields the J-vacuum condition for ρt for all
t ∈ R. It additionally determines the unitary of Theorem 2.4.7 in [55]. Our claim follows.
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