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degree  of  acidification,  and  doing  so  regularly  over  long  time  periods  is  a  key 
requirement in separating natural from man‐made variation. This project examines new 
technologies  for  development  of  an  instrument  to  measure  one  of  the  four  main 
carbonate  system  variables,  total  alkalinity  (TA),  which  is  determined  by  acid/base 





pH  units  between  pH  3.0  and  5.0  with  measurements  made  using  a  conventional 
spectrophotometer.  pH  measurements  are  made  by  performing  simultaneous 
photometry on two absorption bands in the BCG visible spectrum. The RGB‐PD is also 









are  significant  steps  towards  development  of  small,  cheap,  and  rugged  automated 
instruments  for  TA  measurement.  These  contributions  advance  the  realisation  of 
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Increasing  atmospheric  CO2  is  a  major  environmental  concern  for  the  near  future.  
Atmospheric CO2 levels have risen by around 40% since the industrial revolution, from 
280  ppmv  (parts  per  million  volume)  to  400  ppmv  [1,  2].  Earth  system  models  have 
estimated that this will increase to over 2000 ppmv by the year 2300 in a “business‐as‐
usual” scenario [3].  Should all anthropogenic CO2 emissions be stopped during the next 






marine  organisms  through  decrease  in  CaCO3  saturation  states,  particularly  calcifiers 
such  as  corals,  pteropods,  coccolithophores  and  foraminifera  [7].  The  stressing  or 
removal of phytoplankton species would undermine marine food webs, these accounting 
for a majority of primary production in the world’s oceans, however the specifics of how 
these  organisms  could  be  affected  are  not  well  understood.  The  cocolithophore  








have  demonstrated  increased  calcification  and  metabolism  under  acidified  ocean 
regimes,  but  at  the  cost  of  muscle  wastage  [10].  This  highlights  that  the  degree  of 
calcification may not be the most useful indicator for the effect of ocean acidification on 
calcifying  organisms.  It  has  been  suggested  that  the  incoherence  of  the  response  of 
organisms  to  ocean  acidification,  even  within  the  same  species,  shows  that  better 
behaved  mesocosm  studies  may  be  more  useful  in  examining  the  effects  of  ocean 







are  crucial  concepts  that  arise  throughout  this  thesis,  appearing  in  every  chapter.  It 
makes sense therefore to define these first.  
1.2.1  Uncertainty	
The  definition  of  uncertainty  used  throughout  this  thesis  is  taken  from  the 
EURACHEM/CITAC  guide  Quantifying  Uncertainty  in  Analytical  Measurement  is  “a 
parameter associated with the result of a measurement that characterises the values that 
could  reasonably  be  attributed  to  the  measureand”  [13].  An  analytical  measurement  is 
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Discrepancy  describes  disagreement  between  two  independent  measurements  of  the 
same  quantity.  Consider  the  example  of  measurement  of  surface  seawater  using  two 










H2CO3  is  low  in  comparison  to  other  dissolved  carbonate  species,  and  so  is  often 
incorporated into a single effective concentration for dissolved carbon dioxide, [CO2(aq)] 







with  atmosphere  and  organisms,  or  by  precipitation  and  dissolution  of  particulate 
matter,  these  species  equilibrate.  Knowledge  of  the  individual  equilibrium  constants 
allows  calculation  of  the  instantaneous  individual  species  concentrations  shown  in 
Figure 1‐1 according to equation (1.2)‐(1.4). 
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CO2,  B,  and  cross  virial  coefficient δ  are  expressed  as  variables  dependent  upon 
temperature T (K) as shown in equations (1.6) and (1.7) [15].   The relationship between 
pCO2 and fCO2 is therefore only temperature and pressure dependant. 
  B   1636.75   12.048T   3.27957 ∙ 10  T    3.16528
∙1 0   T   ∙1 0    
(1.6)  




are  a  number  of  different  pH  scales  used  in  seawater  analysis,  and  pH  is  subject  to 
several definitions which are detailed further in Section 1.4.2. 
  pH    log   H    (1.8)  
 




  DIC    HCO 
      CO 











two  of  these  parameters  can  be  used  to  calculate  the  entire  carbonate  system  for  a 




Input	 ΔpH		 ΔTA	(μmol	kg‐1)Δ D I C 	 ( μ m o l 	 k g ‐1)	 ΔfCO2	(μatm)
pH,	TA	 ‐	 ‐ ±3.8 ±2.1	
pH,	DIC	 ‐	 ±2.7 ‐ ±1.8	
pH,	fCO2	‐ 	 ± 1 8 ± 1 5 ‐ 	
DIC,	fCO2	 ±0.0023	 ±3.0 ‐ ‐	
TA,	fCO2	 ±0.0021	 ‐ ±3.4 ‐	







known  errors  associated  with  these  parameters.  The  worst  combinations  arise  from 




from  other  measurements  has  a  larger  uncertainty  associated  with  it  than  if  it  were 
measured directly. fCO2 measurements with precision in excess of 0.9 μatm have been 























mobile  platform,  measurement  frequency  dictates  spatial  resolution.  For  example, 
underway  measurements  taken  on  board  a  ship  will  be  separated  by ≈  10  km  for  a 
sampling period of 20 minutes, while a profiling float operating at the same rate would 
have  measurements  separated  by ≈  120  m  [31].  Additionally  it  is  desirable  to  take 
measurements over long periods of time (weeks to months) and do so autonomously, as 
large seasonal variability in CO2 parameters has been observed [32]. This can mask ocean 
acidification  effects,  and  the  ability  to  distinguish  between  these  is  important.  This 
project  aims  to  address  these  requirements  through  development  of  a  low‐cost 
automated TA measurement system that with further development would be capable of 
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saturated  with  respect  to  CaCO3,  which  will  spontaneously  dissolve.  Alkalinity  is 






terms  of  the  differences  in  concentrations  of  individual  species  classified  as  proton 
acceptors and proton donors according to equation (1.11); 
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alkalinity  term  in  their  own  right,  known  as  the  Carbonate  Alkalinity  (CA,  equation 
(1.12)), which is used in calculation of other carbonate parameters. 
  C     HCO 
    2   C O  
     (1.12)  
In order to obtain a value for CA it is necessary to subtract all non‐carbonate species from 
TA,  which  may  require  simultaneous  measurement  of  nutrients  in  high  nutrient  or 
eutrophicated waters, such as High Nutrient Low Chlorophyll (HNLC) regions or near 
riverine inputs, in addition to in‐situ salinity (S).  Practically S can be determined using a 
combined  conductivity  and  temperature  probe,  or  with  a  laboratory  salinometer.  
Salinity measurements are necessary to determine contributions to TA from the species 
mentioned above.  For determination of other carbonate parameters, in situ temperature 








to  TA  in  this  case  [37].  In  the  absence  of  simultaneous  OA  measurements  when 
calculating carbonate system parameters from TA, an over‐estimation of CA will occur 
and  affect  determined  values.  Before  explicit  determination  of  OA  was  performed, 
unknown protolytic species in the expression for TA (1.11) were attributed to unidentified 












aqueous  solution  will  be  very  low,  with  H
+  tending  to  be  bound  to  water  molecules 
forming a hydroxonium ion (equation (1.13)) [15]. 
  H   H  O⇌H  O   (1.13)  













ionic  strength  compared  to  seawater,  they  do  not  represent  the  true  activities  of 











The  total  hydrogen  scale  pHT,  is  based  on  buffered  artificial  seawater  medium 
containing sulphate ions, defined according to equation (1.15). This takes into account 
the protonation effects of sulphate, and as such pHT can be determined analytically [41]. 
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Titration  of  seawater  with  acid  is  the  most  common  method  for  total  alkalinity 








no  further  affect  upon  TA  as  reaction  of  each  alkali  equivalent  consumes  an  equal 
amount  of  H
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sides  of  equation  (1.19)  also  equal  zero,  and  added  acid  equivalents  (Acy)  equal  TA.  
Determination of the amount of acid required to reach the equivalence point position is 
therefore effectively determination of TA. 
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added,  [acid]  is  the  concentration  of  the  acid  titrant  and  Vep  is  the  volume  of  acid 
necessary to bring the equilibrium to the equivalence point.  
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(1.23)  
By  squaring  and  summing  the  residual  terms,  experimental  data  inputted  can  have 


















remains  in  equilibrium.  The  equivalence  point  position  for  a  closed  cell  titration  is 
partly dependent upon DIC, as increasing the concentration of CO2 at the left hand side 
of  the  equilibrium  in  Figure  1‐1  resists  further  conversion  of  HCO3
























this.  These  have  the  potential  to  deliver  smaller,  cheaper,  more  robust  instruments, 












































































Each  has  its  merits  and  shortcomings,  detailed  in  Section  2.2.  Additionally  several 
standard techniques exist for the processing of titration data in order to determine TA.  
Detailed  standard  operating  procedures  exist  for  laboratory  based  alkalinity 
determination,  establishing  routine  best  practice  worldwide  [48].  Elements  of  TA 
titration apparatus have been automated and are commercially available, however much 
of  the  burden  of  sample  collection  and  processing  is  still  carried  out  by  skilled 
technicians  [49,  50].  Low  sample  throughputs  of  less  than  5  samples  per  hour  are 
typical, which coupled with requirements for frequent sampling and replicates leads to 
queuing. The resulting need to preserve samples is typically achieved by poisoning with 
small  amounts  of  mercuric  chloride,  a  potentially  harmful  and  environmentally 
damaging substance [48].  Manual sample collection from research vessels is costly and 
time  consuming  leading  to  a  chronic  under‐sampling  of  the  ocean,  and  short  term 







varying  by  around  60 μ mol  kg
‐1  within  the  top  500  m  of  the  Pacific  Ocean  [52].  
Satisfying the need for automated TA determination has been the focus of much research 






















By  contrast,  systems  and  technology  for  pH  measurement  are  better  developed  for 
automated deployment in a variety of environments, yet share many similarities with 
alkalinity systems [24, 55].  The added complexities of the use of a titrant reagent, its 
quantification,  and  multiple  measurements  (see  Section  1.5)  for  a  single  sample  in 






























lead  to  variation  in  DIC  as  the  reaction  progresses  and  affect  the  determination.  A 
variable volume titration cell, typically achieved through the use of a movable syringe 









techniques  differ  in  apparatus  requirements,  striking  a  compromise  between  the 
simplicity  of  operation  and  suitability  to  the  operating  environment.  For  open  water 













Volumetric  additions  are  commonly  employed  via  the  use  of  a  dosimetric  piston 
burette or piston pump.  These are commercially available (Metrohm, SI Analytics) [57, 
58]  and  deliver  suitable  accuracy  (reproducible  to  0.001  cm
3)  for  quality  alkalinity 
measurements [48].  When working with lower sample volumes e.g. pore waters [59], the 
delivery  of  low  volume  titrant  increments  becomes  a  challenge.  Burette  dispensing 















Potentiometry  has  been  traditionally  used  as  the  means  of  following  alkalinity 
titrations, and remains the standard choice for bench top determinations today [48].  












across  the  electrode  (J  C
‐1),  R  is  the  universal  gas  constant  (J K
−1 mol










Figure  2‐1)  completes  the  ‘circuit’  of  the  standard.  Should  the  ionic  strength  of  the 
reference electrolyte and sample differ, a conflicting chemical potential is set up across 
the  liquid  junction,  known  as  the  ‘liquid  junction  potential’.  For  this  reason,  the 
reference  cell  electrolyte  must  match  the  ionic  strength  of  the  water  sample  being 
















equal  in  all  cases.  In  addition,  differences  in  the  solution  chemistry  of  internal, 
reference, and sample media give rise to changes in the liquid junction potential [63, 64].  
Incidentally,  this  is  one  of  the  reasons  why  the  NBS  buffer  system  is  unsuitable  for 
seawater pH measurement [15].  The requirement for recalibration to maintain precision 
complicates  remote  deployment,  although  strategies  involving  the  use  of  redundant 
sensors  in  the  form  of  multiple  pH  electrodes  has  shown  that  calibration‐free 
potentiometric measurements are possible [62].  
Spectrophotometric pH measurement involves the use of an indicator, which exhibits 







The  relative  merits  of  spectrophotometric  vs.  potentiometric  methods  have  been 
examined for both pH [76] and alkalinity [77] determination in seawater.  Anderson and 
Wedborg  found  in  favour  of  potentiometric  methods  for  alkalinity  determination 
following an extensive study of both techniques with both Gran‐type and curve fitting 
evaluation  methods,  whereas  Byrne  and  co‐workers  reported  similar  imprecision  for 
both approaches.  The former study acknowledges that the apparently poorer precision 
















instance  to  be  analysed  by  the  unmodified  Gran  procedure  (Section  1.5)  [26].  Ionic 
strength  is  often  balanced  through  salt  additions  to  acid  and  base,  though  this 




Section  1.5  examines  methods  for  evaluation  of  titration  data  to  determine  total 




































































method  used  the  excess  acid  method,  and  continually  monitoring  pH  with  a 
sulfonepthalein indicator and linear array spectrometer. This way the titration could be 
terminated at a pH just below the equivalence point and thus the excess acid term was 
minimised.  This,  combined  with  accurate  gravimetric  titrant  determination  (0.001  g 
accuracy in around 130 g of sample) allowed for extremely precise analyses.  As suggested 
in Section 1.3.2, an alternative to direct alkalinity measurements is to determine them 
from  other  carbonate  parameters.  Simultaneous  flow  through  analysis  of  other 
carbonate parameters (DIC, ƒCO2, and pH) aboard ship has been achieved and permitted 
reasonable calculation of total alkalinity values [22], with differences from  discrete AT 

















gravimetric  method  to  volumetry,  so  this  should  not  preclude  use  of  an  otherwise 
promising technique.  Quantitative sample and titrant dosing has been achieved through 








Sample %RSD Reference Author	 Year
Pot.	/	E.A.	 Vol	 SW 0.16 [47] Culberson	 1970
Pot.	/	M.G.	 Vol	 SW 0.10 [89] Bradshaw	 1981
Pot.	/	NLLS	 Grav	 SW 0.10 [90] Dickson	 1981
CO2	Equilib	 n/a	–	Gas	 SW 0.038 [91] Breland	 1992
Pot.	/	NLLS	 Vol	 SW 0.20 [87] Millero	 1993
Spec.	/	E.A.	 Vol	 SW 0.13 [54] Roche	 1998
Spec.	/	E.A.	 Grav	 CRM 0.012 [28] Yao	 1998
Pot.	/	NLLS	 Vol	 SW 0.037 [19] Dickson	 2003
Pot.	/	E.A.	 Flow	 Std.	CRM 0.15 [53] Watanabe	 2004
Spec./	TMT	 TMT	 Std.	CRM 0.10 [26] Martz	 2005
Bruevich*	 Vol	 SW 0.054 [56] Pavlova	 2008
Spec./NLLS	 Vol	 SW 0.14 [73] Okamura	 2010
VINDTA	 Vol	 SW 0.068 [86] Dumousseaud	 2010
Spec.	/	E.A.	 Vol	 SW ≈	0.04 [74] Liu	 2012










automated  gravimetric  or  volumetric  additions  of  sample  and  titrant  has  seen  the 
exploration of a variety of alternatives.  As previously mentioned these “gravimetric and 
volumetric  free”  titrations  invariably  shift  the  burden  of  dosing  to  some  other 
component  in  the  system.  Methods  of  sequential  injection  analysis  performed  by 
Fletcher  and  Van  Staden[61],  and  Mesquita  and  Rangel[60]  were  used  for 
spectrophotometric TA determination, with both methods reporting reduction in the 
required  sample  and  reagent  volumes.  Sequential  injection  analysis  differs  from  flow 




‐  equivalence  points,  allowing  calculation  of  both  TA  and  these 













the  0.1  %RSD  required  for  ocean  acidification  studies.  The  TAs  were  also  measured 
outside  the  range  of  values  that  are  of  interest  for  ocean  acidification  studies.  A 

















2.4)  and  the  result  used  to  determine  the  amount  of  titrant  added  from  a  premixed 
indicator/titrant  stock.  Indicators  sensitive  to  pH  that  exist  in  protonated  and 













precision  system  for  electronic  measurements  of  photodiodes.  This  enables 
measurement (at different wavelengths) of the concentration of the indicator in both 
protonated and unprotonated forms (to give pH and titrant amount) and provides a 





Whilst  TMT  claims  to  be  a  simplified  titration  method,  the  extensive  use  of  custom 
precision engineered components and assemblies are a significant hurdle to a researcher 
wishing to adopt the method.  It is not surprising then that the technique has not yet 
been  more  widely  adopted  by  other  groups.  The  originators  of  TMT  have  however 
























as  a  means  of  determining  CO3
2‐  in  marine  waters,  particularly  for  elucidation  of 



































been  adapted  for  automated  high  precision  continuous  flow  systems,  where  the 
conceptual simplicity of a constant mixing ratio of sample to titrant is suitable due to a 
restricted range of sample alkalinities [53, 54]. Early reports show that this method can 









at  their  disposal  for  gravimetric  measurement  of  sample  and  titrant,  capable  of 
improving  the  precision  of  quantification  by  an  order  of  magnitude  or  more.  
Additionally  purging  CO2  by  shaking  the  acidified  sample  in  a  container  with  a 
headspace of air meant that DIC was not fully reduced to zero, and so the “purged” 

























Potentiometry  is  still  commonly  used  for  following  pH  during  titrations,  however 
spectrophotometry is increasingly used in automated pH systems and is more suitable 
for  in  situ  and  long  term  deployments.  It  has  therefore  been  decided  to  pursue  a 
spectrophotometric method in this work. 






The  Tracer  Monitored  Titration  method  offers  the  best  combination  of  simplicity, 
suitability  for  automation,  and  feasibility  for  deployment  remotely  and  in  situ.  The 
precision demonstrated (0.1 %RSD) is not the best obtained, even compared to at‐sea 














While  the  use  of  potentiometric  titration  methods  remain  commonplace  [48], 
sulfonephthalein indicators for seawater alkalinity determination offer advantages for in 
situ  and  remote  deployment,  and  have  received  significant  attention  in  automated 




‐1,  and  in  solution  behave  as  polyprotic  weak  acids  (general  formula  H2I),  which 
undergo dissociation according to (2.2);  
  H I
   
    HI   H      
   I    2 H    (2.2)  
 
In the context of seawater alkalinity determination, the indicators Bromocresol Green 








first  dissociation  constant  has  a  value  significantly  lower  than  the  pH  range  of  an 
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  (2.4)  
The  acidic  (HI
‐)  and  basic  (I









path  length  of  the  absorption  cell,  B  is  the  background  absorption  of  the  sample 
measured














2‐4  as  a  function  of  wavelength.  By  monitoring  indicator  absorbance  at  the  peak 
wavelengths,  the  ratio  [I
2‐]/[HI
‐]  of  equation  (2.4)  is  obtained  using  the  following 
relationship (2.7) [64]. 
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Spectrophotometric  methods  are  well  established  for  Total  Alkalinity  and  pH 
measurements of seawater.  The indicators used in the highest impact recent research 
have  all  been  of  the  sulfonephthalein  class  of  compounds,  with  BCG,  BCP  and  BPB.  





even  when  mixed  with  dilute  acid,  making  them  extremely  useful  for  longer‐term 
deployment.  Spectrophotometric  methods  do  not  suffer  from  the  drift  and  liquid 
junction  problems  associated  with  potentiometric  methods,  and  are  therefore  more 









carbonate  system  studies  require  time‐series  measurements  to  distinguish  seasonal 
variation  from  long‐term  trends  in  ocean  CO2  concentrations.  To  achieve  this  by 
conventional  sampling  and  analysis  is  impractical.  Deploying  instruments  aboard 
moorings,  ships  of  opportunity,  and  as  underway  systems  on  oceanographic  cruises 





simplicity  of  operation  and  ready  availability  of  any  new  technology  are  important 
factors to consider in design. Spectrophotometric techniques present a better approach 
for automated alkalinity determination than potentiometric techniques, as they suffer 
less  from  drift  and  salinity  sensitivity,  and  can  be  deployed  in  situ.  Research  into 
spectrophotometric  pH  systems  is  extensive,  and  mature  systems  are  available.  By 
contrast, systems for total alkalinity measurement have only seen deployment in the 
laboratory and aboard ship. The TMT technique shows great potential for exploration, as 





measurements.  Reducing  the  cost  of  instrumentation  promotes  the  uptake  of  the 
technology and allows for measurements that are more extensive. This will be addressed 
by taking advantage of recent developments in sensor technology and optoelectronics. 
LEDs  and  photodiodes  offer  excellent  reductions  in  cost  and  size  over  traditional 
spectrophotometers.  Where  possible  only  methods  and  technologies  that  could 
eventually be adapted for in situ measurement will be used. The developed instrument 
will take the form of an advanced prototype that pushes technological boundaries while 























































(TA)  measurements,  and  the  shortcomings  of  available  instrumentation  in  terms  of 
automation,  portability,  ruggedness,  and  cost.  Conversely,  the  analytical  quality  of 
available  laboratory  methods  is  sufficient  for  meaningful  analysis  of  the  oceanic 
carbonate  system.   Developments  in  instrumentation  for  measuring  total  alkalinity 
therefore need to address these shortcomings without compromising performance. The 
ultimate  goal  is  delivery  of  a  low  cost,  precise,  fully  automated  alkalinity  analyser 
(Section 1.6). Also making long‐term measurements aboard ship or in situ is desirable. 










will  focus  on  developments  in  these  key  areas  for  the  production  of  an  instrument 
capable  of  extending  scientific  exploration  of  the  carbonate  system  in  oceanic 
environments. 





1.6).  Choosing  the  TMT  method  would  require  a  specific  high  performance  optical 
detection system, which in the original method consisted of a bespoke combination of 
photodiodes  and  bandpass  filters.  Red  green  and  blue  photodiodes  (RGB‐PDs)  offer 




photodiode  was  chosen  to  further  demonstrate  the  potential  of  RGB‐PDs  for 




















[106].  Often  the  coloured  species  under  investigation  is  the  product  of  a  chemical 
reaction,  and  evolves  relative  to  the  concentration  of  a  colourless  species  following 





the  absorbing  species  being  studied.  The  Beer‐Lambert  law  assumes  the  use  of 
monochromatic light, which is not achievable in practical instruments. Instead the band‐





studied  [110].  Larger  ratios  will  hamper  effective  light  attenuation  by  the  absorbing 
species  and  limit  the  dynamic  range  of  concentration  measurements  possible.  The 
chromaphore  concentrations  encountered  are  often  bracketed  by  the  concentration 
range of standard solutions used to determine ϵ. If the standard concentrations chosen 










meant  that  they  remain  the  go‐to  device  for  analyses  such  as  colorimetric  pH 















113].  Where  photodiodes  have  lacked  the  required  sensitivity,  photo‐multiplier  tubes 















spectral  band‐width  detector  by  alternately  switching  between  differently  coloured 
LEDs,  and  this  approach  was  successfully  applied  to  acid‐base  titration  [122,  123].  A 














instrument  described  by  Martz  and  co‐workers  therefore  made  use  of  a  high 
performance  low‐noise  photodiode  based  system  [26].  This  combined  several 




elements  able  to  distinguish  red,  green  and  blue  light.  A  simple  webcam  was 
demonstrated as a detector for titration in undergraduate teaching experiments as a low 
cost alternative to a spectrophotometer. Only 1 channel was used to monitor titration 
however,  and  the  sensitivity  of  the  device  was  limited  [125].  Although  higher 
performance cameras are available, their price is comparable to a spectrophotometer and 
therefore makes little sense as a replacement. 
RGB  photodiodes  (RGB‐PDs)  consist  of  an  integrated  package  including  an  array  of 




















least  two  wavelengths  are  normally  monitored,  and  several  optical  detection  devices 
exist which are capable of this. The simplest optical detection system implemented for 
measurement of pH, and by extension total alkalinity (TA), is a charge coupled device 




these systems is high  however,  with high  specification devices costing approximately 
$10,000,  although  some  low‐end  system  are  far  cheaper  at ≈  $500.  Any  experimental 
design  of  an  optical  detector  for  spectrophotometry  has  to  be  compared  to  a 







additional  engineering  requirement  is  encountered,  invariably  increasing  cost  and 
complexity. 








Given  the  objectives  outlined  above  (improvement  of  cost,  size,  ruggedness, 
automation), and as pH measurement has no requirement for 2D resolution, the RGB‐
PD is  well  worth considering. There is novelty in the approach, as these devices  are 









System  Cost  Pros  Cons 
Charge coupled device 
Spectrophotometer such 
as Ocean Optics 
$500 for a mini 
spectrometer, Up to 






Delicate, often requires 
PC connectivity, may be 
too noisy. Expensive & 
bulky. 
Photodiodes and filters 
(Martz 2006) 
Photodiodes extremely 
cheap, but 6 filters were 




specificity, and once 
fabricated has relatively 
simple operation. 
Specific to the system 
being used (cannot 
change from BCG to 
BCP for example), 
Expensive, must be 
fabricated 
Photodiodes and LEDs 
with engineering 
solutions to cross 
sensitivity of the 
broadband detector. This 
includes switching, 
shuttering, or signal 
processing (e.g. FFT). 
The light sources and 
detectors are cheap 
(<$10), electronic 
control systems vary 
from $10 – 1000, 
depending on the type of 
system used. In mass 
production this cost 
would likely be low. 
Components are cheaper 
than the above 2 





complexity, and bring 
their own cost. 




Extremely cheap, small, 
rugged, commercially 
available. Good noise 
performance 
Spectral characteristics 
cannot be tailored, and 
may be unfit for some 
dyes, and unusable with 
others 
Camera sensor  $10-20 for a ‘webcam’ 
$1000’s for a 
sophisticated device 
Can be relatively cheap, 
large sensing area 
available. 
Spectral discrimination 
on RGB channels may be 
poor, not necessarily 
better than RGB-PD.  





properties  of  the  RGB‐PD  are  used  to  guide  experimental  design  and  predict 
performance.  Uncertainty  analysis  is  combined  with  this  to  determine  the  quality  of 
measurements that can be made and explain experimental observations. These methods 
are introduced in Section (3.2).  Section 3.4  experimentally evaluates the performance of 













apparatus  of  unknown  performance.  Optical  modelling  allows  determination  of  the 
theoretical  performance  of  any  combination  of  optoelectronic  components  (a  light 
source and detector). This was used to select and verify other components of the optical 
detection  system  such  as  light  sources.  With  light  source  and  detector  selected,  the 
optical  model  is  combined  with  uncertainty  analysis  to  predict  the  quality  of 
measurements that can be made. All modelling is performed within MATLAB. 
3.2.2  The	spectra	used,	and	how	they	are	obtained	




















analytical  chemistry.  This  is  performed  using  a  white  (broad  band)  light  source  and 


































Section  3.4  examines  the  RGB‐PD  for  pH  measurement,  both  experimentally  and 
theoretically. The model is used to predict the result of pH measurement using the RGB‐
PD, led light sources and BCG indicator (Section 3.4.5), and to assist in choosing the 
most  appropriate  LED  light  sources  for  the  measurement.  The  modelled  pH 
measurements provide a basis for comparison when experimental measurement of pH 
with  the  RGB‐PD  is  performed.  The  model  is  then  used  for  uncertainty  analysis  of 
systematic errors associated with RGB‐PD measurement to help explain the observed 
results. 











the  RGB‐PD/LED  optical  system.  At  the  design  stage,  uncertainty  estimation  allows 
performance of a proposed design to be checked. Uncertainty analysis can also be useful 
in explaining the results obtained.  
These  predictions  require  estimates  or  measurements  of  error  associated  with 
experimental measurements, and the parameters used in analysis.  Two types of error are 
considered. Random errors arise from noise associated with temperature control and 
photometry.  They  are  different  for  each  measurement  and  are  apparent  in  replicate 
measurements.  Systematic  errors  are  constant  offsets  from  the  true  value  of  the  
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measurand,  and  will  be  the  same  for  all  the  replicates  (e.g.  error  in  a  determined 
equilibrium constant). Temperature is an example of a measurement that suffers from 










The  originator  of  the  TMT  method  performed  a  substantial  examination  of  the 
uncertainty  associated  with  TA  determination  [26].  The  approach  used  here  is 
deliberately similar to allow for meaningful comparison between these two uncertainty 








calculations,  became  troublesome  to  implement  when  a  larger  number  of  terms  was 
included. The second is a numerical approach adapted for spread‐sheet usage. In the 
first, uncertainty in a measured quantity (F), determined from n independent parameters 
(xi)  with  associated  errors  (δxi),  is  expressed  according  to  equation  (3.3)  below. 
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to  give  Uc(F).  While  the  spread  sheet  approach  is  convenient,  determination  of  the 
combined  standard  uncertainty  (Uc)  at  several  pHs  is  required,  and  the  repeated 
















































































3.0  Formic  acid  / 
sodium formate 
0.0795  0.0204  39.79 
3.5  Formic  acid  / 
sodium formate 
0.0551  0.0448  38.36 
4.0  Formic  acid  / 
sodium formate 
0.0279  0.0720  36.77 
4.5  Acetic  acid  / 
sodium acetate 
0.0555  0.0444  38.38 
5.0  Acetic  acid  / 
sodium acetate 
0.0283  0.0716  36.79 





Correction  for  the  higher  ionic  strength  of  mixed  indicator  and  buffer  solutions  was 
made using a TRIS pH Certified Reference Material (CRM, from the laboratory of A. 
Dickson,  Scripps  Institute  of  Oceanography).  Mean  corrected  pHs  were  2.680,  3.146, 
3.637,  4.151,  4.660,  5.163  with  standard  deviations  not  exceeding  4  x  10
‐3  pH  between 
triplicated solutions.  Potentiometric pH measurements are not affected by the optical 
properties  of  the  solutions,  so  this  served  as  an  independent  means  for  determining 
solution  pH  to  detect  any  deviation  within  triplicated  solutions,  however  absolute 
measurements of pH by potentiometry in seawater media are not straightforward. This is 





620  nm)  were  used  as  light  sources,  driven  by  a  constant  current  supply  (Buckplus,  
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stage  and  attached  with  epoxy  resin.  The  LED  light  sources  were  coupled  to  a 
commercial  1  cm  thermostatic  cuvette  holder  (CUV‐TLC‐50F,  Ocean  Optics)  via  a 
bifurcated  optical  fibre,  and  sample  temperature  was  maintained  at  25 .  A  second 
bifurcated fibre allowed simultaneous coupling of two optical detectors for comparative 
measurements.  The  detectors  used  were  a  conventional  CCD  spectrophotometer 






Wavelength  accuracy  of  the  spectrophotometer  was  validated  with  a  holmium  oxide 













Figure  3‐3 ‐  TCS3414  optical  response  and  experimental  setup.  (a)  Data  showing  the 
wavelength dependent response of the photodiode (obtained from manufacturer) together 
with the spectral variation in molar extinction coefficient (ϵ,	obtained	experimentally,	Section		
3.4.6)  for  the  BCG  indicator.  (b),  Schematic  used  in  assessment  of  the  RGB‐PD  as  a 
replacement  for  a  commercial  spectrophotometer,  showing  1)  LED  power  supply,  2) 
thermostatic cuvette holder, 3) RGB‐PD evaluation board 4) spectrophotometer, 5) bifurcated 











































brackets  denote  concentration  of  I
2‐  and  HI
‐.  RGB‐PD  response  was  then  predicted 
based  on  spectral  data  supplied  for  each  channel  of  the  photodiode  by  ams  AG 
(Unterpremstatten, Austria).  The spectral response of the RGB‐PD in relation to the 
molar  extinction  maxima  is  shown  in  Figure  3‐3(a),  indicating  the  matching  of 
absorbance and detection peaks.  In the case of the RGB‐PD and BCG, the peaks show 
similar FWHM and an offset of around 10–15 nm, so careful selection of a narrower band 










desirable  LED  was  deemed  to  be  that  which  would  yield  the  largest  integral,  with  a 
narrow  emission  peak.  A  selection  of  suitable  LEDs  were  purchased,  and  recorded 































HI‐  where  “red”  and  “blue”  signify  the  RGB‐PD 
channels used to approximate the 615 nm and 444 nm spectrophotometer bands .  These 
results are specific to the equipment and particular batch of BCG used. Caution should 
























output  of  the  LEDs  selected  differed  slightly  from  the  ideal  values,  having  emission 
maxima at 452 nm and 626 nm rather than 454nm and 620nm.  The suitability of the 














For  the  LEDs  selected,  the  model  predicted  agreement  between  measurements 
undertaken using the Ocean Optics spectrophotometer and RGB‐PDs at pH = 4.5 which 
is close to the pKa2 of BCG, and at the edges of the working indicator range at pH = 3.0 







measurements  made  using  both  the  RGB‐PD  and  spectrophotometer.  The  individual 
concentrations  [HI
‐]  and  [I
















also observable in modelled results  (Figure 3‐5  (a)), which  predict similar agreement 
between  the  RGB‐PD  and  spectrophotometer  detection  methods.  The  difference  
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between  RGB‐PD  and  spectrophotometer  measurements  lies  in  the  wavelength 
specificity of measurements. The spectrophotometer has a narrow bandpass, which gives 



























































‐1  or  10%  of  the  smaller  HI




this  having  the  smallest  molar  extinction  coefficient.  The  contribution  from  HI
‐  to 
absorbance in the red channel is similar to the standard deviation associated with the 

















The  difference  between  modelled  and  experimental  results  could  be  caused  by  the 
supplied RGB‐PD spectral response data being slightly different to the properties of the 

















































The  stated  indicator  purity  was ≥ 90%.  Previous  work  has  raised  the  issue  of 
sulfonephthalein indicator purity, which can cause pH offset of up to 0.01 pH [26, 104, 
105].  High  purity  sulfonephthalein  dyestuffs  are  not  readily  available.  As  a  practical 
solution  to  the  issue,  Yao  et  al.  suggest  retaining  a  portion  of  indicator  used  for 
comparison to high purity indicators [104]. HPLC methods offer a means of purifying 
indicator,  though  this  requires  considerably  effort  and  expense  if  equipment  and 
expertise are not available [104, 105].  
3.4.9  Noise	 associated	 with	 RGB	 photodiode	 and	 spectrophotometer	
measurements	























single  pH  4.5  BCG  solution.  The  spectrophotometer  measurements  had  mean  and 
standard deviations of 0.394 Abs and 0.0022 Abs at the red wavelength, and 0.212 Abs 
and  0.00178  Abs  at  the  blue.  The  RGB‐PD  measurements  had  similar  means  and 
standard deviations of 0.347 Abs and 0.00151 Abs in the red channel, and 0.197 Abs and 
0.00128 Abs in the blue.  As the purpose of the work is to examine whether comparable 
performance  can  be  achieved  with  the  RGB‐PD,  this  was  deemed  acceptable. 















In  addition,  uncertainties  associated  with  molar  extinction  coefficients  vary  with  the 
absorbance  caused  by  each  species  of  BCG,  and  therefore  vary  with  pH  at  constant 






















indicator  dominates,  and  the  largest  uncertainty  comes  from  the  light  intensity 
measurements I and I0 in the red channel which corresponds to the lower concentration 
I



































































detector  is  reduced  from  150  cm
2  to  0.01  cm
2  when  compared  to  the  Ocean  Optics 
HR2000+  spectrophotometer.  The  standard  deviation  associated  with  absorbance 
measurements  without  cuvette  replacement  were  between  1.3  –  4.6  mAbs  for  the 















produced  for  a  specific  application,  or  existing  properties  modified  by  applying 
additional optical filters to the system, though such changes would be accompanied by 
increased unit costs.  The precision of pH measurements of (σ = 0.007 pH) showed that 
































constant)  better  than  ±  0.001.  The  temperature  dependence  of  pKa2  requires  either 









method  follows  acid  additions  by  measuring  [BCG]total  throughout  the  titration  and 
comparing this to the concentration of BCG in the titrant stock, made up of acid and 
indicator in known concentrations. The dilution factor for BCG in the sample is therefore 
equal  to  that  of  acid.  With  the  TMT  method  disagreement  between  the  true 
concentration of BCG in the sample and that measured by photometry using the RGB‐
PD  leads  to  error  in  the  determined  amount  of  acid  added  in  titration.  BCG 


















pKa2  (≈  4.5)  and  especially  at  the  pH  =  5.5  measurement.  In  general  the  RGB‐PD 
estimates of [BCG]total tended to be higher than those of the spectrophotometer. The 
spectrophotometer  [BCG]total  tends  to  be  closer  to  the  true  value  than  the  RGB‐PD 











between  pH  =  3  and  4.  In  both  the  modelled  and  experimental  results  for  pH 
measurement  with  the  RGB‐PD  described  in  3.4.8  there  is  a  systematic  deviation  in  
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measured  pH  for  measurements  away  from  the  pKa2.  The  noise  associated  with 







[BCG]total  at  or  around  the  pKa2  of  BCG,  leading  to  errors  in  TA.  The  offset  of  the 
measured TA curve will likely vary over the pH range of the titration, compromising the 
NLLS.  Offsets  in  the  measured  pH  may  further  complicate  TA  analysis.  Just  how 




RGB‐PD  based  TMT  analyser.  From  the  titration  data,  the  spectrophotometric 
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For  NaHCO3  alkalinity  standards,  TA  =  [NaHCO3]  The  DIC  term  used  need  only  be 
within 10% of its true value, so is taken as ≈ TA. Determination of the roots of equation 
(3.5) is performed using the fzero function in MATLAB, as suggested by Prof Andrew 































A  reasonably  complete  idea  of  the  design  of  an  RGB‐PD  based  TMT  system  can  be 





The  treatment  of  systematic  errors  is  outlined  in  Section  3.3.4.  Only  the  numerical 













as  acid  titrant  is  added.  To  account  for  this,  the  predicted  uncertainty  in  molar 
extinction coefficients over a large concentration range was calculated from the spectra 
of  RGB‐PD  channels,  LEDS  and  BCG  indicator.  Storing  these  as  lookup  tables  of 
indicator concentration vs uncertainty allows retrieval of the appropriate uncertainty in ϵ 













































































































automatically  affect  all  equilibrium  constants,  as  these  are  expressed  in  their 
temperature dependent forms. By specifying the number of titration points considered, 
the  simulation  resolution  can  be  adjusted.  Normally  distributed  random  numbers 

















automatically  affect  all  equilibrium  constants,  as  these  are  expressed  in  their 
temperature dependent forms. By specifying the number of titration points considered, 
the  simulation  resolution  can  be  adjusted.  Normally  distributed  random  numbers 























check  the  effect  of  underestimating  errors.  This  was  examined  individually  and  in 











































































0.01  0.004  full 2276 3.0 2798 1.5  88  89
0.1 (10x)  0.004  full 2275 3.0 2798 1.5  889  894
0.1 (10x)  0.04 (10x)  full 2278 35 2797 16  88  894
0.01  0.004  4‐5 only 2175 0.76 2690 0.76  92  939













response  of  the  instrument  should  be  linear  across  the  range  of  total  alkalinities 
examined. The difference between the two is about 1 %, so measurement with the RGB‐









the  RGB‐PD  based  system  is  less  than  3 μ mol  kg









































photodiode  noise  has  a  more  significant  effect.  The  technique  used  did  not  study 


















against  an  established  instrument  will  compensate  for  this.  This  arises  due  to  the 
polychromatic nature of the light used in photometry. 
The  RGB‐PD  based  system  is  far  cheaper  (<  $5  USD)  and  smaller  than  the  main 
alternatives available, which are CCD spectrophotometers, or a bespoke optical system 
designed  specifically  for  the  task  [29,  112,  115].  These  contribute  significantly  to  the 





















(Unterpremstatten,  Austria),  and  used  in  all  optical  models  for  the  photodiode.  Prof 
Andrew  Dickson  of  UC  San  Diego  provided  advice  for  modelling  total  alkalinity 
titrations, recommending the use of MATLAB and the fzero function. I fully developed 
the code used in alkalinity titration models based on this method and TA theory.  
The  NLLS  routine  used  for  analysis  of  modelled  titration  data  in  Section  3.5  was 








photodiodes  as  detectors  for  spectrophotometry:  Examination  with  a 
colorimetric  pH  assay”.  This  was  submitted  to  Optics  Express  and  has  progressed 
through  the  first  round  of  review.  I  am  first  author,  and  my  supervisory  panel  –  Dr 


















required  for  TA  measurement  (Chapter  3)  has  been  identified.  Furthermore,  error 
propagation studies performed in Section	3.5 showed that an RGB‐PD based TA system 
could perform measurements with the generally accepted level of precision (0.1 %RSD) 
required  for  ocean  acidification  studies  using  the  tracer  monitored  titration  (TMT) 
method described by Martz et al [29]. The benefits in size and cost reduction associated 
with  the  RGB‐PD  device  over  the  current  photometric  systems  are  useful  in  the 
development of future analysis devices for environmental monitoring. 
This chapter examines the quality of seawater TA measurements made with a prototype 
RGB‐PD  based  analyser.  The  main  intention  behind  the  experiments  is  to  prove  the 
concept of RGB‐PD detectors for TMT titration and alkalinity determination. Should the 
system fall short of the desired performance examination of the causes should dictate 




work  undertaken  is  therefore  a  step  toward  delivery  of  a  viable  system  rather  than 




of  rapid  prototyping  of  analysis  devices,  and  brings  with  it  the  potential  for  further 
miniaturisation. This is the first time this technology has been used in TA determination, 
and has shown great potential for the development of underway systems and in situ 














care  diagnostics  [80,  114].  The  use  of  optical  measurements  such  as  absorbance 





these  microfluidic  devices  and  indeed  some  research  combining  the  two  has  already 




















wide  channels.  The  bromocresol  green  (BCG)  indicator  used  in  TA  determination  is 




















diffuse  more  slowly  than  small,  so  the  calculation  of  mixing  time  focussed  on  BCG 
indicator – the largest molecule in the mixture (≈ 10x molecular mass of other species). A 
best estimate for the molecular radius of BCG was obtained using Avogadro molecular 












‐1)  is  obtained,  the  time  taken  for  mixing  in  seconds,  tm  can  be 
calculated  according  to  equation  (4.1),  where     is  the  distance  (in μ m)  over  which 
diffusion has to take place, typically the channel width. The Di values in Figure 4‐1 are 
only valid at room temperature.  








































































Assuming  the  molecular  radius  given  above,  the  Stokes‐Einstein  equation  predicts  a 






















































chip  substrate,  and  prevents  water  disrupting  the  interface  between  chip  and  fibre. 
Titrant and sample are pumped through the system using two syringe pumps (Nanomite, 
Harvard  Apparatus,  UK.)  which  drive  glass  syringes  (Gastight,  Hamilton  Company, 
USA). The syringes feature inert materials, employed here to cope with the corrosive 
seawater/acid solutions being pumped. Titrant, sample and waste are transported to the 




















from  pH  work  was  used  and  operated  with  its  proprietary  software.  This  writes 

























Solutions  prepared  for  the  titration  work  are  similar  to  those  described  in  the  pH 









































‐1  and  80 μ mol‐kg




remained  un‐dissolved  at  the  recommended  concentration  [29].  Addition  of  a  small 
quantity of NaOH allows rapid dissolution of even large quantities of BCG in water [141]. 
This was not used due to observed bleaching of colour in dilute NaOH/BCG solutions, 
and  concern  it  would  complicate  the  titrant  composition.  Other  sulfonephthalein 
indicators such as bromocresol purple, and bromophenol blue may have improved water 








the  dominant  absorption  peak  for  I
2‐  and  HI




















pH  somewhere  above  the  equivalence  point  (pH  >5),  the  flow  rate  of  the  titrant  is 
increased with each successive step until the pH drops below pH = 3. A pause between 






















contrast  between  it  and  the  blank  yet  still  somewhat  transparent  to  the  backlight, 
concentration not being accurately measured. The camera (Optio WG‐1 GPS, Pentax) 




attached  CD‐ROM.  Images  can  be  extracted  from  the  video  (Figure  4‐4 ,  allowing 
numerical calculation of the two dimensional absorbance distribution across the flow 
cell (Figure 4‐6 . The figure shows the area over which two dimensional photometry was 
performed  (red  rectangle).  Measurements  of  an  adjacent  area  of  the  chip  substrate 

















































By  contrast  using  10x  slower  flow  rates  (180  and  45 μ l  min
‐1  for  water  and  dye 


























analysis  time.  At  this  point  a  reference  measurement  is  made,  to  examine  whether 


















   V1  V2  V3  V4 
0  Starting  State  –  Stop  syringes  \  all  valves 
closed \ wait for user to press start button.  
Set  working  directory  and  start  logging 
experimental data 
closed  closed  closed  closed 
1  Initialise system – all valves closed  Closed  Closed  Closed  Closed 
2  Reverse both syringe pumps  Closed  Closed  Closed  Closed 
3  Set  pump  fill  rates  fast  for  filling  \  open 
valves 1 and 2 
Open  Open  Closed  Closed 
4  Set pump volumes to 1000 μl sample \ 100 μl 
titrant  
Open  Open  Closed  Closed 
5  Fill both pumps, wait 28 s for sample to fill  Open  Open  Closed  Closed 




7  Reverse syringes  Closed  Closed  Open  Closed 
8  Set  sample  syringe  inject  rate  within 
LabVIEW (fast)  
Closed  Closed  Open  Closed 
9  Send sample inject rate to sample pump  Closed  Closed  Open  Closed 
10  Set and send sample inject volume to 800 μl  Closed  Closed  Open  Closed 
11  Send run signal to sample pump  Closed  Closed  Open  Closed 
12  Wait for sample syringe to flush chip, record 
RGB‐PD and thermistor data. 
Closed  Closed  Open  Closed 
13  Prepare inject volume, 200 μl sample, 100 μl 
titrant 
Closed  Closed  Open  Closed 
14  Send inject volumes to both pumps.   Closed  Closed  Open  Closed 
15  Send  inject  rates  to  both  pumps,  100 
μl/minute  for  sample,  titrant  depends  on 
titration  point,  up  to  50%  of  sample  inject 
rate.  Open  valve  4.  Note:  if  titration  is 
complete  valve  2  is  opened  instead  to  flow 
titrant to reservoir and chip flushed with just 
sample  
Closed  Closed  Open  Open 
16  Signal both pumps to inject  Closed  Closed  Open  Open 
17  Wait for sample to finish injecting  Closed  Closed  Open  Open 
18  Close  valves  3  and  4,  open  valve  2  to  flow 
remaining titrant back into the reservoir 
Closed  Open  Closed  Closed 
19  Close all valves. Wait 5 minutes for mixing by 
diffusion 
Closed  Closed  Closed  Closed 
20  Record  RGB‐PD  and  thermistor  data  to 
specific files. Go to state 1 


















































higher  capacity  (≈  10  ml  per  injection)  pump  would  allow  such  measurements  to  be 
made in a much shorter time. A low precision syringe pump would be sufficient for this. 
The existing system would however have to be modified to accommodate the extra pump 
input  by  either  including  a  3  way  valve  at  the  position  of  the  sample  syringe  to 
accommodate the third pump on the same fluidic line, or a redesign of the microfluidic 
chip to include a third syringe input with associated valves.  













and  the  relative  insensitivity  of  TA  measurement  predicted  by  error  analysis  in  the 











For  each  of  these  titrations,  31  injections  of  titrant  and  sample  were  performed,  the 
titrant  incrementally  increased  with  each  new  injection.  This  was  followed  by  10 
injections of sample alone to flush the system and provide a reference measurement for 
photometry.  The  photometric  titration  data  was  processed  using  a  non‐linear  least 
squares method in MATLAB, the full code of which is provided in Appendix A 1.5. To 
remove outliers and poor quality titration data, a series of rejection filters are applied. 









































system  covered  just ≈  2180  –  2360 μ mol  kg
‐1.  Essentially  the  TA  of  the  lowest 




‐1  being  interpreted  as  having  a  span  of  only ≈  180 μ mol  kg
‐1.  Precision 
associated  with  TA  measurements  may  therefore  be  levered  unfavourably  by  the 
compressed scale. Where repeat measurements of TA for a single sample are made, the 
standard deviation of measurements is effectively larger than the absolute values. In the 






















































































































































2000  2000  2065  2079  2076  2096  2088  2080  12 
2100  2098  2101  2101  2113  2132  2095  2109  15 
2200  2200  2157  2153  2140  2155  2139  2149  9 
2300  2291  2191  2155  2192  2182  2182  2181  15 
2400  2403  2324  2330  2323  2223  2258  2292  49 
2500  2495  2328  2349  2358  2346  2401  2356  27 
Table 4‐3 – Tabulated data from the TMT TA determination 




‐1.  Chapter  3  demonstrated  that  pH  measurement  with  the  RGB‐PD  was 





























of  acid  quantification.  This  must  therefore  be  responsible  for  the  difference  in  the 
observed  results.  In  TMT,  this  is  achieved  by  measurement  of  total  indicator 






appear  to  be  overestimated  while  larger  alkalinities  are  under‐estimated.  Over 
estimation of TA by the TMT method was predicted during uncertainty analysis (Figure 
3‐11),  and  it  appears  that  the  magnitude  of  this  effect  varies  with  sample  TA.  The 





















were  used  in  the  analyses  of  replicates  from  all  alkalinity  standards.  The  poorest 






















































































































































2000  2000  1980  1990  1967  2000  1992  1986  13 
2100  2098  2069  2102  2079  2097  2056  2080  19 
2200  2200  2199  2191  2180  2183  2167  2184  12 
2300  2291  2285  2286  2273  2272  2268  2277  8 
2400  2403  2400  2370  2383  2370  2368  2378  14 





















The  supplied  photodiode  spectrum  may  not  be  representative  of  the  photodiode 
incorporated into the instrument. It is possible to check this using monochromated light 






 Determined  parameters  of  acidity,  molar  extinction  coefficient  ϵ,  and  indicator 
dissociation  constant  pKa2  rely  on  the  experimental  procedure  used  in  their 



















worst  case  estimation,  as  by  removing  residual  indicator  the  flushing  period  is 

























determination.  The  performance  fell  short  of  target  specifications  of  precision  and 
analysis time identified in Section 2.5 , and the probable causes are examined, yet in spite 
of this measurements of total alkalinity were clearly demonstrated.  
4.7  Apparatus	 reliability	 for	 automated	
measurements	
Although  several  reliability  issues  were  encountered  when  using  the  instrument, 
analyses were generally able to progress without constant operator intervention. The 
most common modes of failure arose from two main causes, human error and individual 




Mode of failure, description, suggested mitigation  Results  in  total 
titration failure? 
Human Errors   






































the  instrument  was  run  without  significant  interruption  for  13  days  while  TA 
determination was being performed. When changing samples it is easy to neglect crucial 





































A  stainless  steel  lid  excludes  ambient  light  from  the  experimental  setup.  The  lid  is 
removed for inspection once titration starts to ensure movement of both syringe pumps. 


































Removal  of  the  power  LED  would  remove  this  vector  of  failure.  Concerned  that  the 

















connection  between  the  RGB‐PD  evaluation  board  and  the  supplied  USB/serial 





system  was  run  fully  autonomously,  where  occurrence  of  the  fault  would  be  noticed 





Figure  4‐9.   Directly  controlling  the  RGB‐PD  via  its  I





syringe,  which  also  experienced  significant  corrosion  by  the  seawater  /  HCl  titrant 




showed  significant  corrosion,  indicating  that  liquid  had  entered  the  barrel.  This  is 
concerning, as it can contaminate the titrant, and may leak onto sensitive equipment. 
Contamination of the titrant would be cumulative over time, and complicate long term 































the  microfluidic  RGB‐PD  system  allows  improvements  in  the  design  for  a  second 















The  continued  use  of  the  syringe  pumps  needs  careful  consideration,  given  their 
reliability and limited feedback for control purposes. Some of these issues are peculiar to 
the model used, and the convenience and versatility of using syringe pumps mean that 
they  are  likely  to  be  employed  in  future  microfluidic  titration  devices.  In  the  TA 
determination performed, the flow rate based measurement was superior to the TMT 






for  measurement  of  TA  as  discussed  in  Chapter  3.  Chapter  4  demonstrated  how 




range  of  oceanic  seawater  alkalinities,  depending  on  the  analysis  method  used.  The 





laminar.  Flow  injection  analysis  with  a  turbulent  regime  would  improve  this,  but 
increases size and reagent/sample consumption. Complete mixing was calculated to take 








titrant  plug.  After  flushing  and  mixing,  spectrophotometry  with  the  RGB‐PD  collects 
photometric data of BCG.  Of the two acid quantification methods used, the flow rate 
method  gave  results  with  better  accuracy  (‐14  to  –28 μ mol  kg












This  device  is  the  first  device  to  incorporate  either  an  RGB‐PD,  or  microfluidic 
technology  for  analysis  of  seawater  total  alkalinity.  The  analysis  was  fully  automated 
once a sample had been loaded. The results are encouraging (≈ 1 %RSD precision for the 
flow rate method), and the proof of concept of the use of these technologies in this 










The  microfluidic  chip  described  in  Section  4.3.1	 is  the  culmination  of  a  significant 
research  effort  by  many  workers  at  the  Centre  for  Marine  Microsystems.  Their 













































presented  here  addressed  this  by  examining  new  technologies  to  improve 
























on  spectrophotometry  rather  than  potentiometry  (Section  2.3.2).  Titration  methods 
which involve purging with an inert gas were rejected as this would limit deployment 
opportunities of a future instrument, and for this reason open cell titration (Section 1.5.3) 
and  single  step  titration  (Section  2.3.1)  were  deemed  unsuitable  for  development.  In 
hindsight, this decision to reject the single step method is not necessarily justified. An 
alternative to the inert gas purge is the use of gas exchange between liquids across a 





need  for  quantification  of  titrant  and  sample  masses  or  volumes,  and  has  been 
demonstrated  for  measurement  of  seawater  certified  reference  materials.  Here 
bromocresol green (BCG) indicator is used to measure both pH and the amount of acid 
added  for  each  step  in  titration.  This  has  the  opportunity  to  greatly  simplify  the 
apparatus  required  for  titration,  but  do  so  by  placing  additional  burden  on  the 
spectrophotometric apparatus. 
A target specification for a new automated TA instrument was compiled, based on the 
required  precision  for  ocean  acidification  measurements  (1  –  2 μ mol  kg
‐1),  and  the 





The  overall  aim  of  chapter  3  was  to  identify  the  most  suitable  components  for 




















role  of  detector  for  pH  measurement  was  found  to  agree  with  a  commercial 
spectrophotometer  to  within  0.01  pH  between  pH  =  3.0  and  5.0.  The  precision  was 
±0.007  pH,  and  the  device  is  400‐1000  times  cheaper  than  the  spectrophotometer, 
costing  <$10  compared  to  the  several  thousand  dollar  price  of  a  modular  CCD 
spectrophotometer.  The  RGB‐PD  device  is  significantly  smaller  than  the 
spectrophotometer  (0.01  cm
2  footprint  compared  to  150  cm













measurements  was  comparable  to  those  calculated  in  the  original  TMT  study  [26]. 





and  photometry  were  identified  as  being  3 μ mol  kg











water  alkalinity  measurement  techniques[60,  61,  85].  The  use  of  an  RGB‐PD  for  this 
purpose had also not been reported in the literature. In hindsight it would have been 
better  to  choose  a  more  suitable  detector  for  validation  of  the  microfluidic  titration 
system examined in Chapter 4. The aims and objectives for Chapter 3 (Section 1.6.2) were 
completely addressed through the work undertaken. 
5.1.3  Microfluidic	 TMT	 analysis	 system	 incorporating	 the	 RGB‐PD	 detector	
(Chapter	4)	
The overall  aim of Chapter 4  was  to design and build an analysis system capable of 
measuring total alkalinity, meeting the target specifications outlined in Table 2‐4 at the 
end  of  Chapter  2.  The  intended  microfluidic  design  was  implemented,  based  on  a 
spectrophotometric  pH  system  developed  by  Victoire  Rerolle  [71].  The  microfluidic 
device is manufactured from (poly)methyl‐methacrylate which has good impermeability 
against diffusion of CO2 gas [136], important for the closed cell titration system required 
in  the  design  specification.  Fluid  was  pumped  by  precision  syringe  pumps,  and  the 








the  20  minute  sample  processing  time  identified  in  the  target  specification,  but  is 
sufficient to be able to resolve tidal variability in TA. 























































0.1  %RSD  over  the  range  of 
oceanic TA 
















<  100  ml,  allowing  multiple 





<  1  ml,  allowing  1000 






in  future  design  improvements.  Human  errors  can  largely  be  addressed  through 
engineering and procedural controls. The components with which failures were most 
commonly  encountered  were  the  titrant  syringe  pump,  thermistors,  and  RGB‐PD 
evaluation board. 
Overall the performance of the RGB‐PD in the role of detector for TA determination is 













The  most  likely  cause  was  interference  caused  by  remnants  of  previous  sample  and 
titrant mixtures. These can exist in corners of the micro fluidic chip which are poorly 
flushed  between  titration  points  It  therefore  makes  sense  to  first  examine  whether 





















of  the  chip.  Extending  this  to  three  dimensions  using  laser  techniques  or  flow 









many  data  acquisition  operations  had  to  be  initiated  manually  for  each  sample  run. 
Reducing  operator  workload  through  software  and  engineering  improvements  is 
necessary for remote operation and reduces the influence of human error. 
Reducing individual component failure is important for long term deployments. A new 
method  of  temperature  measurement  is  needed  as  thermistor  based  measurements 






begins  moving  again  out  of  phase  with  the  titration  cycle,  it  may  contaminate  the 
reagent by aspirating sample from the chip and pumping this to the titrant reservoir. A 
Hall  effect  sensor  is  a  magnetic  field  detector  that  could  be  used  to  monitor  the 
behaviour of the pumps. By mounting a small magnet on the syringe pump’s pushing 
arm,  and  a  hall  effect  sensor  at  either  end  of  the  pump’s  throw,  LabVIEW  could  be 
programmed  to  check  for  syringe  movement  and  stop  the  experiment  if  the  syringe 
stalls. 
5.2.4  Improvements	to	photometry	











work  described  in  Chapter  3,  poor  light  throughput  prevented  the  method  being 







of  certified  reference  materials  (CRMs,  e.g.  the  certified  alkalinity  seawater  samples 
supplied by A. Dickson, Scripps Institution of Oceanography), and true seawater samples 
is  important  therefore  in  further  examination  of  system  performance.  Using  the 
Technology  Readiness  Levels  (TRLs)  outlined  in  Table  2‐1,  the  TA  analysis  system 
described here is at level 3 – 4. Further work should aim to increase readiness to level 5 ‐
6  (demonstration  of  a  prototype  in  a  relevant  environment).   Comparison  with  an 








ml,  largely  due  to  flushing  requirements  of  the  particular  microfluidic  design.  The 
current  analysis  time  per  sample  is  significant  however,  at  2.5  hours  with  the 




have  a  frequency  of  12  hours.  Laboratory  based  systems  would  likely  require  faster 




























Obtaining  high  purity  bromocresol  green  indicator  for  future  analyses  would  be 
advantageous.  Currently  the  highest  purity  offered  in  the  online  catalogue  of  Sigma 










result  in  too  complex  a  design  for  the  microfluidics  (membrane).  Strategies  exist  to 
incorporate  membranes  into  microfluidic  devices  [150,  151].  This  would  require  fewer 
titration steps which would improve analysis time, and would reduce the issue of sample 
carry over in dead volumes as multiple titration steps need not be performed. This is 





role,  substantial  improvements  in  the  cost  and  size  of  instrumentation  may  still  be 
achieved with other optical systems. Microfluidic technologies have great potential in 
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This  model  predicts  pH  measurement  using  the  RGB‐PD  and  LEDs  based  on  their 
spectral properties.  
TAOS TCS3414 Optical Model for pH measurement 
% load all spectra required for the calculation. This includes molar 
% extinction coefficients (MECs), the RGB-PD red and blue channels, and the 
% combined LED light source. Each is formatted to be an nx1 (or 1xn) 





% Each spectrum might have a different wavelength scale. Interpolate to 
% create a common wavelength dimension for all data. Interp_ prefix 
% denotes interpolated data 
  
Interp_wl = 300:0.2:1100; % set up interpolation size 
Interp_wl = Interp_wl(:); 
  
% interpolate all spectra 
Interp_pd_red = interp1(RGB_PD_wl, RGB_PD_Red, Interp_wl); 
Interp_pd_blue = interp1(RGB_PD_wl, RGB_PD_Blue, Interp_wl); 
Interp_Combined_LEDs = interp1(LED_wl, Combined_LEDs, Interp_wl); 
Interp_MEC_I2 = interp1(MEC_wl, MEC_I2, Interp_wl); 
Interp_MEC_HI = interp1(MEC_wl, MEC_HI, Interp_wl); 
  
% convert NaNs to 0 (where interpolation has exceeded data size) 
Interp_pd_red(isnan(Interp_pd_red)) = 0; 
Interp_pd_blue(isnan(Interp_pd_blue)) = 0; 
Interp_Combined_LEDs(isnan(Interp_Combined_LEDs)) = 0; 
Interp_MEC_I2(isnan(Interp_MEC_I2)) = 0; 





% set maximum concentrations for photodiode MEC determination. 
% Too large and you will get non-linearity at the higher end.  
  
MaxConcI2 = 2e-5; 
MaxConcHI = 5.0e-5; 
  
% assumes pathlength is 1cm. CalibAbs is absorbance for concentrations of  
% BCG used in MEC determination. simulation size is number of 




% Multiply MECs by concentrations to obtain absorbance spectra for each 
% concentration of HI and I2. Beer Lambert rearrangement.  





% we also need arrays of the concentrations themselves. 
PD_MEC_det_Conc_I2 = ((1:simulation_size).*(MaxConcI2/simulation_size)); 
PD_MEC_det_Conc_HI=((1:simulation_size).*(MaxConcHI/simulation_size)); 
  
% Determine the spectrum of reference light when LEDs pass through 
% RGB-PD filters for red and blue channel. Photodiode will integrate all this light. 
% Rearrangement of abs=-log10(I/I0). 
PD_MEC_det_I0 = Interp_Combined_LEDs; 
PD_MEC_det_PDRed_I0 = PD_MEC_det_I0.*Interp_pd_red; 
PD_MEC_det_PDBlue_I0 = PD_MEC_det_I0.*Interp_pd_blue; 
  
% Based on I0, concentrations and beer lambert law,  
for k=1:simulation_size, 
%calculate incident light for each RGB-PD channel and each concentration. 
    PD_MEC_det_I_I2 = PD_MEC_det_I0.*(10.^((PD_MEC_det_AbsI2(:,k))./-1)); 
    PD_MEC_det_I_HI = PD_MEC_det_I0.*(10.^((PD_MEC_det_AbsHI(:,k))./-1)); 
%apply filter for RGB-PD channels.     
    PD_MEC_det_PDRed_II2 = (PD_MEC_det_I_I2).*Interp_pd_red; 
    PD_MEC_det_PDBlue_II2 = (PD_MEC_det_I_I2).*Interp_pd_blue; 
  
    PD_MEC_det_PDRed_IHI = (PD_MEC_det_I_HI).*Interp_pd_red; 
    PD_MEC_det_PDBlue_IHI = (PD_MEC_det_I_HI).*Interp_pd_blue; 
%calculate absorbance, as interpreted by RGB-PD (integration) 
    PD_MEC_det_PDRed_I2Abs(k,1) = -
1.*log10((trapz(PD_MEC_det_PDRed_II2))./(trapz(PD_MEC_det_PDRed_I0))); 
    PD_MEC_det_PDBlue_I2Abs(k,1) = -
1.*log10((trapz(PD_MEC_det_PDBlue_II2))./(trapz(PD_MEC_det_PDBlue_I0))); 
  
    PD_MEC_det_PDRed_HIAbs(k,1) = -
1.*log10((trapz(PD_MEC_det_PDRed_IHI))./(trapz(PD_MEC_det_PDRed_I0))); 





% the data used needed  
PD_MEC_det_Conc_I2 = PD_MEC_det_Conc_I2(:); 
PD_MEC_det_Conc_HI = PD_MEC_det_Conc_HI(:); 
  
Perform linear best fit of the RGB‐PD absorbance 
% Have calculated how the RGB-PD will interpret the absorbance of the 
% indicator at various pHs. Now fit straight lines to these absorbances. 
  
% option to limit the upper bounds of linear MEC fit. set to simulation_size  
% to consider all data, or choose based on examination of the RGB-PD MEC 









%perform linear fits using epsilon_FIT function (linear fitting). Output is 
%an array of the MECs to be used in pH calculation 
   [cf_] = epsilon_FIT(PD_MEC_det_Conc_I2(1:i2rc),PD_MEC_det_PDRed_I2Abs(1:i2rc)); 
     epsilon_temp = coeffvalues(cf_); 
     epsilon(1,:) = epsilon_temp; 
      
   [cf_] = epsilon_FIT(PD_MEC_det_Conc_HI(1:hirc),PD_MEC_det_PDRed_HIAbs(1:hirc)); 
     epsilon_temp = coeffvalues(cf_); 
     epsilon(2,:) = epsilon_temp; 
      
   [cf_] = epsilon_FIT(PD_MEC_det_Conc_I2(1:i2bc),PD_MEC_det_PDBlue_I2Abs(1:i2bc)); 
     epsilon_temp = coeffvalues(cf_); 
     epsilon(3,:) = epsilon_temp; 
      
   [cf_] = epsilon_FIT(PD_MEC_det_Conc_HI(1:hibc),PD_MEC_det_PDBlue_HIAbs(1:hibc)); 
     epsilon_temp = coeffvalues(cf_); 
     epsilon(4,:) = epsilon_temp;      
      
RGB‐PD pH measurement setup 
% Specify indicator and pH exerimental parameters 
  
indicator_pKa = 4.479; 
Conc_BCG_stock = 1e-6; 
  
%specify pH range and array size 
simulation_pH = 3:0.1:5.5; 
simulation_pH=simulation_pH'; 





% calc BCG species concentrations at each pH 
    Conc_HI = Conc_BCG_stock./((10.^(simulation_pH-simulation_pKi))+1);  
    Conc_I = Conc_BCG_stock-Conc_HI; 
  
% convert concs to combined absorbance spectra 
     for i = 1:(length(Conc_HI)), 
        Abs_HI(i,:) = Interp_MEC_HI.*Conc_HI(i,1); 
        Abs_I2(i,:) = Interp_MEC_I2.*Conc_I(i,1); 
     end 
        Abs_Comb = Abs_HI+Abs_I2; 
        % assume this is also what a spectrophotometer will measure 
        SPECAbs_Comb = Abs_Comb; 
  
    % RGB-PD I0 calculated from LEDs and RGB-PD channel response. 
    PDRed_I0 = Interp_Combined_LEDs.*Interp_pd_red; 
    PDBlue_I0 = Interp_Combined_LEDs.*Interp_pd_blue; 
  
    % As before, interpret absorbance with the RGB-PD. trapz simulates 
    % light integration. 
for j = 1:length(Abs_Comb(:,1)), 
    temp = Abs_Comb(j,:); 
    temp=temp(:); 
    Phot_I = Interp_Combined_LEDs.*(10.^((temp)./-1)); 
     
    Phot_PDRed_I = (Phot_I).*Interp_pd_red; 
    Phot_PDBlue_I = (Phot_I).*Interp_pd_blue; 
  
    % do not need noise added data here 
    Phot_PDRed(j,1) = -1.*log10 ( (trapz(Phot_PDRed_I)) ./ (trapz(PDRed_I0)) ); 
    Phot_PDBlue(j,1) = -1.*log10 ( (trapz(Phot_PDBlue_I)) ./ (trapz(PDBlue_I0)) );     






% At this point analogue/digital conversion can be inputted for photodiode 




% For clarity, extract individual MECs from the array. 
E1i = epsilon(1,1); 
E2i = epsilon(2,1); 
E3i = epsilon(3,1); 
E4i = epsilon(4,1); 
  
% Calculate the concentration of I2-  
ConcentrationI2 = (( Phot_PDRed - (Phot_PDBlue .* (E2i/E4i) )) / ( E1i - (E3i * 
(E2i/E4i) ) ) ); 
  
% Calculate the concentration of HI-  
ConcentrationHI = (( Phot_PDBlue - (Phot_PDRed .* (E3i/E1i) )) / ( E4i - (E3i * 
(E2i/E1i) ) ) ); 
  
% Total concentration of I2- and HI 
ConcentrationI2andHI = ConcentrationI2 + ConcentrationHI; 
  
indicatorKa=10.^-indicator_pKa; 
% Concentration of H+ ions  
ConcentrationH = indicatorKa * (ConcentrationHI ./ ConcentrationI2); 
% ConcentrationH(isnan(ConcentrationH)) = 1e-8; 
  




% Assume this measurement is perfect - essentially reverse the operation. 
  
% Use the experimental MECs, index of 1576 and 721 correspond to 615nm and 







 %Extract absorbances at a single wavelength 
 Absorbance444nm = SPECAbs_Comb(:,721); 
 Absorbance615nm = SPECAbs_Comb(:,1576); 
  
% Calculate the concentration of I2- 
ConcentrationI2 = (( Absorbance615nm - (Absorbance444nm .* (E2i/E4i) )) / ( E1i - (E3i * 
(E2i/E4i) ) ) ); 
  
% Calculate the concentration of HI- 
ConcentrationHI = (( Absorbance444nm - (Absorbance615nm .* (E3i/E1i) )) / ( E4i - (E3i * 
(E2i/E1i) ) ) ); 
  
% Total concentration of I2- and HI 
ConcentrationI2andHI = ConcentrationI2 + ConcentrationHI; 
  
% Concentration of H+ ions 
ConcentrationH = indicatorKa * (ConcentrationHI ./ ConcentrationI2); 
  








function [cf_] = epsilon_FIT(conc,output_temp) 
  
% --- Create fit "fit 1" 
ok_ = isfinite(conc) & isfinite(output_temp); 
if ~all( ok_ ) 
    warning( 'GenerateMFile:IgnoringNansAndInfs', ... 
        'Ignoring NaNs and Infs in data' ); 
end 
ft_ = fittype('poly1'); 
  
% Fit this model using new data 








clear  all; 
  
Acidity = 7e-3; %acidity of titrant 
  
DIC = 2e-3; % estimate of DIC, if unsure set to TA 
TA = 2250e-6; % total alkalinity of sample 
  
% non-temperature dependent constants for carbonate, and water ionic product 
K1 = 1.4548e-6; K2 = 1.1082e-9; Kw = 6.0632e-014; 
pK1 = -log10(K1); pK2 = -log10(K2); pKw = -log10(Kw); 
  
simulation 
flowrate_sample = 50; % flowrate of sample during titration. units not important 
flowrate_indicator_LUT = 10:0.1:25; % indicator flowrates (LUT = lookup table) 
simulation_size = length(flowrate_indicator_LUT); 
  
% simulate titration 
% fzero finds the values of H between set bounds where H_det_fun = 0 
% (hydrogen determination function, 
for i = 1:simulation_size, 
   flowrate_indicator = flowrate_indicator_LUT(i); 
    hydrogen = fzero(@(H) H_det_fun(Acidity, flowrate_indicator, flowrate_sample, TA, 
DIC, K1, K2, Kw, H), [1e-9, 1e-2]); 
     
    simulation_pH(i,1) = -1 .* log10(hydrogen); 
    simulation_HCO3(i,1) = ((DIC.*K1.*hydrogen.*(1-
(flowrate_indicator./(flowrate_indicator+flowrate_sample))))./((hydrogen.^2)+(K1.*hydrog
en)+(K1.*K2))); 
    simulation_CO3(i,1) = ((DIC.*K1.*K2.*(1-
(flowrate_indicator./(flowrate_indicator+flowrate_sample))))./((hydrogen.^2)+(K1.*hydrog
en)+(K1.*K2))); 
    simulation_D(i,1) = (flowrate_indicator./(flowrate_indicator+flowrate_sample)); 
    simulation_H(i,1) = hydrogen;  
172 
 




function y = H_det_fun(Acidity, flowrate_indicator, flowrate_sample, TA, CT, K1, K2, Kw, 
H) 
  
y = (Acidity.*(flowrate_indicator./(flowrate_indicator+flowrate_sample))) - (TA.*(1-










and  .vba  script  described  in  the  appendices  of  Martz’s  2005  dissertation  [26].  As 
previously described, Dr Edward Waugh performed the initial translation, and developed 
the TASearchError function described later. I then adapted this for all future use of the 
NLLS  routine.  Photodiode  intensities  recorded  during  titration  are  converted  to  pH 
measurements with associated dilution factors. A model is then fitted to these to obtain 
a  first  estimate  of  TA.  Outlying  points  are  then  rejected,  and  the  fit  repeated  to 
determine TA. 
%% NLLS method for analysis of titration data using tracer monitored titration (TMT) 
% Load titration results - I and I0 measurements for red and blue RGB-PD 
% channels, and temperature data if recorded using thermistor probe. This 
% method is for performing a single titration, but can be easily expanded 
% to repeat for several replicates 
clear all 
load('titration_result_2500.mat') 
% Titrant data 
Acidity=0.007981; 
OriginalDyeConcentration = 80e-6; 
  
% BCG pKi and molar extinction coefficients 
pKi=4.5; 
E1i = 3.8992e+04; 
E2i = 7.79e+02; 
E3i = 3.557e+03; 
E4i = 1.4531e+04; 
 
Setup physical and chemical constants 










KiT = Ki * exp(((3.*1000)./8.3145)*((1./295.14) - (1./T))); %taken from martz 2005 
thesis 
pKiT = -log10(KiT); 
  
% Temperature dependent carbonate constants K1 and K2, and ionic product of 
% water Kw. Taken from Zeebe & Wolf Gladrow. 
K1 = exp( 2.83655  - (2307.1266./T) - (1.5529413.*log(T))... 
    - ((0.207608410 +  4.0484./T).*(S.^0.5)) + (0.0846834.*S)... 
    - (0.00654208.* S.^(3/2)) + log(1 - 0.001005.*S)); 
K2 = exp(-9.226508 - (3351.6106./T) - (0.2005743.*log(T))... 
    - ((0.106901773 + 23.9722./T).*(S.^0.5)) + (0.1130822.*S)... 
    - (0.00846934.* S.^(3/2)) + log(1 - 0.001005.*S)); 
Kw = exp(148.96502 - (13847.26./T) - (23.6521.*(log(T)))... 
    + (((118.67./T) - 5.977 + ((1.0495.*log(T)))).*(S.^0.5))... 
    - (0.01615.*S)); 
  
Setup inputs and constraints for NLLS 
% set DIC (to within 10% of sample) 
DIC = 2500e-6; 
TA = 2250e-6; %an estimate of TA for preliminary calculations 
% set constraints for NLLS. Based on working range of indicator, 
% absorbances which can be resolved. Vary R-threshold depending on desired 
% precision, experimental quality may limit this. 
pHMinimum = 3; 
pHMaximum = 5.5; 
AbsorbanceMinimum = 0.01; 
AbsorbanceMaximum = 0.8; 
R_Threshold = 1e-8; 
  
  
% IsGoodFlag rejects bad datapoints 
% If the value is 1 the data is good for use in the Total Alkalinity 
% calculation, if it is zero it has been rejected, all data is assumed good 
% to start with 
IsGoodFlag = ones(length(I_blue), 1); 
  
% Calculate red and blue absorbance. If an absorbance is outside the range, 
% it is rejected by modifying isgoodflag 
AbsorbanceBlue = -(log10( I_blue / I0_blue)); 
    for index = 1:length(I_blue) 
        if( (AbsorbanceBlue(index) < AbsorbanceMinimum) || (AbsorbanceBlue(index) > 
AbsorbanceMaximum) ) 
            IsGoodFlag(index) = 0; 
        end 
    end 
  
AbsorbanceRed = -(log10( I_red / I0_red)); 
    for index = 1:length(I_red) 
        if( (AbsorbanceRed(index) < AbsorbanceMinimum) || (AbsorbanceRed(index) > 
AbsorbanceMaximum) ) 
            IsGoodFlag(index) = 0; 
        end 
    end 
     




e2e = E1i ./ E4i; 
e3e = E3i ./ E4i; 
  
% Calculate the concentration of I2- 
ConcentrationHI = (( AbsorbanceBlue - (AbsorbanceRed .* (E3i/E1i) )) / ( E4i - (E3i * 
(E2i/E1i) ) ) ); 
ConcentrationI2 = (( AbsorbanceRed - (AbsorbanceBlue .* (E2i/E4i) )) / ( E1i - (E3i * 
(E2i/E4i) ) ) ); 
  
% Total concentration of I2- and HI 





% Concentration of Hydrogen ions in moles/kg 
ConcentrationH = Ki * (ConcentrationHI ./ ConcentrationI2); 
  
% Concentration of Hydroxide ions in moles/kg 
ConcentrationOH = Kw ./ ConcentrationH; 
  
% Dilution factor of dye 
DilutionFactorOfDye = ConcentrationI2andHI ./ OriginalDyeConcentration; 
  
% Calculate HCO3 Concentration 
ConcentrationHCO3 = DIC .* (1 - DilutionFactorOfDye) .* K1 .* ConcentrationH 
./((ConcentrationH .^2) + (K1 .* ConcentrationH) + (K1 .* K2)); 
% Calculate CO3 Concentration 
ConcentrationCO3 = DIC .* (1 - DilutionFactorOfDye) .* K1 .* K2 ./((ConcentrationH .^2) 
+ (K1 .* ConcentrationH) + (K1 .* K2)); 
  
% Calculate Denominator 
Denominator = e2e - (AbsorbanceRatio .* e3e); 
% Calculate pH 
pH = -log10(ConcentrationH); 
    for index = 1:length(pH) 
        if( (pH(index) < pHMinimum) || (pH(index) > pHMaximum) ) 
            IsGoodFlag(index) = 0; 
        end 
    end 
     
Error = ( (Acidity .* DilutionFactorOfDye) - (TA .* (1 - DilutionFactorOfDye)) - 
ConcentrationH ... 
        - ConcentrationHI + ConcentrationOH + ConcentrationHCO3 + (2 .* 
ConcentrationCO3)); 
R_Square = Error.^2; 
  
% Calculate sum of squares 
SumOfSquares=0; 
for index = 1 : length(Error)     
   if IsGoodFlag(index) == 1  
       SumOfSquares = SumOfSquares + (Error(index))^2; 
   end 
end 
  
% specify starting value for TA 
StartingValForTA = 0.0025; 
  
% we also need to input a value of TA, just use the same. 
TA=StartingValForTA; 
  
% Perform first minimisation. 
% TolFun is the tolerance on the result, our result is a small value so 
% this needs to be very small 
OptOptions = optimset('TolFun', 1E-30); 
  
[TA, fval] = fminsearch(@(TA) TASearchError(Acidity, DilutionFactorOfDye,... 
    TA, ConcentrationH,  ConcentrationHI, ConcentrationOH, ConcentrationHCO3,... 
    ConcentrationCO3, IsGoodFlag), StartingValForTA, OptOptions); 
                                                   
  
for index = 1 : length(Error)     
   if IsGoodFlag(index) == 1  
       SumOfSquares = SumOfSquares + (Error(index))^2; 
   end 
end 
  
% Perform the second minimisation 
  
[TA, fval] = fminsearch(@(TA) TASearchError(Acidity, DilutionFactorOfDye,... 
    TA, ConcentrationH,  ConcentrationHI, ConcentrationOH, ConcentrationHCO3,... 
    ConcentrationCO3, IsGoodFlag), StartingValForTA, OptOptions); 
  





function SumOfSquares = TASearchError(Acidity, DilutionFactorOfDye, TA, ConcentrationH, 
ConcentrationHI, ConcentrationOH, ConcentrationHCO3, ConcentrationCO3, IsGoodFlag); 
  
Error = ( (Acidity .* DilutionFactorOfDye) - (TA .* (1 - DilutionFactorOfDye)) - 
ConcentrationH ... 




for index = 1 : length(Error)     
   if IsGoodFlag(index) == 1  
       SumOfSquares = SumOfSquares + (Error(index))^2; 
   end 
end 
 
A	1.7  Random	 error	 model	 for	 total	 alkalinity	
titration	using	the	RGB‐PD		
%% Simulating a seawater titration with RGB-PD detection and random errors 
% Combines titration simulation with RGB-PD used for spectrophotometric 
% detection. 
% simulates each titration point to generate the values for 
% variables which will be required by the calculation. 
% Then apply random errors in temperature and photometric intensity to each 
% titration point. 
% TA evaluated with NLLS as if it were experimental data. This requires 
% photodiode intensities for each titration point. NLLS performed 100 
% times, mean and std of determined TA gives result and precision. 
  
clear all 










% choose acidity of titrant, set TA and DIC of sample (in unsure, set DIC 
% to = TA) 
Acidity=0.008; 
TA = 2500e-6;  
DIC = 2500e-6;  
  
% choose syringe pump flowrate range. This uses 30 different ratios, too 
% many will cause calculations to be very slow. 
flowrate_sample = 55; 
flowrate_titrant_initial = 25; 
  
% set simulation size. I set this up so that titration is finished when 
% flowrates are equal 
simulation_size = flowrate_sample-flowrate_titrant_initial; 
  
% preallocate arrays for speed - more important for larger simulations 
simulation_preallocation = 1:simulation_size; 
simulation_preallocation = simulation_preallocation(:); 
simulation_pH = simulation_preallocation; 
simulation_HCO3 = simulation_preallocation; 
simulation_CO3 = simulation_preallocation;  
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simulation_D = simulation_preallocation; 
simulation_H = simulation_preallocation; 
  
% Temperature fluctuations will affect the actual composition of pH etc.  
% Salinity will not. Temperature fluctuation needs to be brought in as an  
% error here rather than later in the measurement.  
  
% create unstable temperature for titration 
T_err = 0.1; % this is the +/- of waterbath, or ability to measure T 
% Randn gives normally distributed random numbers. here mean = TK, std = 
% T_err 
T = TK + T_err.*randn(1,simulation_size); 
  
% T dependent carbonate K1 K2 and water Kw from Zeebe + Wolf-Gladrow 
K1star = exp( 2.83655  - (2307.1266./T) - (1.5529413.*log(T))... 
    - ((0.207608410 +  4.0484./T).*(S.^0.5)) + (0.0846834.*S)... 
    - (0.00654208.* S.^(3/2)) + log(1 - 0.001005.*S)); 
K2star = exp(-9.226508 - (3351.6106./T) - (0.2005743.*log(T))... 
    - ((0.106901773 + 23.9722./T).*(S.^0.5)) + (0.1130822.*S)... 
    - (0.00846934.* S.^(3/2)) + log(1 - 0.001005.*S)); 
KWstar = exp(148.96502 - (13847.26./T) - (23.6521.*(log(T)))... 
    + (((118.67./T) - 5.977 + ((1.0495.*log(T)))).*(S.^0.5))... 
    - (0.01615.*S)); 
  
Simulate titration 
% modified titration simulation 
    for i = 1:simulation_size, 
        % increase flowrate with every iteration. /2 only relevant to the 
        % way I programmed (1/2 size titrant syringe, but kept same 
        % flowrates from full size) 
        flowrate_indicator=(flowrate_titrant_initial-1+i)/2;  
         
        % extract Ks from lookup table 
        K1=K1star(1,i); K2=K2star(1,i); Kw=KWstar(1,i); 
         
        % perform fzero on H_det_fun 
        hydrogen = fzero(@(H) H_det_fun(Acidity, flowrate_indicator, flowrate_sample, 
TA, DIC, K1, K2, Kw, H), [1e-20, 1e-1]);%[1e-9, 1e-2]); 
     
        % Output simulation data 
        simulation_pH(i,1) = -1 .* log10(hydrogen); 
        simulation_HCO3(i,1) = ((DIC.*K1.*hydrogen.*(1-
(flowrate_indicator./(flowrate_indicator+flowrate_sample))))./((hydrogen.^2)+(K1.*hydrog
en)+(K1.*K2))); 
        simulation_CO3(i,1) = ((DIC.*K1.*K2.*(1-
(flowrate_indicator./(flowrate_indicator+flowrate_sample))))./((hydrogen.^2)+(K1.*hydrog
en)+(K1.*K2))); 
        % D is silution factor of acid in sample 
        simulation_D(i,1) = (flowrate_indicator./(flowrate_indicator+flowrate_sample)); 
        simulation_H(i,1) = hydrogen; 
     
    end 
 
 Optics 
% uses same optical system as pH simulation, so load interpolated values 




% Apply T error to pKa of indicator (pKiT) 
pKi=4.479; 
Ki=10.^-pKi; 
% from Martz 2005 thesis 
KiT = Ki * exp(((3.*1000)./8.3145)*((1./295.14) - (1./T))); 





concIStock = 100e-6; %Conc BCG in titrant 
conc_BCG=concIStock.*simulation_D; % dilute BCG for each titration point 
  
simulation_pKi(1:length(simulation_pH),1)=pKiT; %true pKi for dataset will have the 
undetectable T error 
  
 Create absorption spectra for each titration point  
% calculate concs of individual BCG species 
Conc_HI = conc_BCG./((10.^(simulation_pH-simulation_pKi))+1);  
Conc_I2 = conc_BCG-Conc_HI; 
     
  
% from Concs and MECs calculate absorbance spectra 
     for i = 1:(length(Conc_HI)), 
        OOAbs_HI(i,:) = Interp_MEC_HI.*Conc_HI(i,1); 
        OOAbs_I2(i,:) = Interp_MEC_I2.*Conc_I2(i,1); 
     end 
        OOAbs_Comb = OOAbs_HI+OOAbs_I2; 
    OOAbs_Comb(isnan(OOAbs_Comb))=0; 
     
Interpret absorption spectra with LEDs and RGB‐PD  
% Calculate I0 for RGB-PD measurement. Trapz integrates light. 
comb_blue = Interp_pd_blue.*Interp_Combined_LEDs; 
comb_red = Interp_pd_red.*Interp_Combined_LEDs; 
Intensity_Blue_I0 = trapz(Interp_wl,(comb_blue)); 
Intensity_Red_I0 = trapz(Interp_wl,(comb_red)); 
  
% Calculate I for RGB-PD 
    for i = 1:simulation_size, 
        temp_Abs=OOAbs_Comb(i,:); 
        temp_I_fullspec = Interp_Combined_LEDs.'.*10.^(-temp_Abs); 
     
        Intensity_Blue_I(i,1) = trapz(Interp_wl,(Interp_pd_blue.'.*temp_I_fullspec)); 
        Intensity_Red_I(i,1)= trapz(Interp_wl,(Interp_pd_red.'.*temp_I_fullspec)); 
        clear temp_* 
    end 
 
 Add RGB‐PD noise 
% blue noise is 1.4765 on 16 bit scale, red is 2.6898, so use this number 
% (highest, therefore worst) 
  
% Convert RGB-PD data to 16 bit digital signal scale (not quantized here) 
max_int = max([Intensity_Blue_I0, Intensity_Red_I0]); 
conv_444 = 65536./max_int; 






clearvars -except Intensity* run 
  
% apply photodiode error, same method as for T 
Phot_err = 2.6898; 
    for i = 1:length(Intensity_Blue_I), 
        Intensity_Blue_I_errored(i,run)=Intensity_Blue_I(i,1)+Phot_err*randn; 
        Intensity_Red_Ierrored(i,run)=Intensity_Red_I(i,1)+Phot_err*randn; 
        Intensity_Blue_I0errored(run,1)=Intensity_Blue_I0+Phot_err*randn; 
        Intensity_Red_I0errored(run,1)=Intensity_Red_I0+Phot_err*randn; 
    end 
  
  











% load ‘light source (LEDs) 






Light = scan1; 
LED_wl = scan_wl; 
 
Interp_wl = 300:0.2:1100; 
Interp_wl = Interp_wl(:); 
 
Interp_pd_red = interp1(Channel_wl, Channel_Red, Interp_wl); 
Interp_pd_blue = interp1(Channel_wl, Channel_Blue, Interp_wl); 
 
Interp_Light = interp1(LED_wl, Light, Interp_wl); 
 
Interp_pd_red(isnan(Interp_pd_red)) = 0; 
Interp_pd_blue(isnan(Interp_pd_blue)) = 0; 







Interp_MEC_I2 = interp1(MEC_wl, MEC_I2, Interp_wl); 
Interp_MEC_HI = interp1(MEC_wl, MEC_HI, Interp_wl); 
Interp_MEC_I2(isnan(Interp_MEC_I2)) = 0; 
Interp_MEC_HI(isnan(Interp_MEC_HI)) = 0; 
 
MaxConcI2 = 5e-5; 
MaxConcHI = 5.0e-5; 
% MaxConcI2 = 2.5e-5; 
% MaxConcHI = 5.75e-5; 
 





Calib_Conc_I2 = ((1:1000).*(MaxConcI2/1000)); 
Calib_Conc_HI=((1:1000).*(MaxConcHI/1000)); 
 
Calib_I0 = Interp_Light; 
Calib_PDRed_I0 = Calib_I0.*Interp_pd_red; 
Calib_PDBlue_I0 = Calib_I0.*Interp_pd_blue; 
 
for k=1:1000, 
    % I=I0 x 10^(A/-1) 
    Calib_I_I2 = Calib_I0.*(10.^((CalibAbsI2(:,k))./-1)); 
    Calib_I_HI = Calib_I0.*(10.^((CalibAbsHI(:,k))./-1)); 
 
    Calib_PDRed_II2 = (Calib_I_I2).*Interp_pd_red; 
    Calib_PDBlue_II2 = (Calib_I_I2).*Interp_pd_blue; 
 
    Calib_PDRed_IHI = (Calib_I_HI).*Interp_pd_red; 
    Calib_PDBlue_IHI = (Calib_I_HI).*Interp_pd_blue; 
 
    Calib_PDRed_I2(k,1) = -1.*log10((trapz(Calib_PDRed_II2))./(trapz(Calib_PDRed_I0)));  
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    Calib_PDBlue_I2(k,1)  =  -
1.*log10((trapz(Calib_PDBlue_II2))./(trapz(Calib_PDBlue_I0))); 
 
    Calib_PDRed_HI(k,1) = -1.*log10((trapz(Calib_PDRed_IHI))./(trapz(Calib_PDRed_I0))); 





Calib_Conc_I2 = Calib_Conc_I2(:); 
Calib_Conc_HI = Calib_Conc_HI(:); 
produce Uc_Abs 
% can either generate Uc_Eps by linear fitting 3, then 4, then 5 etc, or 
% linear fit up to the desired amount, then calculate residual, or base the 
% calculation on the linear portion of the graph, and calculate the 








%perform linear fits 
   [cf_] = epsilon_FIT(Calib_Conc_I2(1:i2rc),Calib_PDRed_I2(1:i2rc)); 
     epsilon_temp = coeffvalues(cf_); 
     epsilon(1,:) = epsilon_temp; 
 
   [cf_] = epsilon_FIT(Calib_Conc_HI(1:hirc),Calib_PDRed_HI(1:hirc)); 
     epsilon_temp = coeffvalues(cf_); 
     epsilon(2,:) = epsilon_temp; 
 
   [cf_] = epsilon_FIT(Calib_Conc_I2(1:i2bc),Calib_PDBlue_I2(1:i2bc)); 
     epsilon_temp = coeffvalues(cf_); 
     epsilon(3,:) = epsilon_temp; 
 
   [cf_] = epsilon_FIT(Calib_Conc_HI(1:hibc),Calib_PDBlue_HI(1:hibc)); 
     epsilon_temp = coeffvalues(cf_); 







% see what this looks like. 
E615I2 = Calib_Conc_I2.*Sim_E615I2; 
E615HI = Calib_Conc_HI.*Sim_E615HI; 
E444I2 = Calib_Conc_I2.*Sim_E444I2; 
E444HI = Calib_Conc_HI.*Sim_E444HI; 
 
% check plots... bigest nonlinearity is in 615HI. seems biggest ~UC 
figure; 
plot(Calib_Conc_I2,Calib_PDRed_I2);hold all;plot(Calib_Conc_I2,E615I2);hold off; 
figure;plot(Calib_Conc_I2,Calib_PDBlue_I2);hold all;plot(Calib_Conc_I2,E444I2);hold off; 
figure;plot(Calib_Conc_HI,Calib_PDRed_HI);hold all;plot(Calib_Conc_HI,E615HI);hold off; 
figure;plot(Calib_Conc_HI,Calib_PDBlue_HI);hold all;plot(Calib_Conc_HI,E444HI);hold off; 
 
UC_E615I2 = E615I2-Calib_PDRed_I2; 
UC_E615HI = E615HI-Calib_PDRed_HI; 
UC_E444I2 = E444I2-Calib_PDBlue_I2; 
UC_E444HI = E444HI-Calib_PDBlue_HI; 
 
 
clearvars -except UC* Calib_Conc* 
save('THE_3_UCEps.mat'); 
M=cat(2,Calib_Conc_HI,Calib_Conc_I2,UC_E444HI,UC_E444I2,UC_E615HI,UC_E615I2); 









%% algebraic method 
  
% define symbolic variables for each of the parameters used 
% e_ prefix signified error 
syms grams_BCG rmm_BCG grams_H20_dissolve grams_BCG_mother grams_Titrant 
syms e_grams_BCG e_rmm_BCG e_grams_H20_dissolve e_grams_BCG_mother e_grams_Titrant 
  
% define the equations for  
number_of_mols = grams_BCG ./ rmm_BCG; %number of moles BCG used 




% Define the expression for uncertainty 
Uc_concentration_BCG = (sqrt((((diff(m_titrant, grams_BCG))^2)*((e_grams_BCG)^2))... 
    + (((diff(m_titrant,  rmm_BCG))^2)*((e_rmm_BCG)^2))... 
    + (((diff(m_titrant,  grams_H20_dissolve))^2)*((e_grams_H20_dissolve)^2))... 
    + (((diff(m_titrant,  grams_BCG_mother))^2)*((e_grams_BCG_mother)^2))... 
    + (((diff(m_titrant,  grams_Titrant))^2)*((e_grams_Titrant)^2)))); 
  
% substitute values for symbolic parameters and their errors 
grams_BCG = 0.4; rmm_BCG = 689; grams_H20_dissolve = 500;  
grams_BCG_mother = 70; grams_Titrant = 1000; 
  
e_grams_BCG = 0.00005; e_rmm_BCG = 0.005;  
e_grams_H20_dissolve = 0.005;  e_grams_BCG_mother = 0.00005;  
e_grams_Titrant = 0.005; 
  
%substitute these values into the uncertainty equation 




%% Kragtens method 
  
% substitute values to determine the absolute value of [BCG] 
concentration_BCG_Absolute = subs(concentration_BCG);  
save('temp.mat'); %save the workspace so we can recall absolute [BCG] value 
  
% for each parameter... 
% Load absolute [BCG] value 
load('temp.mat') 
% change 1 parameter by its error 
grams_BCG=grams_BCG+e_grams_BCG;  
%substitute the now errored parameter along with others in [BCG] expression 
UC_grams_BCG = (subs(concentration_BCG) - concentration_BCG_Absolute)^2;  
  
% Repeat for each parameter 
load('concentration_BCG.mat') 
rmm_BCG=rmm_BCG+e_rmm_BCG;  












UC_grams_Titrant = (subs(concentration_BCG) - concentration_BCG_Absolute)^2; 
  
% Uc [BCG] is the root of individual uncertaintied squared 
Kragtens_Uc = (UC_grams_BCG + UC_rmm_BCG ... 






A	1.10 Kragtens	 uncertainty	 calculation	 for	 total	
alkalinity	titration	using	the	RGB‐PD	
%% Uncertainty analysis of systematic errors in titration by Kragtens method 
% This is based on analysis performed by Martz 2005 to determine 
% uncertainty in TMT measurements. It is adapted for MATLAB using symbolic 




% Want a linear pH scale in plot, so; 
% 1) simulate the titration as with other analyses 
% 2) choose the linear pH range 
% 3) Interpolate to obtain the required values of dilution D (sometimes 
% called simulation_D here) that give these linear pHs 
% 4) Perform Kragtens on these points 







% The labels 444 and 615 refer to the red and blue channels 
syms concIStock E444I2 E444HI E615I2 E615HI I_444 I0_444  
syms I_615 I0_615 Ki T S DIC Acidity 
syms e_concIStock e_E444I2 e_E444HI e_E615I2 e_E615HI e_I_444 e_I0_444  
syms e_I_615 e_I0_615 e_Ki e_T e_S e_DIC e_Acidity 
  
% indicator pKi 
TK=T+273.15; 
KiT = Ki * exp(((3*1000)/8.3145)*(1/295.14-1/TK));  
  




% Expressions for absorbance and concentrations 
A615=-log10(I_615./I0_615); 
A444=-log10(I_444./I0_444); 
ConcI2 = (( A615 - (A444 .* (E615HI./E444HI) )) ./ ( E615I2 - (E444I2 .* 
(E615HI./E444HI) ) ) ); 
ConcHI = (( A444 - (A615 .* (E444I2./E615I2) )) ./ ( E444HI - (E444I2 .* 
(E615HI./E615I2) ) ) ); 
  
Itotal = ConcI2 + ConcHI; 
H = (KiT.*ConcHI)./ConcI2; 
pH=-log10(H); 
  
D = Itotal./concIStock; 
  
% carbonate and water constants 
  
K1 = exp( 2.83655  - (2307.1266./TK) - (1.5529413.*log(TK))... 
    - ((0.207608410 +  4.0484./TK).*(S.^0.5)) + (0.0846834.*S)... 
    - (0.00654208.* S.^(3/2)) + log(1 - 0.001005.*S)); 
K2 = exp(-9.226508 - (3351.6106./TK) - (0.2005743.*log(TK))... 
    - ((0.106901773 + 23.9722./TK).*(S.^0.5)) + (0.1130822.*S)...  
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    - (0.00846934.* S.^(3/2)) + log(1 - 0.001005.*S)); 
Kw = exp(148.96502 - (13847.26./TK) - (23.6521.*(log(TK)))... 
    + (((118.67./TK) - 5.977 + ((1.0495.*log(TK)))).*(S.^0.5))... 
    - (0.01615.*S)); 
  
% expressions for carbonate and oh concentrations 
HCO3 = ((DIC.*K1.*H.*(1-(D))))./((H.^2)+(K1.*H)+(K1.*K2)); 
CO3 = ((DIC.*K1.*K2.*(1-(D))))./((H.^2)+(K1.*H)+(K1.*K2)); 
OH = Kw ./ H; 
  
% exression for TA 













pKi = -log10(Ki); 
  
% Titrant concentration.  








Itotal = concIStock.*DilutionFactors; 
Itotal=Itotal'; 
  
% expressions for concentration 
    
Conc_HI = Itotal./((10.^(simulation_pH-simulation_pKi))+1);  
Conc_I2 = Itotal-Conc_HI; 
  
  
% Absorbance simulation for photodiode 
     for i = 1:(length(Conc_HI)), 
        OOAbs_HI(i,:) = Interp_MEC_HI.*Conc_HI(i,1); 
        OOAbs_I2(i,:) = Interp_MEC_I2.*Conc_I2(i,1); 
     end 




comb_blue = Interp_pd_blue.*Interp_Combined_LEDs; 
comb_red = Interp_pd_red.*Interp_Combined_LEDs; 
Intensity_444_I0 = trapz(Interp_wl,(comb_blue)); 
Intensity_615_I0 = trapz(Interp_wl,(comb_red)); 
  
  
for i = 1:simulation_size, 
    temp_Abs=OOAbs_Comb(i,:); 
    temp_I_fullspec = Interp_Combined_LEDs.'.*10.^(-temp_Abs); 
     
















clear calib* Uc* 
 
Calculate intenities for each pH 
Ki = 10.^(-pKi); 
E615I2 = 3.8992e+04; 
E615HI = 7.79e+02; 
E444I2 = 3.557e+03; 
E444HI = 1.4531e+04; 
  
I0_444 = Intensity_444_I0; 
I0_615 = Intensity_615_I0; 
  
convert to 16 bit size. 
% no quantisation 
conv_444 = 65536./max([I0_444, I0_615]); 







I_444 = Intensity_444_I; 




e_concIStock = 1.021e-08;  
e_S=0.00108; 
e_DIC=DIC.*0.01;% 10% is fine 
e_Acidity = 7.981e-06; 
e_I_444 = 1; % assumes intensities are close to true value 
e_I_615 = 1; 
e_I0_444 = 1; 
e_I0_615 = 1; 
e_Ki=0.01*Ki; 
T = 25; 
e_T = 0.01; 
  




% kk cycles through the pHs used 
for kk = 1:length(simulation_pH), 
    load('reset.mat'); 
    I_444 = Intensity_444_I(kk); 
    I_615 = Intensity_615_I(kk); 
    e_E444I2 = LookupUC_E444I2(kk);  
    e_E444HI  = LookupUC_E444HI(kk);  
    e_E615I2 = LookupUC_E615I2(kk);  




 %Perform Kragtens calculations 
  
    TA_Absolute = subs(TA); %create absolute pH 
    save('temp.mat'); %save everything 
    clearvars -except TA_Absolute concIStock E444I2 E444HI E615I2 E615HI ... 
        I_444 I0_444 I_615 I0_615 Ki T S DIC Acidity K1; %clear everything except 
unchanging UC variables 
    save('TA.mat'); %save unchanging UC variables 




UC_concIStock(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
E444I2 = E444I2+e_E444I2; 
UC_xE444I2(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
E444HI = E444HI + e_E444HI; 
UC_xE444HI(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
E615I2 = E615I2+e_E615I2; 
UC_xE615I2(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
E615HI = E615HI + e_E615HI; 
UC_xE615HI(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
I_444 = I_444+e_I_444; 
UC_I_444(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
I0_444 = I0_444+e_I0_444; 
UC_I0_444(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
I_615 = I_615+e_I_615; 




I0_615 = I0_615 + e_I0_615; 
UC_I0_615(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
Ki = Ki+e_Ki; 
UC_Ki(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
T = T+e_T; 
UC_T(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
S = S+e_S; 
UC_S(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
DIC = DIC+e_DIC; 
UC_DIC(kk) = (subs(TA) - TA_Absolute)^2; 
  
load('TA.mat') 
Acidity = Acidity+e_Acidity; 




UC_TA = ( UC_concIStock + UC_xE444I2 + UC_xE444HI + UC_xE615I2 + UC_xE615HI + 
UC_I_444...  







A  thermistor  measurement  system  designed  by  Mr  Andy  Harris  was  intended  for 
measurement of temperature during TA determination. Unfortunately water ingress into 
the epoxy resin potted thermistors prevented its use. Temperature measurements with 
the  system  were  satisfactory  in  calibration,  and  if  the  water  ingress  issue  could  be 
overcome  would  be  suitable  for  monitoring  temperature  in  a  future  total  alkalinity 
analysis  system.  The  thermistor  measurement  system  was  calibrated  in  a  water  bath 
fitted with a chiller and thermo‐regulator for temperatures between 5 and 35  	in	1	 	
increments.  The  water  bath  was  controlled  with  software  supplied  by  Dr  Xi  Huang, 
dwelling at each temperature for 1 hour while measurements were made, and recording 
temperature  using  a  calibrated  temperature  probe  (F250  MkII,  Automatic  Systems 
Laboratories). The voltage output of the thermistor measurement system was monitored 















1  2  3  1  2  3 
5.062  0.016  1.4918  1.4793  1.4948  0.0006  0.0006  0.0005  
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6.048  0.009  1.5762  1.5634  1.5791  0.0008  0.0008  0.0007 
7.041  0.007  1.6614  1.6484  1.6644  0.0006  0.0007  0.0006 
8.033  0.006  1.7473  1.7340  1.7503  0.0007  0.0008  0.0006 
9.023  0.008  1.8332  1.8197  1.8363  0.0007  0.0008  0.0007 
10.020  0.007  1.9205  1.9067  1.9235  0.0010  0.0010  0.0008 
11.009  0.011  2.0077  1.9934  2.0108  0.0011  0.0012  0.0010 
12.001  0.013  2.0955  2.0810  2.0985  0.0014  0.0016  0.0012 
12.990  0.009  2.1835  2.1688  2.1867  0.0010  0.0011  0.0009 
13.980  0.016  2.2715  2.2567  2.2746  0.0015  0.0018  0.0015 
14.987  0.018  2.3616  2.3468  2.3647  0.0018  0.0019  0.0017 
15.984  0.015  2.4502  2.4355  2.4534  0.0016  0.0017  0.0014 
16.982  0.018  2.5394  2.5249  2.5426  0.0018  0.0018  0.0018 
17.982  0.015  2.6285  2.6140  2.6316  0.0017  0.0017  0.0015 
18.981  0.016  2.7178  2.7033  2.7209  0.0014  0.0014  0.0013 
19.978  0.013  2.8064  2.7917  2.8094  0.0014  0.0015  0.0013 
20.973  0.011  2.8943  2.8795  2.8972  0.0014  0.0015  0.0012 
21.973  0.019  2.9832  2.9684  2.9859  0.0021  0.0020  0.0021 
22.970  0.013  3.0707  3.0556  3.0733  0.0013  0.0013  0.0013 
23.973  0.013  3.1582  3.1433  3.1609  0.0014  0.0014  0.0013 
24.966  0.020  3.2449  3.2296  3.2475  0.0018  0.0017  0.0018 
25.963  0.012  3.3309  3.3158  3.3334  0.0011  0.0011  0.0011 
26.961  0.011  3.4164  3.4011  3.4190  0.0010  0.0009  0.0010 
27.955  0.015  3.5007  3.4857  3.5034  0.0013  0.0013  0.0012 
28.957  0.012  3.5850  3.5701  3.5875  0.0010  0.0011  0.0011  
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29.956  0.018  3.6684  3.6535  3.6709  0.0019  0.0019  0.0020 
30.948  0.016  3.7506  3.7357  3.7530  0.0014  0.0014  0.0014 
31.949  0.020  3.8326  3.8179  3.8348  0.0019  0.0018  0.0019 
32.947  0.021  3.9133  3.8983  3.9155  0.0016  0.0017  0.0017 
33.945  0.020  3.9931  3.9784  3.9953  0.0019  0.0019  0.0019 
34.938  0.016  4.0715  4.0569  4.0736  0.0015  0.0015  0.0015 
Table A2‐1 – Results from thermistor calibration 
 