This paper considers lossless uniquely decodable source codes for a class of distributions described by a ball with respect to the total variational distance, centered at a nominal distribution with a given radius. The coding problem is formulated using minimax techniques, in which the maximum of the average codeword length over the class of distributions is minimized subject to Kraft inequality. Firstly, the maximization over the class of distributions is characterized resulting in an equivalent pay-off.
based on a given nominal distribution (which is different than the true distribution), then the increase in the average codeword length due to incorrect knowledge of the true distribution is the relative entropy between the true distribution and the nominal distribution [1, Theorem 5.4.3] .
Lossless source codes for unknown probability distributions are often investigated via universal coding and universal modeling, and the so-called Minimum Description Length (MDL) principle based on minimax techniques, by assuming the true source probability distribution belongs to a pre-specified class of source distributions [7] - [10] .
This paper is concerned with lossless variable length codes, when the true source probability distribution belongs to a class described by a ball centered at some nominal (á priori) probability distribution with respect to the total variation distance metric having a specific radius. Since this problem falls into universal coding and modeling category it is formulated and solved using minimax techniques. The formal description of the coding problem which is made precise in the next section, is as follows. Given a class of source probability distributions described by the total variation metric centered at aná priori or nominal probability distribution µ ∈ P(Σ) (P(Σ) the set of probability vectors on a finite alphabet set Σ) having radius R ≥ 0 defined by 
the objectives is to find a prefix real-valued code length vector l † which minimizes the pay-off
The class of distributions B µ (R) is specified provided the nominal distribution µ is given from modeling considerations, and the radius R is identified. The radius maybe identified from empirical data such as via counting techniques. The larger the value of R the larger the admissible class of distributions. Since the total variation distance is a true metric then it measures the difference between two distributions. However, an admissible ν ∈ B µ (R) may not be absolutely continuous with respect to ν denoted by ν << µ and defined by µ(x) = 0 for some x ∈ Σ then ν(x) = 0. Consequently, ν ∈ B µ (R) can be defined on a larger alphabet than the nominal distribution µ, that is, the support set of µ maybe a subset of Σ.
By the properties of the distance metric then ||ν − µ|| T V ≤ ||ν|| T V + ||µ|| T V = 2, hence R is further restricted to the interval [0, 2]. The two extreme cases are R = 0 implying ν = µ corresponding to an average codeword length, and R = 2 implying that the support sets of ν and µ denoted by supp(ν) and supp(µ), respectively, are non-overlapping, that is, supp(ν) ∩ supp(µ) = ∅. When ν << µ, ∀ν ∈ B µ (R), by Pinsker's inequality [11] , ||ν − µ||
denotes the Kullback-Leibler distance (or relative entropy distance) between ν and µ. Thus, Pinsker's inequality implies that the class described via the total variation distance is larger than the class defined by replacing ||ν−µ|| T V by D(ν||µ), and indeed more appropriate especially when the probability distributions ν and µ are singular (resp. nearly singular) in which case D(µ||µ) = ∞ (resp. very large), while
The contributions of this paper are as follows. The paper is organized as follows. In the next section, we formulate the minimax length problem and derive its equivalent optimization. In Section III, we show that the optimization Problem 1 can be transformed to an average coding problem (Problem 2), which is being solved via a fast algorithm that is based on re-normalization of the initial source probabilities according to a merging rule. In Section IV, illustrative examples demonstrate the validity of the proposed algorithm. Finally, we close in Section V, where we draw conclusions and give directions for future work.
II. PROBLEM FORMULATION
Consider a source generating outputs from a finite set of symbols, denoted by Σ = {x 1 , x 2 , . . . , x |Σ| } of cardinality |Σ|, according to a source probability distribution ν = {ν(x) : x ∈ Σ} ≡ ν(x 1 ), ν(x 2 ), . . . , ν(x |Σ| ) . Source symbols are encoded into D−ary codewords (unless specified otherwise, the following notation is used: is identified with a codeword length l(x) ∈ Z + , where Z + is the set of non-negative integers.
Thus, a code C for source symbols from the alphabet Σ is associated with the length function of the code l : Σ → Z + , and a code defines a codeword length vector l = {l(x) :
If, however, the integer constraint is relaxed by admitting realvalued length vectors l ∈ R |Σ| + , which satisfy the Kraft inequality (i.e., x∈Σ
Such codes are useful in obtaining approximate solutions which are less computationally intensive [1] .
Suppose the source probability distribution ν, henceforth called true distribution is unknown, while modeling techniques give access to a nominal source probability distribution µ = {µ(x) :
. Having constructed knowledge of the nominal source distribution one may construct from empirical data via counting techniques, the distance of the two distributions with respect to the total variation norm ||ν − µ|| T V . This will provide an estimate of the radius R, such that ||ν − µ|| T V ≤ R and hence characterize the set B µ (R) of all possible true distributions of the source. Subsequently, the source coding problem for the class of sources B µ (R) can be defined via minimax techniques as follows. Let P(Σ) denote the set of probability distributions with alphabet Σ and let P µ (Σ) denote the set of nominal probability distributions defined by
The precise problem investigated is stated below.
define the class of true source probability distributions by
and the average codeword length pay-off with respect to the true source probability distribution
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The objective is to find a prefix code length vector l † ∈ R |Σ| + (satisfying Kraft inequality), which minimizes the maximum average codeword length pay-off defined by
The characterization of optimal prefix code length vector l † ∈ R |Σ| + is obtained by first converting
into an equivalent pay-off and then use the resulting pay-off to find the optimal code.
III. MAIN RESULTS
The objective of this section is to convert the pay-off of Problem 1 into an equivalent objective of the form x∈Σ ν R (x)l(x), where the new weights
. Subsequently, to derive certain properties of the new weight vector and identify how these properties are transformed into equivalent properties for the optimal codeword length vector. From these properties the Shannon codeword lengths for Problem 1 will be found.
A. Characterization of the Maximization
Proof: Let M sm (Σ) denote the set of finite signed measures. Then any η ∈ M sm (Σ) has a Jordan decomposition η + , η − such that η = η + − η − , and the total variation of η is defined
+ are non-negative, the following inequalities February 2, 2012 DRAFT are obtained.
Moreover, the upper bound in the right hand side is achieved by ξ † ∈ B µ (R) as follows. Let
where δ y (x) denotes the point mass distribution concentrated at y ∈ Σ. This is indeed a signed measure with total variation ||ν † − µ|| T V = R, and x∈Σ l(x)(ν
Hence, by using (4) as a candidate of the maximizing distribution then
where ξ † satisfies the constraint ||ξ
Define α ≡ R/2, then Problem 1 becomes equivalent to Problem 2, stated below.
Problem 2. Given a fixed nominal distribution µ ∈ P µ (Σ) and distance parameter α ∈ [0, 1], define the pay-off as follows:
The objective is to find a prefix code length vector l † ∈ R |Σ| + which minimizes the pay-off L α (l, µ), for all α ∈ [0, 1] such that the Kraft inequality holds; i.e., x∈Σ D −l(x) ≤ 1.
The above expression makes the dependence on the disjoint sets
explicit. The sets remain to be identified so that a solution to the coding problem exists for all α ∈ [0, 1]. Note that l min , l max and sets Σ o and Σ o depend parametrically on α ∈ [0, 1]. This explicit dependence will often be omitted for simplicity of notation.
B. Optimal Weights and Merging Rule
Define
Using (5) and (6) the pay-off L α (l, µ) is written as a function of the new weight vector as follows.
The new weight vector ν α is a function of α and the source probability vector µ ∈ P µ (Σ), and it is defined over the three disjoint sets
any of the weights was negative, then someone could easily choose a very large l(x) and the pay-off L α (l, µ) ≡ L(l, ν α ) would be negative) and
where Σ o and Σ o remain to be specified.
Proof: See Appendix A-A.
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The point to be made regarding Lemma 1 is twofold: (a) since for α ∈ [0, 1] the pay-off
is continuous in l and the constraint set defined by Kraft inequality is closed and bounded and hence compact, an optimal code length vector l † exists, and (b) the optimal code is given by (8) . From the characterization of optimal code length vector of Lemma 1, it follows
The next lemma describes monotonicity properties of the weight vector ν α as a function of the probability vector µ, for all α ∈ [0, 1].
Lemma 2. Consider pay-off L α (l, µ) and real-valued prefix codes. The following hold:
is constant and independent of α ∈ [0, 1].
Proof: We can show the validity of the statements in Lemma 2 by considering five cases.
More specifically,
Then, by taking derivatives
According to (9) , (10), (11), (12), for
the weight ν α (z) increases, and for z ∈ Σ o the weight ν α (z) decreases. Hence, since ν α (·) is a continuous function with respect to α, at some α = α , ν α (x) = ν α (y) = ν α . Suppose that for some α = α + dα, dα > 0, ν α (x) = ν α (y). Then, the lowest weight will increase and the largest weight will remain constant as a function of α ∈ [0, 1] according to (10) and (9), respectively.
We follow similar arguments for ν α (x) = ν α (z) = ν α .
Next, the merging rule which describes how the weight vector ν α changes as a function of Consider the complete characterization of the solution, as α ranges over [0, 1], for any initial probability vector µ (not necessarily consisting of distinct entries). Then,
, there is no compression since the weights are all equal. Define
By Lemma 2 the weights are ordered, hence α 1 is the smallest value of α ∈ [0, 1] for which two weights become equal; this can occur because the two smallest weights become equal (β 1 < γ 1 ), February 2, 2012 DRAFT or because the two biggest weights become equal (γ 1 < β 1 ).
Since for k = 0, ν α 0 (x) = ν 0 (x) = µ(x), ∀x ∈ Σ, is the set of initial symbol probabilities, let Σ o,0 denote the singleton set {x |Σ| } and Σ o,0 denote the singleton set {x 1 }. Specifically,
Similarly, Σ o,1 is defined as the set of symbols in {x |Σ|−1 , x |Σ| } whose weight evaluated at β 1 is equal to the minimum weight ν β 1 and Σ o,1 is defined as the set of symbols in {x 1 , x 2 } whose weight evaluated at γ 1 is equal to the maximum weight ν γ 1 :
In general, for a given value of α k , k ∈ {1, . . . , |Σ| − 1}, define
and for
Lemma 3. Consider pay-off L α (l, µ) and real-valued prefix codes. For k 1 , k 2 ∈ {0, 1, 2, . . . , |Σ|− 1}, then
Further, the cardinality of sets Σ o,k 1 and Σ o,k 2 is (k 1 + 1) and (k 2 + 1), respectively.
Proof: The validity of the statement is shown by perfect induction. Without loss of generality and for simplicity of the proof, suppose that β 1 < γ 1 .
Firstly, for β = β 1 :
Suppose that, when
and the weights will be of the form
The rate of change of these weights with respect to α is
Hence, the largest of the two stays constant, while the smallest would increase and therefore they meet again. This contradicts the assumption that ν α (x |Σ| ) = ν α (x |Σ|−1 ) for α > β 1 . Therefore,
Similarly, for α > α k , k ∈ {2, . . . , |Σ| − 1}, suppose the weights are
Then, the pay-off is written as
Hence,
Finally, in the case that α > α k+1 , k ∈ {2, . . . , |Σ| − 2}, if any of the weights ν α (x), x ∈ Σ o,k 1 , changes differently than another, then, either at least one probability will become smaller than others and give a higher codeword length, or it will increase faster than the others and hence according to (15), it will stay constant to meet the other weights. Therefore, the change in this new set of probabilities should be the same, and the cardinality of
With similar arguments we prove that weights ν α (x), x ∈ Σ o,k 2 change in the same way and the cardinality of Σ o,k 2 increases by one.
Based on the results of Lemmas 2 and 3, the next theorem describes how the weight vector ν α changes as a function of α ∈ [0, 1] so that the solution of the coding problem can be characterized.
Consider pay-off L α (l, µ) and real-valued prefix codes.
For α ∈ [α k , α k+1 ), k ∈ {0, 1, . . . , |Σ| − 1}, the optimal weights
are given by
where
Moreover, the minimum α, called α max , such that for α ∈ [α max , 1] there is no compression, is given by
where k * 1 is the number of probabilities µ(x) ∈ Σ that are less than 1/|Σ|.
Proof: By Lemma 3, for α ∈ [α k , α k+1 ), the lowest probabilities that are equal, change together forming a total weight given by
whereas the highest probabilities that are equal change together forming a total weight given by
At α = β k 1 +1 , each weight is equal to µ(x |Σ|−(k 1 +1) ) and from Lemma 3 we have
Similarly, it is shown for α = γ k 2 +1 that
Once we find β k 1 +1 and γ k 2 +1 , α k+1 will denote the value of α for which there is merging and this will be the smallest between β k 1 +1 and γ k 2 +1 . The minimum α, called α max , such that for α ∈ [α max , 1] there is no compression, is given by when all the weights converge to the average probability, i.e. ν † α = 1/|Σ|. We know that this probability will lie between two nominal probabilities whose weights will converge one from above and one from below. Hence, we can easily find the maximum cardinalities of Σ o,k 1 and Σ o,k 2 . Once, the cardinality is known we can use one of the equations for finding β k 1 +1 and γ k 2 +1 to find α max . Here, we use (18) and α max can be expressed as follows:
Theorem 1 facilitates the computation of the optimal real-valued prefix codeword lengths vector l † minimizing pay-off L α (l, µ) as a function of α ∈ [0, 1] and the initial source probability vector µ, via re-normalization and merging. Specifically, the optimal weights are found recursively calculating β k 1 , k 1 ∈ {0, 1, . . . , |Σ| − 1} and γ k 2 , k 2 ∈ {0, 1, . . . , |Σ| − 1} and hence α k , k ∈ {0, 1, . . . , |Σ|−1}. For any specificα ∈ [0, 1] an algorithm is given next, which describes how to obtain the optimal real-valued prefix codeword lengths minimizing pay-off Lα(l, µ).
C. An Algorithm for Computing the Optimal Weights
For any probability distribution µ ∈ P µ (Σ) and α ∈ [0, 1] an algorithm is presented to compute the optimal weight vector ν α of Theorem 1. By Theorem 1 (see also Given a specific value ofα ∈ [0, 1], in order to calculate the weights να(x), it is sufficient to determine the values of α at the intersections by using (20), up to the value of α for which the intersection gives a value greater thanα, or up to the last intersection (if all the intersections give a smaller value of α) at α max beyond which there is no compression. For example, if α 1 <α < α 2 , find all α's at the intersections up to and including α 2 and subsequently, the
Weight α ∈ [0, 1) weights atα can be found by using (17). Specifically, check first ifα ≥ α max . If yes, then the weights are equal to 1/|X |. Ifα < α max , then find α 1 , . . . , α m , m ∈ N, m ≥ 1, until α m−1 <α ≤ α m . As soon as the α's at the intersections are found, the weights atα can be found by using (17).
The algorithm is easy to implement and extremely fast due to its low computational complexity.
The worst case scenario appears when α |X |−2 <α < α max = α |X |−1 , in which all α's at the intersections are required to be found. In general, the worst case complexity of the algorithm is O(n). The complete algorithm is depicted under Algorithm 1.
IV. ILLUSTRATIVE EXAMPLE
Consider binary codewords and a source with |Σ| = 4 and probability distribution µ = ). Given the weights, we transformed the problem into a standard average length coding problem, in which the optimal codeword lengths can be easily calculated for all α's and they are equal to − log(ν α (x)) , ∀x ∈ Σ. 
The augmented pay-off is a convex and differentiable function with respect to l. Denote the real-valued minimization of (23) over l, λ by l † and λ † . By the Karush-Kuhn-Tucker theorem, the following conditions are necessary and sufficient for optimality:
Differentiating with respect to l, when x ∈ Σ \ Σ o ∪ Σ o , x ∈ Σ o and x ∈ Σ o the following equations are obtained:
When λ † = 0, (28) gives µ(x) = 0, ∀x ∈ Σ \ Σ o ∪ Σ o . Since µ(x) > 0 then necessarily then necessarily λ † > 0. Therefore, (28), (29) and (30) are equivalent to the following identities:
Next, λ † is found by substituting (31), (32) and (33) into the Kraft equality to deduce:
Substituting λ † into(31), (32) and (33) yields
Finally, from the previous expression one obtains
