Abstract. We introduce the notion of scattering space S r b for N-body quantum mechanical systems, where b is a cluster decomposition with 2 ≤ |b| ≤ N and r is a real number 0 ≤ r ≤ 1. Utilizing these spaces, we give a decomposition of continuous spectral subspace by S 1 b for N-body quantum systems with long-range pair potentials
Introduction
After Dereziński [D] proved the asymptotic completeness of N -body quantum systems with long-range pair potentials V L α (x α ) = O(|x α | −ǫ ) for ǫ > √ 3 − 1, Yafaev [Y] gave an example where the asymptotic completeness breaks down for 0 < ǫ < 1/2. It seems that the cause which prevents the asymptotic completeness in his case is some "self-similarity" of approximate threshold eigenvectors by which property the channels corresponding to those eigenvectors cannot be separated well enough as in the usual case. The present paper is partly a reminiscence of my preprint [K3] in 1984, while apart from the problem of asymptotic completeness. After some preparations of section 1, we define in section 2 scattering spaces S r b , 2 ≤ |b| ≤ N , 0 ≤ r ≤ 1, for a given N -body Hamiltonian H. Roughly speaking S r b consists of vectors f such that in its evolution e −itH f , the distance between clusters in b evolves linearly in t, whereas the size of each cluster in b is bounded by a constant times t r . We then prove in section 4 a decomposition of the continuous spectral subspace as an orthogonal sum of the scattering spaces S 1 b , 2 ≤ |b| ≤ N . We extend the decomposition to the one by S r b with general order 0 ≤ r ≤ 1 for some long-range pair potentials by utilizing the results of Dereziński [D] . We also see that the orthogonal projection E b (r) onto the scattering space S r b (0 ≤ r ≤ 1) is discontinuous at some r = r 0 ∈ (ǫ, 1/2) in the case of Yafaev's 1 potentials [Y] . We prove in section 5 a characterization of the ranges of wave operators: R(W with time-independent modifiers J b extending [IK] to N -body case. We assume some decay assumptions on threshold eigenvectors (Assumption 1.2) in addition to the usual assumptions on the decay of pair potentials (Assumption 1.1).
Preliminaries
We consider the Schrödinger operator defined in L 2 (R νN ) (ν ≥ 1, N ≥ 2)
i .
(1.1)
2) where x α = r i − r j , r i = (r i1 , · · · , r iν ) ∈ R ν is the position vector of the i-th particle,
, · · · , with some constants C β > 0 independent of x ∈ R ν , and
Here ∆ x is a Laplacian with respect to x, and x is a C ∞ function of x such that x = |x| for |x| ≥ 1 and ≥ 1 2 for |x| < 1.
We can adopt weaker conditions on the differentiability and decay rate for higher derivatives of the long-range part V L α (x), but for later convenience of exposition, we adopt this form in the present paper.
The free part H 0 of H in (1.1) has various forms in accordance with our choice of coordinate systems. We use the so-called Jacobi coordinates. The center of mass of our N -particle system is Accordingly the corresponding canonically conjugate momentum operators are defined by
Using these new X C , P C , x i , p i , we can rewrite H 0 in (1.1) as
(1.6)
where µ i > 0 is the reduced mass defined by the relation:
The new coordinates give a decomposition
with n = ν(N − 1) and in this decomposition, H is decomposed H = H C ⊗ I + I ⊗H,H =H 0 + V. H C is a Laplacian, so we considerH in the Hilbert space H = L 2 (R n ) = L 2 (R ν(N−1) ). We write thisH as H in the followings:
This means that we consider the Hamiltonian H in (1.1) restricted to the subspace of R νN : (m 1 + · · · + m N )X C = m 1 r 1 + · · · + m N r N = 0.
(1.8)
We equip this subspace with the inner product: 9) where · denotes the Euclidean scalar product. With respect to this inner product, the changes of variables between Jacobi coordinates in (1.5) are realized by orthogonal transformations on the space R n defined by (1.8), while µ i and x i depend on the order of the construction of the Jacobi coordinates in (1.5). If we define velocity operator v by v = (v 1 , · · · , v N−1 ) = (µ
we can write using the inner product above
Next we introduce clustered Jacobi coordinate. Let a = {C 1 , · · · , C k } be a disjoint decomposition of the set {1, 2, · · · , N }:
We denote the number of elements of a set S by |S|. Then |a| = k in the present case, and we call a a cluster decomposition with |a| clusters C 1 , · · · , C |a| . A clustered Jacobi coordinate x = (x a , x a ) associated with a cluster decomposition a = {C 1 , · · · , C k } is obtained by first choosing a Jacobi coordinate
for the |C ℓ | particles in the cluster C ℓ and then by choosing an intercluster Jacobi coordinate
for the center of mass of the k clusters
The corresponding canonically conjugate momentum operator is
).
(1.11) In this coordinates system, H 0 in (1.7) is decomposed:
where ∆ x ℓ and ∆ x (C ℓ ) i are ν-dimensional Laplacians and M ℓ and µ
are the reduced masses. We introduce the inner product in the space R n = R ν(N−1) as in (1.9): 13) and velocity operator
where M = m a 0 0 µ a is the n = ν(N − 1) dimensional diagonal mass matrix whose diagonals are given by
We need a notion of order in the set of cluster decompositions. A cluster decomposition b is called a refinement of a cluster decomposition a, iff any C ℓ ∈ b is a subset of some D k ∈ a. When b is a refinement of a we denote this as b ≤ a. b ≤ a is its negation:
We decompose the potential term V in (1.7) as
where
By definition, V C ℓ depends only on the variable x (C ℓ ) inside the cluster C ℓ . Similarly, V a depends only on the variable
, while I a depends on all components of the variable x.
Then H in (1.7) is decomposed:
, and H (C ℓ ) and H
). We denote by P a the orthogonal projection onto the pure point spectral subspace (or eigenspace)
We use the same notation P a for the obvious extention I ⊗ P a to the total space H. For |a| = N , we set P a = I. Let M = 1, 2, · · · and P M a denote an M -dimensional partial projection of P a such that s-
(1.20)
Then it is clear that 21) provided that the component M j of M a depends only on the number j but not on a.
In the following we use such M a 's only. Related with those notions, we denote by H c = H c (H) the orthogonal complement H pp (H) ⊥ of the eigenspace H pp = H pp (H) for the total Hamiltonian H. Namely H c (H) is the continuous spectral subspace for H. We note that H c (H) = (I −P a )H for a unique a with |a| = 1, and that for f ∈ H,
We use freely the notations of functional analysis for selfadjoint operators, e.g. E H (∆) is the spectral measure for H.
To state a theorem due to Enss [E2] , we introduce an assumption: Assumption 1.2. For any cluster decomposition a with 2 ≤ |a| ≤ N − 1 and any
This assumption is concerned with the decay rate of eigenvectors of subsystem Hamiltonians. Since it is known that non-threshold eigenvectors decay exponentially (see Froese and Herbst [FH] ), this assumption is the one about threshold eigenvectors.
Let v a , as above, denote the velocity operator between the clusters in a. It is expressed as v a = m −1 a p a for some ν(|a| − 1)-dimensional diagonal mass matrix m a . Then we can state the theorem. 
is the characteristic function of the set defined by the condition S.
We denote the sum of the sets of thresholds and eigenvalues of H by T :
is the set of eigenvalues of a subsystem Hamiltonian
Similarly T a andT a are defined:
It is known (Froese and Herbst [FH] ) that these sets are subsets of (−∞, 0]. Further these sets form bounded, closed and countable subsets of R 1 , and σ p (H a ) accumulates only atT a (see Cycon et al. [C] ).
We use the notation ∆ ⋐ ∆ ′ for Borel sets ∆, ∆ ′ ⊂ R k to mean that the closure∆ of ∆ is compact in R k and is a subset of the interior of ∆ ′ .
Scattering Spaces
In the following we consider the case t → ∞ only. The other case t → −∞ is treated similarly. We also choose a unit system such that = 1. We use the notation f (t) ∼ g(t) as t → ∞ to mean that f (t) − g(t) → 0 as t → ∞ for H-valued functions f (t) and g(t) of t > 1.
Definition 2.1. Let real numbers r, σ, δ and a cluster decomposition b satisfy 0 ≤ r ≤ 1, σ, δ > 0 and 2 ≤ |b| ≤ N .
We then define the localized scattering space S r b (∆) of order r ∈ (0, 1] for H as the closure of σ>0 δ>0
ii) We define the scattering space S r b of order r ∈ [0, 1] for H as the closure of
b (∆) for r = 0 with σ, δ > 0 and 2 ≤ |b| ≤ N . Then the following limit relations hold:
For r = 0 we have
iii) There exists a sequence
Proof. i) and ii) are clear from the definition of
along some sequence t m → ∞ depending on f . On each state on the right-hand side (RHS) of (2.11), (1.25) with a replaced by d holds. By the restriction d ≤ b in the sum of the RHS of (2.11), we obtain (2.10).
The following propositions are obvious by definition. 
A Partition of Unity
To state a proposition that will play a fundamental role in our decomposition of continuous spectral subspace by S 1 b , we prepare some notations. Let b be a cluster decomposition with 2 ≤ |b| ≤ N . For any two clusters C 1 and C 2 in b, we define a vector z b1 that connects the two centers of mass of the clusters C 1 and C 2 . The number of such vectors when we move over all pairs of clusters in b is k b = |b| 2 in total. We denote these vectors by z b1 , z b2 , · · · , z bk b .
Let
. Then for any pair α = {i, j} with i ∈ C ℓ and j ∈ C m , the vector
) are the positions of the particles i and j in C ℓ and C m , respectively. The vector expression 
Similarly the norm of x = (x b , x b ) is written as
We recall that norm is defined, as usual, from the inner product defined by (1.13) which changes in accordance with the cluster decomposition used in each context. E.g., in (3.1), the left-hand side (LHS) is defined by using (1.13) for the cluster decomposition b and the RHS is by using (1.13) for c.
With these preparations, we state the following lemma, which is partially a repetition of [K1, Lemma 2.1]. We define subsets
for cluster decompositions b with 2 ≤ |b| ≤ N and real numbers ρ, θ with 1 > ρ, θ > 0:
where γ
Proof. To prove (3.5), suppose that |x| 2 ≥ 1 and x does not belong to the set
Under this assumption, we prove |x α | 2 > ρ N |x| 2 for all pairs α = {i, j}. (Note that z bk for |b| = N equals some x α .) Let |b| = 2 and write
2 for all b with |b| = 2. Next let |c| = 3 and assume |x c | 2 > (1 − θ |c| )|x| 2 . Then by x ∈ A c , we can choose z ck with 1 ≤ k ≤ k c such that |z ck | 2 ≤ ρ |c| |x| 2 . Let C ℓ and C m be two clusters in c connected by z ck , and let b be the cluster decomposition obtained by combining C ℓ and C m into one cluster with retaining other clusters of c in b. Then |b| = 2,
, which contradicts the result of the previous step. Thus |x c | 2 ≤ (1 − θ |c| )|x| 2 for all c with |c| = 3. Repeating this procedure, we finally arrive at
The proof of (3.5) is complete.
We next prove (3.7). By b ≤ c, we can take a pair α = {i, j} and clusters C ℓ , C m ∈ c such that α ≤ b, i ∈ C ℓ , j ∈ C m , and ℓ = m. Then we can write
But since |b| ≥ |c|, we have ρ |c| > γ 1 γ 2 θ |b| when |b| = |c| by (3.6), and ρ |c| > γ 1 γ 2 θ |c| ≥ γ 1 γ 2 (θ |b| + ρ |b| ) > γ 1 γ 2 θ |b| when |c| < |b| by θ j−1 ≥ θ j + ρ j , which both contradict the inequality (3.12). This completes the proof of (3.7).
(3.8) follows by a simple calculation from the inequality |x| 2 (1 + θ N−1 ) −1 ≤ 1 that holds on S θ N −1 . (3.10) follows from the relation |x α | 2 = |z bk | 2 + |x b | 2 stated before the lemma, and (3.11) from γ ′ 1 γ ′ 2 = γ(1 + γ) and ii).
In the followings we fix constants γ > 1 and 1
for constants σ > 0, τ ∈ R 1 . We note that φ σ (λ < τ ) and φ σ (λ > τ ) satisfy
We define for a cluster decomposition b with 2 ≤ |b| ≤ N
where σ > 0 is fixed as
We set for |b| = k (k = 2, 3, · · · , N )
By v) and iii) of Lemma 3.1 and (3.20), the sums on the RHS remain only in the case b < b j for j = k − 1, · · · , 2 and x ∈ S θ N −1 :
is a function of the variable x b only:
We also note that the supports of ϕ b j in each sum on the RHS of (3.21) are disjoint mutually in S θ N −1 by iii) and v) of Lemma 3.1. By (3.5) and (3.8) of lemma 3.1, and the definition (3.18)-(3.21) of J b (x b ), we therefore have
We have constructed a partition of unity on S θ N −1 :
for any pair α ≤ b, and sup
for each fixed σ > 0 in (3.18)-(3.19) .
Proof. We have only to see (3.25) and (3.26). But (3.25) is clear by (3.8), (3.10), (3.14), (3.20) and (3.21), and (3.26) follows from (3.15), (3.18) and (3.22).
A Decomposition of Continuous Spectral Subspace
The following theorem gives a decomposition of H c (H) by scattering spaces
Theorem 4.1. Let Assumptions 1.1 and 1.2 be satisfied. Then we have
Proof. Since the set
is dense in H c (H), and S 1 b (2 ≤ |b| ≤ N ) are closed and mutually orthogonal, it suffices to prove that any Φ(H)f with Φ ∈ C ∞ 0 (R 1 − T ) and f ∈ H can be decomposed as a sum of the elements f
We divide the proof into two steps. In the first step I), we prove existence of certain time limits. In the second step II), we prove existence of some "boundary values" of those limits, and conclude the proof of decomposition (4.1).
I) Existence of some time limits:
We decompose Φ(H)f as a finite sum: Φ(H)f = finite j 0
In the step I), we will prove the existence of the limit
under the assumption that supp ψ j 0 ⊂∆ ⋐ ∆ for some intervals∆ ⋐ ∆ ⋐ R 1 − T with E ∈ ∆ and diam ∆ < d(E), where d(E) > 0 is some small constant depending on E ∈ R 1 − T and diam S denotes the diameter of a set S ⊂ R 1 . The relevant factors in (4.2) will be defined in the course of the proof. We will write f for ψ j 0 (H)f in the followings.
We take ψ ∈ C ∞ 0 (R 1 ) such that ψ(λ) = 1 for λ ∈∆ and supp ψ ⊂ ∆ for the intervals∆ ⋐ ∆ above. Then f = ψ(H)f = E H (∆)f ∈ E H (∆)H ⊂ H c (H) and e −itH f = ψ(H)e −itH f . Thus we can use the decomposition (1.21) for the sequences t m and M m b in Theorem 1.3:
By Theorem 1.3-(1.24)
where P d,E j is one dimensional eigenprojection for H d with eigenvalue E j , the RHS of (4.4) equals
(4.7)
Note that we can take Λ 0 > λ 0 > 0 so that 
On the other hand, by Theorem 1.3-(1.23) and (1.25), we have
as m → ∞, where to see (4.10) we used (1.23) and 
as m → ∞. From (4.3)-(4.4), (4.6), (4.9) and (4.12), we obtain
as m → ∞.
Let constants γ > 1 and 1 ≥ θ 1 > ρ j > θ j > ρ N > 0 be fixed such that
for γ ′ j (j = 1, 2) defined by (3.9). Set
We take a finite subset
Then we can choose real numbers
Now let the intervals ∆ and∆ be so small that
Returning to (4.6), we have
if ψ(T d + E j ) = 0 in (4.6). By supp ψ ⊂ ∆, diam ∆ <τ 0 , and E ∈ ∆, we have from
Thus we have asymptotically on each state in (4.6)
By (4.19), E j ∈ T is included in just one set (λ ℓ − τ ℓ , λ ℓ + τ ℓ ) for some ℓ = ℓ(j) with
, we have using (4.21)
on each state in (4.6). Thus
asymptotically as m → ∞ on (4.6). Now by the same reasoning that led us to (4.13), we see that (4.3) asymptotically equals as m → ∞
We note by Theorem 1.3-(1.23) and (1.25) that on the state P
asymptotically as t m → ∞. Using this, we replace
We insert a factor ϕ 2 (B) into (4.27) and then remove the factor Ψ 2 (|x| 2 /(2t 2 m )) using (4.13):
Since (4.8), |λ ℓ −λ ℓ | < τ 0 and (4.17) imply
we can apply the partition of unity in Proposition 3.2 to the ring defined by (4.31).
Then we obtain
By the property (3.25), only the terms with d ≤ b remain in (4.33):
Using Theorem 1.3-(1.25), we replace x b /t m by v b , and at the same time we introduce a pseudodifferential operator into (4.35):
with u > 0 sufficiently small. Then (4.35) becomes
We rearrange the order of the factors on the RHS of (4.37) using that the factors mutually commute asymptotically as m → ∞ by Theorem 1.3. Setting
we obtain
Now by some calculus of pseudodifferential operators and Theorem 1.3 we note that
asymptotically as m → ∞ whose support is close to that of J b (x b /(r ℓ t)). Then we can recover the terms with d ≤ b, and using (1.21), we remove the sum of P
We note that on the RHS, the support with respect to B 2 /2 of the derivative φ We prove the existence of the limit
for ℓ = 1, · · · , L and b with 2 ≤ |b| ≤ N . For this purpose we differentiate the function
with respect to t, where f, g ∈ E H (∆)H. Then writing
for an operator-valued function g(t), we have
where (h.c.) denotes the adjoint of the operator in the terms preceding it.
We need the following lemmas (see [K1, Lemmas 4.1 and 4.2]):
Lemma 4.2. Let Assumption 1.1 be satisfied. Let
and the condition that the support with respect to s 2 /2 of F (s) is disjoint with Σ(E). Then there is a constant d(E) > 0 such that for any interval
for some constant C > 0 independent of f ∈ H.
Lemma 4.3. For the pseudodifferential operator P b (t) defined by (4.36) with u > 0, there exist norm continuous bounded operators S(t) and R(t) such that
and
for some constant C > 0 independent of t ∈ R 1 .
We switch to a smaller interval ∆ if necessary in the followings when we apply Lemma 4.2.
For the first term on the RHS of (4.44) we have
(See section 4 of [K1] for a detailed argument yielding the estimates for the remainder terms R 1 here and S 1 (t), etc. below.) By the remark after (4.40), the support with respect to B 2 /2 of ϕ ′ (B) is disjoint with Σ(E). Hence the condition of Lemma 4.2 is satisfied. Thus using (4.49)-(4.50) and rearranging the order of the factors in the first term on the RHS of (4.44) with some integrable errors, we have by Lemma 4.2:
2 (t) * B
(1)
where B
(1) j (t) (j = 1, 2) and S 1 (t) satisfy
for some constant C > 0 independent of f ∈ E H (∆)H and t ∈ R 1 . Similarly by another remark after (4.40) and Lemma 4.2, we have a similar bound for the second term on the RHS of (4.44):
(2) j (t) (j = 1, 2) and S 2 (t) satisfy
for some constant C > 0 independent of f ∈ E H (∆)H and t ∈ R 1 . For the third term on the RHS of (4.44), we have
where S 3 (t) satisfies
On the support of φ
by (4.17) and (4.19). Thus there is a large T > 1 such that for t ≥ T we have |x| > 1 and x = |x|, and hence
with S 4 (t) ≤ Ct −2 for t ≥ T . By (3.16), we have supp φ
Therefore by (4.59) and (4.62), (4.57) is positive in this case up to an integrable error. Similarly we see that (4.57) is positive also in the case |x| 2 /t 2 − 2(E − λ ℓ ) ∈ I 1 . Rearranging the order of the factors in the third term on the RHS of (4.44) with an integrable error, we see that it has the form the 3rd term = (e itH A(t) * A(t)e −itH f, g) + (e itH S 5 (t)e −itH f, g) (4.66)
The fourth term on the RHS of (4.44) has a similar form by virtue of Lemma 4.3.
The fifth term ((h.c.)f, f ) is treated similarly to the terms above. The sixth term on the RHS of (4.44) satisfies
This estimate follows if we note with using (3.25) and some calculus of pseudodifferential operators as stated after (4.39) that the factor 
where with some constant C > 0 independent of t > T and
Integrating (4.69) with respect to t on an interval [
(4.72)
Hence using (4.70), (4.71) and the uniform boundedness of G b,λ ℓ (t) in t > 1, we have
for some constant C > 0 independent of T 2 > T 1 ≥ T and g ∈ E H (∆)H. (4.73) and (4.72) with (4.70) and (4.71) then yield that
for some δ(T 1 ) > 0 with δ(T 1 ) → 0 as T 2 > T 1 → ∞. This means that the limit
exists for any f ∈ E H (∆)H and b with 2 ≤ |b| ≤ N if ∆ is an interval sufficiently small around E ∈ R 1 − T : diam ∆ < d(E). Then the asymptotic decomposition (4.40)
Further by the existence of the limit (4.75) and f = E H (∆)f , we see thatf
in a way similar to the proof of the intertwining property of wave operators. Now returning to the first Φ(H)f , and noting that supp Φ is compact in R 1 − T , we take a finite number of open intervals
Thus from (4.75)-(4.77), we obtain the existence of the limit for 2 ≤ |b| ≤ N : for any set ∆ ⋐ R 1 − T with supp Φ ⊂ ∆. Set
Then by (4.78), some calculus of pseudodifferential operators, and
which follows from (3.19)-(3.21), we see that as t → ∞
(4.82) (4.79) and (4.82) implyf
II) A refinement:
As in (4.18)-(4.19), we take a finite subset {λ 84) and choose real numbers λ and we divide (4.78) as follows:f
The proof of the existence of these limits is similar to that off 
is a clustered Jacobi coordinate inside the coordinate x b . Thus we have 
Therefore h b can be decomposed as
100)
The existence of the limit (4.99) is proved similarly to that of (4.90) by rewriting the factor F (|x b | ≤ δ ′ t) as a smooth one and absorbing it into J b (v b /r ℓ )G b,λ ℓ (t) with changing the constants in it suitably. The existence of (4.100) then follows from this, (4.78) and (4.98).
For g b , similarly to g
(4.101) Setting
we obtain a decomposition off 
We can prove the existence of the limits Thus we have a decomposition:
can be decomposed further by using the partition of unity of the ring σ ′ ≤ |x b |/t ≤ δ |b| with regarding x b as a total variable x in Proposition 3.2. Arguing similarly to steps I) and II), we can prove that g (4.114)
In the next section, we will construct modified wave operators:
with J b being an extension of J of [IK] to the N -body case. We will then prove ii) Let 0 < ǫ < 1/2 in Assumption 1.1. Then there are long-range pair potentials V α (x α ) such that for some cluster decomposition b with 2 ≤ |b| ≤ N , E b (r) is discontinuous at r = r 0 , where ǫ < r 0 := (ǫ + 1)/3 < 1/2. In particular, there are real numbers r 1 and r 2 with 0 ≤ r 1 < r 0 < r 2 ≤ 1 such that
(4.119)
is a family of closed subspaces of a separable Hilbert space H that increases when r ∈ [0, 1] increases. Thus the corresponding orthogonal projection E b (r) (0 ≤ r ≤ 1) onto S r b increases as r increases, and hence has at most a countable number of discontinuous points with respect to r ∈ [0, 1] in the strong operator topology.
ii) holds by Theorem 4.3 of [Y] , Theorem 4.1 and Proposition 2.3, for b, |b| = N − 1, with a suitable choice of pair potentials that satisfy Assumption 1.1. In fact, the sum of the ranges R(W n ) of Yafaev's wave operators W n (n = 1, 2, · · · ) in Theorem 4.3 of [Y] constitutes a subspace of (E b (r 0 + 0) − E b (r 0 − 0))H for b with |b| = N − 1 by his construction of W n , which means that E b (r) is discontinuous at r = r 0 . Here E b (r 0 ± 0) = s-lim r→r 0 ±0 E b (r).
A Characterization of the Ranges of Wave Operators
The purpose in this section is to prove relation (4.116) for general long-range pair potentials V α (x α ) under Assumptions 1.1 and 1.2. The inclusion
is a trivial relation for any form of definition of the wave operators W ± b . Thus our main concern is to prove the reverse inclusion
The proof of this inclusion is essentially the same for any definition of wave operators and is not difficult in the light of Enss method [E1] . As announced, we here consider the wave operators of the form
where J b is an extension of the identification operator or stationary modifier introduced in [IK] for two-body long-range case. The first task in this section is to construct J b . Our relation (5.2) then follows from the definition of the scattering spaces S 0 b and properties of J b by Enss method.
To make the descriptions simple we hereafter consider the case V S α = 0 for all pairs α. The recovery of the short-range potentials in the following arguments is easy.
To define J b we introduce time-dependent potentials I bρ (x b , t) for ρ ∈ (0, 1):
for any ℓ ≥ 0 and 0 < ǫ 0 < ǫ with ǫ 0 + ℓ < |β| + ǫ, where C β > 0 is a constant independent of t, x b and ρ. Then we can apply almost the same arguments as in section 2 of [IK] to get a solution
in some conic region in phase space. More exactly we have the following theorems. Let
where |z bk | e = (z bk · z bk ) 1/2 is the Euclidean norm. We then set for R 0 , d > 0 and θ ∈ (0, 1)
where ζ bk is the variable conjugate to z bk . 
From this we can derive the following theorem in quite the same way as that for Theorem 2.5 of [IK] . Let 0 < θ < 1 and let
We set
′ ) for all k. We then have As δ > 0 is arbitrary, this gives f = 0, proving (5.23). The proof of (4.116) is complete.
