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Abstract
The purpose of this paper is to derive sharp asymptotics of
the ground state energy for the heavy atoms and molecules in the
relativistic settings, and, in particular, to derive relativistic Scott
correction term and also Dirac, Schwinger and relativistic correction
terms. Also we will prove that Thomas-Fermi density approximates
the actual density of the ground state, which opens the way to estimate
the excessive negative and positive charges and the ionization energy.
1 Introduction
The purpose of this paper is to derive sharp asymptotics of the ground state
energy for the heavy atoms and molecules in the relativistic settings, and,
in particular, to derive relativistic Scott correction term and also Dirac,
Schwinger and relativistic correction terms. The relativistic Scott correction
term was first derived in [SSS] which both inspired our paper and provided
necessary functional analytic tools; our improvement is achieved due to more
refined microlocal semiclassical technique.
Also we will prove that Thomas-Fermi density approximates the actual
density of the ground state, which opens the way to estimate the excessive
negative and positive charges and the ionization energy.
In the next article we plan to introduce a self-generated magnetic field
and improve results of [EFS2].
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Multielectron Hamiltonian is given by
𝖧 = 𝖧N :=
∑︁
𝟣≤j≤N
HV ,xj +
∑︁
𝟣≤j<k≤N
𝖾𝟤
|xj − xk |(1.1)
on
H =
⋀︁
𝟣≤n≤N
H, H = L𝟤(ℝ𝟥,ℂq) ≃ L𝟤(ℝ𝟥 × {𝟣, ... , q},ℂ)(1.2)
with
HV = T − 𝖾V (x),(1.3)
describing N same type particles in the external field with the scalar potential
−V and repulsing one another according to the Coulomb law; 𝖾 is a charge
of the electron, T is an operator of the kinetic energy.
In the non-relativistic framework this operator is defined as
T =
𝟣
𝟤𝜇
(−iℏ∇)𝟤.(1.4)
In the relativistic framework this operator is defined as
T =
(︁
c𝟤(−iℏ∇)𝟤 + 𝜇𝟤c𝟦
)︁ 𝟣
𝟤 − 𝜇𝟤c𝟦,(1.5)
in the non-magnetic, magnetic (Schro¨dinger) and magnetic (Schro¨dinger-
Pauli) settings respectively.
Here
V (x) =
∑︁
𝟣≤m≤M
Zm𝖾
|x − 𝗒m|(1.6)
and
d = 𝗆𝗂𝗇
𝟣≤m<m′≤M
|𝗒m − 𝗒m′ | > 𝟢.(1.7)
where Zm𝖾 > 𝟢 and 𝗒m are charges and locations of nuclei.
It is well-known that the non-relativistic operator is always semibounded
from below. On the other hand, it is also well-known [IH,LY] that
(1.8) One particle relativistic non-magnetic operator is semibounded from
below if and only if
(1.9) Zm𝛽 ≤ 𝟤
𝜋
∀m = 𝟣, ... ,M ; 𝛽 := 𝖾
𝟤
ℏc
.
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We will assume (1.9), sometimes replacing it by a strict inequality:
(1.10) Zm𝛽 ≤ 𝟤
𝜋
− 𝜖 ∀m = 𝟣, ... ,M ; 𝛽 := 𝖾
𝟤
ℏc
.
We also assume that d ≥ CZ−𝟣. Then we are interested in 𝖤 := 𝗂𝗇𝖿 𝖲𝗉𝖾𝖼(𝖧).
Remark 1.1. (i) In the non-relativistic theory by scaling with respect to
the spatial and energy variables we can make ℏ = 𝖾 = 𝜇 = 𝟣 while Zm are
preserved.
(ii) In the relativistic theory by scaling with respect to the spatial and
energy variables we can make ℏ = 𝖾 = 𝜇 = 𝟣 while 𝛽 and Zm are preserved.
From now on we assume that such rescaling was done and we are free to
use letters ℏ, 𝜇 and c for other notations.
2 Functional analytic arguments
2.1 Estimate from below
In contrast to [SSS] we will start from the more traditional approach. We
estimate
∑︀
𝟣≤j<k≤N 〈|xj − xk |−𝟣𝝭,𝝭〉 from below using Lieb’s electrostatic
inequality by 𝟣
𝟤
𝖣(𝜌𝝭, 𝝭) − C
∫︀
𝜌
𝟦/𝟥
𝝭 dx where where 〈·, ·〉 means the inner
product in H, 𝜌𝝭(x) is a one particle density, and we use notations of
Chapter 25 of [Ivr].
The the standard estimate (25.2.2) from [Ivr] from below holds:
(2.1) 〈𝖧N𝝭,𝝭〉 ≥
∑︁
𝟣≤j≤N
〈HV ,xj𝝭,𝝭〉+
𝟣
𝟤
𝖣
(︀
𝜌𝝭, 𝜌𝝭)− C
∫︁
𝜌
𝟦
𝟥
𝝭(x) dx =
∑︁
𝟣≤j≤N
〈HW ,xj𝝭,𝝭〉+
𝟣
𝟤
𝖣
(︀
𝜌𝝭 − 𝜌, 𝜌𝝭 − 𝜌
)︀− 𝟣
𝟤
𝖣
(︀
𝜌, 𝜌
)︀− C ∫︁ 𝜌 𝟦𝟥𝝭(x) dx
where HW is one-particle Schro¨dinger (etc) operator with the potential
(2.2) W = V − |x |−𝟣 * 𝜌,
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where 𝜌 is an arbitrary chosen real-valued non-negative function. Then
again we get
(2.3) 𝖤N ≥ 𝖳𝗋(H−W+𝜆)+𝜆N+
𝟣
𝟤
𝖣
(︀
𝜌𝝭−𝜌, 𝜌𝝭−𝜌
)︀− 𝟣
𝟤
𝖣
(︀
𝜌, 𝜌
)︀−C ∫︁ 𝜌 𝟦𝟥𝝭(x) dx
with arbitrary 𝜆.
Remark 2.1. As usual, we will need to improve these estimates to recover
remainder estimate better than O(Z
𝟧
𝟥 ).
Now we need to prove estimate
(2.4)
∫︁
𝜌
𝟦
𝟥
𝝭(x) dx ≤ CZ
𝟧
𝟥
for the ground state energy. In follows from
(2.5)
∫︁
𝜌
𝟧
𝟥
𝝭(x) dx ≤ CZ
𝟩
𝟥 ,
equality
∫︀
𝜌𝝭 dx = N and assumption N ≲ Z . To prove (2.5) we apply
classical arguments of Lieb–Thirring, but replacing the Lieb–Thirring in-
equality by some relativistic inequalities (see Appendix A). Namely, let
𝖻 := T − KU with U = 𝜌
𝟤
𝟥
𝝭𝜙< + 𝛽
−𝟣𝜌
𝟣
𝟥
𝝭𝜙> where 𝜙≷ is a characteristic
function of {x : 𝜌𝝭 ≷ 𝛽−𝟥}.
Consider multiparticle operator B =
∑︀
𝖻xj and its lowest eigenvalue E𝟢.
Obviously,
(2.6) E𝟢 ≤ 〈B𝝭,𝝭〉 =
∑︁
j
〈Txj𝝭,𝝭〉− K
∫︁
(𝜌
𝟧
𝟥
𝝭𝜙< + 𝛽
−𝟣𝜌
𝟦
𝟥
𝝭𝜙>) dx .
On the other hand, E𝟢 does not exceed the sum the sum of negative eigen-
values of 𝖻, and due to Daubechies inequality (A.1) the absolute value of
this sum does not exceed
(2.7) C𝟢
∫︁
𝗆𝖺𝗑(U
𝟧
𝟤 , 𝛽𝟥U𝟦) dx ≤ C𝟢K 𝟧𝟤
∫︁
(𝜌
𝟧
𝟥
𝝭𝜙< + 𝛽
−𝟣𝜌
𝟦
𝟥
𝝭𝜙>) dx .
Therefore, assuming that E𝟢 ≤ 𝟢 we conclude that∑︁
j
〈Txj𝝭,𝝭〉− K
∫︁
𝗆𝗂𝗇(𝜌
𝟧
𝟥
𝝭, 𝛽
−𝟣𝜌
𝟦
𝟥
𝝭) + C𝟢K
𝟧
𝟤
∫︁
(𝜌
𝟧
𝟥
𝝭𝜙< + 𝛽
−𝟣𝜌
𝟦
𝟥
𝝭𝜙>) dx ≥ 𝟢
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and therefore for small positive constant K we conclude that
(2.8)
∑︁
j
〈Txj𝝭,𝝭〉 ≥ 𝟤𝜖𝟢
∫︁
(𝜌
𝟧
𝟥
𝝭𝜙< + 𝛽
−𝟣𝜌
𝟦
𝟥
𝝭𝜙>) dx .
Thus, we proved that for any 𝝭 ∈ H (2.8) holds. Then
(2.9)
∑︁
j
〈Hxj𝝭,𝝭〉 =
∑︁
j
〈Txj𝝭,𝝭〉−
∫︁
V (x)𝜌𝝭(x) dx ≥∫︁
(𝟤𝜖𝟢𝜌
𝟧
𝟥
𝝭 − V (x)𝜌𝝭)𝜙< dx +
∫︁
(𝟤𝜖𝟢𝛽
−𝟣𝜌
𝟦
𝟥
𝝭 − V (x)𝜌𝝭)𝜙> dx .
We know, that this must be less than −c𝟢Z 𝟩𝟥 (it will follow, f.e. from the
estimate from above). Observe that for ℓ(x) ≥ aZ− 𝟣𝟥 we have V (x) < a−𝟣Z 𝟦𝟥
and integral over this zone from −V 𝜌𝝭 is greater than −C𝟢a−𝟣Z 𝟦𝟥N . Let us
fix a a large enough constant.
Next,∫︁
x : ℓ(x)≤aZ−𝟣/𝟥
(𝜖𝟢𝜌
𝟧
𝟥
𝝭 − V (x)𝜌𝝭)𝜙< dx ≥ −C
∫︁
x : ℓ(x)≤aZ−𝟣/𝟥
V
𝟧
𝟤 dx ≥ −C𝟣Z 𝟩𝟥
and (𝜖𝟢𝛽
−𝟣𝜌𝟣/𝟥𝝭 − V )𝜙> is positive unless 𝜌𝜓 > 𝛽−𝟥 and V ≥ 𝜖𝟣𝛽−𝟣𝜌𝟣/𝟥𝝭 ≥
𝜖𝟣𝛽
−𝟤 (and then ℓ(x) ≤ C𝟢𝛽.
Therefore we estimate
∫︀
(𝜌
𝟧/𝟥
𝝭 𝜙< + 𝛽
−𝟣𝜌𝟦/𝟥𝝭 𝜙<) dx from above by CZ
𝟩/𝟥
plus
∫︀
x :ℓ(x)≤C𝛽 V 𝜌𝝭 dx and to get (2.4) it is sufficient to estimate this term.
Further, it is sufficient to replace V by Vm (since V = Vm +O(𝛽
𝟤) provided
distance between nuclei is ≥ C𝛽). Also we can replace Vm by Vm + C𝛽−𝟤.
If Zm𝛽 ≤ 𝟤𝜋 − 𝜖, then we can decompose H = 𝜂(H−V 𝟣)+(𝟣−𝜂)(H−V 𝟢)
where (𝟣− 𝜂)V 𝟢 coincides with V in 𝛽-vicinity of 𝗒m and equals 𝟢 outside of
𝟤𝛽-vicinity of it and V 𝟣 = 𝜂−𝟣(V −(𝟣−𝜂)V 𝟢) and apply all above arguments
for operator with V = V 𝟣 while simply observing that H − V 𝟢 is positive
operator for 𝜂 sufficiently small. So we have proven that
Proposition 2.2. Under assumption (1.10) for the ground state
(2.10)
∫︁
𝗆𝗂𝗇(𝛽−𝟣𝜌
𝟦
𝟥
𝝭, 𝜌
𝟧
𝟥
𝝭) dx ≤ CZ
𝟩
𝟥
and (2.4) holds.
5
Then we immediately arrive to Statement (i) below, and Statement (ii)
follows from [Bach] and [GS]:
Corollary 2.3. Under assumption (1.10)
(i) The following estimate hold:
(2.11) 𝖤N ≥ 𝖳𝗋(H−W+𝜆)−
𝟣
𝟤
𝖣(𝜌, 𝜌)− CZ 𝟧𝟥 + 𝟣
𝟤
𝖣(𝜌− 𝜌𝝭, 𝜌− 𝜌𝝭)
where 𝜌,𝜆 are arbitrary and W = V − |x |−𝟣 * 𝜌.
(ii) Further,
(2.12) 𝖤N ≥ 𝖳𝗋(H−W+𝜆)−
𝟣
𝟤
𝖣(𝜌, 𝜌)−
𝟣
𝟤
∫︁
|x − y |−𝟣 𝗍𝗋(︀e†N(x , y)eN(x , y))︀ dxdy − CZ 𝟧𝟥−𝛿 + 𝟣𝟤𝖣(𝜌− 𝜌𝝭, 𝜌− 𝜌𝝭)
where eN(x , y) is the Schwartz kernel of the projector to N lower eigestates
of HW .
To cover1) the critical case2) we will use (2.21) from [SSS]
(2.13)
∑︁
𝟣≤i<j≤N
|xi − xj |−𝟣 ≥
N∑︁
j=𝟣
(𝜌 * |x |−𝟣 * 𝝫s)(xj)− 𝟣
𝟤
𝖣(𝜌, 𝜌)− CN𝜀−𝟣,
where again 𝜌 ≥ 𝟢 is arbitrary 𝜆 is arbitrary, 𝝫 ≥ 𝟢 is spherically symmetric
with
∫︀
𝝫 dx = 𝟣, 𝝫𝜀(x) = 𝜀
−𝟥𝝫(x/𝜀). Here 𝟣
𝟤
is due to the difference in
notations and also now
(2.14) W := W𝜀 = V − |x |−𝟣 * 𝜌 * 𝝫𝜀
instead of (2.2) and −CNs−𝟣 instead of the last term in (2.3):
Proposition 2.4. Under assumption (1.9)
(2.15) 𝖤N ≥ 𝖳𝗋(H−W+𝜆) + 𝜆N −
𝟣
𝟤
𝖣(𝜌, 𝜌)− CN𝜀−𝟣.
1) Unfortunately, only partially.
2) I.e. with the non-strict inequality (1.9) instead of (1.10).
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Remark 2.5. (i) Later we set 𝜀 = Z−
𝟤
𝟥 . This would lead to O(Z
𝟧
𝟥 ) remainder
estimate.
(ii) Proposition 2.4 falls short in two instances: there is no improved version
of corollary 2.3(ii) and also there is no “bonus term” 𝟣
𝟤
𝖣(𝜌− 𝜌𝝭, 𝜌− 𝜌𝝭) in
the right-hand expression.
2.2 Estimate from above
Estimate from above is straight-forward: we simply take 𝝭 as a Slater
determinant of N lower eigenfunctions of HW . If there are only N
′ < N
negative eigenvalues then we take only N ′ such eigenvalues, because 𝖤N ≤ 𝖤N′ .
Then we arrive to
Proposition 2.6.
(2.16) 𝖤N ≤ 𝖳𝗋(H−W+𝜆)−
𝟣
𝟤
𝖣(𝜌, 𝜌)+
|𝜆− 𝜈| · |𝖭−W+𝜈 − N |+ 𝖣(𝗍𝗋 eN(x , x)− 𝜌, 𝗍𝗋 eN(x , x , 𝜈)− 𝜌)−
𝟣
𝟤
∫︁
|x − y |−𝟣 𝗍𝗋(︀e†N(x , y)eN(x , y))︀ dxdy
with arbitrary 𝜌 and 𝜈 ≤ 𝟢, W = V − |x |−𝟣 * 𝜌.
3 Semiclassical methods
We will need the following semiclassical expressions:
P ′(w) = (𝟤𝜋)−𝟥q
∫︁
{𝜉:b(𝜉)≤w}
d𝜉,(3.1)
and its integral
P(w) = (𝟤𝜋)−𝟥q
∫︁
{𝜉:b(𝜉)≤w}
b(𝜉) d𝜉,(3.2)
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where in the non-relativistic case b(𝜉) = ℏ
𝟤
𝟤𝜇
|𝜉|𝟤 and respectively for 𝜇 = ℏ = 𝟣
P𝖳𝖥 ′(w) =
q
𝟨𝜋𝟤
w
𝟥
𝟤
+,(3.3)
P𝖳𝖥(w) =
q
𝟣𝟧𝜋𝟤
w
𝟧
𝟤
+,(3.4)
and in the relativistic case we have b(𝜉) = (c𝟤ℏ𝟤|𝜉|𝟤 + 𝜇𝟤c𝟦) 𝟣𝟤 − 𝜇c𝟤 and
respectively for 𝜇 = ℏ = 𝟣
P𝖱𝖳𝖥 ′(w) =
q
𝟨𝜋𝟤
w
𝟥
𝟤
+(𝟣 + 𝛽
𝟤w+)
𝟥
𝟤(3.5)
in the relativistic case P𝖱𝖳𝖥(w) is an elementary function as well and a
sadistic Calculus instructor can give it on the test. However it turns out
that we really do not need any separate relativistic Thomas-Fermi theory.
After scalings we have a semiclassical zone 𝒳𝗌𝖼𝗅 := {x : ℓ(x) ≥ cZ−𝟣},
where the effective semiclassical parameter h = 𝟣/𝜁ℓ and the operator is
very similar to the non-relativistic one. There is also a singular zone 𝒳𝗌𝗂𝗇𝗀 :=
{x : ℓ(x) ≤ cZ−𝟣} and it covers the relativistic zone 𝒳𝗋𝖾𝗅 := {x : ℓ(x) ≤ c𝛽}.
Important is that
𝟢 ≤ V (x)−W (x) ≤ C𝜁𝟤 := 𝗆𝗂𝗇(Z 𝟦𝟥 ,Zℓ−𝟣),(3.6)
|𝜕𝛾(W − V )| ≤ C𝜁𝟤ℓ(x)−|𝛾| ∀𝛾 : |𝛾| ≤ 𝟤.(3.7)
3.1 Trace term
Now the rescaling methods of [Ivr] allow us to prove the following:
Proposition 3.1. Let condition (1.9) be fulfilled and let W satisfy (3.6)
and (3.7).
(i) Let 𝜓𝟢(x) be ℓ-admissible function, equal 𝟣 in {x : ℓ(x) ≥ 𝟤a} and sup-
ported in {x : ℓ(x) ≥ a}. Then for W = W 𝖳𝖥
(3.8) |𝖳𝗋(H−W+𝜆𝜓𝟢)−
∫︁
P𝖱𝖳𝖥(W + 𝜆)𝜓𝟢(x) dx | ≤
C
{︃
Z
𝟥
𝟤 a−
𝟣
𝟤 a ≤ Z− 𝟣𝟥 ,
Z
𝟧
𝟥 (aZ
𝟣
𝟥 )−𝛿 a ≥ Z− 𝟣𝟥 .
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(ii) Let 𝜓m(x) be ℓ-admissible, equal 𝟣 in {x : |x − 𝗒m| ≤ a} and supported
in {x : |x − 𝗒m| ≤ 𝟤a}. Then for W = Vm = Zm|x − 𝗒m|−𝟣
(3.9) |
∫︁ (︀
𝗍𝗋(e𝟣(x , x , 𝟢))− P𝖱𝖳𝖥(Vm)
)︀
(𝟣− 𝜓m(x)) dx | ≤ Z 𝟥𝟤d− 𝟣𝟤
where e𝟣(., ., 𝜏) =
∫︀ 𝜏
−∞ e(x , x , 𝜏
′) d𝜏 ′.
Proof. Indeed, the contribution of the ℓ-element of the partition to the
remainder is O(𝜁𝟥ℓ) exactly as in the non-relativistic case. Summation by
partition elements results in the right-hand expression.
Next, we need to consider vicinities of the singularities. Then the methods
of Chapter 25 of [Ivr] allow us to prove the following:
Proposition 3.2. In the framework of Proposition 3.1 let 𝜑m be equal
𝟣 in {x : |x − 𝗒m| ≤ Z−𝟣m } and supported in {x : |x − 𝗒m| ≤ 𝟤Z−𝟣m }. Let
|𝜆| ≤ C𝟢Zd−𝟣. Then
(3.10) |𝖳𝗋(H−W+𝜆𝜓m(𝟣− 𝜑m))− 𝖳𝗋(H−Vm𝜓m(𝟣− 𝜑m))+∫︁ (︀
P𝖱𝖳𝖥(W + 𝜆)− P𝖱𝖳𝖥(Vm)
)︀
𝜓m(x)(𝟣− 𝜑m(x)) dx | ≤
C
{︃
Z
𝟥
𝟤d−
𝟣
𝟤 d ≤ Z− 𝟣𝟥 ,
Z
𝟧
𝟥 d ≥ Z− 𝟣𝟥
where d ≥ cZ−𝟣 is the minimal distance between nuclei.
Proof. Indeed, exactly as in the non-relativistic case, using methods of
Sections 12.5 and 25.4 of [Ivr] we estimate the contribution of ℓ-element to
the remainder by O(𝜁ℓ𝟥𝜁𝟤ℓ̄−𝟤) provided Z−𝟣+𝛿 ≲ ℓ ≲ d and by O(𝜁𝟤ℓ𝟤𝜁𝟤)
provided Z−𝟣 ≲ ℓ ≲ Z−𝟣+𝛿. This proves the required remainder estimate.
For d ≤ Z−𝟣+𝛿 we use a rescaling.
Summation by partition elements results in the right-hand exptression.
Remark 3.3. We need to put cut-off (𝟣− 𝜑m(x)) because not only integrals
of P𝖱𝖳𝖥(W + 𝜆) and P𝖱𝖳𝖥(Vm) (of magnitude 𝛽
𝟥Z 𝟦ℓ−𝟦) and P𝖱𝖳𝖥 ′(W + 𝜆)
are diverging at 𝗒m, but even integral of their difference is logarithmically
diverging.
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Now we need to consider CZ−𝟣 vicinities of 𝗒m and we will use the
following Proposition:
Proposition 3.4. In the framework of Proposition 3.1
(i) HW ≥ −C𝟢Z 𝟤.
(ii) Further
(3.11) e(x , x ,𝜆) ≤ CZ 𝟣−𝛿ℓ(x)𝛿−𝟤 for |𝜆| ≤ c𝟢Z 𝟤.
Proof. (a) Assume first that Z ≍ 𝛽−𝟣 (i. e. Z ≥ 𝜖𝟢𝛽−𝟣); then Statement (i)
follows immediately from Lieb-Yau inequality (Theorem A.2): in the operator
sense H ≥ 𝛽−𝟣√𝝙− 𝛽−𝟤 − Zmr−𝟣 ≥ −𝛽−𝟤, r = |x − 𝗒m|.
Then e(x , x ,𝜆) ≤ Cℓ(x)−𝟥h−𝟥 with the semiclassical parameter h, which
is ≍ 𝟣 for ℓ ≲ Z−𝟣, 𝜆 ≲ Z 𝟤. Then
(3.12) e(x , x ,𝜆) ≤ Cℓ(x)−𝟥 for 𝜆 ≤ C𝟢Z 𝟤, ℓ(x) ≲ Z−𝟣.
Unfortunately it falls short for our needs. Let us shift 𝗒m ↦→ 𝟢, and scale
x ↦→ Zx , 𝜏 ↦→ Z−𝟤𝜏 . Then we arrive to operator which modulo O(𝟣) is√
𝝙− Zr−𝟣. Due to
(3.13)
√
𝝙− 𝟤
𝜋|x | ≥ As(𝝙)
s − Bs
for any s ∈ [𝟢, 𝟣/𝟤) and As ,Bs > 𝟢 we can “trade” (due to Sobolev embedding
theorem) ℓ−𝟣+𝛿 by 𝟣 in the scaled inequality (3.12) and by Z 𝟣−𝛿 in the original
one, thus arriving to (3.11).
(b) Let us consider Z ≤ 𝜖𝟢𝛽−𝟣. Observe that in the operator sense
H ≥ (𝟣
𝟦
𝛽−𝟤r−𝟤 + 𝛽−𝟦)𝟣/𝟤 − Zr−𝟣 − C𝛽−𝟤 ≥ CZ−𝟤;
the latter inequality is proven separately for r ≲ 𝛽 and for r ≳ 𝛽.
Moreover, we get H ≥ 𝜖𝟣𝗆𝗂𝗇(r−𝟤, 𝛽−𝟣r−𝟣) for r ≤ 𝜖𝟣Z−𝟣 and then we
can trade ℓ−𝟥 to CZ 𝟥 arriving even to the stronger version of (3.12): namely,
(3.14) e(x , x ,𝜆) ≤ CZ 𝟥.
Actually (3.14) holds as Zm𝛽 ≤ 𝟤𝜋−𝟣 − 𝜎 and could by quantified even
for a parameter, rather than constant 𝜎 > 𝟢.
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Then we immediately conclude that
Corollary 3.5. In the framework of Proposition 3.1 for |𝜆| ≤ C𝟢Zd−𝟣
(3.15) |𝖳𝗋(H−W+𝜆𝜑m)− 𝖳𝗋(H−Vm𝜑m)| ≤ CZd−𝟣.
Now we can assemble all these results. However before doing this we
replace P𝖱𝖳𝖥 by P𝖳𝖥:
Proposition 3.6. (i) Estimates (3.8), (3.9) and (3.10) hold with P𝖱𝖳𝖥
replaced by P𝖳𝖥.
(ii) Estimate (3.10) with P𝖱𝖳𝖥 replaced by P𝖳𝖥 also holds with 𝜑m = 𝟢.
Proof. Statement (i) follows immediately from
(3.16)𝟣,𝟤 P
𝖱𝖳𝖥(w)− P𝖳𝖥(w) ≍ 𝛽𝟤w 𝟩𝟤 , P𝖱𝖳𝖥 ′(w)− P𝖳𝖥 ′(w) ≍ 𝛽𝟤w 𝟧𝟤
for 𝛽𝟤w ≲ 𝟣
due to (3.5). Statement (ii) follows immediately from P𝖳𝖥(w) ≍ w 𝟧𝟤 ,
P𝖳𝖥 ′(w) ≍ w 𝟥𝟤 .
Remark 3.7. Meanwhile,
(3.17)
∫︁ (︀
P𝖱𝖳𝖥(V + 𝜆)− P𝖳𝖥(V + 𝜆))︀𝜓(x) dx ≍ 𝛽𝟤Z 𝟦
which could be as large as Z 𝟤.
Due to the scaling properties of e(x , x , 𝟢) for H = HV and P
𝖳𝖥(V ) for
V = Vm we conclude that
(3.18)
∫︁ (︀
𝗍𝗋(e𝟣(x , x , 𝟢))− P𝖱𝖳𝖥(Vm)
)︀
dx = qZ 𝟤mS(Zm𝛽)
with unknown function S(Zm𝛽). Indeed, if 𝗒m = 𝟢 then x ↦→ x/k transforms
operator with parameters Zm, 𝛽 into operator with parameters Zmk , 𝛽k
−𝟣
multiplied by k−𝟤.
Remark 3.8. Obviously, S(Zm𝛽) monotone decreases as 𝛽 → 𝟢+ and tends
to S(𝟢) for the Schro¨dinger operator.
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Then due to (3.9) for V = Vm
(3.19) |
∫︁ (︀
𝗍𝗋(e𝟣(x , x , 𝟢))− P𝖳𝖥(Vm)
)︀
𝜓m(x) dx − qZ 𝟤mS(Zm𝛽)| ≤ Z
𝟥
𝟤d−
𝟣
𝟤
and we arrive to
Proposition 3.9. Let (1.9) be fulfilled. Then for W = W 𝖳𝖥
(3.20) |𝖳𝗋(H−W+𝜆) +
∫︁
P𝖳𝖥(W + 𝜆) dx −
∑︁
𝟣≤m≤M
qZ 𝟤mS(Zm𝛽)| ≤
C
{︃
Z
𝟥
𝟤d−
𝟣
𝟤 d ≤ Z− 𝟣𝟥 ,
Z
𝟧
𝟥 d ≥ Z− 𝟣𝟥 .
3.2 Trace term. II
Let improve the above results for d ≫ Z− 𝟣𝟥 . Observe first that the in
this case the error in (3.8) can be made O(Z
𝟧
𝟥 (dZ
𝟣
𝟥 )−𝛿 + Z
𝟧
𝟥
−𝛿) provided
we include the relativistic Schwinger correction term. Since this term has
a magnitude Z
𝟧
𝟥 and the contributions of the zones {x : ℓ(x) ≤ Z− 𝟣𝟥−𝛿𝟣}
and {x : ℓ(x) ≥ Z− 𝟣𝟥+𝛿𝟣} in this term are O(Z 𝟧𝟥−𝛿), the difference between
relativistic and the standard non-relativistic Schwinger terms is O(Z
𝟧
𝟥
−𝛿)
and we can use the latter
(3.21) 𝖲𝖼𝗁𝗐𝗂𝗇𝗀𝖾𝗋 = (𝟥𝟨𝜋)
𝟤
𝟥q
𝟤
𝟥
∫︁
(𝜌𝖳𝖥)
𝟦
𝟥 dx .
Next, consider relativistic correction term
(3.22)∫︁ (︀−P𝖱𝖳𝖥(W + 𝜆) + P𝖱𝖳𝖥(Vm) + P𝖳𝖥(W + 𝜆)− P𝖳𝖥(Vm))︀𝜓m(𝟣− 𝜑m) dx .
Again, one can see easily that the contributions of these two zones
{x : ℓ(x) ≤ Z− 𝟣𝟥−𝛿𝟣} and {x : ℓ(x) ≥ Z− 𝟣𝟥+𝛿𝟣} in this term are O(Z 𝟧𝟥−𝛿), so we
need to consider the contribution of the zone {x : Z− 𝟣𝟥−𝛿𝟣 ≤ ℓ(x) ≤ Z− 𝟣𝟥+𝛿𝟣},
where due to (3.5) P𝖱𝖳𝖥(w) − P𝖳𝖥(w) = q
𝟣𝟦𝜋𝟤
𝛽𝟤w
𝟩
𝟤
+ + O(Z
𝟪
𝟥
−𝛿) (for both
w = W 𝖳𝖥 + 𝜆 and w = Vm) and therefore modulo the same error expression
(3.22) coincides with
(3.23) 𝖱𝖢𝖳 :=
q
𝟣𝟦𝜋𝟤
𝛽𝟤
∫︁ (︀−(W 𝖳𝖥 + 𝜆) 𝟩𝟤+ + V 𝟩𝟤 )︀ dx
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with the integral taken over this zone or ℝ𝟥 (does not matter). Then we
arrive to
Proposition 3.10. Let (1.9) be fulfilled and d ≥ Z− 𝟣𝟥 . Then for W = W 𝖳𝖥
(3.24) |𝖳𝗋(H−W+𝜆) +
∫︁
P𝖳𝖥(W + 𝜆) dx −
∑︁
𝟣≤m≤M
qZ 𝟤mS(Zm𝛽)−
𝖲𝖼𝗁𝗐𝗂𝗇𝗀𝖾𝗋 − 𝖱𝖢𝖳| ≤ C(︀Z 𝟧𝟥 (dZ 𝟣𝟥 )−𝛿 + Z 𝟧𝟥−𝛿)︀.
3.3 Trace term. III
Obviously, all these results hold for W = W𝜀 defined by (2.14) with 𝜌 = 𝜌
𝖳𝖥.
However we need to estimate an error when we replace W𝜀 by W
𝖳𝖥. One
can prove easily that
(3.25) |W𝜀 −W 𝖳𝖥| ≤ Cs(Zℓ−𝟣) 𝟥𝟤 𝜀𝟤(𝜀ℓ−𝟣)s
with arbitrary s for ℓ ≤ 𝜖𝟢Z− 𝟣𝟥 and with s = 𝟣𝟤 ℓ ≤ 𝜖𝟢Z−
𝟣
𝟥 and therefore
(3.26) |
∫︁ (︀
P𝖳𝖥(W𝜀 + 𝜆)− P𝖳𝖥(W 𝖳𝖥 + 𝜆)| dx | ≤ CZ 𝟥𝜀𝟤;
adding error CZ𝜀−𝟣 in (2.15) we get C (Z 𝟥𝜀𝟤 + Z𝜀−𝟣). It reaches minimum
CZ
𝟧
𝟥 as 𝜀 ≍ Z− 𝟤𝟥 and we arrive to
Proposition 3.11. Let (1.9) be fulfilled. Then for W = W𝜀 with 𝜀 = Z
− 𝟤
𝟥
(3.20) holds and the left-hand expression of (3.26) is O(Z
𝟧
𝟥 ).
3.4 𝖭- and 𝖣-terms
For these terms (needed for the estimate from above) arguments are simpler;
let 𝜑𝟢 = 𝟣− 𝜑𝟣 − ...− 𝜑M .
Proposition 3.12. In the framework of Proposition 3.1
(i) The following estimates hold
|
∫︁ (︀
e(x , x ,𝜆)− P𝖱𝖳𝖥 ′(W + 𝜆))︀𝜑𝟢(x) dx | ≤ CZ 𝟤𝟥(3.27)
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and for d ≥ Z− 𝟣𝟥
|
∫︁ (︀
e(x , x ,𝜆)− P𝖱𝖳𝖥 ′(W + 𝜆))︀𝜑𝟢(x) dx | ≤ C(︀Z 𝟤𝟥 (dZ 𝟣𝟥 )−𝛿 + Z 𝟤𝟥−𝛿)︀.(3.28)
(ii) Further,
(3.29) |
∫︁
e(x , x ,𝜆)𝜑m(x) dx | ≤ C .
(iii) Finally,
(3.30) |
∫︁ (︀
P𝖱𝖳𝖥 ′(W + 𝜆)− P𝖳𝖥 ′(W + 𝜆))︀𝜑𝟢(x) dx | ≤ CZ 𝟣𝟥 .
Proposition 3.13. In the framework of Proposition 3.1
(i) The following estimates hold
(3.31) 𝖣
(︀
(e(x , x ,𝜆)− P𝖱𝖳𝖥 ′(W + 𝜆))𝜑𝟢, (e(x , x ,𝜆)− P𝖱𝖳𝖥 ′(W + 𝜆))𝜑𝟢
)︀
≤ CZ 𝟧𝟥
and for d ≥ Z− 𝟣𝟥
(3.32) 𝖣
(︀
(e(x , x ,𝜆)− P𝖱𝖳𝖥 ′(W + 𝜆))𝜑𝟢, (e(x , x ,𝜆)− P𝖱𝖳𝖥 ′(W + 𝜆))𝜑𝟢
)︀
≤ CZ 𝟧𝟥 (dZ 𝟣𝟥 )−𝛿 + CZ 𝟧𝟥−𝛿.
(ii) Further,
(3.33) 𝖣
(︀
e(x , x ,𝜆)𝜑m(x) e(x , x ,𝜆)𝜑m(x)
)︀ ≤ CZ .
(iii) Finally,
(3.34) 𝖣
(︀
(P𝖱𝖳𝖥 ′(W + 𝜆)− P𝖳𝖥 ′(W + 𝜆))𝜑𝟢,
(P𝖱𝖳𝖥 ′(W + 𝜆)− P𝖳𝖥 ′(W + 𝜆))𝜑𝟢
)︀ ≤ CZ .
Proof of Propositions 3.12 and 3.13. Proof is straightforward:
Statements (i) are proven by the semiclassical scaling technique exactly
as in [Ivr], Chapter 25.
Statements (ii) follow from Proposition 3.4. Statements (iii) follow from
(3.5) and properties W 𝖳𝖥.
14
3.5 Dirac term
Finally, consider −𝟣
𝟤
∫︀∫︀
𝗍𝗋
(︀
e†N(x , y)eN(x , y)
)︀
dxdy . The main contribution to
it is delivered by the zone 𝒴 × 𝒴 with 𝒴 = {x : Z− 𝟣𝟥−𝛿𝟣 ≤ ℓ(x) ≤ Z− 𝟣𝟥+𝛿𝟣}
and in this zone non-magnetic approximation delivers correct the expression
(3.35) 𝖣𝗂𝗋𝖺𝖼 = −𝟫
𝟤
(𝟥𝟨𝜋)
𝟤
𝟥q
𝟤
𝟥
∫︁
(𝜌𝖳𝖥)
𝟦
𝟥 dx ,
with an error Z
𝟧
𝟥
−𝛿.
4 Main theorems
Now repeating arguments of Section 25.4 of [Ivr] we arrive to our main
results:
Theorem 4.1 3). Let assumption (1.9) be fulfilled. Then
(i) The following asymptotic holds
(4.1) 𝖤N = ℰ𝖳𝖥N + 𝖲𝖼𝗈𝗍𝗍 + O
(︀
Z
𝟧
𝟥 + Z
𝟥
𝟤d−
𝟣
𝟤
)︀
.
Recall that 𝖲𝖼𝗈𝗍𝗍 = q
∑︀
Z 𝟤mS(Zm𝛽) and d is the minimal distance between
nuclei.
(ii) Furthermore, let assumption (1.10) be fulfilled. Then for d ≥ Z− 𝟣𝟥
(4.2) 𝖤N = ℰ𝖳𝖥N + 𝖲𝖼𝗈𝗍𝗍 + 𝖣𝗂𝗋𝖺𝖼 + 𝖲𝗐𝗂𝗇𝗀𝖾𝗋 + 𝖱𝖢𝖳+
O
(︀
Z
𝟧
𝟥 (dZ
𝟣
𝟥 )−𝛿 + Z
𝟧
𝟥
−𝛿)︀.
Remark 4.2. (i) For the improved upper estimate in (4.2) we do not need
assumption (1.10).
(ii) These theorems allow us to consider the free nuclei model and recover
Theorem 25.4.14 of [Ivr], albeit without assumption (1.10) we get only 𝛿 = 𝟢.
3) Cf. Theorems 25.4.8 and 25.4.13 of [Ivr].
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(iii) We also recover estimate
(4.3) |𝜆N − 𝜈| ≤ C
{︃
Z
𝟪
𝟫 (Z − N)+ ≤ Z 𝟤𝟥 ,
(Z − N)
𝟣
𝟥
+ (Z − N)+ ≥ Z
𝟤
𝟥 ,
where 𝜈 is a chemical potential and 𝜆N is the N-th lowest eigenvalue of HW𝖳𝖥
(reset to 𝟢 if there are less than N negative eigenvalues). Furthermore, for
d ≥ Z− 𝟣𝟥 one can include the factor ((dZ 𝟣𝟥 )−𝛿 + Z−𝛿) intto the right-hand
expression.
Theorem 4.3 4). Let assumption (1.10) be fulfilled. Then
(i) The following estimate holds:
(4.4) 𝖣(𝜌𝝭 − 𝜌𝖳𝖥, 𝜌𝝭 − 𝜌𝖳𝖥) ≤ CZ 𝟧𝟥 .
(ii) Furthermore, for d ≥ Z− 𝟣𝟥
(4.5) 𝖣(𝜌𝝭 − 𝜌𝖳𝖥, 𝜌𝝭 − 𝜌𝖳𝖥) ≤ C (Z 𝟧𝟥 (dZ 𝟣𝟥 )−𝛿 + Z 𝟧𝟥−𝛿).
Remark 4.4. (i) Estimates (4.4) and (4.5) allow us to consider the exces-
sive negative charge and ionization energy and, repeating arguments of
Section 25.5 of [Ivr], to recover Theorems 25.5.2 and 25.5.3.
(ii) Further, these estimates allow us to consider the excessive positive
charge in the free nuclei model and, repeating arguments of Section 25.6
of [Ivr], to recover 25.6.4.
Remark 4.5. We can even make a poor man version of (4.2) in the critical
case, when only assumption (1.9) is fulfilled.
(i) Consider how our terms depend on q. In the atomic case consider given
Z , N and shift to 𝗒𝟣 = 𝟢. Then
(4.6) 𝜌𝖳𝖥q (x) = q
𝟤𝜌𝖳𝖥𝟣 (q
𝟤
𝟥 x), W 𝖳𝖥q (x) = q
𝟤
𝟥W 𝖳𝖥𝟣 (q
𝟤
𝟥 x)
and ℰ𝖳𝖥 ≍ q 𝟤𝟥Z 𝟩𝟥 , 𝖲𝖼𝗈𝗍𝗍 ≍ qZ 𝟤, 𝖣𝗂𝗋𝖺𝖼 ≍ 𝖲𝖼𝗁𝗐𝗂𝗇𝗀𝖾𝗋 ≍ q 𝟦𝟥Z 𝟧𝟥 , while 𝖱𝖢𝖳 ≍
q
𝟦
𝟥𝛽𝟤Z
𝟣𝟣
𝟥 .
4) Cf. Theorem 25.4.15 of [Ivr].
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(ii) Repeating corresponding arguments of [SSS], one can prove that in the
correlation inequality (2.13) the constant is C (q) ≤ C𝟢q 𝟤𝟥 . On the other
hand, we use the estimate for |W −W𝜀| ≍ q𝜀𝟤Z 𝟥𝟤 ℓ− 𝟥𝟤 and then approximation
error is C𝟢Z
𝟥q𝟤𝜀𝟤. Optimizing Z 𝟥q𝟤𝜀𝟤 + Zq
𝟤
𝟥 𝜀−𝟣 by 𝜀 we get Cq
𝟣𝟢
𝟫 Z
𝟧
𝟥 and for
large constant q it is less than q
𝟦
𝟥 . In the “real life” q = 𝟤.
A Appendix: Some inequalities
We follow [SSS] with some modifications:
The following two inequalities we recall are crucial in many of our
estimates. They serve as replacements for the Lieb-Thirring inequality [LT]
used in the non-relativistic case.
Theorem A.1 (Daubechies inequality). (i) One-body case:
(A.1) 𝖳𝗋
[︀
(𝛽−𝟤𝝙+𝛽−𝟦)
𝟣
𝟤 −𝛽−𝟤−V (𝗑)]︀− ≥ −C ∫︁ (︁V (n+𝟤)/𝟤+ +𝛽nV n+𝟣+ )︀ dx .
where n ≥ 𝟥 is a dimension.
(ii) Many-body case: Let 𝝭 ∈ ⋀︀Nj=𝟣L𝟤(ℝ𝟥;ℂq) and let 𝜌𝝭 be its one-particle
density. Then for n = 𝟥
⟨
N∑︁
j=𝟣
[︀
(𝛽−𝟤𝝙j + 𝛽−𝟦)
𝟣
𝟤 − 𝛽−𝟤]︀𝝭,𝝭⟩ ≥ ∫︁ 𝗆𝗂𝗇(︀𝜌 𝟧𝟥𝝭, 𝛽−𝟣𝜌 𝟦𝟥𝝭)︀ dx .(A.2)
This theorem also holds in the non-relativistic limit 𝛽 = 𝟢 and operator
(𝛽−𝟤𝝙+ 𝛽−𝟦)
𝟣
𝟤 − 𝛽−𝟤 replaced by 𝟣
𝟤
𝝙.
Theorem A.2 (Lieb-Yau inequality). Let n = 𝟥. Let C > 𝟢 and R > 𝟢
and let
(A.3) HC ,R = 𝝙
𝟣
𝟤 − 𝟤
𝜋|x | − C/R .
Then, for any density matrix 𝛾 and any function 𝜃 with support in BR =
{x | |x | ≤ R}
(A.4) 𝖳𝗋
[︀
𝜃𝛾𝜃HC ,R
]︀ ≥ −𝟦.𝟦𝟪𝟤𝟩C 𝟦R−𝟣{𝟥/(𝟦𝜋R𝟥)∫︁ |𝜃(x)|𝟤 dx}.
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Note that when 𝜃 = 𝟣 on BR then the term inside the brackets {}
equals 𝟣.
Theorem A.3 (Critical Hydrogen inequality). Let n = 𝟥. For any
s ∈ [𝟢, 𝟣/𝟤) there exists constants As ,Bs > 𝟢 such that
(A.5) 𝝙
𝟣
𝟤 − 𝟤
𝜋|x | ≥ As𝝙
s − Bs .
Theorem A.4 (Hardy-Littlewood-Sobolev inequality). There exists
a constant C such that
(A.6) 𝖣(f ) :=
∫︁∫︁
|x − y |−𝟣f (x)f †(y) dxdy ≤ C ‖f ‖𝟤L𝟨/𝟧 .
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