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IDENTITIES FOR ANDERSON GENERATING FUNCTIONS
FOR DRINFELD MODULES
AHMAD EL-GUINDY AND MATTHEW A. PAPANIKOLAS
Abstract. Anderson generating functions are generating series for division values of
points on Drinfeld modules, and they serve as important tools for capturing periods,
quasi-periods, and logarithms. They have been fundamental in recent work on special
values of positive characteristic L-series and in transcendence and algebraic indepen-
dence problems. In the present paper we investigate techniques for expressing Anderson
generating functions in terms of the defining polynomial of the Drinfeld module and de-
termine new formulas for periods and quasi-periods.
1. Introduction
The definition of Anderson generating functions dates back to Anderson’s original
paper on t-motives [1], where he used these generating series to prove fundamental results
on the uniformization of abelian t-modules. He expanded on them in [2], where he used
them to provide links between v-adic and de Rham realizations of t-modules and t-
motives.
These functions are also central in many other developments in function field arith-
metic. After fixing a (q − 1)-st root of −θ, the Anderson generating function,
(1.1) ωC(t) =
∞∑
m=0
expC
(
π˜
θm+1
)
tm = (−θ)1/(q−1)
∞∏
i=0
(
1−
t
θqi
)−1
,
for the Carlitz module, defined by Anderson and Thakur [4], allows for explicit descrip-
tions of the Carlitz period π˜ and polylogarithms on tensor powers of the Carlitz module.
Indeed, we can calculate π˜ in terms of the residue of ωC(t) at t = θ,
(1.2) π˜ = −Rest=θ ωC(t) = θ(−θ)
1/(q−1)
∞∏
i=1
(
1− θ1−q
i
)−1
,
which essentially dates back to Carlitz [6, Thm. 5.1]. More recently ωC(t) has proved to
be a crucial element in the understanding of vector valued Drinfeld modular forms and
also the evaluation of positive characteristic L-series of Pellarin; see Pellarin [17], [18],
[19], and Perkins [20].
Anderson generating functions have also been central to transcendence theory, as they
are solutions of certain Frobenius difference equations (see also Theorem 6.13 in the
present paper), in particular to algebraic independence results on periods, quasi-periods,
Date: 16 July 2013.
2010 Mathematics Subject Classification. Primary 11G09; Secondary 11B37, 12H10, 33E50.
Key words and phrases. Drinfeld modules, Anderson generating functions, shadowed partitions, pe-
riods, quasi-periods, Drinfeld logarithms.
Research of the second author was partially supported by NSF Grants DMS-0903838 and DMS-
1200577.
1
2 AHMAD EL-GUINDY AND MATTHEW A. PAPANIKOLAS
and logarithms. See for example, work of Anderson, Brownawell, and the second au-
thor [3] and of the second author [15], for connections with special Γ-values and Carlitz
logarithms. As observed in papers of Gekeler [12], [13], using the theory of biderivations
of Yu [23], Anderson generating functions for general Drinfeld modules can also be used
to evaluate periods and quasi-periods, and this point of view has been useful in transcen-
dence theory for higher rank Drinfeld modules; see work of Chang and the second author
[7], [8], which has its beginnings in work of Pellarin [16].
The goal of the present paper, culminating in our main results in Theorem 6.13, is
to find explicit expressions for Anderson generating functions using only the defining
polynomial of the Drinfeld module. If
φt = θ + A1τ + · · ·+ Arτ
r
defines a Drinfeld module φ over C∞, then for fixed ξ ∈ C∞ sufficiently small (see
Theorem 6.13 for a precise bound), we define an explicit series in terms of the parameters
A1, . . . , Ar,
(1.3) Lφ(ξ; t) = ξ +
∞∑
n=1
 ∑
S∈Pr(n)
r∏
i=1
∏
j∈Si
Aq
j
i
t− θqi+j
 ξqn,
where the interior sum is finite and taken over certain partitions (S1, . . . , Sr) of the set
{0, 1, . . . , n−1} called shadowed partitions (see §5 or [9, §2]). The series defining Lφ(ξ; t)
converges in the Tate algebra T of functions on the closed unit disk of C∞ and is regular
at t = θ.
The series Lφ(ξ; t) provides a deformation in the t parameter of the Drinfeld logarithm
logφ(ξ) in that formulas of the authors from [9, §3] imply
(1.4) Lφ(ξ; θ) = logφ(ξ).
As such it generalizes functions of this type for the Carlitz module, which were studied by
the second author in [15, §6]. It is also directly related to Anderson generating functions:
(1.5) Lφ(ξ; t) = −(t− θ)fφ(logφ(ξ); t),
where fφ(logφ(ξ); t) is the Anderson generating function associated to logφ(ξ). Using
techniques from [7], [8], [16], we can also express periods and quasi-periods of φ in terms
of values of Lφ(ξ; t) and its Frobenius twists (see §7). For more details, Theorem 6.13
determines the fundamental properties of Lφ(ξ; t).
The outline of the paper is as follows. After reviewing definitions about Drinfeld mod-
ules and Frobenius difference equations in §2, we define and discuss Anderson generating
functions in §3. We then investigate the case of the Carlitz module in §4, which centers
on the power series ωC(t). In §5 we review facts about shadowed partitions and their ap-
plications to Drinfeld exponentials and logarithms, and then in §6 we prove Theorem 6.13
about Lφ(ξ; t) and its connections with Anderson generating functions. Finally, in §7 we
derive new formulas for quasi-periods using Theorem 6.13 and discuss their implications
to Anderson’s Legendre relation in rank 2.
Acknowledgements. We thank the referee for carefully reading the paper and for sev-
eral helpful suggestions.
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2. Function fields and Drinfeld modules
Let q be a fixed power of a prime p, and let K = Fq(θ) be the rational function field in
the variable θ over the finite field with q elements. Let K∞ = Fq((1/θ)) be the completion
of K at ∞, with absolute value | · | chosen so that |θ| = q. We let v∞ be the valuation
at ∞ with v∞(θ) = −1, and let deg := −v∞. Let C∞ be the completion of an algebraic
closure of K∞.
Let τ : C∞ → C∞ denote the q-th power Frobenius map, and take C∞[τ ] to be the
subalgebra of Fq-linear endomorphisms of the additive group of C∞. In this way C∞[τ ]
forms a ring of twisted polynomials in τ , subject to the relation τc = cqτ for c ∈ C∞.
Then C∞ is a left C∞[τ ]-module, where if ψ = a0 + a1τ + · · ·+ amτ
m, then
ψ(x) = a0x+ a1x
q + · · ·+ amx
qm , x ∈ C∞.
Now let Fq[t] be the polynomial ring in the variable t independent from θ. A Drinfeld
module of rank r over C∞ is an Fq-algebra homomorphism
φ : Fq[t]→ C∞[τ ],
defined so that
(2.1) φt = θ + A1τ + · · ·+ Arτ
r, Ar 6= 0.
We will assume throughout that r ≥ 1. The map φ induces an Fq[t]-module action
on C∞,
a · x = φa(x), x ∈ C∞.
The exponential of φ is defined to be the Fq-linear power series in z,
(2.2) expφ(z) =
∞∑
n=0
αnz
qn , α0 = 1, αn ∈ C∞,
that satisfies expφ(a(θ)z) = φa(expφ(z)), a ∈ Fq[t]. As a function expφ : C∞ → C∞, the
exponential is entire, Fq-linear, and surjective. The logarithm of φ is defined to be the
formal inverse of expφ(z),
(2.3) logφ(z) =
∞∑
n=0
βnz
qn , β0 = 1, βn ∈ C∞,
which has a finite radius of convergence (equal to the absolute value of the smallest period
of φ [14, Prop. 4.14.2]; or e.g., see [9, Cor. 4.2], where the radius of convergence is worked
out explicitly in rank 2). For more details on Drinfeld modules the reader is directed to
[14], [22].
Define the Tate algebra
T =
{
∞∑
i=0
cit
i ∈ C∞[[t]] : |ci| → 0
}
,
to be the ring of power series that converge on the closed unit disk of C∞. We define a
norm ‖ · ‖ on T by setting for f =
∑
cit
i,
‖f‖ = sup
i
|ci| = max
i
|ci|,
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and in this way ‖ · ‖ is a complete non-archimedean absolute value on T satisfying
‖cf‖ = |c| · ‖f‖, ‖fg‖ = ‖f‖ · ‖g‖, c ∈ C∞, f, g ∈ T.
We further let L be the fraction field of T. See [11, §2.2] or [15, §2.2] for more details.
For ℓ ∈ Z define the ℓ-th Frobenius twist automorphism on the Laurent series field
C∞((t)) by
f 7→ f (ℓ) :
∑
cit
i 7→
∑
cq
ℓ
i t
i.
For a matrix M ∈ Matr×s
(
C∞((t))
)
, we take M (ℓ) to be the matrix obtained by taking
the ℓ-th twist of the entries ofM . The rings C∞[t], C∞(t), C∞[[t]], T, and L are invariant
under Frobenius twisting.
We define the ring C∞(t)[τ ] to be the non-commutative ring of polynomials in τ with
coefficients in C∞(t), subject to the conditions
τg = g(1)τ, g ∈ C∞(t),
and in this way C∞((t)) forms a left C∞(t)[τ ]-module, where if
∆ = gmτ
m + · · ·+ g1τ + g0, gi ∈ C∞(t),
then
∆(f) = gmf
(m) + · · ·+ g1f
(1) + g0f, f ∈ C∞((t)).
For ∆ ∈ C∞(t)[τ ], set
Sol(∆) = {f ∈ L : ∆(f) = 0}.
We know that Sol(∆) forms an Fq(t)-vector space of dimension at most m = degτ ∆ by
the following. If we let Υ ∈ GLm
(
C∞(t)
)
and set
Sol(Υ) = {f ∈ Matm×1(L) : f
(1) = Υf},
then Sol(Υ) is an Fq(t)-vector space and
(2.4) dimFq(t) Sol(Υ) ≤ m
(see [15, §4.1], with (F,K, L) = (Fq(t),C∞(t),L), or [21, Ch. 1]). Now given ∆ ∈ C∞(t)[τ ]
as above, form the companion matrix
Υ∆ =

0 1 · · · 0
0
. . .
...
. . . 1
− g0
gm
− g1
gm
· · · −gm−1
gm
 .
Then the map
f 7→

f
f (1)
...
f (m−1)
 : Sol(∆)→ Sol(Υ∆),
is injective and Fq(t)-linear. Thus dimFq(t) Sol(∆) ≤ dimFq(t) Sol(Υ∆) ≤ m.
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Example 2.5. Let ∆ = τ − (t− θ). After fixing a (q − 1)-st root of −θ, consider
(2.6) ωC(t) = (−θ)
1/(q−1)
∞∏
i=0
(
1−
t
θqi
)−1
,
which converges in T, since ‖t/θq
i
‖ → 0 as i→∞. It is also important that ωC(t) ∈ T
×,
as it is non-vanishing on the closed unit disk in C∞, and moreover 1/ωC(t) converges on
all of C∞. The function
ΩC(t) = 1/ωC(t)
(1)
was studied extensively in [3, §5] and [15, §3.3]. A short calculation yields
(2.7) ∆
(
ωC(t)
)
= ωC(t)
(1) − (t− θ)ωC(t) = 0.
Since degτ ∆ = 1, it follows that Sol(∆) = Fq(t) · ωC(t).
3. Anderson generating functions
We continue with the notation of §2, and assume that a Drinfeld module φ : Fq[t] →
C∞[τ ] has been chosen as in (2.1). For u ∈ C∞, we define the Anderson generating
function,
(3.1) fφ(u; t) =
∞∑
m=0
expφ
(
u
θm+1
)
tm ∈ C∞[[t]].
We have the following proposition due to Pellarin, where we recall from (2.2) that
expφ(z) =
∑
αiz
qi with α0 = 1.
Proposition 3.2 (Pellarin [16, §4.2]). For u ∈ C∞, we have an identity in T,
fφ(u; t) =
∞∑
n=0
αnu
qn
θqn − t
.
Furthermore, fφ(u; t) extends to a meromorphic function on C∞ with simple poles at
t = θq
n
, n = 0, 1, . . ., with residues
Rest=θqn fφ(u; t) = −αnu
qn.
In particular, Rest=θ fφ(u; t) = −u.
Proof. Expanding out fφ(u; t) in C∞[[t]], we have
fφ(u; t) =
∞∑
m=0
(
∞∑
n=0
αnu
qn
θqn(m+1)
)
tm.
If we consider ∣∣∣∣ αnuqnθqn(m+1)
∣∣∣∣ = ∣∣∣∣αnuqnθqn
∣∣∣∣ · 1|θ|qn·m ,
the fact that expφ(z) converges on all of C∞ implies that the first factor on the right is
bounded independent of n, and thus the coefficients of tm in fφ(u; t) go to 0 in C∞ as
m→∞. Thus fφ(u; t) ∈ T. Moreover, for fixed n ≥ 0, we have the identity in T,
αnu
qn
θqn
∞∑
m=0
(
t
θqn
)m
=
αnu
qn
θqn − t
.
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Now again using that expφ(z) is entire, and so |αn| decay rapidly, it follows that
lim
n→∞
∥∥∥∥ αnuqnθqn − t
∥∥∥∥ = 0.
Therefore we have convergence in T of
∞∑
n=0
αnu
qn
θqn − t
=
∞∑
n=0
αnu
qn
θqn
∞∑
m=0
(
t
θqn
)m
= fφ(u; t).
For the remainder of the proposition, we see that for any N ≥ 0,
fφ(u; t)−
N∑
n=0
αnu
qn
θqn − t
=
∞∑
n=N+1
αnu
qn
θqn − t
,
which converges for t = z with |z| < |θ|q
N+1
. This provides the desired meromorphic
continuation, and the residue calculations follow similarly. 
4. The Carlitz module
In this section we consider Anderson generating functions for the Carlitz module, which
provides our motivation for Theorem 6.13. Let C : Fq[t]→ C∞[τ ] be the Drinfeld module
defined by
Ct = θ + τ.
As proved originally by Carlitz [6] (see [14, Ch. 3] or [22, Ch. 2]), we have that
(4.1) expC(z) =
∞∑
n=0
zq
n
Dn
, logC(z) =
∞∑
n=0
zq
n
Ln
,
where D0 = L0 = 1 and for n ≥ 1 we set
[n] = θq
n
− θ,
Dn = [n][n− 1]
q · · · [1]q
n−1
,
Ln = (−1)
n[1][2] · · · [n].
The kernel of expC(z) is a rank 1 lattice over Fq[θ] in C∞, generated by the element π˜
from (1.2), called the Carlitz period.
For u ∈ C∞, we have from Proposition 3.2 that
fC(u; t) =
∞∑
m=0
expC
( u
θm+1
)
tm =
∞∑
n=0
uq
n
Dn(θq
n − t)
,
If we let ξ = expC(u), then since Dn+1 = D
q
n(θ
qn+1 − θ),
fC(u; t)
(1) =
∞∑
n=0
uq
n+1
Dqn(θq
n+1 − t)
=
∞∑
n=0
uq
n
(θq
n
− θ)
Dn(θq
n − t)
=
∞∑
n=0
uq
n
(θq
n
− t)
Dn(θq
n − t)
+
∞∑
n=0
uq
n
(t− θ)
Dn(θq
n − t)
= ξ + (t− θ)fC(u; t).
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Thus, if we take ∆ = τ − (t− θ), then
(4.2) ∆
(
fC(u; t)
)
= ξ.
Now if u = π˜, then ξ = expC(π˜) = 0, and so
(4.3) Sol(∆) = Fq(t) · fC(π˜; t).
By our analysis in Example 2.5 we must have fC(π˜; t) = δ · ωC(t) for some δ ∈ Fq(t).
Choosing the same root of −θ as in Example 2.5 and using (1.2), we find that fC(π˜; t)−
ωC(t) is regular t = θ. The only element of Sol(∆) that is regular at t = θ is 0, and so
fC(π˜; t) = ωC(t),
which is the same as [3, Prop. 5.1.3].
For more general u ∈ C∞, suppose ξ = expC(u) is within the radius of convergence of
logC(z), i.e. |ξ| < |θ|
q/(q−1). Then as studied in [15, §6], let
(4.4) LC(ξ; t) = ξ +
∞∑
n=1
ξq
n
(t− θq)(t− θq2) · · · (t− θqn)
.
If |ξ| = cq/(q−1) for 0 ≤ c < |θ|, then∥∥∥∥ ξqn(t− θq)(t− θq2) · · · (t− θqn)
∥∥∥∥ ≤ ( c|θ|
)qn+1/(q−1)
· |θ|q/(q−1),
which goes to 0 as n→∞. Therefore LC(ξ; t) ∈ T, and LC(ξ; z) converges for |z| < |θ|
q.
It follows from (4.1) that
(4.5) LC(ξ; θ) = logC(ξ) = u.
Now from (4.4) we see that
LC(ξ; t)
(1) = (t− θq)LC(ξ; t)− (t− θ
q)ξ,
and so
∆
(
−
LC(ξ; t)
t− θ
)
= ξ.
Subtracting from (4.2) and comparing with (2.7), we find that
fC(u; t) +
LC(ξ; t)
t− θ
∈ Fq(t) · ωC(t).
However, by Proposition 3.2 and (4.5) we see that this expression is regular at t = θ, and
so we must have
(4.6) LC(ξ; t) = −(t− θ)fC(u; t)
whenever expC(u) = ξ and |ξ| < |θ|
q/(q−1).
The function LC(ξ; t) satisfies an additional functional equation in the ξ parameter.
Suppose that both θξ and ξq lie within the radius of convergence of logC(z). Then we
have
LC(θξ + ξ
q; t) = θξ + ξq +
∞∑
n=1
θq
n
ξq
n
+ ξq
n+1
(t− θq) · · · (t− θqn)
= θξ + ξq +
θqξq
t− θq
+
∞∑
n=2
θq
n
ξq
n
+ ξq
n
(t− θq) · · · (t− θqn−1)
·
t− θq
n
t− θqn
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= θξ + ξq +
θqξq
t− θq
+ tLC(ξ; t)− tξ −
tξq
t− θq
= tLC(ξ; t)− (t− θ)ξ.
Thus we have
(4.7) LC(Ct(ξ); t) = tLC(ξ; t)− (t− θ)ξ.
Remark 4.8. When ξ ∈ K, we can specialize (4.7) at t = θ and recover the identity
logC(θξ + θ
q) = θ logC(ξ).
However, starting with this equality of Carlitz logarithms, it also follows from [3, Thm. 3.1.1]
and [15, Thm. 6.3.2] that there must be non-trivial K(t)-linear relation among ΩC(t),
ΩC(t)LC(ξ; t), and ΩC(t)LC(Ct(ξ); t), that specializes to produce this identity. Thus a
K(t)-linear relation among 1, LC(ξ; t), and LC(Ct(ξ); t) is expected from the general
theory, and (4.7) provides it explicitly.
5. Shadowed partitions
We now recall information about shadowed partitions and their connections to Drinfeld
exponential and logarithm functions from [9]. A partition of a set S is a collection of
subsets of S that are pairwise disjoint, and whose union is equal to S itself. If S ⊆ Z
and j ∈ Z, then we set S + j := {i+ j : i ∈ S}. For r, n ∈ Z+, we define
(5.1) Pr(n) :=
(S1, S2, . . . , Sr)
∣∣∣∣∣ Each Si ⊆ {0, 1, . . . , n− 1},and {Si + j : 1 ≤ i ≤ r, 0 ≤ j ≤ i− 1}
forms a partition of {0, 1, . . . , n− 1}.
 .
We also set Pr(0) := {(∅, . . . , ∅)} to be the singleton set containing the r-tuple of empty
sets, and Pr(−n) := ∅. The elements of Pr(n) are called the order r shadowed partitions
of n: the sets Si together with their shadows (Si + j, 1 ≤ j ≤ i− 1) form a partition of
n. We list a few facts about shadowed partitions below, and for more details the reader
is directed to [9]. For additional examples of using shadowed partitions in the theory of
vectorial modular forms and τ -recurrent sequences, see [10].
For 1 ≤ i ≤ r, set P ir(n) := {(S1, S2, . . . , Sr) ∈ Pr(n) : 0 ∈ Si}. The sequence of r-step
Fibonacci numbers {F
[r]
n } is defined by F
[r]
−n = 0, F
[r]
0 = 1, F
[r]
n =
∑n−1
i=n−r F
[r]
i (n ∈ Z
+).
Also for S ⊆ N finite, we define the weight w(S) of S to be the integer
w(S) =
∑
i∈S
qi.
Lemma 5.2 (See [9, Lems. 2.1, 2.2]). Let n ≥ 0.
(a) {P ir(n) : 1 ≤ i ≤ r} is a partition of Pr(n).
(b) For 1 ≤ i ≤ r, there is a bijection Πi : Pr(n− i)→ P
i
r(n) defined by
Πi : (S1, S2, . . . , Sr) 7→ (S1 + i, S2 + i, . . . , {0} ∪ (Si + i), . . . , Sr + i).
Thus, {Πi(Pr(n− i)) : 1 ≤ i ≤ r} is a partition of Pr(n).
(c) For all r > 0 we have |Pr(n)| = F
[r]
n .
(d) For 1 ≤ i ≤ r, there is an injection Ψi : Pr(n− i)→ Pr(n) defined by
Ψi : (S1, . . . , Sr) 7→ (S1, . . . , Si ∪ {n− i}, . . . , Sr).
Furthermore, {Ψi(Pr(n− i)) : 1 ≤ i ≤ r} is a partition of Pr(n).
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(e) For Si ⊆ {0, 1, . . . , n− 1}, the r-tuple (S1, . . . , Sr) is in Pr(n) if and only if
r∑
i=1
(qi − 1)w(Si) = q
n − 1.
Proof. Parts (a)–(c) and (e) were proved in [9, Lems. 2.1–2.2]. For (d), it suffices by (a)
and (b) to show that for i 6= j, the images of Ψi and Ψj are disjoint. We can assume
that i > j. Suppose that (S ′1, . . . , S
′
r) ∈ Pr(n) and n− i ∈ S
′
i. Then it is not possible for
any k > n − i to appear in any of the S ′1, . . . , S
′
r, in particular for n− j. Thus it is not
possible for Ψi(S1, . . . , Sr) to be the same as Ψj(S˜1, . . . , S˜r) for any choices of shadowed
partitions. 
To help simplify our formulas, we shall usually denote (S1, . . . , Sr) ∈ Pr(n) by S. We
fix the following notation for the rest of the paper
|S| :=
r∑
i=1
|Si|,
⋃
S :=
r⋃
i=1
Si.
For A = (A1, . . . , Ar) ∈ C
r
∞ and S ∈ Pr(n) we write
(5.3) AS :=
r∏
i=1
A
w(Si)
i .
Note that A∅ = 1. We also write
Dn(S) :=
∏
i∈∪S
[n− i]q
i
and
L(S) :=
r∏
j=1
∏
i∈Sj
(−[i+ j]).
Now let φ be a Drinfeld module of rank r over C∞ defined as in (2.1), with correspond-
ing exponential and logarithm functions, expφ(z) and logφ(z), from (2.2) and (2.3). The
following theorem demonstrates how to use shadowed partitions to express the power
series coefficients of expφ(z) and logφ(z) concretely in terms the defining coefficients of φ.
Theorem 5.4 (See [9, Thms. 3.1, 3.3]). Let φ be a Drinfeld module of rank r, defined by
φt = θ + A1τ + · · · + Arτ
r, together with exponential expφ(z) =
∑
αnz
qn and logarithm
logφ(z) =
∑
βnz
qn. Letting A = (A1, . . . , Ar), we have
αn =
∑
S∈Pr(n)
AS
Dn(S)
, βn =
∑
S∈Pr(n)
AS
L(S)
.
Example 5.5. We write out a few cases to clarify the formulas in Theorem 5.4. Let the
superscript on α or β indicate the rank r of the corresponding module. Then for r = 2
we obtain
α
(2)
3 =
Aq
2+q+1
1
[1]q2 [2]q[3]
+
A1A
q
2
[2]q[3]
+
Aq
2
1 A2
[1]q2 [3]
,
β
(2)
3 = −
Aq
2+q+1
1
[1][2][3]
+
A1A
q
2
[1][3]
+
Aq
2
1 A2
[2][3]
,
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and for r = 3,
α
(3)
3 =
Aq
2+q+1
1
[1]q2 [2]q[3]
+
A1A
q
2
[2]q[3]
+
Aq
2
1 A2
[1]q2[3]
+
A3
[3]
,
β
(3)
3 = −
Aq
2+q+1
1
[1][2][3]
+
A1A
q
2
[1][3]
+
Aq
2
1 A2
[2][3]
−
A3
[3]
.
6. Explicit formulas for Anderson generating functions
In this section we prove the main result of this paper, Theorem 6.13, which yields
defomations of logφ(ξ) in the Tate algebra T and explicit formulas for Anderson gen-
erating functions for arbitrary Drinfeld modules. These functions and formulas depend
only on the Drinfeld module’s defining coefficients, much like what we saw for the Car-
litz module in §4. Our main tools are shadowed partitions combined with their use in
Theorem 5.4. We continue with the notation of the previous sections and assume that a
Drinfeld module φ of rank r has been chosen with
(6.1) φt = θ + A1τ + · · ·+ Arτ
r, Ar 6= 0.
When convenient, we will sometimes set A0 = θ. Let Λ := Λφ be the Fq[θ]-lattice of rank
r in C∞ that is the kernel of expφ(z), and let {ω1, . . . , ωr} be an Fq[θ]-basis of Λ. Fix
∆φ = Arτ
r + · · ·+ A1τ − (t− θ) ∈ C∞(t)[τ ].
The following result due to Pellarin provides analogues of the results (4.2) and (4.3) for
the Carlitz module for the Anderson generating functions of φ.
Proposition 6.2 (Pellarin [16, §4.2]). For u ∈ C∞, let
fφ(u; t) =
∞∑
n=0
αnu
qn
θqn − t
∈ T.
(a) For u ∈ C∞, set ξ = expφ(u). Then
∆φ
(
fφ(u; t)
)
= ξ.
(b) The set {fφ(ω1; t), . . . , fφ(ωr; t)} ⊆ T is an Fq(t)-basis for Sol(∆φ).
Proof. The proof of (a) follows along the similar lines to the arguments for the Carlitz
module. By the functional equation φt(expφ(z)) = expφ(θz), it follows that for n ≥ 0,
n∑
i=0
Aiα
qi
n−i = θ
qnαn,
where we set A0 = θ, Ai = 0 if i > r, and αn = 0 if n < 0. Therefore,
∆φ
(
fφ(u; t)
)
=
r∑
i=1
Ai
∞∑
n=0
αq
i
n u
qn+i
θqn+i − t
−
∞∑
n=0
αnu
qn(t− θ)
θqn − t
=
∞∑
n=0
(
n∑
i=1
Aiα
qi
n−i
)
uq
n
θqn − t
−
∞∑
n=0
αnu
qn(t− θ)
θqn − t
=
∞∑
n=0
αnu
qn(θq
n
− θ)
θqn − t
−
∞∑
n=0
αnu
qn(t− θ)
θqn − t
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=
∞∑
n=0
αnu
qn(θq
n
− t)
θqn − t
= ξ.
Now since expφ(ωj) = 0 for each j, it follows that fφ(ωj; t) ∈ Sol(∆φ). From Propo-
sition 3.2, we know Rest=θ fφ(ωj; t) = −ωj . Thus, any Fq(t)-linear dependence among
fφ(ω1; t), . . . , fφ(ωr; t) would induce an Fq(θ)-linear dependence of ω1, . . . , ωr, violating
their linear independence. This proves (b). 
Remark 6.3. With a little more work it can be shown in the above proposition that
{fφ(ω1; t), . . . , fφ(ωr; t)} is also an Fq[t]-basis for Sol(∆φ)∩T. The essence of the argument
is to use [15, Prop. 3.4.7(b)] in conjunction with the rigid analytic trivialization Ψφ from
[8, Eq. (3.4.6)]. We omit the details.
The connection between Anderson generating functions and shadowed partitions has
its basis in the following construction. For n ∈ Z, define the rational function in t,
(6.4) Bn(t) :=
∑
S∈Pr(n)
r∏
i=1
∏
j∈Si
Aq
j
i
t− θqi+j
.
Note that for n > 0, B−n(t) = 0, and B0(t) = 1. Moreover, for n ≥ 0, a straightforward
calculation together with Theorem 5.4 yields
(6.5) Bn(θ) =
∑
S∈Pr(n)
AS
L(S)
= βn.
It is thus natural to consider the series
(6.6) Lφ(ξ; t) :=
∞∑
n=0
Bn(t)ξ
qn,
as a deformation of logφ(ξ).
Lemma 6.7. Let φ be a Drinfeld module of rank r given by (6.1). Set
N(φ) := {1 ≤ i ≤ r : Ai 6= 0},
and
Pr(n;φ) = {S = (S1, S2, . . . , Sr) ∈ Pr(n) : Si = ∅ for all i /∈ N(φ)}.
For S ∈ Pr(n), set
Xφ(S; t) :=
r∏
i=1
∏
j∈Si
Aq
j
i
t− θqi+j
.
(a) We have Xφ(S; t) = 0 if and only if S /∈ Pr(n;φ), whence
Bn(t) =
∑
S∈Pr(n;φ)
Xφ(S; t).
(b) Define rational numbers µik for i, k ∈ N(φ) by
µik :=
deg(Ak)− q
k
qk − 1
−
deg(Ai)− q
i
qi − 1
.
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Then for all S ∈ Pr(n;φ) and any i ∈ N(φ) we have
logq‖Xφ(S; t)‖ =
qn − 1
qi − 1
(deg(Ai)− q
i) +
∑
k∈N(φ)
(qk − 1)w(Sk)µik,
and also, for all z ∈ C∞ with |z| < |θ|
q we have
deg(Xφ(S; z)) =
qn − 1
qi − 1
(deg(Ai)− q
i) +
∑
k∈N(φ)
(qk − 1)w(Sk)µik.
Proof. Part (a) is immediate from the definitions of Bn(t) and Xφ(S; t). To prove (b) we
apply the geometric series formula to Xφ(S; t) for S ∈ Pr(n;φ) to obtain
Xφ(S; t) = −
∞∑
m=0
 ∏
i∈N(φ)
∏
j∈Si
Aq
j
i
θ(m+1)qi+j
 tm = − ∞∑
m=0
 ∏
i∈N(φ)
(
Ai
θ(m+1)qi
)w(Si) tm,
from which it is clear that the maximal | · | value for a tm coefficient is achieved at m = 0.
We thus have
logq‖Xφ(S; t)‖ =
∑
i∈N(φ)
w(Si)
(
deg(Ai)− q
i
)
,
and a straightforward computation using Lemma 5.2(e) delivers the first formula in (b).
To prove the second, note that since i ≥ 1 and deg z < q, we have deg(z − θq
i+j
) = qi+j
for any j ∈ Si. We thus find
deg(Xφ(S; z)) =
∑
i∈N(φ)
w(Si)
(
deg(Ai)− q
i
)
,
and the formula follows exactly as above. 
To understand the behavior of ‖Bn(t)‖ and deg(Bn(z)), we need to identify the maximal
values for ‖Xφ(S; t)‖ and deg(Xφ(S; z)) across all S ∈ Pr(n;φ). For the remainder of the
paper we will let s = s(φ) denote the (smallest, if there is more than one) index s ∈ N(φ)
such that
(6.8)
deg(As)− q
s
qs − 1
≥
deg(Ai)− q
i
qi − 1
, for all i ∈ N(φ).
Corollary 6.9. Let φ be a Drinfeld module as in (6.1), and let s = s(φ) be as in (6.8).
Then for all n ≥ 0,
logq‖Bn(t)‖ ≤
qn − 1
qs − 1
(deg(As)− q
s).
Also, for z ∈ C∞ with |z| < |θ|
q we have
deg(Bn(z)) ≤
qn − 1
qs − 1
(deg(As)− q
s).
Proof. Our choice of s implies that µsk ≤ 0 for all k ∈ N(φ). Both formulas follow at
once from Lemma 6.7(b), combined with (6.4) and the ultrametric inequality. 
It could happen that the maximal value of ‖Xφ(S; t)‖ is achieved for two distinct
shadowed partitions S1 6= S2; in which case ‖Bn(t)‖might be, for some values of n, smaller
than the bound in Corollary 6.9. Nonetheless, the corollary enables us to discuss the
convergence of Lφ(ξ; t) in T for |ξ| sufficiently small, as we discuss in the next proposition.
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Proposition 6.10. Let φ be a Drinfeld module as in (6.1), and set
Rφ := |θ|
(qs−deg(As))/(qs−1),
where s = s(φ) is chosen as in (6.8).
(a) If ξ ∈ C∞ is such that |ξ| < Rφ, then the series (6.6) defining Lφ(ξ; t) converges
in T with respect to the ‖ · ‖-norm. In this case, then also for all z ∈ C∞ with
|z| < |θ|q, the series Lφ(ξ; z) converges in C∞.
(b) If we have that the inequality in (6.8) is strict when i 6= s, then the series definin-
ing Lφ(ξ; t) does not converge in T with respect to the ‖ · ‖-norm for any |ξ| ≥ Rφ.
In this case, then also for any fixed z ∈ C∞ with |z| < |θ|
q, Rφ is the exact radius
of convergence in ξ of Lφ(ξ; z).
Proof. The convergence statements follow directly from Corollary 6.9. When the inequal-
ity in (6.8) is strict, we see from Lemma 6.7(b) with i = s that
logq‖Xφ(S; t)‖ =
qn − 1
qs − 1
(deg(As)− q
s) +
∑
k∈N(φ), k 6=s
(qk − 1)w(Sk)µsk = deg(Xφ(S; z)),
with µsk < 0 for all k ∈ N(φ) \ {s}. Thus if s|n, then the maximal value is uniquely
achieved for S in which Si = ∅ for i 6= s and Ss = {0, s, 2s, . . . , n − s}. For such n we
have
logq‖Bn(t)ξ
qn‖ =
qn
qs − 1
(
deg(As)− q
s + (qs − 1) deg(ξ)
)
+
qs
qs − 1
= deg
(
Bn(z)ξ
qn
)
,
the limit of which is −∞ if and only if deg(ξ) < q
s−deg(As)
qs−1
, and part (b) follows. 
Remark 6.11. Under the conditions of Proposition 6.10(b), it will follow from Theo-
rem 6.13(b) that Rφ is the radius of convergence in ξ of logφ(ξ). Even if the inequality in
(6.8) is not strict for some i 6= s, we speculate that the conclusion of Proposition 6.10(b)
still holds. Indeed the authors have shown [9, Lem. 4.1, Cor. 4.2] that this is the case
when the rank of φ is 2. However, in higher ranks there are many middle cases to consider
that require more involved combinatorial analysis.
We also have the following recursive formulas for Bn(t).
Lemma 6.12. For m ≥ 1, the sequence Bm(t) satisfies the following recurrences:
(a) Bm(t) =
r∑
k=1
Ak
t− θqk
· Bm−k(t)
(k),
(b) Bm(t) =
r∑
k=1
Aq
m−k
k
t− θqm
· Bm−k(t).
Proof. From the definition of Bn(t) we see that
Ak
t− θqk
· Bm−k(t)
(k) =
Ak
t− θqk
∑
S∈Pr(m−k)
r∏
i=1
∏
j∈Si
Aq
j+k
i
(t− θqi+j+k)
=
∑
S∈P kr (m)
r∏
i=1
∏
j∈Si
Aq
j
i
(t− θqi+j)
,
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where we have used the fact that the map
Πk : Pr(m− k)→ P
k
r (m)
(S1, . . . , Sk, . . . , Sr) 7→ (S1 + k, . . . , (Sk + k) ∪ {0}, . . . , Sr + k)
is a bijection from Lemma 5.2(b). Part (a) follows since the sets P kr (m), 1 ≤ k ≤ r, form
a partition of Pr(m). To prove (b) note that
Aq
m−k
k
t− θqm
∑
S∈Pr(m−k)
r∏
i=1
∏
j∈Si
Aq
j
i
t− θqi+j
=
∑
S∈Ψk(Pr(m−k))
r∏
i=1
∏
j∈Si
Aq
j
i
t− θqi+j
.
Since the sets Ψk(Pr(m − k)), 1 ≤ k ≤ r, form a partition of Pr(m) by Lemma 5.2(d),
we are done. 
We now state and prove the main theorem (Theorem 6.13) of the present paper. The
theorem shows that Lφ(ξ; t) is a deformation of logφ(ξ) in the t parameter and that it
plays the role of the function LC(ξ; t) from (4.4). We also see that Lφ(ξ; t) is explicitly
linked to the Anderson generating function fφ(u; t), just as we have for the case of the
Carlitz module in §4.
Theorem 6.13. Let φ : Fq[t]→ C[τ ] be a Drinfeld module of rank r defined by
φt = θ + A1τ + · · ·+ Arτ
r.
For u ∈ C∞ and ξ = expφ(u), let
Lφ(ξ; t) =
∞∑
n=0
Bn(t)ξ
qn = ξ +
∞∑
n=1
 ∑
S∈Pr(n)
r∏
i=1
∏
j∈Si
Aq
j
i
t− θqi+j
 ξqn.
Suppose that |ξ| < Rφ, where Rφ is defined in Proposition 6.10. Then Lφ(ξ; t) satisfies
the following properties.
(a) (Convergence): The defining series for Lφ(ξ; t) converges in T, and for z ∈ C∞
with |z| < |θ|q, Lφ(ξ; z) converges in C∞.
(b) (Specialization): We have
Lφ(ξ; θ) = logφ(ξ) = u.
(c) (τ -Difference relation): Let ∆φ = Arτ
r + · · ·+ A1τ − (t− θ). Then
∆φ
(
−
Lφ(ξ; t)
t− θ
)
= ξ.
(d) (Link with Anderson generating functions): As elements of T,
Lφ(ξ; t) = −(t− θ)fφ(u; t).
(e) (Compatibility with φ): If |Aiξ
qi| < Rφ for 0 ≤ i ≤ r, then
Lφ
(
φt(ξ); t) = tLφ(ξ; t)− (t− θ)ξ.
Proof. The convergence of Lφ(ξ; t) in T and Lφ(ξ; z) in C∞ follow from Proposition 6.10,
thus proving (a). Now as Bn(θ) = βn by (6.5), taking t = z = θ it follows that
(6.14) Lφ(ξ; θ) =
∞∑
n=0
βnξ
qn = logφ(ξ) = u,
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which proves part (b). For (c) we perform the calculation,
∆φ
(
−
Lφ(ξ; t)
t− θ
)
= −
r∑
k=1
Ak
(
Lφ(ξ; t)
t− θ
)(k)
+ Lφ(ξ; t)
= −
r∑
k=1
∞∑
n=0
Ak
t− θqk
· Bn(t)
(k)ξq
n+k
+
∞∑
n=0
Bn(t)ξ
qn
=
∞∑
m=0
(
Bm(t)−
r∑
k=1
Ak
t− θqk
· Bm−k(t)
(k)
)
ξq
m
= ξ,
where the final equality follows from Lemma 6.12(a). Now for (d), we see from Proposi-
tion 6.2 that
Lφ(ξ; t)
t− θ
+ fφ(u; t) ∈ Sol(∆φ).
However, by Proposition 3.2 and (6.14) it follows that this expression is regular at t = θ.
The only element of Sol(∆φ) that is regular at t = θ is 0 by Propositions 3.2(b) and 6.2(b),
which proves (d). Finally for (e), we argue as in (4.7): as elements of T,
Lφ
(
θξ +
r∑
k=1
Akξ
qk ; t
)
= θξ +
r∑
k=1
Akξ
qk +
∞∑
n=1
Bn(t)
(
θq
n
ξq
n
+
r∑
k=1
Aq
n
k ξ
qk+n
)
= θξ +
∞∑
m=1
(
θq
m
Bm(t) +
r∑
k=1
Aq
m−k
k Bm−k(t)
)
ξq
m
= θξ +
∞∑
m=1
(
tBm(t)ξ
qm − (t− θq
m
)
×
(
Bm(t)−
r∑
k=1
Aq
m
k
t− θqm
· Bm−k(t)
))
ξq
m
= tLφ(ξ; t)− (t− θ)ξ.
We note that the reordering of the terms in the second equality is justified by the chosen
bounds on |Aiξ
qi|. Also, the disappearance of the
∑r
k=1Akξ
qk term in the second equality
occurs when reordering the sum. The last equality follows from Lemma 6.12(b). 
7. Applications to quasi-periods
In the theory of elliptic curves over C, an extension of an elliptic curve by Ga is
uniformized using the Weierstrass ζ-function, and the coordinates of the periods of the
extension are called quasi-periods and are obtained through taking values of ζ at half-
periods. Anderson, Deligne, Gekeler, and Yu developed a rich analogy in the context of
Drinfeld modules (see [12], [13], [23]), where one studies isomorphism classes of extensions
of a Drinfeld module by Ga. Subsequently extensions of higher dimensional t-modules
by Ga were studied by Brownawell and the second author [5], together with their quasi-
periodic functions and quasi-periods.
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For a Drinfeld module φ of rank r over C∞, one can choose r−1 quasi-periodic functions
Fφ,j(z) :=
∞∑
n=1
bj,nz
qn , 1 ≤ j ≤ r − 1,
which are entire and Fq-linear, such that
Fφ,j(θz)− θFφ,j(z) = expφ(z)
qj .
In this way the r-tuple of functions (expφ(z0), z0+Fφ,1(z1), . . . , z0+Fφ,r−1(zr−1)), where
z0, . . . , zr−1 are independent variables, provide the exponential map on a maximal quasi-
periodic extension of φ by Gr−1a . Moreover, if ω ∈ Λφ is a period of φ, then the r-tuple
(ω,−Fφ,1(ω), . . . ,−Fφ,r−1(ω)) is a period of this quasi-periodic extension, and so
Fφ,1(ω), . . . , Fφ,r−1(ω),
are called the quasi-periods associated to ω. If {ω1, . . . , ωr} is an Fq[θ]-basis of Λφ, then
the r × r matrix
P =
ω1 Fφ,1(ω1) · · · Fφ,r−1(ω1)... ... ...
ωr Fφ,1(ωr) · · · Fφ,r−1(ωr)

forms the period matrix of φ, which provides the isomorphism between the de Rham and
Betti modules associated to φ. The reader is directed to [12], [16], [23] for more details
on these constructions.
As noted by Gekeler [12, §2], one can also capture quasi-periods through Anderson
generating functions (see also Pellarin [16, §4]). Moreover, if ω ∈ Λφ and fφ(ω; t) is the
Anderson generating function associated to ω, then for 1 ≤ j ≤ r − 1,
(7.1) Fφ,j(ω) = fφ(ω, t)
(j)
∣∣∣
t=θ
=
∞∑
m=0
expφ
( ω
θm+1
)qj
θj.
We can then use Theorem 6.13 to find formulas for quasi-periods in terms of Lφ(ξ; t),
which require calculating only finitely many t-power division points on φ. Indeed, for
u ∈ C∞,
lim
ℓ→∞
expφ
( u
θℓ
)
= 0,
so we can pick ℓ ≥ 0 so that
ξ := expφ
( u
θℓ
)
⇒ |ξ| < Rφ.
By (3.1),
fφ(u; t) = t
ℓfφ
( u
θℓ
; t
)
+
ℓ−1∑
m=0
expφ
( u
θm+1
)
tm,
and therefore by Theorem 6.13(d),
(7.2) fφ(u; t) = −
tℓ
t− θ
· Lφ(ξ; t) +
ℓ−1∑
m=0
expφ
( u
θm+1
)
tm.
We then have the following proposition that follows immediately from Proposition 3.2
and (7.1).
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Proposition 7.3. For ω ∈ Λφ, pick ℓ ≥ 0 so that ζ := expφ(ω/θ
ℓ) satisfies |ζ | < Rφ.
Then
ω = θℓLφ(ζ ; θ),
and for 1 ≤ j ≤ r − 1,
Fφ,j(ω) =
θℓ
θqj − θ
· Lφ(ζ ; t)
(j)
∣∣∣
t=θ
+
ℓ−1∑
m=0
expφ
( ω
θm+1
)qj
θm.
Example 7.4 (Anderson’s Legendre Relation). We conclude by considering the Legendre
relation for rank 2 Drinfeld modules, which was proved by Anderson (e.g., see [7, §2.5],
[16, §4.2], or [19, §2.1] for discussions about it). Let φ be a rank 2 Drinfeld module
defined by
φt = θ + Aτ +Bτ
2,
such that
j(φ) :=
Aq+1
B
and deg j(φ) < q2.
This choice is not essential for the Legendre relation, which holds for arbitrary φ (even of
higher rank), but it simplifies our considerations somewhat. It follows from [9, Thm. 5.3]
that each t-torsion point ζ on φ satisfies |ζ | < Rφ (so ℓ = 1). Therefore, if we pick
generators ω1, ω2 for Λφ and set
ζi := expφ
(ωi
θ
)
, i = 1, 2,
then we can consider
P(t) :=

−t
t− θ
· Lφ(ζ1; t) + ζ1
−t
t− θq
· Lφ(ζ1; t)
(1) + ζq1
−t
t− θ
· Lφ(ζ2; t) + ζ2
−t
t− θq
· Lφ(ζ2; t)
(1) + ζq2
 .
The entries of P(t) are in T. By Proposition 7.3, the residues at t = θ of entries of the
first column of P(t) are −ω1 and −ω2 respectively, and the entries of the second column
evaluated at t = θ are the quasi-periods η1 := Fφ,1(ω1) and η2 := Fφ,1(ω2). A relatively
straightforward calculation using Theorem 6.13(c) yields
detP(t)(1) = −
(
t− θ
B
)
detP(t).
It follows from the discussion in Example 2.5 that by choosing (−B)1/(q−1) appropriately,
detP(t) =
ωC(t)
(−B)1/(q−1)
.
Therefore,
(7.5) ω1η2 − ω2η1 = −Rest=θ
(
detP(t)
)
=
π˜
(−B)1/(q−1)
,
which provides an analogue of the classical Legendre relations for elliptic curves. At
the expense of more complicated formulas, one can also use the present techniques to
investigate the Legendre relation for arbitrary Drinfeld modules (cf. [8, §3.4], [16, §4.2]).
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