1. Introduction 1.1. Structure of difference sets. If G is an abelian group and A, B ⊆ G, t ∈ G, write A + B for the sumset {a + b : a ∈ A, b ∈ B}, A − A for the difference set {a − b : a, b ∈ A}, and t + A for the translate {t + a : a ∈ A}. A Bohr set in G is a set of the form {g ∈ G : |χ j (g) − 1| < ε, 1 ≤ j ≤ k}, where χ j : G → S 1 are homomorphisms from G to the circle group S 1 := {z ∈ C : |z| = 1}. A Bohr neighborhood is set containing a translate of a Bohr set. The Bohr topology on G is the topology whose neighborhoods are the Bohr neighborhoods.
For A ⊆ G, let d * (A) denote the upper Banach density of A (see §1.4 for definitions). Several authors ( [6, 13, 15, 18] ) have asked the following question. The answer is suspected to be "no," but the question remains open. For each prime p, we answer the analogous question for F ω p , the direct sum of countably many copies of F p (the group with p elements). For p = 2, our construction is simpler and yields a (possibly) stronger result, so we consider that case separately. A set B ⊆ G is syndetic if G is the union of finitely many translates of B, and B is piecewise syndetic if there is a syndetic set B ′ ⊆ G such that for all finite F ⊆ B ′ , there exists t ∈ G such that t + F ⊆ B. This is equivalent to the usual definition 1 of "piecewise syndetic." Theorem 1.2. For all c < 1 2 , there is a set A ⊆ F ω 2 having d * (A) > c such that A − A does not contain a set of the form B − B + g, where B is piecewise syndetic and g ∈ F ω 2 . Consequently, A − A does not contain a Bohr neighborhood of any g ∈ F ω 2 . Remark 1.3. We do not know whether piecewise syndeticity of B ⊆ F ω 2 implies B −B contains a Bohr neighborhood. This is closely related to a question of Katznelson [21] .
For all primes p we have the following, which is (possibly) weaker than Theorem 1.2 in the case p = 2. , then A − A = G. For odd p, we have the following lemma, which relies on the well-known fact that when H is a finite group and A ⊆ H has |A| > , and let x ∈ F ω p , x = 0. We will show that x ∈ A − A. Let H := x be the subgroup generated by x. Then H is isomorphic to Z/pZ. By [3, Theorem 3.5] there is a y ∈ F ; fix such 1 A set S ⊆ G is thick if for every finite F ⊆ G, there exists t ∈ G such that t + F ⊆ S. A set A ⊆ G is called piecewise syndetic if there is a thick set S ⊆ G and a syndetic set A ′ ⊆ G such that A ′ ∩ S ⊆ A. Standard arguments [17] show this definition is equivalent to the one given above. .
Motivating background.
A theorem of Følner [11] states that when d * (A) > 0, A − A contains a set of the form U \ Z, where U is a Bohr neighborhood of 0 ∈ G and d * (Z) = 0. For G = Z, Kříž's construction [22] exhibits a set A having d * (A) > 0 such that A − A does not contain a Bohr neighborhood of 0, and in fact A − A does not contain a set of the form S − S, where S ⊆ Z is piecewise syndetic. McCutcheon presents a simplification of Kříž's construction due to Ruzsa in [25, 26] . Alan Forrest [12] constructed a set A with the same properties in F ω 2 . Our construction, outlined in §2, is similar to these previous constructions. See Part II of [13] for more on difference sets and Bohr neighborhoods.
1.3. Sumsets. We say that B ⊆ G is piecewise Bohr if there is a Bohr set B ′ ⊆ G such that for all finite F ⊆ B ′ , there exists t ∈ G such that t + F ⊆ B.
If G is a countable abelian group and A, B ⊆ G have positive upper Banach density, then A + B is piecewise syndetic. For G = Z, this result is due to Renling Jin [20] . Bergelson, Furstenberg, and Weiss [5] strengthened the conclusion from "piecewise syndetic" to "piecewise Bohr." These results have been generalized to other settings -see [1, 2, 7, 9, 10, 14, 15] The following theorem provides a negative answer to all parts of Question 1.6 when G is F ω 2 . We say that S ⊆ G is chromatically intersective if for every partition of G into finitely many sets A 1 , . . . , A r , there exists i ≤ r such that (A i − A i ) ∩ S contains a nonzero element of G. Equivalently, S is chromatically intersective if (B − B) ∩ S contains a nonzero element whenever B is piecewise syndetic -see [17] for a proof of this well-known equivalence.
every translate of S is chromatically intersective, and S + A is not piecewise syndetic.
The condition "every translate of S is a chromatically intersective" implies S is dense in the Bohr topology, since every Bohr neighborhood contains a translate of a difference set B − B, where B is syndetic.
For G = F ω p where p is odd, the following provides a negative answer to parts 2 and 3 of Question 1.6. Theorem 1.8. Let p be an odd prime. For all ε > 0, there are sets
− ε, S is dense in the Bohr topology of F ω p , and S + A is not piecewise Bohr.
1.4.
Upper Banach density. A Følner sequence for an abelian group G is a sequence of finite subsets Φ n ⊆ G such that lim n→∞ |(Φn+g)∩Φn| |Φn| = 1 for every g ∈ G.
If Φ = (Φ n ) n∈N is a Følner sequence for G and A ⊆ G, the upper density of A with respect to Φ isd Φ (A) := lim sup n→∞ |A∩Φn| |Φn|
; we write d Φ (A) if the limit exists. The upper Banach density of A is d * (A) := sup{d Φ (A) : Φ is a Følner sequence}. Note that for every A ⊆ G, there is a Følner sequence Φ such that d
If (H n ) n∈N is an increasing sequence of finite subgroups of G such that G = ∞ n=1 H n , then (H n ) n∈N is a Følner sequence for G. While upper Banach density is not finitely additive, it enjoys the following weaker property. Lemma 1.9. Let G be a countable abelian group, g ∈ G, and A ⊆ G.
We omit the proof, which is a straightforward application of the relevant definitions. We hope that our proofs can be adapted to answer Question 1.1; the methods of [16] can be viewed as such an adaptation for a related question: "Is there a set S ⊆ Z such that every translate of S is a set of measurable recurrence, while S is not a set of strong recurrence?" 1.7. Acknowledgements. Our proofs are simpler than those in previous revisions of this article. While discussing these results with Michael Björklund and Joel Moreira, Björklund suggested pursuing (C, F ) constructions. The current presentation is a result of viewing our examples as (C, F ) constructions. − ε, and (A + S) ∩ A = ∅. The last condition is equivalent to (A − A) ∩ S = ∅. Since every translate of S is chromatically intersective, A − A cannot contain a set of the form g + (B − B), where B is piecewise syndetic and g ∈ F ω 2 . Theorem 1.7 is proved using the same A and S constructed in the proof of Theorem 1.2: we show that ((A+S)−(A+S))∩S = ∅, so A+S is not piecewise syndetic. Choosing x ∈ F ω 2 so that (A + x) ∩ A = ∅, we then set E = (A + x) ∪ A. Lemma 1.9 then implies d * (E) > 1 − 2ε, while partition regularity of piecewise syndeticity shows that E + S is not piecewise syndetic.
To construct A and S, we specify an increasing sequence of subgroups
We find S n ⊆ G n such that S n + g is n-chromatically intersective for all g ∈ G n , while S n fails to be ( − ε)-density intersective for some prescribed ε. Letting S = ∞ n=1 S n , we get that every translate of S is chromatically intersective.
We will find
− ε, and (A + S) ∩ A = ∅.
Finite pieces.
We consider finite approximations to the intersectivity properties mentioned in our results.
If r ∈ N and S ⊆ G, we say that S is r-chromatically intersective if
Let F n 2 be the nth cartesian power of F 2 . Write an element of F n 2 as x = (x 1 , . . . , x n ), let supp(x) := {i ≤ n : x i = 1}, and let |x| = | supp(x)|. Let S n,k := {x ∈ F n 2 : |x| ≥ n − k}, and A n,k := {x ∈ F n 2 : |x| ≤ n 2 − k}. The following facts yield finite versions of our results.
Facts (i) and (ii) are easy to verify and form the core of many constructions in additive combinatorics, going back to Kříž's's example [22] and Ruzsa's introduction of niveau sets [28] . See [29] for exposition and an application. Fact (iii) is a consequence of Lovász's lower bound for chromatic numbers of Kneser graphs [23] , exploited in [22] . Ruzsa's subsequent simplification of Kříž's's construction, presented by McCutcheon in [25, 26] , and Forrest's version for F ω 2 in [12] all use these ideas.
Our construction, roughly, will piece together copies of the A n,k in F ω 2 to form A, and likewise piece together copies of the S n,k to form S, so that (A − A) ∩ S = ∅, while every translate of S is chromatically intersective. One difficulty in this approach is that two sets R, R ′ may fail to be δ-density intersective for δ near 1 2 , their union R∪R ′ might be 1 4 -density intersective. This difficulty is surmounted in [22] , [12] , and [25, 26] , which construct a set which is chromatically intersective but not density intersective. The way those constructions maintain nondensity intersectivity for S also prevents some translates of S from being chromatically intersective, so we need a slightly different approach. We describe our strategy in more detail in §4.2.1 after introducing a presentation of F ω 2 .
3. The group of F 2 -valued functions on [0, 1) In this section we state some definitions and conventions needed for the proof of Theorems 1.2 and 1.7. We identify a useful presentation of F ω 2 , as it is more difficult to prove Theorem 1.2 using the usual presentation; see Remark 5.18 for elaboration. 
Presentation of F
n − 1}. Then G n is a group under pointwise addition, isomorphic to F 2 n 2 . Observing that G n ⊆ G n+1 for each n, we let G := n∈N G n . Then G is a countable abelian group isomorphic 3 to F ω 2 . Our constructions are easier to define in G rather 3 One can construct the isomorphism by hand, but it suffices to observe that F ω 2
and G are both countably infinite vector spaces over the finite field F 2 , and all such vector spaces are mutually isomorphic. Figure 1 .
) ∈ Ω 2 , and g τ ∈ G 3 .
than in the standard presentation of F ω 2 , so from now on we work with G.
Observation 3.1. As G n ⊆ G n+1 and G is the union of these subgroups, the sequence (G n ) n∈N is a Følner sequence for G. Consequently, we have d
for every A ⊆ G.
Restrictions to subintervals. For
: j ∈ {0, . . . , 2 n − 1}}, a collection of subintervals partitioning I.
Given m, n ∈ N with m ≤ n, an interval τ = [j2 −m , (j + 1)2 −m ) ∈ Ω m , and g ∈ G n we can identify the restriction g| τ with an element g τ ∈ G n−m , as shown in Figure 1 . To be precise: let ι m,j : [0, 1) → τ , ι m,j (t) = (j + t)2 −m , so that ι m,j is a bijection from [0, 1) to τ , mapping intervals η ∈ Ω n−m of length 2 −(n−m) onto subintervals of τ in Ω n of length 2 −n . Thus g| τ • ι m,j is an element of G n−m : it is constant on every element of Ω n−m .
For g ∈ G n and τ = [
Let 1 ∈ G denote the constant function where 1(t) = 1 ∈ F 2 for all t ∈ I. Let 0 denote the identity element of G: 0(t) = 0 for all t ∈ I.
Note that for g ∈ G n , g 0 = 2 −n · |{τ ∈ Ω n : g τ = 0}|.
For n, k ∈ N ∪ {0}, let
This is the Hamming ball of scale n and radius k around 0. In other words, U(n, k) is the set of g ∈ G which are constant on intervals of the form [
We call V (n, k) the Hamming ball of scale n and radius k around 1.
Proof. (i) If u ∈ U(n, k), then u is constant on all intervals τ ∈ Ω n , and u τ = 1 for at most k − 1 such intervals. For an interval η ∈ Ω m , the definition of u η then guarantees that (u η ) θ = 1 for at most k − 1 intervals θ ∈ Ω n−m , and that u η is constant on all such intervals. Thus u η ∈ U(n − m, k). Part (ii) follows directly from the definition of V (n, k).
Remark 3.3. We call the sets U(n, k) and V (n, k) "Hamming balls" as we may identify elements of G n with strings of length 2 n from the alphabet F 2 . With this identification U(n, k) is the set of such strings differing from the constant 0 string in at most k coordinates.
Proof of Theorems 1.2 and 1.7
In this section we construct the sets S, A ⊆ G described in Theorem 1.2. We first show that every translate of a union of the Hamming balls defined in §3.3 with increasing scale and radius is chromatically intersective. We maintain the notation and conventions of §2 and §3.
4.1.
Chromatic intersectivity of the V (n, k). As in [12, 22, 25, 26] we use the following theorem of Lovász [23] . See [24] for several proofs and exposition.
Theorem 4.1. Let k, r ∈ N, and let E be the set of r-element subsets of {1, . . . , 2r + k}. If E = k j=1 E j , there is a j ≤ k and a disjoint pair of elements e 1 , e 2 ∈ E such that e 1 , e 2 ∈ E j .
For now we fix n ∈ N and work in F n 2 , maintaining the notation of §2.2. Let k, n ∈ N, k ≤ n, and H n,k := {x ∈ F n 2 : |x| ≤ k}. We will show that every translate of H n,k is k-chromatically intersective. First we prove the following.
Lemma 4.2. If n ∈ N, then H n,2 is n-chromatically intersective.
Proof. Write F n 2 as a union C 1 ∪ · · · ∪ C n , and consider E := {x ∈ F n 2 : |x| ≤ 1}. Then |E| = n + 1, so at least one of the C i contains two distinct elements of E. The difference of two elements of E is in H n,2 , so (C i − C i ) ∩ H n,2 contains a nonzero element.
Proof. For n = k we have S n,k = F n 2 , and the conclusion is trivial. If n = k − 1 then S n,k contains the nonzero elements of H n,2 , so the conclusion follows from Lemma 4.2.
Now assume k ≤ n − 2. Write n = 2r + k or n = 2r + k + 1, r > 0, depending on whether n − k is even or odd. Write 
Proof. Let y ∈ F n 2 , let m = |y| and R := supp(y). Consider the group F R := {x ∈ F n 2 : supp(x) ⊆ R}, which is isomorphic to F m 2 . We consider three cases.
Case 2: m = k − 1. In this case let R ′ := R ∪ {t}, where t / ∈ R. Then (y + H n,k ) ∩ F R ′ contains a copy of H k,2 , so the conclusion follows from Lemma 4.2. Case 3: m ≤ k − 2. In this case y + H n,k contains a copy of H n,2 , and the conclusion again follows from Lemma 4.2.
We now return to the Hamming balls defined in §3.3.
Lemma 4.5. Let (n i ) i∈N , (k i ) i∈N be sequences of natural numbers with n i , k i → ∞, k i ≤ n i for each i, and let (g i ) i∈N be a sequence of elements of G with g i ∈ G n i for each i. Then i∈N g i + U(n i , k i ) is chromatically intersective. Consequently, every translate of
Proof. The natural identification of G n with F
− ε such that (A − A) ∩ S = ∅; this can be done if n i → ∞ sufficiently rapidly compared to k i . The groups G n form a Følner sequence, so we find sets
The A l are constructed as sumsets with summands given by Definitions 4.6 and 4.10. In this subsection we indicate the intuition behind those definitions. We first explain how to construct A 1 ⊆ G n 1 so that A 1 − A 1 is disjoint from V (n 1 , k 1 ) and |A| ≈ 1 2 |G n 1 | (assuming n 1 is very large compared to k 1 ); this is simply a statement of facts (i) and (ii) from §2.2 using the presentation of G from §3. Let A 1 = {g ∈ G n 1 :
. Identifying elements of G n 1 with subsets of {1, . . . , 2 n 1 }, it is easy to estimate |A 1 | using binomial coefficients, and we get that |A 1 | ≈ 1 2 |G n 1 | when n 1 is large compared to k 1 .
We now explain how to construct A 2 ⊆ G n 2 such that
assuming n 2 is very large compared to n 1 and k 2 , and n 1 is very large compared to k 1 . After A 2 is constructed, it is more or less clear how the construction can be iterated to produce the sets A l described above. However, the arguments to prove properties (i)-(iii) become cumbersome when the obvious definitions are used to perform the iteration. We take a more streamlined approach in §4.2.2.
Note that defining A 2 to be {g ∈ G n 2 : g 0 ≥ 1 2 + k 2 2 −n 2 } will not satisfy condition (iii) when n 2 is very large compared to k 2 and n 1 .
Instead, let m = n 2 − n 1 , and let A 2 be the set of g ∈ G n 2 such that
Proof of (i).
Observe that a typical element of G n 2 will have, for each τ ∈ Ω n 1 , g τ 0 ≥ |Ω n 1 | + k 1 intervals τ ∈ Ω n 1 . Proof of (ii). For g, g ′ ∈ A 2 , then there are at least 2k 1 intervals τ ∈ Ω n 1 such that g τ 0 , g
Proof of (iii). The preceding paragraph shows that
∈ V (n 2 , k 2 ) for at least 2k 1 intervals τ ∈ Ω n 1 . In particular g τ − g ′ τ = 1 for at least 2k 1 such intervals. Since v ∈ V (n 1 , k 1 ) has v τ = 1 for at least |Ω n 1 | −k 1 such intervals, we conclude that g − g ′ / ∈ V (n 1 , k 1 ). To iterate the construction, it is convenient to consider A 2 as a sumset. Let C 2 := {g ∈ G n 2 :
for all τ ∈ Ω n l−1 } (taking n 0 = 0, we recover A 1 as C 1 ), we then define A l as a sumset
The next subsection provides all details.
Constructing the dense sets.
Definition 4.6. For n, k ∈ N ∪ {0} let
So C(0, n; k) is the set of functions g : [0, 1) → Z/2Z which are constant on the intervals in Ω n , and the number of such intervals τ where g τ = 0 is at least
Proof. Part (i) follows from the fact that if u ∈ U(n, k) and g ∈ C(0, n, k), then (u + g)(t) = g(t) for all t ∈ u −1 (0). In other words, u + g and g differ on a set of measure at most k ′ 2 −n . Part (ii) follows immediately from the definition.
Proof. Observe that (g + 1) −1 (0) = g −1 (1). Thus every g in the intersection satisfies g 0 + g 1 ≥ 1 2
Lemma 4.9. Fix k ∈ N. Then lim n→∞ |C(0,n;k)| |Gn|
The conclusion of the lemma can be written as
where o(1) is a quantity tending to 0 as n → ∞ (with k fixed).
Proof. Identifying an element g ∈ C(0, n; k) with the collection of intervals {τ ∈ Ω n : g τ = 1}, we see that |C(0, n; k)| is equal to the number of subsets of {1, . . . , |Ω n |} having cardinality at most |Ω n | − k. Thus + o(1))2 |Ωn| . Since |G n | = 2 |Ωn| , we are done.
Definition 4.10. Fix m < n ∈ N and k ∈ N ∪ {0}. Let C(m, n; k) := {g ∈ G n : g τ ∈ C(0, n − m; k) for all τ ∈ Ω m }.
Elements of C(m, n; k) may be constructed freely by choosing their values on each τ in Ω m , so
Combining (4.2) with Lemma 4.9 yields the following estimate. 
The third line above is obtained by expanding ( 
With m, n, k as in the lemma, the map (g, h) → g + h from G m × C(m, n; k) to G n is one-to-one, and we have the following corollary. Proof. Corollary 4.13 and Lemma 4.11 imply
Considering the restriction of an element of C(m, n; k) to an interval τ ∈ Ω r , an argument similar to the proof of Lemma 3.2 yields the following.
Observation 4.15. If r ≤ m < n, k ∈ N and g ∈ C(m, n; k), then for all τ ∈ Ω r , g τ ∈ C(m − r, n − r; k).
Lemma 4.16. Let 0 = n 0 < n 1 < n 2 < · · · < n l be an increasing sequence of integers and k i , k
Proof. We proceed by induction on l. For l = 1, the conclusion follows from Lemma 4.8. Now suppose l > 1, and the conclusion holds for every increasing sequence 0 = n
Assume, to get a contradiction, that the intersection is nonempty. So there are
For such τ , the definition of f , f ′ and Observation 4.15 yield
while Equation (4.4) implies f τ + 1 = f ′ τ . The induction hypothesis says that f τ + 1 = f ′ τ , so we have the desired contradiction.
, and the conclusion now follows from the definition of C(m, n; k − k ′ ).
Part (i) follows from part (ii) of Lemma 4.7 and the definition of C(m, n; k).
4.3.
Proofs. In this section we prove Theorems 1.2 and 1.7.
Fix ε > 0. Apply Lemma 4.9 to choose n 1 sufficiently large that
. Apply Lemma 4.14 to choose n 2 sufficiently large that
Continuing in this way, apply Lemma 4.14 to choose n 3 < n 4 < · · · sufficiently large that
, and let S := T + 1. We claim that
If we show A l +U(n j , j) ⊆ A ′ l whenever j ≤ l then the containment (4.6) yields (4.7). Part (i) of Lemma 4.17 implies U(n j , j)+C(n j−1 , n j ; 3j) ⊆ C(n j−1 , n j ; 2j), and Part (ii) of Lemma 4.17 yields the desired containment.
To prove Theorem 1.2, it suffices to prove the following.
g + S is chromatically intersective for all g ∈ G. (4.10) Inequality (4.5) implies
− ε for each l. Observation 3.1 then implies Inequality (4.8).
To prove (4.9), note that A+S = A+T +1 ⊆ A ′ +1, by (4.7). Lemma 4.16 implies that (A
Lemma 4.5 implies (4.10). Consequently, (g + B − B) ∩ S = ∅ whenever g ∈ G and B ⊆ G is piecewise syndetic. Equation (4.9) implies (A−A)∩S = ∅, hence A−A does not contain such a g +B −B. We have proved Theorem 1.2.
To prove Theorem 1.7, let E := A∪(A+1). Equation (4.9) implies A and A+1 are disjoint, so Inequality (4.8) and Lemma 1.9 imply d * (E) > 1−2ε. It therefore suffices to show that E +S is not piecewise syndetic.
We may repeat the proof that (A − A) ∩ S = ∅ to show that (A ′ − A ′ ) ∩ S = ∅. Since (B − B) ∩ S = ∅ whenever B is piecewise syndetic, it follows that A ′ is not piecewise syndetic, meaning A + T is not piecewise syndetic. The partition regularity of piecewise syndeticity (see [19] ) and the identity E + S = (A + T + 1) ∪ (A + T ) imply that E + S is not piecewise syndetic. This completes the proof of Theorem 1.7.
5. Proof of Theorems 1.4 and 1.8
When p is odd our construction is similar to the proof of Theorem 1.2, but the construction of dense sets is more intricate. 
Presentation of F
n − 1}. Let G n be the group of functions f : I → F p which are constant on every interval τ ∈ Ω n , with the group operation of pointwise addition. Then G n is isomorphic to F 2 n p , and has cardinality p 2 n . Let G = ∞ n=1 G n . Then G is a countably infinite vector space over F p , so G is isomorphic to F ω p . Let 0 denote the identity element of G, 1 denote the constant function 1(t) = 1 ∈ F p for all t ∈ I, and for y ∈ F p , let y1 denote the constant function so that y1(t) = y for all t ∈ I.
For g ∈ G and x ∈ F p , let g x := µ(g −1 (x)). The following identity is crucial.
The identity follows from the equation (g + y1)
Remark 5.1. We do not assume p is odd here, and in fact when p = 2 the construction of the sets A and S in this section will repeat the construction of A and S in § §3 and 4.
Lemma 5.2. Let G be a countable abelian group, g ∈ G, S ⊂ G dense in the Bohr topology, and B ⊂ G a piecewise Bohr set. Then
Proof. There is a Bohr set B ′ such that B contains a translate of every finite subset of B ′ . Hence
is a Bohr neighborhood, so it has nonempty intersection with S.
Bohr topology of F
S x+y = {S + y : S ∈ S x } for all x, y ∈ F p . We also insist that {0} ∈ S 0 . For example, with p = 3, we can take S 0 = {{0}, {0, 1}}, S 1 = {{1}, {1, 2}}, S 2 = {{2}, {2, 0}}.
For S ∈ S and n, k ∈ N let Bias n (S, k) be the set of g ∈ G n such that
Proof. (i) We will show that Bias n (S, k) + y1 ⊆ Bias n (S + y, k); the reverse containment follows by symmetry. Suppose g ∈ Bias n (S, k) and y ∈ F p . If x ∈ S + y, then x − y ∈ S, and Identity (5.1) implies
To prove Part (ii), let g be in the intersection. If S = S ′ , there is an x in the symmetric difference S△S ′ . For such x, Inequalities (5.2) and (5.3) must both be satisfied, which is impossible.
Definition 5.8. For n, k ∈ N, let C(0, n; k) := S∈S 0 Bias n (S, k).
Note that our insistence that {0} ∈ S 0 implies 0 ∈ C(0, n; k).
Proof. It suffices to show that (Bias n (S, k) + x1) ∩ Bias n (S ′ , k ′ ) = ∅ for every S, S ′ ∈ S 0 . Fix such S, S ′ . Part (i) of Lemma 5.7 implies Bias n (S, k) + x1 = Bias n (S + x, k). Now S + x ∈ S x , which is disjoint from S 0 by definition. Hence S + x = S ′ , and Part (ii) of Lemma 5.7 provides the desired disjointness. Proof. For x ∈ F p , let E n,x := C(0, n; k) + x1, and let Z n := G n \ x∈Fp E n,x . By Lemma 5.9, the sets E n,x , x ∈ F p are mutually disjoint, and |E n,x | = |E n,y | for all x, y ∈ F p . It therefore suffices to show that |Z n | = o(|G n |). Note that Z n is the set of g ∈ G n such that 
|Ω n |+k. For such t and y ∈ F p , the number of g ∈ G n satisfying g y = t2
−n is at most (p − 1)
Summing over all possible values of t and y, we get
Estimating the binomial coefficients in the definition of M n,k with Stirling's formula, we find
Definition 5.11. For m ∈ N ∪ {0}, n > m and k ∈ N, let C(m, n; k) be the set of g ∈ G n such that g τ ∈ C(0, n − m; k) for every τ ∈ Ω m .
An argument similar to the proof of Lemma 4.11 shows that
as n → ∞ and m, k remain fixed.
Lemma 5.12. With m, n, k as in the above definition, if g,
for all τ ∈ Ω m . Lemma 5.12 and the inclusion (5.5) imply x τ = 0, so
Corollary 5.13. With n, m, and k as in Definition 5.11 and
The remainder of the proof of Theorems 1.4 and 1.8 follows steps analogous to Corollary 4.13 and the subsequent remainder of Section 4. The proof of the following lemma is exactly analogous to the proof of Lemma 4.14, using Lemma 5.14 in place of Lemma 4.11 and Corollary 5.13 in place of Corollary 4.13. Lemma 5.15. Let 0 = n 0 < n 1 < n 2 < · · · < n l be an increasing sequence of integers and k i , k
Proof. Induction on l. The base case l = 1 is Lemma 5.9. Assume the lemma holds for the sequence 0 = n 0 < n 1 < · · · < n l−1 and k i , k
The left-hand side of Equation (5.6) is an sum of the form g + h, where g = x1 + c 1 + · · · + c l−1 ∈ G n l−1 and h = c l ∈ C(n l−1 , n l ; k), and the right hand side has a similar form, as g ′ + h ′ , where g ′ = c |G n 1 |. Apply Lemma 5.14 to choose a sequence of integers n 2 < n 3 < · · · so that there is a set S ′ ⊆ S such that every translate of S ′ is a set of topological recurrence while for all g ∈ G, (S ′ − g) \ {0} is not a set of measurable recurrence. (II) If S ⊆ G is a set of topological recurrence, there a set S ′ ⊆ S such that S ′ is a set of topological recurrence but not a set of measurable recurrence. (III) If S is dense in the Bohr topology of G, there is a set S ′ ⊆ S such that S ′ is dense in the Bohr topology of G while for all g ∈ G, (S ′ − g) \ {0} is not a set of measurable recurrence.
See [17] for a list of problems related to our results.
Remark 5.18. We have two reasons for using the presentation of F ω 2 introduced in §3. The first is that we do not know how to prove Theorem 1.2 using the standard presentation. To elaborate: write an element of F ω 2 as x = (x 1 , x 2 , . . . , ), and let |x| = |{i : x i = 1}|. Let F n := {x ∈ F ω 2 : x i = 0 for all i > n}. The natural approach to proving Theorem 1.2 would be: let (n j ) j∈N be a rapidly increasing sequence of integers, let S j ⊆ F ω 2 , S j := {x ∈ F n j : |x| > n j − j}. Then Lemma 4.3 implies every translate of S := ∞ j=1 S j is chromatically intersective. One would then construct sets A l ⊆ F n l having |A l | ≈ 1 2 |F n l | and (A l − A l ) ∩ S = ∅ for each l. We do not see how to construct such A l , so we resorted to the presentation of F ω 2 given in §3. Our second reason for using our preferred presentation is that it arises naturally in certain approaches to answer Question 5.17 for G = F ω p .
