ABSTRACT Traditional mobile edge computing (MEC) methods always assume that the wireless devices (WDs) can offload their data to the base stations (BSs) or the access points (APs) at any time, which are not practical due to the tension between a large number of the WDs and the limited spectrum resources. In this paper, a framework for MEC-enabled cognitive radio (CR) networks is proposed, which integrates three technologies: MEC, CR, and wireless power transfer (WPT). To obtain the spectrum for offloading, cooperative relaying is considered. Optimization problems are formulated to study the upper bound of the energy efficiency (EE) of the WD and to maximize the practical EE in both partial offloading and local computing scenarios, which are non-convex and intractable. In order to tackle these problems, a two-phase method is proposed. The transmit power, the time for energy harvesting (EH) and MEC, and the central processing unit (CPU) frequency of the WD are jointly optimized. Semi-closed-form solutions are obtained in partial offloading scenario by using fractional programming theory, Lagrangian dual decomposition, and successive pseudo-convex approximation (SPCA) methods. Closed-form solutions are obtained for local computing scenarios. The simulation results show the effects of the different parameters on the system performance.
I. INTRODUCTION
The Internet of Things (IoT) technologies have developed significantly with the development of information and communication technologies. Billions of wireless devices (WDs) are envisioned to be connected through the Internet to collect and exchange information for offering various applications, such as healthcare, environment related applications, smart grid, smart cities, and so on [1] . However, due to the limited energy and computational resources of WDs, the applications The associate editor coordinating the review of this manuscript and approving it for publication was Alessio Vecchio.
of IoT in computation-intensive and delay-sensitive scenarios are still big challenges, which might be tackled by two promising technologies: wireless power transfer (WPT) and mobile edge computing (MEC).
In WPT systems, dedicated transmitters, e.g., access points (APs) and base stations (BSs) can transmit radio frequency (RF) energy to power the WDs with limited battery capability [2] . In recent years, this technology has been applied in wireless communication systems and has arisen two paradigms to achieve energy sustainable wireless communication: simultaneous wireless information and power transfer (SWIPT) [3] and wireless powered communication networks (WPCNs) [4] . Indicated by these works, WPT is a promising teleology to improve the energy efficiency (EE) of the wireless communication systems and alleviate the limited battery capacity problem of the WDs.
MEC has been proposed to provide the WDs with cloud-like computation services by MEC servers [5] . Unlike mobile cloud computing which has long latency since the powerful severs are always far away from the WDs. MEC integrates MEC servers with the APs or the BSs at the edge of mobile networks [6] . The WDs can offload their computation-intensive tasks to the MEC severs for high-speed computation and download the computation results instantaneously. In general, the implementation modes of computation offloading can be categorized into two types, namely, binary and partial offloading [5] . In binary offloading, the tasks are not partitionable and the whole computation tasks must be offloaded to the MEC or computed locally. On the other hand, in the partial offloading mode, the task can be divided into two parts. One part is computed locally using the central processing unit (CPU) of the WD while the other part is offloaded to the MEC severs. Although the binary offloading is easier in implementation, the partial offloading has lower latency and energy consumption, but it strongly depends on the type of the task (the task must be partitionable) [7] , [8] .
A. RELATIVE WORK Similar with WPT, energy harvesting (EH) is also an effective approach to improve the EE of the wireless communication systems, which allows the WDs to collect ambient recyclable energy, including solar radiation, wind, and so on [9] . Some works have combined the EH with MEC [10] , [11] . An EH-MEC framework was proposed in [10] , the operation decision, the CPU-cycle frequencies of WDs, and the transmit power for offloading were jointly optimized to minimize the weighted sum of the execution delay and the task dropping cost. The task dropping was caused by the unstable power supply of the WD with EH. In order to alleviate this issue, the authors in [11] proposed an efficient reinforcement learning-based resource management algorithm to minimize the long-term system cost. Compared with EH, WPT can provide a more stable energy supply, which can solve the intermittency and unpredictability problems in EH. WPT was adopted in [12] , two optimization problems: minimizing the WD's energy consumption for local computing and maximizing the WD energy saving for offloading were formulated to maximize the computing probability, which was defined as the probability of task being successfully computed. Different from [10] - [14] considered the parameter optimization problems at the AP or the BS sides. In [13] , a multiple-antenna AP transmitted RF energy to the WDs through energy beamforming. The transmit beamformer at the AP, the CPU frequencies and the numbers of offloaded bits at the WDs were optimized to minimize the energy consumption of the AP. Reference [14] considered a single-antenna WPT scenario and took cooperation between two WDs into consideration to minimize the energy consumption of the AP. To overcome the doubly near-far effect, the WD near with the AP firstly helped the far WD to offload the computation data, then, it offloaded its own data to the AP. Notice that [10] - [14] mainly concerned the energy consumption of the WDs or the AP. The sum computation rate of all the WDs in WPT-MEC systems maximization problem was investigated in [15] , the offloading decision and the transmission parameters were jointly optimized.
B. MOTIVATION AND MAIN CONTRIBUTIONS
From the aforementioned works, we can draw two conclusions, which are given as follows.
Firstly, it should be noted that a common assumption of all the aforementioned works is that the WDs always have spectrum to offload their tasks to the BS/AP for computation. Nevertheless, how to implement this has not been well addressed yet. It is reported that the IoT devices are expected to reach 212 billion deployed globally by 2020 [16] . Such a huge number of WDs impose significant pressure to the current wireless communication systems. Almost all the spectrum suitable for communication have been allocated, it is very difficult to allocate exclusive spectrum to all of these WDs. Cognitive radio (CR), originally proposed to improve the spectrum utilization of wireless communication systems, is a promising technology to alleviate the spectrum scarcity problem [17] - [19] . In CR network, the secondary users (SUs) (the users who do not have licenses to use the spectrum) can access the spectrum when the spectrum are not occupied by the primary users (PUs) (the users who have licenses to use the spectrum). Obviously, the IoT devices can obtain spectrum access opportunities for offloading by using CR technology. Reference [20] proposed a three-layer architecture of the CR-MEC framework, where CR was adopted to find spectrum for the WDs to offload data. However, no detailed studies have been undertaken. Secondly, the EE has not been investigated in these works, which is recognized as an important design criterion for wireless communication systems [10] - [14] , [21] - [23] . The research works mentioned above involve two lines: the computation rate maximization [15] and the energy cost minimization [10] - [14] . Both those two cases are special cases of EE maximization scenario, i.e., the former and latter are equivalent to maximizing the numerator and minimizing the denominator of the EE, respectively. However, only maximizing the computation rate or minimizing the energy consumption cannot guarantee the maximization of the EE. Therefore, the EE maximization problem in the WPT-MEC remains to be studied.
Motivated by these facts, in this paper, we study the EE maximization problem in a CR based WPT-MEC framework. The main contributions of this paper are summarized as follows:
• A CR-based WPT-MEC framework is proposed. Consider a CR network consists of a WD, an AP and a pair of PUs. The WD harvests energy from both the primary transmitter (PT) and the AP, and cooperatively relays the PT's data to the primary receiver (PR) by using amplify-and-forward (AF) protocol. The cooperation will improve the transmission rate of the PT, which leads to an earlier completion of the PT's transmission. Then, the WD can execute the WPT and MEC through the primary channel.
• EE of the CR-based WPT-MEC framework maximization problems are formulated in partial offloading and local computing scenarios. In partial offloading scenario, the joint design of EH, cooperative relaying, WPT, local computing and offloading of the WD is investigated to obtain the upper bound and maximize the EE of the CR-based WPT-MEC framework, respectively. The original optimization problems are non-convex and hard to solve. A two-phase method is proposed to transform the original optimization problems into convex problems. The central processing unit (CPU) frequency, system transmission time allocation (on EH, local computing, WPT and task offloading), and transmit power of the WD are jointly optimized. One-dimensional line search, Dinkelbach's method, Lagrange dual decomposition, successive pseudo-convex approximation (SPCA) techniques and subgradient method are employed to obtain semi-closed solutions for the optimization problem. In local computing scenario, the cases that the MEC with and without cooperation are studied, respectively. Closed-form solutions are obtained.
The rest of this paper is organized as follows. Section II presents the system model. In Section III, optimization problems are formulated and solved to maximize the EE of the WD in both partial offloading and local computing scenarios. The performance of the proposed algorithm is evaluated by simulation results in Section IV. Finally, Section V concludes this paper.
II. SYSTEM MODEL
A CR based WPT-MEC system model is considered in Fig. 1 , which comprises one PT, one PR, one AP which integrated with an MEC server, and one WD. As an early work to combine cognitive radio with MEC, we consider a perfect spectrum sensing scenario, i.e., the WD can exactly obtain the status of the primary user, which is similar to [24] - [26] . Motivated by [24] , we assume that when the PT is active, the WD can act as a cooperative relay to help the PT to complete its transmission early. All nodes are assumed to operate in a half-duplex mode. As our work is the very early study of the CR based WPT-MEC design, we consider a single antenna scenario that all nodes are equipped with a single antenna. h p , h s , g p and g s denote the channel gains between the PT and the PR, between the PT and the WD, between the WD and the PR, and between the WD and the AP, respectively. All channels are assumed reciprocal for the uplink and downlink, and static within each time slot [15] . The WD is wireless powered and the AP either transfers wireless power to the WD or computes the data offloaded by the WD. The WD cannot access the channel to offload its data to the AP during the PT's transmission. In each time slot, the PT always has data required to be transmitted to the PR through the licensed channel.
The frame structure of the WD is shown in Fig. 2 . During time interval (0, τ ], PT transmits its own data and the WD harvests energy from the PT. During time interval (τ, τ + t c ], the WD cooperatively relays the residual data of the PT to the PR. In time interval (τ + t c , τ + t c + t l ], WPT is adopted, the AP transmits RF power to charge the WD. After harvesting enough energy, the WD offload tasks to the AP through the licensed spectrum in time interval τ + t c + t l , τ + t c + t l + t f . Finally, at the interval τ + t c + t l + t f , T , the WD downloads the computation results from the AP. As the size of the result is always small, the transmit power and the computation ability of the AP are high, t d can be ignored, the computing latency at the AP, and the energy consumption for receiving the result at the WD also can be ignored like in [12] , [13] , [15] . Adopting the assumption in [12] , the WD can harvest energy during local computing, while the offloading and EH cannot be performed simultaneously due to the half-duplex transmission mode.
A. COOPERATIVE RELAY MODEL
At each time slot t, the PT has r (t) p bits to transmit and the PT will monopolize the licensed channel all the time slot T . Therefore, the transmit rate of the PT is given as
where p p is the transmit power of the PT, ≥ 1 is the gap from the channel capacity due to a practical coding and modulation scheme [13] , and B is the bandwidth of the channel. Without loss of generality, we set = 1 for convenience. σ 2 is the power of noise at the PR. The AF strategy is adopted by the WD (the processing capability of the WD may not strong enough to implement decode-and-forward (DF) relaying). In the first relaying phase, namely, τ, τ + t c 2 , the PT transmits its data both to the PR and the WD, the received signals at the PR and the WD are given by
where n (·) is the received complex additive white Gaussian noise (AWGN) with mean 0 and variance σ 2 at each receiver. s is the transmit signal with E |s| 2 = 1. In the second phase, i.e., τ + t c 2 , τ +t c , the WD relays the y WD to the PR by AF, the received signal at the PR is given as
where
+σ 2 is the amplifying gain, p r is the transmit power of the WD. Similar to [13] , we assume that the maximal ratio combining (MRC) receiver is employed by the PR to decode the information. Then, the cooperation rate is given as
Proof: Please refer to Appendix A Therefore, the cooperation time is given as t c = r
B. COMPUTING MODEL OF THE WD
At time slot t, the size of task input of the WD is r
w (in bits). The number of CPU cycles required for computing 1-bit at slot t is C (t) w . Let f denote the CPU frequency of the WD. Then, the local computing rate is f C (t) w (bits/s). The energy consumption per second of the WD for local computing is modeled as γ f 3 [15] , where γ is a constant determined by the switched capacitance of the WD [12] . In partial offloading mode, the task of the WD is executed by jointly local computing and offloading. In the offloading phase, the WD offload another part of the task to the AP with transmit power p f , hence, the number of offloading bits is t f Blog 2 
(in bits). Note that, our system model can be extended to the following scenario: There exist multiple energy limited WDs need to execute MEC, however, the spectrum resource is tense. The WDs can use cognitive radio technique to find idle spectrum. After obtaining the idle spectrum, the WDs can harvested energy through WPT and access the spectrum to offload with a priority order. In order to serve more WDs, the cooperation among WDs can be adopted to increase the data rate of the higher priority WD and complete its transmission early, then, the spectrum can be used by the WD that has lower priority to execute MEC, which increases the spectrum efficiency.
III. PROBLEM FORMULATION
In this section, we first investigate the upper bound of the EE of the WD in in partial offloading and local computing scenarios, respectively. Then, the EE of the WD in practical scenarios are studied.
A. UPPER BOUND OF THE EE IN PARTIAL OFFLOADING SCENARIO
We define the computation EE of the WD as
The numerator and denominator of the EE are the calculated number of bits and the amount of energy consumption of the WD, respectively. Mathematically, the EE maximization problem in partial offloading mode is given as
Tf
where P ap , e t , φ, f max and p max are the transmit power of the AP, the initial energy of the WD at slot t, the EH efficiency, the maximum CPU frequency and the maximum transmit power of the WD, respectively. (8b) and (8c) are energy causality constraints during time interval (0, T ] and (0, τ + t c ], respectively. (8d) is the computing number of bits constraint. To investigate the upper bound of the EE, we consider the inequality constraint (8d). (8e) and (8f) are the constraints on p f , f , p r , t f and τ , respectively. Since the fractional structure and the coupling of the variables, the objective function and (8b)-(8d) are non-convex, problem P 1 is non-convex. Observed from (5), (6), (8b) and (8c) that p r is strong coupled with other variables. Therefore, we fix p r and obtain the optimal p r by one-dimensional line search. In order to decouple the coupling between p f and t f , we introduce a new variable q = t f q f . Then (7) can be transformed as
It can be observed that the numerator of (9) is concave and the denominator is convex, hence, Dinkelbach's method [27] can be used and P 1 can be transformed as
where β is a non-negative and update parameter. The objective function and constraints of P 2 are convex except (10c). Unfortunately, the coupled variables τ and f in (10c) cannot be decoupled. In order to transform the above problem into convex, we propose a two-phase method in the next section.
B. TWO-PHASE METHOD
As mentioned above, the constraint (10c) is non-convex. This is mainly due to that the WD executing local computing during time interval (0, τ + t c ]. Motivated by this, we propose a two-phase method to relax the non-convex constraint of P 2 .
As shown in Fig. 3 , the core of the two-phase method is to separate the local computing from the EH and the cooperation between the WD and the PT. In the first phase, the WD concentrates energy on relaying the PT's data and does not execute local computing during the EH and cooperation. The goal of the first phase is to minimize τ + t c . The optimal problem in this phase is given as
Problem (11) is a linear programming problem and can be easily solved. The optimal solution of (11) is given as
In the second phase, the AP executes the local computing in (τ * + t c , T and transmits the RF signal to charge the WD in (τ * + t c , τ * + t c + t l . Then, the WD offload its data in (τ * + t c + t l , T . The purpose of this phase is to maximize the EE of the WD, which can be expressed as
where ω 1 =T − t c − τ * . Using Dinkelbach's method, P 3 can be transformed as
τ * + γ f 3 ω 1 + q, respectively. Obviously, P 4 is convex, to gain engineering insights, we derive the semi-closed solutions of P 4 .
The partial Lagrangian of P 4 is given as
where ω 2 = ϑ 4 p max − ϑ 3 − ϑ 1 φP ap |g s | 2 , ϑ = (ϑ 1 , ϑ 2 , ϑ 3 , ϑ 4 ) , ϑ i ≥ 0 denote the dual variables associated with (14b)-(14e), respectively. The dual function of P 4 can be calculated as
The dual problem is given as
P 4 is convex and the Slater's condition [28] is satisfied, hence, the strong duality holds between P 4 and P 6 . The dual gap between problem P 4 and P 6 is zero, i.e., solving P 4 is equivalent to solve P 6 . In order to solve P 6 , it is required to solve problem P 5 to obtain the dual function (ϑ). Using the dual decomposition method [29] , problem P 5 can be decomposed into two subproblems, which are given as
For the convenience of presentation, similar to [13] , we use f * , t * f , p * f , q * f to denote the optimal solution of P 5.1 and
to denote the optimal solution of P 4 .
First, we solve problem P 5.1 . Let
The first and second derivatives of (f ) are given as
As (f ) = −6 (β + ϑ 1 ) γ f ω 1 < 0, problem P 5.1 is convex and let (f ) = 0, we have
Leveraging the SPCA algorithm, one can obtain t * f , p * f and q * in semi-closed form, which is stated in the following Lemma. Lemma 1: The optimal solutions of P 5.2 under given ϑ are given as Proof: Please refer to Appendix A. After obtaining f * , t * f , q * , we solve problem P 6 to obtain the dual optimal solution by using the subgradient method [28] . The structure of the algorithm is depicted in Table 1 . The basic idea of the subgradient method is to update ϑ along the negative subgradient of (ϑ), which is a decent direction of the dual function. For (ϑ) in (16a), one subgradient is given as
where (·) † denotes the transpose operation. Proof: Please refer to Appendix B
C. UPPER BOUND OF THE EE FOR LOCAL COMPUTING
We consider the local computing scenario in two cases: the WD executes local computing with cooperation and without cooperation with the PT. In local computing scenario, the WD can harvest energy from the PT and compute the data by using local CPU. However, the amount of energy harvested from the PT maybe smaller than using WPT with the AP. If r (t) w is too large or e t is too small, the energy of the WD may not enough to satisfy the minimum number of the calculated bits constraint. In this case, the WD can cooperate with the PT to obtain larger amount of energy.
The local computing with cooperation is a supplement for the partial offloading scenario (t f = 0, p f = 0). The two-phase method can be directly applied in this scenario. After the first phase, i.e., the cooperation with the PT, the EE VOLUME 7, 2019 maximization problem of the WD is formulated as
The optimal solution of problem P 7 can be obtained by setting the first derivative of the objective function to 0, which can be given as
In no cooperation case, the WD does not cooperate with the PT, the optimization problem is formulated as
Obviously, if
, the optimal solution to problem is given as
If
, the problem is unsolvable.
D. EE MAXIMIZATION IN PRACTICAL SCENARIO
In Section III-A to Section III-C, we investigate the upper bound of the EE. In this section, we study the practical scenario, i.e.,
w . In partial offloading scenario, the optimization problem is given as
Obviously, maximizing
Using the two-phase method, problem P 9 can be transformed into P 10 , which is given as
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The equality constraint (34d) is turned into (35c). Note that at the optimum, the constraint (35c) should be active,
i.e.,
w . This is because the objective function of P 10 is the energy cost of the WD, which is an increasing function of the number of calculated bits. Following the same procedure as for deriving Lemma 1, the optimal solution of P 10 for a fixed p r is obtain as follows.
(36)
where In local computing scenario, the optimization problem without cooperation is given as
the optimal solution is given as
which is same with the upper bound scenario. Similar to the upper bound case, in practical local computing with cooperation scenario, the two-phase method can be directly applied. After the first phase, the optimization problem with cooperation is given as 
the optimal solution of P 12 is given as
According to (29) , when r
, the P 7 and P 12 has same optimal values.
E. COMPLEXITY ANALYSIS
In partial offloading scenario, the subgradient method converges within O 1 ξ 2 iterations [28] , [31] . Suppose β needs ω 1 iterations to converge. During each iteration, suppose the SPCA algorithm needs ω 2 iterations to update x t until it converges. Therefore, the total complexity of our proposed algorithm in upper bound of EE scenario is O 
IV. SIMULATION RESULTS
In this section, the performance of our proposed CR based WPT-MEC framework is investigated by simulation. The simulation parameters are summarized in Table 2 , which are set without loss of generality. For convenience, we drop t from the parameters.
The effect of r w on the EE of the WD in partial offloading scenario is investigated in Fig. 4 . As can be seen that the upper bound of the EE remain unchanged when r w ≤ 4000 and decreases with r w when r w ≥ 4000. This is because that VOLUME 7, 2019 the optimal value of the number of calculated bits is bigger than 4000. When r w gets large (larger than 4000), the WD must cost more energy to satisfy the number of calculated bits constraint, although it will increase the number of calculated bits, the EE of the WD still decreases. More importantly, it can be observed that when r w ≥ 6000, the gap between the practical EE and its upper bound decreases with r w , which verified the correctness of Lemma 2. Similar phenomena can be observed in Fig. 5 , which demonstrate the analysis in Section III-D. Fig. 6 shows the EE of the WD versus r p . Four phenomena can be observed in Fig. 5 . Firstly, the EE of the WD in partial offloading case and local computing with cooperation decrease with r p . This can be explained that when r p get larger, the WD must cost more energy or longer time to cooperatively relay the data of the PT, which results in decline of the EE. Secondly, the EE of the local computing without cooperation does not influenced by r p . This can be easily understanding that the WD does not relay the PT's data, hence, the EE of this case has nothing to do with r p . Thirdly, the EE of the WD in partial offloading case is much higher than local computing cases, which is a common phenomenon in Fig. 4-8 . Finally, we can observe that the local computing without cooperation has higher EE than another local computing case, which is also a common phenomenon in Fig. 4-8 . The reason for this is that without cooperation the WD can use more time to compute the data bits, which increases the EE of the WD. Fig. 7 shows the EE of the WD versus C w . It can be seen that the EE of both partial offloading and local computing cases decrease with C w , i.e., the EE of WD increases with the computing capacity of the WD. Low computing capacity of the WD results in a smaller number of calculated bits per slot, which decreases the EE. Interestingly, it can be found that when C w is small, local computing case without cooperation has higher EE than the practical scenario in partial offloading case, i.e., t f and q are larger than 0, which indicates that when the WD has strong computing capacity, local computing without cooperation is the optimal choose to maximize the EE in practical.
The performance of the MEC is highly depends on the offloading. As shown in Fig. 8 , the higher the power gain FIGURE 9. EE of the WD with local computing versus e.
|g s | 2 the higher the EE of the WD can be obtained. This is consistent with the intuition that the better the channel quality between the WD and the AP the more energy can be harvested by the WD and higher offloading rate can be achieved, which will increase the EE of the WD. The advantage of cooperation in local computing scenario is the relatively adequate energy supply (WPT can be used in this scenario). Fig. 9 compares the EE of the WD in two local computing cases. It can be seen that when e is small, the local computing without cooperation is not available, the EE of the WD is 0. On the other hand, the local computing with cooperation works well in low e region, which demonstrates our analysis. When e becomes larger, the local computing without cooperation has enough energy to execute the computation, the EE of the WD in this case is higher, the reason for this phenomenon has been explained before.
V. CONCLUSIONS
In this paper, we integrated CR, WPT into MEC and proposed a CR based WPT-MEC framework. The EE maximization problems were formulated in both partial offloading and local computing scenarios. A two-phase method was proposed to handle the non-convex problems. Semi-closed solutions were derived. The local computing cases with and without cooperation with the PT were considered and closed-form solutions were provided in this paper. Simulation results showed the performance of our proposed algorithms versus multiple parameters. 
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