Abstract-The stabilization problem of a networked control system under data rate constraints and random packet losses is investigated. In addition to the communication constraints, plant uncertainty is explicitly considered. For a linear parametrically uncertain plat, we show a necessary condition to make the plant output mean square stable, which gives fundamental limitations on data rate, packet loss probabilities, and magnitudes of uncertainty. It is shown that the quantizer which has specific nonuniform cells can achieve stability with a lower data rate compared with the well-known uniform one. A sufficient condition is also given, which is equivalent to the necessary one when the plant is a scalar (one dimensional) system.
I. INTRODUCTION
We consider the stabilization problem of a feedback system in which the plant outputs are transmitted to the controller through a channel with finite bandwidth and the exact plant model is unavailable. In the system, information sent to the controller is limited due to the presence of the channel; this must be harmful on control and hence the influence should be taken account at design. In the paper, we consider two types of constraints on communication: One is that the plant outputs are quantized to digital signals and the number of bits transmitted at each time step is finite. This constraint reflects the limitations on the bandwidth of the channel or the sensor resolution. The other is packet losses. That is, transmitted signals may not arrive at the controller side due to congestion, collision, or effects of noise. The research on this problem of communication constrained control has been an active topic for the past decade.
In pioneering works [1] - [3] for control over finite data rate channels, it has been shown that there exists the tight limitation on the data rate for stability and it is expressed simply by the product of the unstable poles. Motivated by the results, limitations on the data rate have been studied in a wide variety of setups; see [4] , [5] and the references therein.
The behavior of packet losses due to unreliability in communication is often treated as a random process. The limitations on packet loss probability have been also studied actively [6] , [7] . An interesting point is that similar to the data rate bound, the maximum packet loss probability for achieving stabilization is also characterized solely by the product of the unstable poles of the plant. Though most of the literature has assumed that the packet losses occur independently for analytical convenience, several works have considered more advanced random processes. In particular, it is well known that Markov chain can be a useful model to express practical communication failures [8] , [9] . In [10] , the state estimation problem over Markovian losses is studied. The stabilization problem is also tackled both in infinite [11] and finite [12] data rate cases.
In addition to the incompleteness of the plant state observation in the above, this paper deals with uncertainty of the plant model. We note that most of the literature have assumed that the controller side knows the exact plant model. The objective of the paper is to present fundamental bounds on data rate, packet loss probability, and plant uncertainty for the stability of the system. Under the presence of uncertainties, in general, this is a difficult problem. The reason is that the combination of plant uncertainty and the nonlinearity due to quantization raises difficulties in the analysis of state evolution. Several works listed below have investigated control of uncertain plants under communication constraints. In [13] , [14] , linear time-invariant systems with norm bounded uncertainties are considered, and controllers to robustly stabilize the systems are proposed. In [15] , scalar (one dimensional) nonlinear systems with stochastic uncertainties and disturbances are studied, and a data rate bound sufficient for the moment stability is shown. Moreover, this problem is discussed from adaptive control [16] and switching control [17] viewpoints, respectively. In the existing results, however, only sufficient conditions on data rates have been obtained and these results have not been concerned with characterizing the minimum data rate. We also note that the above works consider the cases with lossless channels.
The authors have studied the minimum data rate under model uncertainties and packet losses. The i.i.d. [18] and the Markovian [19] lossy channel cases have been studied, where the plant uncertainty lies only on the A-matrix of the plant dynamics. This paper studies a more realistic class of uncertain plants compared with the previous works; the case in which the actuator in the plant is also allowed to be uncertain. That is, the coefficient of the control input may also be uncertain and may vary within a known interval.
The main difficulty in the setup can be described as follows. Evaluation of the estimation error and its evolution is the key to derive the minimum data rate. The error grows over time due to plant instability and shrinks by state observations. When the exact model of the actuator is Fig. 1 : Networked control system available, the error is invariant with respect to any control inputs. That is, we can bring the state anywhere we want with no penalty. In this paper, we consider the uncertainty on the actuator side and will see that large input in magnitude will result in further growth in the estimation error.
This paper is organized as follows. In the next section, we state the details of the system's component considered here and formulate the stabilization problem. In Section III, we consider the fundamental case in which the plant is restricted to a scalar system. In Section IV, the result shown in the previous section is extended to the general order plants case. Finally concluding remarks are given in Section V.
Due to space limitation, we omit the proofs in the paper. See [20] for related discussions.
Notation: We denote log 2 (·) simply as log(·).
II. PROBLEM SETUP
We consider the networked system depicted in Fig. 1 , where the plant connects with the controller by the communication channel. At time k ∈ Z + , the encoder observes the plant output y k ∈ R and quantizes it to a discrete value. The quantized signal s k ∈ Σ N is transmitted to the decoder through the channel. Here, the set Σ N represents all possible outputs of the encoder and contains N alphabets. Thus, the required data rate is R := log N [bits/sample]. The decoder receives the symbol and decode it into the interval Y k ⊂ R, which is an estimate of y k . The transmitted signal s k may be lost in the channel. The result of the communication is noticed to the encoder by the ACK signal before the next communication starts. Finally, using the past and current estimates, the controller provides the control input u k ∈ R.
The plant is a single-input single-output autoregressive system with uncertain parameters:
The parameters are bounded in the following sets and may be time varying:
where
To make the plant controllable for all time steps, we introduce the following assumption. 
In (1), the order of the input is restricted to one. When the order of the input is two or more, it is difficult to characterize the limitations due to analytical difficulties caused by the uncertainty. To derive a necessary condition, we have to study the optimal input for reducing state estimation errors and estimate the lower bound. For a multi-input plant, the analysis becomes a multi-parameter minimization problem with interval coefficients. The problem may be solved numerically but it is difficult to do so analytically. Since our main concern is to characterize limitations for stability in an explicit way, we introduced this restriction on the plant.
In the communication channel, transmitted signals may be randomly lost. We denote the channel state at time k by the Markovian random variable γ k ∈ {0, 1}. The channel state represents whether the packet is received (γ k = 1) or lost (γ k = 0). The loss probability at time k depends on the previous channel state γ k−1 and is denoted by the failure probability p and the recovery probability q as follows:
We illustrate the state transition probabilities in Fig. 2 . To make the process {γ k } k ergodic, we assume that p, q ∈ (0, 1). Moreover, without loss of generality, we assume that at the initial time k = 0 the packet is successfully transmitted, i.e., γ 0 = 1. There exists such a finite time with probability 1 since {γ k } k is ergodic.
The communicated signal s k ∈ Σ N := {1, 2, . . . , N } is the quantized value of the plant output y k . In particular, s k is generated in the encoder by s k = ϕ N (y k /σ k ). Here, ϕ N (·) is the quantizer, which is a time-invariant map from [−1/2, 1/2] to Σ N and σ k > 0 is a scaling parameter, which is updated to adjust the encoder's input range [−σ k /2, σ k /2] to cover all possible y k and must be computable on both sides of the channel. We will discuss below in this section how to decide σ k . The quantizer divides its input range [−1/2, 1/2] into N cells and its output is the index of the cell which the quantizer input falls into. It is assumed that boundaries of the quantization cells are symmetric about the origin. We denote the boundary points of nonnegative quantization cells from the origin to positive direction by
and h ⌈N/2⌉ = 1/2. When N is odd, the origin is not a boundary of the cells but, for simplicity, we use the same notation for both even and odd N .
The decoder converts the received signal γ k s k to the interval Y k ⊂ R. The interval Y k provides an estimate of the set in which the plant output y k should be contained. If the packet arrives (γ k = 1), then Y k corresponds to the quantization cell that y k falls in. Otherwise Y k is equal to the entire input range of the encoder [−σ k /2, σ k /2], which is available at the decoder.
The initial value of the scaling parameter σ k and its update law should be shared between the encoder and the decoder. We determine the scaling parameter σ k as follows. At time k, the encoder and the decoder predict the next plant output y k+1 based on the estimates
⊂ R be the set of all possible outputs y k+1 of the uncertain system (1). Then the scaling parameter σ k+1 is chosen such that
, where µ(·) denotes the Lebesgue measure on R.
The prediction set of the plant output y k+1 constructed at time k is defined as follows:
Under this definition, our prediction strategy is to use the information regarding y k , . . . , y k−n+1 independently such that y k−i+1 ∈ Y k−i+1 for each i = 1, 2, . . . , n, where Y k−i+1 is the interval received on the decoder side at time
) is large enough to include y k+1 , and it is computable on both sides of the channel because of the ACK signal regarding γ k−1 from the decoder to the encoder.
The controller provides the control input u k based on the past and current estimates
is an arbitrary map from an interval on R to a real number. This paper investigates the stability problem of the feedback system under the presence of the plant uncertainty and the communication constraints. We consider mean square stability which is defined in the following.
Definition 1: The system depicted in Fig. 1 is mean square stable (MSS) if the plant output y k asymptotically goes to zero in the mean square sense for all possible uncertainties within the bounds in (2). That is, for all (deterministic) parametric perturbations a 1,k ∈ A 1 , a 2,k ∈ A 2 , . . . , a n,k ∈ A n , and b k ∈ B, it holds that lim k→∞ E[|y k | 2 ] = 0, where the expectation is with respect to the packet losses.
III. SCALAR PLANTS CASE
In this section, we establish the main result under a simple setup in which the plant is scalar system (n = 1):
where ϵ ≥ 0 and δ ≥ 0. We assume that the magnitude of the plant parameter a k is greater than 1 for all time k, i.e., |a * | − ϵ > 1. This assumption regarding plant instability is required to make the problem interesting and to simplify the analysis.
To express the main result in this section, let us define the following notations:
The parameters r a , r b , and ∆ reflect the magnitudes of the uncertainties and ν represents extra bits required due to packet losses. Theorem 1: Consider the system in Fig. 1 where the plant is scalar system (3). The system is MSS if and only if the following inequalities are satisfied:
For the sufficiency, N should be chosen as an even integer.
This theorem provides limitations for stability on the data rate, the packet loss probabilities, and the plant uncertainty. The required data rate R and the recovery probability q are monotonically increasing with respect to the uncertainty bounds ϵ and δ. This observation is consistent with intuition; more uncertainty on the plant model results in higher requirements in the communication, higher data rate and recovery probability.
We see that the sum of the uncertainties ∆ = ϵ+δ|a * |/|b * | appears in the limitations. It is interesting to note that there is no explicit limitation on neither ϵ nor δ, but the sum of the uncertainties ∆ must be smaller than 1. Here, in the definition of ∆, the product δ|a * | implies that the effect of δ on the stability becomes greater when the plant becomes more unstable. Intuitively, this is because once a control input is applied to the plant state, then at the next time the state is amplified due to plant instability.
We remark that when δ = 0, then the limitations R and q coincide with those shown in [19] , where uncertainty lies only on a k . Moreover, if a k is also known, i.e., ϵ = δ = 0, then the limitations are equal to those in [12] in which the exact plant model is assumed to be available.
Example 1: Consider a plant with a * = 2.0 and b * = 1.0, and set the lossy probabilities as p = 0.05 and q = 0.90. Fig. 3 shows the bound R on the data rate given in Theorem 1 versus the uncertainties ϵ on a k and δ on b k . For a large ϵ and δ such that ∆ takes a value close to 1, we need infinitely large data rate to stabilize the system. The proof of Theorem 1 is outlined in Section III-A. The key idea to establish the theorem lies in evaluating the expansion rate of the state estimation sets due to plant instability. Compared with our previous work [19] , the main difficulty is that we have to take account of expansion of the state estimation sets by control inputs. If we know the exact control input applied to the plant, then the width of an estimation set is invariant with respect to the input since we can track the variation of the state precisely. However, in the current setup, the estimation set will be expanded by the control input due to the existence of the uncertainty on b k . Hence, the scaling parameter σ k+1 stored in the quantizer must be selected to cover this expansion due to the uncertain input in addition to the expansion by plant instability.
A. Outline of the proof of Theorem 1
The proof consists of the three steps. The first step is to estimate the expansion rate of the estimation sets. For a given quantizer whose boundary points are {h l } l , let us define w l , l = 0, 1, . . . , ⌈N/2⌉ − 1, as
Then the lth quantization cell is enlarged to w l by plant instability and the uncertain control input.
The following lemma gives an upper bound on w l . Lemma 1: The system depicted in Fig. 1 
Next, as the second step, we find the quantizer that minimizes the left-hand side of (8) 
if N is odd,
if N is even,
where t :
We claim that the following quantizer ϕ * N represented by the boundary points {h * l } l are the optimal one. Lemma 2: The quantizer ϕ * N minimizes max l w l . The quantization cells of the optimal quantizer ϕ * N are nonuniform when the plant is uncertain with ϵ > 0 or δ > 0. The structure of the cells are similar to the quantizer which has been introduced in our previous work [18] . Both quantizers have nonuniform cells designed to minimize the effect of the plant uncertainty on the state estimation: Under the plant uncertainty (3), cells further away from the origin, i.e., larger in magnitude, will expand more by plant instability. Thus, the cells become narrower toward the ends of the input range to make the width of the expanded sets the same for all cells. When there is no uncertainty in the plant, i.e., ϵ = δ = 0, then ϕ * N becomes the well-known uniform quantizer. It is interesting to note that quantizers which have nonuniform cells have been proposed in [21] and [22] .
We illustrate the optimal quantizer ϕ * N in an example. Example 2: Consider a plant with a * = 3.0, ϵ = 0.5, and b * = 1.0, and suppose that N = 8. We show the boundaries of ϕ * N in Fig. 4 : in Fig. 4 (a) δ = 0.0, and in Fig. 4(b) 
We can observe that when there exists more uncertainty, ϕ * N takes a more nonuniform structure. The last step is to show that under the use of the quantizer ϕ * N , the inequality (8) in Lemma 1 is equivalent to (5)-(7). This is done by substituting (9) and (10) into w l in (8).
IV. GENERAL ORDER PLANTS CASE
In this section, we consider general order plants in (1) . Based on the result for the fundamental case in Section III, we show a necessary condition for stability. However, we cannot say the condition is tight unlike the scalar plants case. A sufficient condition is also provided. We develop a control scheme and give a stability test theorem.
A. Limitations for stability
We start with introducing the following assumption regarding plant instability, which will be required in this subsection.
Assumption 2: For every time k ∈ Z + , the plant has at least one unstable pole and the absolute value of the product of the poles is greater than 1. That is, we assume that |a * n | − ϵ n > 1.
To represent the necessary condition, let us define the following notations:
These are equivalent to the transition probabilities of the channel state from a time to the time after n steps. We will use these expressions to reduce the analysis for the nth order plants case to that for the scalar systems case. Moreover, let λ * Π denote the product of the poles of the nominal plant, i.e., λ * Π = a * n . Then, we redefine r a , ∆, and ν in (4) as
Note that when n = 1, the above definitions are the same as those in (4) and r b defined in (4) is used in this section. We now present the necessity result. Theorem 2: For the system in Fig. 1 satisfying Assumptions 1 and 2, if the system is MSS, then it holds that R > { log
Theorem 2 shows limitations for stability expressed by the product of the poles λ * Π . In [2] , [3] , [23] , where cases of known plants with i.i.d. channels are considered, the tight limitations have been shown and they are characterized by the product of the unstable poles. In view of these results, the limitations in (11)-(13) may contain some conservativeness. However, because of the uncertainty, it is difficult to omit stable state separate by applying transformation of the coordinate as in known plants cases. Hence, we have considered λ * Π , which may include stable poles. We note that when n = 1 then (11)-(13) are equivalent to (5)- (7) in Theorem 1. For the case of multi-dimensional plants (n ≥ 2), if δ = 0, then the limitations in the theorem coincide with those in [19] . However, even if ϵ n = δ = 0, the limitations may be greater than those shown in [12] except the i.i.d. channel case, i.e., p + q = 1. To evaluate the conservativeness is left for future work.
B. Stabilizing controller
In this section, we present a sufficient condition for the existence of a control scheme to make the feedback system MSS. The condition provides a stability test based on the spectral radius of a certain matrix, and in the derivation, results for stability of Markov jump linear systems [24] play a central role. A related approach can be found in [25] , where the known plants case has been studied.
Given a data rate R and any quantizer with its boundaries {h l } l , we set the control law as follows: In the encoder and the decoder, the scaling parameter σ k is determined by
at each time k. Here c(·) is the midpoint of an interval. Furthermore, the control input u k is given as
Next, we introduce notations required to express the sufficient condition. For i = 1, 2, . . . , n, let the random variables θ i,k be given by
Here, w i is defined as follows for the given quantizer boundaries {h l } l : Here, Γ k is the random vector defined as
Using these notations, we can express an upper bound on the scaling parameter as
T . The transition probability matrix P ∈ n ×2 n for the random process {Γ k } k is given as Finally, we define the matrix F using H Γ k and P by
where F 1 := P T ⊗ I n 2 and F 2 := diag(H Γ (1) ⊗ H Γ (1) , . . . , H Γ (2 n ) ⊗ H Γ (2 n ) ). Here, diag(·) denotes a block diagonal matrix, ⊗ is the Kronecker product, and Γ (1) , . . . , Γ We are now ready to present the main result of the subsection.
Theorem 3: Given the data rate R = log N , the loss probability p ∈ [0, 1), and the quantizer {h l } l , if the matrix F in (16) satisfies
then under the control law using (14) and (15), the system depicted in Fig. 1 satisfying Assumption 1 is MSS.
We have seen in Theorem 1 that, for the scalar plants case, the limitations given in Theorem 2 are necessary and sufficient. However, in general, there exist a gap between the necessary bounds and the sufficient bounds numerically obtained from the condition (17) .
V. CONCLUSION
In this paper, we have addressed the stabilization problem of uncertain networked control systems, in which the plant is an autoregressive system whose coefficient may vary within intervals, and the transmitted signal is subject to quantization and random loss. The main results establish the limitations and trade-off relationships for stability among the data rate, the transition probabilities of the channel states, and the uncertainty bounds. In future research, we will consider a more general class of uncertain plants and extensions to distributed control systems.
