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Weighted finite Fourier transform operator: Uniform approximations of
the eigenfunctions, eigenvalues decay and behaviour.
Abderrazek Karouia 1 and Ahmed Souabnia
a University of Carthage, Department of Mathematics, Faculty of Sciences of Bizerte, Tunisia.
Abstract— In this paper, we first give two uniform asymptotic approximations of the eigenfunctions
of the weighted finite Fourier transform operator, defined by F (α)c f(x) =
∫ 1
−1
eicxyf(y) (1− y2)α dy,
where c > 0, α > −1 are two fixed real numbers. The first uniform approximation is given in terms
of a Bessel function, whereas the second one is given in terms of a normalized Jacobi polynomial.
These eigenfunctions are called generalized prolate spheroidal wave functions (GPSWFs). By using
the uniform asymptotic approximations of the GPSWFs, we prove the super-exponential decay rate
of the eigenvalues of the operator F (α)c in the case where 0 < α < 3/2. Finally, by computing the
trace and an estimate of the norm of the operator Qαc =
c
2π
Fα∗c Fαc , we give a lower and an upper
bound for the counting number of the eigenvalues of Qαc , when c >> 1.
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1 Introduction
In the early 1960’s, D. Slepian and his co-authors H. Landau and H. Pollack, have greatly contributed
in developing the theory of prolate spheroidal wave functions (PSWFs), see their pioneer work [14, 20,
21, 22]. For c > 0, a positive real number, called bandwidth, the PSWFs, denoted by (ψn,c)n≥0 are
the eigenfunctions of the finite Fourier transform operator Fc, as well as the Sinc kernel convolution
operator Qc, defined on L2([−1, 1]) by Fcf(x) =
∫ 1
−1
eicxyf(y) dy, Qc(f)(x) = 2c
π
F∗c ◦ Fc. Perhaps
the starting point of the theory of PSWFs is the Slepian’s result concerning the commutativity
property of the integral operators Fc and Qc with the following perturbed Legendre differential
operator
Lcy(x) = −(1− x2)y”(x) + 2xy′(x) + c2x2y(x).
Since LcFc = FcLc, then the PSWFs are also, the bounded eigenfunctions over I = [−1, 1] of
the Sturm-Liouville operator Lc. Many desirable properties, computational schemes, asymptotic
results and expansions of the PSWFs are consequences of the previous commutativity property.
This important property has allowed the use and the application of the rich literature of the theory
of Sturm-Liouville operators in the context of the PSWFs.
We should mention that the PSWFs have found applications in various area such as applied
mathematics, mathematical physics, random matrices, signal processing, etc., see [11] for a compre-
hensive review of the theory and some applications of the PSWFs. Note that most of the PSWFs
1 Cooresponding author: Abderrazek Karoui, Email: abderrazek.karoui@fsb.rnu.tn This work was supported by
the DGRST research Grant UR13ES47 and the CMCU Research project 15G 1504.
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applications, rely of the decay rate and the behaviour of the eigenvalues of the integral operator Fc
or of Qc, as well as the bounds and the local estimates of the PSWFs.
Recently, there is an interest in the spectral analysis of a more general compact integral operator,
the weighted finite Fourier transform operator F (α)c , defined by
F (α)c f(x) =
∫ 1
−1
eicxyf(y)ωα(y) dy, ωα = (1− y2)α, α > −1. (1)
It is well know, see [12, 24] that the operator Qαc =
c
2π
Fα∗c Fαc is defined on L2(I, ωα) by
Qαc g(x) =
∫ 1
−1
c
2π
Kα(c(x − y))g(y)ωα(y) dy, Kα(x) =
√
π2α+1/2Γ(α+ 1)
Jα+1/2(x)
xα+1/2
. (2)
The eigenvalues µ
(α)
n (c) and λ
(α)
n (c) of Fαc and Qαc are related to each others by the identity
λ(α)n (c) =
c
2π
|µ(α)n (c)|2. Moreover, both operators commute with the following Jacobi-type Sturm-
Liouville operator L(α)c , defined by
L(α)c (f)(x) = −
d
dx
[
ωα(x)(1 − x2)f ′(x)
]
+ c2x2ωα(x)f(x).
The infinite countable set of the eigenfunctions of Fαc ,Qαc and L(α)c will be denoted by (ψ(α)n,c )n≥0.
They are called generalized prolate spheroidal wave functions (GPSWFs). Some properties as well
as a first set of local estimates and bounds of the GPSWFs have been given in [12]. It can be easily
checked that χn,α, the n−th eigenvalue of the differential operator L(α)c satisfies the inequalities, see
[12]
n(n+ 2α+ 1) ≤ χn,α ≤ n(n+ 2α+ 1) + c2, n ≥ 0.
Also, it has been shown in [5] that in the special case where α = 0, the eigenvalues λn(c) = λ
(0)
n (c)
decay asymptotically faster than e−2n log(
an
c ) for any positive real number 0 < a < 4e . In [24], for
a more general value of α > −1, the authors have checked that for the sequence of the eigenvalues
λ
(α)
n (c) have an asymptotic decay rate similar to the sequence e
−(2n+1) log( 4n+4α+2ec ). Nonetheless,
this result is obtained by using some heuristic results concerning the behaviour and the decay of
the coefficients of the Gegenbauer’s series expansion of ψ
(α)
n,c . In this work, we give a proof of the
previous super-exponential decay rate of the λ
(α)
n (c) in case where 0 < α < 3/2. This proof is based
on two uniform asymptotic approximations of the ψ
(α)
n,c . The first one is given in terms of the Bessel
function Jα(·) and the second one is given in terms of the normalized Jacobi polynomial P˜ (α,α)n .
Note that the ψ
(α)
n,c and P˜
(α,α)
n are normalized by the following rules∫ 1
−1
(P˜ (α,α)n (x))
2ωα(x) dx = 1,
∫ 1
−1
(ψ(α)n,c (x))
2ωα(x) dx = 1. (3)
Under the above normalisation of ψ
(α)
n,c , we show that for any positive integer n with q =
c2
χn,α
< 1,
we have
ψ(α)n,c ≈
√
π
2K(
√
q)
(χn,α)
1/4
√
S(x)Jα(
√
χn,αS(x))
(1− x2)1/4+α/2(1− qx2)1/4 , x ∈ [0, 1].
Here, S(x) =
∫ 1
x
√
1− qt2
1− t2 dt, K(r) =
∫ 1
0
1√
(1− t2)(1− r2t2) , dt 0 ≤ r < 1. Also, by using some
properties and estimates of the Jacobi polynomials and Jacobi functions of the second kind, we
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prove that if 0 < q ≤ q0 < 1, then for sufficiently large values of n, we have the following uniform
approximation of the ψ
(α)
n,c in terms of the Gegenbauer’s polynomial,∣∣∣ψ(α)n,c (x) −AnP˜ (α,α)n (x)∣∣∣ ≤ Cα(q0) c2n+ 2α+ 1 , ∀ x ∈ [−1, 1],
where An is a normalization constant, satisfying |1−An| ≤ Cα(q0) c
2
2n+ 2α+ 1
and Cα is a constant
depending only on α. Also, we show that if 0 < δ < 1 and if Mc(δ) is the number of eigenvalues of
Q
(α)
c , α > 0, which are not smaller than δ, then
γα − δ
1− δ
c
2π
(22α+1B(α+ 1, α+ 1))2 + o(c) ≤Mc(δ) ≤ 1
δ
[
c
2π
[
22α+1B(α + 1, α+ 1)
]2]
. (4)
Here, γα = 2
4α
(
B(2α+1,2α+1)
B(α+1,α+1)
)
and B(·, ·) is the beta function.
This work is organized as follows. In section 2, we study a uniform asymptotic approximation
of the ψ
(α)
n,c in terms of the Bessel function Jα. This approximation result is based on the use of the
WKB and Olver’s methods, together with some properties of Bessel functions. In section 3, we first
list some properties and estimates of the Jacobi polynomials and Jacobi functions of the second kind.
Then by using these results, we prove the asymptotic uniform approximation of the ψ
(α)
n,c in terms of
the Jacobi polynomials P˜
(α,α)
n . In section 4, we first use the result of the previous two sections and
prove the super-exponential decay rate of the λ
(α)
n (c), for 0 < α < 3/2. Then, by using the trace and
an estimate of the norm of the integral operator Qαc , we give a lower and an upper bound for the
counting number of the eigenvalues λ
(α)
n (c).
2 Uniform approximation of the eigenfunction in terms of
Bessel functions.
Let wα(x) = (1−x2)α and recall that the GPSWFs are also the bounded eigenfunctions on I = [−1, 1]
of the following differential equation,
(1 − x2)ψ′′(x) − 2(α+ 1)xψ′(x) + (χn,α − c2x2)ψ(x) = 0. (5)
Here, χn,α is the (n+ 1)th eigenvalue of the following Sturm-Liouville differential operator
L(α)c (f)(x) = −
d
dx
[
ωα(x)(1 − x2)f ′(x)
]
+ c2x2ωα(x)f(x) (6)
Recall that the eigenvalue χn,α satisfies the following classical inequalities,
n(n+ 2α+ 1) ≤ χn,α ≤ n(n+ 2α+ 1) + c2, ∀n ≥ 0. (7)
The previous differential equation is rewritten as
−L(α)c ψ(x) +wα(x)χn,αψ(x) = (wα(x)ψ′(x)(1− x2))′ +wα(x)(χn,α − c2x2)ψ(x) = 0, x ∈ [−1, 1].
(8)
We use the Liouville transformation to transform this later equation into a Liouville normal form.
More precisely, for a positive integer n with q =
c2
χn,α
< 1, we consider the incomplete elliptic integral
S(x) =
∫ 1
x
√
1− qt2
1− t2 dt. (9)
3
It has been shown in [6], that for 0 < q < 1, we have
(1 − q
2
)
√
(1 − x2)(1 − qx2) ≤ S(x) ≤ 5− q
3
√
(1− x2)(1 − qx2). (10)
Then, we write ψ
(α)
n,c into the form
ψ(x) = φα(x)V (S(x)), φα(x) = (1− x2)(−1−2α)/4(1− qx2)−1/4. (11)
By combining (8), (11) and using straightforward computations, it can be easily checked that V (·)
satisfies the following second order differential equation
V ′′(s) + (χn,α + θα(s))V (s) = 0, s ∈ [0, S(0)] (12)
with
θα(S(x)) = (wα(x)(1 − x2)φ′α(x))′
1
φα(x)wα(x)(1 − qx2) .
If Qα(x) = wα(x)
2(1 − x2)(1 − qx2), then we have φ
′
α(x)
φα(x)
= −1/4Q
′
α(x)
Qα(x)
. It follows that θα(S(x))
can be written as
θα(S(x)) =
1
16(1− qx2)
[(Q′α(x)
Qα(x)
)2
(1−x2)−4 d
dx
(
(1−x2)Q
′
α(x)
Qα(x)
)
−4(1−x2)Q
′
α(x)
Qα(x)
w′α(x)
wα(x)
]
. (13)
Since Qα(x) = w
2
α(x)Q0(x), then we have
Q′α(x)
Qα(x)
= 2
w′α(x)
wα(x)
+
Q′0(x)
Q0(x)
and
w′α(x)
wα(x)
= − 2αx
1− x2 . Hence,
we have
θα(S(x)) = θ0(S(x)) +
−1
4(1− qx2)
[(w′α(x)
wα(x)
)2
(1− x2) + 2 d
dx
[(1− x2)w
′
α(x)
wα(x)
]
]
(14)
= θ0(S(x)) +
1
(1− x2)(1 − qx2)
(
− α2x2 + α(1 − x2)
)
(15)
= θ0(S(x)) +
α(1 + α)
(1− qx2) −
α2
(1− qx2)(1− x2) . (16)
It has been shown in [6] that∣∣∣∣θ0(x)− 14S2(x)
∣∣∣∣ ≤ 3 + 2q4(1− qx2)2 ,
∣∣∣∣ 1S2(x) − 1(1− qx2)(1− x2)
∣∣∣∣ ≤ 3(1− qx2)2 , x ∈ (−1, 1).
Consequently, if Gα(·) is the function given by
Gα(x) =
1/4− α2
S2(x)
− θα(x), x ∈ (−1, 1), (17)
then, we have
|Gα(x)| ≤ 3 + 2q + 12α
2
4(1− qx2)2 +
α(α+ 1)
1− qx2 , x ∈ (−1, 1), (18)
As it is done in [6], by using the substitution t = S(x), it can be easily checked that∫ S(x)
0
|Gα(t)| dt ≤ 3 + 2q + 12α
2
4(1− q)
(
qx
√
1− x2√
1− qx2
+ S(x)
)
+α(α+1)K(x,
√
q) = gα,q(x), x ∈ [0, 1),
(19)
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where K(x,
√
q) =
∫ 1
x
1√
(1− t2)(1 − qt2) dt. In particular, we have∫ S(0)
0
|Gα(t)| dt ≤ 3 + 2q + 12α
2
4(1− q) E(
√
q) + α(α + 1)K(
√
q) = gα,q(0). (20)
Here, K(·) and E(·) are the Legendre Elliptic integrals of the first and the second kind, given
respectively by
K(r) =
∫ 1
0
1√
(1 − t2)(1− r2t2) dt, E(r) =
∫ 1
0
√
1− r2t2
1− t2 dt, r ∈ [0, 1).
We have just proved the following Lemma.
Lemma 1. Under the above notations, consider two real numbers c > 0, α > −1 and let n be
a positive integer so that q =
c2
χn,α
< 1. If V (·) is the function given by (11), then it satisfies the
differential equation
V ”(s) +
(
χn,α +
1
4 − α2
s2
)
V (s) = Gα(s), s ∈ (0, S(0)], (21)
where Gα(·) is given by (17) and satisfying (19) and (20).
Since ψ
(α)
n,c has the same parity as n, then it suffices to study the uniform approximation of the
GPSWFs over the interval [0, 1]. For this purpose, we use the following the weight and modulus
functions defined for any real α > −1 as follows, see for example [[18], p. 437],
Eα(x) =

(−Yα(x)/Jα(x))1/2 if 0 < x ≤ Xα
1 if x ≥ Xα,
(22)
Mα(x) =

(2|Yα(x)|Jα(x))1/2 if 0 < x ≤ Xα
(J2α(x) + Y
2
α (x))
1/2 if x ≥ Xα,
(23)
with Xα is the first zero of Jα(x) + Yα(x). The following proposition will be used for the error
analysis study of the uniform approximation of the GPSWFs.
Proposition 1. Under the above notation, for any real α ≥ − 12 , we have
sup
x>0
xM2α(x) ≤ mα =

2/π if |α| ≤ 12
max
(−2αJα(α)Yα(α) + 4αpi ;α(J2α(α) + Y 2α (α))) , if α > 12 . (24)
Proof: We first note that from [[25], p.446], the function x
(
J2α(x) + Y
2
α (x)
)
is increasing if |α| ≤ 1/2
and it is decreasing if α > 1/2. Let |α| ≤ 1/2, since
2x|Jα(x)Yα(x)| ≤ x
(
J2α(x) + Y
2
α (x)
)
, x > 0
and since Jα(x), Yα(x) have the asymptotic behaviours as x→ +∞, given by
Jα(x) ∼
√
2
πx
cos
(
x− απ
2
− π
4
)
, Yα(x) ∼
√
2
πx
sin
(
x− απ
2
− π
4
)
, (25)
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then we have
sup
x>0
xM2α(x) ≤ limx→+∞x
(
J2α(x) + Y
2
α (x)
)
= 2/π, |α| ≤ 1/2. (26)
Next, let α > 1/2 and let jα,1, j
′
α,1 and yα,1 denote the first zeros of Jα(x), J
′
α(x) and Yα(x),
respectively. It is known, see for example [[25], p. 487] that
α <
√
α(α + 2) < j′α,1 < yα,1 < jα,1.
Moreover, from the following asymptotic behaviours as x→ 0+, of the Bessel functions, given by
Jα(x) ∼ 1
Γ(α+ 1)
(x
2
)α
, Yα(x) = − 1
π
Γ(α)
(x
2
)−α
, x→ 0+, (27)
one concludes that the function xJα(x)|Yα(x)| = −xJα(x)Yα(x) is positive and bounded over the
interval (0, α].
Next, we check that for any α > 1/2, Xα > α, where Xα is the first root of Jα(x) + Jα(x) = 0.
To this end, we first note that from [[2], p.201], the Wronskian of Jα, Yα is given by
W (Jα, Yα)(x) = Jα(x)Y
′
α(x) − J ′α(x)Yα(x) =
2
πx
, x > 0. (28)
Consequently, for any α > −1, we have
∂
∂x
(−Yα(x)
Jα(x)
)
= − 2
πxJ2α(x)
< 0, x > 0. (29)
Also, note that from [[18], p.438], Xα has the following asymptotic formula, valid for large values of
the parameter α,
Xα = α+ c(α/2)
1/3 +O(α−1/3), c ≈ 0.366.
Hence, there exists α0 > 0, so that Xα > α, whenever α ≥ α0. Consequently, we have
−Yν(ν)
Jν(ν)
≥ −Yν(Xν)
Jν(Xν)
= 1, ∀ ν ≥ α0,
which means that lim
ν→+∞
−Yν(ν)
Jν(ν)
≥ 1. On the other hand, from [[25], p.515], we have
∂
∂ν
(−Yν(ν)
Jν(ν)
)
< 0, ν > 0.
Consequently, for any α ≥ 1/2, we have
−Yα(α)
Jα(α)
≥ lim
ν→+∞
−Yν(ν)
Jν(ν)
≥ 1 = −Yα(Xα)
Jα(Xα)
,
which means that Xα > α, whenever α ≥ 1/2. Hence, for 0 < x < α, by integrating (29) over the
interval [x, α] and using the fact that the function xJ2α(x) is increasing, one gets
− 2xJα(x)Yα(x) = 2xJ2α(x)
−Yα(α)
Jα(α)
+
4
π
∫ α
x
xJ2α(x)
tJ2α(t)
dt
≤ 2αJ2α(α)
−Yα(α)
Jα(α)
+
4α
π
, 0 < x ≤ α. (30)
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On the other hand, since 2x|Jα(x)Yα(x) ≤ x
(
J2α(x) + Y
2
α (x)
)
, since this later is decreasing for
α ≥ 1/2 and since Xα > α, then we have
max
(
sup
x∈[α,Xα]
−xJα(x)Yα(x); sup
x≥Xα
x
(
J2α(x) + Y
2
α (x)
)) ≤ α (J2α(α) + Y 2α (α)) . (31)
Finally, by combining (30) and (31), one gets the desired bound (24). 
Once we have Lemma 1 and proposition 1, one can prove the following theorem that provides us
with the uniform approximation over [0, 1] of the ψ
(α)
n,c .
Theorem 1. let c > 0, α ≥ −1/2 be two real numbers and let n ∈ N be such that q = c2/χn,α < 1
and (1− q)√χn,α ≥ π(74 + 3α2)mα. Then under the previous notations, one can write
ψ(α)n,c (x) = Aα(q)
(χn,α)
1/4
√
S(x)Jα(
√
χn,αS(x))
(1 − x2)1/4+α/2(1− qx2)1/4 + En,α(x), 0 ≤ x ≤ 1, (32)
Here, Aα(q) is a normalization constant and
|En,α(x)| ≤ εn,αAα(q) (1− x
2)1/4
(1− qx2)3/4
χ
1/4
n,α
√
S(x)Mα(
√
χn,αS(x))
(1− x2)α/2Eα(√χn,αS(x)) , (33)
where,
εn,α =
1
(1− q)√χn,απ(e − 1)(7/4 + 3α
2)mα. (34)
Here, mα is as given by (24).
Proof: We first recall that for x ∈ [0, 1], ψ(α)n,c (x) =
V (S(x))
(1− x2)1/4+α/2(1− qx2)1/4 , where V (·) is a
bounded solution on [0, S(0)] of the differential equation (21). On the other hand, the general
solution of this later is given by
V (s) = Aα(q)V1(
√
χn,αs) +Bα(q)V2(
√
χn,αs) +
∫ s
0
√
stχn,α
W (V1(
√
χn,α·), V2(√χn,α·))(t) ·(
Jα(
√
χn,αt)Yα(
√
χn,αs)− Jα(√χn,αs)Yα(√χn,αt)
)
Gα(t)V (t) dt. (35)
Here, V1(t) =
√
tJα(t), V2(t) =
√
tYα(t). For the homogeneous solutions V1(
√
χn,αs), V2(
√
χn,αs) of
(21), one may refer to [[2], p. 201]. Note that from (10) and the asymptotic behaviours of Jα, Yα,
given by (27), one concludes that the function
V1(S(x))
(1 − x2)1/4+α/2(1 − qx2)1/4 is bounded at x = +1,
or s = S(1) = 0, which is not the case for the function
V2(S(x))
(1− x2)1/4+α/2(1− qx2)1/4 . Hence, in (35),
we have Bα(q) = 0. Moreover, from the expression of the Wronskian given by (28), one can easily
check that
V (S(x)) = Aα(q)(χn,α)
1/4
√
S(x)Jα(
√
χn,αS(x)) +
π
√
S(x)
2
√
χn,α
·
∫ S(x)
0
√
t
(
Jα(
√
χn,αt)Yα(
√
χn,αS(x)) − Jα(√χn,αS(x))Yα(√χn,αt)
)
Gα(t)V (t) dt
= Aα(q)(χn,α)
1/4
√
S(x)Jα(
√
χn,αS(x)) +Rn,α(x). (36)
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On the other hand, from [[18], p.450], a bound of the reminder term Rn,α(x) is given as follows,
|Rn,α(x)| ≤ Aα(q)χ1/4n,α
√
S(x)
Mα(
√
χn,αS(x))
Eα(
√
χn,αS(x))
(
eγn(x) − 1
)
, (37)
where γn(x) =
π
2
√
χn,α
∫ S(x)
0
t
√
χn,αM
2
α(
√
χn,αt)|Gα(t)| dt. Moreover, from (19) and(24), we have
γn(x) ≤ π
2
√
χn,α
mαgα,q(x), x ∈ [0, 1]. (38)
Also, since
K(x,
√
q) ≤ 1√
1− qx2
∫ 1
x
dt√
1− t2 ≤
2
1− q
√
1− x2√
1− qx2
and since from [6], we have
qx
√
1− x2√
1− qx2
+ S(x) ≤ 2
√
1− x2√
1− qx2
, one gets
|gα,q(x)| ≤
√
1− x2√
1− qx2
(
3 + 12α2 + 2q
2(1− q) +
4(1− q)
2(1− q)
)
.
Consequently, we have
|gα,q(x)|
(1 − x2)1/4(1− qx2)1/4 ≤
1
1− q
(1− x2)1/4
(1− qx2)1/4 (7/2 + 6α
2). (39)
Moreover, since (1 − q)√χn,α ≥ π(74 + 3α2)mα, then for x ∈ [0, 1], we have γn(x) ≤ γn(0) ≤ 1.
Hence, we have (
eγn(x) − 1
)
≤ γn(x)e
γn(0) − 1
γn(0)
≤ γn(x)(e − 1), (40)
Finally, since ψ(α)n,c (x) = (1− x2)−α/2−/4(1− qx2)−1/4V (S(x)), then by using (36), (38), (39) and
(40), one gets the desired result (32). 
Remark 1. Since
Mα(s)
Eα(s)
=

√
2Jα(s) if 0 < s ≤ Xα(
J2α(s) + Y
2
α (s)
)1/2
if s ≥ Xα,
then from the asymptotic behaviour of Jα(x), given by (27), one concludes that the quantity in the
reminder term (33), given by
χ
1/4
n,α
√
S(x)Mα(
√
χn,αS(x))
(1− x2)α/2Eα(√χn,αS(x))
is bounded on [0, 1).
Note that since εn(1) = 0, and since from [6], we have limx→1 S(x)/
√
(1− x2)(1 − qx2) = 1,
then by using the asymptotic behaviour of Jα(
√
χn,αS(x)) as x→ 1−, which is obtained from (27),
one concludes that the normalisation constant Aα(q) of Theorem 1, is given by
Aα(q) =
2αΓ(1 + α)
(1− q)α/2χ1/4+α/2n,α
ψαn,c(1). (41)
Next, we give an accurate explicit approximation of the normalisation constant Aα(q), so that
the ψαn,c are normalized by the requirement that
8
‖ψ(α)n,c‖2L2([−1,1],ωα) =
∫ 1
−1
(
ψ(α)n,c (x)
)2
ωα(x) dx = 1, ωα(x) = (1− x2)α. (42)
To this end, we first define the following two constants depending on α,
µα = |α2 − 1
4
|, cα =
{ √
2/π if |α| ≤ 1/2
0.675
√
α1/3 + 1.9
α1/3
+ 1.1α if α > 1/2.
(43)
The following lemma is essential in the estimate of the normalization constant Aα(q).
Lemma 2. Let α ≥ −1/2, then for any x > 0, we have∫ x
0
tJ2α(t) dt =
x2
2
[
J2α(x) + J
2
α+1(x)−
2α
x
Jα(x)Jα+1(x)
]
=
x
π
+ ηα(x), (44)
where
sup
x≥0
|ηα(x)| ≤Mα = max
(
1
π
, c2α −
1
π
, κα
)
(45)
with
κα =
4
5
√
2
π
(µα + µα+1) +
8
25
(µ2α + µ
2
α+1) + |α|cαcα+1.
Proof: The first equality in (44) is a consequence of the following identity, see [[19], p.241]∫ x
0
tJ2α(t) dt =
x2
2
[
J2α(x) − Jα−1(x)Jα+1(x)
]
, α > −1/2,
combined with the well known identity
Jα−1(x) =
2α
x
Jα(x)− Jα+1(x).
Moreover, it has been shown in [13], that for α ≥ −1/2, we have
sup
x≥0
x3/2
∣∣∣∣∣Jα(x) −
√
2
πx
[
cos
(
x− (α+ 1/2)π
2
)∣∣∣∣∣ ≤ 45µα. (46)
Hence, by using the previous inequality, one gets∣∣∣∣J2ν (x) − 2πx cos (x− (ν + 12)π2 )
∣∣∣∣ ≤ 45x3/2µα
(
|Jν(x)| +
√
2
πx
)
, x ≥ 1, ν = α, α+ 1. (47)
Moreover, from (46), one gets
|Jν(x)| ≤ 4
5
µν +
√
2
πx
, x ≥ 1. (48)
By using the previous two inequalities, one obtains∣∣∣∣J2α(x) + J2α+1(x)− 2πx
∣∣∣∣ ≤ 85
√
2
π
1
x2
(µα + µα+1) +
16
25x3
(µ2α + µ
2
α+1), x ≥ 1.
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Hence, we have
x2
2
∣∣∣∣J2α(x) + J2α+1(x) − 2αx Jα(x)Jα+1(x) − 2πx
∣∣∣∣
≤ 4
5
√
2
π
1
x2
(µα + µα+1) +
8
25x
(µ2α + µ
2
α+1) + |α|x|Jα(x)Jα+1(x)|, x ≥ 1. (49)
On the other hand, it has been shown in [17], that
sup
x≥0
√
x|Jα(x)| ≤ cα, (50)
where an upper bound of cα is given by (43). Finally, by combining the previous two inequalities,
one gets a bound for |ηα(x)| for x ≥ 1. To get a bound ηα(x) over the interval [0, 1], it suffices to
note that from (44), we have
sup
x∈[0,1]
|η′α(x)| = sup
x∈[0,1]
∣∣∣∣xJ2α(x)− 1π
∣∣∣∣ ≤ max( 1π , c2α − 1π
)
.
Since ηα(0) = 0, then the previous bound is also valid for sup
x∈[0,1]
|ηα(x)|, that is
|ηα(x)| ≤ max
(
1
π
, c2α −
1
π
)
, 0 ≤ x ≤ 1. (51)
Finally, to conclude for the proof of the lemma, it suffices to combine (49), (50) and (51). 
The following lemma provides us with an explicit estimate of the weighted L2([0, 1], ωα)−norm
of ψ˜
(α)
n,c , the uniform approximation of the GPSWFs, given in Theorem 1, by
ψ˜(α)n,c (x) = Aα(q)
(χn,α)
1/4
√
S(x)Jα(
√
χn,αS(x))
(1− x2)1/4+α/2(1− qx2)1/4 , x ∈ [0, 1). (52)
Lemma 3. Under the previous notations, let c > 0, α ≥ −1/2 be two real numbers. Then, for any
n ∈ N with q = c2/χn,α < 1, we have∣∣∣∣‖ψ˜(α)n,c‖2L2([0,1],ωα) −A2α(q)K(√q)π
∣∣∣∣ ≤ A2α(q) Mα(1 − q)√χn,α , (53)
where Mα is given by (45).
Proof: We first write ‖ψ˜(α)n,c‖2L2([0,1],ωα) as follows
∫ 1
0
(
ψ˜(α)n,c
)2
(x)ωα(x) dx = A
2
α(q)
∫ 1
0
√
χn,αS(x)J
2
α(
√
χn,αS(x))S
′(x)
1
1 − qx2 dx
= A2α(q)
∫ 1
0
F ′n(x)
1
1 − qx2 dx, (54)
with
Fn(x) = −
∫ 1
x
√
χn,αS(t)J
2
α(
√
χn,αS(t))S
′(t) dt.
Since S(1) = 0, then a change of variable and Lemma 2, give us
Fn(x) =
1√
χn,α
∫ √χn,αS(x)
0
uJ2α(u) du =
S(x)
π
+
ηα(
√
χn,αS(x))√
χn,α
.
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Since Fn(1) = 0, then by using the previous equality and integrations by parts applied to the integral
in (54), one gets∫ 1
0
F ′n(x)
1
1 − qx2 dx =
1
π
∫ 1
0
S(x)
2qx
(1 − qx2)2 dx+
1√
χn,α
∫ 1
0
ηα(
√
χn,αS(x))
2qx
(1 − qx2)2 dx
= −Fn(0) + 1
π
∫ 1
0
√
1− qx2
1− x2
1
1− qx2 dx +
1√
χn,α
Iα,q
=
K(
√
q)
π
+
1√
χn,α
Iα,q, (55)
where Iα,q = −
ηα(
√
χn,αS(0))√
χn,α
+
1√
χn,α
∫ 1
0
ηα(
√
χn,αS(x))
2qx
(1 − qx2)2 dx. Moreover, from (45), one
gets |Iα,q| ≤Mα 1
1− q . This concludes the proof of the lemma. 
The following proposition provides us with an estimate of the normalisation constant Aα(q) under
the condition (42).
Proposition 2. Let c > 0 and α ≥ −1/2, then there exists Nα ∈ N, such that for any n ≥ Nα,
we have q = c
2
χn,α
≤ q0 < 1, (1 − q)√χn,α ≥ π(74 + 3α2)mα. Moreover, there exists a constant Cα
depending only on α and such that for n ≥ Nα, we have√
π
2K(
√
q)
1
1 + ǫn,αCα
≤ Aα(q) ≤
√
π
2K(
√
q)
1
1− ǫn,αCα , (56)
where ǫn,α is given by (34).
Proof: From (33) and the expression of
√
tMα(t)
Eα(t)
, one can easily check that
‖En,α‖L2([0,1],ωα) ≤ ǫn,αmax(
√
2cα,
√
mα)Aα(q)
∫ 1
0
(1 − x2)1/4
(1 − qx2)3/4 dx
≤ ǫn,αmax(
√
2cα,
√
mα)Aα(q)
π
2
.
Since, ‖ψ(α)n,c‖L2([0,1],ωα) = 1√2 , then the previous inequality implies∣∣∣∣‖ψ˜(α)n,c‖L2([0,1],ωα) − 1√2
∣∣∣∣ ≤ ǫn,αCαAα(q). (57)
Moreover, since K(
√
q) ≥ pi2 and since Aα(q) > 0, then
∣∣∣‖ψ˜(α)n,c‖L2([0,1],ωα) +Aα(q)K(√q)pi ∣∣∣ ≥ Aα(q)√2 .
By combining this last inequality with (53), one gets∣∣∣∣∣Aα(q)
√
K(
√
q)
π
− 1√
2
∣∣∣∣∣ ≤ ǫn,αCαAα(q). (58)
Finally, since
√
pi
K(
√
q) ≤
√
2, then the previous inequality gives us the desired inequalities (56). 
Remark 2. By combining the results of Theorem 1 and Proposition 2, one obtains the following
uniform asymptotic approximation of ψ
(α)
n,c in terms of the Bessel function Jα(·),
ψ(α)n,c =
√
π
2K(
√
q)
(χn,α)
1/4
√
S(x)Jα(
√
χn,αS(x))
(1 − x2)1/4+α/2(1− qx2)1/4 +En,α(x), 0 ≤ x ≤ 1,
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where
En,α(x) =
(
Aα(q)−
√
π
2K(
√
q)
)
(χn,α)
1/4
√
S(x)Jα(
√
χn,αS(x))
(1− x2)1/4+α/2(1− qx2)1/4 + En,α(x).
Here, Aα(q) and En,α(x) are as given by Theorem 1.
3 Uniform approximation of the eigenfunctions in terms of
Jacobi polynomials.
In this paragraph, we show that for a given real number c > 0 and any real 0 < α < 3/2, the
GPSWFs ψ
(α)
n,c are uniformly approximated by the normalized Jacobi polynomial P˜
(α,α)
n . For this
purpose, we first need the following mathematical preliminaries on Jacobi polynomials and Jacobi
functions of the second kind.
3.1 Preliminaries on Jacobi polynomials and Jacobi functions of the sec-
ond kind.
We recall that for two real numbers α, β > −1, the Jacobi polynomials P (α,β)k are given by the
recurrence formula
P
(α,β)
k+1 (x) = (Akx+Bk)P
(α,β)
k (x)− CkP (α,β)k−1 (x), x ∈ [−1, 1],
where P
(α,β)
0 (x) = 1, P
(α,β)
1 (x) =
1
2 (α+β+2)x+
1
2 (α+β) and where Ak =
(2k+α+β+1)(2k+α+β+2)
2(k+1)(k+α+β+1) ,
Bk =
(α2−β2)(2k+α+β+1)
2(k+1)(k+α+β+1)(2k+α+β) , Ck =
(k+α)(k+β)(2k+α+β+2)
(k+1)(k+α+β+1)(2k+α+β) . The normalized Jacobi polynomial
of degree k, denoted by P˜
(α,β)
k and satisfying the condition
∫ 1
−1
(P˜
(α,β)
k (y))
2(1 − y)α(1 + y)β dy = 1
are given by
P˜
(α,β)
k (x) =
1√
h
(α,β)
k
P
(α,β)
k (x), h
(α,β)
k =
2α+β+1Γ(k + α+ 1)Γ(k + β + 1)
k!(2k + α+ β + 1)Γ(k + α+ β + 1)
. (59)
Here, Γ(·) is the gamma function that satisfies the following useful inequalities, see [4]
√
2e
(
x+ 1/2
e
)x+1/2
≤ Γ(x + 1) ≤
√
2π
(
x+ 1/2
e
)x+1/2
, x > 0. (60)
Note that P
(α,β)
n is the bounded solution of the following second order differential equation,
(1− x2)y”(x) + (β − α− (α+ β + 2)x)y′(x) + n(n+ α+ β + 1)y(x) = 0, x ∈ (−1, 1).
A second linearly independent solution of the previous differential equation is given by the Jacobi
function of the second kind, denoted by Q
(α,β)
n and defined by
Q(α,β)n (x) = Q
(α,β)
0 (x)P
(α,β)
n (x) −
W
(α,β)
n−1 (x)
(1− x)α(1 + x)β ,
where
Q
(α,β)
0 (x) =
∫ x
0
(1 + α+ β)dt
(1− t)1+α(1 + t)1+β + Λαβ ,
12
W
(α,β)
n−1 (x) =
Γ(α+ β + 2)
2α+β+1Γ(α+ 1)Γ(β + 1)
∫ 1
−1
P
(α,β)
n (x) − P (α,β)n (s)
x− s (1 − s)
α(1 + s)β ds.
Here, Λαβ is a constant depending on α, β and W
(α,β)
n−1 is the first associated polynomial. For more
details, see [10]. It is interesting to note that the Jacobi polynomial and the Jacobi function of the
second kind Q
(α,β)
n satisfy the following local estimates, see [8]
|Q(α,β)n (x)| ≤
C
(1− x)α(1 + x)β
(√
1− x+ n−1)α−1/2 (√1 + x+ n−1)β−1/2 , −1 < x < 1,
|P (α,β)n (x)| ≤ C
(√
1− x+ n−1)−α−1/2 (√1 + x+ n−1)−β−1/2 , −1 < x < 1, (61)
where C is a fixed constant, not depending on the parameters n, α, β. Note that if xn,k are the n
zeros of P
(α,β)
n , arranged in the decreasing order −1 < xn,n < · · · < xn,1 < 1, then it has been shown
in [3] that if α, β > −1/2, then Q(α,β)n has n + 1 zeros in (−1, 1), denoted by tn,k, arranged in the
decreasing order and satisfying the following interlacing property
xn,k+1 < tn,k < xn,k, k = 1, . . . , n− 1, tn,0 ∈ (xn,1, 1). (62)
Also, from [[23], p. 192], an asymptotic formula for the zeros xn,k is given by
xn,k = cos θn,k, lim
n→+∞
nθn,k = jk,α, (63)
where jk,α is the k−th positive zero of the Bessel function Jα(·). Moreover, from [[25], p. 506], for
fixed α > −1 and for large enough integer k, we have the following asymptotic approximation of
jk,α,
jk,α = kπ +
π
2
(
α− 1
2
)
− 4α
2 − 1
8(kπ + pi2 (α− 12 ))
+O(k−3). (64)
3.2 Uniform approximation in terms of Jacobi polynomials
In the sequel, we let Cα(q0) denote a generic constant depending on α and 0 < q0 < 1. The following
theorem provides us with the approximation of ψ
(α)
n,c by P˜
(α,α)
n .
Theorem 2. Let c > 0 and 0 < α < 3/2, then there exists Nα ∈ N, such that for any n ≥ Nα, we
have q = c
2
χn,α
≤ q0 < 1, (1 − q)√χn,α ≥ π(74 + 3α2)mα. Moreover, there exists a constant Cα(q0)
depending only on α and q0 and such that for n ≥ Nα, we have∣∣∣ψ(α)n,c (x) −AnP˜ (α,α)n (x)∣∣∣ ≤ Cα(q0) c2n+ 2α+ 1 , ∀ x ∈ [−1, 1], (65)
where An is the normalization constant, satisfying
|1−An| ≤ Cα(q0) c
2
2n+ 2α+ 1
. (66)
Proof: We will only prove the previous approximation result on [0, 1], since the same proof is used
on the interval [−1, 0]. We first rewrite the differential equation governing ψ(α)n,c as follows
(1− x2)ψ”(x)− 2xψ′(x) + χn(0)ψ(x) =
(
χn,α(0)− χn,α(c) + c2x2
)
ψ(x), x ∈ [0, 1], (67)
where χn,α(0) = n(n+ 2α + 1). Note that the homogeneous equation associated with the previous
differential equation has P˜
(α,α)
n and Q˜
(α,α)
n as the two linearly independent solutions. By the method
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of variation of constants, the bounded solution ψ
(α)
n,c of the previous equation is written as
ψ(α)n,c (x) = AnP˜
(α,α)
n +BnQ˜
(α,α)
n +
∫ 1
x
kn(x, y)G(y)ψ
(α)
n,c (y)
W (P˜
(α,α)
n , Q˜
(α,α)
n )(y)
dy = AP˜ (α,α)n (x)+BQ˜
(α,α)
n (x)+Rn,α(x).
(68)
where An, Bn are constants and
kn(x, y) = P˜
(α,α)
n (x)Q˜
(α,α)
n (y)− P˜ (α,α)n (y)Q˜(α,α)n (x). (69)
Also, since G(y) = χn,α(0)− χn,α(c) + c2y2 and since −c2y2 ≤ χn,α(0)− χn,α(c) ≤ 0, then we have
|G(y)| ≤ c2y2, y ∈ [0, 1]. (70)
Also, from [[9], p.171] and taking into account the normalization constant h
(α,α)
n , given by (59),
as well as the bounds of gamma function, given by (60), one gets the following estimate of the
Wronskian W (P˜
(α,α)
n , Q˜
(α,α)
n )(y)
|W (P˜ (α,α)n , Q˜(α,α)n )(y)| =
22α
h
(α,α)
n
Γ2(n+ α+ 1)
Γ(n+ 1)Γ(n+ 2α+ 1)
1
(1− y2)1+α
≥ Cα 2n+ 2α+ 1
(1 − y2)1+α . (71)
Next, we prove that the kernel Kn(x, y) = (1 − y2)1+αkn(x, y) is bounded on the set {x, y ∈
[0, 1]; y ≥ x}. For this purpose, we first note that from the interlacing property of zeros of P˜ (α,α)n
and Q˜
(α,α)
n , given by (62), as well as from the asymptotic zeros locations of Jacobi polynomials,
given in the previous paragraph, one concludes that there exists a constant γ > 0 and a positive
integer Nα ∈ N such that
1− γ
n
≤ tn,0 < 1, ∀n ≥ Nα.
Recall that tn,0 is the largest zero of Q˜
(α,α)
n in (0, 1). On the other hand, from [[23], p.67], the
function uα(x) = (1− x2)(1+α)/2Q˜(α,α)n (x) is a solution of the following differential equation
uα”(x) + gn,α(x)uα(x) = 0, gn,α(x) =
1
4
(
(1− α2)(1 + x2)
(1− x2)2 +
4n(n+ 2α+ 1) + 2(1 + α)2
1− x2
)
.
Since
g′n,α(x) =
8x
(1− x2)3
(
(n2 + (1 + 2α)n+ α)(1 − x2)− α2(1 + x2) + 2) , 0 < x < 1,
then, it can be easily checked that for sufficiently large integer n, we have g′n,α(x) > 0 for x ∈ [0, 1− γn ].
Hence, from Butlewski’s theorem, see for example [[2], p.238], the relative maxima of |uα(x)| form
a decreasing sequence. That is
sup
x∈[0,1− γn ]
(1− x2)(1+α)/2|Q˜(α,α)n (x)| ≤ (1− t2n,∗)(1+α)/2|Q˜(α,α)n (tn,∗)|,
where tn,∗ is the first zero of
(
Q
(α,α)
n
)
in (0, 1). Moreover, from the locations of the first two positive
zeros of Q˜
(α,α)
n (x) as well as from the local estimate of this later, given by (61), one concludes that
(1− t2n,∗)(1+α)/2|Q˜(α,α)n (tn,∗)| ≤ Cα.
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On the other hand, by using the previous inequality together with the local estimate of Jacobi
polynomials, given by (61), one can easily check that
(1− y2)1+α
∣∣∣P˜ (α,α)n (x)Q˜(α,α)n (y)− P˜ (α,α)n (y)Q˜(α,α)n (x)∣∣∣ ≤ Cα, ∀ 0 ≤ x ≤ y ≤ 1− γn. (72)
Moreover, it has been shown in [3], that
lim
y→1
(1 − y2)αQ˜(α,α)n (y) =
1√
h
(α,α)
n
2−1−αΓ(2 + 2α)Γ(n+ α+ 1)
αΓ(1 + α)Γ(n + 2α+ 1)
≤ Cαn−α+1/2. (73)
Also, it is well known that
sup
x∈[0,1]
|P˜ (α,α)n (x)| ≤ Cαnα+
1
2 .
Consequently, we have
(1− y2)|P˜ (α,α)n (x)| ≤ Cα
(
(1 − (1− γ
n
)2
)
nα+
1
2 ≤ Cαnα− 12 , 1− γ
n
≤ y ≤ 1, x ∈ [0, y]. (74)
Hence, by combining (72), (73) and (74), one gets
(1− y2)1+α|kn(x, y| ≤ Cα, ∀ 0 ≤ x ≤ y ≤ 1, (75)
where kn(x, y) is as given by (69). By using (70), (71) and the previous inequality, one gets the
following bound for the reminder term Rn,α(x), given by (68),
|Rn,α(x)| ≤ Cα c
2
2n+ 2α+ 1
∫ 1
x
|ψ(α)n,c (t)| dt. (76)
On the other hand, since 0 < α < 3/2, then by using the notations and the results of Theorem
1 and Proposition 2 and by using (50), one concludes that for sufficiently large values of n, with
q = c2/χn,α ≤ q0 < 1, we have for 0 ≤ x ≤ 1,∫ 1
x
|ψ(α)n,c (t)| dt ≤
Cα(q0)
(1− q0)1/4
cα
∫ 1
0
(1 − t)−α/2−1/4 dt+
∫ 1
0
|En,α(t)| dt ≤ Cα(q0). (77)
The previous two inequalities imply that
sup
x∈[0,1]
|Rn,α(x)| ≤ Cα(q0) c
2
2n+ 2α+ 1
. (78)
Also, since P˜
(α,α)
n is bounded on [0, 1] which is not the case for Q˜
(α,α)
n , then we have B = 0. This
implies that
ψ(α)n,c (x) = AnP˜
(α,α)
n (x) +Rn,α(x).
Recall that ψ
(α)
n,c and P˜
(α,α)
n are normalized so they have a unit L2(I, ωα)−norms. Hence, by using
(78), one gets
|1−An| =
∣∣∣‖ψ(α)n,c‖L2(I,ωα) −An‖P˜ (α,α)n ‖L2(I,ωα)∣∣∣ ≤ ‖Rn‖L2(I,ωα) ≤ Cα(q0) c22n+ 2α+ 1 .
This concludes the proof of the theorem. 
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4 Decay rate of the eigenvalues of the weighted finite Fourier
transform operator.
In this section, we give a precise super-exponential decay rate of the eigenvalues λ
(α)
n of the operator
Qαc =
c
2π
Fα∗c Fαc , which implies the decay rate of the eigenvalues µ(α)n of the operator Fαc . The
study of this decay rate is done under the condition that 0 < α < 3/2 and it is based on the uniform
asymptotic approximations of the GPSWFs, given by the previous two sections. It has been shown
in [12], that for α ≥ 0, the sequence of the eigenvalues λ(α)n (c), arranged in the decreasing order
1 > λ0(c) > λ0(c) > · · · > λn(c) > · · · > 0, satisfies the following monotonicity property with
respect to the parameter α, λ
(α)
n (c) ≤ λ(α
′)
n (c), ∀α ≥ α′ ≥ 0. Moreover, it has been shown in [5]
that in the special case where α = 0, the eigenvalues λn(c) = λ
(0)
n (c) decay asymptotically faster
than e−2n log(
an
c ) for any positive real number 0 < a < 4e . The constant
4
e is optimal in the sense that
it cannot be replaced by a larger constant. As a consequence of the previous monotonicity property,
one concludes that for α > 0, the eigenvalues λ
(α)
n (c), decay also faster than e
−2n log( anc ), 0 < a < 4e .
Also, note that in [24], the authors have given the following explicit formula for the eigenvalues
µ
(α)
n (c),
µ(α)n (c) = i
n
√
π
Γ(n+ α+ 1)Γ(n+ 2α+ 1)
Γ(n+ α+ 3/2)Γ(2n+ 2α+ 1)
cn exp(Φ(α)n (c)), Φ
(α)
n (c) =
∫ c
0
Fn(τ, α)− n
τ
dτ, c > 0,
(79)
where
Fn(c, α) =
∫ 1
−1
xψ(α)n,c (x) ∂xψ
(α)
n,c (x)ωα(x) dx. (80)
Hence, under the condition that the quantity Φn(c) is bounded and by using the bounds of the Γ(·),
given by (60), one gets the following super-exponential decay rate of the λ(α)n (c) =
c
2π
|µ(α)n (c)|2,
λ(α)n (c) ≤ Cαe−(2n+1) log(
4n+4α+2
ec )eΦ
(α)
n (c), (81)
for some constant Cα and for large enough values of the integer n. Note that comparing to our
notations, the roles of λ
(α)
n (c) and µ
(α)
n (c) are reversed in [24]. Also, in [24], the authors have shown
the convergence of the quantity Φ
(α)
n (c) under the strong assumptions that ψ
(α)
n,c (x) and ∂xψ
(α)
n,c are
well approximated by their projections over the five dimensional subspaces Span{P˜ (α,α)n+2k (x), −2 ≤
k ≤ 2}, Span{∂xP˜ (α,α)n+2k (x), −2 ≤ k ≤ 2}, respectively. Also, the given proof is based on the following
equality,
Fn(0, α) =
∫ 1
−1
x P˜ (α,α)n (x) ∂xP˜
(α,α)
n (x)ωα(x) dx = n. (82)
In the sequel, we prove the super-exponential decay rate of the λ
(α)
n (c) with 0 < α <
3
2 . This is given
by the following proposition.
Proposition 3. Let c > 0 and 0 < α < 32 be two positive real numbers. Then, there exists Nα(c)
and a constant Cα > 0 such that
λ(α)n (c) ≤ Cα exp
(
−(2n+ 1)
[
log
(
4n+ 4α+ 2
ec
)
+ Cα
c2
2n+ 1
])
, ∀n ≥ Nα(c). (83)
Proof: We recall that Cα is a generic constant that might take different values. We choose Nα(c) ∈
N, large enough so that the conditions of Theorem 2 are satisfied, whenever n ≥ Nα(c). Also, we let
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Cα,q0 = Cα. Since α > 0, and since ωα(±1) = 0, then by using an integration by parts, we rewrite
the quantity Fn(c, α) as follows,
Fn(c, α) = −1
2
∫ 1
−1
(ψ(α)n,c (x))
2 ωα(x) dx + α
∫ 1
−1
(ψ(α)n,c (x))
2x2(1− x2)α−1 dx
= −1
2
− α+ α
∫ 1
−1
(ψ(α)n,c (x))
2ωα−1(x) dx.
Note that by replacing ψ
(α)
n,c (x) by P˜
(α,α)
n (x) in the previous equality and by using (82), one gets the
identity
α
∫ 1
−1
(P˜ (α,α)n (x))
2 ωα−1(x) dx = n+ α+
1
2
, α > 0. (84)
Moreover, from Theorem 2, we have
ψ(α)n,c (x) = AnP˜
(α,α)
n (x) +Rn,α(x),
where
|1−An| ≤ Cα c
2
2n+ 2α+ 1
, sup
x∈[0,1]
|Rn,α(x)| ≤ Cα c
2
2n+ 2α+ 1
. (85)
Hence, we have
α
∣∣∣(ψ(α)n,c (x))2 − (P˜ (α,α)n (x))2∣∣∣ ≤ |1−A2n|α(P˜ (α,α)n (x))2
+(|1−An|+ |1 +An|)|Rn,α(x)|α|P˜ (α,α)n (x)|+ α|Rn,α(x)|2.
Since from (85), we have |1−A2n| ≤ Cα c
2
2n+2α+1 , then by using (84), one concludes that
|1−A2n|α
∫ 1
−1
(P˜ (α,α)n (x))
2 ωα−1(x) dx ≤ Cαc2.
Also, by using (84), (85) and Ho¨lder’s inequality, one gets∫ 1
−1
|Rn,α(x)|α|P˜ (α,α)n (x)|ωα−1(x) dx ≤ Cα
c2
2n+ 2α+ 1
α
(∫ 1
−1
|P˜ (α,α)n (x)|ωα−1(x) dx
)1/2
≤ Cα c
2
√
2n+ 2α+ 1
.
Similarly, by using (85), one gets α
∫ 1
−1
|Rn,α(x)|2 ωα−1(x) dx ≤ Cα
(
c2
2n+ 2α+ 1
)2
. By collecting
everything together, one concludes that
|Fn(α, τ) − n| = α
∫ 1
−1
(
(ψ(α)n,τ (x))
2 − (P˜ (α,α)n (x))2
)
ωα−1(x) dx ≤ Cατ2.
Consequently, we have
Φ(α)n (c) =
∫ c
0
Fn(τ, α)− n
τ
dτ ≤ Cαc2.
To conclude for the proof of (83), il suffices to combine the previous inequality and (81).
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Next, we give an asymptotic lower bound for the counting number of the eigenvalues λ
(α)
n (c). To
this end, we first recall that
Q(α)c (x) =
c
2π
1∫
−1
Kα(c(x− y))g(y)ωα(y)dy (86)
Where
Kα(x, t) =
c
2π
√
π2α+
1
2Γ(α+ 1)
Jα+1/2(c(x− t))
(c(x− t))α+1/2 (87)
and the λ
(α)
n are the eigenvalues of Qαc arranged in decreasing order.
Theorem 3. Let 0 < δ < 1 and let Mc(δ) be the number of eigenvalues of Q
(α)
c , α > 0, which are
not smaller than δ. Then, we have
γα − δ
1− δ
c
2π
(
22α+1B(α+ 1, α+ 1)
)2
+ o(c) ≤Mc(δ) ≤ 1
δ
[
c
2π
[
22α+1B(α+ 1, α+ 1)
]2]
(88)
Where γα = 2
4α
(
B(2α+1,2α+1)
B(α+1,α+1)
)
and B(·, ·) is the beta function
Proof: To obtain the lower bound estimate of Mc(δ), we use Marzo’s formula, see [16] or [1],
Mc(δ) ≥ Trace(Q(α)c )−
1
1− δ (Trace(Q
(α)
c )−Norm(Q(α)c )) (89)
Note that the Trace(Qαc ) has been already given in [24], where it has been shown that
2π
c
∞∑
n=0
λ(α)n (c) = π
Γ2(α+ 1)
Γ2(α+ 32 )
(90)
Moreover, by using the well known identity Γ(α+1)Γ(α+3/2) =
(Γ(α+1))222α+1
Γ(2α+2)
√
pi
one gets
Trace(Qαc ) =
∑
n
λ(α)n =
c
2π
[
22α+1B(α + 1, α+ 1)
]2
. (91)
To compute an estimate of Norm(Q
(α)
c ), we proceed as follows :
Norm(Qαc ) =
∞∑
n=0
(λ(α)n )
2 =
c2
4π
22α+1Γ2(α+ 1)
1∫
−1
1∫
−1
J2α+1/2(c(x− y))
(c(x − y))2α+1 (1 − x
2)α(1− y2)αdxdy
We apply the change of variable y = σ and x = σ + τc , to obtain :
∞∑
n=0
(λ(α)n )
2 =
c
4π
22α+1Γ2(α+ 1)
∫ 1
−1
(1− σ2)α
∫ c(1+σ)
c(−1+σ)
J2α+1/2(τ)
τ2α+1
(
1− (σ + τ
c
)2
)α
dτdσ. (92)
Since
J2α+1/2(τ)
τ2α+1
(1− σ2)α
(
1− (σ + τ
c
)2
)α
≤
J2α+1/2(τ)
τ2α+1
(1− σ2)α
(
1− (σ − 1
c
)2
)α
and since from [[19], p. 244], we have∫
R
J2α+1/2(τ)
τ2α+1
dτ =
1
22α
Γ(1/2)
Γ(2α+ 1)
Γ(2α+ 3/2)Γ2(α+ 1)
(93)
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then by Lebesgue’s dominated convergence theorem applied to the integral in (92), one gets
lim
c→∞
[1
c
∑
n
(λ(α)n )
2
]
=
1
4π
22α+1Γ2(α+ 1)
∫ 1
−1
(1− σ2)2αdσ
∫
R
J2α+1/2(τ)
τ2α+1
dτ.
Since
∫ 1
−1(1− σ2)2αdσ = 24α+1B(2α+ 1, 2α+ 1) , then by straightforward computations, one gets
lim
c→∞
[1
c
∑
n
(λ(α)n )
2
]
= γα
1
2π
[
22α+1B(α+ 1, α+ 1)
]2
, γα = 2
4α
(B(2α+ 1, 2α+ 1)
B(α+ 1, α+ 1)
)2
.
Here, B(·, ·) is the Beta function. Hence, for α > −1, we have∑
n
(λ(α)n )
2 = γα
c
2π
[
22α+1B(α+ 1, α+ 1)
]2
+ o(c), (94)
To conclude for the proof of the lower bound estimate in (88), it suffices to combine (94) and (91)
in (89).
Finally, to prove the upper bound in (88), it suffices to note that
∞∑
k=0
λ
(α)
k ≥
Mc(δ)∑
k=0
λ
(α)
k ≥ δMc(δ)
and then use (91). 
Remark 3. In the special case α = 0, the inequalities (88) become
2
π
+ o(1) ≤ Mc(δ)
c
≤ 2
πδ
(95)
In the special case α = 0, it has been shown in [15] that Mc(δ) is independent of δ ∈ [0, 1]. Hence,
for α = 0 and by letting δ → 1 in (88), we recover the following Landau’s classical result, see [15],
Mc(δ) =
2c
pi + o(c).
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