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Abstract 
The underlying principles of confidence intervals and significance 
tests are discussed in terms of a simple hypothetical example. The dis-
cussion covers the sampling of a population, the distribution of sample 
means and the use of the normal distribution. Certain properties of the 
procedures are also considered briefly. Mathematical deviations are not 
given, the puxpose of the notes being to emphasize the meaning of confidenc0 
intervals and significance tests rather than their mathematical niceties. 
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Introduction 
Reoearch reports often pr~:;;ent findings in <:.err:'w r)f _ tatL;',.L:;.; 
significance tet3ts, using statements of the natw."D "the differ.anct:"! '.-ras 
significant, F < 0.05". Those who have had at least a first coUl':;;e in 
titatistics arc usually ac(Uai.ntd4. vitb tbis .3tylc of phrase, a.od 
it i.s well appreciated by those who have had additional training in 
ti~atistics. But since many statistical procedures eventually have re-
course to a significance test of one sort or another, it dues no harm 
to review in detail the reasoning underlying confidence intervals and 
:>ignificance tests in general, using a simple hY1J()thetical e::xample a;.; e 
framework for the discussion. This will cover the sampling of a populati-..!' 1 
the distribution of sample means, and the use of the normal distribution. 
retails of mathematical derivations wi.ll not be included, the purJ:>ose of 
these notes being to emphasize the meaning of confidence intervals ana 
~ignificance tests rath~r than their mathematical niceties. 
The ;:;tatistical analysis of almost any research data involve:..; ~" 
..;ituation of sampling from a population, be it the population of all cu•rt:. 
i::. the u.s.A., the population of pigs in Iowa or the hypothetical populati .· 
of' beef cattle that may get fed the new grain ration now being testeJ on 
8 or 10 animals at the local experiment station. Usually one or more 
characteristics of the population are unknown and we:seek to learn som8-
thing about them from information obtained from a sample of the population. 
For example, we may know the annual milk yields of 500 cows in Virginia, 
and from these want to make some sort of statement about the average yield 
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o.f all t..ows in Virginh.. 'l'he average of the 500 cows i~ an el:ltablished 
fact, but there does exist an e:"erage of the yields of ~ll the cow~: in 
Virginia, and it is concerning this that we want to draw some kind of 
conclusi~n based on ~c average of the sample of SOO cows. Many factor~> 
are involved, but tour obvious ones are (1) the way in which the 500 co\Ts 
were chosen from all cows in Virginia., (ii) the magnitude of their averat~·~ 
production, (iii) the extent to which cows vary one from another, in their 
milk yields and {iv) the reasoning by which these facts are assembled into 
some sort of statement about the mean of the population of cows. We shall 
not discuss these factors separately, but, so far as (i) and (iii) are 
concerned, will simply assume that the semple of cows consists of animals 
selected randomly frOIB the population, and that we lmow the variability 
among the milk yields at all cows. Then, rather than develop ma.thematicall;} 
the procedure of utilizing the average yield of the sample to make a state-
ment about the population average, we shall just state the procedure and. 
discuss it. 
Simple example .Q! !1: confidence interval 
Suppose we want to learn something about the mean daily yield of 
milk of all cows in the u.s.A., from a ra.Ddom sampl.e of n cows, knowing 
that the variance, the measure of variability among daily yields, is some 
value that will be denoted by a2 • Then if X is the mean of the sample, w'~ 
can find from many texts on statistics that a confidence interval for the 
population mean is 
X± 1.96a/!fi. (1) 
It might be that the mean of the sample would be reported as 
x ± ~110 - - - (2) 
when: a/'D. .is the standard error of the mean of a random sample of size 
n. But from the form of (2) we could readily vis~alize {1),: knowing that 
the confidence level of that interval is, by definition, the,probability 
that it includes the population mean; and we kn9w that for large values o_;_' 
n this probability is 0.95; and (1) is referr~d ~o as th~ 95% confidence 
interval. 
. . 
_, ... 
Now what does all this mean1 Explana"tion could •rell b~ gi_v_en_~ 
entirely in the terms already defined, the sa.mplC;! mean X, the population 
variance, a2, and the sample size n1 but in so doing much of the basic 
understanding of sampling would be lost. It is more illuminating to fir:J·t 
consider a hypothetical situation of assuming that we know the distributi·)n 
of daily milk yields throughout the cows of the U.S.A. The specif'ic im-
plications of using a sample can the~ be demonstrated and the application 
of the normal distribution discussed. 
We will consider the somewhat trifling situation of using a 
sample of just 2 cows; i.e, n = 2. And if we take the value of o2 as 300, 
the confidence interval in equation (1) becomes 
x ± l.~o//2 = x ± 24. - - - (3) 
Using this interval is now illustrated. 
Hypothetical population 
In practice, daily milk yields vary from perhaps 10 pounds up to 
m-rc tl:an 70 pounds, with a small proportion of cows giving as little as ... 
10 pounds and a small proportion also giving as much as 70 POUI1ds, .. ___ , 
.. : 
.. :' 
:tiffere:a:.t proportions of the total cow population will have yields !~Jf 19,.:·.n, 
121 13 ••• 70 pounds of milk. Generally speaking we do not know these 
proportions, - nor do we need to to make use of confidence intervals, but 
by considering a situation in which we assume we do know them the meaning 
of confidence intervals can be easily illustrated. For sinlplicity1s sake 
let Us further suppose that all cows give either 10 pounds milk per day, 
25 pounds per day or 4o, 55 or 70 pounds per day, and that no other daily 
productions occur; i.e. every covT gives either 101 251 4o, 55 or 70 pound.~ 
milk per day. Now suppose that l/9th of all cows give 10 pounds daily, 
2/9tha give 25 pounds, 3/9tba give 40 pounds, 2/9tbs give 55 pounds and 
l/9th give 70 pounds. Thus the distribution of daily yields in our hypo-
thetical population is as shown in Table 1. 
(Show Table 1 ) 
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The confiience int~rval given in e.quation (3) is ba.:3· .. !d upo:1 a 
sample of" 2 cows. Let us therefore consider the prq_cess of sampling our 
hypothetical population to obtain ·a random sample ·of 2 cows. Since each 
cow in the population has a daily yield which is one of only five di~tinct 
values (10, 251 4o, 55 or 10 pounds) there are 25 possible samples, becaus~ 
the first cow drawn for the sample will have one of the five possible yields 
and so will the second. Thus any sample of 2 cows that we select ~~d use 
in our confidence interval will be one of the 25 possible samples. We 
therefor·e investigate the· properties of these 25 possible samples. The 
probability attaching to each of them dependS upon the proportions giv~n 
in Table 1. For example, the probabilities that cows chosen at ranaom 
have yields of 10 and 25 are 1/9 and 2/9 respectively, so that the proba-
bility of such a sample of 2 cows is 2/81. Since a sample consisting of 
a 10 pound yield by the first cow chosen and a 25 pound yield by the s~cmKi. 
has the same mean as a sample which consists of a 25 pound yield by th~: 
first cow chosen and a ~0 pound yield by the second, these two samples can 
be considered equivalent for our purposes. So can the samples 10, 4o 1md 
. . .. 
· 4o; 10: and so on.· In this wa;y the 25 possible samplen can be grouped int<.' 
15, the means and probabilities of which are shown in Table 2. 
(Show Table 2) 
As an example, the probability of the second sample shown in Table 2 iJ 
·. Pr(ri~st ~ow's yield is 10 lb. and second cow'G yield is 25 lb.) 
· + Pr(~econd " 11 11 25 lb. and first " " " 10 lb.) 
= (1/9)(2/9) + (2/9)(1/9) 
~· 4/81, 
and the s~le mean is ~(10 + 25) = 17t. 
Scrutiny of the last column of Table 2 indicatc:S ~hat some oi' tho.: 
samples have the same mean; e.g. both (10, 4o) ~~d (25, 25) have a mean 
of 25. The probabilities of these sample:.> are 6/81 and 4/81 rt..:3pe<::tivt.:ly, 
so that the total probability o.f a sample having mean 25 L 10/81. To.bJ.e :; 
shows the sample means and their total };.irobabili ties obtained iiJ this 
manner. 
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(Show Table 3) 
Conceptually th8re is a very large number of possible samples of 2 
cows that could be drawn from all cows in the u.s.A. - the population of 
cows we are interested in. Table 3 represents the distribution of sampl~ 
mean yields in this conceptual population of samples of 2 in the same way 
that Table 1 represents the distribution of individual cow yields, i.e. 
l/8lths of all possible samples of 2 cows have a mean yield of 10, 4/8ltbs 
have a mean of 17i and so on.. The mean of the distribution of sample 
means is 4o, the same as the population mean, and the variance is 150, half 
the population variance,corresponding to the sample size of 2. This con-
ceptual population of sample means is basic to an understanding of confidenc3 
intervals and significance tests. 
Confidence Intervals 
The estimation _procedure being considered is the une of a random 
sample of 2 cows for c~in:_s a confidence interval for the mean dai~ 
milk yield of the cows in the u.s.A., assuming a variance of a2 • The 
confidence interval set out in equation (3) is accordingly X ± 24. 
In practice the mean daily yield of the population of cows is unknown; 
but if it is 4o (as in Table 1) the interval X - 24 to X + 24 contains the · 
value 40 when X is between 16 and 64. Furthermore, if the distribution of 
daily yields is that given in Table 1, the mean of a random sample of 2 
cows will be one of the values shown in Table 3; and if it is any of thes~ 
values except 10 or 70 it will be between 16 and 64; and from Table 3 the 
probability of a sample mean being other than 10 or 70 is 
4/81 + 10/81 + 16/81 + 19/81 + 16/81 + 10/81 + 4/81 = 79/81 = 0.975,--(4) 
corresponding to the possible sample means 17~, 25, ••• , 62~. Cons~quently 
if X is the mean yield of a random sample. of 2 cows drawn from the popu-
lation specified in Table 1, the probability that the interval X ± 24 will 
include the population mean, is 0.975. 
One may ask how can X ± 24, derived from X ± 1.96a/ln, be called a 
confidence interval with confidence level 0.95 when the probability has 
been calculated as 0.975? And since obtaining this probability required 
kno-vrledge of the population mean and distribution, how can this idea of a 
-t~ 
_ coni'idencl.! interval be used- in .::-cal life ::>ituations \{here .Juch knm,lcli.._;~;: 
is usually lacking? The second question will be answered first, by noting 
that . the mean of the conceptual population of sample means -(Table 3) i6 
\ .. 
iqen~~cal.,to the population mean. Tbis is no complete· a:n.swer, because, ::..inc"" 
. t~~ probability 0.975 was obtained by adding and.subtracting 24 to the mean 
Bfd. ~ding ·UP the probabilities attaching to the possible sample means that 
fell-within this range, it would seem that the mean must be known. At-this 
I .. •• ,, . . . .___,.. 
po:j;nt ~se is made of the application of the normal distribution to .iample 
means, for it provides facilities for this adding up of probabilities, 
without needing to know the mean. It also provides reasons for the 0.9) 
confidence level and for defining the confidence interval in terms of the 
~xpression 1.9a/!n. 
Lar~e samples ~ the normal distribution 
Table 3 shows means and probabilities for samples of siz.e 2; Table l, 
shows the same thing for samples of size 4, derived similarly to Table 3 
except with n = 4 rather than n = 2. (The probability of a random sampl~ 
of size n having a mean value m is the coefficient of tm (\There m exis t.s) 
' in the expansion of (t10/n + 2tP6 /n + 3tf*Ofn + 2t66fa + t70fn)n/9n .·J 
Figure 1 shows the probabilities in theoe two tables plotted against 
po~sible values for the sample mean. The probabilities for the 
(Show Figure 1) 
t7 different means from samples of 4 are shown as dotted line;:;, theiJ.· s•..L: 
being unity. The probabilities for the 9 different means from stllll:JL:c '~·~ 
2 are greater than the corresponding probabilities in sample.;; of 4, the 
differences being shown as solid lines.. Hence in this repre..;:entatio:u tb_ 
curve for the samples of 2 is above that of the samples of 4. But bc.tL 
curves are similar in shape to the familiar bell-shaped curve of th..:: n,>r!:iiL. 
distribution, with their peaks at the me~, the curve for n = 4 .:hmri~;-:­
greater simil3.rity than does that for n = 2. As n increa..;es, tnc ..;i..-:l~:~a.l·it· 
increases and the vertical lines representing probabilitL:.:o ('./hose .Jur .. ;._ 
unity) get more~ numerous and clo..;er together 7 until for large value;.; :::;; -· 
the probc.bili ty curve becomes almost ind.LJ tinguishabl.:: fro:r:: that of th, 
nrJrmaJ distribution,_ where the ?.rca under the cu.:::v·_' represent: th~ t ;·1·.·. 
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probability of 1. Hence we come to the general result concerning the 
application of the normal distribution to means, that the distribution of 
the means of random samples of size n is approximately a normal distributi~n 
•.11 th mean identical to the mean of the population from which the random 
samples are supposedly drawn; the mean shall be denoted by IJ.• The degree 
of approx~tion is greater for large sample size than for small, and the 
variance is the variance of the sample mean, a2. /n. Figure 2, which will 
be discussed shortly, shows the shape of the probability curve of a normal 
distribution. 
(Shmr Figure 2) 
Now we know that in a population having a normal distribution, 95~ of 
the population values JJe within 1.96 standard deviation units of the mean. 
Therefore, since the distribution of our random sample means is approximately 
normal with mean 1J. and variance u2/n, 95% of the conceptual population of 
random samples means lie in the range 1J. ± l.96a/ID.. And this is exactly the 
range within which probabilities were added in the example of Table 3, for 
with a2 = )001 n = 2, and 1J. = 4o, IJ. ± l.96a/ln = 4o ± 24 is the interval 
16 to 64, and we found that the probability of a sample mean lying between 
16 and 64 was 0.975. That this is not equal to 0.95, but only approximately 
so, is a consequence of the distribution of random sample means being only 
approximatelY normal, an approximation that bas greater accuracy for samples 
of more than 2 observations, (It shall be demonstrated shortly that i'or 
n = 4 the probability is closer to 0.95). 
It has now been shown for random samples of size n that the probability 
of a s~ple mean X lying in the interval IJ. ± 1.96a/f:O is approximately 0.95. 
How then, is the confidence interval X ± 1.96a/ln derived from this? By 
considering implications of the above probability statement. : 
Thus we can write 
0,95 ::i= Pr(X lies in the .interval 1J. :f: 1.96a/ID) 
= Pr(t.J. - 1.96a/!:n s X s IJ. + l.96a/ln) 
-= Pr(ll s x + l.96a/ID ~ x - l.96a/Jn s ll) 
• ~(X - l.96a/ID s tJ. s x + 1.900/ID) 
= Pr(tbe interval X :f: 1.900/ID. includes t.J.).- --(5) 
The interval X± l.96a/ID. is called the confidence interval, and by definition 
the probability 0.95 is called the confidence level. 
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Al.thou_gQ. the last of the above expressions could be written as 
Pr(l-1 lies in the interval X :1: 1..96a/tn.) it would be read as "the probability 
that the interval. X :1: 1..96a//n includes 1-1" and not as "the probability that 
1-1 lies inside the interval", because 1J. is a fixed (albeit unknown) constant 
and not a random variable, and therefore can have no probability statements 
made about it. The probability applies to the interval, not to IJ.• Since X 
is the mean of a random sample, it is a random variable from the conceptual 
population of random sample means. Hence X :1: l.96a//D. is a random interval, 
and it is to this that the probability statement a.pp1ies 1 the probability 
that this interval includes the population mean. This probability is called 
the confidence level. of the confidence interval., in this examp1e a value of 
0.95. It is, in effect, a measure of the "confidence" with which we be1ieve 
the interval inc1ud.es the popul.ation mean, in the sense that if a 1arge 
number of random samp1es of' size n are drawn from the conceptual. popul.ation 
of such samp1es 1 and the interval. X :1: 1.96a//n cal.cu1ated for each, then for 
approximately 95'fo of the samp1es drawn, the ~alculated interval. will include 
the unknown population mean. 
Properties .9!. confidence :Lnterval.s 
{1) Ierae samples. The example dis.cuased. was for n = 2. let us now con-
sider n = 4. Then 1-1 ± 1.96a/ln = 4o :1: 17 is the interval. 2~ to 57, within 
which the sample mean must lie f'or f ::t: 17 to inc1ude the mean of 40. From 
Table 4 the probability of thiG is 
(266 + 504 + ••• + 5o4 + 266)/6561 = 0.951, 
which is appreciably eloser to 0.95 tban the 0.975 obtained :far n = 2. An~~ 
for n = 51 6, 1 ••• the probability gets progressively nearer to 0.95, 
corresponding to the distribution of sample means becoming closer to ~~: 
normal distributiOn as n increases. 
Notiee also that the width of the interval itself gets smaller as n 
increases; e.g. for n = 2 the width was 48 but for n = 4 it is )4, Hcnc~ 
i'or large n the confidence interval is narrower than for small n, althmigr; 
the confidence level is the same. Here we have a clear indication of th~ 
value of' using large_ samples, they lead to shorter confidenc::e intervals, 
which of course are of more· practical use than wide ones; e.3~ _.if t:tle 
variance of 300 is correc,, tbe width of a confidence interval based on 
75 oows is 3·92 pounds, c<:llllpared ~, 48 pounds using -2 cows. As information· 
on the daily milk yield of the whole population of cows, the former is 
considerably more useful then the latter. 
(2) Population distributions. The exainPle ba.Sed ·on the population dis-
tribution shown in Table 11 demonstrated in Figure 1 that means of random 
samples of size 2 and 4 taken from this population have distributions that 
are approximately normal. To all intents and purposes this property of 
random sample means arises no matter what the population distribution is, 
i.e. for practically any population, the distribution of the conceptual 
population of means of random samples of size n, is approximately normal 
with mean equal to the population mean and variance a2 /n. The degree of 
the approximation depends largely on n, and to some extent on the. PoPulation 
distribution, especially when n is small - and for large n the approximation 
becomes very close. Hence when dealing with means of reasonab-~y-sized ::.·: 
samples we need have no concern for the population distribution in sett~ng 
up confidence intervals for the population mean. 
. ; ~ - . 
(3) Confidence levels other ~ 0.25· There is nothing sacrosanct ~bout 
the confidence level 0.95. As we have seen, it is based on the property 
:~_r: 
of the assumed normal distribution of the conceptual population of sample 
means that 951o of the sample means ·or ii~e n lie between 1-L - 1.96a/ID. and 
...•.•• t.,... •· . 
1-L + 1.96a/l'n. This is so because ·of:.'th~{'probabiiity integral 
.···'....·.t::·· 
.. (x-1!)2 
exp 2a2/n 
af'Zrr'/n 
,Equall~ well we could apply the result 
f\l + 2. 58a /In 
Jll - 2.58a/.fn 
-(x-1!)2 
exp 2a2 /n 
afzrr/n 
dx = 
dx = 0.99 
and have X ± 2.58a/ID.. as· a 99fo confidence interval for the mean, the 
val~~s 2.58 and 0.99 being obtainable from tables of the standardized 
normal distribution in the usual way. e.g. 
0.95· 
-L=_":" 
---~----: ----~?·.:~v-.?'~~-. -:-::-:-i~~..,.~-.. ~-~."'"·"-----·-· _T_., .. ,, 
. .-· ~ ~ -~ ... . . . ..
. -~- ~ 
---~· 
-- . 
' 
,,;-.10..:. 
. .. -~. : .·. ~ ... _-:_.~··-'-:·:...·_ .. -.}~.:~.d-{\~~j;···... __ ·.: 
Lfkewiser ;f ·*:J.~i?5c/~;~r~·,~:-9rYA confidence 
8a{o c;nffde~~~ i~te:r.val. 'In .. general I~ ~for 
. '•. :' . . . ·• 
int.er.val and X ± l.28cr/ln"'1s an 
. ;_',; 
gi'Y:en .n;·;tne lene;th of the con-
fidence interval -incre.ases if the· confidence level is increased, and, as 
'· ' .!J. 
w-e hav€l.seen1 for l3;:given confic1ence level the length deere~~~ for in-
\ . • ·' ··\~- -f dJ t:~ ·~') ~: . 
creases J.n n. .. . . .. i;. ·:. . .. :•:. rv:. ~· '· :.: :::1.·· r·r.,;·";· ~.· ·.•· .. · 
• ~,..,. ~-· .L r :-"'-: t~~·oc; ;~ ·:. .. -
The pr'obabil:Cty areas of the normal dist:x:,ibution oniwbich the above.,.-... .. , 
intervals are deduced by the arguments of equation (5), are illustrated in 
Figure 2. Note that this does not illustrate confidence intervals themseh..:, 
(Show- Figure 2) 
but simply probability areas of the as~umed normal distribution of the 
conceptual population of sample means from which the confidence intervals 
are derived; the intervals cannot be represented in this form for reaoonti 
arising out of the discussion following equation {5). Nevertheless, the 
illustration is useful in giving pictorial representation of the distri-
bution of sample means. 
The choice of the confidence level to be used in a particular situation, 
and accordingly of the confidence interval, is the research worker's, and 
depends upon the data and the conclusions to be made. If a high degree of 
assurance is desired, that the interval include the mean, then a confidence 
level of 0.95 or 0.99 may be chosen, know-ing that· this involves a wider 
interval than would be used for a confidence level of 0.90 or 0.80 with th~ 
same sample size. And vice versa. 
(4) Non•sYimlletric confidence intervals. The confidence intervaL discuss:::~ 
', -
so far have all been of the form X ± a constant and hence are symmetric 
about the sampi~ >~an. . . They have been derived from probability are~. of 
. ' 
th0 normal distribution that are symmetric about. the populat~on. mean, .a..; 
illustrat~d in Figure 2. But just as X ± l.96a/IU is a 95% confidence 
interval derived from the s.tartda.rdized normal integral which can be ex-
presi:;ed as 
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1.95 = (2~)-t J~i:~~ e-tx2 dx 
= 0.475 + 0.475 
so can we also write, for example, 
0.95 = 0.495 + 0.455 ---(6) 
so that X- 1.10a/ID. to X+ 2.58a//n is also a 95rfo confidence interval, one 
that is not symmetric about X. Since there :i.s an in:f'ini te number of ways 
of breaking up 0.95 in the manner of equation (6) there is no unique 95rfo 
confidence interval. There is of course only one symmetric confidence 
interval for any given confidence level. 
Hypothesis testing 
Confidence intervals are a method of estimation. But instead of etiti-
; mating the population mean we are sometimes more interested .in answering a 
question like "could the population m~an b~ 43?" This is equivalent to 
hy:po-:t;he~izing that the mean is 43 ¥1<\. posi:J;lg ,_the question "are the sample 
data consistent with such a hypothesis?" More specifically we could ask 
"to what exte~t·is. t~e sample consistent with tf!:e hypothesis that the 
population mean is 43?" In other instances we may know the mean of one 
population, have sample data that we believe come from another population, 
and wish to answer the question "do the populations have the same means?", 
or "to what extent is the sample CO!lf3istent with the hypothesis that the 
:Populations have the same means? 11 Statistical procedUres available in 
these and similar situations are the D:Jethods of hypothesis te~ting, a 
teclmique that occupies much space in ·the literature of statistics. Only 
a brief discussion will be given here,outlllling basic concepts. The example 
of the daily milk yield of dairy cows will be continued, .assuming a2 known 
equal to 300. The question to be considered_ is that just· mentioned "could 
the population-mean be 43?" 
Suppose that a random sample of 75 cows has yie.lded a mean of X = 50 lb. 
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milk. Now consider -the normal distribution given in Figure 2. It repr0-
sents the approximate distribution of the conceptual population of means 
of random samples of size n. Since this distribution is a good approxi-
mation to the exact distribution of sample means we will consider it as 
being the exact distribution. Then, from the probability areas indicateu 
in Figure 2, we conclude that for 95~ of all possible random samples of 
'size n, the sample mean will be in the range ~ ± 1.96a/ln whatever the 
population mean, f.llmay_be. Now consider the b.Y,potbesis that the population 
mean is 43 lb. milk. If it is true1 and we consequently suppose ll is 43, 
then the probability that the mean of a random sample of n cows lies _in, .. 
,··.-the r~ge 43 + 1.96a/ln is 0.95, i.e • 
. · 0.95 = Pr(X lies in the interval 43 ± 1.96a/./D.). 
!< 
Therefore 
0.05 = 1 - 0.95 
= Pr(J{ lies outside the interval 43 ± 1.96a//n) 
= Pr(X < 43 - 1.96a/ID.) + Pr(X > 43 + 1.96a/.rn) 
= Pr(X - 43 < -1.96a/.fD.)+ Pr(X - 43 > 1.96a/ln) 
-- :-'I'his can be e·xpressed as 
-- • .. - ·- Pr <IX' - 431 > 1.96a/./n) = o.o5 ---(7) 
This means that, when {i) assuming as true the hypothesis that 43 is the 
value of the unknown population mean, and {ii.) drawing a single random 
sample of size n from all possible random samples of size n that exist 
(conceptually at any rate), the probability is 0.05 that lX- 431/a/ln 
exceeds 1.96. 
·· Now consider the sample of 75 cows that have a mean of' 50. 
tion (7) the value of 
1. 96a f./D. is 1. 961300175 = 3 • 92 
and that of 
lx- 431 is 1 
which exceeds -3-92;-i.e. the event 
IX'- 431 ~ 1.96a/ID. 
In equa-
---(8) 
has occurred. And from equation (7) -..re kno'it that this is an event for which 
the probabili:ty of occurrence from among. all possible· sample;:; of size '15 i~ 
0.05. By this we I!lean that if the .POJ!Ulation mean is truly: 43 and ,.,.e dra"I-T 
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a large number of random sampleB of 75 cows, for 5~ of them the event (o) 
will occur. If now, as human beings with subjective feelings, we contend 
that any event which has a chance of l in 20 (or less) of occurring is an 
unlikely event, we can say that in our sample a most unlikely event ~ 
actually happened. Now on the average, in fact by definition, most unlikely 
events do not happen very often - and we have had one occur first time. 
Thus there may be something wrong with our argument. It could be that the 
75 cows are not a random sample; but if this were so there would be little 
or nothing that could be done with the information they provide, so we may 
as well accept them as a random sample. It could be that the approximation 
of normality for the distribution of means is not very good - but we have 
seen that it is quite good for n = 4 and gets better as n increases. Finally, 
it could be that the assumption about the hypothesis being true, namely that 
the population mean is 43, is wrong. And this is just what we conclude, 
that this is a faiD8 assumption. We speak of rejecting this hypothesis that 
~ equals 43 and declare that it is not 43 but something different. 
Notice that the point on which hangs the decision not to accept the 
hypothesis as true is our personal feelings towards the occurrence of an 
event for which the probability of occurrence is only 1 in 20. On the averag~ 
in one time in 20, the mean of a random sample of 75 cows chosen from a pop-
ulation of cows having mean 43, will differ from 43 by more than 1.96/356//75; 
but since we feel that a chance of 1 in 20 is a slim one, the actual occur-
r~nce of an event that has this probability of happening if the hypothesis is 
true, makes us feel more inclined to say the hypothesis iG not true rather 
than believe both that it is true and that our sample is one of those that 
have a slim chance (1 in 20) of happening. The probability level at which 
we decide to do this, the 1 in 20, is called the significance level, and 
the conclusion of not accepting the hypothesis is sununarized by saying "the 
population mean is significantly different from 43, at the-5%-(significance) 
level 11 • 
Suppose that the mean of the sample of 75 cows had been 45 lb. milk. Such 
an occurrence is not included in the event (8) and accordingly we would 
accept the hypothesis that ~ is 43 lb., saying that "the population mean is 
not significantly different from 43, at the 5% level". Notice that this 
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does not mean that ~ is equal to 4) with absolute certainty, but just that 
the data of the sample are consistent at the 5~ significance level, with the 
population having a mean of 4). 
Properties 2! significance tests 
Very briefly we \-Till list some of the properties of significance teut::. 
as they relate to our example. 
(1) ! general notation. The example dealt with testing the hypothesis that 
the population mean is 4). We might call this the hypothesis H and write 
H: ll = 4). In general we will want to test the hypothesis Ho : ll = ~ where 
llo is some pre-assigned numerical value. Equation (7) then becomes 
Pr( IX - llo I > 1.96a/ID.) = 0.05 ---(9) 
i.e. ~~ > 1.96) = 0.05 
or Pr(X < llo - 1.96a/.fn) + Pr(X > llo + 1.96a/.fn) = 0.05. 
The range of values outside the interval llo ± 1.96a/l:n is known as the re-
jection region, or critical region; when X lies in this region the hypothe~i~ 
HO is rejected, at the 5~ significance level. 
(2) Significance levels ~ ~ 2!• There is nothing sacrosanct about 
the significance level 5% any more than there is about the confidence co-
efficient 95%. Comparable to the confidence intervals discussed earlier 
llo ± 2.58a/ln are the limits of the 1~ rejection region of the hypothesis 
EO: 1J. = IJ.o, and llo ± 1.65a/ID. are the limits of the lc:f/, rejection region. 
The particular circumstances involved in any practical case determine the 
choice of significance level just as they do the choice of a confidence 
coefficient. Different degrees of significance are sometimes given as label~ 
to different signif~cance levels; e.g. 10% may be called significant, 5% · 
very significant, arid 1% highly s·ignifican~. 
()) Alternative hyp~theses. The hypothesis EO: ll = llo is· called the null 
hypothesis,· the word null arising from a commonly-used style of hypothesis, 
that of ~esting ~f same parameter is zero. Indeed E6 can be put in thiti 
· form as Ho: ll - ~ = o. 
Let us' consider the effect of rejecting the null hypoth~sis EO• 
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Acknowledging the existence of a mean at all implies, very obviously, that 
1J. does have some value. Therefore in rejecting the hypothesis He we are 
automatically accepting an alternative one, that the value of IJ. is some-
thing other than lio o This alternative hypothesis can be written as 
~: IJ. j; lio• When X is in the critical region, i.e. beyond the limits 
Jlo ± 1.96a/!D., we reject He and accept the alternative ~. 
(4) One-tailed tests. An alternative to EO that is often more useful than 
H]. :··I! i J.!o is ~: !-L > !-Lo: for frequently we are interested in considering 
th~hypothesis that IJ. is not just different from, but greater than some 
pre-chosen value, ~· For example, in experimental work where a new treat-
ment is being tried out we would seek to test if the mean yield from the 
new treatment exceeds that of an older treatment, i.e. is 1J. > IJ.o? The test 
is developed as follovrs. 
Consider first that the null hypothesis Bo: 1J. = ~ is true. Then since 
Pr(X lies outside flo ± 1.96o/.fD) = 0.05 
we have Pr\x > 1-1o + 1.96cr/ID.) = 0.025 • 
To emphasize that this probability statement is made on the assumption that 
EO is true we write it as 
Pr(X > Jlo + 1.96cr/lii!Ho: IJ. = Jlo) = 0.025 • 
Changing the null ;hypothesis to He.: 1J. s llo therefore gives 
Pr (X > !-Lo + 1.96cr/ln1Ha: ·IJ. s llo) s 0 .. 025 1 
for if 1J. ~ less than llo the probability that X exceeds lio + 1.96cr/ln will 
be less than 0.025. Hence if an observed X exceeds llo + 1.96cr/ln we reject 
the null hypothesis EO : 1J. s IJo and accept the al terna ti ve that ll > flo 1 at 
a significance level that is no greater than 0.025. Such a test would lead 
to the conclusion 111J. is significantly greater than J.l.o(P s 0.025)." 
The test just described is a one-tailed test because it involves only 
the upper "tail" of the normal probability distribution. The corresponding 
test. for accept-ing the hypothes_is 1J. < 1-1o is when X < ~ - 1.96a/ln, involving 
the lower ntail11 of the distribution. Notice that the significance level of 
these tests is ~f%, involving separately the limits used in the two-tailed 
5% test. Similarly the limits of th~ 5% one-tailed t~sts arc those of the 
two-tailed lo% tests, i.e. accept J-1 < IJ.o when X< llo - 1.65cr/ID. and accept 
1J. > 1-1o when X> J.l.o + 1.65cr/ID.. 
' ., ..... · ..... ~- .. :., ....... ·.,, ..... ,; ..... ~ ··.. .... ., ... ~' '· '., ., . '·"'· .. , ' . ' 
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(5) Two types of error~ If ·the null hypothesis is true, a significance 
test based on the 'J{o significance level will, on average {i.e. over a 
large number of SalD.Ples of the same size) reject the null hypothesis 5oj, 
of the time. This rejection constitutes an error of judgment, known as 
a Type I error, or rejection error, i.e. wrongly rejecting the null 
bypothes is when it is true. Another type of error occurs if we acc'ept 
the null hypothesis when in fact it is false, i.e. when the alternative 
bypothes is is -true. This is called a Type II error, or acceptance error, 
for wrongly accepting the null hypothesis when the alternative is true. 
These two errors are shown in the following table. 
Types of Error in Significance Tests 
Null Assertion about null hypothesis 
hypothesis derived from significance test 
True 
False 
True False 
Type of error 
No Error 
Type II Error 
Type I Error 
No Error 
Probabilities of the ~NO types of error are shown below for the null 
hypothesis Ho: J.l. = 1Jo tested against one specific alternative, 
~: J.l. = 1-l], I= ~0 , from the general class of alternatives J.l. I= IJo; 
Pr (Type I Error) = Pr (rejecting Ho when it is true) 
= Pr (X outside IJo ± 1.96o/lii1Ho) 
= 0.05 
(x-~ )2 
_ ....L_ ~ + 1.96cr/ID. e- 2? 
- afi!Jr J~ - 1.96cr/./n dx. 
· Pr(Type II Err~r) = Pr(ac~epting HQ when Ho is false) 
= P_r (accepting Bo• when H, is true)-
= 1 - Pr (rej~cting Ho when ~ is true) 
= 1 - Pr(X outside J.l.o ± l.g6a/liil~) 
(;x:-~ )2 . 
= ....L_ fl.to + l.96a/v'n - 2cr2 
'ZIT.(a J~ - 1.96cr/./D e dx.-
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In general we shouid like both these probabilities as · smalL as 
possible in a significance test, in fact to design a significance test 
so that this is the case. Unfortunately this generally cannot be achieved 
for when the probability of making one error is decreased that of the 
other is increased. One suggestion has been made that for a given value 
of the probability of a Type I error the critical region should be chosen 
to minimize the probability of a Type II error. 
( 6) Power £f. ~ ~ e The pow3r of a significance test is 
Power of test= 1 - Pr(Type II error) 
= Pr (rejecting EO when ~ is true) 1 
= Pr (rejecting EO when Ho is false) 1 
i.e. the power of a test is the probability of rejecting the null hypotheciis 
when it is false and should be rejected. :l , .• ~ 
Figure 3 shows ~.representation of the ·'normai':afs'tributions of sample 
means under the two hypotheses Ho: 1-1 = 1-1o and ~: 1-1 = 1-lt. Points P and Q 
(Show Figure 3) 
represent the limits of the critical region 1-lo ± 1.96a/ln; when X lies 
beyond these limits E6 is rejected. The area beyond these limits under the 
normal distribution having mean 1-101 i.e. (-oo)AP plus BQ(+oo) 1 is the proba-
bility of a Type I error, with value 0.05 in this case. The area between 
the same limits but under the normal distribution having mean ~ 1 namely 
PA*B~~Q represents the probability of a Type II error, the probability of 
accepting Ho when H1 is true. The sum of the areas (-c10)A*P plus B*Q.(+oo) 
is the pm-rer of the test, the probability of rejecting Ho when ~ is true. 
Conclusion 
Although the errors and the power of a significan~e test occupy much 
space in statistical literature, they are treated only briefly here to be 
.in keeping with the general tenor of these notes, namely a discussion of 
underlying principles rather than mathematical complexities. For the same 
reason, in the example used throughout - a simple one Of means - the 
variance has been assumed known. In practice it is often unknown and 
confidence intervals and significance tests must then be based on an 
estimated variance such as s2 = (tx2 - riK2)/(n - 1). The hypothesis 
· .. ,_ · .. · ....... '· ••• '·'·'~'· ,, .• '•" .• ·~·- ,._,. -. '· -~'· '• '• '• ~-hh'•, .......... ~- ···•'• •'· .• · ...... ·• -.:-...... :' ,, ,, '•. ~·-·· '• •• '• _ .• , '• '• .. 
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Ho : IJ. = J.lo is then considered by· testing {X - J.lo }/D/ s against the t..:. 
distribution, using ,ll! values for the various probability levels. The 
principles of confidence intervals and significance tests remain the same, 
just as they do for other statistics and distributions, for example those 
of the analysis of variance procedure. There may be small changes in some 
instances but the basic concepts are unaltered. 
s1.lli!IIlal7 
The underlying principles of confidence intervals and significance 
tests are discussed in terms of a simple hypothetical example. The dis-
cussion covers the sampling of a population, the distribution of sample 
means and the use of the normal distribution. Certain properties of the 
procedures are also considered briefly. Mathematical deviations are not 
given, the purpose of the notes being to emphasize the meaning of confidence 
intervals and significance tests rather than their mathematical niceties. 
Table 1 
Hypothetical population of daily milk yields 
Daily yield Proportion 
(lb. milk) of cows 
10 1/9 
25 2/9 
4o 3/9 
55 2/9 
70 1/9 
Total 9/9 = 1 
Mean = (1/9)10 + (2/9)25 + (3/9)40 + (2/9)55 + (1/9)70 = 40 
a2 = (l/9)(lo-4o)2 + (2/9)(25-40)2 + (3/9)(4o-4o)2 + (2/9)(55-40)2 
+ (1/9)(70-40)2 = 300 
Tab~e 2 
Unordered samp~es of 2 obtainab~e from hypothetical population 
Samp~e of Probability of Mean yield 
yields obtaining sample of samp~e 
~o, ~0 1/81 10 
10, 25 4/81 17j 
~o, 4o 6/81 25 
10, 55 4/81 32i 
10, 70 2/81 4o 
25, 25 4/81 25 
25, 4o 12/81 3~ 
25, 55 8/81 4o 
25, 70 4/81 47! 
4o, 4o 9/81 4o 
4o, 55 12/81 47i' 
4o, 70 6/81 55 
55, 55 4/81 55 
55, 70 4/81 6~ 
70, 70 1/81 70 
Total 81/81 = 1 
Table 3 
Mean 
dample means and associated probabilities, of' samples of 
size 2 obtainable f'rom hypothetical population of Table l 
Sample 
mean 
10 
17i 
25 
3~ 
40 
47! 
55 
6~ 
70 
Total 
Probability 
l/81 
4/81 
10/81 
16/81 
19/81 
16/81 
10/81 
4/81 
l/81 
81/81 = l 
= (10 + 4.17! + 10.25 + 16.;~ + 19.40 + 16.47i + 10.55 
+ 4.62! + 70)/81 
Variance= [2{30)2 + 2(4)(22t)2 + 2(10)(15)2 + 2(16)(7t)2 ]81 
= 40 
= 150 
Table 4 
Sample means ru1d associated probabilities or samples or 
size 4 obtainable rrom hypothetical population of Table 1 
Sample Probability 
avera{Se 
--·----
10 1/6561 
13.75 8/6561 
1'7 ·5 36/6561 
21.25 112/6561 
25 266/6561 
28.75 504/6561 
32.5 784/6561 
36.25 1016/6561 
4o 1107/6561 
43.75 1016/6561 
47.5 784/6561 
51.25 504/6561 
55 266/6561 
58.75 112/6561 
62.5 36/6561 
66.25 8/6561 
70 1/6561 
Total 6561/6561 :::: 1 
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Distribution of means of random samples. 
~ Samples of' 2 
5'. Samples of' 4 
10 25 40 55 70 Sample mean 
Probability areas in the normal distribution of mean 1-1 and 
variance s2 =o2/n. 
ll 80% 
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1-1+1.28s 
Jl-1.65s 1-1+1.65s 
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Figure 3· 
-oo 
Normal distributions with variance r:P /n,having means J..lo and Ill 
corresponding to the null hypothesis &, :J.l=f..lo and the alternative 
H1 : ll=ll1 • 
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