Abstract. We have developed an algorithm for triaging acute pediatric abdominal pain in the Emergency Department using the discovery-driven approach. This algorithm is embedded into the MET-AP (Mobile Emergency Triage -Abdominal Pain) system -a clinical decision support system that assists physicians in making emergency triage decisions. In this paper we describe experimental evaluation of several data mining methods (inductive learning, case-based reasoning and Bayesian reasoning) and results leading to the selection of the rule-based algorithm.
Introduction
Quest to provide better quality care to the patients results in supplementing regular procedures with intelligent clinical decision support systems (CDSS) that help to avoid potential mistakes and overcome existing limitations.
A CDSS is "a program designed to help healthcare professionals make clinical decisions" [1] . In our research we concentrate on systems providing patientspecific advice that use clinical decision support algorithms (CDSAs) discovered from data describing past experience. We evaluate various methods of data mining for extracting knowledge and representing it in form of a CDSA. The evaluation is based on the decision accuracy of the CDSA as the outcome measure.
CDSAs discussed in this paper aim at supporting triage of abdominal pain in the pediatric Emergency Department (ED). Triage is one of ED physician's functions that requires the following disposition decisions: discharge (discharge and possible follow-up by a family doctor), observation (further investigation in the ED or hospital), or consult (consult a specialist).
MET-AP [2] is a mobile CDSS that provides support at the point of care for triaging abdominal pain in the ED. It suggests the most appropriate dispositions and their relative strengths.
The paper is organized as follows. We start with a short overview of data mining methodologies used for developing CDSAs. Then, we describe the experiment and conclude with the discussion.
CDSA and Data Mining
One of the oldest data mining approaches applied in developing discovery-driven CDSA is Bayesian reasoning [3] . It is a well-understood methodology that is accepted by physicians [3] , as it mimics clinical intuition [4] . Bayesian reasoning was adopted in the Leeds system [5] for diagnosing abdominal pain.
Other techniques of data mining, including case-based reasoning [3] and inductive learning [4] , have not been as widely accepted in clinical practice [4] . However, some practical applications [3, 4] of CDSAs constructed with these techniques have attracted the attention of healthcare professionals.
Case-based reasoning [6] allows arriving at a recommendation by analogy. This approach was employed in the development of CDSA for the CAREPART-NER system [7] designed to support the long-term follow-up of patients with stem-cell transplant.
Inductive learning [4] represents discovered knowledge in the form of decision rules and decision trees that are later used in CDSAs. It is less often used in practice despite some successful clinical applications (e.g., for evaluating coronary disease [8] ).
Selecting the Most Appropriate CDSA
In order to select the CDSA for triage of abdominal pain we designed and conducted a three-phase computational experiment.
The first phase of the experiment dealt with the development of CDSAs on the basis of learning data transcribed retrospectively from ED charts of patients with abdominal pain, who visited the ED in the Children's Hospital of Eastern Ontario between 1993 and 2002 (see Table 1 ). Each record was described by values of 13 clinical attributes. Charts were assigned to one of three decision classes by reviewing the full hospital documentation.
The following data mining methods were evaluated: induction of decision rules (LEM2 algorithm [9] ); Bayesian reasoning (naive Bayesian reasoning [10] ); case-based reasoning (IBL algorithm [11] ); and induction of decision trees (C4.5 algorithm [12] ).
During the second phase of the experiment we tested performance of the algorithms on new retrospectively collected independent testing data set (see Table 1 ). There is general consensus among the physicians that it is important to differentiate between the classification accuracies obtained for different decision classes (high accuracy for the consult class is more important than for the discharge class). This means than the assessment and selection of the most appropriate CDSA should consider not only its overall classification accuracy, but also performance for critical classes of patients. The results of the second phase are given in Table 2 . Although all CDSAs had very similar overall accuracies, the most promising results considering the observation and consult classes were obtained for case-based CDSA and for the rule-based CDSA. The tree-based CDSA had the same accuracy for the consult class as the rule-based one, however, its performance for the observation class was much lower. Finally, naive Bayesian CDSA offered the highest accuracy for the discharge class, and the lowest accuracy for the consult class, which is unacceptable from the clinical point of view. In the third phase of the experiment we tested and compared the CDSAs considering the misclassification costs (in terms of penalizing undesired misclassifications). The costs, given in Table 3 , were defined by the physicians participating in the study and introduced into the classification scheme. We excluded rule-based CDSA from this phase, as its classification strategy did not allow cost-based evaluation.
The results of the third phase are given in Table 4 . The most remarkable change comparing to the second phase is the increased classification accuracy for the observation class resembling the way a cautious physician would proceed. Such an approach also has drawbacks -the decreased classification accuracy for the consult class. Comparison of the performance of the cost-based CDSAs with the performance of the rule-based CDSA from the second phase favors the latter one as the preferable solution for MET-AP. This CDSA offers high classification accuracies for crucial decision classes (observation and consult) without decreasing accuracy in the discharge class. It is important to note that a rule-based CDSA represents clinical knowledge similarly to practice guidelines, and thus it is easy for clinicians to understand. Taking all of the above into account, we have chosen to implement the rule-based CDSA in MET-AP.
Discussion
Our experiment showed better performance of the rule-based CDSA in terms of classification accuracy for crucial decision classes (observation and consult), even when misclassification costs were introduced. This observation proves the viability and robustness of the rule-based CDSA implemented the MET-AP system.
More detailed evaluation of the results suggested that the learning data did not contain obvious classification patterns. This was confirmed by a large number of rules composing the rule-based CDSA (165 rules) and their relatively weak support -for each class there were only a few stronger rules. This might explain why rule-based CDSA and case-based CDSA that consider cases in an explicit manner (a rule can be viewed as a generalized case) were, in overall, superior to other algorithms.
During further studies we plan to research for more possible dependencies between the characteristics of the analyzed data and data mining methods used to build CDSAs. This should enable us to select the most appropriate CDSA in advance without a need for computational experiments. Moreover, it will be worth checking how the integration of different CDSAs impacts the classification accuracy.
