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A SHARP REARRANGEMENT PRINCIPLE IN FOURIER SPACE
AND SYMMETRY RESULTS FOR PDES WITH ARBITRARY ORDER
ENNO LENZMANN AND JE´RE´MY SOK
Abstract. We prove sharp inequalities for the symmetric-decreasing rearrange-
ment in Fourier space of functions in Rd. Our main result can be applied to a
general class of (pseudo-)differential operators in Rd of arbitrary order with radial
Fourier multipliers. For example, we can take any positive power of the Lapla-
cian (−∆)s with s > 0 and, in particular, any polyharmonic operator (−∆)m with
integer m > 1.
As applications, we prove radial symmetry and real-valuedness (up to trivial
symmetries) of optimizers for: i) Gagliardo–Nirenberg inequalities with derivatives
of arbitrary order, ii) ground states for bi- and polyharmonic NLS, and iii) Adams–
Moser–Trudinger type inequalities for Hd/2(Rd) in any dimension d > 1. As a
technical key result, we solve a phase retrieval problem for the Fourier transform
in Rd. To achieve this, we classify the case of equality in the corresponding Hardy–
Littlewood majorant problem for the Fourier transform in Rd.
1. Introduction and Main Result
In the calculus of variations, one of the canonical problems is to study symmetries of
optimizers. In particular, it is of interest to understand to what extent optimizers share
(or break) symmetries from the underlying variational problem.
As a concrete example, consider a functional E : X → R defined on some Banach space
X of complex-valued functions u : Rd → C. In many cases, the functional E[u] is invariant
under spatial rotations and shifts of the complex phase, which means that
E[eiαu(R·)] = E[u] for all R ∈ O(d) and α ∈ R.
A natural question is whether minimizers Q ∈ X of E[u] (possibly under some additional
constraint) must also share this invariance property from the functional E[u] up to trivial
symmetries. That is, any minimizer Q : Rd → R is radially symmetric and real-valued,
after replacing Q(x)→ eiαQ(x−x0) with some constants x0 ∈ Rd and α ∈ R if necessary.
For a broad class of variational problems where E[u] contains first-order derivatives,
we recall that proving radial symmetry and real-valuedness of optimizers can be typically
deduced from a well-established triad of arguments (see e. g. [1,8,20,22,38,39]) as follows.
(A) The Polya–Szego¨ inequality ‖∇u∗‖Lp 6 ‖∇u‖Lp , where u∗ denotes the symmetric-
decreasing rearrangement (Schwarz rearrangement) of u ∈W 1,p(Rd).
(B) The moving plane method for the corresponding Euler-Lagrange equation.
(C) The elementary inequality ‖∇|u|‖Lp 6 ‖∇u‖Lp .
However, if we treat variational problems that contain higher-order differential operators,
the methods mentioned above cannot be applied to deduce symmetry results for optimizers
(except for some special cases). Indeed, a model example arises if we wish to minimize
the functional
E[u] = ‖∆u‖2L2 − ‖u‖pLp
among all complex-valued functions u ∈ H2(Rd) with ‖u‖L2 = 1, say. For this prob-
lem, none of the arguments (A)–(C) can be applied to deduce radial symmetry or real-
valuedness of minimizers (up to translation and phase). For instance, even though we have
∆u ∈ Lp(Rd) it may happen that ∆u∗ 6∈ Lp(Rd) or ∆|u| 6∈ Lp(Rd), showing that both
(A) and (C) are not at our disposal. As for (B), that the moving plane method cannot be
applied to the corresponding Euler-Lagrange equation
∆2u+ λu− |u|p−2u = 0 in Rd with some λ > 0,
due to the lack of a maximum principle for ∆2 + λ in Rd.
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In the present paper, we propose a new strategy to improve the situation for differential
operators of arbitrary order by considering rearrangements in Fourier space. In particular,
we will obtain a useful substitute for the Polya–Szego¨ rearrangement inequality in Rd and
analyze the case of equality.
To formulate our main result, we will first need to introduce some basic definitions as
follows. Given a function f in L2(Rd), say, we define its Fourier rearrangement to be
the function f ♯ ∈ L2(Rd) given by
(1.1) f ♯ = F−1 {(Ff)∗} .
Here F denotes the Fourier transform on Rd (with its inverse F−1) and g∗ : Rd →
[0,∞) stands for the symmetric-decreasing rearrangement (Schwarz symmetrization) of a
measurable function g : Rd → C that vanishes at infinity. See Section 4 for more details.
Evidently, the mapping f 7→ f ♯ is highly nonlinear (due to the symmetric-rearrangement)
and nonlocal (due taking the Fourier transform). Thus, the analytic fine properties of op-
eration may be challenging to study. But some of basic features can be obtained in a
straightforward fashion. First of all, the radial symmetry of (Ff)∗ and its real-valuedness
together imply that the Fourier rearrangement f ♯ : Rn → R is always a radially symmet-
ric and real-valued function. Of course, unlike its symmetric-decreasing rearrangement
f∗(x) > 0, the function f ♯(x) may change its sign. (But under the extra assumption that
f̂ ∈ L1(Rd), the function f ♯(x) is always positive definite in the sense of Bochner; see Sec-
tion 2 below for a potential relevance of this concerning ground states for polyharmonic
NLS.)
A further straightforward and useful property of the Fourier rearrangement is that it
does not increase the norm for the Sobolev spaces Hs(Rd) for all s > 0. In particular, we
readily find the general inequality
(1.2) ‖(−∆)sf ♯‖L2 6 ‖(−∆)sf‖L2
valid for any f ∈ Hs(Rd) and all s > 0. Moreover, it is elementary to verify that the map-
ping f 7→ f ♯ is not just bounded but it is indeed a continuous map on Hs(Rd) for all s > 0
(see below). As we will see, this preservation of regularity makes the Fourier rearrange-
ment well suited for the study of symmetry properties of solutions to variational PDEs
in Rd that contain (pseudo-)differential operators of arbitrary order (e. g. the biharmonic
operators ∆2).
Let us emphasize that the general inequality (1.2) is valid for all s > 0. Hence, it
is in stark contrast to the celebrated Polya–Szego¨ principle for the symmetric-decreasing
rearrangement, which fails in Hs(Rd) when s > 1 and therefore has only very limited
use when dealing with higher-order derivatives. Furthermore, we recall the remarkable
result proved by Almgren and Lieb [1], who showed that the map f 7→ f∗ fails to be
continuous in H1(Rd) for d > 2, although it is a bounded map on H1(Rd). Of course,
such pathologies cannot exist for the Fourier rearrangement on any of the Sobolev spaces
Hs(Rd) with s > 0.1
A canonical question concerning (1.2) is to study the case of equality. In view of the
classical result by Brothers and Ziemer [8] on the case of equality in the Polya–Szego¨
inequality, it seems natural to ask whether equality in (1.2) with s > 0 implies that
(1.3) f(x) = eiαf ♯(x− x0) for a. e. x ∈ Rd
with some constants α ∈ R and x0 ∈ Rd. However, such a claim is too naive and cannot
be true in general. In fact, a closer inspection shows that equality in (1.2) with s > 0
occurs if and only if the Fourier transforms f̂ satisfies
(1.4) |f̂(ξ)| = (f̂)∗(ξ) for a. e. ξ ∈ Rd.
Clearly, this type of information alone is far too weak to conclude that a strong conclusion
like (1.3) holds. Indeed, if we pick an arbitrary measurable phase function ϑ : Rd → R
and replace
f̂(ξ)→ eiϑ(ξ)f̂(ξ),
1As an amusing aside, we remark that, by Plancherel, the Almgren–Lieb result carries over to the
Fourier rearrangement acting in the weighted space L2w = L
2(Rd, |x|2 dx), i. e., the map f 7→ f♯ fails to
be continuous in L2w in dimensions d > 2, although we have the boundedness property ‖f
♯‖L2w
6 ‖f‖L2w
.
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we see that f and f ♯ cannot be in general related as in (1.3) above.
In some sense, the task to recover f from equation (1.4) with some suitable extra
conditions can be seen as a phase retrieval problem in Fourier analysis. That is,
given the modulus |f̂ | one tries to determine the phase function ϑ up to some manageable
degree of ambiguity. In this direction, a typical condition is to impose that f̂ is analytic on
Cd (with some growth condition). Such an assumption, by Paley–Wiener theory, forces
the function f to be compactly supported in Rd. However, a restriction to compactly
supported f would be of no use in the situation we are interested in here (e. g., think of
f being an optimizer that solves some PDE, which typically have a unique continuation
property and hence f cannot vanish on open non-empty sets in Rd).
To solve the kind of phase retrieval problem mentioned above, we will use a different
strategy as follows. In fact, we will prove below that the freedom to choose ϑ : Rd → R
will dramatically diminish, if we additionally impose that equality holds in another type
of inequality for the Lp-norm of f , which naturally arises in variational problems. More
precisely, by applying the Brascamp–Lieb–Luttinger multilinear convolution inequality on
the Fourier side, we deduce the inequality
(1.5) ‖f‖Lp 6 ‖f ♯‖Lp ,
provided that p > 2 is an even integer or p =∞. Now, by imposing that f̂ is continuous,
we can conclude that joint equality in both inequalities (1.2) and (1.5) can occur if and
only if the phase function ϑ is affine, i. e., we have
f̂(ξ) = ei(α+x0·ξ)|f̂ |∗(ξ) for a. e. ξ ∈ Rd,
with some constants α ∈ R and x0 ∈ Rd. From this the desired claim (1.3) immediately
follows. We refer to Theorem 1 below for a more general and precise statement.
As a main technical ingredient in our proof, we will classify the case of equality in
the so-called Hardy–Littlewood majorant problem in Rd for the Lp-norms with p ∈
2N ∪ {∞}. Here, we will make essential use of the fact that the set Ω = {|f̂(ξ)| > 0}
is connected in Rd. In particular, this topological property holds true in our case, since
|f̂ | = (f̂)∗ implies that the set Ω is either some open ball around the origin or all of Rd.
We refer to Section 5 below for more details on how the topology of Ω enters the proof.
We will now formulate our first main result. Since our methods easily generalize to
differential operators including any positive powers of the Laplacian (−∆)s in Rd, we
introduce a suitable class of rotationally invariant (pseudo-)differential operators L on Rd
that satisfy the following conditions.
Assumption 1. Let d ∈ N and suppose ω : Rd → R is a real-valued and locally integrable
function. Let L denote the corresponding (pseudo-)differential operator defined as
(̂Lf)(ξ) = ω(ξ)f̂(ξ)
for Schwartz functions f ∈ S(Rd). We assume that the following conditions hold.
(i) There exist constants s > 0 and C > 0 such that
0 6 ω(ξ) 6 C
(
1 + |ξ|2s) for a. e. ξ ∈ Rd.
(ii) The function ω(ξ) is radially symmetric and strictly increasing with respect
to |ξ|, i. e., we have
ω(ξ) = ω(η) if |ξ| = |η| and ω(ξ) < ω(η) if |ξ| < |η|.
Remark. Typical examples for operators L in Rd are as follows.
• L = (−∆)s and L = (−∆+ 1)s/2 with s > 0.
• L = (−∆)s coth(−∆)s with s > 0. For s = 1/2 and d = 1, this operator arises in
the intermediate long-wave equation (ILW) for water waves.
• L with multiplier ω(ξ) = 1 − √tanh(hξ)/ξ on R with some constant h > 0.
The operator L arises in the Whitham equation for water waves. Note that L is
bounded on L2(R) so that Assumption 1 is satisfied with s = 0.
If the operators L1, . . . , Lm satisfy Assumption 1, so does any linear combination L =∑m
i=1 ciLi with coefficients ci > 0. For instance, we can take L = ∆
2 − β∆ with β > 0.
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Throughout the following, we let 〈f, g〉 = ´
Rd
f(x)g(x)dx denote the standard inner
product on L2(Rd). By Plancherel’s identity, we have
〈f, Lf〉 =
ˆ
Rd
ω(ξ)|f̂(ξ)|2 dξ,
which is well-defined for f ∈ Hs(Rd) provided L satisfies Assumption 1.
We now can state our main result, which provides the following strict rearrangement
inequalities involving the quantities 〈f, Lf〉 and ‖f‖Lp with even integer p > 2 or p =∞.
Theorem 1 (A Strict Rearrangement Principle in Fourier Space). Let d ∈ N and suppose
L satisfies Assumption 1 above with some s > 0. Assume that p > 2 is an even integer
or p =∞ and let 1 6 p′ 6 2 be its conjugate exponent, i. e., 1/p+ 1/p′ = 1.
Then, for any f ∈ Hs(Rd) ∩ F(Lp′(Rd)), we have f ♯ ∈ Hs(Rd) ∩ F(Lp′ (Rd)) and
(♠) 〈f ♯, Lf ♯〉 6 〈f, Lf〉 and ‖f‖Lp 6 ‖f ♯‖Lp .
In addition, assume that f̂(ξ) is continuous. Then equality occurs in both inequalities
in (♠) if and only if f(x) equals its Fourier rearrangement f ♯(x) up to a constant phase
and translation, i. e.,
f(x) = eiαf ♯(x− x0) for a. e. x ∈ Rd,
with some constants α ∈ R and x0 ∈ Rd. In particular, the function f(x) is radially
symmetric and real-valued (up to translation and constant phase).
Remarks. 1) The condition f ∈ F(Lp′(Rd)) becomes superfluous if the exponent p > 2
is Hs(Rd)-subcritical, i. e.,
(1.6) 2 < p < p∗(d, s) :=

2d
d− 2s if 0 < s < d/2,
∞ if s > d/2.
Furthermore, we can also take p = ∞ if s > d/2. In fact, by Ho¨lder’s inequality, we find
‖f̂‖Lp′ 6 C‖(1 + |ξ|2)s/2f̂‖L2 6 C‖f‖Hs under the condition on p stated above.
2) By Plancherel and the equimeasurability property of symmetric-decreasing rear-
rangements, we have that
‖f‖L2 = ‖f ♯‖L2 for all f ∈ L2(Rd).
Thus the classification of the equality case in (♠) must clearly fail for p = 2.
3) The continuity assumption for f̂ is due to technical convenience and it can probably
be relaxed (or completely dropped). However, in the applications of Theorem 1 below,
it will turn out there that the continuity of f̂ can be deduced from the corresponding
Euler-Lagrange equation satisfied by the optimizers. See below for details.
4) As shown below, the set
Hs,♯(Rd) = {f ∈ Hs(Rd) : f = f ♯}
is weakly closed in Hs(Rd) and compactly embedded in Lp(Rd) for all 2 < p < p∗(s, d).
This compactness fact can be used to provide a slick existence proof of minimizers for
variational problems that are amenable to Fourier rearrangement; see Section B below.
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2. Applications: Radial Symmetry of Optimizers
In this section, we discuss some applications of Theorem 1 to show radial symmetry of
optimizers. More precisely, we will consider the following examples.
• Gagliardo–Nirenberg type inequalities with derivatives of arbitrary order.
• Ground states for generalized NLS type (e. g. fourth-order NLS).
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• Adams–Moser–Trudinger type inequalities in Rd.
This list of applications is by far non-exhaustive and further applications of Theorem 1
will be addressed in future work.
2.1. Gagliardo–Nirenberg Type Inequalities. Suppose d ∈ N and let s > 0 be a
real number in what follows. We consider the following Gagliardo–Nirenberg (GN) type
interpolation inequality:
(GN) ‖f‖Lp 6 Cd,s,p‖(−∆)
s
2 f‖ϑL2‖f‖1−ϑL2 ,
which is valid for any f ∈ Hs(Rd), assuming that we take
(2.1) 2 < p < p∗(s, d) and ϑ =
d(p− 2)
2sp
,
where we recall the definition of p∗(s, d) from (1.6). By Plancherel’s theorem, the special
case of integer s = m ∈ N can be written as
(2.2) ‖f‖Lp 6 Cd,m,p‖∇mf‖ϑL2‖f‖1−ϑL2 ,
where we denote ∇m = ∇(−∆)(m−1)/2 if m odd and ∇m = (−∆)m/2 if m is even. In
particular, the Gagliardo–Nirenberg inequality with m = 1 is of central importance in the
study of NLS; see [40].
Indeed, the existence of an optimal constant Cd,s,p ∈ (0,∞) as well as optimizers
Q ∈ Hs(Rd) for inequality (GN) can be deduced from standard variational arguments
(e. g., concentration-compactness methods, see also [2] for an approach using a different
compactness lemma). In the appendix, we will provide an alternative and rather elemen-
tary existence proof of optimizers by using the Fourier rearrangement techniques.
A direct application of Theorem 1 yields the following symmetry result for optimizers
of inequality (GN), which also covers all s > 0, provided that p > 2 is an even integer.
Theorem 2. Let d ∈ N, s > 0, and suppose 2 < p < p⋆ is an even integer. Then any
optimizer Q ∈ Hs(Rd) for the Gagliardo–Nirenberg inequality (GN) satisfies
(2.3) Q(x) = eiαQ♯(x− x0) for a. e. x ∈ Rd,
with some constants α ∈ R and x0 ∈ Rd. As a consequence, the function Q(x) is radially
symmetric on Rd (up to translation) and real-valued (up to a constant phase).
Remarks. 1) In the case s 6 1, the fact that optimizers Q(x) can be chosen real-valued
(up to a constant phase) can be deduced from classical inequality
‖(−∆)s/2|f |‖L2 6 ‖(−∆)s/2f‖L2 ,
which is valid only if s ∈ [0, 1]. This property can also be seen as the so-called first Deny–
Beurling criterion saying that the corresponding heat semigroup e−t(−∆)
s
is positivity
preserving if and only if s ∈ [0, 1] holds; see, e. g., [35, Appendix 1 to Section XIII.12].
However, for s > 1, no such argument can be applied to deduce real-valuedness of Q (up
to a constant phase). As an alternative to Fourier rearrangements, the real-valuedness of
optimizers for (GN) can also be inferred from arguments in [18][Section 6]; see [15] for an
adaptation, which also applies to non-even integer p > 2.
2) In particular, we obtain radial symmetry of optimizers for (GN) in the biharmonic
case, where the corresponding Euler-Lagrange equation for Q ∈ Hs(Rd) is given by
(2.4) ∆2Q+Q− |Q|p−2Q = 0 in Rd.
3) For s = 1, the radial symmetry of Q(x) (and its uniqueness up to symmetries) is
a classical fact based on the moving plane method [19] and uniqueness of radial ground
states for s = 1 (see [26]). We refer to [16,17] for radial symmetry and uniqueness of
optimizers in the fractional case 0 < s < 1. However, the methods for the range 0 < s 6 1
do not have known generalization to s > 1.
4) We can show that Q̂ ∈ L1(Rd) by using the Euler-Lagrange equation. Thus we
see that Q♯ is (up to translation and phase) always a positive definite function in the
sense of Bochner. That is, for any choice of points x1, . . . , xN ∈ Rd, the N × N-matrix
(Q(xk − xl))16k,l6N is positive semi-definite. In particular, it holds that
(2.5) Q(0) > |Q(x)| for all x ∈ Rd.
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In the biharmonic case s = 2, numerical work in [14] indicates that the corresponding
Euler-Lagrange equation (2.4) has (at least) two different radially symmetric real-valued
solutions Q 6≡ 0 in H2(Rd). But only one of them satisfies condition (2.5). We believe
that the property of positive definiteness (and perhaps further properties of Q̂ > 0 such as
showing that ξ 7→ Q̂(ξ) is log-concave) may be play a central role when proving uniqueness
of optimizers for the general Gagliardo–Nirenberg inequality (GN).
Proof of Theorem 2. Let Q ∈ Hs(Rd) be an optimizer for (GN). Since p < p⋆ is Hs-
subcritical, an application of Ho¨lder’s inequality in Fourier space shows that Q̂ ∈ Lp′(Rd)
with 1/p + 1/p′ = 1. Thus we can apply Theorem 1 to deduce that the Fourier re-
arrangement Q♯ is an optimizer as well and we must have the equalities ‖(−∆) s2Q♯‖L2 =
‖(−∆) s2Q‖L2 and ‖Q♯‖Lp = ‖Q‖Lp . To conclude the proof of Theorem 2, it remains to
show that Q̂ is continuous. Indeed, after rescaling Q(x) → aQ(bx) with some constants
a, b > 0, we find that Q solves the corresponding Euler–Lagrange equation given by
(2.6) (−∆)sQ+Q− |Q|p−2Q = 0 in Rd.
Since p > 2 is an even integer, we obviously have p > 4 > 3. Therefore, it follows
that the function F = |Q|p−2Q ∈ L1(Rd) by Ho¨lder’s inequality and the fact that Q ∈
L2(Rd)∩Lp(Rd). Thus the Fourier transform F̂ = ̂(|Q|p−2Q) is continuous and we deduce
from the Euler-Lagrange equation in Fourier space that Q̂(ξ) = (|2πξ|2s + 1)−1F̂ (ξ) is
continuous as well.
Thus we can apply Theorem 1 to complete the proof of Theorem 2. 
Remark. In the case 2 < p < 3, any solution Q ∈ Hs(Rd) of (2.6) also has the property
that Q̂ is continuous. However, the proof would require more sophistication than the
case above when p > 3. A possible way to prove that Q̂ ∈ C0 would be to show that
Q ∈ L1(Rd), which can be deduced by suitable spatial decay estimates for Q(x).
2.2. Ground States for NLS Type Equations of Arbitrary Order. As our next
application of Theorem 1, we discuss radial symmetry of ground state solutions for time-
independent NLS type equations with derivative of arbitrary order. For example, the
fourth-order equation for Q ∈ H2(Rd) solving
(2.7) ∆2Q− β∆Q+ ωQ− |Q|p−2Q = 0 in Rd,
with parameters β > 0 and ω > 0 provides solitary wave solutions for the fourth-order
NLS (see e. g. [4,6,14] and references given there) and the corresponding time-dependent
equation arises as a model equation in nonlinear optics. The case of vanishing β = 0 is
referred to as the biharmonic NLS. Due to the general lack of a maximum principle for
the biharmonic operator ∆2 in Rd or Polya–Szego¨ rearrangement principles in H2(Rd),
the question of radial symmetry of ground state solutions Q ∈ H2(Rd) for (2.7) has been
mainly open so far; see below for some known partial results in this direction. However, if
we assume that p ∈ 2N, then Theorem 1 will show that any ground state solution Q must
be radially symmetric and real-valued (up to translation and constant phase). In what
follows, we will consider a general class of operators including ∆2 − β∆ with β > 0. See,
e. g., [41,42] where NLS type equations with general dispersions where introduced.
Let d ∈ N, s > 0, and 2 < p < p∗(s, d). We suppose that L is a (pseudo-)differential
operator that satisfies Assumption 1. For a given real number ω > 0, we define the action
functional A : Hs(Rd)→ R by setting
(2.8) A(u) =
1
2
〈u,Lu〉 + ω
2
‖u‖2L2 −
1
p
‖u‖pLp .
The corresponding Euler–Lagrange equation A′(Q) = 0 is easily found to be
(2.9) LQ+ ωQ− |Q|p−2Q = 0 in Rd.
By definition, a ground state Q ∈ Hs(Rd), Q 6≡ 0 is a minimizer of A(u) among all its
(non-trivial) critical points. That is, the set of ground states for A(u) can be written as
(2.10) G = {u ∈ Hs(Rd) \ {0} : A(u) 6 A(v) for all v ∈ Hs(Rd) \ {0} with A′(v) = 0}.
REARRANGEMENT IN FOURIER SPACE AND SYMMETRY RESULTS FOR PDES 7
It is elementary to check that ground states for A(u) can be equivalently described by
considering the minimization problem
(2.11) m = inf
{
1
2
〈v, Lv〉+ ω
2
‖v‖2L2 : v ∈ Hs(Rd), ‖v‖Lp = 1
}
.
Indeed, it is straightforward to verify that u ∈ H2(Rd) \ {0} is a ground state for A(u) if
and only if v = u/‖u‖Lp is a minimizer for (2.11).
We have the following symmetry result.
Theorem 3. Let d ∈ N, s > 0, ω > 0, and suppose 2 < p < p∗(s, d) is an even integer. Let
L satisfy Assumption 1 and assume in addition that its symbol ω : Rn → R is continuous.
Then any ground state Q ∈ G for the action functional A(u) satisfies
Q(x) = eiαQ♯(x− x0) for a. e. x ∈ Rd,
with some constants α ∈ R and x0 ∈ Rd. Consequently, the function Q(x) is radially
symmetric and real-valued (up to translation and constant phase).
Remarks. 1) For L = (−∆)s, it is elementary to check that a ground state Q ∈ G is also
an optimizer for the Gagliardo–Nirenberg inequality (GN). Conversely, any optimizer Q
for (GN) is (after a suitable rescaling) also a ground state for A(u) when L = (−∆)s.
2) For L = ∆2 − β∆ with β > 2√ω, is was shown in [5] that Q is radially symmetric
and positive Q(x) > 0 (modulo translation and a constant factor). In this case, the fourth-
order equation can be written as a corporative system of two second-order equations so
that the maximum-principle type arguments can be applied. Thus, in some sense, the
Laplacian part −β∆ “dominates” the biharmonic operator ∆2 for large β and ground
states Q essentially behave as in the second-order case. However, in the pure biharmonic
case when β = 0, any non-trivial solution Q ∈ H2(Rd) of (2.7) must be sign-changing,
which displays a completely different behavior than in the case β > 2
√
ω.
Proof. Not surprisingly, the proof follows closely the arguments given for Theorem 2 above.
First, we recall if Q is a ground state then the normalized function
v =
1
‖Q‖Lp Q
is a minimizer for problem (2.11). Next, we define the quadratic functional
T (v) =
1
2
〈v, Lv〉+ ω
2
‖v‖2L2 for v ∈ Hs(Rd).
From Theorem 1 together with ‖v♯‖L2 = ‖v‖L2 , we deduce that
T (v♯) 6 T (v) and ‖v‖Lp 6 ‖v♯‖Lp .
We claim that equality 1 = ‖v‖Lp = ‖v♯‖Lp must hold. Suppose this was false and that
we had α = ‖v‖Lp/‖v♯‖Lp < 1. But then w = αv♯ would satisfy T (w) = α2T (v♯) 6
α2T (v) < T (v) = m, contradicting T (w) > m because of ‖w‖Lp = 1. Thus the equality
‖v‖Lp = ‖v♯‖Lp must hold and a-posteriori we must have equality T (v) = T (v♯) as well,
proving that v♯ also minimizes (2.11).
It remains to show that
(2.12) v(x) = eiαv♯(x− x0) for a. e. x ∈ Rd,
with some constants α ∈ R and x0 ∈ Rd, which follows from Theorem 1 once we know hat
v̂ is continuous. But the continuity of v̂ follows in an analogous fashion as in the proof
of Theorem 2 using also that L has a continuous symbol ω(ξ) by assumption. Thus we
conclude that (2.12) holds.
Finally, we deduce that Q(x) = eiαQ♯(x − x0) for a. e. x ∈ Rd from (2.12) and using
the simple fact that (µv)♯ = |µ|v♯ for any constant µ ∈ C. 
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2.3. Adams–Moser–Trudinger Type Inequalities in Rd. As a further application of
Theorem 1, we will show radial symmetry for maximizers of Adams–Moser–Trudinger
type inequalities for the Sobolev spaces Hd/2(Rd) in any dimension d ∈ N. More precisely,
by following e. g. [27,28,36,37], we can obtain that
(2.13) Sd(α) := sup
u∈Hd/2(Rd)
‖u‖
Hd/2
61
ˆ
Rd
(eα|u|
2 − 1) dx =
{
finite for 0 < α 6 α∗,
+∞ for α > α∗
with some constant α∗ = α∗(d) > 0. Here and in what follows, we choose the Sobolev
norm so that
‖u‖2Hd/2 = ‖(−∆)d/4u‖2L2 + ‖u‖2L2 .
The following discussion can also be extended to different choices for the norm ‖u‖Hd/2
and the relevant changes are left to the reader.
In d = 2 dimensions, it shown in [25] that α∗(2) = 4π and that Sd=2(α∗) is attained
(by making use of classical rearrangement techniques among other things; see also [36]).
For the existence of a critical constant α∗(d) > 0 and its explicit value in any dimension
d, we refer to [27][Theorem 1.7] (although a different choice of ‖u‖Hs is used and hence
the numerical value of α∗(d) may have to be changed to our choice here.)
Now in view of Theorem 1, we use the exponential series and monotone convergence
theorem to find
(2.14)
ˆ
Rd
(eα|u|
2 − 1) dx =
∞∑
n=1
αn
n!
‖u‖2nL2n .
Thus we are in a situation where Theorem 1 may be used to deduce symmetry of maxi-
mizers for Sd(α). Indeed, we have the following general result.
Theorem 4. Let d ∈ N and α > 0. Then every maximizer Q ∈ Hd/2(Rd) for Sd(α) has
the form
Q(x) = eiαQ♯(x− x0)
with some constants α ∈ R and x0 ∈ Rd. In particular, the function Q(x) is radially
symmetric and real-valued (up to translation and constant phase).
Remarks. 1) Since functions in Hd/2(Rd) are in general complex-valued, the assertion
that maximizers Q can be chosen real-valued (up to a constant phase) is non-trivial (in
particular, for d > 3 when u ∈ Hd/2(Rd) does not guarantee that |u| ∈ Hd/2(Rd).)
2) As in the case of optimizers for (GN), it is not hard to see that Q̂ ∈ L1(Rd) by
using arguments in the spirit of the proof of Lemma A.2 below. Thus Q♯ : Rd → R is a
continuous positive definite function.
3) We hope that the Fourier rearrangement techniques presented here will also prove
to be useful for showing the existence of minimizers for suitable α ∈ (0, α∗] and any
dimension d > 1.
4) For low dimensions d ∈ {1, 2}, we can apply classical rearrangement techniques and
maximum principle arguments to show that minimizers Q must be non-negative (up to
a constant phase). It would be interesting to prove (or disprove) that Q can have sign
changes in dimension d > 3.
Proof of Theorem 4. Suppose Q ∈ Hd/2(Rd) is a maximizer for Sd(α). Clearly, we must
have ‖Q‖Hd/2 = 1. Since Q ∈ Hd/2(Rd) implies Q̂ ∈ Lq(Rd) for any 1 < q 6 2, we can
apply Theorem 1 and use (2.14) to conclude that
(2.15)
ˆ
Rd
(eα|Q|
2 − 1) dx 6
ˆ
Rd
(eα|Q
♯|2 − 1) dx.
On the other hand, we have that ‖Q♯‖Hd/2 6 ‖Q‖Hd/2 = 1 by Theorem 1. Thus we
conclude that Q♯ is also a maximizer and that we equality in (2.15) and ‖(−∆)d/4Q♯‖L2 =
‖(−∆)d/4Q‖L2 .
To complete the proof by using Theorem 1, we need to show that Q̂ is continuous. But
this property follows from Lemma A.2 below, where the Euler-Lagrange equation for Q is
studied in Fourier space. 
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3. Some Possible Extensions and Remarks
We mention here some directions in which the use of the Fourier rearrangement and
the arguments in this paper can be extended, followed by some remarks on exponents
p > 2 that are not even integers.
Weighted Lp-Norms. For 1 6 p <∞ and d > 1, we define the weighted norms
‖f‖ .
L
p
α
=
(ˆ
Rd
|f(x)|p
|x|α dx
)1/p
with 0 < α < d,
‖f‖Lpα =
(ˆ
Rd
|f(x)|p
(1 + |x|2)α/2 dx
)1/p
with 0 < α <∞.
Indeed, a corresponding version of Theorem 1 remains true if ‖f‖Lp is replaced by ‖f‖ .Lpα
or ‖f‖Lpα , provided that p ∈ 2N is an even integer. This is due to the fact that our
arguments below will carry over in this case. Indeed, by using the Fourier transform we
have, for p ∈ 2N,
‖f‖p.
L
p
α
=
(
Rα ∗ f̂ ∗ f̂ ∗ . . . f̂ ∗ f̂
)
(0), ‖f‖p
L
p
α
=
(
Gα ∗ f̂ ∗ f̂ ∗ . . . f̂ ∗ f̂
)
(0),
with p ∈ 2N convolutions appearing on the right-hand sides. Here Rα and Gα denote
the kernels of the corresponding Riesz and Bessel potentials, respectively. We recall the
classical formulas
Rα(ξ) =
cα,d
|ξ|d−α and Gα(ξ) = dα,d
ˆ ∞
0
e−|ξ|
2/4πδe−δ/4πδ(−d+α)/2
dδ
δ
,
with some positive constants cα,d > 0 and dα,d > 0. Since Rα = R
∗
α and Gα = G
∗
α are
equal to their symmetric-decreasing rearrangements, we can directly apply the proof of
Lemma 4.2 (using the Brascamp–Lieb–Luttinger inequality) to conclude that
‖f‖ .
L
p
α
6 ‖f ♯‖ .
L
p
α
and ‖f‖Lpα 6 ‖f ♯‖Lpα
under some appropriate conditions on f (e. g., f belongs to S(Rd)). Furthermore, the
classification of the equality case in Theorem 1 (assuming that f̂ is continuous) carries over
to the weighted norms ‖f‖ .
L
p
α
and ‖f‖Lpα and equality occurs if and only if f(x) = eiαf ♯(x)
almost everywhere. (Note that no translation occurs since the weighted norms break
translational invariance.)
Finally, the above discussion can be readily generalized to weights other than w(x) =
|x|−a or w(x) = (1+|x|2)−a/2. The only assumption to be made is that the weight function
w(x) > 0 has a Fourier transform ŵ = ŵ∗ that is equal to its symmetric-decreasing
rearrangement.
Generalized Choquard–Hartree Norms. For 1 6 p <∞ and 0 < α < d, we consider
the family of Choquard–Hartree type norms
‖f‖Dα,p =
(¨
Rd×Rd
|f(x)|p|f(y)|p
|x− y|α dx dy
)1/2p
.
For (p,α, d) = (2, 1, 3), such an expression occurs e. g. in the Choquard–Pekar model
describing polarons (see, e. g., [29]); see also [34] for a current overview on generalized
Choquard–Hartree type energy functionals. In the case of even integer p > 2, the norms
‖f‖Dα,p are amenable to the Fourier arguments used below. Indeed, for p ∈ 2N, we get
‖f‖pDα,p = cα,d
ˆ
Rd
F (ξ)F (ξ)
|ξ|d−α dξ, where F (ξ) = (f̂ ∗ f̂ ∗ . . . f̂ ∗ f̂)(ξ)
with p− 1 ∈ N convolutions in the definition of F . Likewise, we can deduce that
‖f‖Dα,p 6 ‖f ♯‖Dα,p
for all f ∈ S(Rd), say. Again, we can obtain a classification result for the case of equality
a` la Theorem 1. Clearly, the techniques laid out in this paper also apply to show radial
symmetry of minimizers of Choquard–Hartree type energy functionals
E(u) = 1
2
〈u,Lu〉 − 1
2p
‖u‖2pDα,p ,
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with some (pseudo-)differential operator L satisfying Assumption 1.
Sobolev/Ho¨rmander–Beurling Type Norms. For the Sobolev spaces Hs,p(Rd) with
p 6= 2, the Fourier rearrangement f 7→ f ♯ does not seem to produce useful rearrangement
estimates right away. However, we can consider the Sobolev type spaces Ĥs,p(Rd) with
1 6 p 6 ∞ and s ∈ R that are defined as the completion of S(Rd) with respect to the
norm
‖f‖Ĥs,p = ‖(1 + | · |2)
s
2 f̂‖Lp′ with
1
p
+
1
p′
= 1.
Clearly, we have the equality Ĥs,2(Rd) = Hs,2(Rd) by Plancherel’s theorem and the con-
tinuous embedding Ĥs,p(Rd) ⊂ Hs,p(Rd) for any p > 2 by the Hausdorff–Young inequality
(as well as the reversed embedding Hs,p(Rd) ⊂ Ĥs,p(Rd) for p 6 2.) We remark that the
spaces Ĥs,p(Rd) coincide with the spaces Bp′,k(R
d) which can be found in Ho¨rmander’s
book [24][Section 10.1] if we take the weight function k = (1+|ξ|2) s2 . The spaces Bp′,k(Rd)
are also referred to as Ho¨rmander–Beurling spaces. For an application of the spaces
Ĥs,p(Rd) in the study of Cauchy problems for dispersive nonlinear PDEs, see [10].
By using the arguments in this paper, we obtain the general inequality
(3.1) ‖f ♯‖Ĥs,p 6 ‖f‖Ĥs,p
valid for any f ∈ Ĥs,p(Rd), where 1 6 p < ∞ and s > 0. Moreover, for strictly positive
s > 0, equality holds if and only if |f̂ | = (f̂)∗ almost everywhere. These assertions all
follow from a straightforward application of the proof of Lemma 4.1 below. Again, a strict
rearrangement principle in the sense of Theorem 1 can be proven when 〈u,Lu〉 is replaced
with ‖f‖Ĥs,p .
Non-Radial Fourier Multipliers. The ideas of the present paper can be extended to
the case where rotational invariance of L is weakened to cylindrical symmetry in d > 2
dimensions. More precisely, suppose the operator L has a multiplier ω : Rn → R that is
cylindrically symmetric with respect to some direction e ∈ Sd−1, i. e.
ω(Rξ) = ω(ξ) for a. e. ξ ∈ Rd and all rotations R ∈ O(d) with Re = e.
By a global rotation of coordinates in Rd, we may assume henceforth that e = e1 =
(1, 0, . . . , 0) ∈ Sd−1. Accordingly, we can define the partial Fourier rearrangement
with respect to e1 by setting
f ♯e1 = F−1 {(Ff)∗e1} ,
where g∗e1 : Rd → [0,∞) denotes the function obtained by symmetric-decreasing re-
arrangement of (x2, . . . , xd) 7→ g(x1, x2, . . . , xd) on Rd−1 for each x1 ∈ R fixed. It is easy
to see that f ♯e1 is cylindrically symmetric with respect to the e1-axis.
In [23], we will use this idea to prove cylindrical symmetry of boosted ground states
Qv ∈ Hs(Rd) for general NLS of the form
(−∆)sQ+ iv · ∇Q+ αQ− |Q|p−2Q = 0 in Rd,
where s ∈ [1/2,∞), d > 2, α ∈ R, 2 < p < p∗(d, s), and v ∈ Rd (with |v| < 1 if s = 1/2).
On Non-Even Integer Exponents p. It would be desirable to understand what can
happen with ‖f‖Lp under Fourier rearrangement for exponents p 6∈ 2N ∪ {∞}. For such
exponents p, it can be shown that there exists f ∈ S(Rd) satisfying the strict inequality
‖F−1(|Ff |)‖Lp < ‖f‖Lp .
This fact is sometimes referred to as the failure of the upper Hardy-Littlewood majorant
property for Lp-norms when p 6∈ 2N ∪ {∞}. Indeed, the existence of such functions f
can be inferred from known counterexamples on the circle group T given by trigonometric
polynomials P ∈ L2(T); see [3,31,32]. If we take f(x) = λ1/2pe−πλx2P (x) and choose
0 < λ ≪ 1 sufficiently small, we can produce the desired examples f ∈ S(Rd) for d = 1.
(Examples for d > 2 can be obtained in a similar way.) However, all the known examples do
not satisfy |f̂ | = (f̂)∗. Hence it is still unclear whether counterexamples for the inequality
‖f‖Lp 6 ‖f ♯‖Lp exist at all for some p 6∈ 2N ∪ {∞}.
Note that a relaxation of the above inequality is known to be true. In [33], the author
establishes the inequality ‖f‖Lp(T) ≤ 5‖f ♯‖Lp(T), p > 2, where f(x) ∼
∑
n≥0 an cos(2nπx)
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is an even function on
[ − 1
2
, 1
2
]
per
≃ T = R/Z, and f ♯(x) ∼ ∑n≥0 a∗n cos(2nπx), where
a∗0 ≥ a∗1 ≥ · · · is the decreasing reordering of the sequence (|an|)n≥0. For an adap-
tion of [33] from T to Rd, see [15]. Finally, we mention that the inequality ‖f‖Lp(T) 6
Cp‖f ♯‖Lp(T) holds with some constant Cp > 1 goes back to Hardy and Littlewood (see [43,
Chap. XII, Vol II]). In [31], Littlewood showed that we must have Cp > 1 when 2 < p <∞
is not an even integer. But it is unclear to us at the moment whether the result in [31]
valid for T (with the discrete rearrangement of Fourier coefficients an) also carries over to
Rd (with the symmetric-decreasing rearrangement of f̂).
4. Preliminary Facts about the Fourier Rearrangement
In this section, we collect some basic properties of the Fourier rearrangement (but not
all of them will be used in this paper). Furthermore, we will prove the non-strict versions
of the inequalities stated in Theorem 1.
4.1. Basic Properties and Compactness. From the introduction above, we recall that
for a function f ∈ L2(Rd) we define its Fourier rearrangement as the function f : Rd → R
to be given by
(4.1) f ♯ := F−1 {(Ff)∗} .
Here F denotes the Fourier transform on Rd (with inverse F−1), where we use the following
convention
(4.2) (Ff)(ξ) ≡ f̂(ξ) =
ˆ
Rd
e−2πix·ξf(x) dx
for any Schwartz function f ∈ S(Rd). As usual, F is extended to the space of tempered
distributions S ′(Rd) by duality. For q ∈ [1,∞], we use F(Lq(Rd)) to denote the space of
all f ∈ S ′(Rd) such that f = ĝ for some g ∈ Lq(Rd). By the Hausdorff–Young inequality,
we have F(Lp(Rd)) ⊂ Lp′(Rd) for p ∈ [1, 2] with 1/p + 1/p′ = 1.
In (4.1) we use g∗ : Rd → [0,∞) to denote the symmetric-decreasing rearrangement
(or Schwarz rearrangement) of a measurable function g : Rd → C that vanishes at infinity
(in the sense that the sets {|g| > t} have finite Lebesgue measure in Rd for every t > 0).
Explicitly, we have the formula
(4.3) g∗(x) =
ˆ ∞
0
1{|g|>t}∗(x) dt,
where A∗ ⊂ Rd stands for the symmetric-decreasing rearrangement of a measurable set
A ⊂ Rd with finite measure |A| < ∞, i. e., A∗ = BR(0) is the open d-dimensional ball in
centered at the origin with radius R > 0 such that |BR(0)| = |A| (where we choose A∗ = ∅
if |A| = 0). We refer to [30] for a general discussion of the concept of symmetric-decreasing
rearrangements of functions.
From the classical fact that ‖g‖Lp = ‖g∗‖Lp for p ∈ [1,∞] due to the equimeasura-
bility of the symmetric decreasing-rearrangement, an application of Plancherel’s theorem
immediately yields
(4.4) ‖f ♯‖L2 = ‖f‖L2
for any f ∈ L2(Rd). Also, it is easy to see that f 7→ f ♯ is non-expansive on L2(Rd), i. e.,
(4.5) ‖f ♯ − g♯‖L2 6 ‖f − g‖L2
for all f, g ∈ L2(Rd), which follows from Plancherel’s theorem and the well-known non-
expansivity estimate ‖u∗−v∗‖L2 6 ‖u−v‖L2 . Furthermore, we find the following Hardy–
Littlewood type inequality for the Fourier rearrangement:
(4.6)
∣∣∣∣ˆ
Rd
f(x)g(x)dx
∣∣∣∣ 6 ˆ
Rd
f ♯(x)g♯(x) dx
for every f, g ∈ L2(Rd). To prove (4.6), we observe |〈f, g〉| = |〈f̂ , ĝ〉| 6 〈|f̂ |, |ĝ|〉 6
〈(f̂)∗, (ĝ)∗〉 = 〈f ♯, g♯〉 by using Plancherel’s identity twice together with the classical
Hardy–Littlewood inequality
´
Rd
|u(x)||v(x)| dx 6 ´
Rd
u∗(x)v∗(x) dx.
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For later use, we also record the following compactness property of the set
(4.7) Hs,♯(Rd) := (Hs(Rd))♯ = {f ∈ Hs(Rd) : f = f ♯}
which consists of function in Hs(Rd) that are equal to their Fourier rearrangement. From
Lemmas B.1 and B.2 below, we have the following facts for all d ∈ N:
• Hs,♯(Rd) is weakly closed in Hs(Rd) with s > 0.
• Hs,♯(Rd) is compactly embedded in Lp(Rd) for every 2 < p < p∗(s, d) and s > 0.
Evidently, these basic facts will greatly simplify an existence proof for optimizer in varia-
tional problems, where the Fourier rearrangement is beneficial.
4.2. Non-Strict Rearrangement Inequalities. We begin with the first inequality stated
in Theorem 1.
Lemma 4.1. Suppose that L satisfies Assumption 1 with some s > 0. Then, for all
f ∈ Hs(Rd), we have
〈f ♯, Lf ♯〉 6 〈f, Lf〉.
Moreover, equality holds if and only if
|f̂(ξ)| = (f̂)∗(ξ) for a. e. ξ ∈ Rd,
where (f̂)∗ : Rd → [0,∞) denotes the symmetric-decreasing rearrangement of f̂ : Rn → C.
Remark. In particular, we obtain the general inequality
‖(−∆)s/2f ♯‖L2 6 ‖(−∆)s/2f‖L2 for f ∈ Hs(Rd) and s > 0,
and equality holds if and only if |f̂ |(ξ) = (f̂)∗(ξ) for almost every ξ ∈ Rd.
Proof. We essentially follow the proof given in [6], where the case L = (−∆)s with ar-
bitrary s > 0 is discussed. For the reader’s convenience, we provide the straightforward
adaptation to the more general case of operators L satisfying Assumption 1.
With standard abuse of notation we write ω(|ξ|) using that ω : Rd → R is radially
symmetric on Rd. Now, by Plancherel’s theorem, the claimed inequality is equivalent to
(4.8)
ˆ
Rd
|(f̂)∗(ξ)|2ω(|ξ|) dξ 6
ˆ
Rd
|f̂(ξ)|2ω(|ξ|) dξ.
From well-known properties of the symmetric-decreasing rearrangement we recall that
|(f̂)∗|2 = (|f̂ |2)∗. Hence it remains to show that
(4.9)
ˆ
Rd
g∗(ξ)ω(|ξ|) dξ 6
ˆ
Rd
g(ξ)ω(|ξ|)dξ.
for any measurable nonnegative function g : Rd → [0,∞) that vanishes at infinity. More-
over, by the layer-cake representation, we can write g(ξ) =
´∞
0
χ{g>t}(ξ) dt for a. e. ξ, and
thus it suffices to prove that
(4.10)
ˆ
Rd
χA∗(ξ)ω(|ξ|) dξ 6
ˆ
Rd
χA(ξ)ω(|ξ|) dξ
for any measurable set A ⊂ Rn with finite measure, where A∗ denotes the symmetric-
decreasing rearrangement of the set A, i. e., A∗ = BR(0) is the open ball around 0 with
radius R > 0 such that µ(BR(0)) = µ(A) (where we choose R = 0 if µ(A) = 0.) It is
now easy to see that (4.10) holds. From µ(A \ A∗) = µ(A) − µ(A ∩ A∗), µ(A∗ \ A) =
µ(A∗)−µ(A∩A∗), and µ(A) = µ(A∗), we deduce that µ(A \A∗) = µ(A∗ \A). From this
and by using that |ξ| 7→ ω(|ξ|) is monotone increasing, we get
(4.11)
ˆ
A\A∗
ω(ξ) dξ > ω(R)µ(A \A∗) = ω(R)µ(A∗ \A) >
ˆ
A∗\A
ω(|ξ|) dξ.
Thus we find
´
A
ω =
´
A\A∗
ω +
´
A∩A∗
ω >
´
A∗\A
ω +
´
A∩A∗
ω =
´
A∗
ω, which proves that
(4.10) holds true.
It remains to discuss the case when f ∈ Hs(Rd) satisfies 〈f ♯, Lf ♯〉 = 〈f, Lf〉. Here we
first note that in order to have equality in (4.10) we must have that µ(A \ A∗) = 0. To
see this, we argue by contradiction. So let us suppose we have equality in (4.10) with
µ(A \ A∗) > 0. Equality in (4.10) implies equality in (4.11). Note that ω(|ξ|) < ω(R)
for ξ ∈ A∗ = BR(0), since |ξ| 7→ ω(|ξ|) is strictly increasing by assumption. Therefore,
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we have
´
A∗\A
ω < ω(R)µ(A \ A∗). But this contradicts that equality holds in (4.11).
This shows that equality in (4.10) can hold only if µ(A \ A∗) = µ(A∗ \ A) = 0. Since
µ(A) = µ(A∗), the latter fact shows that µ(A ∩ A∗) = µ(A) = µ(A∗) and hence the sets
A and A∗ coincide up to a set of zero measure.
By using the layer-cake representation for g, we deduce that equality in (4.9) can hold
only if the characteristic functions satisfy χ{g>t}(ξ) = χ{g>t}∗(ξ) for a. e. (ξ, t) ∈ Rd×R>0.
Hence, by the layer-cake principle, we conclude equality g(ξ) = g∗(ξ) for a. e. ξ ∈ Rd. If
we apply this to g = |f̂ |2, we deduce that the equality 〈f ♯, Lf ♯〉 = 〈f, Lf〉 implies that
|f̂(ξ)|2 = (|f̂(ξ)|2)∗ = |(f̂)∗(ξ)|2 holds a. e. Since (f̂)∗ > 0 is nonnegative, this is equivalent
to saying that |f̂(ξ)| = (f̂)∗(ξ) for a. e. ξ ∈ Rd. This completes the proof of Lemma 4.1. 
Now, we turn to the second inequality stated in Theorem 1.
Lemma 4.2. Suppose p > 2 is an even integer or p =∞. Let p′ denotes its dual exponent.
Then, for every f ∈ L2(Rd) ∩ F(Lp′(Rd)), we have f ♯ ∈ Lp(Rd) and
‖f‖Lp 6 ‖f ♯‖Lp .
Proof. If p = 2, then we recall that ‖f‖L2 = ‖f ♯‖L2 and there is nothing left to prove. So
let us assume that p > 2 holds for the rest of the proof.
Since f̂ ∈ Lp′(Rd) by assumption and ‖(f̂)∗‖Lp′ = ‖f̂‖Lp′ , the Hausdorff-Young in-
equality implies that f ♯ = F−1{(f̂)∗} belongs to Lp(Rd).
Let us suppose that p = 2m with some integer m > 2. With the use of Lemma A.4
below we deduce that
‖f‖pLp = F(|f |2m)(0) = (f̂ ∗ f̂ ∗ . . . f̂ ∗ f̂)(0)
with 2m− 1 convolutions on the right-hand side. From the Brascamp–Lieb–Luttinger [7]
(which generalizes the classical Riesz inequality) we obtain
(f̂ ∗ f̂ ∗ . . . f̂ ∗ f̂)(0) 6 ((f̂)∗ ∗ (f̂)∗ ∗ . . . ∗ (f̂)∗ ∗ (f̂)∗)(0) = F(|f ♯|2m)(0),
where we also used that (f̂)∗ = (f̂)∗ due to the fact the function f̂(ξ) = f(−ξ) has the
same symmetric-decreasing rearrangement as f̂(ξ). The completes the proof for p ∈ 2N.
Finally, let us assume that p =∞ and thus p′ = 1. We readily see that
(4.12) ‖f‖L∞ 6
ˆ
Rd
|f̂(ξ)| dξ 6
ˆ
Rd
(f̂)∗(ξ) dξ = f ♯(0).
On the other hand, since f̂∗(ξ) > 0 is non-negative and (f̂)∗ ∈ L1(Rd), the function f ♯ is
continuous and positive definite; in particular, it holds that f ♯(0) > |f ♯(x)| for all x ∈ Rd.
Hence we find f ♯(0) = ‖f ♯‖L∞ , which shows that ‖f‖L∞ 6 ‖f ♯‖L∞ .

5. On Equality in the Hardy–Littlewood Majorant Problem in Rd
and the Proof of Theorem 1
We begin with the following result.
Lemma 5.1. Let p > 2 be an even integer or p = ∞ and let 1 6 p′ 6 2 be its dual
exponent. Suppose that f, g ∈ F(Lp′(Rd)) satisfy |f̂(ξ)| 6 ĝ(ξ) for a. e. ξ ∈ Rd. Then it
holds
‖f‖Lp 6 ‖g‖Lp .
Remark. This result is a classical fact that can be traced back to the works of Hardy and
Littlewood for the Fourier transform on the circle group T in [21], and the corresponding
property above is referred to as the upper majorant propety (UMP) for the Lp-
norms with p ∈ 2N ∪ {∞}. As we recall below, the assertion in Lemma 5.1 follows from
the observation that for p = 2m with m ∈ N, we can write ‖f‖Lp using convolutions in
Fourier space. (The proof for p =∞ is also very straightforward.) However, the inequality
‖f‖Lp 6 ‖g‖Lp when |f̂(ξ)| 6 ĝ(ξ) is known to fail in general for exponents p 6∈ 2N∪{∞};
we refer to [3,31,32] for explicit counterexamples on the torus T. Using these examples,
we recall that it is not hard to construct for any given p 6∈ 2N∪{∞} and Schwartz function
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f ∈ S(Rd) such that ‖F−1(|Ff |)‖Lp < ‖f‖Lp , showing that the upper majorant property
fails for Lp(Rd)-norms when p 6∈ 2N ∪ {∞}.
Proof. For the reader’s convenience and also for later use below (when we study the case
of equality), we provide a detailed proof of Lemma 5.1 as follows. We use a form of the
proof, which will be more amenable to study the case of equality below.
First, we remark that f, g ∈ Lp(Rd) by the Hausdorff–Young inequality and the as-
sumption that f̂ , ĝ ∈ Lp′(Rd). Let us first treat the case p 6= ∞. Thus we assume that
p = 2m with m ∈ N. Correspondingly, the dual exponent is given by p′ = 2m
2m−1
. Since
p = 2m, we observe that
(5.1) ‖f‖pLp =
ˆ
Rd
|f |2m dx = F(|f |2m)(0) = (f̂ ∗ f̂ ∗ · · · ∗ f̂ ∗ f̂)(0),
where the number of convolutions on the right side equals m. Recall that f̂ ∈ L 2m2m−1 (Rd)
by assumption. Thus the convolution is well-defined by Young’s inequality and the map
ξ 7→ (f̂ ∗ f̂ ∗ · · · ∗ f̂ ∗ f̂)(ξ) is bounded and continuous. Likewise, we find
(5.2) ‖g‖pLp = (ĝ ∗ ĝ ∗ · · · ∗ ĝ ∗ ĝ)(0).
Since f̂(ξ) = f̂(−ξ) and ĝ(ξ) = ĝ(−ξ) = ĝ(−ξ), the inequalities |f̂ | 6 ĝ and |f̂ | 6 ĝ hold
a. e. in Rd. From the convolution expressions above we readily deduce that ‖f‖pLp 6 ‖g‖pLp
which is the desired bound for exponents p ∈ 2N.
Finally, we remark that the case p =∞ can be treated in the same way as in the proof
of Lemma 4.2. 
Lemma 5.2. Let f, g be as in Lemma 5.1 above and suppose that p > 2 is an even integer
or p = ∞. In addition, assume that f̂ is continuous and that {ξ : |f̂(ξ)| > 0} ⊂ Rd is a
connected set. Then equality
‖f‖Lp = ‖g‖Lp
holds if and only if
f̂(ξ) = ei(α+β·ξ)ĝ(ξ) for all ξ ∈ Rd,
with some constants α ∈ R and β ∈ Rd.
Remarks. 1) If the set Ω = {|f̂ | > 0} is not connected, the conclusion of Lemma 5.2
may fail. For an explicit counterexample, we refer to the remark after the proof below.
We can still relax the condition though, as it would be enough to assume that the closure
Ω is connected, and that ∂Ω is locally a finite union of smooth graphs of co-dimension 1
transverse to one another.
2) In the proof of Theorem 1 below, we will apply this to the situation where |f̂ | = (f̂)∗.
In this case, the set {|f̂ | > 0} is always an open ball in Rd or all of Rd and therefore
connected.
3) The conclusion of Lemma 5.2 clearly fails for p = 2, since we can take any measurable
ϑ : Rd → R and see that f̂ = eiϑĝ implies equality ‖f‖L2 = ‖g‖L2 by Plancherel’s theorem.
Proof. The ‘if’-part is trivial to see. Indeed, we then have f(x) = eiαg(x+ x0) with some
α ∈ R and x0 = 12πβ ∈ Rd. Thus we get ‖f‖Lp = ‖g‖Lp .
To prove the ‘only if’-part, we divide the rest of the proof into the following steps.
Step 1. We first consider the case p = 2m with some integer m > 2. Assume that
|f̂(ξ)| 6 ĝ(ξ) holds a. e. and suppose that we have equality ‖f‖Lp = ‖g‖Lp . Inspecting the
proof of Lemma 5.1, we readily see that equality |f̂(ξ)| = ĝ(ξ) must hold a. e. in Rd. Since
f̂ is continuous by assumption, so is ĝ, and thus equality |f̂(ξ)| = ĝ(ξ) holds everywhere.
Let us define the set
(5.3) Ω = {ξ ∈ Rd : |f̂(ξ)| > 0},
which is open by the continuity of f̂ . In what follows, we assume that Ω 6= ∅ is non-empty,
since otherwise f̂ ≡ 0 and the claim of Lemma 5.2 clearly follows. Furthermore, we will
make now the additional assumption that
Ω ⊂ Rd is simply connected.
Later we will turn to the general case when Ω is only assumed to be connected.
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From standard arguments there exists a continuous function ϑ : Ω→ R such that
(5.4) f̂(ξ) = eiϑ(ξ)|f̂(ξ)| for ξ ∈ Ω.
Indeed, the mapping z : Ω → S1 with z(ξ) = f̂(ξ)/|f̂(ξ)| is well-defined and continuous.
Since Ω ⊂ Rd is simply connected (by our assumption above) and the map R → S1,
t 7→ eit is a universal covering, there exists a continuous function ϑ : Ω → R such that
eiϑ(ξ) = z(ξ) for all ξ ∈ Ω. For the moment, let us extend the phase function ϑ to all of Rd
by setting ϑ(ξ) = 0 for ξ ∈ Rd \Ω. In particular, we trivially have that f̂(ξ) = eiϑ(ξ)|f̂(ξ)|
now is true for all ξ ∈ Rd. Of course, the function ϑ fails to be continuous in general on
all of Rd.
Next, we notice that (5.1) can be written as
(5.5) ‖f‖pLp = (Af ∗ Af ∗ · · · ∗ Af )(0),
with m− 1 convolutions on the right side and Af denotes the auto-correlation function of
f̂ given by
Af (ξ) = (f̂ ∗ f̂)(ξ) = (f̂ ∗ f̂(−·))(ξ) =
ˆ
Rd
f̂(ξ + ξ′)f̂(ξ′) dξ′
=
ˆ
Rd
ei{ϑ(ξ+ξ
′)−ϑ(ξ′)}|f̂(ξ + ξ′)||f̂(ξ′)| dξ′.
We proceed to find with
‖f‖pLp = (Af ∗ Af ∗ · · · ∗ Af )(0)
=
ˆ
(Rd)m−1
Af (0− ξm−1)Af (ξm−2 − ξm−1) . . . Af (ξ2 − ξ1)Af (ξ1) dξ1 . . . dξm−1
= m−d/2
ˆ
Σd,m−1
Af (η1)Af (η2) . . . Af (ηm)Hd(m−1)(dη).
Here Σd,m−1 denotes the d(m − 1)-dimensional linear subspace of (Rd)m = Rdm that is
given by
(5.6) Σd,m−1 =
{
η = (η1, . . . , ηm) ∈ Rdm :
m∑
k=1
ηk = 0
}
,
and Hd(m−1)(dη) denotes the corresponding Hausdorff measure on Σd,m−1. To transform
the integral over (Rd)m−1 to Σd,m−1 we made use of the linear diffeomorphism
(Rd)m−1 ∋ (ξ1, . . . , ξm−1) 7−→ (ξ1, ξ2 − ξ1, . . . , ξm−1 − ξm−2,−ξm−1) ∈ Σd,m−1,
whose Jacobian is easily to be seen the constant md/2. If we now recall (5.4), we deduce
(5.7) ‖f‖pLp = m−d/2
ˆ
Σd,m−1×(R
d)m
F (η, ξ) dξHd(m−1)(dη)
where the function F : Σd,m−1 × Rdm → C is defined as
(5.8) F (η, ξ) = eiΘ(η,ξ)
m∏
k=1
|f̂(ηk + ξk)||f̂(ξk)|, Θ(η, ξ) = ei
∑m
k=1{ϑ(ηk+ξk)−ϑ(ξk)},
with η = (η1, . . . , ηm) ∈ Σd,m−1 and ξ = (ξ1, . . . , ξm) ∈ Rdm. Similarly, we obtain that
(5.9) ‖g‖pLp = m−d/2
ˆ
Σd,m−1×(R
d)m
|F (η, ξ)| dξHd(m−1)(dη)
using that ĝ = |f̂ |.
Now, since we have ‖f‖Lp = ‖g‖Lp , we deduce that equality holds in the triangle
estimate
´
Σd,m−1×R
dm F (η, ξ) 6
´
Σd,m−1×R
dm |F (η, ξ)|. Thus we conclude that
(5.10) F (η,ξ) = |F (η, ξ)| for a. e. (η, ξ) ∈ Σd,m−1 × Rdm.
Let us now define the non-empty set S ⊂ Σd,m−1 × Rdm, where F does not vanish, i. e.,
S =
{
(η, ξ) ∈ Σd,m−1 × Rdm : |F (η, ξ)| > 0
}
=
{
(η, ξ) ∈ Σd,m−1 × Rdm : (ηk + ξk, ξk) ∈ Ω×Ω for k = 1, . . . ,m
}
.
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We note in passing that the set S may not be connected, although Ω ⊂ Rd has this
property by assumption. From (5.10) and (5.8) we now deduce that
(5.11) Θ(η, ξ) =
m∑
k=1
[
ϑ(ηk + ξk)− ϑ(ξk)
] ∈ 2πZ
for almost every (η, ξ) ∈ S.
Step 2. We claim that (5.11) implies that ϑ(ξ) is an affine function on the set Ω, i. e.,
(5.12) ϑ(ξ) = α+ β · ξ for ξ ∈ Ω,
with some constants α ∈ R and β ∈ Rd.
To prove (5.12), we first show that identity (5.11) holds for all (η, ξ) ∈ S. Indeed, this
can be deduced from a simple continuity argument as follows. We argue by contradiction.
Suppose (5.11) fails to hold, i. e., there is some (η, ξ) ∈ S such that Θ(η, ξ) = c for some
real number c 6∈ 2πZ. Since (η+ ξ, ξ) ∈ Ωm ×Ωm and Ω ⊂ Rd is open, there exists r > 0
such that Br(η + ξ)×Br(ξ) ⊂ Ωm × Ωm. Thus the set
Vr = {ζ ∈ Σd,m−1 : |ζ − η| < r/2} ×Br/2(ξ) ⊂ S
is an open neighborhood around (η, ξ) ∈ S in Σd,m−1 × Rdm. By the continuity of
Θ : S → R, we deduce that Θ(η, ξ) = c for every (η, ξ) ∈ Vr, provided that r > 0 is
sufficiently small. Since the set Vr ⊂ S has positive measure
´
Vr
dξHd(m−1)(dη) > 0,
we get a contradiction to (5.11). Thus we conclude that (5.11) holds for all (η, ξ) ∈ S.
Furthermore, by fixing ξ and taking the limit η → 0, the continuity of Θ implies that in
(5.11) only the constant value zero can be attained. In summary, we have found that
(5.13) Θ(η, ξ) =
m∑
k=1
[
ϑ(ηk + ξk)− ϑ(ξk)
]
= 0 for all (η, ξ) ∈ S.
Next, let q ∈ Ω be given and take h ∈ Rd with |h| < dist(q, ∂Ω) (with the convention
that dist(q, ∂Ω) =∞ if ∂Ω = ∅). We consider the point (η, ξ) = (η1, . . . , ηm, ξ1, . . . , ξm) ∈
S defined by
η1 = −η2 = h and ηk = 0 for k > 3, ξ1 = ξ2 = q and ξk = 0 for k > 3.
Inserting this into (5.13), we obtain the identity
(5.14) ϑ(q) =
1
2
(ϑ(q + h) + ϑ(q − h)) for all q ∈ Ω and h ∈ Rd with |h| < dist(q, ∂Ω),
By Lemma A.1 below, we deduce that ϑ : Ω → Rd must be an affine function, which is
the desired claim (5.12).
Finally, we can redefine the phase function ϑ(ξ) on the complement Ωc = {ξ ∈ Rd :
f̂(ξ) = 0} by setting ϑ(ξ) = α+ β · ξ for ξ ∈ Ωc. Thus we obtain that
(5.15) f̂(ξ) = ei(α+β·ξ)|f̂(ξ)| = ei(α+β·ξ)ĝ(ξ) for all ξ ∈ Rd.
This finishes the proof of Lemma 5.2 for exponents p ∈ 2N with p > 2, provided that Ω is
simply connected.
Step 3. Let us now assume that the open set Ω ⊂ Rd is connected (but not necessarily
simply connected). We define the function z : Rd → S1 by setting z(ξ) = f̂(ξ)/|f̂(ξ)| for
ξ ∈ Ω. Note that z is continuous on Ω.
By adapting the arguments in Steps 1 and 2 above, we conclude that the phase of z is
locally affine. That is, for every ξ0 ∈ Ω there exists some open ball Br(ξ0) ⊂ Ω such that
z(ξ) = ei(α+β·ξ) for all ξ ∈ Br(ξ0),
with some constants α ∈ R and β ∈ Rd, which may depend on Br(ξ0). But since Ω ⊂ Rd
is connected, it is elementary to see that β = −iz−1∇z and eiα are global constants on
Ω. In other words:
z(ξ) = ei(α+β·ξ) for all ξ ∈ Ω.
Extending the function to all ξ ∈ Rd, this completes the proof of Lemma 5.2 for all even
integers p > 2.
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Step 4. We finally turn to the case p =∞. Again, by inspecting the proof of Lemma 5.1
above, we see that |f̂(ξ)| = ĝ(ξ) must hold a. e. in the case of equality ‖f‖L∞ = ‖g‖L∞ .
As in Step 1 above, we let Ω = {ξ ∈ Rd : |f̂(ξ)| > 0}. As before, we deduce that there is
a continuous function z : Ω→ S1 such that f̂(ξ) = z(ξ)|f̂(ξ)| for all ξ ∈ Ω.
Since f̂ ∈ L1(Rd) by assumption, the function f(x) is continuous and vanishes at
infinity. In particular, there exists some x0 ∈ Rd such that ‖f‖L∞ = supx∈Rd |f(x)| =
|f(x0)|. Let us pick γ ∈ R such that eiγf(x0) = |f(x0)|. By the Fourier inversion formula,
(5.16) ‖f‖L∞ = eiγf(x0) =
ˆ
Rd
eiγe2πix0·ξf̂(ξ) dξ =
ˆ
Rd
eiγe2πix0·ξz(ξ)|f̂(ξ)| dξ.
For the function g, we use that ĝ ∈ L1(Rd) is nonnegative to conclude that
(5.17) ‖g‖L∞ = g(0) =
ˆ
Rd
ĝ(ξ) dξ.
Since |f̂ | = ĝ, we conclude that equality ‖f‖L∞ = ‖g‖L∞ can occur only if
(5.18) eiγe2πix0·ξz(ξ)|f̂(ξ)| = |f̂(ξ)| = ĝ(ξ) for a. e. ξ ∈ Rd.
In particular, this implies that eiγe2πix0·ξz(ξ) = 1 for a.e. ξ ∈ Ω, or equivalently
(5.19) z(ξ) = e−iγ−2iπx0 ·ξ for a. e. ξ ∈ Ω.
By the continuity of z on Ω, we deduce that the equality z(ξ) = e−iγ−2iπx0·ξ holds for all
ξ ∈ Ω. Redefining z on Ωc accordingly, we get z(ξ) = eiϑ(ξ) with ϑ(ξ) = −2πx0 · ξ − γ.

Remark. (Counterexample when Ω = {|f̂ | > 0} is not connected). We give an
example to illustrate that the topological assumption in Lemma 5.2 on Ω = {|f̂ | > 0} ⊂ Rd
is not just for technical convenience. Here is a counterexample for p = 4 when Ω is not
connected, having two connected components separated by a sufficiently large distance.
Suppose y ∈ Rd is a given point with |y| > 4 and let U = B1(0) ∪B1(y). We choose a
function ψ ∈ C∞c (Rd) with ψ > 0 such that suppψ ⊂ U with ψ|B1(0) 6≡ 0 and ψ|B1(y) 6≡ 0.
Now we take numbers α, β ∈ R with α 6= β and pick a smooth function ϑ : Rd → R such
that ϑ|B1(0) ≡ α and ϑ|B1(y) ≡ β. Moreover, we define the function ψ˜ ∈ C∞c (Rd) as
ψ˜(ξ) = eiϑ(ξ)ψ(ξ).
Next, we consider the functions g = F−1ψ and f = F−1ψ˜. By construction, the
function f̂ is continuous and we have |f̂ | = ĝ = ψ > 0 and the set Ω = {|f̂ | > 0} = {ψ > 0}
is not connected in Rd. We now claim that
‖f‖L4 = ‖g‖L4 .
Indeed, by inspecting the proof of Lemma 5.2 above and adapting the notation therein,
this equality will follow if we can show that
Θ(η, ξ) = ei
∑2
k=1{ϑ(ηk+ξk)−ϑ(ξk)} = 1 for all (η, ξ) ∈ S.
To see this, we note that (η, ξ) = ((η1, η2), (ξ1, ξ2)) ∈ S implies that
η1 + η2 = 0 and (ηk + ξk, ηk) ∈ Ω× Ω ⊂ U × U for k = 1, 2.
Using that U = B1(0) ∪B1(y) with |y| > 4, we can check that for all (η, ξ) ∈ S we have
ϑ(η1 + ξ1)− ϑ(ξ1) + ϑ(η2 + ξ2)− ϑ(ξ2) = 0,
using that ϑ|B1(0) ≡ α and ϑ|B1(y) ≡ β. Hence we conclude that ‖f‖L4 = ‖g‖L4 with
f̂(ξ) = eiϑ(ξ) ĝ(ξ), where the phase function ϑ : Rd → R fails to be globally affine.
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5.1. Proof of Theorem 1. Suppose p > 2 is an even integer or p =∞, and let 1 6 p′ < 2
denote its conjugate exponent. Let f ∈ Hs(Rd) ∩F(Lp′ (Rd)) be given. From Lemma 4.1
and 4.2 we conclude
(5.20) 〈f ♯, Lf ♯〉 6 〈f, Lf〉 and ‖f‖Lp 6 ‖f ♯‖Lp .
It remains to prove the assertion about the equality case. Suppose that equality holds
in both inequalities in (5.20) and assume f 6≡ 0 (for otherwise the claim is trivially true).
By Lemma 4.1, this implies
(5.21) |f̂(ξ)| = (f̂)∗(ξ) for a. e. ξ ∈ Rd,
where we recall that (f̂)∗ : Rd → [0,∞) denotes the symmetric-decreasing rearrangement
of f̂ . Since f̂∗(ξ) is radially symmetric, monotone decreasing in |ξ|, and lower semi-
continuous, the set Ω = {ξ ∈ Rd : |f̂(ξ)| > 0} is either an open ball BR(0) ⊂ Rd around
the origin, or else Ω = Rd in case f̂∗ never vanishes. In either case the set Ω ⊂ Rd is
simply connected. Assuming now that f̂(ξ) is continuous, we can apply Lemma 5.2 with
ĝ = (f̂)∗ > 0 to deduce from ‖f‖Lp = ‖f ♯‖Lp = ‖g‖Lp that we must have
(5.22) f̂(ξ) = ei(α+β·ξ)(f̂)∗(ξ) for all ξ ∈ Rd,
with some constants α ∈ R and β ∈ Rd. Thus we obtain that f(x) = eiαf ♯(x − x0) for
a. e. x ∈ Rd with the constant translation x0 = − 12πβ ∈ Rd.
The proof of Theorem 1 is now complete. 
Appendix A. Some Auxiliary Results
Lemma A.1. Let Ω ⊂ Rd be open and connected. Suppose f : Ω → R is a continuous
function with the property
f(x) =
1
2
(f(x+ h) + f(x− h)) for all x ∈ Ω and h ∈ Rd with |h| < dist(x, ∂Ω).
Then f : Ω → R is an affine function, i. e., we have f(x) = a + b · x for all x ∈ Ω with
some constants a ∈ R and b ∈ Rd.
Proof. A possible proof of this lemma is quite elementary: For any x0 ∈ Ω, we show that
in some open ball Br(x0) ⊂ Ω, the function f satisfies the affine functional relation for all
dyadic weights m
2n
∈ [0, 1]. By continuity, this extends to all weight p ∈ [0, 1]: thus f is
an affine function in Br(x0). By the connectedness of Ω ⊂ Rd, we complete the proof.
For the reader’s convenience, we shall now provide an alternative proof, which has more
of a “PDE flavor”, and which applies in fact to f ∈ L1loc(Ω).
Let x0 ∈ Ω be given and suppose B ⊂ Ω is an open ball with x0 ∈ B and closure
B ⊂ Ω. Let φ ∈ C∞c (B) be a test function. For any h ∈ Rd with 0 < |h| < dist(B, ∂Ω),
we readily check that
ˆ
B
[
φ(x+ h)− 2φ(x) + φ(x− h)
|h|2
]
f(x) dx
=
ˆ
B
φ(x)
[
f(x+ h) − 2f(x) + f(x− h)
|h|2
]
dx = 0,
where the last step follows from our assumption on f . On the other hand, for every unit
vector e ∈ Rd, we can choose h = |h|e and find (by using dominated convergence and
Taylor’s theorem)
lim
h→0
ˆ
B
[
φ(x+ |h|e) − 2φ(x) + φ(x− |h|e)
|h|2
]
f(x) dx =
ˆ
B
(e · (D2φ)(x)e)f(x)dx,
where (D2φ)(x) denotes the Hessian matrix of φ evaluated at the point x. Since it holds
∂2φ
∂xi∂xj
(x) =
1
4
[
(ei + ej) · (D2φ)(x)(ei + ej))− (ei − ej) · (D2φ)(x)(ei − ej)
]
thanks to the polarization formula for the symmetric matrix D2φ(x), we concludeˆ
B
∂2φ
∂xi∂xj
(x)f(x) dx = 0 for φ ∈ C∞c (B) and 1 6 i, j 6 d.
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This shows that the identity ∂
2f
∂xi∂xj
= 0 holds for any 1 6 i, j 6 d in the distributional
sense on B, whence it follows that f(x) = a + b · x on B with some constants α ∈ R and
b ∈ Rd (by a standard procedure using mollifiers). Since x0 ∈ Ω was arbitrary and Ω ⊂ Rd
is connected, we conclude that f(x) = a+ b ·x on all of Ω, with some constants a ∈ R and
b ∈ Rd. 
Lemma A.2. Let d ∈ N and α > 0. If u ∈ Hd/2(Rd) is a maximizer for the Adams–
Moser–Trudinger variational problem Sd(α) defined (2.13), then û is continuous.
Proof. By its maximizing property, the function u ∈ Hd/2(Rd) satisfies the corresponding
Euler–Lagrange equation
(A.1) (−∆)d/2u+ u = λueα|u|2
with some Lagrange multiplier λ = λ(u) ∈ R. Integrating the equation against u and
using that ‖u‖Hd/2 = 1, we obtain
(A.2) λ =
1´
Rd
|u|2eα|u|2 dx .
The rest of the proof will be divided into the two following steps.
Step 1: Upper Bound on λ. We show that the Lagrange multiplier satisfies
(A.3) λ < 1.
We argue as follows. Let v = u♯ denote the Fourier rearrangement of the maximizer
u. Since u ∈ Hd/2(Rd) ⊂ F(Lq(Rd)) for every 1 < q 6 2, we can apply Theorem 1 to
conclude that
(A.4) ‖v‖Hd/2 6 ‖u‖Hd/2
and
(A.5)
ˆ
Rd
(eα|u|
2 − 1) dx =
∑
n=1
αn
n!
‖u‖2nL2n 6
∑
n=1
αn
n!
‖v‖2nL2n =
ˆ
Rd
(eα|v|
2 − 1) dx.
Since u is a maximizer, we must have equality everywhere above and in particular v is
also a maximizer for Sd(α). Therefore, we have
(−∆)d/2v + v = µveα|v|2
with some Lagrange multiplier µ = µ(v) ∈ R and likewise we obtain
µ =
1´
Rd
|v|2eα|v|2 dx .
But since we have equality in (A.5), we have ‖u‖2nL2n = ‖v‖2nL2n for any n ∈ N. Hence,
by series expansions, this implies
´
Rd
|u|2eα|u|2 dx = ´
Rd
|v|2eα|v|2 dx. Consequently, we
obtain equality for the Lagrange multipliers:
(A.6) µ = λ.
Thus to prove the desired bound (A.3), we need to show that
(A.7) µ < 1.
To see that µ > 1 cannot hold, we write the Euler-Lagrange equation satisfied v as
(A.8) (−∆)d/2v + (1− µ)v = F with F = µv(eαv2 − 1),
where we use that v2 = |v|2 from now on, since v is real-valued. Next, from [13][Lemma
2.2] we recall the following elementary estimate: For any β > r > 1, there exists a constant
C = C(β) > 0 such that
(A.9)
(
eαs
2 − 1
)r
6 C(β)
(
eαβs
2 − 1
)
for all s ∈ R.
Since
´
Rd
(eγ|w|
2−1) dx <∞ for every γ > 0 and w ∈ Hd/2(Rd) (see Lemma A.3 below), we
conclude from Ho¨lder’s inequality and the estimate above that F = µv(eαv
2 − 1) belongs
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to L1(Rd), which shows that F̂ ∈ C0(Rd) holds. Next, we write (A.8) in Fourier space,
which yields
(A.10)
(
|2πξ|d + 1− µ
)
v̂(ξ) = F̂ (ξ).
Next, we will prove that
(A.11) F̂ (ξ) > 0 for all ξ ∈ Rd.
First, we define the sequence FM ∈ L1(Rd), with M ∈ N, by setting
FM (x) = µ
M∑
k=1
αk
k!
(v(x))2k+1,
and we readily verify that FM → F in L1(Rd) as M → ∞. As a consequence, we have
F̂M (ξ)→ F̂ (ξ) as M →∞ uniformly in ξ ∈ Rd. Next, since v ∈ Hd/2(Rd), we recall that
v̂ ∈ Lq(Rd) for any 1 < q 6 2. Thus we can apply Lemma A.4 to conclude
F̂M (ξ) = µ
M∑
k=1
αk
k!
( v̂ ∗ . . . ∗ v̂︸ ︷︷ ︸
2k + 1 times
)(ξ).
Since v̂(ξ) = (v̂)∗(ξ) > 0 is non-negative together with µ > 0 and α > 0, we get
0 6 F̂1(ξ) 6 F̂2(ξ) 6 . . . 6 F̂M (ξ)→ F̂ (ξ) for every ξ ∈ Rd as M →∞.
Note that the positivity of F̂ simply follows from (A.10) and the form of F . Since v̂ 6= 0
is radial non-negative and monotone decreasing, there exists a nonempty ball Br(0) ⊂
supp v̂. For any M ∈ N we obtain BMr(0) ⊂ supp F̂M , and then supp F̂ = Rd. In other
words (A.11) holds. If we recall now (A.10), we conclude that
µ ≤ 1 and v̂(ξ) > 0 for all ξ ∈ Rd.
Next, we assume that µ = 1 holds. From (A.10) we get
v̂(ξ) =
F̂ (ξ)
|2πξ|d .
Since F̂ (ξ) > 0 is continuous, this implies
|v̂(ξ)|2 > c|2πξ|d for |ξ| 6 r,
with some small constants c > 0 and r > 0. But this shows that v̂ 6∈ L2(Rd), which is a
contradiction. Thus we can only have that µ < 1 holds and this proves (A.7).
Step 2: Conclusion. Recall that u is an extremizer and thus satisfies in Fourier space
(A.12)
(
|2πξ|d + 1− µ
)
û(ξ) = Ĝ(ξ) almost everywhere,
with the function G = λu(eα|u|
2 − 1) ∈ L1(Rd) (analogous to Step 1 above). Thus the
right-hand side is a continuous function. Furthermore, we recall that µ < 1 from Step
1 above, whence it readily follows from (A.12) that û : Rd → C must be a continuous
function as well. The proof of Lemma A.2 is now complete. 
Lemma A.3. For any γ > 0 and u ∈ Hd/2(Rd), we have ´
Rd
(eγ|u|
2 − 1) dx <∞.
Proof. We split the nonnegative integral as followsˆ
Rd
(eγ|u|
2 − 1) dx =
ˆ
{|u|<1}
(eγ|u|
2 − 1) dx+
ˆ
{|u|>1}
(eγ|u|
2 − 1) dx =: I + II.
For I, we note that
I =
∞∑
k=1
γk
k!
(ˆ
{|u|<1}
|u(x)|2k dx
)
6
∞∑
k=1
γk
k!
‖u‖2L2 6 eγ‖u‖2L2 <∞.
As for II, we write Ω = {x ∈ Rd : |u(x)| > 1} and we find
II 6
ˆ
Ω
eγ|u|
2
dx.
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Let us show that the latter integral is finite. From [27][Theorem 1.6] we deduce that there
is some constant β0 > 0 such that
sup
‖v‖
Hd/2
61
ˆ
Ω
eβ0|v|
2
dx 6 C|Ω|
with some constant C > 0. By scaling, it follows that for each β > 0 thatˆ
Ω
eβ|v|
2
dx <∞ whenever ‖v‖Hd/2 6
√
β0/β.
Now, we adapt the following trick in [11]. Let ε > 0 be given and take ϕ ∈ C∞c (Rd)
such that ‖u − ϕ‖Hd/2 6 ε. Using the pointwise inequality |u|2 6 2|u − ϕ|2 + 2|ϕ|2 6
2|u− ϕ|2 + 2‖ϕ‖2L∞ , we deduce thatˆ
Ω
eγ|u|
2
dx 6 e2γ‖ϕ‖
2
L∞
ˆ
Ω
e2γ|u−φ|
2
dx 6 Ce2γ‖ϕ‖
2
L∞ |Ω| <∞,
provided we take ε > 0 and ϕ ∈ C∞c (Rd) such that ‖u− ϕ‖Hd/2 6 ε 6
√
β0/2γ. 
Lemma A.4. Let m ∈ N be an integer with m > 1. Then, for any f ∈ F(L 2m2m−1 (Rd)),
̂(|f |2m)(ξ) = (f̂ ∗ f̂ ∗ . . . ∗ f̂ ∗ f̂)(ξ) for all ξ ∈ Rd,
with 2m− 1 convolutions on the right side.
Also, if m > 2 and g ∈ F(L mm−1 (Rd)) is real-valued, then
(̂gm)(ξ) = (ĝ ∗ . . . ∗ ĝ)(ξ) for all ξ ∈ Rd,
with m− 1 convolutions on the right side.
Remark. Note that if f ∈ F(L 2m2m−1 (Rd)) then f ∈ L2m(Rd) by the Hausdorff–Young
inequality, whence the Fourier transform of |f |2m ∈ L1(Rd) is continuous and bounded.
Proof. By the classical convolution theorem for Schwartz functions, the asserted identity
clearly holds for any Schwartz function f ∈ S(Rd). Now let f ∈ F(L 2m2m−1 (Rd)) be
given. By Young’s inequality and f̂ ∈ L 2m2m−1 (Rd), we readily check that the map ξ 7→
(f̂ ∗ f̂ ∗ . . . ∗ f̂ ∗ f̂)(ξ) is a bounded function and, moreover, it is elementary to see that
this map is continuous and vanishes as |ξ| → ∞.
Now we take a sequence fj ∈ S(Rd) such that f̂j → f̂ in L 2m2m−1 (Rd) as j → ∞.
Applying Young’s inequality for convolutions, we deduce that
(f̂j ∗ f̂ j ∗ . . . ∗ f̂j ∗ f̂ j)(ξ)→ (f̂ ∗ f̂ ∗ . . . ∗ f̂ ∗ f̂)(ξ)
for every ξ ∈ Rd. On the other hand, by the Hausdorff-Young inequality, we have fj → f
in L2m(Rd), whence it follows that |fj |2m → |f |2m in L1(Rd). Therefore, we conclude that
̂(|fj |2m)(ξ)→ ̂(|f |2m)(ξ) for every ξ ∈ Rd. By this limiting argument, we deduce that the
asserted identity also holds for general f ∈ F(L 2m2m−1 (Rd)).
The proof for the claimed identity for g ∈ F(L mm−1 (Rd)) follows along the same lines
and hence we omit the details. 
Lemma A.5. Let d ∈ N and s > 0. Then the Fourier rearrangement f 7→ f ♯ is continuous
on Hs(Rd), i. e., if fk → f strongly in Hs(Rd) then f ♯k → f ♯ strongly in Hs(Rd).
Proof. Suppose that fk → f in Hs(Rd). By Plancherel, this means that f̂k → f̂ in
L2(Rd, (1 + |2πξ|2)sdξ). By standard arguments, we can find a subsequence (f̂km) such
that f̂km → f̂ pointwise a. e. and |f̂km (ξ)| 6 F̂ (ξ) for almost every ξ ∈ Rd with some
nonnegative function F̂ ∈ L2(Rd, (1 + |2π|2)sdξ). Using the bound
χ∗
{|f̂km |>t}
(x) 6 χ∗
{F̂>t}
(x) 6
{
1 for |x| . ‖F̂‖L2/t2
0 else
and |f̂km | → |f̂ | pointwise a. e., we can use the dominated convergence theorem to deduce
(f̂km)
∗(ξ) =
ˆ ∞
0
χ∗
{|f̂km |>t}
(ξ) dt→ (f̂)∗(ξ) =
ˆ ∞
0
χ∗
{|f̂ |>t}
(ξ) dt
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pointwise for almost every ξ ∈ Rd. Now, by Plancherel and dominated convergence again,
‖(fkm )♯ − f ♯‖2Hs =
ˆ
Rd
|(f̂km )∗(ξ)− (f̂)∗(ξ)|2 (1 + |2πξ|2)s dξ → 0.
Thus we have shown that for every sequence fk → f strongly in Hs(Rd) there exists a
subsequence (fkm) such that f
♯
km
→ f ♯ strongly in Hs(Rd). This proves that the mapping
f 7→ f ♯ is continuous on Hs(Rd). 
Appendix B. Compactness Properties of the Fourier Rearrangement
We recall that Hs,♯(Rd) = {f ∈ Hs(Rd) : f = f ♯} denotes the set of functions in
Hs(Rd) that are equal to their Fourier rearrangement.
Lemma B.1. Let d ∈ N and s > 0. Then the set Hs,♯(Rd) is a closed convex cone in
Hs(Rd). In particular, the set Hs,♯(Rd) is a weakly closed subset of Hs(Rd).
Proof. This follows from elementary arguments. Let us denote K = Hs,♯(Rd). First, we
readily check that K is a cone, i. e., we have tf ∈ K for any f ∈ K and t ∈ [0,∞).
Indeed, this just follows from the identity (αf)♯ = F−1(|F(αf)|∗) = F−1(|α||Ff |∗) =
|α|F−1(|Ff |∗) = |α|f ♯ valid for any constant α ∈ C.
Next, we verify that the cone K is convex. Suppose that f, g ∈ K and let λ ∈ [0, 1].
We need to show that h := λf + (1 − λ)g ∈ K. To see this, note that the functions
f̂ = (f̂)∗ > 0 and ĝ = (ĝ)∗ > 0 are radial monotone decreasing and lower-semicontinuous.
Clearly, the convex combination ĥ = λf̂ + (1 − λ)ĝ has the same properties. But this
implies that ĥ is equal to its symmetric-decreasing rearrangement ĥ∗, whence it follows
that h = h♯ ∈ K.
Finally, let fk ∈ K be a sequence with fk → f strongly in Hs(Rd). By Lemma A.5, we
conclude that f = f ♯. This shows that K is a closed subset of Hs(Rd). Since K is closed
and convex in Hs(Rd), it must be weakly closed. 
We have the following compactness lemma.
Lemma B.2. Let d ∈ N and s > 0. Then Hs,♯(Rd) is compactly embedded in Lp(Rd)
for every 2 < p < p∗, where p∗ = 2d/(d − 2s) if s < d/2 and p∗ = ∞ if s > d/2. More
precisely, if (fk) is a bounded sequence in H
s(Rd) such that fk = f
♯
k for all k ∈ N, then
there exist a subsequence (fkm) and some f ∈ Hs,♯(Rd) such that
fkm → f strongly in Lp(Rd) as m→∞
for every 2 < p < p∗(s, d).
Remarks. 1) In fact, we will prove slightly more: We conclude strong convergence of
f̂k = (f̂k)
∗ in Lp
′
(Rd), where 1 < p′ < 2 is the conjugate exponent of 2 < p < p∗(s, d).
2) For s > 1/2 and dimensions d > 2, we could alternatively show the compactness
of the embedding Hs,♯(Rd) ⊂ Lp(Rd) for 2 < p < p∗(s, d) by using a generalized Strauss
lemma from [12] for radial functions in H˙s(Rd) with 1/2 < s < d/2. However, by
exploiting the additional property that the functions f̂k are radially monotone decreasing,
we can also deal with the d = 1 case and all s > 0.
Proof. Let (fk) be a bounded sequence in H
s(Rd) with fk = f
♯
k for all k. By passing to a
subsequence if necessary, we can assume that fk ⇀ f weakly in H
s(Rd). By Lemma B.1,
the weak limit f belongs to Hs,♯(Rd).
The rest of the proof is inspired by a compactness argument [29] for minimizing
symmetric-decreasing sequences uk = u
∗
k ∈ H1(R3) for the Choquard–Pekar problem,
the main ingredient being Helly’s selection principle. Here we use a similar argument
applied on the Fourier side.
Using that ‖fk‖Hs 6 C with some constant C > 0 combined with the fact that the
functions f̂k(ξ) = (f̂k)
∗(ξ) > 0 are radial and monotone decreasing, we deduce
C >
ˆ
|ξ|6R
|f̂k(ξ)|2(1 + |ξ|2)s dξ > |f̂k(R)|2
ˆ
|ξ|6R
(1 + |ξ|2)sdξ & |f̂k(R)|2(Rd +Rd+2s)
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for all radii R > 0. From this we conclude the uniform pointwise bound
(B.1) 0 6 f̂k(ξ) 6 Cmin
{
R−d/2, R−d/2−s
}
for |ξ| = R.
Next, by invoking Helly’s selection principle for the radially symmetric and monotone
decreasing functions (f̂k), we can find a subsequence (still indexed by k for convenience)
such that we have pointwise convergence
f̂k(ξ)→ ĝ(ξ) for every ξ ∈ Rd \ {0} as k →∞,
with some radial monotone decreasing function 0 6 ĝ(ξ) 6 Cmin{|ξ|−d/2, |ξ|−d/2−s}.
Thus, by using dominated convergence and estimate (B.1), we conclude that
‖f̂k − ĝ‖Lr → 0 for every q∗ < r < 2 as k →∞,
where q∗ = 2d/(d+ 2s) if s < d/s and q∗ = 1 if s > d/2 denotes the dual exponent of p∗.
Note that the dominating function Cmin{|ξ|−d/2, |ξ|−d/2−s} is in Lr(Rd). An application
of the Hausdorff–Young inequality yields
‖fk − g‖Lp → 0 for every 2 < p < p∗ as k →∞.
Finally, we note that fk ⇀ f weakly in H
s(Rd) readily implies that g = f . 
Let d ∈ N, s > 0, and suppose 2 < p < p∗(s, d). For the Gagliardo–Nirenberg inequality
(GN) in Section 2 above, we consider the corresponding Weinstein functional given by
(B.2) Jd,s,p(u) =
‖(−∆)su‖ϑL2‖u‖1−ϑL2
‖u‖Lp
for u ∈ Hs(Rd) \ {0}.
Proposition B.1. For d, s, p as above, the infimum
C−1d,s,p = inf
u∈Hs,u 6≡0
Jd,s,p(u)
is attained.
Proof. This can be deduce from e. g. concentration-compactness methods; see [2] for an
alternative proof based on an extension to Hs(Rd) of a compactness lemma due to Lieb.
Here we will give an alternative and quite elementary proof by using Fourier rearrange-
ment provided that p ∈ 2N is an even integer.
Let (fk) ⊂ Hs(Rd) be a minimizing sequence and we can choose that fk = f ♯k by
Theorem 1. Furthermore, by scaling, we can assume that ‖fk‖L2 = ‖fk‖Lp = 1 for all
k ∈ N. Since Jd,s,p(fk) → C−1d,s,p, is is easy to see that ‖(−∆)s/2fk‖L2 6 C for some
constant C > 0. Thus (fk) is bounded in H
s(Rd) and we can assume (by passing to a
subsequence if necessary) that fk ⇀ f weakly in H
s(Rd). By Lemma B.2, we conclude
after passing to a subsequence that fk → f strongly in Lp(Rd). Since ‖fk‖Lp = 1, this
implies that f 6≡ 0. Finally, using that lim infk ‖(−∆)s/2fk‖L2 > ‖(−∆)s/2f‖L2 and
lim infk ‖fk‖L2 > ‖f‖L2 and the strong convergence fk → f 6≡ 0 in Lp(Rd), we deduce
C−1d,s,p = lim
k→∞
Jd,s,p(fk) > Jd,s,p(f) > C−1d,s,p.
Hence we have equality everywhere and we see that f ∈ Hs(Rd) \ {0} is a minimizer. 
Proposition B.2. The infimum in (2.11) is attained.
Proof. We use the notation in the proof of Theorem 3. First, we easily check that
m = inf{T (v) : v ∈ Hs(Rd), ‖v‖Lp = 1} = inf{T (v) : v ∈ Hs(Rd), ‖v‖Lp > 1}.
By Theorem 1, we have T (v♯) 6 T (v) and ‖v♯‖Lp > ‖v‖Lp . Thus if (vk) is a minimizing
sequence for m, so is the sequence (v♯k).
Thus we can assume that vk = v
♯
k is a minimizing sequence. Since T (vk) > C‖vk‖Hs
with some constant C > 0 independent of vk, we conclude that (vk) is bounded in H
s(Rd).
By replacing vk → vk/‖vk‖Lp if necessary, we can assume that ‖vk‖Lp = 1 without loss of
generality. Next, by standard arguments, we can assume that vk ⇀ v weakly in H
s(Rd)
for some v ∈ Hs(Rd). Furthermore, by Lemma B.2, we conclude that vk → v strongly
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in Lp(Rd) and hence ‖v‖Lp = 1. By the weak lower semi-continuity of T (v), we conclude
that m = limT (vk) > T (v) > m and thus v is a minimizer. 
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