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ABSTRACT OF DISSERTATION
Unitary and Symmetric Structure in Deep Neural Networks
Recurrent neural networks (RNNs) have been successfully used on a wide range of
sequential data problems. A well-known difficulty in using RNNs is the vanishing
or exploding gradient problem. Recently, there have been several different RNN ar-
chitectures that try to mitigate this issue by maintaining an orthogonal or unitary
recurrent weight matrix. One such architecture is the scaled Cayley orthogonal recur-
rent neural network (scoRNN), which parameterizes the orthogonal recurrent weight
matrix through a scaled Cayley transform. This parametrization contains a diagonal
scaling matrix consisting of positive or negative one entries that can not be optimized
by gradient descent. Thus the scaling matrix is fixed before training, and a hyperpa-
rameter is introduced to tune the matrix for each particular task. In the first part of
this thesis, we develop a unitary RNN architecture based on a complex scaled Cayley
transform. Unlike the real orthogonal case, the transformation uses a diagonal scaling
matrix consisting of entries on the complex unit circle, which can be optimized using
gradient descent and no longer requires the tuning of a hyperparameter. We compare
the performance of The scaled Cayley unitary recurrent neural network (scuRNN)
with scoRNN and other unitary RNN architectures.
Convolutional Neural Networks (CNNs) is a class of deep neural networks, most
commonly applied to analyzing visual imagery. Nowadays, deep neural networks also
play an important role in understanding biological problems such as modeling RNA
sequences and protein sequences. The second part of the thesis explores deep learning
approaches involving recurrent and convolutional networks to directly infer RNA
secondary structure or Protein contact map, which has a symmetric feature matrix as
output. We develop a CNN architecture with a suitable symmetric parameterization
of the convolutional Kernel that naturally produces symmetric feature matrices. We
apply this architecture to the inference tasks for the RNA secondary structure or
protein contact maps. We compare our symmetrized CNN architecture with the
usual convolution network architecture and show that these approaches can improve
prediction results while using equal or fewer numbers of machine parameters.
KEYWORDS: Deep Learning, Recurrent Neural Networks, Convolutional Neural
Networks, Symmetrized CNN Architecture, RNA Secondary Structure, Protein
Contact Map
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Chapter 1 Introduction
1.1 Machine Learning
Machine learning is an application of artificial intelligence (AI), an active research
topic that grows these days vigorously. Machine learning can define as a combination
of mathematical and statistical tools used to tackle problems involving knowledge of
the real-world dataset and make decisions or predictions for new data. The process
of learning begins with observations or data, such as examples, direct experience, or
instruction, in order to look for patterns in data and make better decisions in the
future based on the examples that we provide [8]. The primary aim is to automatically
allow the computers to learn through gradient descent-based optimization without
human intervention or assistance and adjust actions accordingly [27].
To define the machine learning concept mathematically, let our known dataset or
training set be {xi}Ni=1, where xi is a data point. Each data point xi has several known
qualities that we call features. Each feature value represents by value in R, and thus
xi ∈ Rn, with n being the number of features of each data point. Therefore our fea-
ture space is Rn, and the dataset represents a matrix X ∈ RN×n. We are interested in
using X to determine a function f : Rn → Rm. We call this function as the machine
or the model in our problem. Based on the available information and the problem,
we wish to solve the representation of this function changes. Mostly machine learning
algorithms can be categorized as reinforcement machine learning algorithms, unsu-
pervised machine learning algorithms, semi-supervised machine learning algorithms,
and supervised machine learning algorithms [21].
In reinforcement learning, the dataset considers as input state, which is observed
by the algorithm often called as the agent. Decision-making function f is used to
make the agent perform as action. After the action, the agent received either a reword
or reinforcement from environment; this is known as the reinforcement signal. The
state-action pair of information about the reward is stored. In this process, the agent
learns iteratively from its experiences of the environment until it explores the full
range of possible states. It allows machines and software agents to determine the
ideal behavior within a specific context automatically.
Unsupervised learning algorithms are the family of machine learning algorithms
that mainly used in pattern detection and descriptive modeling [1]. However, there
are no output categories or labels based on which the algorithm can try to model
relationships. These algorithms may be interested in some pattern detection and
summarize and cluster into k groups of the data points in feature space, in which
case f will map any x ∈ Rn to one of k clusters which help in deriving meaningful
insights and describe the data better to the users.
Semi-supervised learning falls in between the unsupervised learning, which we
discussed above, and supervised learning, which is the focus of this work. In many
practical situations, the cost to label the dataset is quite high, since it requires skilled
human experts to do that. Thus, in the absence of labels in the majority of the
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data points x ∈ Rn but present in a few, semi-supervised algorithms are the best
candidates for the model building. These methods exploit the idea that even though
the group memberships of the unlabeled data are unknown, this data carries essential
information about the group parameters [1].
For completeness, supervised learning algorithms can define in short as modeling
relationships and dependencies between the target prediction output and the input
features. We can predict the output values for new data based on those relationships
learned from the previous data sets. As supervised learning algorithm are the focus
of this study, we will discuss it in details:
Supervised learning
In supervised learning, basically, we train an algorithm using a pair of data point
xi ∈ Rn together with a label yi ∈ Rm corresponding to it. Our goal is to pick a
function f : X 7→ Y that best describes the input data X at the end of the process
and the one that given the best estimation of Y in the space of Rm. The machine
is able to provide targets for any new input after sufficient training. The learning
algorithm can also compare its output with the correct, intended output and find
errors to modify the model accordingly.
The main categories of Supervised learning problems can spell out as regression
problems and classification problems.
• Regression: Regression techniques predict continuous responses. Linear re-
gression attempts to model the relationship between two variables by fitting a
linear equation to observed data. For example, say, data is collected about how
safe people feel after hours engage with social distancing. In this dataset, social
distancing and safeness of people are the variables. By regression analysis, one
can relate them and start producing predictions.
• Classification: Classification task predicts discrete responses. The classifica-
tion technique is used if the data can be categorized, tagged, or separated into
specific groups or classes. Classification models classify input data into separate
categories. Popular or major applications of classification include bank credit
scoring, medical imaging, and speech recognition. Also, handwriting recogni-
tion uses classification to recognize letters and numbers, confirm whether an
email is genuine or spam, or even distinguish whether a tumor is benign or
cancerous.
The most frequently applied supervised learning algorithms include linear regres-
sion, logistic regression, and neural networks, apart from the decision tree, Support
Vector Machine (SVM), random forest, naive Bayes, and k-nearest neighbor.
Machine Learning Algorithm
There are various machine learning algorithms available to the AI community, which
have advantages and disadvantages depending on the speed, efficiency, and underlying
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assumptions about the data. We can divide machine learning algorithms mainly
into nonparametric machine learning and parametric machine learning algorithms
[14]. Typically, our work only considers parametric machine learning algorithms.
Nonparametric machine learning algorithms do not make strong assumptions about
the form of the mapping function. Thus they are free to learn any functional form
from the training data. Nonparametric methods are suitable when you have a lot of
data and no prior knowledge, and when you don’t want to worry too much about
choosing just the right features [54]. Parametric machine learning models summarize
data with a set of fixed size. i.e., the number of parameters is independent of the
number of training examples. No matter how much data you throw at a parametric
model, it won’t change its mind about how many parameters it needs [54].
The parametric machine learning algorithms involve two steps: First select a
form for the parametric family of functions F = {f(x, θ) | θ ∈ Θ}. Then learn
the coefficients θ of the function f ∈ F from the training data x. This process
of discovering an appropriate machine f is called training. This training process
greatly depends on the problem we are demanding to solve and the algorithm we
are using. But generally, training involves gradient descent based optimization for
some or all of the parameters θ with respect to some loss function L, also called the
cost function or objective function depending on the audience. In supervised learning
problems, L depends on the predicted output ŷ and the real output or label y, so
L = L(ŷ, y) = L(f(x, θ), y). The underlying goal is to obtain machine f ∈ F such
that loss is zero, as L(ŷ, y) = 0 if and only if ŷ = y. But in the real world, obtaining
zero loss is extremely difficult, making machine learning so interesting day by day.
Once we obtain the optimized f ∈ F , we fix the parameters and call g(x) := f(x, θ)
the trained machine which we can use for predictions on new data.
Machine Learning Examples
There are various kinds of machine learning algorithms available, and among those,
the simplest to a mathematician is linear regression. Let f(x, θ) be a linear combina-
tion of features of data point x. we call weights w ∈ Rn, that represent the coefficients
of the linear combination and thus f(x) = wTx, where the parameters are θ = w.
Here we will ignore bias term for simplicity and will introduce later.
The loss function that we are trying to minimize in the regression problem is mean
squared error (MSE), which is the 2-norm of the prediction ŷ = [ŷ1 . . . ŷN ]
T and the
label y = [y1 . . . yN ]
T . The MSE can be defined as below:
L(ŷ, y) =
N∑
i=1
‖wTxi − yi‖22 = ‖Xw − y‖22
where X = [x1 . . . xN ]
T ∈ RN×n. Our goal is to identify the parameters θ∗ ∈ Θ, or
equivalently the weights w∗ ∈ Rn, that minimize this loss function. One can look at
this as a linear least square problem.
w∗ = argmin
w∈Rn
L(ŷ, y) = argmin
w∈Rn
‖Xw − y‖22
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Formerly we discovered the optimal weights w∗, we can use g(x) := f(x, θ∗) = (w∗)Tx
to make predictions of each label y of each data point x. Often in linear regression
problems there will be weight and biases, which creates our parameters θ = {w, b}
and the model f(x, θ) = wTx+ b. We require this addition of biases to sidestep the
model forecasting ŷ = 0 when the input x is the zero vector, which is not principally
an acceptable property.
Machine learning algorithm that is used to solve a binary classification problem is
recognized as logistic regression. This again employ a linear combination of features
of x as linear regression but used logistic function σ(z) = (1 + e−z)−1 which provides
(0, 1) range. Function become f(x, θ) = σ(wTx + b), which output represent as a
probability P (y = 1 | x) that x belongs to class 1. The loss function applied for
binary classification is known as binary cross entropy [27] and defined as L(ŷ, y) =
−
∑N
i=1 yi log(ŷi) + (1 − yi) log(1 − ŷi). To solve this problem, we must use iterative
methods as there is no known closed form expression for the weight w∗ that minimizes
binary cross entropy. After sufficient iteration, we choose our trained model g(x) be
f(x, θ). This g(x) outputs a predicted probability that x is in class 1. To obtain a
class prediction, we threshold this value, so that g(x) > 0.5 is a prediction that x
belongs to class 1, and g(x) < 0.5 is a prediction that x is in class 0.
Commonly there will be a differentiable loss function L for most of the ma-
chine learning examples, and training involve first-order gradient descent optimization
methods. Gradient descent is a way to minimize the loss function L(f(x, θ), y) param-
eterized by a model’s parameters θ ∈ Rd by updating the parameters in the opposite
direction of the gradient of the objective function ∆θL(f(x, θ), y) with respect to
the parameters. Even though there are many variations of gradient descent, we will
present batch gradient descent and recognize N data samples as batch size. Thus the
gradient can be defined as:
∆θ =
1
N
N∑
i=1
∇θL(f(xi, θ), yi).
The size of the steps we select to achieve a local minimum is called a learning
rate η. This kind of parameter is called a hyperparameter, which is a parameter we
set before the learning process begins. If η is too small, training time can increase
dramatically, while a too-large learning rate could cause to overshoot local minima in
the loss surface and cause instability. Therefore, we have to choose this intelligently
and experimentally in our training process. This ∆θ is multiplied by this small
constant η and subtracted from the current parameter vector:
θ ← θ − η∆θ.
This process leads to update of the parameters accordingly, which leads to min-
imization of the loss function. In practice, we repeat this process until we obtain
a small loss or ‖∆θ‖ falls below a determined threshold. At this stage we let our
machine g(x) be f(x, θ).
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1.2 Neural Networks
A neural network is a network or circuit of neurons or brain cells. Thus, a neural
network can partition into two categories: either a biological neural network, formed
up of real biological neurons, or an artificial neural network, for dealing with artificial
intelligence (AI) problems [6]. We are interested in artificial neural networks, and in
this context, we refer to a neural network for artificial neural networks.
Before we dive into neural networks, we will focus on artificial neurons called a
perceptron, which we can recognize as building blocks of neural networks. A percep-
tron takes several binary inputs, x1, x2, . . ., and produces an individual binary output
as presented in the following Figure 1.2.
Figure 1.1: A representation of a perceptron. Here, the perceptron takes three inputs
x1, x2, x3 and produce one output. Retrieved from [50].
Perceptrons were developed in the 1950s and 1960s by the scientist Frank Rosen-
blatt, influenced by earlier work by Warren McCulloch and Walter Pitts. In the
Figure 1.2, the given perceptron has three inputs, x1, x2, x3. In general, it could have
more or fewer inputs. Simple rule is used to compute the output introducing weights,
w1, w2, . . . , real numbers expressing the importance of the respective inputs to the
output. The neuron’s output, 0 or 1, is determined by whether the weighted sum∑
iwixi is less than or greater than some threshold value. Just like the weights, the
threshold is a real number which is a parameter of the neuron [50]. To present it in
better rigorous algebraic terms:
output =
{
0 if
∑
iwixi < threshold
1 if
∑
iwixi ≥ threshold
To simplify the way we represent perceptrons, we can introduce the sum
∑
iwixi
as a dot product, w · x =
∑
iwixi, where w and x are vectors whose components are
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weights and inputs, correspondingly. Further, we can move the threshold to the other
side of the inequality, and to replace it by what’s identified as the perceptron’s bias,
defined b = threshold. Using the bias instead of the threshold, the perceptron rule
can be rewritten:
output =
{
0 if w · x+ b < 0
1 if w · x+ b ≥ 0
We can consider a simple neural network as a collection of perceptrons attached
as provided in the Figure 1.2. In this network, the first column of perceptrons called
the input layer of the network, producing three straightforward decisions by weighing
the input evidence. The second layer of perceptrons called the hidden layer, making
a slightly tricky decision by weighing up the results from the input layer of decision-
making. The third layer of perceptrons is called the output layer. Even though
defined perceptrons have a single output, in the network above the perceptrons, they
look like they have multiple outputs. Note that they are still single output. The
multiple-output arrows are merely a useful way of indicating that the output from a
perceptron is using as the input to several separate perceptrons.
Figure 1.2: A representation of a simple neural network . Here, the neural network
contains an input layer, a hidden layer and an output layer.
For simplicity, we only described basic perceptron, but there are various kinds of
perceptron can be employed in networks. For example, sigmoid neuron acts identical
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to the perceptron. Still, instead of the output is only 0 or 1, these outputs will be
σ(w · x + b), where σ represent the sigmoid function, which is also known as the
logistic function as we defined in the description of logistic regression. In this case,
the output can hold on any values between 0 and 1. Now we can represent our
neural network mathematically. A simple neural network f(x, θ) with output ŷ and
θ = {W0, b0,W1, b1} is indicated below.
h = σ(W0x+ b0)
ŷ = W1x+ b1
Here x ∈ Rn, h ∈ Rn1 , and ŷ ∈ Rm. As with all neural networks, the information
hierarchically flows through this machine, with x generating h, which generates ŷ.
We refer to each level of this hierarchy as a layer; the first layer is called the input
layer, the intermediate layer is the hidden layer, and the last layer is called the output
layer.
Observe that the dimension n1 of the hidden layer is independent of the input
and output dimensions and can be chosen by the developer of the machine, so it is a
hyperparameter that can increase or decrease the performance of the network. Also,
the sigmoid function here that is used to generate the hidden layer output is called
the activation function. The activation function plays a prominent role in the neural
network and allows us to use a nonlinearity to throughout the inputs. We do not
need it to be the logistic function as its only requirement is to impose element-wise
nonlinearity. The choice of the activation function affects the performance of the
neural network. In the past, the logistic function was the popular choice among the
machine learning community, and there are many activation functions that come to
play. The hyperbolic tangent function tanh is one like logistic sigmoid. The range of
the tanh function is from −1 to 1, and it has a similar shape as the sigmoid function.
The present leading activation function is the rectified linear unit in short ReLU [49],
illustrated as follows.
σR(z) =
{
z if z > 0
0 if z ≤ 0
The following Figure 1.2 provided the shapes of the Sigmoid activation function,
hyperbolic tangent activation function, and ReLU activation function with their in-
terpretation.
Even though the ReLU activation function is piecewise linear and nondifferen-
tiable, this introduces favorable training dynamics to the neural networks, as shown
in [49]. As this demonstrates the capability to represent nonlinearity successfully
with the practical networks, this activation function grows into the most popular ver-
sion as an activation function and numerous generalization of this activation function
available like leaky ReLU (LReLU), Parametric ReLU (PReLU), and Exponential
Linear Unit (ELU). For the sake of completeness softmax activation function also
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Figure 1.3: Diagrams of shapes of activation functions: Sigmoid, hyperbolic tangent
and ReLU activation function from left to right.
can be explained here.
s(z) =
ez∑m
j=1 e
zj
=
ez
‖ez‖1
In general, some of these activation functions applied to specific problems. For some
problems like regression, we allowed the final layer as linear for flexibility and imme-
diately used ŷ as our output and MSE as our loss function L. For binary classification
problems, we apply a sigmoid activation function to the output layer to represent the
network’s prediction and let L be binary cross-entropy. For multi-class classification,
we apply a softmax function to the output and apply the softmax cross-entropy for
loss function.
L(ŷ, y) =
N∑
i=1
m∑
j=1
− log(ŷ(i)j )y
(i)
j
where y
(i)
j refers to the j-th element of the i-th label in {y(i)}Ni=1.
Since the label y is a one-hot encoding, each label will be 1 at one specific in-
dex pi and 0 everywhere else, so in fact this loss function amounts to L(ŷ, y) =∑N
i=1− log(ŷ
(i)
pi ).
We can further enhance the intention of identifying and adopting high-level fea-
tures for supervised learning by embedding additional hidden layers into the network.
A network with many hidden layers called a deep neural network; the network below
has depth d.
h(1) = σ(W0x+ b0)
h(2) = σ(W1h
(1) + b1)
...
h(d) = σ(Wd−1h
(d−1) + bd−1)
ŷ = Wdh
(d) + bd
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Each hidden layer size h(i) ∈ Rni for 1 ≤ i ≤ d can be chosen independently and
recognize as hyperparameters.
1.3 Deep Learning
Deep learning is a subset of machine learning in AI that allows networks to learn
progressively higher-level features. Deep learning is further known as deep neural
learning or deep neural network. Deep neural networks are the reason for the re-
cent popularity because of being able to solve complex problems and imitates the
workings of the human brain in processing data and creating patterns for help in
decision making. Fields including computer vision, speech recognition, natural lan-
guage processing, audio recognition, social network filtering, bioinformatics, drug
design, medical image analysis, machine translation, material inspection and board
game programs, deep learning have experienced tremendous recent research resur-
gence. Furthermore, deep learning has been shown to deliver state of the art results
in numerous applications. They have produced results comparable with humans and,
surprisingly, in some cases surpassing human expert performance [5].
The development of deep learning started around the 1950s, but its attainment of
popularity and contribution towards the artificial intelligence field is relatively recent.
Pioneer computer scientist Geoffrey Hinton is acknowledged as the Godfather of deep
learning together with several researchers who helped to make neural networks more
useful thanks to deep learning. The success behind deep learning is the following
significant facts: the availability of tremendous amounts of training data and ad-
vances computing capability. These facts create the potential for many disruptive
new businesses to leverage deep learning to solve real-world problems. Nowadays,
deep learning is a tool used in almost every field.
1.4 Neural Network Training
In order to train a neural network, we have to go with gradient descent based opti-
mization. Still, when the complexity increases with the depth of the network archi-
tecture, the training becomes complicated. Even in a single layer neural network, the
loss function surface is not convex, and when the depth increases, the non-convexity
becomes more extreme. Also, as logistic regression examined above, the network
parameters cannot be considered as individual parameters according to the hierar-
chical structure of neural network parameters of one layer depend on the previous
parameters. Let’s consider a feedforward neural network with two hidden layers as
below:
h(1) = σ(W0x+ b0)
h(2) = σ(W1h
(1) + b1)
ŷ = W2h
(2) + b2.
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Each hidden layer size hi ∈ Rni for 1 ≤ i ≤ 2 determined independently. These kinds
of networks also identified as deep feedforward networks, or multilayer perceptrons
(MLPs), because information flows through the function being evaluated from x,
through the intermediate computations, and subsequently achieve the output ŷ [27].
Here σ is an activation functions applied in the network. We can present the forward
propagation of the network with some notation in detail:
x = h(0) Input layer
z1 = W1x+ b1 computation in hidden layer 1
h(1) = σ(z1) activation value at hidden layer 1
z2 = W2h
(1) + b2 computation in hidden layer 2
h(2) = σ(z2) activation value at hidden layer 2
ŷ = W3h
(2) + b3. output layer
The final step in a forward pass is to evaluate the predicted output ŷ against an
expected output of y. This evaluation takes place through a loss function L(ŷ, y).
The loss function can be as straightforward as MSE or more complex, like cross-
entropy. Since the computation of the gradients for the weights and biases in the
output layer is reasonably straight forward, we will consider for a single weight in
hidden layer l, w
(l)
jk ∈ W(l) the gradient can be determined utilizing the chain rule.
∂L(ŷ, y)
∂w
(l)
jk
=
∂L(ŷ, y)
∂ŷ
∂ŷ
∂w
(l)
jk
=
∂L(ŷ, y)
∂ŷ
∂ŷ
∂h(l)
∂h(l)
∂w
(l)
jk
=
∂L(ŷ, y)
∂ŷ
∂ŷ
∂h(l)
σ′(zj(l))
∂zj(l)
∂w
(l)
jk
=
∂L(ŷ, y)
∂ŷ
∂ŷ
∂h(l)
σ′(zj(l))hk(l−1).
Similar set of equations can be derived using chain rule for bias in the hidden layer
l, b
(l)
j . Let δj :=
∂L(ŷ,y)
∂ŷ
∂ŷ
∂h(l)
σ′(zj(l)), then the gradient can be provided:
∂L(ŷ, y)
∂b
(l)
j
= δj
∂zj(l)
∂b
(l)
j
= δj · 1.
Using computed gradients and the choice of learning rate η we can update the
weights in order to hunt an optimal collection of parameters:
W := W − η ∂L
∂W
b := b− η∂L
∂b.
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This repeatedly adjusting process of the network parameters using computation
of the gradients with repeatedly applying chain rule to connections in the network to
minimize objective function is known as backpropagation algorithm [56].
In general, gradient descent has often been regarded as slow or unreliable due to
the cost it takes to compute gradient over the entire data set at each iteration. To
overcome this issue in most machine learning algorithms, we use Stochastic Gradient
Descent (SGD) that extends the gradient descent algorithm. The SGD adopted a
sample of the training data set, which we call a minibatch of smaller size b. In
this way, SGD allows training large linear models on vast datasets of N , with a
comparatively lower cost per update and does not depend on the training set size N .
Here, we perform gradient descent on a single batch in each iteration, and thus, it is
also called batch stochastic gradient descent.
There are various kinds of gradient descent based algorithms available for neural
network training that speed up the training process. Among those are RMSprop [62]
and Adam [41], incorporate with a momentum terms and adaptive learning rates into
the computation of ∆θ.
Even with the batch SGD, network training becomes more challenging due to the
noise of the dataset. We can consider the signal as the actual underlying pattern
that we wish to learn from the data. On the other hand, noise refers to irrelevant
information or randomness in a dataset. In the case of the complexity and depth
of the algorithm, the network could end up memorizing the noise instead of finding
the signal. In this case, the machine produces high accuracy on the dataset, but
low accuracy for the new data outside of the dataset. We call this circumstance
overfitting.
Before examining the techniques that try to overcome the overfitting, it is crucial
to know how we can initially detect the overfitting. This detection is a challenging
task as actually the only path to figure out our model overfitted the data by testing
the model for the new data after the training process. If we figure out this after the
training, we may have to continue returning and adjusting the network repeatedly. To
address this, we can split our initial dataset into separate training and test subsets.
Evaluating accuracy separately for training and testing datasets can approximately
show how well our model will perform on new data. This way, we can apply techniques
that mitigate the ongoing training of the network, known as regularization techniques.
There are various types of modification to neural networks that address the over-
fitting. Most frequently employed approach will include a regularization term to the
loss function. L1−regularization use a multiple of L1−norm of the network parame-
ters while L2−regularization use a multiple of L2−norm for the network parameters
as the regularization term as given:
L̃(ŷ, y) = L(ŷ, y) +
λ
2
‖θ‖1 L1-regularization loss function
L̃(ŷ, y) = L(ŷ, y) +
λ
2
‖θ‖22 L2-regularization loss function
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Here the constant λ is the regularization coefficient, a hyperparameter that controls
the strength of regularization. Observe that the gradient term of the L2−regularization
term will be proportional to the parameter’s current value. Thus decreases by a quan-
tity proportional to the trainable parameters in the backpropagation [27]. This way,
the L2−regularization term will prevent overfitting in the network.
θ ← θ − η∆θ − λθ
It is worth mentioning another exciting type of regularization technique known
as dropout [58], which produces outstanding results. As a consequence, it is the
most commonly used regularization technique in the field of deep learning. Apply-
ing dropout to the network allows us to remove randomly selected nodes and their
incoming and outgoing connections at every iteration. Each iteration has a distinct
set of nodes, which results in a distinct set of outputs that have some regularization
effects.
To improve neural network training and its efficiency, there is a broad set of
methods, techniques, strategies, and modifications that we refer to the deep learning
book [27] for more detailed discussion.
Neural Network Training Procedure
We have noticed that the neural network has several hyperparameters and parameters
(weights and biases) that define the architecture’s performance. In order to train
the model, we need to search the optimal hyperparameters and parameters by the
end of the training process. As there is no pre-known knowledge of the best set
of hyperparameters for a particular problem [27], in general, we need to try several
different sets of values and pick the best possible combination that gives the highest
performance. This process is known as tuning the hyperparameters, which takes lots
of effort and time for the training process.
For the usual training procedure, we generally divide our dataset into three sub-
sets: a training set, a validation set, and a test set. The training dataset is the sample
of data used to fit the model. The validation dataset is the sample of data used to
provide an unbiased evaluation of a model fit on the training dataset while tuning
model hyperparameters. The evaluation becomes more biased on the training dataset
incorporated into the model performance matrix [57]. The test dataset is the sample
of data used to provide an unbiased evaluation of a final model fit on the training
dataset.
1.5 Neural Network Types
Deep feedforward neural networks discussed above demonstrated accomplishments in
many fields, but in some instances demonstrated inefficiencies. Therefore, researches
invented alternative models to look at better performance. Among those, we present
the most commonly used two types of neural networks: convolutional neural net-
works and recurrent neural networks. Convolutional neural networks mostly apply to
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process data that carries a grid-like topology, while recurrent neural networks mostly
apply in sequential learning tasks.
Convolutional Neural Networks
Consider we require working with image data, for example. The input for the network
will be pixel values of a standard photo print size 4×6 inches RGB image that consists
of 1, 200 × 1, 800 pixels for each color. Consider one would prefer to apply a fully-
connected network to deal with the image data that would require over six million
neurons. For one color there will be 1, 200× 1, 800 = 2, 160, 000 parameter count and
thus for all red, green and blue color codes there will be 3× 2, 160, 000 = 6, 480, 000
neurons. Since the network has to optimize all of these parameters, the training
process could grow into exceedingly time and storage-intensive. In order to solve
this computational problem, Convolutional Neural Network (CNN) is invented [9].
As a result of an indication of a mathematical operator called convolution, this net-
work receives the name convolutional neural network. Mathematically convolution
is an important operation in Fourier analysis, whose definition depends on the con-
text. In particular, when we consider Fourier transform, convolution operator can be
illustrated with an asterisk:
(f ∗ g)(x) =
∫ ∞
−∞
f(x− y)g(y)dy =
∫ ∞
−∞
f(y)g(x− y)dy = (g ∗ f)(x)
In convolutional neural network terminology, we can recognize the first argument
as the input, and the second argument as the kernel while we can refer output as the
feature map [27]. When the input function f and kernel g defined discretely on N.
We can illustrate the one-dimensional (1D) discrete convolution as follows:
(f ∗ g)(t) =
∞∑
j=−∞
f(t− j)g(j).
With two-dimensional discrete frameworks, i.e. f and g are defined on N2, we can
represent the two-dimensional (2D) discrete convolution
(f ∗ g)(s, t) =
∞∑
i=−∞
∞∑
j=−∞
f(s− i, t− j)g(i, j).
Furthermore, as the input feed in the machine learning algorithm employs a multidi-
mensional array of data or tensors, we consider the discrete convolution as operations
involving tensors. The output also represents a tensor. For example, if we have an
input I = [I(l, n′)]L,nl,n′=1 ∈ RL×n and kernel K ∈ R(2s+1)×n, then the 1D convolution
I ∗K can be restructured as:
(I∗K)(i, j) =
∑
l
∑
n
I(l, n)K(i−l, j−n) =
∑
l
∑
n
I(i−l, j−n)K(l, n) = (K∗I)(i, j).
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Even though the output may have multiple channels, we will consider output
that includes only one channel for the sake of notational consistency and simplicity.
However, this can be generalized for any quantity of channels by increasing the rank
of the kernel to R(2s+1)×n×Q and sum over the channel axis.
Finally, for completeness, we further present a 2D convolution with a rank-3 input
tensor I = [I
(`1,`2)
k ]
L1,L2,n
`1,`2,k=1
∈ RL1×L2×n and a rank-4 kernelK = [K(i,j)k,q ]
(2s+1),(2s+1),n,Q
i,j,k,q ∈
R(2s+1)×(2s+1)×n×Q. Nevertheless we now have two spatial dimensions, we utilize the
same kernel size 2s+ 1 in each dimension.
(I ∗K)(`1,`2)q =
∑
k
∑
i
∑
j
I
(`1−i,`2−j)
k K
(i,j)
k,q
We can connect convolutions with the framework of neural networks, simply re-
placing the linear transformation in a feedforward neural network layer with a con-
volution layer:
hi = σ(hi−1 ∗ w + b).
Therefore, the same gradient descent-like algorithms that train feedforward neural
networks can be used on convolutional networks. Here the kernel elements w and the
bias b are the trainable variables of the layer.
We have previously encountered several examples of hyperparameters: the num-
ber of layers d, the kernel sizes k1, . . . , kd of each layer, the number of filters f1, . . . , fd
of each layer, the learning rate η, as well as various hyperparameters introduced by
regularization techniques require to be taken in the process of training the convolu-
tion neural network. There is not satisfactory theoretical recognition of convolution
neural networks to prescribe the best set of hyperparameters for a particular learning
task [27]. Accordingly, we are forced to try several values and elect the one that
produces the highest performance.
Recurrent Neural Networks
The first recurrent neural network (RNN) conceived by the name simple recurrent
network (SRN) and first used by Jeff Elman, published in a paper entitled Finding
structure in 1990[19]. The paper was ground-breaking for many cognitive scientists,
psycholinguists, and all the recurrent neural network researchers. Even though Elman
had implemented this earlier model in which the input and output of the network was
a very low-level spectrogram-like representation, it trained using spectral information
extracted from a recording of his own voice saying “ This is the voice of the neural
network.” We will not discuss this network’s details but stated as an initial state of
the big field of recurrent network development.
Recurrent neural networks can be considered as a variation on feedforward neural
networks that can increase flexibility and efficiency in the sequence learning, where
input and/or output have a sequential structure. The attraction of recurrent neural
networks lies in their diversity of applications, including natural language processing,
audio processing, sentiment classification, image captioning, and bioinformatics [27].
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It is importent to study about RNNs, as they have a great ability to deal with
various input and output types of data. As RNN was introduced as a neural network
for sequential learning, we represent the input as a sequence x = (x(1), . . . , x(L))
where x(`) ∈ Rn for each `. With this input structure, We can present the forward
propagation equations for the RNN depicted in figure 1.5 [27]. Forward propagation
begins with a specification of the initial state h0 which is usually fixed, often the zero
vector; however, some RNN architectures have found it beneficial to regard h0 as a
set of trainable parameters [11]. Then, for each time step from t = 1 to t = τ, we
apply the following update equations:
a(`) = Ux(`) +Wh(`−1) + b
h(`) = σ(a(`))
ŷ(`) = V h(`) + c
At a particular time `, the input x, activation a(`) ∈ Rnh , hidden state h(`) ∈ Rnh ,
and output ŷ ∈ Rm are elements of sequences x, a, h, and ŷ of length L, respectively.
As before, σ is an activation function; tanh is a common choice for RNNs [27]. The
trainable variables are the input matrix U ∈ Rnh×n and input bias b ∈ Rnh , the
recurrent matrix W ∈ Rnh×nh , and the output matrix V ∈ Rm×nh and output bias
c ∈ Rm. A visual representation of an RNN is gives in Figure 1.5.
It is essential to point out that the number of the trainable variable does not
depend on the length of the sequence, and U,W, and V reused at each time step. Also,
note that the hidden state at time ` is dependent only on the current timestep’s input
x(`) and the previous timestep’s hidden state h(`−1). Here we consider an example
of a recurrent network that maps an input sequence to an output sequence of the
identical length. Thus the total loss for a given sequence of x values paired with a
sequence of y values would be the sum of the losses over all the time steps.
L(ŷ, y) =
L∑
`=1
L(ŷ(`), y(`)).
We can use the same gradient descent style optimization for learning parameters
used in the training of RNNs. Here we must modify the backpropagation due to reuse
of parameters. The backpropagation algorithm needs to obtain the correct gradients
for the recurrent matrix W , input parameters U , output parameters V , and b [53, 68].
There are a variety of recurrent neural networks available that differ by the recur-
rent pattern; for a detailed description of these varieties refer to [27]. General RNN
structures’ state at time t captures only information from the past, t− 1 past inputs,
and the present input. In many applications, we require to output a prediction of y(t)
that may depend on the whole input sequence. To mitigate this issue, we can use a
pair of RNNs, one running forward in time, and another moving backward. We then
concatenate their hidden layers. This pair is called a bidirectional RNN.
Figure 1.5 illustrates the architecture of a bidirectional recurrent neural network
with a two hidden layer: forward hidden layer h(t), and backward hidden layer g(t)
concatenated to obtain the output layer o(t).
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Figure 1.4: A visual representation of an RNN. Retrieved from [27].(Left) The RNN
and its loss drawn with recurrent connections. (Right) The same seen as a time-
unfolded computational graph, where each node is now associated with one particular
time instance.
1.6 Thesis Outline
This dissertation is broken into two main parts.
In Chapter 2, we study a common obstacle in training RNNs called the vanishing
and exploding gradient problem. Some of the most successful methods for overcoming
exploding and vanishing gradients adjust the standard RNN architecture to force W
to remain orthogonal or unitary throughout the training. We present a novel complex
unitary RNN architecture that enforces unitariness of W by parametrizing W with a
skew-hermitian matrix A via the Cayley transform. We present rules for computing
backpropagation through the Cayley transform and address the modReLU activation
function singularity issues. The resulting scaled Cayley unitary recurrent neural
network (scuRNN) is a simple RNN architecture that maintains a unitary recurrent
matrix throughout the training. We examine its performance in comparisons with
other unitary and orthogonal RNN architectures and find that the scuRNN exhibits
highly competitive performance on numerous benchmark tasks.
The second part of this work is devoted to present a new symmetrizing convolu-
tional neural network architecture. This architecture is used to creates and maintains
a symmetric structure over the training. We use this architecture to address bioin-
formatics problems known as RNA secondary structure inference and protein contact
map prediction.
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Figure 1.5: A visual representation of a bidirectional recurrent neural network Re-
trieved from [27].
In Chapter 3, we introduce novel deep learning architecture together with RNN
and CNN. Here the central investigation is devoted to convolutional kernel param-
eterization that helps enforce the symmetrical structure of the convolutional layer
output and provide update rules to obtain symmetrical structure and preserve the
symmetrical structure throughout the training steps. Furthermore, Chapter 3 pro-
vides background regarding RNA sequences and structures and the protein structure
and features necessary for understanding these problems. We show that this method
can increase the performance against the nonsymmetric architecture. We believe this
symmetry preserving architecture can be generalized to many problems.
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Chapter 2 The Scaled Cayley Unitary RNN
In this chapter, we include the results from the paper entitled Complex Unitary
Recurrent Neural Networks using Scaled Cayley Transform [45, 46]. Here we discuss
the vanishing and exploding gradient problem, a known challenge in training recurrent
neural networks, and presents a novel RNN training scheme that successfully sidesteps
this difficulty. Furthermore, we provide an investigation of a potential issue of the
modReLU activation function, which is utilized in our work and several other unitary
RNNs.
2.1 Introduction
Recurrent neural networks (RNNs) have successfully been used on a wide range of
sequential data problems. The significant difficulty when training RNNs using a
gradient descent based optimizer is the vanishing or exploding gradient problem [13].
The exploding gradient problem refers to the enormous growth of gradients as they
propagate backward through time, and the vanishing gradient problem occurs when
the gradients tend toward zero. The exploding gradient case will cause the trainable
parameters to vary drastically during training, resulting in unstable performance. For
the vanishing gradient case, training will progress slowly, if at all.
A range of different architectures has been proposed to address this problem. Cur-
rently, the most common architectures involve gating mechanisms that control when
information is retained or discarded, such as the Long Short-Term Memory networks
(LSTMs) [31] and Gated Recurrent Units (GRUs) [17]. More recently, several archi-
tectures have been proposed that maintain a unitary recurrent weight matrix. The
unitary evolution RNN (uRNN) architecture proposed by [11] maintains a unitary
matrix by using a product of simple unitary matrices. The full-capacity uRNN [71]
maintains a general unitary matrix by optimizing along a gradient descent direction
on the Stiefel manifold. The tunable efficient unitary neural network (EURNN) by
[39] constructs the unitary matrix using a product of complex rotation matrices. For
additional work with unitary RNNs and complex-valued networks, see [35], [37], [66],
[72] and [64]. There have also been several architectures that maintain an orthogo-
nal recurrent weight matrix. The orthogonal RNN (oRNN) by [48] uses a product
of Householder reflection matrices. The scaled Cayley orthogonal RNN (scoRNN)
architecture parameterizes the recurrent weight matrix by a skew-symmetric matrix
and a diagonal matrix through the Cayley transform [29]. Compared with other
unitary/orthogonal RNNs, the scoRNN architecture has a simple parameterization
that has been shown to be advantageous in [29]. The exploding or vanishing gradient
problem has also been examined in [30] and [43].
In this work, we address a difficulty of scoRNN. The scoRNN parameterization of
the orthogonal recurrent weight matrix contains a diagonal matrix consisting of ±1 on
the diagonal. These discrete parameters are used to define the scaling matrix, which
may critically affect performance, and can not be optimized by gradient descent. Thus
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scoRNN introduces a tunable hyperparameter that controls the number of negative
ones on the diagonal. This hyperparameter needs to tune for each particular task
for optimal results. This causes the scaling matrix to remain fixed during training.
We propose a method to overcome this difficulty by using a unitary recurrent weight
matrix parameterized by a skew-Hermitian matrix and a diagonal scaling matrix
through the scaled Cayley transform, where the entries of the diagonal matrix lie on
the complex unit circle and have the form eiθ. This parameterization is differentiable
with respect to the continuous θ variable and can be optimized using gradient descent.
Hense eliminates the need for tuning a hyperparameter and having a fixed scaling
matrix during training. We call this new architecture the scaled Cayley unitary
recurrent neural network (scuRNN). We also develop the update scheme to train the
skew-Hermitian and diagonal scaling matrices. The experiments performed show that
scuRNN achieves better or comparable results than other unitary RNNs and scoRNN
without the need for tuning an additional hyperparameter.
For many unitary RNNs, a popular activation function is the modReLU function
[11]. Known architectures that incorporate the modReLU function include works by
[11], [71], [39], [37], [29], and [72]. We also use the modReLU activation function in
this work but have noticed a singularity issue that may potentially impact perfor-
mance. To the best of our knowledge, this singularity has not previously discussed in
the literature. In section 2.4, we provide an analysis of the modReLU function and
discuss initialization schemes that may mitigate the singularity.
We note that there has been recent interest in complex networks outside of uRNN
as discussed in the papers by [64] and [72]. Our work presents an additional case
where complex networks can be advantageous over real networks.
2.2 Background
Real RNNs
A single hidden layer recurrent neural network (RNN) is a dynamical system that
uses an input sequence x = (x1,x2, ...,xτ ) where each xi ∈ Rm, to produce an output
sequence y = (y1,y2, ...,yτ ) with yi ∈ Rp given recursively by the following:
ht = σ (Uxt +Wht−1 + b) (2.1)
yt = V ht + c (2.2)
where U ∈ Rn×m is the input to hidden weight matrix, W ∈ Rn×n the recurrent
weight matrix, b ∈ Rn the hidden bias, V ∈ Rp×n the hidden to output weight
matrix, and c ∈ Rp the output bias. Here m is the input data size, n is the number
of hidden units, and p is the output data size. The sequence h = (h0, . . . ,hτ−1), is
the sequence of hidden layer states with hi ∈ Rn and σ(·) is a pointwise nonlinear
activation function, such as a hyperbolic tangent function or rectified linear unit [49].
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Exploding and Vanishing Gradients
For long sequence lengths, RNNs are challenging to train, and recently many re-
searchers trying to mitigate this issue in various ways. This becomes more challeng-
ing when the network has long-term dependencies, which can identify as having a
substantial effect from the input at a particular time on the desired output many
steps away.
In order to reveal a major obstacle to successful and efficient learning of long-
range dependencies, we look at the computation of the gradients in given RNN of the
equations (2.1) and (2.2) more carefully. If we set L to be a real-valued loss function,
then by the chain rule, we have
∂L
∂W
=
τ∑
t=1
Dt
(
∂L
∂ht
)T
hTt−1 (2.3)
∂L
∂U
=
τ∑
t=1
Dt
(
∂L
∂ht
)T
xTt (2.4)
∂L
∂b
=
τ∑
t=1
∂L
∂ht
Dt. (2.5)
where Dt = diag (σ
′ (zt)) is a diagonal matrix with diagonal entries of the form
σ′ (zt)i where zt = Uxt + Wht−1 + b. For a typical classification problem, the RNN
is designed to only output a vector at the end of the sequence t = τ . In this case, we
must backpropagate through the loss function at time τ . Looking at the ∂L
∂ht
term,
we have,
∂L
∂ht
=
∂L
∂hτ
∂hτ
∂hτ−1
...
∂ht+1
∂ht
=
∂L
∂hτ
DτWDτ−1W...Dt+1W. (2.6)
Taking the matrix 2-norm on both sides we obtain the following inequality,∥∥∥∥ ∂L∂ht
∥∥∥∥
2
≤
∥∥∥∥ ∂L∂hτ
∥∥∥∥
2
‖Dτ‖2 ‖Dτ−1‖2 ... ‖Dt+1‖2 ‖W‖
τ−t
2 . (2.7)
Now, if ‖W‖2 < 1, we see from the above inequality (2.7) that the right hand side of
the inequality goes to zero as τ − t goes to infinity. This phenomenon is known as
the vanishing gradient problem. In this case, the derivative will go to zero, and so
gradient descent will not cause the current weights to update, which causes no change
in the loss function. As a result, any long-term dependencies will be lost, known as
the vanishing gradient problem. In contrast, If ‖W‖2 > 1, the right hand side of
the inequality will become unbounded as τ − t goes to infinity. This is known as the
exploding gradient problem. In this case, gradient descent will result in too large
update steps to occur, which may cause the model to oscillate around or overstep a
local minimum. This phenomenon referred to as the vanishing and exploding gradient
problem.
20
Solutions to Exploding and Vanishing Gradients
There are two main architectures addressing the vanishing and exploding gradient
issue in the literature. One of them incorporate additional parameters into the ma-
chine that control the flow of information from input to hidden state, which referred
as a gating mechanism. Other architectures known as orthogonal or unitary RNNs,
which preserve the norm of h(t) over time by restricting W to be orthogonal or unitary
throughout training. The two techniques and their relative advantages are described
below.
Long Short-Term Memory & Gated RNNs
In order to avoid the inability to keep the memory content for more than a few
time steps, in Long Short-Term Memory (LSTM) additional intermediate vector that
control the flow of information from input to hidden state were introduced. These are
knows as gates which are composed out of a sigmoid neural net layer and a pointwise
multiplication operation. The sigmoid layer outputs numbers between zero and one,
describing how much of each component should be let through. A value of zero means
there is no flow of information at all while a value of one means all the information will
flow through. An LSTM has three of these gates, to protect and control the cell state
which will contribute some additional parameter storage memory cost. The gating
mechanisms given in the following figure 2.1 were developed in 1997 and described
in [32] and given state of art results for many problems.
Figure 2.1: Diagram of a Long Short-Term Memory (LSTM) cell. Retrieved from [3]
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The system of equations use to develop LSTM architecture given in Figure 2.1
can be listed below.
i(t) = σ(Wih
(t−1) + Uix
(t) + bi) (2.8)
f (t) = σ(Wfh
(t−1) + Ufx
(t) + bf ) (2.9)
g(t) = Wgh
(t−1) + Ugx
(t) + bg (2.10)
c̃(t) = tanh (g(t)) (2.11)
c(t) = c(t−1) ◦ f (t) + c̃(t) ◦ i(t) (2.12)
o(t) = σ(Woh
(t−1) + Uox
(t) + bo) (2.13)
h(t) = tanh(c(t)) ◦ o(t) (2.14)
y(t) = V h(t) + c (2.15)
Update to the hidden state h(t) is given by the set of equations (2.8) - (2.15). Step
by step computation steps can be stated as follows.
First, we use previous hidden state h(t−1) and the input x(t), LSTM architecture
generate four intermediate vectors: the input gate i(t) given by Equation 2.8, forget
gate f (t) from Equation 2.9, the memory cell candidate g(t) given from Equation 2.11
use to compute memory cell ˜c(t) and output gate o(t) by Equation 2.13. Note that
unlike the arbitrary activation function in the regular RNNs, here σ always represents
the sigmoid function, since for theoretical purposes we would like elements of these
vectors to be in (0, 1). There will be approximately four times as many input and
recurrent parameters used in LSTM compare with the standard RNN architecture.
Secondly, we generate the new cell state c(t) by combining c̃(t), i(t), and f (t) with
the previous cell state c(t−1). Finally, the hidden state is generated with the new cell
state c(t) and the output gate o(t). The output gate controls how much of the new
cell state we send to the hidden state h(t).
For a detailed justification for the gradient decent updates and computation of
this architecture one can refer to [32].
Several variants of LSTM architecture are available to learn long-term dependen-
cies. One of the LSTM variants, introduced by [25], is adding peephole connections
Pic
(t−1), Pfc
(t−1), and Poc
(t) to the input gate, forget gate, and output gate respec-
tively before applying the sigmoid activation to avoid conceptual loss of information
when gates are added [2].
Another variation on the LSTM is the Gated Recurrent Unit, or GRU, introduced
in [17]. It combines the forget and input gates into a single update gate. It also merges
the memory cell state and hidden state, and makes some other changes. The resulting
model is simpler than standard LSTM models, and has been growing increasingly
popular.
Orthogonal/Unitary RNNs
From the Inequality (2.7), it is clear that exploding, and vanishing gradients are a
consequence of repeated multiplication by the recurrent matrix W . If we can force
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‖W‖2 = 1 over the training exploding and vanishing gradient would not occur. This
fact motivates the idea of initializing W with an orthogonal or unitary matrix. Or-
thogonal matrices are real-valued matrices that give two-norm equal to one. Similar to
orthogonal matrices, unitary matrices are complex matrices W ∈ Cn×n with spectral
radius one and the property that W ∗W = I, where ∗ denotes the conjugate transpose
operator and I is the identity matrix. All the orthogonal RNNs designed to main-
tain orthogonal recurrent weight matrix, while unitary RNNs designed to maintain
a unitary recurrent weight matrix. Even though it looks straightforward, losing the
orthogonality or unitariness due to the update scheme makes this an exciting research
field. We briefly consider each unitary RNN and orthogonal RNN below.
Unitary Evolution RNN (uRNN)
The unitary evolution RNN (uRNN, or restricted capacity uRNN) [11] proposes a pa-
rameterization of unitary matrice used in the recurrent matrix W . Since the product
of unitary matrices is itself a unitary matrix, restricted capacity uRNN architecture
composes several elementary, parametric, unitary matrices to formulate a single, ex-
pressive unitary matrix. The four unitary building blocks considered are
• D, a diagonal matrix with Dj,j = eiwj , with parameters wj ∈ R,
• R = I − 2 vv∗‖v‖2 , a reflection matrix in the complex vector v ∈ C
n,
• Π, a fixed random index permutation matrix, and
• F and F−1, the Fourier and inverse Fourier transforms.
Empirically, uRNN suggested the following composition
W = D3R2F−1D2ΠR1FD1 (2.16)
Even though each but the permutation matrix is complex, for implementation, they
are parameterized and represented with real numbers. Considering the implemen-
tation of this model, we can point out how they bypass the potential difficulties of
working in the complex domain. Under this framework, they sidestep the lack of
support for complex numbers by representing all complex numbers using real values
in terms of their real and imaginary parts. Consider multiplying the complex weight
matrix W = A + iB by the complex hidden vector h = x + iy, where A,B, x, y are
real. It is trivially true that Wh = (Ax−By) + i(Ay +Bx)[11].
Representing v ∈ Cn as
(
Re(v)>, Im(v)>
)> ∈ R2n , we compute complex matrix-
vector products with real numbers as follows(
Re(Wh)
Im(Wh)
)
=
(
A −B
B A
)(
Re(h)
Im(h)
)
. (2.17)
In this way, uRNN implement everything using real-valued operations, compatible
with any deep learning framework with automatic differentiation. For the nonlinear-
ity, they used a variation of the ReLU activation function, which is called as mod-
ReLU. We will introduce this modReLU activation with an analysis in section 2.4.
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As shown by [71], this parameterization contains only 7n trainable parameters and
is unable to represent all unitary matrices when the hidden size n > 7.
Full-Capacity uRNN
Full-capacity unitary recurrent neural network [71] designed to get around the lim-
itations of restricted-capacity parameterizations. In order to obtain and optimize
a full-capacity unitary matrix, this architecture consider the Stiefel manifold of all
n× n complex-valued matrices whose columns are n orthonormal vectors in Cn [61].
Mathematically, the Stiefel manifold is defined as
SMn(Cn) =
{
W ∈ Cn×n : W ∗W = In×n
}
. (2.18)
For any W ∈ SMn(Cn), any matrix Z in the tangent space of the Stiefel mani-
fold satisfies Z∗W −W ∗Z = 0 by the theory from Tangare [61]. The Stiefel manifold
becomes a Riemannian manifold when its tangent space equipped with an inner prod-
uct, given by 〈Z1, Z2〉 = tr(Z∗1(I − 12WW
∗)Z2). Under this canonical inner product
on the tangent space, BW represents the gradient in the Stiefel manifold of the loss
function L with respect to the matrix W . Here B = G∗W−W ∗G is a skew-Hermitian
matrix and G is the usual gradient of loss function L with respect to the matrix W
[61]: Gi,j =
∂f
∂Wi,j
. Summing up the above facts, Tagare [61] recommends a descent
curve along the Stiefel manifold at training iteration k given by the matrix outcome
of the Cayley transformation of B(k). Thus following update scheme was used to
update the recurrent matrix [71].
B ← ∂L
∂W
∗
W −W ∗ ∂L
∂W
(2.19)
W ←
(
I + λ
2
B
)−1 (
I − λ
2
B
)
W (2.20)
As shown in [29], this multiplicative update scheme may result in a loss of uni-
tariness due to numerical rounding issues.
The tunable efficient uRNN
The tunable efficient unitary neural network is also known as EURNN introduced
by [39], parameterizes the unitary recurrent weight matrix by a product of unitary
matrices similar to the restricted-capacity uRNN. Precisely, the product consists of
a unitary diagonal matrix and complex Givens rotation matrices. There are two
kinds of parameterization given in [39]: tunable space implementation and FFT-style
approximation (see [39] for the parameterization).
Unlike the restricted-capacity uRNN, the EURNN parameterization has the ca-
pacity to represent all possible unitary matrices but requires a long product of ma-
trices.
24
The orthogonal RNN (oRNN)
The orthogonal RNN (oRNN) by [48] observed that one can show the recurrent
unitary matrix W ∈ Cn×n of an RNN, there exists an equivalent representation of
this RNN involving an orthogonal matrix W ∈ R2n×2n. In perticular for a complex
transition matrix W = A+ iB ∈ Cn×n, where A abd B are now real-valued matrices
in Rn×n. Assuming that the activation function σ applies to the real and imaginary
parts separately, it is easy to show that the update equation of the complex hidden
state h(t) of the unitary RNN given by h(t) = σ(Wh(t−1) + Ux(t)) has the following
real space representation:
ĥ(t) = σ(Ŵ ĥ(t−1) + Ûx(t)) (2.21)
ĥ(t) =
[
Re(h(t))
Im(h(t))
]
∈ R2n , Ŵ =
[
A −B
B A
]
∈ R2n×2n , Û =
[
Re(U)
Im(U)
]
∈ R2n×nx .
where nx represent the dimension of the input vector x
(t)
The oRNN propose a parameterization of the orthogonal recurrent matrix W of
an RNN using a product of Householder reflection matrices. For example when using
m reflection vectors ui, the parameterization can be expressed as:
W = Hm(um) . . .H1(u1). (2.22)
The scaled Cayley orthogonal RNN (scoRNN)
In the scaled Cayley orthogonal RNN (scoRNN)[29] the forward pass of RNN is
identical to the standard RNN given in Section 2.2, Equation (2.1) and (2.2). When
it is training for the input and output parameters, instead of directly training the
recurrent matrix W , it is parametrized through the scaled Cayley transform W =
(I + A)−1(I − A)D will define in detail in section 2.3. Here, W is a function of the
symmetric matrix A only, as D is a fixed diagonal matrix, chosen before training.
Since the placement of +1 and −1 entries on the diagonal of D does not affect
training, this choice of D reduced to a single hyperparameter ρ refers to the number
of −1 entries in D.
To parametrize W with A, leaving D fixed, we need to train the parameters in A.
To know how to backpropagate through the scaled Cayley transform, we need to find
the matrix derivative ∂L
∂A
. The following theorem gives this matrix derivative [29].
Theorem 2.2.1. Let L be a differentiable loss function for an RNN with recurrent
weight matrix W . Let W = W (A) := (I +A)−1(I −A)D where A is skew-symmetric
and D is diagonal and fixed. Then the gradient ∂L
∂A
=
[
∂L
∂Ai,j
]
is
∂L
∂A
= V T − V V = (I + A)−T ∂L
∂W
(D +W T ).
where ∂L
∂W
=
[
∂L
∂Wi,j
]
∈ Rnh×nh.
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The training of A shown below, incorporated with the results from Theorem 2.2.1.
At each iteration of training, we use the standard BPTT algorithm to find ∂L
∂W
. With
this matrix derivative in hand, the architecture uses the following update steps to
update the parameters of A using our optimization algorithm of choice. Finally, use
this new A to generate W .
∂L
∂A
← (D +W ) ∂L
∂W
T
(I + A)−1 − (I + A)−T ∂L
∂W
(D +W T )
A← A− η ∂L
∂A
W ← (I + A)−1(I − A)D
This architecture has several benefits relative to other unitary and orthogonal
RNNs. As noted in [29], ∂L
∂A
being symmetric additive update step also symmetric,
and thus is compatible optimizers like RMSprop [62] and can use built-in optimizers
to train the machine. Another benefit is the regeneration of W through the Cayley
transform ensures the orthogonality up to machine precision at each iteration of
training. This is in contrast to the most uRNN architectures like full-capacity uRNN,
whose multiplicative update step is susceptible to a gradual loss of orthogonality over
time.
Despite all the advantages, this architecture has a challenge. The number of ±1
of the diagonal scaling matrix D of the scoRNN parameterization being a discrete
parameter, which may critically affect performance, and can not be optimized by
gradient descent. In that case, the scoRNN introduces a tunable hyperparameter
ρ that controls the number of negative ones on the diagonal. Here hyperparameter
tuned for each particular task for optimal results. This causes the scaling matrix
to remain fixed during training. The process mentioned above is task-oriented and
time-consuming, which we address from our work.
2.3 Scaled Cayley Unitary RNN (scuRNN)
Scaled Cayley Transform
Unlike other architectures that use a long product of simple matrices to parameterize
the unitary recurrent weight matrix, the scuRNN architecture maintains a strictly
unitary recurrent weight matrix by incorporating the following result from Kahan [40]
and O’Dorney [51].
Theorem 2.3.1. Every unitary matrix W can be expressed as
W = (I + A)−1(I − A)D
where A = [aij] is skew-Hermitian with |aij| ≤ 1 and D is a unitary diagonal matrix.
For an orthogonal W , the same result holds with A being skew-symmetric and D a
diagonal matrix with entries consisting of ±1.
In scoRNN, the orthogonal matrix constructed using the orthogonal parameteri-
zation in Theorem 2.3.1. The scaling matrix D is not known a priory and needs to be
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determined for each particular task. Since D consists of discrete-valued parameters,
it can not be determined by gradient descent—however, D primarily defined by the
number of negative ones on the diagonal barring a permutation. Thus the number of
negative ones is considered a hyperparameter that must be tuned for optimal results
with the additional restriction that the scaling matrix must be fixed during training.
The scuRNN architecture uses the complex version in Theorem 2.3.1. It overcomes
the constraints inherent with scoRNN since D in this case has entries of the form
Dj,j = e
iθj . This parameterization is differentiable with respect to the continuous
θj variables and can be determined by gradient descent during training with D no
longer being fixed.
Architecture Details
The scuRNN architecture is similar to a standard RNN, see (2.1) and (2.2), with the
exception that the hidden bias is incorporated in the modReLU activation function
σmodReLU(z), see section 2.4 for definition, and all matrices are complex valued.
ht = σmodReLU (Uxt +Wht−1) ; yt = V ht + c (2.23)
Since the input to hidden, recurrent, and hidden to output weight matrices are
complex-valued, we follow the framework described in [11] to compute complex matrix-
vector products by separating all complex numbers in terms of their real and imagi-
nary parts.
Training the Skew-Hermitian and Scaling Matrices
In order to train the skew-Hermitian matrix A and scaling matrix D used to parame-
terize the unitary recurrent weight matrix in scuRNN, we have to deal with complex
derivatives. When we consider the loss function as a function of the complex matrix
A or scaling matrix D with a range on the real-line, the loss function is nonholomor-
phic and thus not complex differentiable. To compute necessary gradients, Wirtinger
calculus is required [34].
In Wirtinger calculus, differentiation of complex functions are viewed as differen-
tiable functions over R2. In particular, given a nonholomorphic function, f : C→ C,
the differential df is given by
df =
∂f
∂z
dz +
∂f
∂z
dz, (2.24)
where z := x + iy ∈ C and z := x − iy ∈ C is the conjugate. Here the Wirtinger
derivatives are given by
∂f
∂z
=
1
2
(
∂f
∂x
− i∂f
∂y
)
and
∂f
∂z
=
1
2
(
∂f
∂x
+ i
∂f
∂y
)
.
For h, g : C→ C, the chain rule [34, 42] is given by
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∂h(g)
∂z
=
∂h
∂g
∂g
∂z
+
∂h
∂g
∂g
∂z
.
In order to obtain the appropriate gradients, we catch the following results from
[34, 42]. Note from the differential rule given in Equation 2.24; we can discuss the
following conclusion.
Theorem 2.3.2. The differential df of a non-holomorphic function f(z) : C 7→ R
can be expressed as
df = 2Re
(
∂f(z)
∂z
dz
)
= 2Re
(
∂f(z)
∂z
dz
)
, (2.25)
and is equivalent to
dF =
∂F (x, y)
∂x
dx+
∂F (x, y)
∂y
dy,
where f(z) = F (x, y) = U(x, y) + iV (x, y).
To find the stationary points z of f(z), one need to detect the points that vanishes
the differential df . Note that if ∂f(z)
∂z
= 0, then by the above theorem, we have df = 0.
Conversely, df and thus dF will be zero if both partial derivatives of F (x, y) with
respect to x and y are zero. Now since we have the relation
∂f(z)
∂z
dz =
1
2
[
∂U(x, y)
∂x
− i∂U(x, y)
∂y
]
(dx+ idy)
which leads to ∂f(z)
∂z
= 0. Altogether, we have that, the differential df of a real-valued
function f(z) : C 7→ R vanishes if and only if the Writinger derivative is zero.
Our goal is to use Wirtinger calculus to implement a gradient-based algorithm
that optimizes an objective function that is not analytic. We can optimize dz in the
differential expression (2.25) using the following result from [34, 42].
Theorem 2.3.3. The steepest ascent of a real valued function f(z) : C 7→ R with
complex valued argument z ∈ C is obtained for
dz =
∂f(z)
∂z
ds,
where ds is a real-valued differential. Thus, the steepest ascent points to the direction
of ∂f(z)
∂z
.
Summarizing above results we can obtain the steepest descent direction is −∂f(z)
∂z
.
Using the above Wirtinger derivatives and steepest descent direction, we update the
unitary recurrent weight matrix W by performing gradient descent on the associ-
ated skew-Hermitian parameterization matrix A and scaling matrix D. To compute
gradients with respect to A, we must pass the gradients through the scaled Cayley
transform. The desired gradients for A and diagonal arguments of D given in the
following Theorem 2.3.4.
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Theorem 2.3.4. Let L = L(W ) : Cn×n → R be a differentiable cost function for
an RNN with recurrent weight matrix W . Let W = W (A,θ) := (I + A)−1(I −
A)D where A ∈ Cn×n is skew-Hermitian, θ = [θ1, θ2, ..., θn]T ∈ Rn, and D =
diag
(
eiθ1 , eiθ2 , ..., eiθn
)
∈ Cn×n is a unitary diagonal matrix. Then the gradient of
L = L(W (A,θ)) with respect to A is
∂L
∂A
= CT − C
where C := (I +A)−T ∂L
∂W
(D+W T ), ∂L
∂A
=
[
∂L
∂Ai,j
]
∈ Cn×n, and ∂L
∂W
=
[
∂L
∂Wi,j
]
∈ Cn×n.
Furthermore, the gradient of L = L(W (A,θ)) with respect to θ is given by
∂L
∂θ
= 2Re
(
i
((
∂L
∂W
T
K
)
 I
)
d
)
where K = (I + A)−1 (I − A), d =
[
eiθ1 , eiθ2 , ..., eiθn
]T
is the diagonal vector of D and
 denotes entry-wise multiplication.
Proof. We compute the partial derivative ∂L
∂A
and use the property ∂L
∂A
= ∂L
∂A
to obtain
the desired result. Since K := (I +A)−1(I −A), we have W = KD. We consider the
(i, j) entry of ∂L
∂A
. Taking the derivative with respect to Ai,j, where i 6= j we obtain:
∂L
∂Ai,j
=
n∑
k,l=1
(
∂L
∂Wk,l
∂Wk,l
∂Ai,j
+
∂L
∂W k,l
∂W k,l
∂Ai,j
)
=
n∑
k=1
(
∂L
∂Wk,j
Dl,l
∂Kk,l
∂Ai,j
)
+
n∑
k=1
(
∂L
∂W k,l
Dj,j
∂Kk,l
∂Ai,j
)
= tr
[(
∂L
∂W
D
)T
∂K
∂Ai,j
]
+ tr
[(
∂L
∂W
D
)T (
∂K
∂Ai,j
)]
. (2.26)
Let A = X + iY, where X, Y ∈ Rn×n. It follows that (I + A)K = I − A can be
rewritten as (I +X + iY )K = I −X − iY. Taking the derivatives with respect to Xi,j
and Yi,j we have:
∂K
∂Xi,j
= −(I + A)−1
(
∂X
∂Xi,j
+
∂X
∂Xi,j
K
)
, (2.27)
∂K
∂Yi,j
= −i(I + A)−1
(
∂Y
∂Yi,j
+
∂Y
∂Yi,j
K
)
. (2.28)
Now let Ei,j denote the matrix whose (i, j) entry is 1 with all other entries being
zero. Since X is Skew-symmetric, we have ∂X
∂Xi,j
= Ei,j − Ej,i. Similarly, since Y
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is symmetric, we have ∂Y
∂Yi,j
= Ei,j + Ej,i. Combining this with equation (2.27) and
(2.28), we obtain:
∂K
∂Ai,j
=
1
2
(
∂K
∂Xi,j
− i ∂K
∂Yi,j
)
=
1
2
[
−(I + A)−1 ∂X
∂Xi,j
(I +K)
]
− 1
2
[
i(−i)(I + A)−1 ∂Y
∂Yi,j
(I +K)
]
=
1
2
[
−(I + A)−1
(
∂X
∂Xi,j
+
∂Y
∂Yi,j
)
(I +K)
]
= −(I + A)−1Ei,j(I +K).
Here the last line is obtained using the Skew-symmetric property of X and the sym-
metric property of Y . Following the same argument one can obtain:
∂K
∂Ai,j
= (I + A)−1Ej,i(I + Z).
We now examine ∂L
∂Ai,j
and compute the first trace term in equation (2.26) as follows:
tr
[(
∂L
∂W
D
)T
∂K
∂Ai,j
]
= −tr
[(
∂L
∂W
D
)T
(I + A)−1(Ei,j + Ei,jK)
]
= −tr
[(
∂L
∂W
D
)T
(I + A)−1Ei,j
]
− tr
[(
∂L
∂W
D
)T
(I + A)−1Ei,jK
]
= −
(( ∂L
∂W
D
)T
(I + A)−1
)T
i,j
−
(( ∂L
∂W
D
)T
(I + A)−1
)T
KT

i,j
= −
(( ∂L
∂W
D
)T
(I + A)−1
)T
(I +KT )

i,j
= −
[
((I + A)−1)T
∂L
∂W
(D +DKT )
]
i,j
= −
[(
(I + A)−1
)T ∂L
∂W
(D +W T )
]
i,j
.
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A similar approach gives the second trace term in equation (2.26) as follows:
tr
[(
∂L
∂W
D
)T
∂K
∂Ai,j
]
= tr
[(
∂L
∂W
D
)T
(I + A)−1(Ej,i + Ej,iK)
]
= tr
[(
∂L
∂W
D
)T
(I + A)−1Ej,i
]
+ tr
[(
∂L
∂W
D
)T
(I + A)−1Ej,iK
]
=
[(
∂L
∂W
D
)T
(I + A)−1
]
i,j
+
[
K
(
∂L
∂W
D
)T
(I + A)−1
]
i,j
=
[
(I +K)
(
∂L
∂W
D
)T
(I + A)−1
]
i,j
=
[
(DT +W )
∂L
∂W
T
(I + A)−1
]
i,j
.
Now by the definition of C, we have
∂L
∂A
= C
T − C.
Therefore,
∂L
∂A
=
∂L
∂A
= CT − C.
To compute ∂L
∂θj
, we take the derivative with respect to θj where 1 ≤ j ≤ n.
∂L
∂θj
=
n∑
k=1
(
∂L
∂Wk,j
∂Wk,j
∂θj
+
∂L
∂W k,j
∂W k,j
∂θj
)
=
n∑
k=1
(
∂L
∂Wk,j
∂Kk,jDj,j
∂θj
+
∂L
∂W k,j
∂Kk,jDj,j
∂θj
)
=
n∑
k=1
(
∂L
∂Wk,j
Kk,j
∂eiθj
∂θj
+
∂L
∂W k,j
Kk,j
∂e−iθj
∂θj
)
= i
n∑
k=1
∂L
∂Wk,j
Kk,jDj,j − i
n∑
k=1
∂L
∂W k,j
Kk,jDj,j
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Since this holds for all 0 ≤ j ≤ n we have
∂L
∂θ
= i
((
∂L
∂W
T
K
)
 I
)
d+ i
((
∂L
∂W
T
K
)
 I
)
d
= 2Re
(
i
((
∂L
∂W
T
K
)
 I
)
d
)
as desired.
We use the above theorem to update the recurrent weight matrix. First we com-
pute ∂L
∂W
, using the standard backpropagation algorithm. Then using ∂L
∂W
, we compute
∂L
∂A
, and ∂L
∂θ
, using Theorem 2.3.4. We then update the diagonal matrix D by first
updating the argument vector θ = [θ1, . . . , θn]
T using a standard optimizer, such as
gradient descent, and reforming D.
θ(k+1) = θ(k) − α∂L(A
(k),θ(k))
∂θ
; D(k+1) = diag
(
eiθ
(k+1)
)
where α is the learning rate and diag(·) forms a diagonal matrix. We then update
the matrix A
A(k+1) = A(k) − β∂L(A
(k),θ(k))
∂A
,
where β is the learning rate. We should note that for optimizers that involve squaring
the entries of the gradient element-wise, such as RMSProp, Adam, and Adagrad, the
update of A is split into updating the real component and imaginary component
separately to maintain a skew-Hermitian matrix A. Since ∂L
∂A
is skew-Hermitian and
skew-Hermitian matrices are closed under addition, A(k+1) will be skew-Hermitian.
Finally, we construct the recurrent weight matrix using the scaled Cayley transform
W (k+1) = (I + A(k+1))−1(I − A(k+1))D(k+1).
2.4 ModReLU activation Function
The right selection of a nonlinear activation function plays a major role in avoiding the
vanishing and exploding gradient problem. We use the modReLU activation function
for a complex variable which is a modification of the ReLU activation function. The
modReLU activation function was first proposed by [11] and also used in architectures
by [71, 39, 37, 72] to handle complex valued functions and weights and studied in
[64]. The modReLU activation function is defined as
σmodReLU(z) =
{
(|z|+ b) z|z| if |z|+ b ≥ 0
0 if |z|+ b < 0
(2.29)
=
z
|z|
σReLU(|z|+ b), (2.30)
where b denotes a trainable bias. If b > 0, the modReLU activation function as
defined above has a discontinuity at z = 0 no matter how σmodReLU(0) is defined. As
a result, the derivative of modReLU has a singularity at z = 0 when b > 0 as follows:
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Theorem 2.4.1. For the modified rectified linear activation function σmodReLU(z), the
Wirtinger derivatives are given by
∂σmodReLU(z)
∂z
=
{
1 + b
2|z| if |z|+ b ≥ 0
0 if |z|+ b < 0,
∂σmodReLU(z)
∂z
=
{
1
2
[
−bz2
|z|3
]
if |z|+ b ≥ 0
0 if |z|+ b < 0.
In particular, if b > 0, then ∂σmodReLU(z)
∂z
and ∂σmodReLU(z)
∂z
tend to infinity as z 7→ 0.
Proof. Observe that the partial derivative of σmodReLU(z) with respect to x and y,
where z = x+ iy given by
∂σmodReLU(z)
∂x
=
{
1 + b (y
2−ixy)
|z|3 if |z|+ b ≥ 0
0 if |z|+ b < 0,
∂σmodReLU(z)
∂y
=
{
i+ b (ix
2−xy)
|z|3 if |z|+ b ≥ 0
0 if |z|+ b < 0.
Now computing Wirtinger derivatives, we get the desired result.
Remark 2.4.1. If b is positive and |z|  b, then |∂σmodReLU(z)
∂z
| is extremely large and
will result in floating point exceptions such as NAN during training. On the other
hand, if b ≤ 0 then the derivatives are well defined and bounded for all z.
In the implementations of the uRNNs by [11] and [71], the following approximate
modReLU activation function is used:
σε(z) =
z
ẑ + ε
σReLU(ẑ + b) (2.31)
where ε = 10−5 and ẑ :=
√
x2 + y2 + ε. The idea behind this is to avoid division
by zero during the forward pass and backward pass of the network. This version of
the modReLU function is also implemented in the scuRNN model. Unfortunately, a
large derivative can still occur if ẑ + ε b as shown in the following theorem.
Theorem 2.4.2. The Wirtinger derivatives of the approximate modReLU activation
function can be given as:
∂σε(z)
∂z
=
{
ẑ+b
ẑ+ε
+ |z|
2(ε−b)
2ẑ(ẑ+ε)2
if ẑ + b ≥ 0
0 if ẑ + b < 0,
∂σε(z)
∂z
=
{
z2(ε−b)
2ẑ(ẑ+ε)2
if ẑ + b ≥ 0
0 if ẑ + b < 0.
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In particular, we found that the unitary RNNs are sensitive to the initialization
of the bias, b, and the initial state, h0. For example, in the MNIST experiment, see
MNIST classification under the section 2.5, when the initial state h0 is set to h0 = 0
and non-trainable and b is initialized by sampling from the uniform distribution
U [−0.01, 0.01], the gradient values of the loss function would become NAN before
the end of the first training epoch. With a random initialization of b, many entries
are positive and are much larger in magnitude, then the corresponding entries of ẑ,
which results in large derivatives. These large derivatives over many time steps can
lead to the exploding gradient problem. The cause for small ẑ in this experiment
is due to the fact that the first several pixels of any given MNIST image will most
likely have zero pixel value which combined with the zero initial state h0 will result
in small values of ẑ compared to the corresponding entries in b.
To avoid small values of ẑ, it is useful to initialize h0 away from zero. This
initialization will mitigate the effects when the first several sequence entries are zero.
Based on experimentation, it is also advantageous to allow h0 to be trainable. If
the singularity is still encountered with initializing and/or training h0, constraining
b to be non-positive may be used, since the singularity only occurs when b > 0. For
example, initializing b = 0 will avoid the singularity at least initially so that training
can proceed, regardless of the magnitude of ẑ. However, subsequent training would
typically turn some entries of b into positive numbers. On the other hand, we have
experimented with schemes that maintain non-positive b, which indeed eliminate the
singularity but tend to hinder performance.
2.5 Experiments
In this section, we compare the performances between the restricted-capacity uRNN,
full-capacity uRNN, EURNN, LSTM, scoRNN, oRNN, and scuRNN architectures on
a variety of tasks. The code for these experiments is available at https://github.
com/Gayan225/scuRNN. For each model, the hidden size adjusted to match the num-
ber of trainable parameters.
For scuRNN, the real component of the skew-Hermitian matrix A was initialized
as a skew-symmetric matrix using the initialization used in [29] inspired by [30]. We
initialize Re(A) as a block diagonal matrix with 2× 2 blocks Bj:
Re(A) =
B1 . . .
Bbnh/2c
 where Bj = [ 0 sj−sj 0
]
.
Here sj =
√
1−cos (tj)
1+cos (tj)
and tj sampled uniformly from
[
0, π
2
]
. The Cayley transform of
this Re(A) will have eigenvalues equal to e±itj for each j, which will be distributed
uniformly along the right half of the unit circle. Multiplication by the unitary diagonal
matrix D will reflect these eigenvalues across the imaginary axis to the left half of the
unit circle as the network training. We set the imaginary component initialized to zero
and allowed to train from the backpropagation algorithm. The initial hidden state
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was initialized using the distribution U [−0.01, 0.01] and was trainable. The input to
hidden matrix U and hidden to output matrix V was initialized using Glorot [26]. The
θ values are sampled from U [0, 2π], which results in the diagonal entries Dj,j = eiθj
being uniformly distributed on the complex unit circle. The biases are initialized
from the distribution U [−0.01, 0.01].
The parameterization used in scuRNN allows the use of different optimizers and
different learning rates for the input and output weights, skew-Hermitian matrix,
and the scaling matrix. We used several different combinations of optimizers and
learning rates, as noted under each experiment. The reasoning behind mixing different
optimizers and learning rates is that the A and D matrices are implicit parameters
that are not weights themselves. Their entries may have different scales from those of
the weights. Update on A and D using the same optimizer and same learning rates
as the non-recurrent weights may result in an update of W that is incompatible with
the updates in the non-recurrent weights. However, scuRNN may be implemented
with the same optimizer and learning rate for A and D matrices, which would involve
no additional hyperparameters for tuning compared to scoRNN. In most cases, they
produce competitive results (See the end of the MNIST experiment, and copying
problem experiment for additional results).
Experiment Settings for scoRNN and LSTM are in accordance with [29], [71], and
their corresponding codes. When not listed in their papers, we used the following set-
tings with consistent results with the other papers. For LSTM, we used an RMSProp
optimizer with a learning rate of 10−3 on MNIST, permuted MNIST, and copying
problems with forget gate bias initialize to 1.0. For the adding problem, we used an
Adam optimizer with a learning rate of 10−2. For TIMIT, an RMSProp optimizer
with learning rate 10−3 with forget gate bias -4 were used. For scoRNN, the copying
and adding problems used an RMSProp optimizer with learning rate 10−4 for A and
an Adam optimizer with learning rate 10−3 for all other weights for the adding prob-
lem and an RMSProp optimizer with learning rate 10−3 for all other weights for the
copying problem.
MNIST Classification
This experiment involves the classification of handwritten digits using the MNIST
database [44]. The data set consists of 55,000 training images and 10,000 testing
images with each image in the dataset consisting of a 28× 28 pixel gray-scale image
of a handwritten digit ranging from 0 to 9. Using the procedure outlined in [43], each
image is flattened into a vector of length 784 with a single-pixel sequentially fed into
the RNN. The last sequence output utilized to classify the digit. We refer to this
experiment as the unpermuted MNIST experiment.
A variation of this experiment is to apply a fixed permutation to both the training
and test sequences. The pixels shuffled from the permutation, thereby creating some
non-local dependencies between pixels in an image, which makes the problem harder
compared to the unpermuted MNIST experiment. We refer to this version as the
permuted MNIST experiment. All the models were trained for a total of 70 epochs
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and the results of the experiments are given in Table 2.1, Table 2.2, Figure 2.2, and
Figure 2.3.
For the unpermuted MNIST experiment, the scuRNN models used an RMSProp
optimizer to update the skew-Hermitian matrix and an Adagrad optimizer to update
the scaling matrix with all other parameters updated using the Adam optimizer.
For hidden size n = 116, the learning rates were 10−4, 10−3, and 10−3 respectively.
For hidden size n = 250, the learning rates were 10−5, 10−4, and 10−3 respectively.
Although scuRNN was unable to outperform the LSTM architecture, the n = 116
scuRNN was able to match the performance of the n = 512 restricted-capacity uRNN
and to outperform all other models. It should be noted that the scuRNN had a much
smaller hidden size, with less than four times the hidden size of the restricted-capacity
uRNN. The n = 250 scuRNN matched the accuracy of the n = 360 scoRNN with a
smaller hidden size.
Table 2.1: Results for the unpermuted MNIST classification problem. The best epoch
test accuracy over the entire 70 epoch run are recorded. Entries marked by an asterix
are reported results from [48].
# Unperm.
Model n parameters Test Acc.
scuRNN 116 ≈ 16k 0.976
scuRNN 250 ≈ 69k 0.983
scoRNN 170 ≈ 16k 0.973
scoRNN 360 ≈ 69k 0.983
LSTM 128 ≈ 68k 0.987
LSTM 256 ≈ 270k 0.989
Rest. cap. uRNN 512 ≈ 16k 0.976
Full. cap. uRNN 116 ≈ 16k 0.947
Full. cap. uRNN 512 ≈ 270k 0.974
oRNN 256 ≈ 11k 0.972*
For the permuted MNIST experiment, the scuRNN models’ optimizers were the
same as those used in the unpermuted MNIST experiment. For hidden size n = 116,
the learning rates for the scuRNN model were 10−4, 10−3, and 10−3 respectively. For
hidden size n = 250, the learning rates were the same except the skew-Hermitian
matrix had a learning rate of 10−5. In this task, the n = 250 scuRNN matches the
highest test accuracy of the n = 360 scoRNN, which is higher than all other unitary
RNN and LSTM models. It should be noted that the smaller n = 116 scuRNN
outperforms the n = 170 scoRNN with the same order of trainable parameters.
In our MNIST experiments, we optimized the skew-Hermitian matrix A and di-
agonal scaling matrix D by tuning for the RMSProp, Adam, and Adagrad optimizers
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Figure 2.2: Results for the unpermuted MNIST classification problem. Test accuracy
curves for the 70 epochs are given. In the legend, Restr. uRNN and Full uRNN
stands for the restricted capacity uRNN and Full capacity uRNN respectively.
Table 2.2: Results for the permuted MNIST classification problem. The best epoch
test accuracy over the entire 70 epoch run are recorded. Entries marked by an asterix
are reported results from [39].
# Permuted
Model n parameters Test Accuracy
scuRNN 116 ≈ 16k 0.949
scuRNN 250 ≈ 69k 0.962
scoRNN 170 ≈ 16k 0.943
scoRNN 360 ≈ 69k 0.962
LSTM 128 ≈ 68k 0.920
LSTM 256 ≈ 270k 0.929
Restricted-capacity uRNN 512 ≈ 16k 0.945
Full-capacity uRNN 116 ≈ 16k 0.925
Full-capacity uRNN 512 ≈ 270k 0.947
EURNN 512 ≈ 9k 0.937*
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Figure 2.3: Results for the permuted MNIST classification problem. Test accuracy
curves for the 70 epochs are given.
and the learning rates 10−3, 10−4, and 10−5. Even we presented the best combination
of optimizers and learning rates, in general, most of these settings may exhibit good
convergence curves. To illustrate, we present additional convergence results for a few
combinations of various optimizers and learning rates to update A,D, and all other
trainable parameters. The MNIST classification results are in Table 2.3.
Table 2.3: Additional convergence results for various optimizers/learning rates for
A,D and all the other weights for the MNIST classification problem with n=116
(RMS. = RMSprop,Adg. = Adagrad)
Other Unperm. Perm.
A D weights Test Acc. Test Acc.
RMS./10−4 Adg./10−3 Adam/10−3 0.976 0.949
RMS./10−4 RMS./10−3 RMS./10−3 0.956 0.933
RMS./10−3 RMS./10−3 RMS./10−3 0.913 0.901
RMS./10−4 RMS./10−4 RMS./10−3 0.976 0.939
RMS./10−4 RMS./10−3 RMS./10−4 0.961 0.913
RMS./10−4 RMS./10−4 RMS./10−4 0.976 0.920
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Copying Problem Experiment
This section presents the results of performing several experiments on the copying
problem. The copying problem is a benchmark task that use to test RNNs’ ability to
learn long-range dependencies. The experiment tests an RNN’s ability to reproduce
a sequence seen many timesteps earlier and follows the setup described in [11], [71],
and [29]. A sequence is passed into the RNN using the digits 0 − 9, considered 10
input classes with 0 employed as a ‘blank’ class, and 9 used as a ‘marker’ class. We
use one-hot encoding to represent these classes. The first ten entries are uniformly
sampled from the digits 1 − 8. This accompanied by a sequence of T zeros and a
marker digit 9. At the marker digit, the RNN is to output the first ten entries of the
sequence. This results in an entire sequence length of T + 20. An input sequence and
corresponding output sequences for an example with T = 5 presented below.
Input to the RNN: 6 5 3 1 4 8 2 7 3 2 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0
Target Output: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 5 3 1 4 8 2 7 3 2
The baseline for this task is a network that outputs all zeros except for the last 10
digits which are uniformly sampled from the digits 1-8 for an expected categorical
cross entropy of 10 log(8)
T+20
.
We tested the scuRNN against an LSTM, both restricted capacity and full capac-
ity uRNNs, the EURNN, scoRNN, and the oRNN on this copying problem. Since
our goal is to test the recurrent neural network architectures, we simply use a single
hidden layer. We do not include any regularization methods like a loss function reg-
ularization term, dropout, or batch normalization. From our experiments, we found
that oRNN did not give satisfactory results on this problem, which is consistent with
the reports from [48], and we omit its performance from the figures presented later in
this section. For the testing unitary and orthogonal RNNs, we used hyperparameter
configurations as reported in their experiments on this problem [11, 38, 71].
For our experiment we adjust the number of hidden units of each network so that
they all have approximately 22000 trainable parameters. This results in an LSTM
with hidden size n = 68, a restricted-capacity uRNN with n = 470, a full-capacity
uRNN with n = 128, a EURNN with n = 512 and capacity L = 2, a scoRNN with
n = 190 with number of −1 in the scaled diagonal matrix ρ = 95, and a scuRNN with
n = 130. For completeness the hidden state size and number of trainable parameters
in each model are given in Table 2.4.
We tested the architectures using a sequence length of T = 1000 and T = 2000
zeros, as learning long-range dependencies are central to this learning task. When
T increases, exploding or vanishing gradients become a major obstacle to successful
learning. We present the results for these experiments in Figure 2.4, and Figure 2.5.
For the sequence length of T=1000, scuRNN used RMSProp optimizer with learn-
ing rate 10−5 for the skew-Hermitian matrix, Adagrad optimizer with learning rate
10−4 for the diagonal scaling matrix, and Adam optimizer with learning rate 10−3 for
all other weights. Note that this is slightly better results included in paper [45, 46]
with some fine-tuning. The results of this experiment entered in Figure 2.4. As indi-
cated, the restricted-capacity uRNN and LSTM converge rapidly to the baseline but
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Table 2.4: Table of hidden sizes and total number of trainable parameters of each
machine used in the copying problem experiment
Machine Hidden Size (nh) Trainable Parameters
scuRNN 130 ≈ 22k
scoRNN 190 ≈ 22k
LSTM 60 ≈ 22k
Rest. uRNN 470 ≈ 22k
Full uRNN 128 ≈ 22k
EURNN 512 ≈ 10.8k
fail to drop below it. The scuRNN, full-capacity uRNN and scoRNN quickly drop
towards zero cross-entropy while the EURNN drops below the baseline but does not
converge towards zero. Most importantly, scuRNN drops the baseline before all the
other network and follow a stable, smooth dropping curve.
Figure 2.4: Results for the copying problem. The cross entropy of the copying problem
over 4000 iterations are given for T = 1000
For the T=2000 task, scuRNN used Adam optimizer with learning rate 10−4 for
the diagonal scaling matrix and RMSProp optimizer with learning rate 10−4 and
10−3 for the skew-Hermitian matrix and all other trainable weights respectively. The
results of this experiment carried in Figure 2.5. For T=2000, scuRNN drops to-
wards zero cross-entropy before all other networks. The restricted-capacity uRNN
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and LSTM converge rapidly to the baseline but fail to drop below it, similar to the
other case. The scoRNN followed by full-capacity uRNN also drops towards zero
cross-entropy while the EURNN is unable to drop below the baseline.
Figure 2.5: Results for the copying problem. The cross entropy of the copying problem
over 4000 iterations are given for T = 2000
As discussed in the experiment section, the best results achieve allocating different
optimizes for A and D and other trainable weights. However, scuRNN may be imple-
mented with the same optimizer and learning rate for A and D matrices. The same
optimizer with different learning rates would involve no additional hyperparameters
for tuning compared to scoRNN. To demonstrate they produce competitive results see
Figure 2.6 and Table 2.5 for additional convergence results for various optimizers and
learning rates for A,D and all the other weights for the Copying problem T = 2000.
Note that scuRNN RMS344 and scuRNN RMS343 curves represented with red
and cyan colors used RMSProp optimizer for all the trainable weights. The archi-
tecture scuRNN RMS344 used learning rate 10−4 for A and D matrices and 10−3 for
all other trainable weights, and the scuRNN RMS343 used learning rate 10−4 for A
weights and 10−3 for D weights and all other trainable weights.
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Figure 2.6: The cross entropy curves over 4000 iterations are given for T = 2000
for the copying problem are given. The original scoRNN and ScuRNN curves are
given with black and blue colors respectively for the comparison with some other
optimization variations.
Table 2.5: Additional convergence results for various optimizers/learning rates for A,
D and all the other weights for the Copying problem T = 2000 (RMS. = RMSprop,
Iter.=first iteration below baseline, It. MSE = MSE at iteration 2000)
Other
A D weights Iter. It. MSE
RMS./10−4 Adam/10−4 RMS./10−3 300 2.5E-4
RMS./10−4 RMS./10−3 RMS./10−3 600 7.2E-4
RMS./10−4 RMS./10−4 RMS./10−3 300 1.9E-4
RMS./10−4 RMS./10−5 RMS./10−3 350 1.0E-3
RMS./10−4 RMS./10−4 RMS./10−4 600 7.2E-4
Adding Problem Experiment
The adding problem was first proposed by [31]. In this experiment, we implement a
slightly modified version as outlined in [29]. In this problem, two sequences of length
T are simultaneously fed into the RNN. The first sequence consists of entries sampled
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from U [0, 1). The second sequence consists of all zeros except for two entries that
are equal to one. The first one is uniformly located in the first half of the sequence,
within the interval
[
1, T
2
)
, while the second one is located uniformly in the other half
of the sequence, within the interval
[
T
2
, T
)
. The goal of the network is to compute the
sum of the two numbers from the first sequence that is marked by one in the second
sequence. The loss function used for this task is the Mean Square Error (MSE). The
baseline for this task is an expected MSE of 0.167, which is the expected MSE for a
model that always outputs one.
The sequence lengths used were T = 200 and T = 750 with a training set size
of 100,000 and a testing set size of 10,000 as in [29]. For T=200, scuRNN used the
RMSProp optimizer with learning rate 10−3 for the skew-Hermitian matrix and the
Adam optimizer with learning rate 10−3 for the diagonal scaling matrix and all other
weights. For T = 750, scuRNN used the Adam optimizer with learning rate 10−3
for the diagonal scaling matrix and the RMSProp optimizer for the skew-Hermitian
matrix and all other weights with learning rates 10−4 and 10−3 respectively. For each
model, the number of trainable parameters were matched to be approximately 14000.
This results in a hidden size of n = 116 for scuRNN, n = 170 for scoRNN, n = 60 for
LSTM, n = 120 for the full-capacity uRNN, and n = 950 for the restricted-capacity
uRNN. For the EURNN, the tunable style model with a hidden size of n = 512 was
used for T = 200 which results in ≈ 3k trainable parameters and the FFT style was
used for T = 750 which results in ≈ 7k trainable parameters as outlined in [29]. For
oRNN, a hidden size of n = 128 with 16 reflections which results in ≈ 2.6k trainable
parameters was used in accordance with [29] and [48]. Table 2.6 summarizes the
hidden state size and number of trainable parameters in each model below. Results
are shown in Figure 2.7.
Table 2.6: Table of hidden sizes and total number of trainable parameters of each
machine used in the adding problem experiment
Machine Hidden Size (nh) Trainable Parameters
scuRNN 116 ≈ 14k
scoRNN 170 ≈ 14k
LSTM 60 ≈ 14k
restricted-capacity uRNN 950 ≈ 14k
Full-capacity uRNN 120 ≈ 14k
EURNN(T=200) 512 ≈ 3k
EURNN(T=750) 512 ≈ 7k
oRNN 128 ≈ 2.6k
For sequence length T = 200, all the architectures start at or near the baseline and
eventually drop towards zero MSE with the exception of the EURNN model, which
appears to decrease below the baseline and eventually increases back towards it. The
oRNN abruptly drops below the baseline first, followed by scuRNN. Although oRNN
is the first to drop below the baseline, the descent curve is erratic, with the oRNN
bouncing back towards the baseline several training steps later. The LSTM also has
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Figure 2.7: Test set MSE of each machine on the adding problem with sequence
length T=200 (left) and sequence length T=750 (right).
a drastic drop towards the zero MSE solution, but this occurs after the scuRNN
curve passes below the baseline. Although the scuRNN and scoRNN architectures
have similar performance, the scuRNN model descends below the baseline before the
scoRNN model.
For sequence length T = 750, the oRNN again drops below the baseline first
but has an erratic descent curve with the oRNN staying at the baseline near the
end of the training. The LSTM drops below the baseline next, followed by the
scoRNN and scuRNN models. It should be remarked that although the scoRNN
model curve descends below the scuRNN curve around the third epoch, the scuRNN
model was able to descend towards zero MSE before the full-capacity uRNN and the
restricted-capacity uRNN. The EURNN model appears not to be able to decrease
below the baseline, and the restricted-capacity uRNN model appears to not descend
until around the tenth epoch.
TIMIT Speech Dataset Experiment
Experiments accompanied using the TIMIT data set [24]. We use the same setup
as described by [71] and [29]. TIMIT input values are the log magnitude of the
modulus of STFT data and are real-valued. The core test set was used, consisting of
a training set of 3,696 audio files, a testing set of 192 audio files, and a validation set
of 400 audio files. Audio files were down-sampled as detailed in [71]. The hidden size
of each model tested was adjusted to match the number of trainable parameters of
approximately 83k and 200k. The best performance for scuRNN accomplished using
the RMSProp optimizer for all trainable parameters. For n = 128 the learning rate
was 10−3 and for n = 258 the learning rates were 10−4 for the skew-Hermitian matrix
and 10−3 for all other parameters.
The loss function for this experiment was the mean square error (MSE). Table 2.7
includes the MSE for the validation and evaluation data sets for each model. As can
be seen, the scuRNN model outperforms all other models. We suspect that scuRNN
performs well on this data set because the complex architecture of scuRNN may be
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Table 2.7: Results for TIMIT speech set. Evaluation based on MSE
Model n # PARAMS VALID MSE EVAL. MSE
scuRNN 128 ≈ 83k 4.21 3.93
scuRNN 258 ≈ 200k 3.07 2.87
scoRNN 224 ≈ 83k 9.26 8.50
scoRNN 425 ≈ 200k 7.97 7.36
LSTM 84 ≈ 83k 15.42 14.30
LSTM 158 ≈ 200k 13.66 12.62
R.uRNN 158 ≈ 83k 15.57 18.51
R.uRNN 378 ≈ 200k 16.00 15.15
F.uRNN 128 ≈ 83k 15.07 14.58
F.uRNN 256 ≈ 200k 14.96 14.69
better suited to capture the complex dynamics of the underlying STFT sequences.
To the best of our knowledge, this is a state of the art result on this task.
2.6 Conclusion
Orthogonal and unitary RNNs have shown promise in mitigating the well-known
exploding or vanishing gradient problem. We have developed a new RNN architecture,
scuRNN, designed to maintain a strict unitary recurrent weight matrix. A simple
update scheme utilized to optimize parameters using gradient descent or a related
optimizer. The scuRNN allows us to overcome the inherent difficulty of the scoRNN
architecture by removing the need for an extra hyperparameter and allowing the
diagonal scaling matrix parameters to be trainable and not fixed during the training
process. Our experiments show that scuRNN can achieve comparable or better results
than scoRNN and other orthogonal and unitary RNN architectures. We have also
discussed a potential singularity in the modReLU activation function, which may have
implications on other complex neural networks involving the modReLU function.
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Chapter 3 Symmetrizing Convolutional Neural Network
We presented an introduction about CNN under the Section 1.5. Here we concen-
trate on the architectural variation of CNN that can cut down the cost of training
and improve performance with reduced computer memory. As reviewed earlier, a
Convolutional Neural Network is also known as ConvNets. This Deep Learning algo-
rithm can take in an input image or input feature(s) and assign importance to various
aspects or objects in the image or features, and be able to differentiate one from the
other. The pre-processing required in a ConvNet is much lower than other classifica-
tion algorithms. While in primitive methods filters are hand-engineered, with enough
training, ConvNets can learn these filters or characteristics [55]. The architecture of
a ConvNet is analogous to that of the connectivity pattern of neurons in the human
brain and inspired by the Visual Cortex organization. Individual neurons respond to
stimulation, particularly in a restricted neighborhood of the visual field recognized
as the Receptive Field. A collection of such fields overlap to cover the entire visual
area.
Observe that we can assuredly recognize the structure of an entire symmetric
object only by glancing at the half of the image by experience. Can the convolution
network take advantage of the symmetric pattern of the data or labels that the
network is training on? To look at this concept, we will investigate the convolutional
operator together with a symmetric structural input feature.
3.1 Convolutional Kernel
The convolution kernel plays a significant role when we consider the convolutional
operator. We consider an example of a symmetric structure as provided in Figure 3.1
for interpretation purposes. In the kernel representation, one represents the grids
that intersect with the circle, while zero represents grids with no intersections. Note
Figure 3.1: An image of a circle together with a binary representation of the image.
that when we apply a kernel that does not have symmetric structure involved with it,
the convolutional operator produced the structure of the output aside from the sym-
metry, as illustrated in the following convolution operations in Figure 3.1. We think
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producing a nonsymmetric output of symmetric input data may not be beneficial to
the network performance and may lead to loss of some spatial feature relationships.
If we utilize a symmetric kernel, the convolutional operator produces an output that
Figure 3.2: A convolution operation with a nonsymmetric kernel and a symmetric
input feature.
sustains the symmetrical properties exhibited in the following convolution operations
Figure 3.1. This method should support the spatial structural feature and the overall
performance of the convolutional neural network.
Figure 3.3: A convolution operation with a symmetric kernel and a symmetric input
feature.
Some application problems that may benefit from generating and preserving the
symmetric structure are secondary structure prediction of RNA sequence [69, 70] and
contact map prediction of the protein sequence [63, 67]. These are two active research
areas in the bioinformatics community that will be discussed in detail later. In both
problems, a 1D sequence of input features is used to predict a 2D symmetric matrix
as outputs.
In the following subsection, we will investigate the structure of the symmetrical
structure kernels used in our work.
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3.2 Symmetrizing Convolutional Kernel
To generate and preserve the symmetric structure from the convolution network layer,
it is essential to use a kernel that produces a symmetric output. Depending on the
structure fed into the CNN layer, the kernel structure’s initialization can be modified
to get a symmetric output successfully. In our work, we use two main symmetric
kernel structures depending on the structure of the input for the convolution layer,
which helps keep the symmetric structure invariant under the convolutional operator.
To apply convolutional neural networks to these problems, we first need to use the
self Cartesian product of the 1D input feature to produce a 2D structure as defined
below [69].
Definition 3.2.1 (self Catesian product). The self Cartesian product of a 1D se-
quence structure x = (x(1), . . . , x(L)) ∈ RL×n such that x(`) = [x`k]nk=1 ∈ Rn, with itself
is the 2D tensor y = [yi,j,k]
L,L,2n
i,j,k=1 ∈ RL×L×2n as defined by:
yi,j,k =
{
x
(i)
k if 1 ≤ k ≤ n
x
(j)
k−n if n+ 1 ≤ k ≤ 2n.
(3.1)
Symmetry Generating Kernel
We first present a special convolutional kernel that can produce a symmetric out-
put from a self Cartesian of 1D sequences. We call this type of kernel a symmetry
generating kernel.
Consider a one-dimensional sequence structure of input data used to obtain a two-
dimensional symmetric structure prediction. In other words, the network inputs are
one-dimensional feature sequences that generate two-dimensional structures. Before
we can use the convolutional layer, we use a self Cartesian product in Definition 3.2.1
to obtain the 2D tensor structure of the 1D input features. We then use the convo-
lutional layers to obtain a final 2D label output. Precisely, the first convolution layer
has input y of the shape [L,L, 2n], which is obtained by the self Cartesian product
of 1D sequential input x = {x(1), . . . , x(L)} ∈ RL×n where x(i) ∈ Rn. Thus,
y(i, j, :) =
(
x(i)
x(j)
)
consists of sequences elements x(i) and x(j) stacked together as given.
One can solely use the self Cartesian to obtain the 2D structure of the input
features and feed into the convolutional network with usual kernel filters and obtain
reasonable performance. In this case, only the upper triangular part or lower trian-
gular part of the predicted output is used to evaluate performance [69], and in most
circumstances, the output itself is not symmetric. Our work addresses this matter of
the dataset labels symmetry that is not in the prediction from a usual convolutional
neural network. We consider maintaining the symmetry of the network output, which
should increase the performance as well as use fewer network parameters to obtain
comparable or better results. We precisely define a symmetric feature tensor.
48
Definition 3.2.2. A convolutional layer hidden variable Z ∈ Rn×n×c is said to be
symmetric if Zi,j,: = Zj,i,: for all i, j.
To obtain symmetric structure from the convolutional layer that uses the self
Cartesian product of the input features, we consider the following symmetry gener-
ating kernel.
Definition 3.2.3. Let C, 2n, and F be the kernel size, number of channels and
number of filters for a convolutional layer respectively. We say W ∈ RC×C×2n×F is
a symmetry generating kernel if Wi,j,:,: = Wj,i,:,: and Wi,j,k,: = Wi,j,n+k,: for any i, j
and any k ≤ n.
Theorem 3.2.1. Let y be the self Cartesian product of the 1D sequential input x of
the shape [L, n]. Consider a convolutional layer with W ∈ RC×C×2n×F as the kernel
and y as the input. If W is a symmetry generating kernel, then the convolution
layer’s output is symmetric.
Proof. Note that C, 2n, and F are the kernel size, the number of input channels and
the number of output channels. Let Z = W ∗ y be the output of the convolutional
layer. We consider the (s, t, f)th entry of Z:
Zs,t,f = (W ∗ y)s,t,f
=
n∑
k=1
C∑
i,j=1
Wi,j,k,fx
(s+i)
k +
2n∑
k=n+1
C∑
i,j=1
Wi,j,k,fx
(t+j)
k−n
=
n∑
k=1
C∑
i,j=1
Wi,j,k,fx
(s+i)
k +
n∑
k=1
C∑
i,j=1
Wi,j,k,fx
(t+j)
k
=
n∑
k=1
C∑
i,j=1
Wj,i,k,fx
(s+j)
k +
n∑
k=1
C∑
i,j=1
Wj,i,k,fx
(t+i)
k
=
n∑
k=1
C∑
i,j=1
Wi,j,k,fx
(t+i)
k +
n∑
k=1
C∑
i,j=1
Wi,j,k,fx
(s+j)
k
=
n∑
k=1
C∑
i,j=1
Wi,j,k,fx
(t+i)
k +
2n∑
k=n+1
C∑
i,j=1
Wi,j,k,fx
(s+j)
k−n
= (W ∗ y)t,s,f = Zt,s,f .
As Zs,t,f = Zt,s,f for any f , we have the symmetry of the output as desired.
To maintain the symmetry of the convolution layer output over the training, only
utilizing the symmetry generating kernel in the initial CNN layer is not sufficient. In
order to keep the symmetry structure over the training, we propose to parameterize
a symmetry generating kernel W ∈ RC×C×2n×F by S = [Si,j,k,f ] ∈ RC×C×n×F with
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i ≥ j:
Wi,j,k,f =

Si,j,k,f if i ≥ j, k ≤ n
Sj,i,k,f if i < j, k ≤ n
Si,j,k−n,f if i ≥ j, k > n
Sj,i,k−n,f if i < j, k > n.
(3.2)
Namely, W ∈ RC×C×2n×F is defined by Si,j,k,f with i ≥ j and 1 ≤ k ≤ n. Then, in
the training of CNNs, we update W through updates of Si,j,k,f .
This also saves the number of trainable parameters involved in the training.
Namely, in general CNN, the number of the trainable variables employed through
the kernel is C × C × 2n × F . In contrast, in the symmetry generating CNN layer,
the number of trainable variables reduced to C × ((C + 1)/2)× n× F .
The following result gives the update rule that can be used in the backpropagation
algorithm.
Theorem 3.2.2. Let L be a differentiable loss function for a CNN with symmetry
generating kernel W. i.e. L = L(W). Let W be parameterized by Si,j,k,f with i ≥ j
as in (3.2). Then the gradient ∂L
∂S
= [ ∂L
∂Si,j,k,f
] is
∂L
∂Si,j,k,f
=

∂L
∂Wi,j,k,f
+
∂L
∂Wj,i,k,f
+
∂L
∂Wi,j,k+n,f
+
∂L
∂Wj,i,k+n,f
if i > j,
∂L
∂Wi,i,k,f
+
∂L
∂Wi,i,k+n,f
if i = j.
(3.3)
Proof. For any i > j, k ≤ n, and f ≤ F , all the entries Wi,j,k,f ,Wj,i,k,f ,Wi,j,k+n,f ,
and Wj,i,k+n,f are equal and are parameterized by Si,j,k,f . Thus the gradient term for
i > j is
∂L
∂Si,j,k,f
=
∑
s,t,u,v
∂L
∂Ws,t,u,v
∂Ws,t,u,v
∂Si,j,k,f
=
∂L
∂Wi,j,k,f
+
∂L
∂Wj,i,k,f
+
∂L
∂Wi,j,k+n,f
+
∂L
∂Wj,i,k+n,f
, (3.4)
where ∂Ws,t,u,v
Si,j,k,f
= 0 except indices (i, j, k, f), (j, i, k, f), (i, j, k+n, f), and (j, i, k+n, f).
For i = j, Wi,i,k,f and Wi,i,k+n,f are parameterized by Si,i,k,f . This yield the
gradient:
∂L
∂Si,i,k,f
=
∑
s,t,u,v
∂L
∂Ws,t,u,v
∂Ws,t,u,v
∂Si,i,k,f
=
∂L
∂Wi,i,k,f
+
∂L
∂Wi,i,k+n,f
, (3.5)
where ∂Ws,t,u,v
Si,i,k,f
= 0 for (s, t, u, v) /∈ {(i, i, k, f), (i, i, k + n, f)}.
From Equation 3.4 and Equation 3.5 we have the desired gradient as in Equa-
tion 3.3.
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Using the symmetry generating kernel in the 2D convolution layer, together with
backpropagation updates from the Theorem 3.2.2, we can maintain the symmetric
structure of the output. But in practice, a deep learning network needs more than
one convolutional layer. Note that the second convolutional layer is already getting
a symmetric input. In order to preserve the symmetry in the next CNN layers of the
network, a symmetry preserving kernel is needed.
Symmetry Preserving Kernel
We consider a convolutional layer to receive input features that already have a sym-
metric structure over the first two dimensions. In this case, the symmetry generating
kernel is not necessary. We propose a symmetry preserving kernel that can be used
to preserve the symmetric structure over the CNN layer. In particular, the symmetry
preserving convolutional layer can take an output of symmetry generating convolu-
tion layer or any other input images or features that already have the symmetric
structure in the first two dimensions.
Note that if we use general CNN layers for the symmetric input features, the
convolutional operator generates an output away from symmetry. We propose to use
a symmetry preserving kernel as defined below.
Definition 3.2.4. Let C, n,, and F be the kernel size, the number of channels, and
the number of filters for a convolutional layer. We say W ∈ RC×C×n×F is a symmetry
preserving kernel if Wi,j,:,: = Wj,i,:,: for any i and j.
Definition 3.2.4 leads to the following result.
Theorem 3.2.3. Let y be a symmetric input of the shape [L,L, n]. Consider a
convolutional layer with W ∈ RC×C×n×F as the kernel and y as the input. If W is a
symmetry preserving kernel, then the convolution layer’s output is symmetric.
Proof. Note that C, n,, and F be the kernel size, the number of input channels, and
the number of output channels. Let Z = W ∗ y be the output of the convolutional
layer. We consider the (s, t, f)th entry of Z:
Zs,t,f = (W ∗ y)s,t,f
=
C∑
i,j=1
Wi,j,k,fx
(s+i)
k +
C∑
i,j=1
Wi,j,k,fx
(t+j)
k
=
C∑
i,j=1
Wj,i,k,fx
(s+j)
k +
C∑
i,j=1
Wj,i,k,fx
(t+i)
k
=
C∑
i,j=1
Wi,j,k,fx
(t+i)
k +
C∑
i,j=1
Wi,j,k,fx
(s+j)
k
= (W ∗ y)t,s,f = Zt,s,f .
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As Zs,t,f = Zt,s,f for any f , we have the symmetry of the output as desired.
To maintain the symmetry of the convolution layer output over the training,
only utilizing the symmetry preserving kernel in the CNN layer is not sufficient. In
order to keep the symmetry structure over the training, we propose to parameterize
a symmetry generating kernel W ∈ RC×C×n×F by S = [Si,j,k,f ] ∈ RC×C×n×F with
i ≥ j:
Wi,j,k,f =
{
Si,j,k,f if i ≥ j
Sj,i,k,f if i < j.
(3.6)
Namely, W ∈ RC×C×n×F is defined by Si,j,k,f with i ≥ j. Then, in the training of
CNNs, we update W through updates of Si,j,k,f .
This also saves the number of trainable parameters involved in the training.
Namely in the general CNN, the number of the trainable variables employed through
the kernel is C×C×n×F , while in the symmetry preserving CNN layer, the number
of trainable variables reduced to C × ((C + 1)/2)× n×F . The following result gives
the update rule that can be used in the backpropagation algorithm.
Theorem 3.2.4. Let L be a differentiable loss function for a CNN with symmetry
preserving kernel W. i.e. L := L(W). Let W be parameterized by Si,j,k,f . with i ≥ j
as in (3.6). Then the gradient ∂L
∂S
= [ ∂L
∂Si,j,k,f
] is
∂L
∂Si,j,k,f
=

∂L
∂Wi,j,k,f
+
∂L
∂Wj,i,k,f
if i > j
∂L
∂Wi,i,k,f
if i = j.
(3.7)
Proof. For any f, k, and i > j, all the entries Wi,j,k,f ,Wj,i,k,f , are equal and are
parameterized by Si,j,k,f . Thus the gradient term for i > j is
∂L
∂Si,j,k,f
=
∑
s,t,u,v
∂L
∂Ws,t,u,v
∂Ws,t,u,v
∂Si,j,k,f
=
∂L
∂Wi,j,k,f
+
∂L
∂Wj,i,k,f
, (3.8)
where ∂Ws,t,u,v
∂Si,j,k,f
= 0 except indices (i, j, k, f), (j, i, k, f).
For i = j: Wi,i,k,f , is parameterized by Si,i,k,f . This yield the gradient:
∂L
∂Si,i,k,f
=
∑
s,t,u,v
∂L
∂Ws,t,u,v
∂Ws,t,u,v
Si,i,k,f
=
∂L
∂Wi,i,k,f
, (3.9)
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where ∂Ws,t,u,v
Si,i,k,f
= 0 for (s, t, u, v) /∈ {(i, i, k, f)}.
From Equation 3.8 and Equation 3.9 we have the desired gradient as in Equa-
tion 3.7.
Using the symmetry preserving kernel in the 2D convolution layer, together with
backpropagation updates from the Theorem 3.2.4, we can maintain the symmetric
structure of the output for the case with symmetric input.
In contrast to the general CNN, our new architecture uses the symmetry gen-
erating kernel convolutional layer, followed by the symmetry preserving kernel con-
volutional layer to maintain the symmetry of the network prediction that matches
the network labels for our experiments. This is beneficial to the network as it fully
utilizes all the features in the hidden variables and uses fewer trainable parameters.
3.3 RNA Direct Secondary Structure Inference
In this section, we present a novel architecture of neural networks using symmetrized
CNN that uses a two-dimensional representation of RNA sequence to output a pre-
diction for each possible pair to appear in the secondary structure. We compare the
performance of the architectures that use general CNN and symmetrized CNN to show
that the architecture that uses symmetry will benefit the secondary structure predic-
tions. This deep learning algorithm has performed better than the nearest neighbor
thermodynamics model (NNTM) [65, 59], on a test case of 16S rRNA sequences.
Although comparative sequence analysis methods are the state of art bioinformat-
ics tool for RNA secondary structure inference [15, 28], the preferred method is the
NNTM model that has been used and studied within the bioinformatics community
for decades. This NNTM model is based on a thermodynamic energy minimization
method, and currently used set of parameters, the Turner parameters, has existed
mostly unchanged since 1999 [65]. We may construct a secondary structure that
includes or excludes pseudoknots as we wish, as detailed in [69, 70].
Our main experimental result based on training and test sets of 16S rRNA shows
that using our method achieves a high average structure inference accuracy of 86.8%
on the test set, an increase of 1.9% percentage points over the general RNN/CNN
model, and an increase of more than fifty percentage points over undirected NNTM.
Here we only provide the necessary details that will be sufficient to understand
the RNA direct secondary structure inference problem without digging more into
biological details.
RNA Sequences and Structure
Ribonucleic acid (RNA) is an essential macromolecule involved in the circulation
of genetic information as detailed in cellular biology [18]. Here we only focus on
the representation of an RNA sequence of length L as a sequence r = (r1, . . . , rL).
Each sequence element ri is called a nucleotide or base. An RNA sequence consists
of four main types of nucleotides: adenine, cytosine, guanine, and uracil, denoted
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A, C, G, and U, respectively. We denote as X for the other nucleotides appear in
RNA, which is rarely occurring or cases where the nucleotide is not known. Thus,
ri ∈ {A,C,G, U,X}.
If there is a hydrogen bond between two nucleotides in an RNA sequence, we call
this bond forms a base pair. Here we only focus on the base pairs among nucleotides
in the same RNA sequence, which known as single-stranded base pairs as the most
stable RNA base pairs found in nature are single-stranded. In RNA sequences, most
common base pairs can be found between cytosine and guanine called C-G pairs in
short, and between adenine and uracil called A-U pairs. These are called Watson-
Crick base pairs, or canonical base pairs. In RNA, we also frequently see bonds
between guanine and uracil (G-U pairs), called wobble pairs. Wobble pairs are in-
stability relative to Watson-Crick base pairs in RNA sequences. Within an RNA
sequence, we refer to a base pair using the indices of its bases in r; that is, a base
pair between ri and rj denoted (i, j), with i < j. We refer to the property of being
paired or unpaired as the state of the nucleotide. Due to these base pairs bonds in
RNA sequence, it creates a folded RNA structure that depends only on the sequence
itself. This is called the native structure of the RNA sequence and not depending on
external conditions at room temperature.
Structure of the folded RNA sequence can be divide into three forms: The tertiary
structure, the secondary structure, and the primary structure. The tertiary structure
is the relative position of nucleotides in three-dimensional space. The secondary
structure is the projection of the tertiary structure onto two-dimensional space. The
primary structure is the projection of tertiary structure onto one-dimensional space,
described by the sequence of nucleotides.
Among those, we are mainly interested in the secondary structure. It is sufficient
to identify the set of base pairs among the RNA sequence for the description of
secondary structure. As detailed in [23, 47], the native secondary structure gives
essential information about its function behavior. In practice, it is difficult to observe
or obtain the secondary structure directly as given in [16, 22]. This motivates the
problem of secondary structure prediction or secondary structure inference.
Secondary Structure Prediction
The main idea of the secondary structure prediction can be expressed as follows. For a
given RNA sequence r, which is also known as the primary structure of RNA sequence,
we would like to find its native secondary structure S. A secondary structure S is
primarily a list of base pairs of nucleotides in r. We need to ensure that the structure
is feasible. A valid secondary structure should satisfy the following constraints:
1. A base or a nucleotide in r cannot participate in more than one base pair, that
is, S is a matching on the set of sequence positions;
2. Bases that are paired with each other must be separated by at least three bases,
that is, |j − i| > 3 for all (i, j) ∈ S;
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3. Each base pair is a Watson-Crick base pair or a wobble pair, that is, if (i, j) ∈ S
then {ri, rj} ∈ {{A,U}, {C,G}, {G,U}};
4. No two base pairs (i, j) and (k.l) in S are cross in the sense that either i < k <
j < l or i < j < k < l.
Figure 3.4: Representations of secondary structures. From left to right: Circle plot,
conventional secondary structure graph, Below, the structure is shown in “bracket
notation”, where each base pair corresponds to a pair of matching parentheses. The
structure shown is the purine riboswitch (Rfam RF00167)
There are numerous ways to represent secondary structures. For detailed informa-
tion about possible secondary structures, see [33]. We discuss several selected possi-
bilities for secondary structure representations of an RNA sequence of length L = 83
known as the purine riboswitch given in Figure 3.3. In the circle plot, nucleotides
shown in a circular shape, and their index and arcs drawn between nucleotides in
a base pair. The conventional secondary structure graph also gives another way of
representing secondary structure with two complementary nucleotide strands, which
are held together with hydrogen bonds called Helices, also known as stems and circu-
lar shapes of this structure called loops. The structure shown in bracket notation or
partial parenthesizations to represent S is also interesting to discuss. This manifests
as a sequence of length L on three symbols: · , ( , and ) . Here · is an unpaired
nucleotide, ( is a nucleotide paired with another nucleotide later in the sequence, and
) is a nucleotide paired with another nucleotide earlier in the sequence. The nesting
property ensures that a pair of parentheses represents a base pair. Another possible
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representation is the two-dimension representation using an array A ∈ RL×L. We let
A(i,j) = 1 if (i, j) ∈ S. Figure 3.3 gives the two-dimensional array structure for the
same RNA sequence given in the Figure 3.3 with the primary structure given by the
sequence
r = ACACGACCUCAUAUAAUCUUGGGAAUAUGGCCCAUAAGUUUCUAC
CCGGCAACCGUAAAUUGCCGGACUAUGCAGGGAAGUGA
.
Figure 3.5: Representations of secondary structures. Two-dimentional representation
using array notation, also know as dot plot. The structure shown is the purine
riboswitch (Rfam RF00167)
Observe that the secondary representation is given in Figure 3.3 can be considered
as the label data for our RNA sequences, which is symmetric. In the label data, we
use two-dimensional representation using an array A ∈ RL×L. We let A(i,j) = 1 if
(i, j) ∈ S and i < j, and 0 otherwise. We disregard the diagonal and lower triangle
of A. This two-dimensional representation is a natural fit for convolutional neural
networks.
We will use this representation as an output to the neural network; rather than
a binary matrix, entries of the network output Ŷ will be bounded between 0 and 1,
with Ŷ (i,j) ∈ [0, 1] representing the predicted probability that (i, j) is paired in the
secondary structure. We use these probabilities to convert the set of probabilistic
base-pair predictions into a coherent secondary structure prediction appropriately.
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Measuring Secondary Structure Prediction Accuracy
Let Sp be our prediction of a native secondary structure Sn. When evaluating pre-
dicted secondary structures, we compare its set of base pairs with those of the native
structure. A base pair (i, j) is said to be true positive (TP) if it appears in both the
predicted and native structure , a false positive (FP) if it is in the predicted structure
but not the native structure , a false negative (FN) if it appears in the native struc-
ture and not in the predicted structure, and a true negative (TN) if it not appears in
both the predicted and native structure. More precisely:
True Positive (TP) if (i, j) ∈ Sp ∩ Sn (3.10)
False Positive (FP) if (i, j) ∈ Sp \ Sn (3.11)
False Negative (FN) if (i, j) ∈ Sn \ Sp (3.12)
True Negative (TN) if (i, j) /∈ Sp ∪ Sn (3.13)
Several other useful measures [23] used to measure performance for our secondary
structure inference methods can be reported as: positive predictive value, or PPV,
the proportion of true positives in the predicted structure ; as well as sensitivity, the
fraction of true positives in the native structure. Finally, we define accuracy to be
the arithmetic mean of PPV and sensitivity:
PPV =
TP
TP + FN
(3.14)
Sensitivity =
TP
TP + FP
(3.15)
Accuracy =
1
2
(
TP
TP + FP
+
TP
TP + FN
). (3.16)
Neural Network Architecture
We consider an architecture given in the dissertation [69], as presented in the following
Figure 3.6. We will refer to this neural network architecture as RNN/CNN model
for secondary structure inference from now on. We compare the results against our
new model that uses the symmetrical structure for the convolution layers in the
RNN/CNN model. We call our model as symmetrized RNN/CNN or RNN/SCNN
for secondary structure inference.
We use the 2D array representation discussed in the previous section to represent
the output. Thus we now have a problem with a 1D sequential input and a 2D
output. In order to obtain 2D representation from the 1D representation of the
features, we perform a Cartesian product of the sequence with itself, as described in
the Equation 3.1. The output of this Cartesian product is a 2D representation of
the input where a square around the pixel y(i,j) contains local information about the
nucleotides near x(i) and x(j). But in nature, not only the local information decides
the probability that the pair i and j become a base pair, but also the potential features
of the nucleotides close to the bases and between the bases. Therefore, convolutional
layers and recurrent neural networks are also useful tools to identify those relations.
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Figure 3.6: Diagram of neural network architecture used for secondary structure
inference in dissertation [69] (RNN/CNN for secondary structure inference). Self-
Cartesian refers to the operation described in Definition 3.2.1
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To catch local features, we use convolutional layers and to identify global features
bidirectional LSTM employed.
As presented in Figure 3.7, we begin with the RNA sequence itself, one-hot en-
coded to be of size L×5, with each class representing A, C, G, U, and X, respectively.
We first pass the sequence through a bidirectional LSTM to generate an output of
size L× 15. This output concatenated with the RNA sequence input of size L× 5 to
obtain a hidden layer of L×20. We then perform the self-Cartesian product on L×20,
making arrays of size L × L × 40. These are pass through a symmetric generating
convolution layer to obtain a symmetric hidden variable of size L×L× 40. We then
run this hidden variable through several layers of symmetry preserving convolutional
layers. The way of using CNN is inspired by high-performing image processing archi-
tectures [60]. We use several different kernel sizes at each layer to capture features
of varying sizes without a large increase in the number of parameters. In hidden
layer one, several convolutional layers stacked to make a single hidden layer of size
L×L× 50. Similar manner hidden layer two and three obtain of size L×L× 40 and
L× L× 20, respectively.
The output from the hidden layer three concatenated with the output from a
layer of symmetry generating convolution of the self-Cartesian of the input features
to obtain a layer of size L × L × 40. Note that here we cannot merely concatenate
the square of the input without making them symmetric, as it makes the entire
output away from the symmetry. Also, it is essential to add the original features
to the network again after many layers, because pairs are highly dependent on their
constituent nucleotides. This allows the parameters in the output layer to directly
access information about each nucleotide’s type and help to increased accuracy and
reduced the number of non-canonical base pair predictions.
Each of the hidden convolutional layers applies a ReLU activation function, except
the final layer’s activation function is an elementwise sigmoid activation function.
This is to make the output an array Ŷ ∈ RL×L with Ŷ (i,j) representing the machine’s
prediction that base pair (i, j) is in the secondary structure S of r. Most importantly,
here, only the upper triangular part of the output will be used to define the loss of
the network of both training and testing. The diagonal and lower triangle parts of
Ŷ are ignored. But since our model has a symmetric output, it does not affect the
performance, and the computation is not wasted. For the original RNN/CNN network
without using any symmetrical generating and preserving structure, taking only the
upper triangular part of the output, it may not provide full potential in performance
and the network capacity used for the lower triangular part of the convolutional
operator is not utilized.
Training and Hyperparameters
To train the parameters in the direct secondary structure prediction problem, we used
the Adam optimizer [41] with an initial learning rate η = 2× 10−3. We use batch size
10 for the network training. We also use a L2 regularization term 10−5 and apply
batch normalization [36] after each convolutional layer. This has strong effects on the
convergence speed and overall performance of the network training.
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Figure 3.7: Diagram of the symmetrized deep learning architecture for secondary
structure inference (RNN/SCNN for secondary structure inference). Self-Cartesian
refers to the operation described in Definition 3.2.1
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We use the loss function as binary cross-entropy applied to each of the upper
triangular entries 1
2
L(L − 1) of the network output Ŷ ∈ RL×L. Note that as we
restrict that each nucleotide may pair with at most one other nucleotide. For the
RNA sequence of length L, at most L of these entries will have positive labels. The
machine sees many more negative training examples than positive examples. This
imbalance occurrence will get worse with the sequence length increases. To remedy
this situation, we use a weighted positive prediction term in the loss function using a
small constant, and we found that either 3 or 5, improve our final accuracy.
We use the maximum sequence length to be 500 RNA sequence for our experi-
ments. In a training batch sample, the sequence length sizes will be different. To
have equal lengths in a one training batch, we find the smallest sequence length L0
among the batch and choose a random subsequence of length L0 for the remaining
RNA sequences. This will avoid mainly the unreasonably high memory storage costs
for long sequences; for example, the hidden layer of size L × L × 50 may become
expensive for comparable smaller batch sizes when we use GPU for training the net-
work. Even though this restriction is used to handle the computer memory issues, in
testing time, we can use the entire sequence individually, which does not affect the
network’s performance.
We follow the setting described in the dissertation [69] to interpret the network
output. Network output Ŷ may not follow the rules for being a base pair of secondary
structure, as there are no restrictions attached to prevent the machine producing a
nucleotide paired with multiple other nucleotides. To convert Ŷ into a coherent
prediction S of the native secondary structure, we follow the iterative process of
selecting the base pair (k, `) with the highest predicted probability in Ŷ , placing it in
S, and then to prevent the secondary structure which gives overlapping base pairs,
we set the probability of all potential base pairs involving nucleotides i and j to be
0. This is iteratively done until there are no more positive predictions in the upper
triangle of Ŷ , as presented below as Algorithm 3.3[69].
Algorithm 1 Algorithm to take a set Ŷ of base pair predictions are return a sec-
ondary structure prediction S
P = {(i, j) | 1 ≤ i < j ≤ L and Ŷ (i,j) > 0.5}
S = ∅
while P 6= ∅ do
(k, `)← argmax(i,j)∈P Ŷ (i,j)
S ← S ∪ {(k, `)}
P ← P \ {(i, j) | i = k or j = `}
end while
RNA Experimental Results
We perform our experiments using our architecture with restricted attention to train-
ing and testing sets on the 16S ribosomal RNA family (16S rRNA). Also, one can
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widen our scope to consider sequences from a variety of RNA families. Here our
training set contains 550 sequences, the validation set contains 28 sequences, and the
test set contains 36 sequences. This 36 test set sequence formed with the sixteen 16S
rRNA family sequences in the Sukosed set [59] and another twenty 16S rRNA family
obtained from a subset of the sequence considered in the paper [52]. We refer to the
subset considered in [52] as the Rogers set. For this work, we trained on data freely
available from RNA STRAND [10], a database that compiles RNA sequences with
known secondary structures from a variety of sources.
We present results for the 16S rRNA training task below. Throughout, we will
refer to the accuracy of the structure prediction, the structure output from the algo-
rithm presented in the previous section. Figure 3.1 presented a comparison between
the results on the 16S rRNA secondary structure inference task using our symmetric
structure model and the RNN/CNN model from [69]. Here we use the same hyper-
parameters for our model to match the kernel size and filter size of the RNN/CNN
architecture except adding a symmetry generating convolutional layer with kernel
size one to generate symmetry. The number of trainable parameters used for the
RNN/CNN architecture was 387, 798, while our model used 239, 198 trainable pa-
rameters. It is noticeable that our model’s training, validation, and testing accuracy
increase by 0.5%, 1.9%, and 1.9% for the 16S rRNA training task. There is a similar
increase in each of PPV and Sensitivity.
Table 3.1: Results on the 16S rRNA secondary structure inference task using our
symmetrized deep learning method for secondary structure inference (RNN/SCNN)
and RNN/CNN method.
Structure Prediction
Set Method PPV Sen Acc
Training
RNN/SCNN 0.934 0.947 0.942
RNN/CNN 0.933 0.941 0.937
Validation
RNN/SCNN 0.916 0.862 0.891
RNN/CNN 0.899 0.845 0.872
Test
RNN/SCNN 0.892 0.845 0.868
RNN/CNN 0.867 0.831 0.849
We further presented the individual performance of the test sequences from the
Rogers set, and Sukosed set. The 16S Roger set consist of 20 RNA sequences. We
can divide these 20 sequences into 16S small, 16S medium, 16S long, and 16S extra
with each subset consisting of five sequences. Here we provide detailed results on each
test set sequence and a comparison between the accuracy of our method, RNN/CNN
method, and MFE accuracy in Table 3.2 for the Rogers set. The MFE accuracy results
taken from [69], which can state as the traditional state of the art performance on
secondary inference tasks over the non-deep learning methods. The accuracy increase
for the 16S Rogers set is 1.8% compare with RNN/CNN architecture. Note that
the group’s accuracy for 16S small group, 16S medium group, 16S long group, and
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16S extra-long group increased by 0.8%, 3.7%, 0.1%, and 3.1% compare with the
RNN/CNN architecture.
Table 3.2: Secondary structure inference accuracy comparison on the Rogers set with
neural networks trained on 16S rRNA sequences
RNN/SCNN RNN/CNN
Structure Prediction Structure Prediction MFE
Group Sequence Name PPV Sen Acc PPV Sen Acc Acc
16S Small
V. ursinus 0.970 0.981 0.975 0.959 0.981 0.970 0.135
S. aestuans 0.970 0.992 0.981 0.97 0.97 0.97 0.34
L. catta 0.985 0.981 0.983 0.941 0.977 0.959 0.251
N. robinsoni 0.985 0.985 0.985 0.989 0.981 0.985 0.447
A. cahirinus 0.942 0.808 0.875 0.95 0.804 0.877 0.2
Average 0.970 0.949 0.960 0.962 0.943 0.952 0.275
16S Medium
V. acridophagus 0.921 0.963 0.942 0.935 0.931 0.933 0.371
V. corneae 0.881 0.609 0.745 0.764 0.557 0.661 0.33
E. schubergi 0.868 0.601 0.734 0.835 0.622 0.728 0.23
V. imperfecta 0.947 0.962 0.954 0.951 0.947 0.947 0.288
E. cuniculi 0.912 0.712 0.812 0.807 0.669 0.738 0.17
Average 0.906 0.769 0.837 0.857 0.746 0.801 0.278
16S Long
S. griseus 0.974 0.979 0.977 0.978 0.97 0.974 0.322
M. leprae 0.960 0.962 0.961 0.967 0.977 0.972 0.179
E. coli 0.945 0.941 0.943 0.969 0.929 0.949 0.41
C. testosteroni 0.952 0.942 0.947 0.936 0.944 0.94 0.524
M. hyopneumoniae 0.966 0.960 0.963 0.945 0.958 0.952 0.639
Average 0.960 0.957 0.958 0.959 0.957 0.957 0.415
16S Extra
P. vivax 0.793 0.788 0.791 0.743 0.801 0.772 0.385
R. carriebowensis 0.963 0.961 0.962 0.954 0.957 0.955 0.338
O. cuniculus 0.913 0.949 0.931 0.893 0.941 0.917 0.177
P. falciparum 0.784 0.753 0.656 0.764 0.764 0.71 0.423
Z. mays 0.748 0.692 0.720 0.681 0.64 0.661 0.258
Average 0.840 0.829 0.834 0.785 0.821 0.803 0.316
Total Average 0.919 0.876 0.897 0.891 0.866 0.879 0.321
A comparison between the accuracy of our method, RNN/CNN method accuracy,
and MFE accuracy in Table 3.3 given on each test set sequences for the Sukosed set.
Even though the individual accuracy for the sequences E. nidulans, Synechococcus.sp,
M. musculus, E. coli, and B. subtilis are slightly dropped for the RNN/SCNN compare
with the RNN/CNN method, the overall accuracy increase for the Sukosd test set is
1.7% compare to RNN/CNN architecture. It is noticeable that for the RNA sequence
C. elegans our RNN/SCNN method increases the accuracy by 4.1% over the MFE
63
accuracy. In contrast, the RNN/CNN method has an accuracy drop of 6.5%.
Table 3.3: Sequence results comparison on the Sukosd set on the 16S rRNA secondary
structure inference task
RNN/SCNN RNN/CNN
Structure Predictions Structure Prediction MFE
Sequence Name PPV Sen Acc PPV Sen Acc Acc
E. cuniculi 0.898 0.709 0.804 0.789 0.670 0.730 0.171
V. necatrix 0.853 0.642 0.748 0.800 0.617 0.709 0.181
C. elegans 0.405 0.082 0.244 0.188 0.088 0.138 0.203
E. nidulans 0.669 0.382 0.540 0.657 0.504 0.580 0.272
N. tabacum 0.936 0.927 0.932 0.931 0.912 0.921 0.323
Cryptonomas.sp 0.952 0.982 0.967 0.934 0.957 0.946 0.339
Synechococcus.sp 0.885 0.913 0.899 0.942 0.951 0.946 0.361
M. musculus 0.936 0.873 0.905 0.945 0.881 0.913 0.375
M. gallisepticum 0.964 0.973 0.969 0.887 0.862 0.874 0.385
E. coli 0.929 0.949 0.939 0.956 0.929 0.943 0.411
B. subtilis 0.945 0.949 0.947 0.952 0.970 0.961 0.512
D. desulfuricans 0.929 0.901 0.915 0.924 0.884 0.904 0.533
C. reinhardtii 0.939 0.909 0.924 0.918 0.897 0.908 0.537
T. maritima 0.917 0.960 0.939 0.924 0.901 0.913 0.562
T. tenax 0.882 0.882 0.882 0.888 0.871 0.880 0.618
H. volcanii 0.869 0.840 0.854 0.875 0.809 0.842 0.752
Average 0.869 0.805 0.837 0.844 0.794 0.819 0.408
We perform another experiment using our RNN/SCNN method, adjusting the
kernel size and filter size to approximately match the number of trainable parameters
with the general RNN/CNN method.
We use the same structure as presented in Figure 3.7, we begin with the one-
hot encoded RNA sequence of size L × 5. We first pass the sequence through a
bidirectional LSTM to generate an output of size L× 15. This output concatenated
with the RNA sequence input of size L×5 to obtain a hidden layer of L×20. We then
perform the self-Cartesian product on L×20, making arrays of size L×L×40. These
are pass through a symmetric generating CNN layer with kernel size 1 and filter size
40 to obtain a symmetric hidden variable of size L×L×40. We then run this hidden
variable through three layers of symmetry preserving CNN layers with kernel size
17, 11, and 9 together with filter size 20, 20, and 10, respectively. These three CNN
layers are stacked to make a single hidden layer of size L × L × 50. Similar manner
hidden layer two obtained using two symmetry preserving CNN layers with kernel
size 13, 7, and filter size 20, 20, respectively, and staked to make a single hidden layer
of size L×L× 40. The hidden layer three obtained by employing a single symmetry
preserving CNN layer with kernel size 7 and filter size 20 to obtain L×L× 20 layer.
The output from the hidden layer three concatenated with the output from a layer of
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symmetry generating CNN (kernel size = 1, filter size = 20) of the self-Cartesian of
the input features to obtain a layer of size L×L×40. Finally, a symmetry preserving
CNN layer with kernel size 3 and filter size 1 use to obtain the secondary structure
prediction. The batch normalization and activation function are used as before.
We presented the results on the 16S rRNA secondary structure inference task with
our symmetrized deep learning architecture that adjusted to match the number of pa-
rameters used in RNN/CNN architecture from [69] in the Figure 3.4. As noted above,
the RNN/CNN architecture uses 387, 798 trainable parameters, and our symmetrized
deep learning architecture uses exactly 386, 998 number of trainable parameters. It
is noticeable that our model’s training, validation, and testing accuracy increase by
1.3%, 1.9%, and 3.3% for the 16S rRNA training task. The accuracy increase for the
16S Rogers test set is 3.1%, while it is 2.8% for the Sukosed test set. There is a
similar increase in each PPV and Sensitivity.
Table 3.4: Results on the 16S rRNA secondary structure inference task using our
symmetrized deep learning method for secondary structure inference (RNN/SCNN)
and RNN/CNN method. Here our method adjusted to match the number of trainable
parameters used in the model RNN/CNN. Here the 16S Rogers set and Sukosd set
are different test sets that use to test the performance of trained model.
Structure Prediction
Set Method PPV Sen Acc
Training
RNN/SCNN 0.942 0.958 0.950
RNN/CNN 0.933 0.941 0.937
Validation
RNN/SCNN 0.915 0.867 0.891
RNN/CNN 0.899 0.845 0.872
Test
RNN/SCNN 0.899 0.866 0.882
RNN/CNN 0.867 0.831 0.849
16S Rogers
RNN/SCNN 0.926 .0895 0.910
RNN/CNN 0.891 0.866 0.879
Sukosd
RNN/SCNN 0.865 0.830 0.848
RNN/CNN 0.845 0.794 0.820
3.4 Contact map prediction for Protein Sequences
In this section, we provide the necessary details that will be sufficient to understand
the contact map prediction of protein sequences without digging more into biological
details. Next, we present the architecture of neural networks motivated by architec-
ture from [69], which is different from other solutions that use deep learning methods
to predict the contact map structure of a protein sequence. We then apply the sym-
metrizing convolutions neural network to the above architecture and compare the
performance to show applying symmetry will benefit the prediction.
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Our experiment was based on training and testing sets used in [67], but restricted
to the sequence length from 25 to 100. Here we use a small network as our goal is to
show how our symmetry generating CNN and symmetry preserving CNN layers will
benefit in deep learning architectures.
Protein Sequences and Structure
Protein sequence, also known as the protein’s primary structure, is the linear sequence
of amino acids in a peptide or protein [7]. Here we only focus on the representation
of a protein sequence of length L as a sequence r = (r1, . . . , rL). Each sequence
element ri is called an amino acid or a residue. A protein sequence consists of 20
main types of amino acids: Alanine, Arginine, Asparagine, Aspartic acid, Cysteine,
Glutamic acid, Glutamine, Glycine, Histidine, Isoleucine, Leucine, Lysine, Methio-
nine, Phenylalanine, Proline, Serine, Threonine, Tryptophan, Tyrosine, and, Valine,
denoted A, R, N, D, C, E, Q, G, H, I, L, K, M, F, P, S, T, W, Y, and V, respec-
tively. Additionally, we denote as X for the other amino acid appear in protein
sequence, which is rarely occurring, or cases where the amino acid is not known.
Thus, ri ∈ {A,R,N,D,C,E,Q,G,H, I, L,K,M,F, P, S, T,W, Y, V,X}.
A protein sequence has a name consisting of a 4-character unique identifier known
as PDB code and a Chain code; the PDB Code involves four characters consisting of
numbers and letters; chain code consists of a letter. Here we present a protein struc-
ture description of 1BXY-A[20], which consists of an amino acid sequence of length
60. Figure 3.8 represents the sequence of amino acids together with the secondary
structures: bend, turn, beta-strand, and alpha helix.
Figure 3.8: Sequence Chain View of the 1BXYA: Crystal structure of Ribosomal pro-
tein L30 from Thermus Thermophilus at 1.9AÅ resolution: Conformational flexibility
of the molecule (picture retrieved from RCSB PDB protein data bank).
3D view of the protein 1BXYA from four different angle can be given in the
Figure 3.9. Images created using Mol: a common library and tools for web molecular
graphics [4].
A protein contact map represents the distance between all possible amino acid
residue pairs of a three-dimensional protein structure using a two-dimensional binary
matrix. Here we define that two residues form a contact if they are partially proximal
in the native structure. That is, the Euclidean distance of their Cα atoms is less than
8Å (angstrom). An angstrom is a unit used to measure the distance between molecule
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Figure 3.9: Representation of 3D view of the 1BXYA in four different angles (pictures
retrieved from RCSB PDB protein data bank[12]).
atoms. One angstrom is also equal to 0.1nm (nanometer) or 1 × 10−10m. A contact
map can be generated using the data from the RCSB PDB protein data bank using
the PDB file. These files contain 3d structure coordinates for each experimentally
found distances between atoms, which can be used to find the Euclidean distance
matrix and then the contact map. We created the distance matrix together with the
contact map for the protein 1BXYA and presented it in the Figure 3.10. As we can
observe, the contact maps are symmetric matrices and could be useful in testing our
symmetrical convolutional layer architecture performance.
Figure 3.10: Representation of the distance matrix and the contact map visualization
of 1BXYA.
Structure of the protein sequence can be divide into four forms: the primary
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structure is the simplest level of protein structure merely the sequence of amino
acids in a polypeptide chain, secondary structure refers to local folded structures
that form within a polypeptide due to interactions between atoms of the backbone,
tertiary structure is a three-dimensional folding pattern of a protein due to side-chain
interactions, and the Quaternary structure consist of more than one amino acid chain
and their interactions. Most importantly, we use primary structure and secondary
structure features for the inference task. Figure 3.8 presented the secondary structures
for the protein id 1BXYA.
Contact Map Prediction
The main idea of the contact map prediction can be formulated as: for a given protein
sequence r, which is also known as the primary structure of a protein sequence, we
find its possible amino acid residue pairs of a three-dimensional protein structure
using a two-dimensional binary matrix or contact map of the sequence. Figure 3.10
represents the structure figure of the protein contact map identified by the name
1BXYA.
Please observe that the contact map binary representation can be considered the
label data for our protein sequence. In the labeled dataset, we use two-dimension
representation using an array A ∈ RL×L where L being the sequence length of primary
protein structure. we let C be the set of contact pairs, that is, C represents a pair of
residues that have Cα atoms Euclidean distance less than 8Å. thus we take A
(i,j) = 1
if (i, j) ∈ C , and 0 otherwise. We can consider this two-dimensional representation
as an image that is a natural fit for convolutional neural networks.
We will use this representation as an output of the neural network. Instead of a
binary matrix, entries of the network output Ŷ will be bounded between 0 and 1, with
Ŷ (i,j) ∈ [0, 1] representing the predicted probability that (i, j) has contact pairs in the
contact map structure. We use these probabilities to appropriately convert the set of
probabilistic contact predictions into a coherent contact map structure prediction.
Measuring Contact Map Prediction Accuracy
We evaluate our model using the same accuracy measures used in RNA problem.
Namely: positive predictive value, or PPV, the proportion of true positives in the
predicted structure (PPV = TP
TP+FN
) ; as well as sensitivity, the fraction of true
positives in the native structure (Sensitivity = TP
TP+FP
). Finally, we define accuracy
to be the arithmetic mean of PPV and sensitivity (Accuracy = 1
2
( TP
TP+FP
+ TP
TP+FN
)).
Neural Network Architecture
First, we developed an architecture motivated by the architecture given in the disser-
tation [69], which is presented in Figure 3.11. We call this as deep learning architec-
ture for contact map prediction or RNN/CNN model for contact map prediction. Our
goal is to show the symmetry generating CNN layers and symmetry preserving CNN
layers are beneficial to deep learning architecture with CNN to predict the contact
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map of protein data. We use the above small network and employed the symmetry
generating and symmetry preserving CNN layers presented in Figure 3.11. We call it
symmetrized deep learning architecture for contact map prediction or RNN/SCNN
model for the contact map prediction machine for the comparison.
We use the 2D array representation from the previous section to represent the
output. Thus we presently have a problem with a 1D sequential input and a 2D
sequential output. Like the RNA problem, we use self Cartesian to obtain a 2D rep-
resentation from a 1D representation of the features. The output of this Cartesian
product is a 2D representation of the input where a square around the pixel y(i,j) con-
tains local information about the residues near x(i) and x(j). To catch local features,
we use convolutional layers; to identify global features, we use bidirectional LSTM
used.
As presented in Figure 3.11, we begin with the 1D input sequential data of size
L × 25. We first pass the sequence through a bidirectional LSTM to generate an
output of size L × 15. This output concatenated with the 1D input data L × 25 to
obtain a layer of L × 40. We then perform the self-Cartesian product on L × 40,
making arrays of size L×L× 80. These are concatenated with the 2D input features
of size L×L×3 to obtain a layer of size L×L×83. These are passed through several
2D convolutional layers. We use several different kernel sizes at each layer to capture
features of varying sizes without a large increase in the number of parameters. Also,
it is essential to add the original features to the network again after many layers; in
this case, we use self cartesian of 1D features concatenated with 2D features. After
concatenating original features, a few more 2D convolutional layers are used before
apply the sigmoid layer to get probability values.
As presented in Figure 3.12, we follow the same procedure with the RNN/CNN
model for contact map prediction by attaching the symmetrical structure. We begin
with the 1D input sequential data of size L× 25. We first pass the sequence through
a bidirectional LSTM to generate an output of size L×15. This output concatenated
with the 1D input data L × 25 to obtain a layer of L × 40. We then perform the
self-Cartesian product on L×40, making arrays of size L×L×80. These are feed into
a symmetry generating CNN layer with kernel size one to obtain symmetric output.
Then concatenated with the 2D input features of size L × L × 3 to incorporate 2D
input to the network. These are passed through several symmetry preserving 2D
convolutional layers. We use several different kernel sizes at each layer to capture
features of varying sizes without a large increase in the number of parameters. Also, it
is essential to add the original features to the network again after many layers; in this
case, we use self Cartesian of 1D features feed into symmetry generating convolutional
layer, then concatenated with 2D features. After concatenating symmetrized original
features, few more 2D convolutional layers are used before apply the sigmoid layer to
get probability values.
Training and Hyperparameters
To train the parameters in the direct contact map prediction problem with the
RNN/CNN model, we use the Adam optimizer [41] with an initial learning rate
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Figure 3.11: Diagram of the deep learning architecture for protein contact map pre-
diction (RNN/CNN for contact map prediction)
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of 1× 10−3. We use batch size 10 for the network training. We also use an L2 regu-
larization term 1× 10−5 and apply batch normalization [36] after each convolutional
layer. We use the loss function as binary cross-entropy applied to each of the upper
triangular entries 1
2
L(L − 1) of the network output Ŷ ∈ RL×L. We use a weighted
positive prediction term in the loss function using a small constant 3.
To train the parameters in the direct contact map prediction problem with the
RNN/SCNN model, we used the Adam optimizer [41] with an initial learning rate
of 1 × 10−3. We use batch size 10 for the network training. We also use a L2
regularization term of 1 × 10−5 and apply batch normalization as we indication for
the RNA problem before. We use a weighted positive prediction term in the loss
function using a small constant 5.
We use the maximum sequence length to be 100 for our experiments due to com-
puting resource constraints; one can allow more lengthy sequences. Also, as the sizes
of sequences in one particular batch may be incompatible, we found the maximum
sequence length L0 among the batch, and use value zero for the smaller sequence
to match the data size of each batch sequence. Even though this batch generating
method is used to handle the training process, in testing time, we can use the entire
sequence individually, which does not affect the performance of the network.
Experimental Results
We perform our experiments using these two architecture with the restriction to
training and testing on the data set used in the [67], which have a sequence length
of 25 to 100. Here we present results from the 880 training sequences, 220 validation
test and 73 testing sequences.
Table 3.5: Contact map prediction accuracy on the training, validation, and test
set. task using our symmetrized deep learning method for contact map prediction
(RNN/SCNN) and general deep learning RNN/CNN method.
Structure Prediction
Set Method PPV Sen Acc
Training
RNN/SCNN 0.896 0.876 0.887
RNN/CNN 0.893 0.872 0.883
Validation
RNN/SCNN 0.863 0.884 0.8734
RNN/CNN 0.8413 0.843 0.842
Test
RNN/SCNN 0.953 0.926 0.939
RNN/CNN 0.931 0.913 0.922
Results from the Contact map prediction task are given in Table 3.5 for the RNN/CNN
model and RNN/SCNN model. Both models use same hyperparameters as our goal
is to test the performance of symmetrized convulution neural network verses general
CNN method. Here the RNN/CNN uses approximately 2, 465, 000 trainable parame-
ters, while the RNN/SCNN method uses 1, 326, 000 trainable parameters. Note that
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our symmetrized convolution kernel method outperforms the general CNN architec-
ture by 1.7% in testing accuracy with fewer parameters. It is important to note that
in Table 3.5, we can see that the testing performance is a bit higher than the train-
ing and validation matrix values. This is due to batch computation in training and
validation, while individual protein sequences are used in test evaluation and we take
the average over them.
3.5 Conclusion
We have developed a new symmetrized deep learning architecture, RNN/SCNN
method, to maintain symmetric structure in CNN architecture using symmetry gener-
ating kernel and symmetry preserving kernel. An update scheme utilized to optimize
parameters using gradient descent or a related optimizer for the parameterization is
presented. Our RNN/SCNN architecture has shown promise in increasing the per-
formance in RNA secondary structure problem and contact map prediction problem.
Our experiments show that RNN/SCNN can achieve better results than RNN/CNN
with fewer or comparable trainable parameters.
Copyright c© Kehelwala Dewage Gayan Maduranga, 2020.
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Figure 3.12: Diagram of the symmetrized deep learning architecture for protein con-
tact map prediction (RNN/SCNN for contact map prediction). Here SGConv stands
for symmetry generating CNN while SPConv for symmetry preserving CNN.
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