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ABSTRACT
Using deep HST/ACS observations, we demonstrate that the sub-solar stellar initial mass function (IMF) of 6 ultra-
faint dwarf Milky Way Satellites (UFDs) is more bottom light than the IMF of the Milky Way disk. Our data have
a lower mass limit of about 0.45 M, while the upper limit is ∼ 0.8 M, set by the turn-off mass of these old, metal
poor systems. If formulated as a single power law, we obtain a shallower IMF slope than the “Salpeter” value of
−2.3, ranging from −1.01 for Leo IV, to −1.87 for Boo¨tes I. The significance of such deviations depends on the galaxy
and is typically 95% or more. When modeled as a log-normal, the IMF fit results in a larger peak mass than in the
Milky Way disk, however a Milky Way disk value for the characteristic system mass (∼ 0.22 M) is excluded only at
68% significance, and only for some UFDs in the sample. We find that the IMF slope correlates well with the galaxy
mean metallicity and, to a lesser degree, with the velocity dispersion and the total mass. The strength of the observed
correlations is limited by shot noise in the number of observed stars, but future space-based missions like JWST and
WFIRST will both enhance the number of dwarf Milky Way Satellites that can be studied in such detail, and the
observation depth for individual galaxies.
Keywords: stars: luminosity function, mass function, (galaxies:) Local Group, galaxies: dwarf, galax-
ies: stellar content, methods: statistical
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1. INTRODUCTION
Since the pioneering work of Salpeter (1955), increas-
ing evidence has been collected that the mass distri-
bution of newly formed stars, the Initial Mass Function
(IMF), has a constant behavior through space and time,
at least in our Galaxy (Bochanski et al. 2010; Kroupa
2002). Studies of the Milky Way field population and
stellar clusters suggest that the vast majority of stars
were drawn from a universal IMF (Bastian et al. 2010).
However, recently the IMF universality has been ques-
tioned by studies of extragalactic environments. For ex-
ample, van Dokkum & Conroy (2010, 2011, 2012) and
Conroy & van Dokkum (2012) detect signatures of a pos-
sible overabundance of low-mass stars in the spectra of
giant elliptical galaxies. They interpret these signatures
as an evidence of a steeper IMF at low stellar masses.
In addition, Cappellari et al. (2012) measure significant
variations of the IMF within a large sample of early-
type galaxies. They infer this by disentangling the dark
matter and stellar contributions to the galaxies’ gravi-
tational fields using integral-field stellar kinematics and
dynamical modeling. The variations of the stellar mass-
to-light ratios for their galaxies seem to rule out the
universality of the IMF.
On the other hand, Smith (2014) critically compare
the results of the spectroscopic method of van Dokkum
& Conroy (2010, 2011, 2012) and Conroy & van Dokkum
(2012) and the dynamics-based one by Cappellari et al.
(2012). They find that while both methods agree in
suggesting a global bottom-heaviness of the IMF over
their respective observational samples, however a de-
tailed comparison for the giant ellipticals in common
between the samples shows large systematics and lack of
agreement, thus casting doubts on the individual results.
Furthermore, Newman et al. (2017) perform a similar
comparison between dynamical, spectroscopic, and, in
addition, lensing-based mass estimates for a sample of
three nearby giant ellipticals. They show that, if the un-
derlying IMF is parametrized as a single or broken power
law, the results for the three methods disagree for 2 out
of the 3 galaxies in the sample. The tension between
the approaches is partly relieved when considering more
flexible, including non-parameteric, IMF forms.
While the implications of a possible, even though not
yet completely proven, non universality of the IMF are
intriguing, they are based on indirect evidence from in-
tegrated measurements. As such, a complementary ap-
proach, using direct counts of resolved low-mass stel-
lar populations is certainly necessary. Thanks to, and
only with, the HST, such a study is possible within the
system of Milky Way satellites, including the Magel-
lanic Clouds and several smaller dwarfs. The Milky Way
satellites strongly differ from the Galaxy in a multitude
of aspects (e.g., morphology, metallicity, star formation
history) and therefore are the ideal targets for a study
of the possible IMF variations among different types
of galaxies. Several recent studies have attempted to
reach the faint end of the IMF in different Milky Way
satellites. These studies usually adopt a single power
law model for the IMF, parametrized by a slope, and
compare their best fit results to an average value for
the Milky Way, typically −2.3 – −2.35 (Salpeter 1955;
Kroupa 2001). The IMF in our Galaxy is observed to
experience a flattening, or turnover, below ∼ 0.5M
(Kroupa 2001; Chabrier 2003), so results of these stud-
ies need to be taken with great care when attempting a
comparison with the Milky Way. The single power law
parametrization is however convenient, and allows ease
of comparison with, e.g., the extragalactic studies and
ee will adopt it throughout this paper, together with a
Log-normal parameterization.
For example, Kalirai et al. (2013), using HST/ACS,
found that the IMF in the Small Magellanic Cloud
(SMC) outskirts has a slope of −1.9+0.15−0.10 (3σ uncer-
tainty), shallower than the typical Salpeter value of
−2.35. Moreover, their analysis suggests that a single
power law can be used to fit their observations down
to the completeness limit of 0.37M (i.e., no turn over
or flattening). However, Offner et al. (2014) claim that
this result is not in contrast with an underlying log-
normal IMF (Chabrier 2003), which cannot be ruled out
at a 2σ level. Recently, Geha et al. (2013), also using
HST/ACS, found that the sub-solar IMF slope in the
ultra-faint dwarfs (UFDs) Hercules and Leo IV (slopes
and 1σ uncertainties of 1.2+0.4−0.5 and 1.3
+0.8
−0.8, respectively)
is much shallower than the slope for the Galaxy, which
seems to confirm a trend in mass function slope vs. total
host galaxy mass (with steeper slopes at higher galaxy
mass). However, as with the SMC while the single-power
law model yields very different results between the UFDs
and the Milky Way, a log-normal IMF with the same pa-
rameters as for the Galaxy cannot be completely ruled
out for the UFDs.
In this paper we expand the study by Geha et al.
(2013) by adding 4 more UFDs to the sample of Lo-
cal Group galaxies with a well characterized IMF down
to the low-mass stellar regime. The 4 additional UFDs
are Boo¨tes I (Boo I), Canes Venatici II (CVn II), Coma
Berenices (Com Ber) and Ursa Major I (UMa I). These 4
UFDs are observed within the same HST/ACS program
(HST GO Program ID: 12549, PI: T. Brown) as Hercules
and Leo IV, and for consistency we include these two,
previously studied UFDs, in our new analysis. Other
than just expanding the sample, we have improved our
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analysis by developing a new fitting technique. Our re-
sults for Hercules and Leo IV are consistent with those
of Geha et al. (2013), although our refined analysis pro-
duces more robust uncertainty estimates, which are also
smaller in Leo IV.
2. THE DATA
The data used in the current analysis have already
been used in Brown et al. (2014). We refer the reader
to that paper for a description of the observations and
data reduction steps. In brief, we utilize deep optical
HST/ACS images taken in the F606W and F814W fil-
ters and perform aperture (at the bright end, stars with
signal-to-noise ratios & 100) and PSF-fitting photom-
etry (for all other stars). Artificial star tests are also
performed, to recover the magnitude-error distributions.
These test are used in the rest of the paper for synthetic
color-magnitude diagram (CMD) realizations. With re-
spect to the Brown et al. (2014) paper, we further select
the data to work with a sample that excludes most con-
taminants (background galaxies and field stars). The
CMDs of all 6 UFDs are shown in Fig. 1.
The selection process consists of several steps:
1. We first identify regions of the CMD that are ob-
viously far from the galaxy’s main sequence; such
regions are visible in the figure. Stars in these re-
gions are excluded.
2. We identify the base of the red giant branch (RGB)
and exclude stars brighter than that point. The
reason for doing this is to avoid problems with
small color mismatches between the models and
data. Such mismatches would systematically af-
fect the fitting procedure. Excluding RGB stars
has no impact on the IMF fitting for two reasons:
first, these stars are few; second, these stars all
have very similar masses, and these are very simi-
lar to the turn-off mass (not excluded), such that
excluding them reduces the dynamical mass range
for IMF fitting by less than a percent. The base of
the RGB is identified by eye, using a comparison
between observations and synthetic CMDs to iden-
tify the departure in color between the observed
and predicted RGB locus.
3. We identify a faint limit below which we exclude
all stars. This limit has a twofold motivation: it
accounts for the increase in scatter from photo-
metric errors and it accounts for increasing con-
tamination on the blue side of the main sequence
at fainter magnitudes. After experimenting with
Table 1. Number of selected stars for each Ultra Faint
Dwarf galaxy
Galaxy Selected stars Bright limit Faint limit
[number] [m814] [m814]
Boo I 2698 22.5 27.5
CVn II 1727 24.5 29.2
Com Ber 2011 22.0 27.25
Hercules 2457 24.5 28.5
Leo IV 1016 24.5 28.75
UMa I 1678 23.7 27.6
the Besancon galactic model1 (Robin et al. 2003)
we can attribute this contamination to Galactic
halo white dwarfs. Given that we stop considering
stars well above where the “plume” of contami-
nants approaches the galaxies’ main sequences (in
color), we do not attempt to better model such
contaminants. We prefer to lose some of the faint
UFD stars as the purity of the sample is deemed
here more important than its completeness. At
the same time, the data 50% completeness limit
is typically within 0.1 magnitudes of the adopted
faint limit, and with a mass-magnitude relation of
0.1 M/mag at 0.5 M (approximately the mass
limit for all the 6 UFDs), the corresponding loss
in mass range depth is less than 0.01 M, thus
negligible.
4. After applying all the above selection criteria, the
data are binned in 0.1 mag wide bins in m814 and a
clipping in m606-m814 color is applied, using the
scipy.stats.sigmaclip module. The mean
and standard deviation, σ, of the color of
the stars in each bin is computed and stars
are clipped if their colors differ more than
3.5σ from the mean. The process is iterated
until no more stars fall outside the 3.5σ in-
terval. The stars excluded this way appear as
blue dots outside the shaded area in Fig. 1.
5. The same criteria are applied to the artificial star
tests.
Table 1 reports the total numbers of selected stars and
the brightness limits we imposed in the selection.
1 Available at http://model.obs-besancon.fr/
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Figure 1. Color-magnitude diagrams for the 6 ultra-faint dwarfs. The dashed lines represent the bright limit at the base of the
red giant branch and the faint limit where both contamination and photometric errors become important. The yellow shading
represents regions where no main sequence member stars are expected. The stars that are used in the analysis are in black,
while those that are excluded are in blue. Stars are excluded if they are within the orange areas, above the bright limit and
below the faint limit. Additionally, for the stars between the limits and outside the orange regions, a 3σ clipping in color – at
fixed magnitude – is used to exclude outliers.
3. THE STELLAR MODELS
We adopt the same α-enhanced stellar models as in
Brown et al. (2014) computed using the Victoria-Regina
evolutionary code (see VandenBerg et al. 2014, and ref-
erences therein), in the metallicity range −4.0 < [Fe/H]
< −1.0 dex. These models have [α/Fe] = +0.4 dex, and
a further oxygen enhancement, ∆[O/Fe], that increases
at decreasing [Fe/H] values (details in Section 3.2 of
Brown et al. 2014). In the current work we are however
very close to the limit where such models with enhanced
abundances have been calculated, namely 0.4 M. Hav-
ing models for masses below 0.4 M  is important for
the simulation of binary stars that have a component less
massive than this limit. At the same time, due to pho-
tometry errors, some stars with M < 0.4 M could be
up-scattered above the detection threshold, thus, even
for single stars it is important to have models that go
slightly below the average mass detection limit. We
extend the grid of models by computing α-enhanced
models without extra ∆[O/Fe]. These models are then
“patched” by forcing them to agree with the oxygen-
enhanced ones at 0.4 M, and by assuming that a rigid
shift applies to the model for all masses below 0.4 M.
This is not a perfect solution, but the shift amounts
to at most few hundredths of magnitudes in a region of
the CMD affected by a much larger photometric scatter.
Indeed, this solution is only an approximation for those
stars that are scattering from the edge of the detection
limit into our fitting region.
4. FITTING TECHNIQUE
The fitting technique used in this work is based on
proposing possible stellar population parameter sets,
simulating individual CMDs according to those parame-
ter sets, comparing the simulated CMDs to the observed
CMD, and keeping or discarding the proposed stellar
population parameter sets according to the result of the
comparisons. These comparisons are done in a way that
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ensures that the distribution of the kept parameter sets
is close to the probability distribution over stellar popu-
lation parameters defined in Gennaro et al. (2015). We
use this new technique instead of the one described in
the above work or CMD template fitting (see e.g. Harris
& Zaritsky 2001; Vergely et al. 2002; Dolphin 2002; Ng
et al. 2002; Cignoni et al. 2006; Aparicio & Hidalgo 2009)
because for our problem, repeatedly simulating individ-
ual CMDs is less computationally intensive than com-
puting the tables of likelihood functions required for the
Gennaro et al. (2015) approach or the CMD templates
required for the template fitting approach.
The mechanics of the fitting procedure can be broken
into two largely independent parts: a function for quan-
titatively comparing CMDs and an algorithm for using
that comparison to explore a probability distribution.
An observation of one star or unresolved stellar system
is a point in Rd, where R is the set of real numbers, and
d is the number of bands used in the CMD. Comparing
CMDs requires a definition of a distance between un-
ordered collections of points in Rd. There are multiple
ways of defining such a distance, each with its own ad-
vantages and disadvantages. We use the so-called kernel
distance (Phillips & Venkatasubramanian 2011). The
kernel distance can be computed in closed form and ful-
fils the assumptions of some useful theorems on the con-
vergence of our algorithm for interpreting comparisons
between CMDs. We will describe the kernel distance in
more detail in Sect. 4.2.
The algorithm we use to interpret comparisons be-
tween simulated CMDs and the observed CMD is called
Approximate Bayesian Computation Markov Chain
Monte Carlo (ABC-MCMC, Marjoram et al. 2003).
ABC-MCMC is a specific form of Approximate Bayesian
Computation, or ABC. ABC is an approach to Bayesian
inference designed for problems where evaluating the ac-
tual posterior probability distribution is computation-
ally infeasible or actually impossible. While astronomers
have invented many ABC-like techniques, the conscious
use of ABC in astronomy started with Cameron & Pet-
titt (2012) and Weyant et al. (2013). Knowing that a
technique is an example of ABC is useful because there
is a large technical literature on the statistical proper-
ties of many types of ABC. For example, in Sect. 4.2 we
will use a theorem from the ABC literature to affirm our
choice of comparison function. We will describe ABC in
more detail in Sect. 4.1.
Appendix A shows a series of tests we have performed
to empirically validate our fitting technique. In these
tests, we simulate catalogs that are meant to resemble
our Hercules galaxy dataset and attempt to recover the
input stellar population parameters. The tests demon-
strate that our technique has the ability to accurately re-
cover IMF parameters for both functional forms used in
this paper (single power law IMF and log-normal IMF).
The recovered IMF parameters are, on average, unbi-
ased even though we are only working with a very lim-
ited mass range of 0.5 – 0.8 M. The limited mass range
does, however, mean that the variance of our IMF pa-
rameter estimates is fairly high; it also means that we
cannot select between the two possible functional forms.
4.1. ABC and ABC-MCMC
ABC is a technique for doing inference when gener-
ating realizations of a model given input parameters is
simple but evaluating the model likelihood is inconve-
nient or impossible. In the CMD fitting problem, we
are dealing with the inhomogenous Poisson point pro-
cess (PPP) model of a resolved stellar population, which
was described in Gennaro et al. (2015). In that work,
the likelihood of an observed flux given an intrinsic flux
was assumed to be a simple, closed-form function. The
assumption of a closed-form likelihood allowed us to nu-
merically compute the integrals involved in the PPP
likelihood function (see, e.g., Eqs. 11 – 14 of Gennaro
et al. 2015) in a reasonable amount of time. In this
work, we directly use pre-computed artificial star tests
instead of a closed-form function and incorporate more
stellar parameters than were included in our previous
work. These two changes make our previous, exact, ap-
proach too time-consuming on our immediately available
computational resources.
ABC is usually introduced via the following thought
experiment from Rubin (1984). Suppose you have an
observation, ~y, and a model with parameters ~θ for that
observation from which you can generate simulated ob-
servations. Randomly select a possible parameter set,
~θi, and then use the model to generate a simulated ob-
servation ~yi. If the simulated observation and actual
observation are exactly equal, keep ~θi; otherwise, dis-
card it. By repeating this procedure, one can generate
draws from the probability distribution of ~θ given the
observations ~y.
If ~y is a continuous variable, this procedure is only pos-
sible as a thought experiment – the probability of gen-
erating an exact match to a continuous variable, such
as the flux of a star, is zero. If instead of requiring
an exact match we are willing to accept a ~yi which is
within some distance threshold, or tolerance, τ of the
actual measured ~y, the probability of actually generat-
ing accepted ~θi draws is no longer zero. The cost of
this computational tractability is that the ~θi draws will
now follow an approximation to the original probability
distribution. This procedure was originally proposed in
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Pritchard et al. (1999) in the context of human popula-
tion genetics.
ABC as described so far does not have guidelines on
how to efficiently propose ~θi values. To propose ~θi val-
ues more efficiently, we use ABC within Markov-Chain
Monte Carlo (MCMC, see e.g. Marjoram et al. 2003).
ABC can be dropped into an existing MCMC approach
by treating the acceptance or rejection of a proposed
value within ABC as a noisy estimate of the likelihood
function. When deciding whether to accept or reject an
MCMC step, the likelihood term in the numerator of the
MCMC acceptance ratio is 1 if the proposed ~yi is close
enough to ~y and 0 if it is not. The likelihood term in
the denominator is 1 by definition, since the ABC likeli-
hood of an accepted value is 1. The rest of the MCMC
acceptance ratio is unchanged.
We adopt the Foreman-Mackey et al. (2013) python
implementation of the Goodman & Weare (2010) affine-
invariant sampler. We start our MCMC runs with large
values of the tolerance, τ , and typically run 80 chains for
30 steps. We then use the 90% quantile of the simulated-
observed CMD distance values across the 80 walkers to
define a new tolerance level. This means that at the be-
ginning of a new iteration of 30 runs, 10% of the walkers
will find themselves outside of the acceptable parame-
ters zone. They will be slowly drawn in by mixing with
the now 90% of good walkers. As soon as all of the
walkers are in an acceptable state, the iteration is fin-
ished, a new tolerance computed and a new iteration
begins. We continue to adapt the tolerance until the
new value differs from the old by less than 0.2%. At
this point we run the chains for 2500 steps. We further
throw away the first 500 steps and thin the chains by
a factor of 50, a value that seemed appropriate for our
MCMC experiments once the results were obtained and
the autocorrelation times estimated. This way we are
left with independent draws from a good approximation
of the true posterior.
4.2. Kernel Distances
In order to decide whether to accept or reject a pro-
posed parameter set in the ABC procedure described
above, we need to compute the distance between a sim-
ulated dataset and the actual dataset; in the terms of
our problem, we need to compute a distance between a
simulated and observed CMD in order to decide whether
to accept a stellar population parameter set. We have
chosen the kernel distance for this purpose (Phillips &
Venkatasubramanian 2011). If X and Y are collections
of points in Rd and K(~x, ~y) is a kernel function, i.e. a
function which maps pairs of inputs to the interval [0, 1],
then the square of the kernel distance between X and Y
is
ρ2K(X ,Y) ≡
∑
~x∈X
∑
~x′∈X
K(~x, ~x ′) +
∑
~y∈Y
∑
~y′∈Y
K(~y, ~y ′)
− 2
∑
~x∈X
∑
~y∈Y
K(~x, ~y).
(1)
If the kernel function is positive definite, the correspond-
ing kernel distance is a metric, meaning that it is non-
negative, symmetric, obeys the triangle inequality, and
evaluates to 0 if and only if X is equal to Y. We have
chosen the Gaussian kernel, which is positive definite.
In our implementation the choice of sigma depends
on the data. We first standardize our CMD into the
(0, 1) × (0, 1) rectangle. Working in this system en-
sures that similar weight is given to the magnitude and
the color dimension, which are naturally quite inhomo-
geneous (the magnitude range of our observations be-
ing about 10 times larger than the color range). We
then compute the average minimum distance between
the points (i.e., the average of the minimum euclidean
distance between each point and all other points). In
the case of a uniform distribution this number is ap-
proximately 1/N2, but our data are not uniform. We
then set sigma to 3 times this value. The idea is that
σ is chosen so that within each kernel there will be a
few neighbors. If σ is too big, the kernel distance essen-
tially returns the square root of the square difference in
the number of simulated and observed stars; if σ is too
small, it returns the square root of the square sum of
the number of simulated and observed stars that do not
exactly line up.
While we are not aware of any prior examples of
ABC being done using the kernel distance, Bernton
et al. (2017) have performed an empirical and theo-
retical study of ABC with the Wasserstein, or Earth
mover’s, distance. The Wasserstein distance is a met-
ric on collections of points that has good theoretical
properties but is non-trivial to actually compute. Bern-
ton et al. (2017) establish conditions under which the
Wasserstein distance-ABC probability distribution con-
verges to the actual probability distribution as the tol-
erance τ is reduced (Prop. 5.1). The kernel distance
meets the two assumptions required by that Proposi-
tion, meaning that the kernel distance-ABC probability
distribution also converges to the actual probability dis-
tribution. We have not determined whether the other
properties of Wasserstein distance-ABC also carry over
to kernel distance-ABC; this is left to future work.
4.3. IMF Parametrization
We assume two possible forms for the IMF: a sin-
gle power law, and a log-normal distribution. Our
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parametrization describes the system mass function, not
the individual stars’ mass function. We only consider
stellar systems made of one or two stars – no higher
order multiples are included. We thus have to specify
a model for binarity. This model is very simple: one
parameter is used to characterize the binary fraction,
bf = #binaries#singles+#binaries . We also define a fixed distribu-
tion (i.e., one we do not fit) for the binary mass ratio,
i.e., q = msmp , assuming a uniform distribution for q be-
tween 0 and 1.
Another unknown in the problem is the number of
formed stars, which correspond to the intensity of the
underlying inhomogeneous Poisson Point Process Gen-
naro et al. (2015). The intensity is the mean number of
formed stars, with the actual number of formed stars be-
ing drawn from a Poisson distribution with mean equal
to the intensity. The intensity can be seen as an overall,
unknown, normalization and thus depends on the range
of masses over which the IMF model is specified; in our
case this range is (0.35, 8) M.
We thus have 3 parameters to fit in the case of the sin-
gle power-law (SPL) model: intensity, power law slope,
and binary fraction; for the log-normal (LN) model there
are 4 parameters: intensity, binary fraction, mc, and σ.
The mass distributions are specified as
pSPL(m|α)∝mα (2)
pLN(m|mc, σ)∝ 1
m
e−
1
2 (
logm−log(mc)
σ )
2
(3)
Note that the log-normal formulation above is non-
standard, due to the use of the base-10 logarithm (in-
dicated by log), instead of the base-e one (indicated by
ln). We keep this notation in order to allow for a direct
comparison with the system mass function of Chabrier
(2003), where mc is 0.22 M, and σ is 0.57 (see their
equation 18). To obtain a standard log-normal, the base-
10 logarithms in equation (3) can be replaced by base-e
ones, while σ → σ′ = σ × ln(10).
4.4. Assumptions In Generating Synthetic CMDs
The position of a stellar system in the CMD does not
only depend on its mass and binary properties, but also
on its age, metallicity, distance, and extinction in each
band. Rather than simultaneously fit for all these prop-
erties, we adopt priors on their distribution.
We use the star formation histories (SFHs) derived for
the 6 UFDs in Brown et al. (2014) as priors on age for
our simulations. The SFHs are described as a 2-burst
model, with each burst being a normal distribution with
σ = 0.1 Gyr, and mean value given by Table 2 of Brown
et al. (2014). All the SFHs are dominated by one of the
2 normal distributions, except for UMaI for which we
have 2 almost identical bursts of star formation at 14.1
and 11.6 Gyr. The mean ages are in the interval 12.7 –
13.9 Gyr over the sample of UFDs.
Similarly to the SFHs, we adopt the metallicity distri-
bution functions (MDFs) derived in Brown et al. (2014),
based on spectroscopic measurements of [Fe/H]. Brown
et al. (2014) did not assume a functional form for the
MDFs, but performed a non parametric fit to tabulated
MDFs sampled at 0.2 dex interval in the [-4.0,-1.0] dex
range (see the shaded areas in Fig. 3 of Brown et al.
2014).
We also adopt the same AV values and apparent dis-
tance moduli from that paper, together with the as-
sumption that the reddening law can be described as
in Cardelli et al. (1989), to derive values of the true dis-
tance modulus, and of the extinction in each band, A606
and A814. We note that Brown et al. (2014) assume the
extinction law by Fitzpatrick (1999); this law and the
one by Cardelli et al. (1989) are nearly identical in the
wavelength regime bracketed by our photometric bands.
Given their distance it is in practice reasonable to as-
sume that all of the stars in each of the 6 UFDs are
at the same distance, and thus we adopt a single value
for the prior on distance. We also assume that all stars
are subject to the same reddening, so fixed global val-
ues for each UFD are used as priors on the individual
photometric bands’ extinction.
4.5. Summary Of The Method
For each ABC-MCMC step we have a tuple of param-
eters describing the underlying Poisson Point Process:
the intensity, Λi, one or two parameters describing the
IMF distribution, ~θIMF,i, and one parameter for the bi-
nary fraction, ~θBin,i. We extract an integer number, ni,
of “born” stellar systems from a Poisson distribution
with mean equal to Λi. We extract ni values of masses
and binary properties from p(~θIMF,i) and p(~θBin,i), re-
spectively. We also extract ni ages, metallicities, ex-
tinction values in each band and distances from the im-
mutable prior distributions of Sect. 4.4.
We then compute the corresponding magnitudes given
mass, age, binary fraction, metallicity, extinction and
distance, using the stellar models and the artificial stars
experiments. Some of the simulated objects will not be
observable due to either stellar evolution or incomplete-
ness. We thus end up with mi ≤ ni stars in the CMD.
We compute the kernel distance between the mi simu-
lated points and the actual observations (see Sect. 4.2),
and accept/reject the proposed (Λi, ~θIMF,i, ~θBin,i) tuple
according to the ABC method described in Sect. 4.1. We
finally iterate using the ABC-MCMC scheme described
in Sect. 4.1 as well.
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5. RESULTS
We run our ABC-MCMC experiments adopting uni-
form priors on the IMF model parameters. It is however
interesting to note that, for the single power law case,
there is a strong correlation between the intensity and
the power law slope, especially at shallower slopes. Tri-
angle plots showing the pairwise relations between the
parameters are shown in Appendix B (such plots make
use of the corner.py python code, Foreman-Mackey
2016).
The correlation between slope and intensity is due to
the fact that for a higher total number of stars but a
shallower (less negative) slope, the number of observed
stars remains almost constant. Given the narrow mass
range probed, also the shape of the luminosity function
(and the CMD) shows only very minor changes. It is
however well established that galaxies with less stars are
more probable than larger galaxies. Thus we explored
the idea of assuming a prior on the total number that
is flat in logarithm, rather than in actual number. We
do not run separate MCMC experiments, but we rather
weight the results assigning to each draw a weight that
is inversely proportional to the value of the intensity for
that draw. This is equivalent to assuming a logarithmic
prior in the intensity. For completeness we report re-
sults obtained both ways. We note that in some cases,
as for Boo I or Com Ber, the changes are minor, thus the
prior seems to be of little importance here. However, for
other galaxies like CVn II, Hercules and Leo IV, the dif-
ference in the average slope is of the order of 0.2, which
is not negligible. In general the prior, by downweight-
ing the highest intensities, correspondingly downweights
the shallowest slopes, thus in all cases a steeper slope is
reported when using the more realistic logarithmic prior.
The results are summarized in Table 2, which reports
the best-fit values for the IMF models parameters. A
visualization of the results is given also in Figure 2. A
more exhaustive summary of the results is given in ap-
pendix C, where Table 4 and Table 5 contain not only
the best-fit values but also the 68%, 95%, and 99% cred-
ible intervals (CIs) for the parameters. Figure 3 shows
instead a comparison of the observed m814 luminosity
functions and of the luminosity function that can be
obtained by using the best-fit parameters to simulate a
CMD. This figure also shows the histogram of the masses
of the simulated stars, for both those that land in the
CMD (the present day mass function), and for all the
extracted ones, including those that are too faint to be
observed and those that have evolved off the main se-
quence (the initial mass function).
In reference to the mass histrograms of figure 3, we
stress that even though the observed mass range for sin-
gle stars is limited to about 0.5–0.8 M, the IMF model
for stellar systems needs to be specified on a wider mass
range, 0.35–8.0 M, see Section 4.3. This extension en-
sures that the secondary stars from more massive sys-
tems as well low-mass single stars with large photometric
errors that are up-scattered in the CMD are correctly ac-
counted for. We also enforce that the model range spec-
ification is the same for all UFDs. The implication of
our assumptions is obviously that if the IMF functional
form is very different outside the specified range, then
the model parameters will be systematically affected.
On the other end, a partial model specification, limited
to a very narrow mass range, would equally bias the
results by neglecting binary secondaries and low mass
objects.
5.1. Single Power Law Model
Even if we consider the logarithmic prior case, which
produces steeper slopes, for all 6 galaxies the slope val-
ues are less negative (flatter IMF) than the value for the
Milky Way disk IMF, -2.35 (Salpeter 1955). By looking
at Figure 2, and by reading the values out of Table 4, it
is clear that for all 6 UFDs the Salpeter value falls out-
side the 68% CI. For Boo I and UMa I the Salpeter slope
is still within the 95% CI; in the case of Com Ber, it falls
outside the 95% CI, but barely within the 99%; while
for CVn II, Hercules, and Leo IV the Salpeter slope is
outside the 99% CI, with the latter 2 UFDs having 99%
of their IMF slope posterior probability below -2.0.
We note however, that a single power law model for
the Milky Way IMF is not a valid description down to
very low stellar masses. Kroupa (2001) show that be-
low 0.5 M, the IMF for the Galactic Field population I
stars flattens, changing slope from -2.3 to -1.3, they thus
prefer a broken power law model to describe the Milly
Way IMF. Equivalently Chabrier (2003) parametrize
this flattening as a gradual change, described by a Log-
normal function, below ∼ 1M, while they adopt the
Salpeter value above this mass. It could be argued that
the low mass limit for our measurements is near the
Kroupa (2001) inflection point (or within the Chabrier
(2003) flattening region), thus our results for a single
power law model could be artificially ”flatter” if the un-
derlying mass distribution for the UFDs does indeed
have a similar break point. On the other hand, stud-
ies of Milky Way star forming regions and young cluster
(see e.g Da Rio et al. 2012; Andersen et al. 2017), show
that for recent star formation in the Milky Way, the
distribution of stellar masses can described by a single
power law, with slope of ∼ −2.3 down to 0.2–0.3 M
(it should be noted that Da Rio et al. (2012) also show
that the uncertainties on pre-main sequence evolution-
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Table 2. Best fit parameters for both the adopted IMF models. Unif and log column labels stand for parameter
estimations with a uniform prior in Intensity or a prior that is uniform in log(Intensity), respectively. Full versions
of the results, including also the credible intervals are given in Appendix C, Tables 4 and 5 for the single power
law and log-normal IMF models respectively.
Galaxy
Single Power Law Log-normal
Intensity Slope Bin. Frac Intensity mc[M] σ Bin. Frac
unif log unif log unif log unif log unif log unif log unif log
Boo I 8.39e+3 8.28e+3 -1.84 -1.87 0.28 0.28 7.75e+3 7.46e+3 0.33 0.34 0.59 0.56 0.27 0.28
CVn II 1.58e+4 1.36e+4 -1.00 -1.17 0.05 0.06 9.91e+3 9.51e+3 0.56 0.54 0.70 0.67 0.06 0.07
Com Ber 3.71e+3 3.67e+3 -1.66 -1.68 0.61 0.61 3.52e+3 3.45e+3 0.30 0.30 0.67 0.65 0.60 0.60
Hercules 2.75e+4 2.32e+4 -0.93 -1.11 0.12 0.13 1.64e+4 1.60e+4 0.60 0.59 0.69 0.67 0.11 0.11
Leo IV 1.20e+4 1.01e+4 -0.82 -1.01 0.13 0.14 6.40e+3 6.14e+3 0.62 0.61 0.67 0.64 0.14 0.14
UMa I 1.05e+4 9.56e+3 -1.46 -1.58 0.30 0.31 8.19e+3 7.92e+3 0.53 0.51 0.64 0.61 0.30 0.31
ary models imply very large uncertainties on the derived
stellar masses, and thus IMFs, in young star forming
regions). It is still useful to compare our slopes with
the traditional -2.3 value for the Milky Way, with the
caveat that this single power law parametrization may
not truly apply to the Galaxy throughout the full stel-
lar mass range, with several authors slightly disagreeing
about where the IMF exactly changes its behavior.
Regardless of the limitations of a simplified single
power law description, it must be noted that in sev-
eral cases (CVn II, Hercules, Leo IV) our best fit slopes
are flatter than even the Kroupa slope for M < 0.5 M,
-1.3. Thus if we take that as the lower limit that could
be expected by erroneously adopting a single power law
model for a true underlying broken power law distribu-
tion, our results appear even more intriguing. Globally
these results suggest that when the IMF is described as
a power law, the UFDs have a less negative IMF slope
than the Milky Way, in the probed mass range (see also
Sect.6.3). Extension of our results outside this range
may however be prone to systematic errors.
5.2. Log-normal Model
A parallel result is that obtained for the log-normal
IMF model. For all 6 UFDs, the mean characteristic sys-
tem mass is found to be larger than the Milky Way disk
value, mc = 0.22−−0.25 M (Chabrier 2003; Bochanski
et al. 2010), with mean values as high as mc ∼ 0.5M
for CVN II, Hercules and Leo IV. The shallower slope for
the single power law model translates into a larger char-
acteristic mass, but the result implied by the data is the
same: the UFDs have produced relatively less low-mass
stars with respect to the Milky Way. The widths of the
UFDs best fit Log-normal models are in the 0.59–0.70
range, similar but also slightly larger than the Milky
Way one, σ = 0.57.
The significance of the deviations of the UFDs values
with respect to the Milky Way ones is however weaker
for the Log-normal model than it is for the single power
law one. In more detail, the mc 68% CIs for Boo I,
Com Ber and Uma I contain the Chabrier (2003) value
of 0.22 M. For CVn II, Hercules and Leo IV the
same characteristic mass is outside the 68% CIs, but
still within the 95% CIs.
Given the limited range of masses we actually observe,
we do not interpret this fact as the Log-normal being
“better” at giving a more universal representation of the
IMF. We rather interpret it as this model being more
“flexible” in reproducing the data under study. Multi-
ple combinations of (mc, σ) can be used to obtain similar
“slopes” for the Log-normal distribution within the ob-
served mass range. The flexibility added by one extra
parameter, makes it such that is is harder to constrain
them individually, again, due to the limited mass range.
6. DISCUSSION
6.1. Dynamical effects
The implicit assumption in our analysis is that the dis-
tribution of stellar masses in the UFDs did not change
with time. Dynamical evolution could potentially af-
fect the IMF measurements and make our assumption
invalid. For example, in globular clusters it is observed
that two body relaxation, which causes mass segrega-
tion, alters the present day mass function. Lower-mass
stars have higher velocities and are found at larger radii,
thus escape the clusters more easily than higher-mass
ones. Leigh et al. (2012) claim that when dynamical
modeling is taken into account, no significant differences
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Figure 2. Gaussian Kernel Density estimates of the marginal probability distributions for the fitted parameter for all the
UFDs. The kernel width, w, is estimated using Scott’s rule (Scott 2015): w = σn−1./(d+4), with σ being the data variance, n
the number of points, d the number of dimensions (always 1 in this case). The orange lines correspond to the best-fit values,
i.e., the average of the marginals. The shaded areas indicate credibility intervals, estimated as the smallest intervals containing
a (0.6827, 0.9545, 0.9973) fraction of the probability. The vertical gray dashed lines correspond to the standard Milky Way Disk
values, slope = -2.3 (Salpeter 1955), for the single power law model, and (mc, σ) = (0.22, 0.57) for the Log-normal model (values
from the system mass function of Chabrier 2003). For this figure we use the posterior probability obtained using a flat prior on
the logarithm of the intensity.
are measured between the IMFs of Milky Way globular
clusters, and thus the stellar masses in globular clusters
are consistent with being drawn from the same univer-
sal IMF. The recent study by Webb et al. (2017) does
however argue that, at least for the NGC 5466 and NGC
6101 globular clusters, a non universal IMF may be re-
quired to explain the observations.
Two body relaxation times in globular clusters are
of the order of 1 Gyr, thus shorter than the age of the
clusters themselves, of order 10 Gyr, therefore these sys-
tems are completely collisional and strongly affected by
internal dynamics. On the other hand UFDs are sys-
tems with total masses, and thus typical internal veloc-
ities, similar to globular clusters, while stellar encoun-
ters, which are responsible for the relaxation, are much
more infrequent, given the smaller number of stars. This
is a consequence of the UFDs being Dark Matter dom-
inated. The relaxation time, which can be defined as
the time it takes for two-body encounters to change a
star’s velocity by an amount equal to itself, is thus much
longer for UFDs than for globular clusters.
Using equation (2-62) of Spitzer (1987), the relaxation
time can be written as:
trel[Gyr] ∼ 3.4
ln( bmaxbmin )
(
v
km s−1
)3(
m
M
)−2(
n
pc−3
)−1
.
(4)
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Figure 3. Simulations obtained using the best-fit values for each UFD, for the two IMF models: single power law (left) and
log-normal (right). The left columns for each IMF model show the simulated F814W luminosity function (red), compared to
the observed one (blue). The right columns within each IMF model case show the full ensemble of system mass values that
are drawn to obtain the luminosity function (the Initial mass function, IMF, red), as well as the masses that survive into the
CMD (the present-day mass function, PDMF, blue). The dotted lines indicate the ratios between the two, i.e., the completeness
as a function of system mass; the y-range of completeness values is not reported for clarity, but it goes from 0 (bottom of
the y-axis) to 1 (top of the y-axis). Completeness never reaches values of 1 as a function of system mass, because there are
always combinations of system mass and binary mass ratio that make it such that some systems are unobservable. The drop of
completeness above ∼ 0.8M corresponds to the turn-off mass. There are however systems that are observable even at system
masses higher than the turnoff mass. These are systems where the total mass is larger than the turnoff one, but the individual
components are on the main sequence and observable, thus the system is “complete”.
Twice the system size 2R, can be used as maximum
impact parameter, bmax. The minimum impact param-
eter can be fixed as the distance for which the poten-
tial energy in an encounter equals the kinetic energy,
bmin = 2Gm/v
2, i.e. the radius for which the weak
encounters approximation, used to derive equation(4),
fails. Typical numbers for the UFDs are N ∼ 104,
v ∼ 4km s−1, m ∼ 0.6M and R ∼ 100pc. The
Coulomb logarithm evaluates to ∼ 13. Substituting
n = 3N4piR3 we have:
trel[Gyr] ∼ 1.1
N
(
v
km s−1
)3(
m
M
)−2(
R
pc
)3
(5)
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With the above typical UFDs numbers we thus obtain
trel ∼ 2×104 Gyr, much longer than the age of the Uni-
verse. It follows that, as opposed to globular clusters,
dynamics is not expected to affect the measurement of
the IMF in UFDs.
6.2. Comparison With Previous Results
Geha et al. (2013) studied the IMF in Hercules and
Leo IV using the same data used in this paper. Our
new results confirm what was found previously. For the
single power law model, the slope values agree very well
within the reported 1σ uncertainties (we use the 68%
credibility interval as the equivalent measure) as can be
seen in Table 3. The table also shows how each paper’s
results for the IMF slope compare to the classical values
of -2.35 for M > 0.5 M.
For Hercules our results are nearly identical to those
of Geha et al. (2013). Comparing our credibility in-
terval to their “sigma”-levels in a quantitative way is
not straightforward. However, we note that our “steep”
limit for the 99% credibility interval is -2.0, while Geha
et al. (2013) report that they rule out Salpeter at the
5.8σ level. For both papers it is extremely unlikely that
the masses of the stars in Hercules and in the Milky
Way disk were drawn from the same distribution, inde-
pendent on the adopted parametrization (similar results,
although less significant are obtained for the Log-normal
model as well).
For LeoIV, the reported best fit slopes are again very
similar and well within the reported (1σ, or 68% CI)
uncertainties. However, our current analysis allows a
more precise estimate, with uncertainties almost halved,
and thus constitutes a significant improvement in terms
of strength with which a Galaxy-like IMF slope can be
ruled out for a single power law model. While Geha et al.
(2013) reported that a slope of -2.3 could be only ruled
out at 1.9σ level, we obtain a 99% credibility interval
steeper limit of -2.0 (the same as for Hercules).
Our analysis, even limited to just these two objects,
would already strengthen the conclusions of Geha et al.
(2013), that ultra-faint dwarf galaxies have a different
IMF than the Milky Way.
6.3. Ensemble properties
All the UFDs in our sample show a flatter slope or
alternatively a larger characteristic mass, when com-
pared to the typical values found for the Milky Way disk
and young cluster. The significance of the discrepancy
varies with UFD. To evaluate the overall significance for
the ensemble of UFDs, we consider the union of their
MCMC draws, and look at the resulting global distribu-
tions of slope and mc, shown in Fig. 4.
Table 3. Comparison of the results for Hercules and LeoIV
between this work (TW) and Geha et al. (2013) (G13).
Galaxy
Power Law Slope Comparison with
Salpeter (1955)
TW G13 TW G13
Hercules −1.11+0.50−0.46 −1.2+0.5−0.4 Outside 99% CI 5.8σ
Leo IV −1.01+0.61−0.44 −1.3+0.8−0.8 Outside 99% CI 1.9σ
The figure shows that for both slope and mc, the re-
sulting distribution over the ensemble is not much nar-
rower than the individual distributions. For the single
power law model, the value -2.3 is at the limit of the
95% credible interval, while the mc value of 0.22 falls
within the 68% one. IT is quite clear that the variations
between galaxies are comparable to the individual un-
certainties, thus combining the draws does not reduce
the global uncertainty by the expected square root of
six.
In reference to the same figure, it is very interest-
ing to note that most of the scatter in the sample is
caused by the differences between Boo I and Com Ber
with respect to CVn II, Hercules and Leo IV, with
UMa I somewhat in between the two groups. The com-
mon denominator between Boo I and Com Ber is that
they are the closest UFDs in our sample with appar-
ent distance moduli of (m − M)V = 19.11 mag and
18.08 mag respectively, followed by UMa I at 20.10 mag.
CVn II, Hercules and Leo IV have distance moduli of
(m−M)V = 21.04, 20.92, 20.10 mag instead.
These differences may suggest that some physical pro-
cess, whose strength depends on the distance of these
satellites from the Milky Way, may be responsible for the
observed differences in IMF. However interesting such an
interpretation may be, an alternative is that the differ-
ences reside in some systematics within the data. Boo I,
Com Ber and UMa I, being closer, subtend a larger an-
gle in the sky and required more HST/ACS pointings to
be observed (5, 12, and 9, respectively). CVn II, Her-
cules and Leo IV required only 1, 2, and 1 pointings.
The wider observations translate into a larger number
of fore- and background contaminants. Even though we
take great care in the selection process (Sect. 2), our cat-
alogs might be suffering from a different level of impurity
for the different galaxies. It is reasonable to expect that
most of the undetected contaminants lie toward the faint
end of our dataset. In this hypothesis, the effect of such
interlopers would be to increase the star counts at low
masses, and make the IMF of the closest UFDs steeper.
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Figure 4. Left: comparison between galaxies of the IMF slope distributions for the single power law model. Right: comparison
between galaxies of the IMF characteristic mass for the Log-normal model. Top: complete results. Bottom: results when only
MCMC draws with a binary fraction 0.15 < B.F. < 0.25 are considered; this excludes Com Ber from the comparison, whose
MCMC solution never reaches this low binary fraction range. In all panels the black dashed line represents the distribution
over the whole UFDs ensemble, obtained by combining the individual UFDs MCMC draws. The gray shaded areas represent
the credibility intervals, estimated as the smallest intervals containing a (0.6827, 0.9545, 0.9973) fraction of the probability.
6.4. IMF Slope and Galaxies Properties
We investigate possible dependencies of the derived
IMF slopes on several galactic properties: mean metal-
licity, mean age, mean individual stellar mass in the ob-
served range, velocity dispersion, total dynamical mass,
ellipticity, half-light radius and absolute magnitude. For
each of these quantities we report the Pearson corre-
lation coefficient, ρ, as well as the p-value. The lat-
ter roughly indicates the probability of an uncorrelated
system producing datasets that have a Pearson correla-
tion at least as large as the one computed from these
datasets. We used the python scipy.stats.pearsonr
module for such calculations. The p-value cannot be
considered completely reliable for our small sample of 6
galaxies, however we still choose to report it for com-
pleteness. The p-value is used to estimate the
extent to which the within-sample covariance
is consistent with no-correlation. It does not
however quantify the amount of correlation that
might be induced by the uncertainties on the in-
dividual points. Given that these are themselves
large, our correlation coefficients cannot be con-
sidered extremely robust, but a rather qualita-
tive assessment.
Mean Metallicity—The mean metallicities plotted in Fig-
ure 5 are derived from the MDFs described in Section
2.2 of Brown et al. (2014). The latter are based on spec-
tra obtained with Keck/DEIMOS, also described in the
aforementioned paper. The error bars on the [Fe/H] val-
ues represent the 16% and 84% quantiles of the MDFs,
not the errors on the mean metallicities themselves. The
anti-correlation between IMF slope and mean metallic-
ity is the strongest we observe, and also the one with the
lowest p-value, i.e., the lowest chance of being a false
positive. The observed correlation is suggestive that
metallicity regulates the star formation process (e.g., by
affecting accretion, massive stars feedback).
Mean Age—The mean ages for the stellar populations
within each UFD are derived from Table 2 of Brown
et al. (2014). These mean values are the weighted aver-
age of the ages of a 2-burst star-formation history model,
fitted to the same data used in the present paper. For
all UFDs but UMa I, one of the age components is truly
dominant thus the mean age reported here is close to
one of the peaks of the bimodal age distribution model.
For UMaI, the mean age is 12.7 Gyr, in between the 2
best-fit burst of 14.1 and 11.6 Gyr. No correlation is ob-
served between mean age and IMF slope for our sample
of UFDs.
Mean Stellar Mass—These mean mass values are ob-
tained by using the best-fit parameters for the single
power law model IMF and the logarithmic prior to sim-
ulate CMDs with a large number of stars. Then, only
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Figure 5. IMF slope trends with several galactic properties. ρ is the Pearson correlation coefficient, and the p-values represents
the probability of obtaining an equivalent or larger values of ρ from a sample with the same number of data but no correlation.
For the metallicity (top left) the range bars indicate the range of observed metallicities, not errors in the metallcities or the
mean metallicity.
the systems that are not binaries are considered; they
are used to determine the average observed mass, as well
as the extrema of the observable mass range. Obviously,
the mean mass value anti-correlates with the IMF slope
because, by construction, steeper IMF slopes correspond
to smaller average masses, provided that the mass inter-
vals considered are similar. Even though the correlation
with mean mass is not truly meaningful, we still plot
the slope versus mass, because it is worth noting that
the IMF slopes do not correlate with the probed mass
interval (shown as the horizontal error bar). For exam-
ple, the probed intervals for LeoIV and UMaI as well as
for BooI and CVnII are basically the same, but the best
fit slopes differ substantially. This sanity check ensures
that at least one type of systematic effect can be ruled
out, i.e. the effect of an artificially changing slope that
would be obtained by trying to fit a truly log-normal
distribution using power law models in different inter-
vals.
Velocity Dispersion—Velocity dispersion values are ob-
tained from the same spectra for which we obtained the
metallicity distribution functions. We use an approach
similar to that of Li et al. (2017). We assume an under-
lying single Gaussian distribution for the ensemble of
measured line-of-sight velocities and use Markov-Chain
Monte Carlo methods to derive the posterior distribu-
tion of both the mean velocity and velocity dispersion,
σv. We use the median value as the best-fit estimate,
and use the 16% and 84% quantiles for the errors. There
is some correlation of IMF slope and σv, but not as
strong as that with metallicity. Moreover, its p-value
is quite high. The σv values derived here are used to
derive the dynamical masses (see below). We warn the
reader that further analysis is ongoing and that a more
complete and thorough study of the individual veloci-
ties as well as of the galaxies’ velocity dispersions are
the objective of a future paper.
Dynamical mass—The dynamical mass values we use are
derived from our velocity dispersion values, using Eq.(3)
of Simon & Geha (2007):
Mtot = 167βrcσ
2
v ; (6)
with β = 8, with rc being the King core radius (see
Illingworth 1976, for a derivation of the equation). As
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suggested in Simon & Geha (2007), the King core ra-
dius can be related to the measurable Plummer radius
by rc = 0.64rPlummer. We use the tabulated list of Plum-
mer radii in Table 6 of Simon & Geha (2007). The cor-
relation strength of IMF and dynamical mass is similar
and has a similar p-value as that with σv. As men-
tioned above, further analysis is ongoing to improve on
the velocity dispersion estimates, and the simple rela-
tion of Eq. 6 may not be best suited for all the 6 galaxies
in our sample, making our estimates of the dynamical
mass quite uncertain. In the future, more carefully de-
rived estimates will give the ability to confirm or dispute
the presently observed (albeit weak) correlation of IMF
slope with mass.
Ellipticity, half-light radii and absolute magnitudes—These
values are taken from Martin et al. (2008). No correla-
tion between the IMF slope and any of these parameters
is observed.
6.5. Binary Fraction, Slope and mc
There appears to be a correlation between the best
fit IMF slope values and binary fraction (see Fig. 6).
A similar correlation is observed between mc and the
binary fraction for the Log-normal model. The fact that
both slope and mc show this correlation with the binary
fraction is a consequence of the fact that the slopes and
mc are themselves correlated. Steeper slopes correspond
to more bottom-heavy distributions, with lower mean
mass, thus lower mc.
This correlation with binary fraction is striking, and
we investigated whether part of it could be spuri-
ous in origin. The individual triangle plots of Ap-
pendix B show a weak correlation for the (slope,
Binary Fraction) or (mc, Binary Fraction) param-
eter pairs of the individual MCMC runs. Com-
puting the Pearson correlation coefficient for the
MCMC draws of the individual galaxies, we find ρ =
(−0.09,−0.25, 0.05,−0.20,−0.12,−0.23) for the (slope,
Binary Fraction) pairs and ρ = (−0.10, 0.01, 0.10, 0.02,
−0.03,−0.11) for the (mc, Binary Fraction) pairs, where
the numbers correspond in order to (Boo I, CVn II, Com
Ber, Hercules, Leo IV, UMa I). We note that the cor-
relation between value pairs across the UFDs sample
(Fig. 6) is much stronger than each of the individual
correlations in the MCMC solution.
Given their weakness, these intrinsic correlations in
the individual posterior distributions may only be partly
responsible for the behavior observed in Fig. 6. To cor-
roborate this, we show in the bottom panel of Fig. 4
the Slope and mc marginal distributions when consid-
ering only MCMC draws around a fixed binary fraction
value: 0.15 < Binary Fraction < 0.25. This range is ap-
propriate for comparison with the system mass function
of Chabrier (2003), which assumes a binary fraction of
0.20 for the Milky Way. Figure 4 shows that even when
limited to this binary fraction range, our results for indi-
vidual galaxies do not change significantly, and neither
do the results over the UFDs sample. The fact that the
results do not change when fixing the binary fraction fur-
ther demonstrates that the observed correlation of Slope
and mc with binary fraction over the UFDs cannot be
solely explained by the intrinsic, small correlation of the
two paramter pairs within the individual UFDs MCMC
draws.
Still, it is hard to understand why some of the UFDs
would “prefer” a shallower slope and smaller binary frac-
tion while others prefer the opposite. We do not try to
over-interpret the results for the binary fractions them-
selves. The binary fraction is clearly poorly constrained
due to the small number statistics and all uncertain-
ties related to e.g., the assumed mass ratio distribution.
Leaving the binary fraction free to vary allows us to
marginalize the pdf for the slope (or equivalently mc)
over this unknown parameter. Thus, rather than fix-
ing the binary fraction to, e.g., the typical Milky Way
value, we include it in our calculation to account for the
uncertainty induced by its unknown value.
7. SUMMARY AND CONCLUSIONS
We have derived the parameters for a single power
law and a log-normal model of the initial mass function
of 6 ultra-faint dwarf satellites of the Milky Way. Our
results show that, in the probed mass range of 0.5–0.8
M, the stellar populations of these objects have a mass
distribution that differs from that of the Milky Way disk
and young clusters stars, i.e. population I stars with so-
lar metallicity. When using a single power law model
description for the IMF, the UFDs show a flatter slope
than the -2.3 for the Galactic disk and open clusters
(Salpeter 1955; Kroupa 2001; Da Rio et al. 2012; An-
dersen et al. 2017). When parametrizing the IMF as a
Log-normal, the UFDs show a larger characteristic mass
than the galactic value of 0.22-0.25 M (Chabrier 2003;
Bochanski et al. 2010). In either case the data show us
that, in the 0.5-0.8 M interval, there are more low-mass
stars in the Milky Way relatively to the UFDs. The sig-
nificance of the discrepancy with the Milky Way IMF
is stronger for the single power law model. The two-
parameters Log-normal functional form is more flexible,
thus constraints on the individual parameters, charac-
teristic mass and width, are necessarily less stringent,
and we cannot rule out the galactic values at more than
1σ for all of the UFDs. Given the limited mass range
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Figure 6. Left: correlation between IMF slope and Binary Fraction. Right: correlation between mc, the characteristic mass
for a Log-normal model, and binary fraction. ρ is the Pearson correlation coefficient, and the p-values represents the probability
of obtaining an equivalent or larger values of ρ from a sample with the same number of data but no correlation .
probed we do not attempt a quantitative model com-
parison between these two adopted parametrizations.
We investigate the possible environmental effects that
may be driving this behavior and find that the average
galactic metallicity moderately correlates with the IMF
slope, while a lower, less significant correlation is ob-
served between IMF slope and the velocity dispersion
and the total galaxy mass.
Even though all UFDs have more bottom light IMFs
than the Milky Way disk, we observe variations within
the UFDs sample. The farthest UFDs, CVn II, Her-
cules and Leo IV have more bottom light IMFs than the
Milky Way with respect to the UFDs closest to it, Boo I,
Com Ber, UMa I. This could hint to some physical pro-
cess that depends on the distance from the Milky Way
as the responsible for the observed differences. However
we caution that a higher fraction of undetected, residual
fore- and background contamination may be affecting
the closest UFDs, which have greater extent on the sky,
and required more HST/ACS tiles to be observed. If
that is the case, the less contaminated catalogs for the
furthest UFDs would be showing a more authentic pic-
ture of these small satellites, with a much increased sig-
nificance in IMF variations with respect to the Galaxy.
Further work is needed to try and increase the sample
of studied systems, e.g., by using the James Webb Space
Telescope and the Wide-Field Infrared Space Telescope,
thus improving the reliability of the results suggested by
our small sample.
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APPENDIX
A. VALIDATING THE FITTING TECHNIQUE
In order to validate our method, we utilize simulated catalogs on which we run the algorithm described in Section 4.
For the simulations, we adopt the star formation history and metallicity distribution function of Hercules. We simulated
populations with both an underlying single power law IMF and a Log-normal one. All of the simulations have an
intensity such that the number of observed stars is about 2000, similar to the numbers for our galaxies. All simulations
assume a binary fraction of 30%. For the single power law case, the adopted slope is -1.5, while for the Log-normal
case we adopted the Chabrier (2003) values for the system IMF, (mc, σ) = (0.22, 0.57).
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Figure 7 shows the results for some of these simulations. The left and right panels show results for simulated data of
depths comparable to the observations of Hercules. The central panel shows results from an MCMC run on a simulated
catalog where observations have been artificially made 3 magnitudes deeper, reaching about 0.15 M. The results in
this case are obviously more precise than those for shallower observations.
We note that the estimates for the IMF parameters are always unbiased and the true values are easily recovered
within the 68% credible intervals for all cases and all variables. We are confident that, provided that the IMF model
specification (single power law or log-normal) is the correct description of the underlying IMF for the ultra-faint dwarf
populations, our method gives robust estimates for the model parameters.
In the Single Power Law (shallow) case the estimate of the best-fit value of the Intensity falls outside the 68% credible
interval. This is related to the fact that the marginal distributions are very skewed, with a long tail at high intensities.
The mean, which we use to estimate the best-fit value, falls far from the mode. The credibility intervals instead
typically straddle the mode, because for these pdfs, which are generally unimodal, the smallest interval containing a
certain fraction of the probability (our definition of credible interval) does contain the mode region. We note that for
the distributions obtained using the actual observations, this problem does not present itself, even though sometimes
the mean is close to one edge of the 68% credible interval. This apparent problem arises from the fact that describing
a complex multi-dimensional pdf in terms of a single central tendency value per dimension and some estimate of its
uncertainty is a less than ideal process, because it can hardly capture the full available information. We have chosen
to use the mean as central tendency indicator, with the understanding that the uncertainty in our estimates can only
be captured by using the full pdfs, which we always display.
We also note that the typical uncertainty from these tests is similar to the uncertainties on the fitted parameters for
our real galaxies, thus our estimated uncertainties are reasonable.
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Figure 7. Results of a subset of the tests performed to validate the method. The curves represent kernel density estimates of the
marginal distribution of the MCMC draws. The kernel width, w, is estimated using Scott’s rule (Scott 2015): w = σn−1./(d+4),
with σ being the data variance, n the number of points, d the number of dimensions (always 1 in this case). The true values
are indicated by the dashed magenta vertical lines, the best-fit values by the solid orange ones. The shaded areas indicate
credibility intervals, estimated as the smallest intervals containing a (0.6827, 0.9545, 0.9973) fraction of the probability. Left:
single power law IMF case, for simulations of depths similar to our data. Center: single power law case, but for observations
that are 3 magnitudes deeper; note the shrinking of the uncertainty intervals with respect to the left panel. Right: log-normal
IMF case, again for simulations of depths similar to our data. Note that the mc value, for the logarithmic prior on the Intensity
is recovered so precisely that the magenta and orange lines overlap. Also note that even though the peak value of 0.22 M is
outside the observed range (our simulations, like the observation reach about 0.5 M), it can be easily recovered within the
uncertainties.
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B. DETAILED MCMC RESULTS PLOTS
Single Power Law model
Log-normal model
Figure 8. Samples from the posterior probability distribution function for the IMF model parameters, as given by our MCMC
fitting technique. The case of the Boo I galaxy.
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Single Power Law model
Log-normal model
Figure 9. Samples from the posterior probability distribution function for the IMF model parameters, as given by our MCMC
fitting technique. The case of the CVn II galaxy.
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Single Power Law model
Log-normal model
Figure 10. Samples from the posterior probability distribution function for the IMF model parameters, as given by our MCMC
fitting technique. The case of the Com Ber galaxy.
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Single Power Law model
Log-normal model
Figure 11. Samples from the posterior probability distribution function for the IMF model parameters, as given by our MCMC
fitting technique. The case of the Hercules galaxy.
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Single Power Law model
Log-normal model
Figure 12. Samples from the posterior probability distribution function for the IMF model parameters, as given by our MCMC
fitting technique. The case of the Leo IV galaxy.
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Single Power Law model
Log-normal model
Figure 13. Samples from the posterior probability distribution function for the IMF model parameters, as given by our MCMC
fitting technique. The case of the UMa I galaxy.
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C. FULL TABLES OF RESULTS, INCLUDING CREDIBLE INTERVALS
Table 4. Results for the single power law IMF model. Uniform and logarithmic column labels stand for parameter
estimations with a uniform prior in Intensity or a prior that is uniform in log(Intensity), respectively. The credible
intervals are defined as containing (0.6827, 0.9545, 0.9973) of the total number of draws from the posterior (weighted
by Intensity−1 in the case of the logarithmic prior).
Galaxy Interval Intensity Slope Binary Fraction
uniform logarithmic uniform logarithmic uniform logarithmic
Avg. 8.39e+3 8.28e+3 -1.84 -1.87 0.28 0.28
68% 7.15e+3 8.81e+3 7.12e+3 8.68e+3 -2.19 -1.50 -2.20 -1.53 0.14 0.40 0.14 0.40
Boo I 95% 6.77e+3 1.05e+4 6.81e+3 1.03e+4 -2.44 -1.20 -2.44 -1.21 0.02 0.52 0.02 0.52
99% 6.52e+3 1.32e+4 6.30e+3 1.22e+4 -2.59 -0.83 -2.71 -0.97 0.01 0.65 0.01 0.65
Avg. 1.58e+4 1.36e+4 -1.00 -1.17 0.05 0.06
68% 7.63e+3 1.82e+4 6.93e+3 1.49e+4 -1.31 -0.43 -1.41 -0.45 0.00 0.07 0.00 0.08
CVn II 95% 6.93e+3 2.89e+4 6.93e+3 2.53e+4 -2.02 -0.32 -2.02 -0.36 0.00 0.14 0.00 0.15
99% 6.93e+3 3.46e+4 6.93e+3 3.46e+4 -2.22 -0.16 -2.22 -0.16 0.00 0.18 0.00 0.18
Avg. 3.71e+3 3.67e+3 -1.66 -1.68 0.61 0.61
68% 3.24e+3 4.01e+3 3.19e+3 3.94e+3 -1.89 -1.40 -1.94 -1.45 0.47 0.75 0.47 0.75
Com Ber 95% 2.93e+3 4.52e+3 2.92e+3 4.45e+3 -2.14 -1.18 -2.15 -1.19 0.36 0.88 0.37 0.88
99% 2.88e+3 5.25e+3 2.88e+3 5.25e+3 -2.37 -1.06 -2.37 -1.06 0.28 0.98 0.28 0.99
Avg. 2.75e+4 2.32e+4 -0.93 -1.11 0.12 0.13
68% 1.37e+4 3.05e+4 1.37e+4 2.50e+4 -1.36 -0.33 -1.57 -0.61 0.00 0.15 0.00 0.16
Hercules 95% 1.26e+4 5.43e+4 1.26e+4 4.44e+4 -1.80 -0.02 -2.00 -0.32 0.00 0.27 0.00 0.29
99% 1.31e+4 7.56e+4 1.26e+4 7.56e+4 -2.00 -0.02 -2.00 -0.02 0.00 0.34 0.00 0.34
Avg. 1.20e+4 1.01e+4 -0.82 -1.01 0.13 0.14
68% 5.28e+3 1.38e+4 5.22e+3 1.12e+4 -1.15 -0.17 -1.45 -0.40 0.00 0.16 0.00 0.18
Leo IV 95% 5.28e+3 2.29e+4 5.18e+3 1.98e+4 -1.83 -0.13 -1.82 -0.20 0.00 0.31 0.01 0.34
99% 5.18e+3 2.95e+4 5.18e+3 2.85e+4 -1.86 -0.00 -2.00 -0.01 0.00 0.38 0.00 0.38
Avg. 1.05e+4 9.56e+3 -1.46 -1.58 0.30 0.31
68% 7.17e+3 1.07e+4 7.16e+3 9.72e+3 -2.15 -0.82 -2.21 -1.00 0.09 0.43 0.11 0.44
UMa I 95% 6.75e+3 1.86e+4 6.79e+3 1.50e+4 -2.71 -0.22 -2.75 -0.44 0.00 0.61 0.00 0.62
99% 6.82e+3 3.17e+4 6.63e+3 2.99e+4 -3.02 -0.01 -3.03 -0.06 0.00 0.74 0.00 0.74
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Table 5. Results for the log-normal IMF model. Uniform and logarithmic column labels stand for parameter estimations with a
uniform prior in Intensity or a prior that is uniform in log(Intensity), respectively. The credible intervals are defined as containing
(0.6827, 0.9545, 0.9973) of the total number of draws from the posterior (weighted by Intensity−1 in the case of the logarithmic prior).
Galaxy Interval Intensity mc σ Binary Fraction
uniform logarithmic uniform logarithmic uniform logarithmic uniform logarithmic
Avg. 7.75e+3 7.46e+3 0.33 0.34 0.59 0.56 0.27 0.28
68% 6.40e+3 9.39e+3 5.78e+3 8.71e+3 0.13 0.51 0.12 0.52 0.29 0.80 0.29 0.80 0.13 0.38 0.13 0.38
Boo I 95% 4.89e+3 1.07e+4 4.69e+3 1.05e+4 0.05 0.66 0.04 0.65 0.21 0.99 0.17 0.97 0.03 0.50 0.04 0.52
99% 4.13e+3 1.14e+4 4.13e+3 1.14e+4 0.01 0.77 0.01 0.76 0.10 0.99 0.10 0.99 0.01 0.65 0.01 0.65
Avg. 9.91e+3 9.51e+3 0.56 0.54 0.70 0.67 0.06 0.07
68% 8.32e+3 1.21e+4 7.34e+3 1.14e+4 0.42 0.98 0.25 0.82 0.58 0.96 0.58 1.00 0.00 0.08 0.00 0.08
CVn II 95% 6.04e+3 1.33e+4 5.55e+3 1.29e+4 0.11 0.99 0.10 0.99 0.32 1.00 0.28 0.99 0.00 0.19 0.00 0.19
99% 5.04e+3 1.42e+4 5.02e+3 1.40e+4 0.03 1.00 0.02 1.00 0.22 1.00 0.20 1.00 0.00 0.24 0.00 0.24
Avg. 3.52e+3 3.45e+3 0.30 0.30 0.67 0.65 0.60 0.60
68% 2.99e+3 3.93e+3 2.92e+3 3.84e+3 0.04 0.41 0.03 0.39 0.55 0.98 0.49 0.94 0.44 0.71 0.45 0.72
Com Ber 95% 2.63e+3 4.52e+3 2.56e+3 4.38e+3 0.01 0.66 0.02 0.65 0.31 1.00 0.29 1.00 0.35 0.88 0.35 0.88
99% 2.51e+3 4.95e+3 2.43e+3 4.95e+3 0.01 0.95 0.01 0.95 0.18 1.00 0.18 1.00 0.30 0.97 0.30 0.97
Avg. 1.64e+4 1.60e+4 0.60 0.59 0.69 0.67 0.11 0.11
68% 1.43e+4 1.91e+4 1.41e+4 1.91e+4 0.46 0.94 0.46 0.95 0.58 1.00 0.49 0.94 0.00 0.13 0.01 0.14
Hercules 95% 1.16e+4 2.12e+4 1.04e+4 2.03e+4 0.16 0.99 0.15 0.98 0.36 1.00 0.34 1.00 0.00 0.25 0.00 0.25
99% 9.90e+3 2.23e+4 9.78e+3 2.23e+4 0.05 1.00 0.05 1.00 0.24 1.00 0.22 1.00 0.00 0.36 0.00 0.36
Avg. 6.40e+3 6.14e+3 0.62 0.61 0.67 0.64 0.14 0.14
68% 5.72e+3 7.84e+3 5.18e+3 7.59e+3 0.48 0.99 0.47 0.98 0.59 1.00 0.51 0.98 0.02 0.18 0.02 0.19
Leo IV 95% 4.38e+3 8.36e+3 3.77e+3 8.39e+3 0.17 1.00 0.15 0.99 0.27 1.00 0.22 1.00 0.00 0.34 0.00 0.35
99% 1.92e+3 8.51e+3 1.92e+3 8.48e+3 0.05 1.00 0.05 1.00 0.09 1.00 0.09 1.00 0.00 0.39 0.00 0.39
Avg. 8.19e+3 7.92e+3 0.53 0.51 0.64 0.61 0.30 0.31
68% 6.88e+3 9.77e+3 6.19e+3 9.14e+3 0.20 0.77 0.19 0.74 0.49 0.94 0.40 0.88 0.08 0.40 0.12 0.45
UMa I 95% 5.68e+3 1.11e+4 5.12e+3 1.10e+4 0.12 0.99 0.10 0.98 0.27 1.00 0.23 1.00 0.02 0.59 0.01 0.59
99% 4.14e+3 1.15e+4 4.02e+3 1.15e+4 0.03 1.00 0.02 1.00 0.13 1.00 0.12 1.00 0.00 0.67 0.00 0.67
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