We give a transformation such that, for a k-dimensional finite normal mixture, the number of components and the mixing ratios are preserved on each marginal density through the transformation. Furthermore, under the only assumption of a kdimensional finite normal mixture, we construct a one-dimensional random variable with a finite normal mixture of the true number of components and the true mixing ratios.
Introduction
Let
be a k-dimensional normal probability density function (pdf) with mean vector µ µ µ µ µ µ µ µ and variance-covariance matrix
will be called a finite mixture of n(x x x x x x x x | µ µ µ µ µ µ µ
. . , m), where 0 < α i < 1 and m i=1 α i = 1. The usefulness of the mixture model is explained in McLachlan and Basford (1988) and Titterington et al. (1985) . Even if X X X X X X X X has a finite mixture (1.1), the marginal pdf of the j-th coordinate X j of X X X X X X X X is not necessarily a finite mixture of m pdf's. A simple example is given as follows:
which is a finite mixture of three pdf's, where µ µ µ µ µ µ µ µ 1 = (0, 0) , µ µ µ µ µ µ µ µ 2 = (0, 1) , µ µ µ µ µ µ µ µ 3 = (1, 1) and I is the 2 × 2 identity matrix. Then the pdf of X 1 is given as follows:
which is a finite mixture of two one-dimensional normal pdf's. This can be similarly said for
From a property of normal pdf (Anderson (1984) ), it can be seen that a necessary and sufficient condition for X X X X X X X X to have a finite mixture ( 
Taking into account of the above example, it is valuable to find an
Y is a finite mixture of m onedimensional normal pdf's. The purpose of this paper is to find the orthogonal
For the purpose, we give a statement which can be obtained easily from the theory of linear algebra (Gantmacher (1977) 
X has the pdf (1.1) with known mean vectors, the number of components and the mixing ratios are preserved on each marginal density through the transformation. In Section 3, when X X X X X X X X has the pdf (1.1) with unknown mean vectors, we construct a one-dimensional random variable Y (γ) j with a finite normal mixture of the true number of components and the true mixing ratios, and then give an example to construct such random variable.
Construction of
give a transformation which satisfies our demand under the assumption that the mean vectors of component pdf's of (1.1) are known. For this purpose, we give the following lemma. 
. . , m).
Proof. Without loss of generality, we assume that ρ ρ ρ ρ ρ ρ ρ ρ = 0, the zero vector. Referring to the orthogonal coordinate system (x 1 , x 2 , . . . , x k ), the (k − 1)-dimensional hyperplane π st going through the origin and perpendicular to the straight line going through the points (µ 1s , µ 2s , . . . , µ ks ) and (µ 1t , µ 2t , . . . , µ kt ) is determined uniquely by µ µ µ µ µ µ µ µ s and µ µ µ µ µ µ µ µ t (s < t and s, t = 1, 2, . . . , m). Consider a new orthogonal coordinate system (z 1 , z 2 , . . . , z k ) which has the origin in common with the coordinate system (x 1 , x 2 , . . . , x k ) and neither coordinate axis of which lies on any π st for s < t and s, t = 1, 2, . . . , m. Then the j-th coordinates ν j1 , ν j2 , . . . , ν jm (j = 1, 2, . . . , k), referred to the coordinate system (z 1 , z 2 
is the orthogonal matrix which transforms the coordinate system (z 1 , z 2 , . . . , z k ) to the coordinate system (x 1 , x 2 , . . . , x k ). Then we can see that ν j1 , ν j2 , . . . , ν jm (j = 1, 2, . . . , k) are equal to the j-th
respectively. This completes the proof.
Theorem 2.1. Suppose that X X X X X X X X has the finite mixture (1.1) with different
where ν ji is the j-th coordinate of ν ν ν ν ν ν ν 
