In longitudinal studies, multiple measurements are taken on the same subject at different points in time. Thus, observations for the same subject are correlated. This paper proposes a robust procedure for estimating parameters of regression model when generalized estimating equation (GEE) applied to longitudinal data that contains outliers. The procedure is a combination of the iteratively reweighted least square (IRLS) and least trimmed square (LTS) methods and is called iteratively reweighted least trimmed square (IRLTS). We conducted a simulation study for gamma model and Poisson model using the proposed method, the result shows that our approach can provide a better result than the classical GEE.
Introduction
In statistics, generalized estimating equation (GEE) [5] is used to estimate the parameters of a generalized linear model (GLM) [6] with a possible unknown correlation between outcomes. It is a general statistical approach to fit a marginal model for longitudinal data analysis, and it has been popularly applied into clinical trials and biomedical studies. GEEs belong to a class of regression techniques that are referred to as semiparametric because they rely on specification of only the first two moments. Under correct model specification and mild regularity conditions, parameter estimates from GEEs are consistent. The generalized estimating equation approach requires correct specification of the first two moments of a model. However, these moment assumptions can be distorted by contaminated or irregular measurements namely outliers. As a result, the generalized estimating equation method fails to give consistent estimators, and more seriously this will lead to incorrect conclusions [1, 8] . In this situation, we need a robust method that can minimize the effect of outliers.
In recent years a few studies have considered robust methods for longitudinal data analysis, see e.g. [1, 2, 4, 8, 11] . In this paper, we combine the IRLS and LTS for obtaining a robust estimation of GEE when data contain outliers. We have shown the effectiveness of this procedure for normal model [7] . In this paper we apply the proposed procedure to gamma and Poisson models.
Generalized Estimating Equation
Let the vector of measurements on the ith subject be [ ] Solving for β is done with iteratively reweighted least squares (IRLS).
The following is an algorithm for fitting the specified model using GEEs as described in [3] 
where * W is a block diagonal weight matrix whose ith block is the i i n n × matrix ( )
4. Iterate until convergence.
Iterated Reweighted Least Trimmed Square
Let us briefly recall that the robust estimation of regression parameters Netti Herawati and Khoirin Nisa 648 using LTS [9] method is given by: 
with n being sample size and number of parameters, respectively. One can refer to e.g. [9, 10] for some details on LTS method.
The IRLTS procedure is stated in the following short algorithm. To motivate this method, it is convenient to write the algorithm with involving the residuals. 
Simulation Study
We compare the performances of IRLTS and IRLS through simulation study. Two types of outcomes are considered, continuous and count responses. The models for data generation are as follows: 
We considered contamination proportion in data % 20 %, 10 %, 5 = ε and 30%. We evaluated the results using the mean square error (MSE) of the parameter estimates.
We provide the expected values and MSEs of parameter estimates resulted from our simulation on Table 1-Table 4 . Table 1 and Table 2 show the expected values and MSEs of parameter estimates for the first model, while Table 3 and Table 4 for the second model. As shown in Table 1 and Table 2 , our approach (IRLTS) performs better than the classical GEE. The MSEs of IRLTS are smaller than the MSEs of classical GEE, the outliers influence the estimation of 1 0, β β and .
2
β The parameter estimates of classical GEE are much more influenced than the parameter estimates of IRLTS. The more outliers contained in the data the larger the deviation of classical GEE estimates from the parameter value. In Table 3 and Table 4 , the behavior of MSEs of both methods is the same as the first case, here we can see that IRLTS performs better than the classical GEE because the MSEs of IRLTS are smaller than the MSEs of classical GEE. The result for Poisson model shows similar behavior to the result for gamma model. For the result of Poisson model in Table 3 and Table 4 , IRLTS also performs better than the classical GEE. The MSEs of IRLTS are smaller than the MSEs of classical GEE, the outliers influence the estimation of , 0 β 1 β and . 2 β The parameter estimates of classical GEE are much more influenced than the parameter estimates of IRLTS. The more outliers contained in the data the larger the deviation of classical GEE estimates from the parameter value. In Table 3 and Table 4 , the behavior of MSEs of both methods is the same as the first case, here we can see that IRLTS performs better than the classical GEE.
The estimation of IRLTS yields better results than classical GEE for both cases we considered here. The MSEs of IRLTS is smaller than classical GEE, this means that IRLTS can reduce the influence of the high leverage points better than the classical GEE. 
