Heterogeneous treatment effects are the center of gravity in many modern causal inference applications. In this paper, we investigate the estimation and inference of heterogeneous treatment effects with precision in a general nonparametric setting. To this end, we enhance the classical k-nearest neighbor method with a simple algorithm, extend it to a distributional setting, and suggest the two-scale distributional nearest neighbors (DNN) estimator with reduced finite-sample bias. Our recipe is first to subsample the data and average the 1-nearest neighbor estimators from each subsample.
Introduction
In nearly all economic applications, economists aspire to infer causal relationships. Have international trades really polarized domestic income inequality? Will metro access deteriorate neighborhood housing values? And are food stamps actually alleviating poverty for the poor?
The introduction of the potential outcomes framework, or the Rubin causal model (Rubin, 1974; Imbens and Rubin, 2015) has revolutionized the way how these economic questions are answered. Beyond regressions, the potential outcomes framework perceives outcomes as in parallel universes, one with the event happened and another without. The usual interest is thus the mean difference between the two conceptual outcomes, which becomes the classic idea of average treatment effects (ATE). Traditionally for the computation of average treatment effects, the unit of analysis is usually the average treatment effects conditional on an individual's fixed feature vector. This unit has been under the name of conditional average treatment effects (CATE) (MaCurdy et al., 2011) or heterogeneous treatment effects (HTE) (Heckman et al., 1997; Crump et al., 2007) . Heterogeneous treatment effects are treatment effects at the individual level as opposed to the average treatment effects at the population level. With the insights from the potential outcomes framework, some classical tools, such as instrumental variables estimation, are given new interpretations and many popular tools, such as difference-in-difference, matching, inverse probability weighting, discontinuity design, synthetic control, and program evaluation methods in panels, have been developed (Heckman and Vytlacil, 2007; Imbens and Wooldridge, 2009) . Together with structure models, they become the weapons that researchers and practitioners employ to hunt for causality in economic observational studies.
Observational studies usually do not have the luxury of random treatment assignments as laboratory or social experiments. To address this fundamental difficulty, the potential outcomes framework assumes the unconfoundedness condition (Rubin, 1974) . In plain words, unconfoundedness basically implies that by conditioning on a set of observed features, treatment assignments can be perceived as random. While this condition greatly simplifies theoretical cumbersomeness, practitioners usually find it hard to reach consensus on what control variables they should condition on. This is a dilemma that has existed since the introduction of the potential outcomes framework. One approach is confounder selection and various criterions have been proposed Shpitser, 2011, 2013; Häggström, 2018) .
However, the increasing availability of high-dimensional data (Fan and Lv, 2008; Fan and Fan, 2009; Fan et al., 2010 Fan et al., , 2011 ) may offer us a new perspective. It is more plausible for the unconfoundedness condition to hold if the conditioning set is allowed to include all the relevant information at hand, that is, to be high-dimensional. In the language of directed acyclic graphs (DAG) (Pearl, 2009) , it means that all the backdoors confounding causality are blocked. A short review about some recent developments about causal inference with high-dimensional data is given in Section 2.
However, these developments have focused exclusively on the average treatment effects.
The unit of analysis, individual level heterogeneous treatment effects, has received much less attention. In this paper, we argue that in the big data era the concept of heterogeneous treatment effects has advantages over the concept of average treatment effects in three aspects.
First, there is an identification concern. The identification of average treatment effects comes from the unconfoundedness condition and the overlap condition, or known as the common support condition. The overlap condition implies that given any covariate value, this observation has the chance to be in the treatment group. D 'Amour et al. (2017) has shown that while it can be more plausible for unconfoundedness to hold with high-dimensional covariates, it can be the opposite for the common support. Second, heterogeneous treatment effects can help further explore the mechanism behind treatment effects. Traditional average treatment effect estimations usually act like a black box and further analysis about the mechanism behind the treatment effects is often restrained (Imai et al., 2011; Ding et al., 2018) . However, heterogeneous treatment effects can be conveniently incorporated into the mediation analysis framework (Imai et al., 2010; Tchetgen and Shpitser, 2012) . The mediation analysis aims to explore the mechanism behind treatment effects and has been popular in political science, epidemiology, and biomedical studies. Third, heterogeneous treatment effects are actually the center of gravity in many modern causal inference applications, such as program evaluations, personalized medicine, and customized marketing (Imai and Ratkovic, 2013; Grimmer et al., 2017; Powers et al., 2018) . To conclude, heterogeneous treatment effects can provide much richer information than average treatment effects and this information can be invaluable in a wide range of modern big data applications including economics, business, and healthcare. However, related research about their estimation is still limited.
To our knowledge, Wager and Athey (2018) are the first to address the need of a useful estimator for heterogeneous treatment effects in the high-dimensional setting. In their seminal paper, they establish the asymptotic theory for the random forests algorithm and creatively introduce this machine learning method into the estimation of heterogeneous treatment ef-fects. In Monte Carlo simulations, their method outperforms the classical nonparametric k-NN estimator in biases and mean squared errors. The intuition for their groundbreaking result is that the random forests algorithm can be perceived as a variant of nearest neighbor methods, but the algorithm is able to fully exploit data information and consequently assigns adaptive weights to nearest neighbors. With the extra information from data, their method can achieve improved precision with high-dimensional covariates in finite samples.
However, further improvement is still possible. While the random forests algorithm is extremely powerful, it still lies within the nearest neighbor framework and the nature of its finite sample bias does not improve fundamentally. It is true that algorithms on data can help find weights to nearby points and balance the trade-off between the bias and variance for the estimated sample. Nevertheless, the limits born with the theory are not relaxed.
Another difficulty of the random forests approach is its estimation of variances. Since the derivation of the variance of random forests estimators is complicated, the practical efforts to estimate their variances are not trivial. This difficulty can potentially sacrifice its working precision and add extra complications in real applications.
In this paper, we revisit and enhance the classical k-NN estimator with a simple yet powerful algorithm, extend it to the distributional setting, and propose an estimator for heterogeneous treatment effects with relaxed theoretical constraints as well as alleviated operational difficulty. Our recipe is to subsample the data and average the 1-nearest neighbor estimators from each subsample. This turns out to be equivalent to assigning a monotone weight to the nearest neighbors in a distributional fashion. We name the new estimator distributional nearest neighbors (DNN) and prove it to be asymptotically unbiased and normal if the subsampling scale diverges with sample size n. A nice feature about DNN estimators is that we can further reduce finite sample bias by combining DNN estimators with different subsampling scales. This bias reduction turns out to improve the estimation performance of heterogeneous treatment effects to a new level. In our Monte Carlo simulations, two-scale DNN estimators outperform the random forests approach.
Compared to the random forests approach, our two-scale DNN estimators are also implementation friendly. First, the bootstrap method (Efron, 1982) can be directly used to estimate the variance of two-scale DNN estimators. This feature of DNN significantly increases its working performance compared to plug-in estimations of variances. Second, the algorithm for two-scale DNN is simple and scalable for big data. Without sample splitting and random partitioning, the process of assigning two-scale DNN weights only consists of steps of calculating and sorting distances.
The rest of this paper is organized as follows. Related literature is reviewed in Section 2. Section 3 introduces the DNN procedure and investigates its asymptotic properties. We formally suggest our two-scale DNN framework and establish the asymptotic properties of the new method in Section 4. Section 5 presents several Monte Carlo simulation examples to demonstrate the advantages of DNN. We provide an application of the two-scale DNN to a real-life data set to study the heterogeneity of treatment effects of smoking on children's birth weights across mothers' ages in Section 6. Section 7 discusses some implications and extensions of our work. The proofs of the main results are relegated to the Appendix.
Related literature
For the estimation of average treatment effects in high-dimensional settings, Belloni et al. (2014a,b) first used Lasso as a dimensionality reduction tool to select pre-treatment variables that are important to the outcomes or treatment assignments and then conducted conventional instrumental variable estimation after selection. proposed an approximate residual balancing estimator to combine balancing and regression adjustment.
They added a penalty term to the covariate balancing process and then removed the remaining bias. The above methods are based on linear parametric settings, while Chernozhukov et al. (2016 Chernozhukov et al. ( , 2017 provided a powerful general semi-parametric framework where variable selection and parameter estimation can be separated to some degree. Their method is named debiased/double machine learning. Imai and Ratkovic (2014) found that before inverse probability weighting, covariate balancing propensity score can help with the estimation. Later, Fan et al. (2016) proved this finding in theory and proposed an efficient and doubly robust estimator by generalizing the covariate balancing propensity score method. For reviews, see, for example, Belloni et al. (2014a); Chernozhukov et al. (2015) ; Belloni et al. (2017); ; ; Mullainathan and Spiess (2017) .
Traditionally, the estimation of heterogeneous treatment effects relies on a fully parametric setting. In this case, the heterogeneous treatment effect is just a projection with fitted parameters. The validity of this approach depends heavily on the specification and extrapolation. A more flexible but crude method is subgroup analysis. In subgroup analysis, one would first divide the sample into subsamples according to the values of some variables.
Then comparisons are made between average treatment effects estimated from these subsamples. This approach relies on arbitrary splitting rules and risks missing key distributional information.
Another approach to estimating heterogeneous treatment effects is to perceive it as a nonparametric regression problem. As a result, classical nonparametric methods such as kernel methods and k-nearest neighbor methods are the first ones that have been considered in the analysis of heterogeneity (MaCurdy et al., 2011; Abrevaya et al., 2015) . Compared to parametric methods and subgroup analysis, nonparametric methods are immune to model misspecification and can well reflect distributional changes. However, classical nonparametric methods suffer from the curse of dimensionality. The classical k-nearest neighbor methods, as Wager and Athey (2018) put it, often work fine with a small number of covariates, but lose precision quickly as the number of covariates increases. To improve performance with many covariates, modern machine learning algorithms have been proposed and adapted to enhance the performance of classical nonparametric methods. In estimating heterogeneous treatment effects, boosting, multivariate adaptive regression splines, and Bayesian additive regression trees (Green and Kern, 2012; Grimmer et al., 2017; Powers et al., 2018) have been proposed recently. The issue with these machine learning methods is that while they are intuitively plausible algorithms, their asymptotic properties have not yet been fully established.
One encouraging and distinctive exception is the random forests approach . Resonating with Athey and Imbens (2016) 's idea of recursive partitioning, they creatively proved the asymptotic properties of the random forests algorithm (Breiman, 2001 ) and introduced it for the estimation of heterogeneous treatment effects.
Our paper is deeply rooted in the classical k-NN framework. For classical and recent results, for instance, see Mack (1980) ; Györfi et al. (2002) ; Samworth (2012) ; Biau and Devroye (2015) ; Berrett et al. (2018) . k-NN methods can be used for density estimation, entropy estimation, classification tasks, and regression problems. As Wager and Athey (2018)'s random forest approach, our two-scale DNN framework is an enhancement of classical nonparametric regressions and we apply it for causal inference. However, our algorithm can be applied to several other cases such as density estimation. The k-NN idea is also related to the matching literature in economics and statistics (Abadie and Imbens, 2006; Rosenbaum, 2010) .
Our work relates to the panel data analysis (Hsiao, 2014) although it seems less obvious at first sight. If each subsample of size s is treated as repeated observations for each individual, the joint analysis of all subsamples thus becomes a panel data problem. The subsample size s in this paper is then the counterpart of the time-series length T in panel analysis.
Therefore this paper in spirit connects to the bias reduction literature in panels (Hahn and Kuersteiner, 2002; Hahn and Newey, 2004; Arellano and Hahn, 2007; Dhaene and Jochmans, 2015) , where the source of bias is the time-series length T . 
Traditionally, the interest is on the (super-population) average treatment effect (ATE) τ of W on Y , which is defined as
Given a fixed feature vector x, the heterogeneous treatment effect (HTE) of W on Y at the point x is given by
The estimation and inference of HTE τ (x) is our goal in this paper. Ideally, if both Y (1) and Y (0) were observable, the problem would reduce to a classical nonparametric regression problem. However, it is a luxury that we do not have in observational studies. Instead we assume the unconfoundedness condition (Rubin, 1974) .
Condition 1. The treatment assignment is unconfounded in that it does not depend on the potential outcomes conditioning on X, that is,
The unconfoundedness condition entails that treatment assignments can be regarded as random for observations with the same feature vector. Under this condition, it holds that
Thus the estimation of τ (x) can be decomposed into the estimation problems of E [Y |X = x, W = 1] in the treated group and E [Y |X = x, W = 0] in the control group, respectively, which are classical nonparametric regression problems.
In this paper, we take the approach of estimating E [Y |X = x, W = 1] and E [Y |X = x, W = 0] separately and then combine them to estimate the heterogeneous treatment effect τ (x). Since this approach does not involve the estimation of propensity scores, the semiparametric efficiency issue will be discussed in Section 7. To ease our presentation, we will demonstrate our estimation method for the treated group with W = 1. For the control group with W = 0, the method and theory can be applied in the same fashion. Another way to put it is that we assume that the untreated response to be a constant of zero for demonstration.
In real applications, we run separate regressions on both arms.
Similar to nonparametric regression models, we assume that for the treated group,
with an independent noise with mean zero and µ(·) the unknown relationship between X and Y . Moreover, an independent and identically distributed (i.i.d.) sample of size n,
}, is observed for the treated group. In the following, we assume (5) is our working model and our target is to estimate µ(x) for some given x. Here, x can be beyond the X i 's appeared in the sample. And any future assumptions are with respect to model (5).
Distributional nearest neighbors estimator
We first revisit the classical k-nearest neighbors (k-NN) procedure for nonparametric regression. Given a fixed point x, we can compute the Euclidean distance of each sample point to x and then reorder the sample with this distance. The sample can be relabeled using the order of distances,
where · denotes the Euclidean distance, and the ties are broken by maintaining the original order of labels. Other distance measures can be used. Yet such a generalization is not the focus of this paper. Here X (1) is the closest point in the sample to point x, and Y (1) associated with X (1) is thus the 1-nearest neighbor estimate of µ(x). In general, the k-nearest neighbors (k-NN) estimator uses the first k nearest neighbors for estimation
The closest k nearest neighbors have equal weights 1 k while the other observations have zero weights. It can be seen as a special case of the more general weighted nearest neighbors approach (Mack, 1980) 
where {w i } n i=1 are subject to further choice. It is well known that the classical nonparametric methods, such as kernel methods and nearest neighbors methods, suffer the curse of dimensionality. They have bias terms that asymptotically vanish but can compromise finite sample precision. Moreover, the precision becomes worse with increasing dimension of covariates. To be adapted to high-dimensional data, the challenge for nearest neighbor methods is thus how to choose the {w i } n i=1 and remove the bias terms. As far as we know, except for recent developments in Samworth (2012) for classification and Berrett et al. (2018) for entropy estimation, there is not yet a relatively complete answer for regression models. The only result for regressions we are aware is from page 181, Biau and Devroye (2015) . Based on the weighted idea, they have a result that can asymptotically remove the first order bias. However, since there are too many parameters to choose, the weights they give are not intuitively straightforward and perhaps have more theoretical values.
In contrast, in this paper we propose a new estimator which makes the bias reduction practical and straightforward. Before we proceed, a formal notation is given to the 1-nearest neighbor estimator with subsampled observations, which is the building block of our new DNN estimator. Let {i 1 , · · · , i s } with i 1 < i 2 < · · · < i s and s ≤ n be a subset of {1, · · · , n}.
Our recipe for DNN estimator is thus to average the 1-nearest neighbor estimators from all the subsamples of size s, where 1 ≤ s ≤ n. When s = n, it is just the conventional 1-nearest neighbor estimator Y (1) . When s = 1, it reduces to the simple sample average.
This setup happens to coincide with the classical idea of a U-statistic with Φ as its kernel (Hoeffding, 1948; Hájek, 1968; Korolyuk and Borovskich, 1994) . Our formal definition for a DNN estimator with subsampling scale s is
It also has an equivalent L-statistic representation (Serfling, 1980) ,
This representation becomes intuitive when it is connected to the U-statistic definition. It is that out of the total n s subsample combinations, (X (1) , Y (1) ) will be in n−1 s−1 of them, and each time (X (1) , Y (1) ) appears, Y (1) will be the 1-nearest neighbor estimator from this subsample. Since the weights are assigned in a distributional fashion on the entire sample, we name this new estimator distributional nearest neighbors (DNN). This distributional view is novel compared to the conventional idea of seeking weights for nearby nearest neighbors with a relatively small neighborhood size. The problem of assigning weights from Euclidean spaces shifts to a problem of looking for distributions in some functional space. A surprising payoff of the DNN estimator is that we can construct a two-scale DNN estimator that has reduced estimation bias, making the adaptation of high-dimensional data practical.
One more interesting fact is that the distribution of weights is characterized only by the sample size n and the subsampling scale s. Its insensitivity to the realized sample is appealing compared to the idea of data exploitation in many machine learning algorithms. The reduction in estimation bias to be presented in Section 4 is exclusively enabled through neat statistical theory. Before that, we first introduce some regularity conditions and establish the asymptotic theory for DNN.
Technical conditions
We start with imposing some regularity conditions. It is assumed that the underlying data generating process of the response Y is the sum of a deterministic function µ(·) of features X and an independent random noise . We also assume that the feature vector X lies within its support, supp(X) ⊂ R d with fixed dimensionality d. The feature vector X follows some unknown distribution that has a density f (·) with respect to the Lebesgue measure λ on Euclidean space R d . Beyond this setting, some mild and commonly used regularity conditions are also imposed as below.
Condition 2. The density f (·) is bounded away from 0 and ∞, f and µ(·) are twice continuously differentiable with bounded second derivatives in a neighborhood of x, and Y has finite second moment, E Y 2 < ∞. The random noise has zero mean and finite variance
With the underlying data generating process specified above, we further assume that we
In summary, we have three assumptions in total. Condition 1 is the unconfoundedness assumption that is the fundamental setup in the potential outcomes framework for causal inference. With this setup, our strategy in this paper is to reduce the causal inference problem to nonparametric regression problems. Condition 2 is regular and commonly imposed in nonparametric regressions. Condition 3 specifies the data we have. Although it appears idealized at first sight, the assumption of i.i.d. data is commonly made in modern machine learning. It enables researchers to provide key insights with simplified technical presentation.
Asymptotic results for DNN
We are ready to present the asymptotic properties for DNN. Our first theorem establishes the bias of the DNN estimator D n (s)(x), and the second theorem shows that D n (s)(x) can be asymptotically normal with appropriately chosen subsampling scale s.
Theorem 1. Given x ∈ supp(X), under Conditions 2-3 we have
where
Γ(·) denotes the Gamma function, f (x) and µ (x) are the first order gradients at x for f (x) and µ(x), respectively, µ (x) is the Hessian matrix of µ(·) at x, and tr(·) gives the trace.
Theorem 1 gives us the form of the finite sample bias of the DNN estimator. The key idea of the proof comes from Biau and Devroye (2015) for the case of k-nearest neighbors.
Details of our proof are provided in Appendix A. We can see that the leading order of bias converges to 0 at rate s −2/d . Thus when subsampling scale s → ∞, the DNN estimator is asymptotically unbiased. The interesting and surprising result from Theorem 1 is that the coefficient in the leading order of bias term B(s) does not depend on subsampling scale s.
This is the key feature that opens doors to our two-scale DNN framework, which is to be presented in Section 4. When the dimensionality of features d is large, the rate of convergence of the main bias term is slow. In situations like this, it can be more beneficial to get rid of the first order finite sample bias.
Theorem 2. Given x ∈ supp(X), under Conditions 2-3, and assuming in addition, s → ∞ and s n → 0, we have for some positive σ 2 n = O(
Details of the proof are given in Appendix A. Theorem 2 establishes the asymptotic normality of the DNN estimator. Since the DNN estimator is a U-statistic, our proof builds on the traditional U-statistic framework in Serfling (1980) ; Korolyuk and Borovskich (1994) .
The major difference of the approach in our paper with the traditional U-statistic framework is that the classical U-statistic framework only allows subsampling scale s to be finite. Some of the classical results do not yet apply naturally to the case when s → ∞.
Theorem 2 tells us that the DNN estimator is asymptotically normal, which is natural since it is a U-statistic. An interesting difference with the random forest approach is that the convergence rate of the DNN estimator can be derived to be n/s. When s = O(n d d+4 ), the optimal rate of convergence in terms of mean squared errors is obtained. Another feature is that the DNN estimator is a simple L-statistic. The bootstrap (Efron, 1982) can be directly used for variance estimation (Tu and Ping, 1989; Shao and Tu, 1995) . Consequently we do not need to know the exact form of the asymptotic variance as long as it is bounded. The exact form of the asymptotic variance depends on the unknown error variance σ 2 , the underlying unknown distribution f , and the evaluated point x. If the exact form were available, the plug-in estimation of variance here can still be challenging with the intermediate unknowns.
Now we have established the asymptotic properties for the distributional nearest neighbors estimator we proposed. It is not surprising that these results are related to the classical k-NN (Mack, 1980) since in essence they can be perceived as two different choices of weights.
The reason that we take the detour to make this variation is that our DNN is more adapted to the two-scale bias reduction procedure, which is to be presented shortly. The difference is shown in Monte Carlo simulations in Section 5.1. We give two explanations here. First, unlike DNN, k-NN has two main bias terms whose orders change when k increases. This increases the difficulty for two-scale bias reduction to be directly applied to k-NN. Second, DNN uses sample means for two-scale bias reduction while k-NN uses individual realizations.
In finite samples there can be a substantial difference. However, we do not rule out the possible existence of some other debiasing algorithms for k-NN. Nevertheless the DNN estimator is simple and can work well with the two-scale framework. We are skeptical whether similar algorithms for k-NN could in general outperform the two-scale DNN.
4 Two-scale distributional nearest neighbors 4.1 Two-scale DNN Estimator
As seen in Theorem 1, the DNN estimator can be asymptotically unbiased and normal for s appropriately chosen. In fact, we see in Theorem 1 that
Here the positive constant c is specified in Theorem 1. It depends only on the underlying data generating process and does not change when we choose a different subsampling scale s. Such an appealing property gives us an effective way to completely remove the first order finite sample bias.
Consider two DNN estimators of different subsampling scales s 1 and s 2 . Their finite sample biases have the following forms
We then proceed with solving the following system of linear equations
yielding the weights w * 1 = w * 1 (s 1 , s 2 ) = s
) and w * 2 = −s
). We propose the two-scale DNN estimator as
Equation (13) ensures that the two-scale DNN is still unbiased for µ(x). Equation (14) gives the constraint to remove the first order bias. Compared to the simple DNN estimator D n (s)(x), the introduced two-scale DNN estimator D n (s 1 , s 2 )(x) is free of the first order finite sample bias. As a result, the trade-off between bias and variance can be made on a new level. From our extensive simulation studies in Section 4, this simple result will substantively improve precision in estimation and mean squared errors. The construction of confidence intervals also becomes more meaningful with reduced bias.
From our derivations above or as further numerical examples in Section 4.3 will demonstrate, we can see either w * 1 or w * 2 is negative. It implies that two-scale DNN can assign negative weights to distant nearest neighbors. Although Wager and Athey (2018) points it as a promising future direction, assigning negative weights is beyond the scope of current random forests algorithms. The least present-day random forests can assign is zero weight.
This interesting feature may partially provide an intuitive rationale behind the performance of two-scale DNN.
Asymptotic normality
We next give a formal theorem for the two-scale DNN estimator.
Theorem 3. Given x ∈ supp(X), under Conditions 2-3, and assuming in addition, s 1 → ∞ with s 1 n → 0 and s 2 → ∞ with s 2 n → 0, for some positive σ 2 n = O(
where (w * 1 , w * 2 ) is the solution to Equations 13 and 14, and Λ = o(s
Finally, we present a theorem for the case when the control group is not degenerate. The naughty notations of subscripts would come back temporarily for the next few paragraphs.
For the treated group and the control group, respectively, let n 1 and n 0 denote the i.i.d. 
where Λ = o(s
The evaluated point x is required to be in the support of both the treated and control groups. This condition is easier to check and verify than the common support condition in estimating average treatment effects (ATE), while the latter requires that supports fully overlap. We can see that the final rate of convergence and the resulting precision are dominated by the slower side. This is true since the approach of the estimation of heterogeneous treatment effects we adopted is inevitably a two-sided game. A potential caveat of this approach can be the semi-parametric efficiency, which will be discussed in Section 7. However, an interesting feature of the separated regression approach is that the whole sample does not need to represent the proper portions of the treated and the control in the population.
This can provide flexibility and robustness in observational studies when the sampling cost is very different between the treated group and the control group. For example, it is easier to survey those who come to vote than the ones who do not. Our presentation until now deals only with the binary treatment case. It is also clear that the two-scale DNN can be flexibly extended to multi-valued treatment settings.
Implementation
For the remaining of the paper we exploit D n (s) and D n (2s) to form the two-scale DNN estimator. We use this combination for simplicity. It is possible that there are better choices.
Solving Equations (13) and (14) for s and 2s, It is also a trade off between the bias and variance. (2018) proposed a honest rule, that is, the response of each observation is only used to estimate the treatment effects or to decide where to place the splits, but not both. As a consequence, they split the sample into two subsamples.
Athey and Imbens (2016); Wager and Athey
One is used for deciding partitions, and the other for estimation. Our approach is different.
When we apply the two-scale DNN estimator to a specific choice of the subsampling scale s, the weight distribution is deterministic. Besides when we compute distances and obtain rankings, the information on X but not Y is used. Our framework agrees with the honest rule so there is no need to split the data in the implementation of DNN, which makes our algorithm scalable. Certainly a small proportion of the whole sample can always be used for tuning separately.
In this paper, we also provide a simple and straightforward tuning algorithm as an example. Our tuning procedure is to compute two-scale DNN estimators for s = 1, 2, . . ., and go on until the difference in absolute differences in two-scale DNN estimators changes the sign.
It is the point where the curvature of two-scale DNN estimator changes. The intuition comes from the curve structure in Figure 1 . This algorithm works fast and well in our simulations.
It is worth noting that the information of responses is used in tuning the subsampling scale s. However, the tuning process does not compromise the validity of the two-scale DNN estimators. Cross validation methods can also be exploited. But the related technical details are not the focus of this paper.
Since the DNN estimator is an L-statistic, the two-scale DNN estimator, as a linear combination of the DNN estimators, is still an L-statistic. The bootstrap can be directly employed to estimate variance for the two-scale DNN estimators in our paper (Tu and Ping, 1989; Shao and Tu, 1995) . When the untreated group is not degenerate as in our application in Section 5, we run two-scale DNN on the treated group and the control group, respectively, and then take a difference. We then bootstrap this difference by resampling within each group strata to provide precise inference for the HTE estimate.
Simulation studies
This section presents two simulation studies to demonstrate the advantages of the two-scale DNN framework. The first one studies the newly suggested DNN in a setting where we ignore the problem of choosing the subsampling scale s, that is, we will go through all choices for s and plot the resulting biases and mean squared errors (MSEs) as functions of s in one graph.
In the second study, we compare the performance of our two-scale DNN estimators with the random forest approach in Wager and Athey (2018) over various settings.
Two-scale DNN
We present the finite-sample properties of the DNN estimator and the substantial improvement in precision coming from the two-scale framework. We run a Monte Carlo simulation and the data generating process is
with vector (x 1 , x 2 , x 3 , ) T ∼ N(0, I 4 ), and sample size n = 1000. The evaluated target point is (0.5, −0.5, 0.5) T . The coordinates are chosen to place the target point well in the interior and avoid irregular border cases. We estimate the heterogeneous treatment effects at this point with subsampling scales s running from 1 to 250. The two-scale DNN is implemented using subsampling scales s and 2s for simplicity. The simulation results are presented in We repeat the same exercise to classical k-NN estimators and try out different two-scale strategies. The result is in Figure 2 . It is very interesting that the best mean squared error achieved does not improve as much for the two-scale k-NN estimators. We offered two explanations in Section 3.4.
Comparisons with random forest
We also compare the two-scale DNN framework with the causal forest (CF) approach in Wager and Athey (2018) . The comparisons are made in eleven settings. All simulation settings are run 1000 times and the sample size is 1000. The first setting has the same 
with (x 1 , x 2 , . . . , x 10 , ) T ∼ N(0, I 11 ). We also have both a fixed and a random test point.
The fixed test point is at the point x with x 3 = 0.5, x 5 = −0.5, x 7 = 0.5, and other coordinates zero. The random test point has the above nonzero coordinates independently drawn from the uniform distribution on [0, 1].
From the third setting, we slowly increase the dimensionality d. To be more specific, for 10, 15, 20, 25, 30, 35, 40, 45 , and 50, respectively, the data generating process is
with (x 1 , x 2 , . . . , x j , ) T ∼ N(0, I j+1 ). The fixed test point is at the x with the first [ (Fan and Lv, 2008; Fan and Fan, 2009; Fan and Lv, 2018) , one extra step of screening can be added for the second setting. For screening, we compute the pairwise distance correlations (Székely et al., 2008) between each candidate feature variable and the outcome. Feature variables with close to zero correlations can be screened out. Székely et al. (2008) provided the R package of energy for the distance correlation computation. To train random forests in our simulation, we use the R package of grf from , which is a generalization of Wager and Athey (2018) .
The simulation results are shown in Table 1 . The first column is the number of settings.
The method used is in the second column. Columns 3-6 present simulation results on the fixed test point. In particular, Column 3 is the mean bias for the fixed point and Column 4 the mean squared error. The variance for the fixed point is computed from simulations and presented in Column 5. Column 6 gives the estimated variance for the fixed point. The last two columns devote to the random test point. The mean bias for random points is in Column 7 and Column 8 presents the mean squared error. As we can see in all the settings, the two-scale DNN estimator demonstrates a consistent pattern of smaller biases and lower mean squared errors. Although two-scale DNN estimators have slightly larger variances in some cases, the estimations of variances are more accurate compared to the random forest approach. It is a consequence of the fact that the bootstrap can be applied to the two-scale DNN estimators directly. 
Empirical analysis
In this section we work on real-life data and study the heterogeneity of treatment effects of smoking on children's birth weights across mothers' ages. This is the empirical application that Abrevaya, Hsu, and Lieli (2015) studied with their kernel-based estimator. We will work on the same data set * in order to give a relatively complete picture of current approaches on estimating heterogeneous treatment effects. While our economic interests are both heterogeneity, our empirical targets are slightly different. This is also why we make a comparison in this section rather than in simulations.
In our study, the feature vector X includes variables such as mother's age, mother's education, father's education, gestation length in weeks, and the number of prenatal visits.
The response variable Y is child's birth weight. The binary treatment W is whether the mother smoked or not during pregnancy. The data set consists of 475,506 observations in total, in which there are 85,062 black mothers with 4,926 smoked during pregnancy and 390,444 white mothers with 58,977 smoked during pregnancy. For more details, see Abrevaya, Hsu, and Lieli (2015) . Since this section is mainly for demonstration purpose, we ignore the panel structure in the data and directly make the unconfoundedness assumption and i.i.d assumption for simplicity.
We estimate the heterogeneous treatment effects with the feature variables, except for age, fixed at the average levels of the corresponding treated group. For the age variable, we deliberately choose its level and vary it from 16 to 35. Our purpose is to estimate the treatment effect heterogeneity across ages with the other variables fixed at average levels.
Since Abrevaya, Hsu, and Lieli (2015) also conduct a subgroup analysis with black and white mothers, we do the same exercise here. In effect, it is like we have added an extra control variable of race and are exploring treatment effect heterogeneity in both dimensions of race and age. Figure 3 shows the empirical results with two-scale DNN estimators. We can see a clear downward sloping curve for both black and white mothers. It implies that as age increases, the loss in new born's weights associated with mother's smoking behavior becomes larger.
Our result is in general consistent with Abrevaya, Hsu, and Lieli (2015) but with significantly improved precision. The confidence intervals in Figure 3 are generated by bootstrapping the difference between the treated and control group. Our estimations are significant with the 95% confidence intervals staying away from zero. There is also a difference between black * The data set used in this section is obtained from the research webpage of Robert P. Lieli, https://sites.google.com/site/robertplieli/research. A related data set (Abrevaya, 2006) has also been used as the touchstone of heterogeneity study in panel data models. It is an interesting unknown pattern. Without further assumptions, we can infer that the mechanism of how smoking affects birth weights may be through some factors associated with age.
Discussions
In this paper we have built the two-scale DNN framework for the estimation of heterogeneous treatment effects. The framework encompasses both theory and practice. We further test the new two-scale DNN estimator in Monte Carlo simulations and real-life application. In both cases, the two-scale DNN estimator achieves improved performance in precision.
However, it is inevitable that the two-scale DNN estimator has imperfections. First, the dimensionality of features d has been fixed in this paper. We reserve the question to allow Fourth, the two-scale DNN framework mitigates the curse of dimensionality but still suffers from it. We are curious whether data exploiting algorithms and theoretical derivations can be combined to further push boundaries.
A Proofs of main results
A.1 Proof of Theorem 1
Our road map for the proof of Theorem 1 consists of three steps. First, in Lemma 1 we derive the bias term of the 1-nearest neighbor feature vector to the target point x in a general case with i.i.d. sample of size n. Second, in Lemma 2 a bridge is built to link the discrepancy in the features to the discrepancy in the response. Third, we employ the two facilities developed above for the analysis of the DNN estimator D n (s) with subsampling scale s.
There are several ways to prove it. In this appendix, we present a clean proof using the Lebesgue differentiation theorem. Lemma 2 is the key to the proof of Theorem 1. In this appendix, with the powerful idea of projecting onto a half line from Biau and Devroye (2015),
we present a neat proof with spherical integration for Lemma 2. As we will see, Theorem 1 is just one step away from Lemmas 1-2.
A.1.1 Lemma 1 and its proof Lemma 1. Given x ∈ supp(X), under Conditions 2-3, and when n → ∞, the 1-nearest
has its 1-nearest neighbor feature X (1) satisfying
and Γ(·) is the Gamma function.
Proof of Lemma 1: We will use the following two results in the proof of Lemma 1. Since they are well known, their proofs are not presented in this appendix.
By the Lebesgue differentiation theorem, when
where ϕ is some measure on X, B(x, r) is the Euclidean ball in R d , V d is the volume of unit ball, f is the density of measure ϕ with respect to the Lebesgue measure λ, and f is continuous at x.
2. For a > 0 and b > 0, we have
For our target,
n dt.
We then take the limit when n → ∞,
which completes the proof of Lemma 1. Since we have assumed f (x)V d to be bounded everywhere, the resulting o(1) is uniform for t in the second equality and in the third equality the integral and limit can interchange.
From Lemma 1, we know that the first order of the squared distance of the closest feature vector from an i.i.d. random sample of size n to the target point
sample has size s, as a consequence, the first order of squared distance is s −2/d . When size s → ∞, the squared distance goes to zero. When the dimensionality of features d is large, the rate of convergence is slow. The coefficient is also explicitly derived. It is intuitive that when the density f (x) at x is small, the squared distance is large.
A.1.2 Lemma 2 and its proof
As in Biau and Devroye (2015) , we first define the projection onto the half line X − x ,
An immediate consequence of this definition is that
Lemma 2. When r → 0, we have for x ∈ supp(X),
Proof of Lemma 2: The spherical coordinate integration is to be used in our proof. We first introduce the notation. B(0, r) denotes the ball with radius r centered at 0 in Euclidean space R d , S d−1 denotes the unit sphere in R d , ν denotes a measure constructed on the sphere S d−1 , and ξ ∈ S d−1 denotes a point on the sphere. We omit other details. Integration with spherical coordinates is equivalent to the standard integration,
Some integration formulas are here. It holds that
First, we decompose the m(r) into two components which we will analyze separately,
.
Before we proceed, we use the spherical coordinate representation for the denominator and numerator,
Using spherical coordinate integration, we also have
and
With the above results, by L'Hôpital's rule
This completes the proof of Lemma 2. Lemma 2 tells us that when the distance r → 0, the difference in projections onto the half line X − x can be approximated by the squared distance r 2 . We already know the order of squared distance from Lemma 1. The only remaining question is the discrepancy between the points and their projections.
A.1.3 Proof of Theorem 1
The former is the mean on a sphere while the latter is the mean at a point of the sphere.
However, for the iterative expectation, the unconditional mean of the response of the 1-
. One interesting fact is that their variances are different in general. This fact will be revisited in Lemma 3. We are now able to finish the proof of Theorem 1,
The result follows directly from Lemmas 1-2. To summarize, the projection idea (Biau and Devroye, 2015) enables us to derive the finite sample bias of the DNN estimator. Moreover, the coefficient here does not depend on the subsample size s. This interesting fact opens the door to the new two-scale framework.
A.2 Proof of Theorem 2
We prove the asymptotic normality of the DNN estimator in Theorem 2. Our proof builds on the U-statistic framework. The classical results of the asymptotic normality of U-statistics
are not yet directly applicable since the subsampling scale s → ∞. However, we follow the routine of proving the classical U-statistics (Hájek, 1968) and then give a sufficient condition that makes the transition fluent. The condition we give in this paper is s/n → 0.
This condition is so intuitive a posteriori that it simply means that the subsample size s is relatively small compared to the whole sample size n and can be treated as a constant as in classical U-statistics. A related approach is Wager and Athey (2018)'s approach which is built on the ANOVA framework (Efron and Stein, 1981) .
A.2.1 Lemma 3 and its proof
Lemma 3 prepares us the order of variance of the first order Hájek projections. This interpretation will soon explain itself in the formal proof of Theorem 2. As always, we introduce the new notation first. Given x, the projection of Φ(x; Z 1 , Z 2 , . . . , Z s ) onto Z 1 is denoted as
In this section, let E 1 (var 1 ) and E 2 (var 2 ) denote expectation (variance) with respect to Z 1 and {Z 2 , Z 3 , . . . , Z s }, respectively, and X (1) the closest X to x among {X 2 , X 3 , . . . , X s }.
Lemma 3. Given x, under Conditions 2 and 3, for the variance of Φ 1 (x; z 1 ), denoted as η 1 , when s → ∞, we have
Proof of Lemma 3: The strategy is first to decompose Φ 1 (x; z 1 ) into several terms. We then analyze the terms one by one and try to understand them intuitively. Their properties will be carefully studied. Finally, we use these results to derive the order of the variance of Φ 1 (x; z 1 ). Observe that
Despite its complicated appearance, the representation above is actually very intuitive. It means that to the value of the response of the 1-nearest neighbor, the marginal contribution of knowing the first observation z 1 , Φ 1 (x; z 1 ) − E 2 Φ(x; Z 2 , . . . , Z s ), equals the product of the marginal contribution from observation y 1 when x 1 is actually closer than the rest, A, and the probability of the scenario, B.
For A and B, there are some useful facts. 2.) A and B are asymptotically independent when s → ∞ since B degenerates.
3.) E 1 B = E 1 E 2 1( x 1 − x ≤ X (1) − x ) = 1 s , by symmetry. Combining the results together, if we denote σ 2 = E 1 A 2 < ∞, then as s → ∞, η 1 = var 1 Φ 1 (x, z 1 ) = var 1 (AB) = E 1 A 2 B 2 − (E 1 AB) 2 = σ 2 2s − 1 + o(s −2 ).
We emphasize that σ 2 is different from σ 2 in general, as mentioned earlier in the proof of Theorem 1. Besides the noise variance σ 2 , σ 2 also consists of the variation arising from landing at different points on the sphere with the same radius. Thus, σ 2 also depends on the target point x and the density function f . We have also restricted the response y to be bounded, thus σ 2 = O(1). The proof of Lemma 3 completes.
A.2.2 Proof of Theorem 2
In this section, we omit x for simplicity whenever there is no confusion. We will first introduce Hoeffding's canonical decomposition (Hoeffding, 1948) . It is an extension of the projection idea. Then we will find that the Hájek projection can be seen as the first order part of the decomposition. And since the Hájek projection is the sum of i.i.d. terms, it can be asymptotically normal. Finally, we explicitly compare the orders between different terms and give a sufficient condition for our DNN estimator to achieve asymptotic normality.
We first demonstrate Hoeffding's canonical decomposition (Hoeffding, 1948) . To ease notation, we use Z i as a shorthand for (X i , Y i ). The following definitions can be made as natural extensions of the Φ 1 projection in Lemma 3. Define Φ 1 (z 1 ) = E Φ(z 1 , Z 2 , . . . , Z s ), Φ 2 (z 1 , z 2 ) = E Φ(z 1 , z 2 , Z 3 , . . . , Z s ),
. . . Φ s (z 1 , z 2 , z 3 , . . . , z s ) = E Φ(z 1 , z 2 , z 3 , . . . , z s ),
Φ s (z 1 , z 2 , z 3 , . . . , z s ) = Φ s (z 1 , z 2 , z 3 , . . . , z s ) − E Φ.
The canonical terms are defined as g 1 (z 1 ) = Φ 1 (z 1 ), g 2 (z 1 , z 2 ) = Φ 2 (z 1 , z 2 ) − g 1 (z 1 ) − g 2 (z 2 ),
. . . 
Another perspective to look at the above equation is the Efron-Stein ANOVA decomposition (Efron and Stein, 1981) . They found that a symmetric kernel can be decomposed into 2 n − 1 random variables which are all with zero mean and uncorrelated. We now use the Equation 25 to decompose D n (s),
The Hájek projection (Hájek, 1968) can be seen as part of Hoeffding's canonical decomposition. In this paper, the Hájek projection D n (s) of D n (s) − ED n (s), is D n (s) = n s
The variance of the Hájek projection, denoted as σ 2 n , is σ 2 n = var D n (s) = s 2 n var Φ 1 (x; z 1 ) = s 2 n η 1 .
Since the Hájek projection is the average of independent and identically distributed terms, by the Lindeberg-Lévy Central Limit Theorem (Borovkov, 2013) , we can have
Next we will find the appropriate condition to ensure This completes the proof of Theorem 2.
A.3 Proofs of Theorem 3 and 4
They follow naturally from the proof of Theorem 2 in Section A.2.
