Supporting Materials and Methods
To describe the expression of the CYP1A1 promoter, we developed a mathematical model that is composed of two parts. First there is the signaling part that describes the formation of the transcription factor (TF) acting on the DRE binding sites of the promoter. Secondly, a thermodynamic fold-change model describes how the interactions between the TFs on the promoter modulate gene expression.
In the following we will describe how these models were derived, implemented, fitted to the experimental data and how this data was preprocessed to account for measurement inaccuracies.
Signaling model describing TF formation
Exposure to TCDD leads to its intrusion into the cells in hepatic lobules. There the presence of such exogenous chemicals triggers the activation of the AhR signaling pathway through binding to said receptor. The receptor ligand complex then translocates into the nucleus where it recruits Arnt, the AhR nuclear translocator. In Figure 1d of the main text, we furthermore demonstrated that prior to binding to the DREs of the CYP1A1 promoter, β-catenin also binds to the TCDD/AhR/Arnt complex. Together this complex can then act as transcription factor to initiate expression.
To capture this process qualitatively, we decided to set up a simple signaling model (cf. Figure 1B in the main text). Therein, we simplified the three step binding process into two reactions by assuming that AhR (R), Arnt (N ) and TCDD (T ) form the TCDD/AhR/Arnt complex A in one reaction step. The second reaction then models the binding of β-catenin (B) to A to form the fully functional TF F .
Since the major assumption of statistical mechanical models like the one we used to describe TF cooperativity is thermodynamic equilibrium, we also made this assumption here for the signaling model which leads to the reaction equations:
where k + i and k − i are the forward and backward reaction rates, respectively. Additionally, the conservation relations
shall hold. Here T T ot and B T ot are the total concentrations of TCDD and βcatenin, respectively. With the definition of the dissociation constant K i = k − i /k + i , the concentration of the TCDD/AhR/Arnt complex now follows to:
Since neither, the concentrations of AhR (R) and Arnt (N ) nor the dissociation constant K 1 can be measured, we combined them into the variable α. The concentration of the transcription factor F can now be calculated from
From the conservation relations we saw, that F is always smaller than T T ot . Thus, the solution with the positive root of the quadratic equation for F is not feasible. Furthermore, since the total concentration of β-catenin cannot be measured, we added an additional factor B act representing the percentage of active β-catenin that could be modulated with the help of the β-catenin inhibitor iCRT3. The expression for the transcription factor concentration F now lets us utilize it as inputs into the various thermodynamic models we constructed.
Thermodynamic Model
The interaction of transcription factors on promoter has been described with the help of thermodynamic models quite often in recent years (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) . Here, we rely on the formalism developed by Sherman & Cohen (13) , where the binding probability was expressed with the help of numerics-friendly matrices.
Within statistical mechanical models, the binding probability ϕ M of the RNA polymerase is assumed to correspond to promoter activity and thus, the transcriptional output. The expression of ϕ M relates various binding energies of the system (cf. Figure 2C in the main text). The binding energy between the transcription and the RNAP with the DNA is represented by association constants K i while the binding energies between the DNA-binding molecules ϵ j are contained in the Boltzman factors C j = exp(−ϵ j /k B T ) with k B denoting the Boltzman constant. So, for example the binding probability
describes the situation where one activating transcription factor A is present.
Here K A and K P are the association constants of the activator and the RNAP, A and P are their concentrations and C A = exp(−ϵ A /k B T ) is the Boltzman factor of the activator with ϵ A being the binding energy between the activator and the RNAP.
To derive more complex interaction schemes such as multiple activators and/or repressors, Sherman & Cohen (13) introduced four matrices L, s, t and b. The position matrix L represents the binding states (rows) and holds the concentrations of the transcription factors binding to different binding sites (columns). The state vector s is just the row-sum of L and the transcription vector t is a boolean vector determining where transcription can be carried out. In the equilibrium constants vector b, the energy difference between the bound and the unbound state is described with equilibrium constants. For the example of one activator, these matrices are:
The binding probability is now
where b × t is the pairwise element product. The matrices L, s, t and b for our models can be found in the supporting spreadsheet S14.
Simplifications
Binding probability normalization Since neither the concentration of the RNAP nor its association constant could be measured, we defined q P := K P · P . Furthermore, since all of our data measured fold-changes we scaled the binding probability by the basal transcription rate ϕ 0 M = q P / (1 + q P ), i.e. the binding probability of the states where only the RNAP is present s.t.:
For the synthetic promoter mutants To further simplify the models and thus reduce complexity for better model fitting capabilities, we made the following assumptions. Since the distances between the binding sites were kept constant during synthetic promoter mutant generation we assumed that the binding energies between equidistant TFs are also equal, i.e. TFs that are direct neighbors of each other were assumed to have all the same binding energy (ϵ d1 , i.e. distance 1) while the binding energies of TFs communicating over an intermediate TF were set to ϵ d2 and so on. Furthermore, because the C-and D-DRE constructs contain only equal binding sites, we also set the association constants to be equal, i.e. K C for all C-DREs and K D for all D-DREs.
For the natural promoter constructs Since we've seen from the synthetic promoter constructs that binding is only carried between direct of next neighbors, we set long distance binding energies to zero, i.e. ϵ EC
Parameter inheritance
As stated in the main text, the synthetic promoter constructs were fitted prior to the natural promoter constructs. Since the binding sequences of the C-and D-DRE binding sites are preserved between the synthetic and the natural constructs, we also inherited the corresponding parameters between the models, i.e. K C and K D are the same in all the models. The final parameter sets can be taken from Tables S1 and S2.
Mean expectancy value of the number of occupied binding sites
The expected mean of occupied binding sites is calculated by weighting the terms in the binding probability with the number of activators in said terms. For the example introduced in Section 1.2 the mean expectancy of the number of occupied binding sites to:
In Figure 2G of the main text this value was separately calculated for all six synthetic constructs and plotted over the number of present binding sites.
Probability that first DRE is occupied
To calculate the probability that the first DRE is bound all states in which the first DRE is occupied are summed up and divided by all possible states.
Data preprocessing

Normalization
In a first step the experimental data for each mutant promoter construct was normalized to the unstimulated data point. The double-stimulated data sets of each construct were normalized to 0µM TCDD and 100% β-catenin activity as this is the wild-type state of the cells.
Lower threshold for standard deviations
To account for a less stringent penalty to the fitting algorithm we set a lower threshold for all standard deviations of each construct i that were lower than 10% of the corresponding mean to said 10% of the corresponding mean. For the constructs used for fitting we used a lower threshold of 0.5 for the standard deviations.
Error model
For each promoter construct i, the standard deviations were afterwards corrected according to a linear error model. For that we fitted a first order polynomial
to σ i with the MATLAB function polyfit. The corrected standard deviations are then calculated as
For the double-stimulated data we merged all means and standard deviations into one data set to estimate the new standard deviations according to the method outlined above.
Standard deviation of the mean
In a last step we assumed statistical independence of the measured values which allowed us to convert the standard deviations to standard deviations of the mean s.t.
with n i representing the number of replicated experiments of each construct i.
Additional notes
Finally, we should note that the constructs WT, CDEF, CT and 3x C-DRE were also exposed to 5µM iCRT3. This data point was omitted from the analysis because the SuperTOPFlash experiments showed almost the same activity for β-catenin (cf. Figure S4 ).
Implementation
For each of our three promoter mutant classes (synthetic C-DRE promoter, synthetic D-DRE promoter and natural promoter) we derived an expression for the fold-change binding probability ϕ F C M with the help of the matrices stored in the Excell spreadsheet according to the formalism introduced above. Since each promoter mutant class contains numerous different mutational combinations of the binding sites, we systematically set parameters to 0 to reflect one specific mutational structure. For example, within the natural promoter mutants there exist a promoter mutant where the E-DRE and the F-DRE are inactivated through point-mutation. For this mutant, we simply set K E and K F in the corresponding fold-change binding probability to 0.
Fitting algorithm
We utilized a Monte-Carlo algorithm in combination with Latin hypercube sampling (17) to most efficiently estimate the optimal parameters. For each model we used the parameter set out of 10000 samples that best describes the data. In a first step, we thus created a latin hypercube with the dimensions [10000 × n P ar ] (n P ar is the number of free parameters) whose values where sampled from a log-normal distribution with µ = 1 and σ = 1. These parameters where then used as initial conditions for the fitting routine to cover the parameter space most efficiently. With each set of initial conditions we performed a weighted nonlinear least squares fit whose objective function consisted of a vector containing the model expressions for all constructs. For the synthetic model the expressions for all 9 promoter configurations were fitted together. And for the natural promoter constructs, we fitted the binding probability expressions for all 17 mutant constructs together. Note that for the natural constructs the wild type configuration was not fitted but estimated with the help of the previously fitted parameters. In a next step we checked if the identified optimal parameter set was obtained without exceeding the number of allowed iterations. This means that we only allowed the lsqnonlin algorithm to terminate if it either converged to a solution or the residuals were smaller than 10 −6 . If this was the case than we utilized the identified optimal parameter set for another round of optimization. If the termination conditions were violated with the optimal parameter set we chose the second optimal parameters and so on.
Profile likelihood estimation
To calculate the confidence of the resulting parameters we used the profile likelihood as describe by Raue et al (18) . Tables S1 and S2 list the resulting confidence intervals of the parameters for the synthetic and the natural promoter constructs. It should be noted, that the profile likelihood analysis was only performed within biological meaningful boundaries, i.e. negative binding energies and a positive lower boundary for B T ot , K 2 , α, q P , K C , K T , K D , K E and K F .
Supporting Tables
The matrices L, t, s and b can be found in the supporting spreadsheet S14. 1.0633 · 10 −06 5.8648 · 10 −08 5.5825 · 10 −08 - Three β-catenin inhibitors were tested for interference with CYP1A1 expression in a β-catenin-free system consisting of hepatocytes with knockout of β-catenin. The lack of effects of iCRT3 and FH535 on CYP1A1 activity demonstrated that the two substances do not interact with AhR in a βcatenin-independent manner. By contrast, PNU74654 shows weak agonistic activity at the AhR and was thus excluded from further experiments. Figure S8 : Binding energies of the synthetic promoter constructs correlate with distance. Binding energies that resulted from the thermodynamic model fit were plotted against the distance between two TFs (red) or the distance between RNAP and the TF (blue). Parameter confidence and identifiability was determined with the help of profile likelihood estimates. Error bars are present for all data points but only three are large enough to be visible. See Table S1 for detailed values. 
Name
k B T ϵ 2 0 0.0746 ∞ k B T ϵ 3 −0.5487 0.0198 0.0207 k B T ϵ 4 0 0.9083 ∞ k B T ϵ 5 0 1.0578 ∞ k B T ϵ 6 0 2.1972 ∞ k B T ϵ d1 −7.7567 0.0862 0.1012 k B T ϵ d2 −9.2748 0.0392 0.0433 k B T ϵ d3 0 6.9907 ∞ k B T ϵ d4 0 7.0277 ∞ k B T ϵ d5 0 8.1437 ∞ k B TK F 0.3135 0.0502 0.0564 - ϵ C −7.0610 0.0416 0.0477 k B T ϵ T −14.0765 0.0440 0.0492 k B T ϵ D 0 0.0630 ∞ k B T ϵ E −12.8453 0.0512 0.0567 k B T ϵ F −1.0061 0.0606 0.0685 k B T ϵ T C −13.8069 0.0746 0.0851 k B T ϵ DC −8.1055 0.3075 0.4463 k B T ϵ DT −20.7887 0.2469 0.3285 k B T ϵ EC * 0 0 0 k B T ϵ ET −15.2893 0.0746 0.0854 k B T ϵ ED −8.7341 0.5878 ∞ k B T ϵ F C * 0 0 0 k B T ϵ F T * 0 0 0 k B T ϵ F D −10.0960 0.3365 0.3567 k B T ϵ F E −2.5828 0.1570 0.1863 k B T
Distances [bp]
Figure S10: Binding energies of the natural promoter constructs do not correlate with distance. Binding energies that resulted from the thermodynamic model fit were plotted against the distance between two TFs (red) or the distance between RNAP and the TF (blue). Parameter confidence and identifiability was determined with the help of profile likelihood estimates. Error bars are present for all data points but only three are large enough to be visible. See Table S2 for detailed values. 
