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Abstract
Recent advances in additive manufacturing now allow the physical construction of designs with
features on the scale of tens of micrometres. It is impractical to design macroscopic objects
with such feature sizes by hand, yet designs exploiting this new manufacturing ability can be
produced through computational algorithms, such as with structural optimisation. While the
computational ability of structural optimisation techniques is improving, the direct optimisation
of a structure spanning two or more length scales is still diﬃcult. Despite this, the new ﬁne-
scale manufacturing capability can be exploited using multiscale structural optimisation to ﬁnd
the best high resolution design for a particular application.
A multiscale design consists of microstructures which are repeatedly placed to create the design
according to a macroscopic description. Previous work in multiscale optimisation has focused
either on homogeneous microstructures that do not vary throughout the macroscopic design;
analytically deﬁned microstructures whose variation is well-known such as square lattices; or
top-down multiscale design. In top-down multiscale design the macroscopic requirements at
various locations prescribe the microstructural optimisation problems to be solved.
We seek to solve some of the issues associated with top-down multiscale designs while allowing
Figure 1: Interpolated microstructures are placed in a macroscopic domain to
produce a two-scale design.
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a wider space of microstructures than those that are analytically deﬁned. We present a novel
bottom-up method for multiscale structural optimisation over two length scales, which we
call microstructure interpolation for macroscopic optimisation (MIMO). Shape interpolation,
or morphing, between optimised microstructures produces a continuous set of microstructures
that smoothly varies in both geometry and mechanical properties. The smooth set is used for
macroscopic optimisation similar to the material distribution method (see Figure 1).
The output of any multiscale optimisation method must be transformed into a single uni-
ﬁed description before a physical product can be manufactured. This transformation requires
smooth transitions between the various microstructures to be well deﬁned; the smoothness is
assumed but not enforced in many existing top-down methods. The MIMO approach trades
the generality of existing multiscale methods for a stronger uniﬁed interpretation: while the
space of allowed microstructures is diminished compared to existing top-down methods, the
microstructures vary smoothly throughout the design. This smoothness makes it clear how
the microstructures can be transitioned between neighbouring macroscopic elements ensuring
connectedness in the uniﬁed two-scale design. The MIMO method is also straightforward to
apply to problems where a functionally graded material is desired.
In this thesis the MIMO method is developed and tested. We ﬁrstly perform shape interpolation
between a number of elastically isotropic microstructures optimised for bulk modulus. They are
parameterised by their volume fraction and vary in stiﬀness. The interpolated microstructures
have smoothly varying eﬀective macroscopic elastic properties close to the Hashin-Shtrikman
bounds. These microstructures are then used in a number of 2D and 3D compliance minimisa-
tion problems. We ﬁnd that the interpolated microstructures produce better objective values
for 2D compliance problems than single-scale structural optimisation.
The MIMO method is then applied to the problem of minimising peak shear stress and bone
resorption for femoral implants. Femoral implants are used in hip replacements, attaching the
femur to the new hip socket. The intent of minimising the interface shear stress is to minimise
the likelihood of mechanical failure of the interface between implant and bone. Applying
the method of interpolated microstructures with a range of porous candidate microstructure
families shows signiﬁcant beneﬁts over the use of unvarying microstructures for this optimisation
problem. We also show that the choice of microstructure family is important, as is their
orientation if the microstructure is anisotropic. A physical model is produced as a proof-of-
concept, illustrating the feasibility of the method to produce manufacturable designs in 3D.
Finally, we generalise the MIMO method to use microstructures with a multi-dimensional pa-
rameterisation. Using multiple parameters allows spatial variation in the stiﬀness proﬁle: the
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stiﬀness in diﬀerent directions may independently vary where before a sole parameter (the vol-
ume fraction) controlled all directions in concert. Here the Young's modulus in three orthogonal
directions is used as the parameterisation. The femoral implant problem is revisited with this
wider space of microstructures and the macroscopic optimisation is shown to make use of these
new degrees of freedom.
MIMO is an eﬃcient two-scale structural optimisation approach that allows tailoring of the
microstructures for the problem at hand, and generates designs with a ready physical interpre-
tation. It provides a broad search space with which to solve structural optimisation problems
without forsaking practicality.
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Chapter 1
Introduction
Structural optimisation is the ﬁeld concerned with designing the layout of a structure in order
to optimise its physical properties in some way (Bendsøe and Sigmund, 2003). An example
of such a design can be seen in Fig. 1.1, where the stiﬀness has been optimised subject to a
vertical load on the right side with an immovable edge on the left and a speciﬁed maximum
weight. Structural optimisation is an important and practical ﬁeld, it can provide improvements
in eﬃciency and economy giving important beneﬁts to real engineering applications. For an
example from industry, Airbus estimated that they saved approximately 1000kg on the A380
aeroplane using structural optimisation (Krog et al., 2004). This weight saving translates into
signiﬁcant cost reductions in fuel considering the service life and distance travelled of all A380
aeroplanes that have and will be produced.
In this introductory chapter we review the relevant literature. This includes the general ﬁeld of
structural optimisation, inverse homogenisation, functionally graded materials, and multiscale
structural optimisation. At the end of the chapter an outline of the thesis is given, to guide
the reader through the rest of the document.
Figure 1.1: A basic structural optimisation example. The left edge is ﬁxed (zero
displacement) while a vertical load is applied in the centre of the right side. The
layout of material, subject to a volume constraint, is then optimised for overall
stiﬀness.
1
2 Chapter 1. Introduction
1.1 Classical Approaches to Structural Optimisation
Structural optimisation has a rich history. Rozvany (2001), Munk et al. (2015), and Bendsøe
and Sigmund (2003) give a good overview of the ﬁeld and its development. We brieﬂy cover
that history here.
1.1.1 Overview
Michell solved one of the earliest structural optimisation problems ﬁnding conditions on the
layout of a frame of struts and ties to achieve the lightest possible result given allowed stresses
(Michell, 1904). He found that in order to minimise the weight, frames should have their ele-
ments meet at right angles. Since this seminal article, much work has been done in the ﬁeld
examining a variety of methods and descriptions including frames, planar sections, plates and
continuous structures (Bendsøe and Sigmund, 2003; Munk et al., 2015). Of interest to the ideas
described in this thesis is the relatively general continuum optimisation problem which has been
approached in a number of ways, including: with pure shape optimisation; a relaxed formu-
lation with the material distribution method; heuristic evolution with evolutionary structural
optimisation; and using level-set methods to describe and evolve designs.
In pure shape optimisation the boundary of the structure is parameterised and then optimised
(e.g. Haftka and Grandhi, 1986). The method can be computationally expensive as at each
stage a new mesh must be generated. In addition, topology changes can be diﬃcult or impos-
sible. Shape optimisation doesn't suﬀer from mesh inﬂuence and dependency as much as other
methods however, and methods have been developed to allow changes in topology in shape
optimisation (e.g. Eschenauer et al., 1994).
Evolutionary structural optimisation (ESO) optimises by removing material elements from the
structure (and adding in the case of the bidirectional ESO) (Xie and Steven, 1993; Querin et al.,
1998). Elements are removed when they are ineﬃcient, with the quantiﬁcation of eﬃciency
depending on the problem. For example, in the case of stress minimisation, eﬃciency may in
some cases be determined with the von Mises stress (Xie and Steven, 1994; Munk et al., 2015),
so elements that are transferring less stress are removed while those transferring more stress
are retained.
Level set methods are similar to shape optimisation methods, however instead of directly de-
scribing the surface it is implicitly determined from the level set of a control function (called a
level-set function) (Sethian and Weigmann, 2000; Osher and Santosa, 2001; Wang et al., 2003;
Allaire et al., 2004). A surface velocity is then determined that, when followed, optimises the
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objective. This velocity is then used to evolve the control function. Hole nucleation is an
issue in two dimensions, similar to shape optimisation, as forming a void inside a two dimen-
sional object by continuous deformation would require a disconnection. While methods exist to
counter this problem (e.g. Hackl, 2007), in three dimensions, which is arguably of more interest,
topology changes happen naturally with the level set method (Allaire et al., 2004; Allaire and
Jouve, 2005).
The material distribution method is of greatest concern here as it is the method that this thesis
builds upon. As such, its development is covered in more detail in the following section, and
the method itself is discussed in detail in Section 2.3. We also describe inverse homogenisation
here as it forms an integral part of the basis for the thesis.
1.1.2 The material distribution method and SIMP
The material distribution method is an approach for optimising a structure where instead of
allowing only solid material and void, the problem is relaxed to allow some sort of parameterised
material. The structure is then described by the distribution of this meta-material allowing
intermediate densities. Bendsøe and Kikuchi (1988) ﬁrst used a square micro-lattice with
varying volume fraction to maximise a macroscopic structure's stiﬀness with a material volume
constraint. They found that the majority of the domain consisted of either the maximum or
the minimum volume fraction.
As the microstructure was not widely used in the ﬁnal solution, the square lattice used could
be replaced with a simpler elastic law for a ﬁctitious material so long as intermediate densities
were suﬃciently `penalised' (Bendsøe, 1989; Rozvany et al., 1992). In particular, this led to the
now commonly used material law called solid isotropic material with penalisation (SIMP) by
Rozvany et al. (1992):
Cijkl(ρ) = ρ
PC0ijkl, (1.1)
where ρ ∈ [0, 1] is the `density' of material, and C0ijkl is the base material's stiﬀness tensor. So
long as the exponent P is chosen to be high, areas of intermediate density are ineﬃcient and
optimal solutions consist only of solid and void (Rozvany et al., 1992). The material law is
considered ﬁctitious as there may not be a material that satisﬁes the relation. As the density
map is only an intermediary to obtain a solid and void design, the lack of physical interpretation
does not invalidate the method. Bendsøe and Sigmund (1999) did however show that for P large
enough, microstructures consisting of ranked laminates exist that follow (1.1), thus physically
justifying such a law.
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Figure 1.2: Homogenisation takes a microstructure and determines its eﬀec-
tive material properties, such as its stiﬀness tensor (here displayed using Voigt's
3 × 3 notation). Inverse homogenisation either takes target eﬀective properties
and produces a matching microstructure, or optimises a microstructure for an
eﬀective property. The optimised microstructure above was found by Vigdergauz
(1999), this image is a replication using inverse homogenisation (reproduced from
Sigmund, 2000).
1.1.3 Inverse Homogenisation
Microstructures are structures on a much smaller length scale than the object that they are
a part of. Microstructures include wood grain, metallic crystal grains and cement: all of
these have details on a ﬁne length scale, but are considered homogeneous in most macroscopic
applications. Microstructures can be random, periodic, or quasi-periodic  where the deviation
from a true periodic structure is over a larger length scale than the microstructures themselves.
Homogenisation takes the description of a microstructure and determines `bulk' or eﬀective
properties for how the material composed of such microstructures would behave.
Inverse homogenisation reverses this process: starting with eﬀective properties, inverse ho-
mogenisation aims to ﬁnd a periodic microstructure that would produce those properties
(Fig. 1.2). Sigmund (1994) developed an inverse homogenisation method to construct two
dimensional examples of extremal materials with negative Poisson's ratio and materials with
zero eigen-values. Methods to optimise both continuum microstructure descriptions and mi-
crostructures described by a set of trusses and ties were developed. While the truss description
naturally has a continuous nature, the continuum optimisation was relaxed and the base ma-
terial had a continuously variable Young's modulus (or equivalently, plate thickness). The
method was demonstrated to work in three dimensions by Sigmund (1995) using just the truss
description, and some macroscopic examples were physically produced and tested. Sigmund
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(1997) optimised continuum structures for thermoelastic expansion, making use of three mate-
rial phases and a continuum description. Since then inverse homogenisation has been extended
to optimise for many objectives and constraints including, for example, ﬂuid permeability ob-
jectives (Guest and Prévost, 2006), and elastic isotropy constraints (Challis et al., 2008a). The
work of Challis et al. (2008a) is also interesting due to the use of the level-set method to pro-
duce a continuum microstructure description. Zhou et al. (2011) extended the use of level-set
methods to optimise a microstructure for negative electromagnetic permeability.
Inverse homogenisation allows the design of meta-materials with prescribed or optimised eﬀec-
tive elastic properties. Once one can optimise a microstructure for eﬀective elastic properties
through inverse homogenisation, it is natural to want to optimise the use of microstructures
continuously within a macroscopic domain.
1.2 Microstructures and Macroscopic Designs
This thesis is concerned with developing a method to intelligently combine macroscopic design
and microstructure optimisation to facilitate the optimisation of macroscopic designs with ﬁne-
scale features. Zheng et al. (2014) have shown that it is possible to manufacture structures
with feature sizes on the order of 10µm. Macroscopic objects with such a small minimum
feature size are computationally infeasible to optimise directly  multiscale structures allow
the exploitation of the new possibilities provided by additive manufacture. Eﬀorts towards this
combination of design scales can be broadly categorised into two areas: functionally graded
materials, and multiscale optimisation. We extend this literature, presenting a new multiscale
design approach.
1.2.1 Functionally graded materials
A functionally graded material (FGM) is a material whose properties change over a ﬁnite
distance. Niino and Maeda (1990) for example examined the use of FGMs for handling very
high thermal gradients in space-planes and the associated thermal stresses. Dunning et al.
(2014) investigated FGMs for use in aircraft wings and found that being able to vary material
properties along with the geometry beneﬁted the aero-elastic performance. An overview of
FGM optimisation can be found in Birman and Byrd (2007) along with an overview of the ﬁeld
in general.
Designing microstructures and thus designing meta-materials is a method that can be used for
generating FGMs. Zhou and Li (2008a,b), for example, used structural optimisation to do just
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Figure 1.3: Example of a functionally graded meta-material (reproduced from
Zhou and Li, 2008a). The dashed red squares indicate representative unit cells.
The small yellow rectangles mark connections prescribed by pseudo-loads that
ensure connectivity.
this, making a series of microstructures with a prescribed changing Young's modulus. Chief
among Zhou and Li's concerns were the connectivity of the microstructures. They tested three
methods for ensuring connectivity. The ﬁrst method was simply to specify the connections
between microstructures as a constraint to the optimisation, while the second was similar,
supplying extra loading conditions at points called pseudo-loads (Fig. 1.3). Of course such
methods reduce the allowed search space by presupposing the microstructure connections. The
second method considered added a diﬀusion term to the optimisation where the diﬀusion was
considered through all microstructures chained together. This method had the beneﬁts that it
did not prescribe the connections before the optimisation and that it also suppressed checker-
boarding, a problem common to structural optimisation on a regular mesh. The diﬀusion
method is only valid however for an FGM that varies the microstructures along one dimension
only. More recently, Radman et al. (2013) ensured connectivity of base cells in an FGM by
optimising each cell considering its two neighbours. When optimising cell j the cells j − 1 and
j + 1 were considered with their sensitivities `bleeding' into cell j through a sensitivity ﬁlter.
1.2.2 Multiscale structural optimisation
Multiscale optimisation forsakes a monolithic design approach for a multiscale description,
having detail on a macroscopic level and also on the microscopic while optimising both. Multi-
scale structural optimisation is related to FGM design: both determine microstructures varying
throughout a macroscopic domain. Instead of prescribing a functional gradient however, in mul-
tiscale structural optimisation the desired eﬀective microstructural properties are determined
through a macroscopic optimisation. An example of one such method is shown in Fig. 1.4.
The methods allow the optimisation of two-scale designs on both scales simultaneously to best
make use of new manufacturing capabilities.
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Figure 1.4: A multiscale structural optimisation solution (reproduced from Ro-
drigues et al., 2002). For each element in the design a microstructure is optimised.
Four microstructure unit cells are shown for some example elements.
Early work in multiscale structural optimisation included that of Jog et al. (1994), who opti-
mised a multiscale design consisting of rank-2 laminate microstructures where the layers were
able to vary in material volume fraction throughout the macroscopic domain. While the overall
microstructure could rotate, the individual layers were orthogonal to each other. One problem
of ranked laminate microstructures is that they are diﬃcult to produce due to their multiple
length scales. With rank-2 laminates there are three length scales, the macroscopic, the ﬁrst
rank and the second.
Rodrigues et al. (2002) developed a method whereby a macroscopic structure could be opti-
mised, consisting of general, single-scale microstructures. In this method, optimality criteria
were found for the macroscopic design problem and the microscopic design problem. From the
optimality criteria an update scheme was derived. The method was computationally feasible
thanks to the decoupling of the micro-optimisation from the macro-optimisation, facilitating
the use of parallel computation. Coelho et al. (2008) extended the work to three dimensions,
again using optimality criteria.
During the development of this thesis, Sivapuram et al. (2016) have developed another method
for full multiscale structural optimisation. They linearised the objective and constraints to
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formulate a new way of decomposing the macroscopic and microscale design problems that
allows parallelisation of the computations. Their approach can be generalised to any multiscale
structural optimisation problem, which is in contrast to an optimality criteria approach which
requires development of a suitable heuristic update scheme for the particular problem at hand.
Also recently, Li et al. (2016) optimised the macroscopic density with a tentative SIMP-like law
before optimising the microstructures with the level set method. Their focus was on developing
multi-layered, functionally graded cellular materials.
1.2.3 A New Method for Multiscale Optimisation
While multiscale optimisation extends the complexity of allowed designs, manufacturability of
the ﬁnal design is typically not ensured. In particular, the connectivity of the geometry across
neighbouring microstructures must be addressed as it has been with FGMs before multiscale
designs may be built. For example, it is not clear how the microstructures in Fig. 1.4 connect
and transition smoothly. Without resolving this issue a physical object cannot be produced
and the designs produced by the method remain theoretical.
Recently, there has been some work trying to address such concerns in multiscale optimisation,
for example, Deng et al. (2013) used a single microstructure geometry optimised concurrently
with a macroscopic layout optimisation. As a single microstructure is used throughout the
solid domain the connectivity problem is removed. Another example, developed concurrently
to this thesis, is provided by Wang et al. (2016), who approached the problem by using a single
control function whose level sets describe a set of microstructures. Both the control function
and the macroscopic distribution were simultaneously optimised. While the microstructures
were allowed to vary throughout the domain, the set of microstructures was restricted to those
sets that can be described by a single control function.
Here, a method is developed that we have termed microstructure interpolation for macroscopic
optimisation (MIMO). The MIMO method developed, tested and expanded in this thesis looks
to solve the connectivity problem of two-scale designs by a return to the material distribution
method combined with microstructures optimised prior to the macroscopic optimisation. In-
verse homogenisation may only optimise a ﬁnite number of microstructures however, and so
the method proposed combines similar microstructures with shape interpolation to provide a
smooth continuum of microstructure possibilities (Fig. 1.5). It is a bottom-up design method
whereby the microscopic scale provides options for the macroscopic scale optimisation, rather
than a top-down design method where the macroscopic scale informs the microscopic optimi-
sation. It trades the wide generality of the hierarchical method by Rodrigues et al. (2002), for
surety of manufacture and a greater ability to hand-tailor the microstructures.
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Figure 1.5: Illustration of using microstructure interpolation for macroscopic
design (MIMO). Starting from the bottom: a discrete set of microstructures are
optimised. These optimised microstructures are then interpolated between to
produce a smoothly changing set of microstructures. The smoothly changing set of
microstructures are parameterised and used in a macroscopic design optimisation.
Figure is a schematic only.
The microstructure sets developed are parameterised in some way (e.g. by density). A vector
ﬁeld then maps locations in the macroscopic design domain to points in the microstructure
parameter space, and thus to material properties for that location. If the design vector ﬁeld is
continuous and the microstructures are ensured to vary smoothly throughout the parameterisa-
tion, then the ﬁnal design will have smooth and well deﬁned geometry on all length scales. The
smoothly changing geometry ensures connectivity of the microstructure unit cells addressing
the need for physically interpretable multiscale designs.
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By interpolating microstructure geometries the smoothness required is obtained while still al-
lowing structures without closed form descriptions. It allows not only the square lattice of
Bendsøe and Kikuchi (1988) that has a closed form description but also optimised microstruc-
tures, such as the extremal microstructures found by Sigmund (2000). As an added beneﬁt the
method is very eﬃcient requiring no homogenisation calculations simultaneous to the macro-
scopic optimisation.
1.3 Thesis Overview
In Chapter 2 the mathematical background for the thesis will be reviewed. The derivation of
the linear elastic equations is shown, along with the numerical method used to solve them here.
Microstructure homogenisation for periodic microstructures is reviewed and some structural
optimisation techniques are shown in more detail.
In Chapter 3 the MIMO method is developed and tested on compliance problems. Microstruc-
tures are restricted to be elastically isotropic, varying in only one parameter: density. Restrict-
ing ourselves to one dimension allows easy conceptualisation and evaluation of the microstruc-
ture set which is shown to be smooth not just in geometry, but also in material properties. It is
shown that the method provides strong beneﬁts in two dimensional compliance problems with
small improvements in three dimensions.
Chapter 4 discusses the use of the MIMO method in bone prosthetic design for a hip replace-
ment. The bone prostheses connect the remaining femur with the new hip joint and are called
femoral implants. Work has been done in optimising the femoral implants to minimise the
peak shear stress in the bone-prosthesis interface while reducing the adverse eﬀect of bone
resorption. Applying the MIMO method to this problem demonstrates improvements over ho-
mogeneous designs, validating the work of Kuiper and Huiskes (1997) and extending that of
Arabnejad Khanoki and Pasini (2012), Chanda et al. (2015a), and others. A proof of concept
model is also produced using additive manufacturing.
The use of multiparametric microstructure sets within the MIMO method is investigated in
Chapter 5. A number of problems arise when the parameterisation is extended to multiple
dimensions. The larger space of microstructures requires orders of magnitude more microstruc-
tures to be directly optimised in order to provide a basis for the microstructure interpolation.
In addition, the space of allowed microstructures ceases to be a single dimensional interval and
becomes a general shape in a higher dimension causing the limits of one parameter to be a
function of the other parameters. These issues are addressed, and the optimised set is applied
to the bone prosthesis problem investigated in Chapter 4. Some surprising results show that
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the larger optimisation space may be diﬃcult for the optimisation algorithm to manage. We
also show how such a microstructure set may be applied to an FGM problem.
Finally, concluding remarks are given in Chapter 6.

Chapter 2
Background
In this chapter, we review linear elasticity and its derivation along with the numerical solution
used. We also review some of the structural optimisation methods in more detail as these are
the building blocks for the rest of the thesis. The purpose of this chapter is twofold. Firstly, it
is always important to keep fresh in mind the fundamental pillars on which the theory stands
and, secondly, it helps to clarify notation early so that in the subsequent chapters symbols such
as Cijkl (the stiﬀness tensor) may be used without explanation.
2.1 Derivation of Linear Elasticity
We begin by deriving the equations that govern linear elasticity. Linear elasticity is concerned
with elastic solids that have only small displacements. That the material is elastic means
that the reaction forces in the solid are dependent on the ﬁnal conﬁguration and not on the
history of loading. Restricting to small displacements means that linear approximations can be
used, greatly simplifying the theory and the techniques required to solve the resulting equations.
Much of the following derivation is similar to that written by Love (1944) while taking advantage
of modern vector notation.
2.1.1 Strain
Taking a Lagrangian view (Fig. 2.1), we describe the motion of the continuum using a displace-
ment ﬁeld u(x). A particle at x is displaced to the position x′ with
x′ = x+ u(x). (2.1)
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x
u(x)
x
Figure 2.1: In a Lagrangian view the movement of material is tracked using
its displacement from the initial position. As elsewhere in the chapter, the orig-
inal continuum location is illustrated by the shaded region while the displaced
continuum is shown with a dotted outline.
To the ﬁrst order about x0 we have that
u(x) = u(x0) + (x− x0) · ∇u(x0) (2.2)
= u(x0) + (x− x0) ·
(
1
2
(∇u− (∇u)T) + 1
2
(∇u+ (∇u)T)
)
(2.3)
= u(x0) + (x− x0).(R + ε) (2.4)
where
R =
1
2
(∇u− (∇u)T) (2.5)
is an anti-symmetric second order tensor and
ε =
1
2
(∇u+ (∇u)T) (2.6)
is a symmetric second order tensor. So a particle at x close to x0 is displaced to
x′ = x+ u(x0) + (x− x0) ·R + (x− x0) · ε. (2.7)
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Figure 2.2: The displacement of material in a small region about x0 can be
decomposed into: (a) a rigid body translation, (b) a rigid body rotation, and (c)
deformation.
Now, a rotation about the origin and about the axis (a1, a2, a3) by an angle of θ is a linear
transformation. To the ﬁrst order in θ, this transformation has the matrix
Rot(θ) =
 1 −a3θ a2θa3θ 1 −a1θ
−a2θ a1θ 1
 (2.8)
= I + θ
 0 −a3 a2a3 0 −a1
−a2 a1 0
 (2.9)
= I +R′. (2.10)
Noting that R′ is a general anti-symmetric matrix we may interpret the tensor R as a small
rotation about the point x0.
We can now interpret the terms on the right hand side of (2.7) to be, respectively: the original
position, a rigid body translation, a rigid body rotation, and material deformation (Fig. 2.2).
The material is expected to exert a force returning it to its original shape. This force, how-
ever, will not depend on any rigid body transformations and thus will depend solely on the
deformation summarised in ε, which we call the strain tensor.
As ε is a symmetric tensor its eigenvectors are orthogonal. We may therefore construct a matrix
P with the normalised eigenvectors, where P−1 = PT. Diagonalising ε gives
D = P−1εP = PTεP. (2.11)
However this transformation can also be seen as a rotation of basis, and so there exists an
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a b
Figure 2.3: Both squares are deformed with the same (randomly chosen) strain
tensor ε. While the deformation in (a) involves shearing the square, one can
always rotate the square as in (b) such that it aligns with the eigenvectors of ε
(dotted in red) illustrating the principal strains.
orthogonal basis where the strain tensor consists only of axial strains (compressions and ex-
tensions) without shear (Fig. 2.3); these eigenvectors and eigenvalues are called the principal
strains.
2.1.2 Stress
Consider a tetrahedron inside the material with three of the faces having normals along the
negative axes. That is, the normals are −i, −j, and −k, with the fourth being n. Set the
surface stresses to be Ti and areas to be Ai (Fig. 2.4). As the object is at rest the forces must
balance, giving
T4 = −A1
A4
T1 − A2
A4
T2 − A3
A4
T3 (2.12)
= −(n · i)T1 − (n · j)T2 − (n · k)T3. (2.13)
Thus we see for an arbitrary surface inside the material the stress on that surface is a linear
transformation of the surface normal. We can therefore deﬁne the second order stress tensor,
σ, such that the stress on any intersecting plane with normal n is
Tn = σ · n. (2.14)
Consider now a small cube with side length ∆. Now consider the torque τz on this cube about
the z-axis. We have that
τz = σyx∆
2∆− σxy∆2∆. (2.15)
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Figure 2.4: Consider a small tetrahedron inside the material continuum. The
forces acting on each surface must sum to zero as the material is at rest.
The moment of inertia Iz about the same axis is
Iz =
∫ √
x2 + y2 dV = a∆4 (2.16)
where a = 8
3
(
√
2 + arcsinh(1)). The angular velocity ωz satisﬁes
ω˙z =
τz
Iz
(2.17)
=
(σyx − σxy)∆3
a∆4
. (2.18)
For ω˙z to remain bounded as ∆ → 0 we require that σxy − σyx = 0. This argument can be
repeated for each rotational axis to show that σ must be symmetric, with σij = σji. As σ is a
symmetric tensor we may make the same diagonalisation argument as was made for ε to deﬁne
the principal stresses. In general the principal stresses and principal strains may have diﬀerent
directions, although for an isotropic material one can show they will be the same.
2.1.3 The constitutive equation
We assume that the displacements are small and that the material behaves elastically. That
is, we assume that the stress is a linear function of the strain to obtain a generalised form of
Hooke's law linearly relating the stress to the strain,
σ = C : ε. (2.19)
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Figure 2.5: Consider a small hexahedron wholly contained in the material con-
tinuum. Each point inside that hexahedron is moved according to (2.22).
C is the fourth order stiﬀness tensor and describes the elastic response of a particular material
to deformation. The inverse of the stiﬀness tensor is the compliance tensor, Sijkl which satisﬁes
ε = S : σ. (2.20)
As ε and σ are both symmetric we deﬁne the stiﬀness tensor to have the same symmetries,
namely
Cijkl = Cjikl = Cijlk. (2.21)
Using C to denote the stiﬀness tensor and S to denote the compliance tensor is an unfortunate
notational quirk, however to switch the two or introduce new symbols would only serve to
confuse the matter further.
When the material is deformed it stores elastic energy, we calculate this through the work done
on a small hexahedron. Let the hexahedron have sides of length 2∆x, 2∆y and 2∆z (Fig. 2.5).
Further, let the hexahedron be deformed such that the path r that a point will take from the
position x is
ri = xi + t(ui +Rijxj + ε
0
ijxj), (2.22)
where ui is a rigid body translation and R a rigid body rotation. The strain is therefore
ε = tε0, t ∈ [0, 1], (2.23)
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and the traction (force per area) on a surface is
Ti = njσij = tnjCijklε
0
kl. (2.24)
The work done by the traction over the top surface of the cube is
Wz+ =
∫ ∆x
−∆x
∫ ∆y
−∆y
∫ 1
0
Ti
dri
dt
dt dy dx (2.25)
= 2 ∆x ∆y Ci3klε
0
kl(2ui +Ri3∆z + ε
0
i3∆z), (2.26)
and for the bottom
Wz− = 2∆x∆y Ci3klε
0
kl(−2ui +Ri3∆z + ε0i3∆z). (2.27)
Similar results are found for the sides. The work done on all surfaces is therefore
W (ε0ij) = W+x +W−x +W+y +W−y +W+z +W−z (2.28)
= 4Cijklε
0
kl(Rij + ε
0
ij)∆x∆y∆z (2.29)
= 4Cijklε
0
klε
0
ij∆x∆y∆z. (2.30)
The ﬁnal equality holds as Cijkl is symmetric in i and j and Rij is antisymmetric, implying
CijklRij = 0. The work done is equal to the total strain energy stored in the deformation of the
hexahedron as it is in the elastic regime and the energy used to deform the hexahedron may
be recovered by the hexahedron returning to its original shape. The average stored energy due
to the strain εij is therefore
U(εij) =
W (εij)
8∆x∆y∆z
=
1
2
Cijklεklεij, (2.31)
and is called the strain energy or strain energy density.
From (2.31) we can show that the stiﬀness tensor Cijkl has an additional symmetry. We have
∂
∂εij
∂
∂εkl
U = Cijkl, (2.32)
but the order of diﬀerentiation does not matter, so we ﬁnd that
Cijkl = Clkij. (2.33)
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Taking into account the three symmetries, the stiﬀness tensor has only 21 degrees of freedom.
If the material is isotropic, there are only two degrees of freedom. Commonly the Young's
modulus E and Poisson's ratio ν are used to specify the full linear elastic properties of an
isotropic material.
Sometimes it's useful to express the linear elastic equations using Voigt's notation where the
stress and strain become the vectors
εα =

ε11
ε22
ε33
2ε23
2ε13
2ε12

and σα =

σ11
σ22
σ33
σ23
σ13
σ12

. (2.34)
(2.19) then becomes
σα = Cαβεβ, (2.35)
and the fourth order tensor Cijkl can be written as the symmetric matrix Cαβ. In this thesis,
when using Voigt's notation subscripts will be Greek indices, as in (2.35).
2.1.4 Variational solution
We can ﬁnd the displacement for a given load by minimising the energy of a system. If we have
material in a domain Ω with a stiﬀness tensor Cijkl and a traction on the surface ∂Ω of t, then
the total energy stored in the system is
W =
∫
Ω
U dx−
∫
∂Ω
tiui dx (2.36)
=
1
2
∫
Ω
εijCijklεkl dx−
∫
∂Ω
tiui dx (2.37)
=
1
2
∫
Ω
∂ui
∂xj
Cijkl
∂uk
∂xl
dx−
∫
∂Ω
tiui dx. (2.38)
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To minimise W we take a variation on u so that u = u0 + δv where δ is a small parameter and
u0 is an optimal solution. As u0 is optimal and δ is small
∂W
∂δ
=
∫
Ω
∂ui
∂xj
Cijkl
∂vk
∂xl
dx−
∫
∂Ω
tivi dx (2.39)
= O(δ). (2.40)
Taking δ → 0 we see that at the extrema of W∫
Ω
∂ui
∂xj
Cijkl
∂vk
∂xl
dx =
∫
∂Ω
tivi dx (2.41)
for all functions v.
2.1.5 Numerical solution
In order to practically solve (2.41) for strange domains (such as the shape of a squid) and
complicated, spatially varying stiﬀness tensors Cijkl, a numerical solution must be sought.
Finite element analysis (FEA) is used for this task. We may represent u as a linear combination
of basis functions, say ηp,
ui(x) =
∑
p
uipηp(x) (2.42)
where uip are not functions of position. The total energy is then
W =
∑
p,q
1
2
uipukq
∫
Ω
Cijkl
∂ηp
∂xj
∂ηq
∂xl
dx−
∑
p
uip
∫
∂Ω
tiηp dx. (2.43)
Which can be minimised with respect to each of the uip constants
∂W
∂uip
=
∑
q
ukq
∫
Ω
Cijkl
∂ηp
∂xj
∂ηq
∂xl
dx−
∫
∂Ω
tiηp dx = 0. (2.44)
We can also derive (2.44) from (2.41) by noting that if (2.41) is true for v, then it must also
hold for αv, and so it suﬃces to consider only vi ∈ {ηp}.
To solve (2.44) numerically, rather than choosing a true basis for all functions Rn → R, we
approximate with a ﬁnite basis. In such a case we can explicitly calculate a matrix K, indexed
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Figure 2.6: The bilinear shape function associated with the point at x = 2,
y = 1 where mesh elements have side lengths of 1. Note that the shape function
has support restricted to the elements immediately around x = 2, y = 1.
by two pairs of indices (denoting a pair of indices as (ip)),
K(ip)(kq) =
∫
Ω
Cijkl
∂ηp
∂xj
∂ηq
∂xl
dx. (2.45)
This matrix is called the stiﬀness matrix as it embodies the eﬀect of the stiﬀness tensor. Note
that K is symmetric and positive deﬁnite as the product u(ip)K(ip)(jq)u(jq) calculates the strain
energy, which cannot be negative. We can deﬁne the load vector to embody the eﬀect of the
load on the problem as
s(ip) =
∫
∂Ω
tiηp dx. (2.46)
We can thus ﬁnd a numerical solution to the linear elastic problem by solving the matrix
equation
K(ip)(kq)u(kq) = s(ip). (2.47)
In this thesis we choose the bilinear and trilinear Lagrange basis functions on a regular mesh
for two and three dimensions respectively. Each of these functions is associated with nodes on
the mesh. At the associated node the function is 1 and at all other nodes the function is 0.
This allows easy interpretation of results as the displacement at any particular node can be
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read oﬀ the solution vector. An example of a bilinear basis function can be seen in Fig. 2.6.
If the mesh elements have side lengths of 1, then the trilinear basis function associated with
the point (1, 1, 1) is then
η(x) =

xyz, x ∈ [0, 1], y ∈ [0, 1], z ∈ [0, 1]
(2− x)yz, x ∈ [1, 2], y ∈ [0, 1], z ∈ [0, 1]
x(2− y)z, x ∈ [0, 1], y ∈ [1, 2], z ∈ [0, 1]
(2− x)(2− y)z, x ∈ [1, 2], y ∈ [1, 2], z ∈ [0, 1]
xy(2− z), x ∈ [0, 1], y ∈ [0, 1], z ∈ [1, 2]
(2− x)y(2− z), x ∈ [1, 2], y ∈ [0, 1], z ∈ [1, 2]
x(2− y)(2− z), x ∈ [0, 1], y ∈ [1, 2], z ∈ [1, 2]
(2− x)(2− y)(2− z), x ∈ [1, 2], y ∈ [1, 2], z ∈ [1, 2]
0, otherwise.
(2.48)
These basis functions have the beneﬁt that they have ﬁnite and quite restricted support making
the matrix K very sparse.
In order to solve (2.47) eﬃciently, the conjugate gradient method is used with either a multigrid
preconditioner or a geometric agglomerated multigrid preconditioner (GAMG). The GAMG
preconditioner agglomerates elements without the need for an explicit coarsening scheme and
so can be used on a wider range of meshes. These preconditioners are generated by solving the
problem on a coarse mesh ﬁrst helping reduce large wavelength errors before the `true' solver
reduces the low wavelength errors on the ﬁner mesh. These methods are implemented in the
PETSc framework (Balay et al., 1997, 2016).
2.2 Homogenisation of periodic microstructures
The above continuum theory is predicated on the elastic material being a continuum, that is
it relies on the ability to divide up the material inﬁnitely and each piece still retain the same
governing laws. Of course no material is truly like this, on some small scale every material will
cease to act as a continuum and the behaviour of individual constituents will become important.
The value of elastic theory lies in it modelling the bulk, or average, behaviour without regard
to the small details. We can apply the same principle to periodic microstructures, structures
with regular variation on a very ﬁne length scale. Such microstructures can also be modelled
as a material if we are concerned about the bulk behaviour at a length scale large enough in
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comparison to the microstructural variations. Taking a description of a microstructure and
producing a bulk model is called homogenisation.
Here we concern ourselves only with periodic microstructures, or pseudo periodic where the
microstructures deviate from truly periodic only slowly over many periods. Such a microstruc-
ture can be described with a representative volume element (RVE) which is repeated in all
directions.
Consider a single hexahedral RVE ω inside a large group, far from the edge. Let the average
strain inside this RVE be
〈εij〉 = 1|ω|
∫
ω
εij dx. (2.49)
Similarly, let the average stress be
〈σij〉 = 1|ω|
∫
ω
σij dx. (2.50)
As this microstructure is inside a large collection of similar microstructures, we may discard
the deviations from average strain over large length scales and assume the displacement is
ui = ε
0
ijxj + u
′
i (2.51)
where u′ is periodic and ε0ij is the overall bulk strain of the macroscopic material. Now,
〈εij〉 = 1
2|ω|
∫
ω
∂
∂xj
(ε0ikxk + u
′
i) +
∂
∂xi
(ε0ikxk + u
′
i) dx (2.52)
= ε0ij +
1
2|ω|
∫
∂ω
u′inj + u
′
jn
′
i dx (2.53)
where we have made use of Gauss' divergence theorem. The surface integral in (2.53) will be
zero as u′ is periodic causing opposing faces to cancel. Thus we ﬁnd that
〈εij〉 = ε0ij. (2.54)
That is, we may impose an average strain 〈εij〉, by requiring that the displacement satisﬁes
(2.51). Such a displacement may be found by numerically solving (2.41) for u′ under the
assumption of (2.51).
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Let εklij (x) be the strain ﬁeld induced by the imposed average strain
ε0ij =
1
2
(δikδjl + δilδjk). (2.55)
We may then ﬁnd
〈σklij 〉 =
1
|ω|
∫
ω
Cijmn(x)ε
kl
mn dω, (2.56)
with Cijkl varying depending on the material at x, likely solid or void. Thus we are able to
determine C∗ijkl, the eﬀective material tensor, which satisﬁes
〈σij〉 = C∗ijkl〈εkl〉 (2.57)
through
〈σklij 〉 = C∗ijmn〈εklmn〉 (2.58)
=
1
2
C∗ijmn(δmkδnl + δmlδnk) (2.59)
= C∗ijkl. (2.60)
This requires solving the equations of elasticity 6 times, once for each of the unique components
of ε.
This concept of taking a periodic microstructure and determining eﬀective material properties
is important to this thesis. It allows us to ﬁnd eﬀective material properties of microstructures
thus decoupling the microstructural deformation from the macrostructural and making the
computation of multiscale designs feasible.
2.3 The SIMP Method
A common structural optimisation problem is to minimise the compliance (maximise stiﬀness)
of a design under load, subject to a volume constraint. If the design must ﬁt inside some domain
Ω (Fig. 2.7a), then we deﬁne a control function ρ(x) : Ω→ {0, 1}, with ρ = 1 signalling where
material is present and ρ = 0 signalling where no material is present (Fig. 2.7b). The stiﬀness
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Figure 2.7: Optimising the stiﬀness of a cantilever beam using SIMP. (a) The
optimisation domain Ω with boundary conditions. (b) A possible solid/void so-
lution showing values of ρ = 1 for solid and ρ = 0 for void. (c) The optimised
SIMP design densities. Note that the design is primarily fully solid or fully void
but intermediate densities remain.
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tensor can then be described as
Cijkl(ρ) =
C0ijkl, ρ = 10, ρ = 0 (2.61)
with C0ijkl being the stiﬀness tensor of the base material.
The optimisation problem then has the following numerical form,
min
ρ
∫
∂Ω
u.s dx
s.t.

K
(
Cijkl(ρ)
)
u = s∫
Ω
ρ dx ≤ V 0
(2.62)
where K and s are deﬁned above in (2.45) and (2.46). The constraints in (2.62) are that the
displacements, u, must satisfy the linear elastic equations derived above, and that the amount
of material used is limited to V 0 < |Ω|.
2.3.1 Method description
The optimisation problem (2.62) is diﬃcult to solve due to the large solution space the integer
function ρ provides when discretised and the expense of calculating the displacements u. The
idea of the solid isotropic material with penalisation (SIMP) method is to relax ρ to be a density
function ρ : Ω→ [0, 1] and to replace (2.61) with the ﬁctitious material law,
Cijkl(ρ) = ρ
PC0ijkl, (2.63)
where P is a parameter. We describe (2.63) as ﬁctitious as there may not be a material with a
stiﬀness that behaves as described; no physical interpretation is required however, as the few
regions of intermediate densities in the ﬁnal design would be removed before manufacture.
A `large enough' exponent P combined with the volume constraint in (2.62) will make the use of
intermediate densities in the optimisation ineﬃcient. As an example, consider Fig. 2.8: rather
than using two supports with ρ = 0.5, the structure would be stiﬀer if one similar sized support
of ρ = 1 was used. This penalisation of intermediate density material is expected to drive
the optimisation towards a structure that does not make use of intermediate density material,
thus solving the original problem. Fig. 2.7c shows such an example. The relaxed formulation
of the optimisation problem is easier to solve than the discrete as the solution space becomes
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Figure 2.8: Using a SIMP law, the left structure (a), with two intermediate
density struts, has a lower stiﬀness than the right (b), which uses one fully dense
strut despite both having the same material cost
continuous. Steps can be taken by an optimisation algorithm that are smooth, creating regions
of fractional density. In addition, derivatives of the density can be calculated to provide
information to the optimisation as to which direction should be taken.
Checker boarding, where a checker-board like pattern is produced, is a problem that occurs in
structural optimisation. It is caused by the numerical solution modelling the stiﬀness higher
than it should be in such a case (Bendsøe and Sigmund, 2003). Another problem is mesh
dependence, in general the continuous structural optimisation problem (2.62) may not have
a minimum. This is demonstrated by mesh reﬁnement producing ﬁner and ﬁner details in
optimised designs with a greater number of holes. Clearly an inﬁmum exists as inﬁnitely stiﬀ
structures are not physical; a good solution close to this inﬁmum is still desirable even if the
optimal cannot be achieved.
Both the checker boarding and mesh dependence problems are combated in this thesis by use
of a sensitivity ﬁlter. The ﬁlter is (Sigmund, 1997; Bendsøe and Sigmund, 2003)
∂̂f
∂ρe
=
1
ρe
∑
i∈Ne rmin − dist(e, i)
∑
i∈Ne
(rmin − dist(e, i))ρi ∂f
∂ρi
, (2.64)
where dist(i, j) is the distance from the centre of element i to the centre of element j and
Ne = {i | dist(i, e) < rmin}. (2.65)
The ﬁlter is heuristic but performs well; rmin provides a length scale below which features cannot
be produced as sensitivities are blurred. Essentially, the length scale of the smallest feature size
is artiﬁcially enlarged to be above the scale of the ﬁnite elements. In addition, the minimum
feature size persists over mesh reﬁnement, `ﬁxing' the issue of mesh dependence.
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2.3.2 Derivatives
How to ﬁnd the derivatives of the objective function may not be immediately obvious, here
they are found through the adjoint method. If the design variables are b, then from (2.47) we
can obtain
∂u
∂bi
= −K−1∂K
∂bi
u. (2.66)
So then by the chain rule
∂f
∂bi
=
(
∂f
∂bi
)
u
+
(
∂f
∂u
)T
∂u
∂bi
(2.67)
=
(
∂f
∂bi
)
u
−
(
∂f
∂u
)T
K−1
∂K
∂bi
u, (2.68)
where
(
∂f
∂bi
)
u
is the partial derivative of f with respect to bi holding u constant. Let the adjoint
displacement be
u˜T =
(
∂f
∂u
)T
K−1 (2.69)
which can be found by solving
Ku˜ =
∂f
∂u
. (2.70)
Thus
∂f
∂bi
=
(
∂f
∂bi
)
u
− u˜T ∂K
∂bi
u. (2.71)
Derivatives of a function f implicitly dependent on the solution (2.47) can be found with at
most one extra matrix solve. In the case of compliance, the objective f = uT t is self adjoint.
That is, (2.70) is the same as (2.47), u˜ = u, and no extra solve is required.
2.4 The Level Set Method
Level set methods can be applied to a number of problems, here we describe how they have
been applied to structural optimisation problems. In this thesis, the level set method is used to
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Figure 2.9: Example of a level set function. (a) The structural domain Ω with
boundary ∂Ω to be represented. (b) An example of a level set function ψ that
represents the domain Ω. The zero level set of ψ is ∂Ω while the solid portion, Ω,
is where ψ ≤ 0.
optimise microstructures which will then be interpolated and used as a basis for the macroscopic
optimisation.
The main concept of level set methods is to represent a structural domain as the level set of a
scalar function ψ. That is, we let the solid area of the structure be
Ω = {x |ψ(x) ≤ 0} (2.72)
with the structure's boundary being
∂Ω = {x |ψ(x) = 0}. (2.73)
A visual example of this can be seen in Fig. 2.9.
Chapter 2. Background 31
If we evolve ψ over time so that ψ = ψ(x, t), then the boundary (deﬁned as ψ(x, t) = 0) will
move. Consider the derivative of ψ at a point tracking the moving boundary,
dψ
dt
=
∂ψ
∂t
+∇ψ · dx
dt
= 0, (2.74)
where dx
dt
is the movement of the boundary point itself. As the boundary is deﬁned to have
ψ = 0 we have that for a point on the moving boundary dψ
dt
= 0. Set the normal velocity to be
dx
dt
· n = dx
dt
· ∇ψ 1|∇ψ| (2.75)
= V, (2.76)
then substitute into (2.74) for ∇ψ · dx
dt
to obtain
∂ψ
∂t
= −V |∇ψ|. (2.77)
The equation (2.77) is called the Hamilton-Jacobi evolution equation. While (2.77) is true on the
boundary ∂Ω, it may be applied throughout the domain as an evolution equation for the level
set function ψ. If V is positive, then ∂ψ
∂t
will be negative causing ψ to decrease and the boundary
to extend outwards; this is shown in one dimension in Fig. 2.10. Choosing V appropriately will
allow us to perform an optimisation, this is the basis of the level set description in structural
optimisation (Wang et al., 2003; Allaire et al., 2004).
The level set description has a number of beneﬁts. The method describes a moving boundary
without relaxing the problem and permitting infeasible intermediate density designs, keeping
a valid design at all times. The level set method requires no repeated meshing of the solid as
the boundary can be described on the same mesh as the solid, unlike other boundary tracking
techniques such as using splines. Perhaps the strongest beneﬁt of the level set method over
other boundary tracking techniques is that topology changes are readily allowed and are not
special cases. While hole nucleation can be an issue in two dimensions, three dimensions has
no such issue due to the extra freedom permitted by the third spatial dimension (Allaire et al.,
2005). For a more full description of level set methods and associated numerical concerns the
reader is referred to Sethian (1999) and Osher and Fedkiw (2006).
In order to choose V , consider a functional F = F(Ω), and a perturbation of Ω to
Ω˜ = {x+ θ |x ∈ Ω}. (2.78)
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Figure 2.10: A moving boundary represented as a level set in one dimension.
As the level set function changes from ψ1 to ψ2 the boundary moves right and
the interval domain changes from Ω1 to Ω2.
The material derivative, F ′, is deﬁned with
F(Ω˜) = F(Ω) + F ′(Ω)(θ) + o(|θ|). (2.79)
In general, the material derivative can be expressed in the intuitive form (Allaire et al., 2004)
F ′(Ω)(θ) =
∫
∂Ω
vθ.n dS (2.80)
where v is the shape sensitivity of F .
Assuming we can calculate the shape sensitivity and thus the eﬀect of any perturbation to Ω,
we must now choose a perturbation that results in the desired eﬀect on the objective F . The
perturbation θ = −vn is called the steepest descent and results in
F ′(Ω)(θ) = −
∫
∂Ω
v2 dS ≤ 0. (2.81)
Chapter 2. Background 33
Thus, choosing for (2.77)
V = −v (2.82)
results in F monotonically decreasing over time as Ω evolves.
How to calculate v is beyond this thesis, for structural optimisation problems see Torquato and
Donev (2004); Allaire et al. (2005); Challis et al. (2008b). In particular, see Challis (2009) for
how to calculate shape sensitivities of eﬀective elastic tensor components. Once v is found for
a functional, rules for combinations follow naturally such as the chain and product rules.
This thesis uses the level set method to optimise microstructures, making use of the implemen-
tation from Challis et al. (2008a, 2014a). The implementation is also extended in Chapter 5 in
order to generate anisotropic structures with speciﬁc Young's modulus proﬁles.

Chapter 3
Single Parameter Microstructure
Interpolation
In this chapter we develop the basic ideas of the MIMO (microstructure interpolation for macro-
scopic optimisation) method and test them against some compliance minimisation problems.
The microstructures are elastically isotropic and parameterised by density (microstructure vol-
ume fraction). Using optimised isotropic microstructures parameterised with a single dimension
simpliﬁes the ﬁrst look at the method in a number of ways. As the microstructures are elasti-
cally isotropic, they can be compared to the Hashin-Shtrikman bounds (Hashin and Shtrikman,
1963) to ensure optimality. Elastic isotropy also removes the concern of microstructure orien-
tation. Finally, having a single dimensional parameterisation ensures that the space of allowed
microstructures is an interval, greatly aiding the macroscopic structural optimisation. These
restrictions are lifted in Chapter 5.
3.1 Introduction
Recent advances in additive manufacturing now allow the physical construction of designs with
features on the scale of 10µm (Zheng et al., 2014). This new manufacturing capability can
be fully exploited using structural optimisation to ﬁnd the best high resolution design for a
particular application. While the resolution of structural design problems that can be solved
computationally is increasing (Challis et al., 2014a; Aage et al., 2014), a large compute cluster is
not always a feasible investment. Further, some objectives are computationally more expensive
to optimise than others due to a lack of sensitivity information. In these cases and with current
computational technology it is therefore still useful to seek eﬃcient methods to solve structural
optimisation problems at very high eﬀective resolution.
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Figure 3.1: Each element in the macroscopic design makes use of a microstruc-
ture from a smoothly varying set. This ﬁgure is illustrative only: the macroscopic
structure and microstructures shown are not optimised. (top) The macroscopic
density. (bottom) The microstructures used in each element of the macroscopic
structure. Note that this ﬁgure only illustrates the microstructure used in each
element and in practice the microstructure would be far smaller than the elements
used in the macroscopic domain.
As detailed in Chapter 1, some authors have incorporated microstructures into multiscale struc-
tural optimisation to provide a broader search space of solutions with ﬁner detail than could be
achieved through direct optimisation (e.g. Rodrigues et al., 2002; Coelho et al., 2008). These
methods optimise top-down: the microstructure in each element is optimised to best support
the macroscopic loads. Homogenisation is used to decouple the macroscopic design problem
from the microstructural design problem, allowing solutions to be found eﬃciently. Homogeni-
sation assumes the microstructures vary smoothly so that the linearly elastic response of the
periodic material may be determined by test strains over one cell; however in practice this
smoothness is not always enforced. In addition to theoretical implications, the lack of smooth-
ness complicates construction of such designs: how the microstructures in neighbouring elements
interface is not clear.
We overcome this diﬃculty through bottom-up optimisation with the MIMO method: we
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ﬁrst ﬁnd a smooth space of optimised microstructures that can be used as building blocks for
the macroscopic optimisation problem (Fig. 3.1). The space of microstructures is found by in-
terpolating between directly optimised key microstructures. Our method trades generality for
better physical interpretation: while the space of allowed microstructures is diminished com-
pared to other multiscale optimisation methods, the microstructures vary smoothly throughout
the design. Our approach has the further beneﬁt of being a computationally eﬃcient way to
design structures spanning two scales as no homogenisation calculations are needed during the
macroscopic optimisation.
The chapter is organised as follows. Firstly the microstructure family is generated with the
level set method (Section 3.2.1). The shape interpolation scheme is then described, from which
the smooth space of microstructures is produced (Section 3.2.2). This smooth space of mi-
crostructures is evaluated, ensuring that the interpolated microstructures are indeed optimal
and smooth (Section 3.2.3); smooth in the sense the geometry changes continuously but also in
the sense that the material properties change with suﬃcient smoothness (e.g. continuously, and
monotonically). This smooth space of microstructures is then used in a material distribution
method optimising macroscopic designs for compliance under a variety of loads (Section 3.3).
3.2 Development of Interpolated Microstructures
Here we develop a smoothly varying set of microstructures over a range of densities with which
a macroscopic design problem can be solved. We design isotropic microstructures for maximum
bulk modulus at regularly spaced volume fractions. These explicitly optimised microstructures
are used as key microstructures, in-between which microstructures are interpolated. Interpolat-
ing between the key structures allows us to develop a smoothly varying set of microstructures
with which to solve our macroscopic design problem. The microstructure optimisation and
interpolation are detailed below.
3.2.1 Optimisation of key microstructures
We use the Graphics Processing Unit (GPU) implementation of the level set method described
by Challis et al. (2014a) to design periodic, isotropic microstructures with maximised bulk
modulus. The bulk modulus is commonly used as a stiﬀness measure for microstructural opti-
misation (Sigmund, 2000; Guest and Prévost, 2006; Challis et al., 2008a) and allows comparison
of optimised designs to the Hashin-Shtrikman bounds (Hashin and Shtrikman, 1963). Other
eﬀective material properties could be considered such as shear modulus or Young's modulus
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(e.g. Sigmund, 2000). This implementation uses the level set method for topology optimisation
(Wang et al., 2003; Allaire et al., 2004). Other topology optimisation methods can be used
to achieve similar results (Sigmund, 2000; Yang et al., 2011). The microstructure optimisation
problem is outlined here, and for details of the algorithm the reader is referred to the work of
Challis et al. (2014a).
We consider periodic microstructures characterised by a representative base cell consisting of
1203 voxels. The two materials within the base cell are a solid material with Young's modulus
E0 = 1 and Poisson's ratio ν = 0.3, and a void material with a Young's modulus of zero. We
solve the optimisation problem
max
χ
K(χ),
subject to

|ρ(χ)− ρreq| ≤ 0.005,
A(χ) ≤ 0.01,
h(χ) = 0.
(3.1)
Here χ is the vector of design variables specifying each element as either solid or void; K(χ)
is the bulk modulus of the periodic material generated from the base cell; ρ(χ) is the volume
fraction of solid material within the base cell; ρreq is the required solid fraction; A(χ) measures
the anisotropy of the material; and h(χ) = 0 corresponds to the linear elasticity homogenization
equations.
The anisotropy measure A(χ) is calculated as (Challis et al., 2008a, 2014a)
A =
√
(C∗ijkl − C isoijkl)(C∗ijkl − C isoijkl)
C isomnpqC
iso
mnpq
, (3.2)
where C∗ijkl is the eﬀective elasticity tensor for the periodic material generated by the base cell,
and C isoijkl is the closest truly isotropic tensor to the computed C
∗
ijkl as deﬁned by the measure
A above.
The optimisation problem (3.1) is solved for required solid fractions of ρreq ∈ {0.1, 0.3, 0.5,
0.7, 0.9}. Each problem is solved with a range of optimisation parameters and the best result is
chosen (Challis et al., 2014a). The resulting base cells are used as key microstructures for the
microstructure interpolation. To ensure that these key structures have similar topology and
geometry the solution for ρ = 0.5 is generated ﬁrst. Optimisations for other volume fractions
are then started from the optimisation solution at the neighbouring solid fraction.
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Figure 3.2: (a) The functions d0 and d1 deﬁne the initial shapes. (b) The
function d smoothly transitions between d0 and d1. (c) d deﬁnes the interpolated
boundary.
Figure 3.3: Example of interpolating between two 2D shapes. Original shapes
on the very left and very right, interpolated shapes between. Distance maps are
shown in greyscale. The volume of each shape is indicated with the percentages
3.2.2 Microstructure interpolation
Shape metamorphosis takes two key shapes and smoothly transitions between them. There are
many methods to accomplish this which focus on pleasing aesthetics of the morph (e.g., He
et al., 1994; Breen and Whitaker, 2001). Our problem is diﬀerent to the typical problems that
these methods are applied to. Firstly, the structures have quite similar features and secondly,
we are concerned with smoothly changing properties of the interpolated microstructures rather
than simply aesthetics.
The shape interpolation (metamorphosis) used here makes use of the signed distance function
as would be used in a level set method. The method used here is similar to Raya and Udupa
(1990). While more complicated methods could be used (e.g., He et al., 1994; Breen and
Whitaker, 2001) the simple one is satisfactory as we show in Section 3.2.3.
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Firstly we deﬁne d0(x) and d1(x) as the signed shortest distance of the point x to the surface
of the two key shapes where a positive value indicates the point is interior. We can then deﬁne
d(x;α) = (1− α)d0(x) + αd1(x) (3.3)
with α ∈ [0, 1]. Let
Φ(α, β) = {x | d(x;α) > β}. (3.4)
Φ is a set of points deﬁning a solid shape dependent on the level-set value β. We deﬁne the
actual interpolated shape as Ω(α) = Φ(α, β0) where β0 satisﬁes∣∣Φ(α, β0)∣∣ = (1− α)∣∣Φ(0, 0)∣∣+ α∣∣Φ(1, 0)∣∣ (3.5)
and
∣∣Φ∣∣ = ∫∫∫
Φ
dV. (3.6)
That is, we force the volume of the shape to vary linearly throughout the interpolation by the
choice of level-set value β0. Fig. 3.2 illustrates this for a one-dimensional example (in a single
dimension β = 0 always) and Fig. 3.3 for a two-dimensional example. An example of two key
microstructures with solid volume fractions of 0.5 and 0.7 and the interpolated microstructure
with solid fraction of 0.6 is shown in Fig. 3.4. This method is simple to implement: the volume
of the shape transitions linearly and no external input is required unlike other metamorphosis
methods. We next evaluate whether the method generates interpolated microstructures with
appropriate physical properties.
3.2.3 Microstructure evaluation
Here we evaluate the material properties of the key structures and interpolated microstructures:
we examine the bulk (K) and shear (G) moduli of C isoijkl, which is the closest truly isotropic
tensor to the computed material properties as deﬁned by the measure A above.1 Fig. 3.5 shows
material properties of the key structures and the interpolated microstructures. The properties
vary smoothly close to the Hashin-Shtrikman theoretical upper bounds (Hashin and Shtrikman,
1963) which are known to be tight (Norris, 1985). As there is a void phase, the lower bounds are
zero. The upper bounds for a two phase design with one phase void are (Hashin and Shtrikman,
1We do this because G is not deﬁned for anisotropic materials. However, the materials here are very close
to isotropic so it is informative to examine the properties of the closest isotropic material.
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(a) (b) (c)
Figure 3.4: (a) Directly optimised microstructure with 50% volume fraction.
(b) Microstructure with 60% volume fraction interpolated using the 50% and 70%
volume fraction microstructures. (c) Directly optimised microstructure with 70%
volume fraction. The front octant has been removed in each to show the inner
structure.
Figure 3.5: Hashin-Shtrikman bounds on bulk modulusKHS and shear modulus
GHS compared to elastic properties of the key microstructures (Kkey, Gkey) and
interpolated microstructures (KIM, GIM)
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Figure 3.6: Anisotropy measures of the key microstructures (key) and interpo-
lated microstructures (IM)
C
C
C
Figure 3.7: Model ﬁt to the three unique elastic constants as per (3.9)
1963):
KHS(ρ) = K0 − 1− ρ1
K0
− 3ρ
3K0+4G0
, (3.7)
GHS(ρ) = G0 − 1− ρ1
G0
− 6ρ(K0+2G0)
5G0(3K0+4G0)
, (3.8)
where K0 and G0 are the base material bulk and shear moduli and ρ is the volume fraction of
solid material. The interpolated microstructure bulk modulus is close to the Hashin-Shtrikman
upper bound, indicating that the interpolated microstructures perform just as well as those that
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are directly optimised. We note that the shear modulus, which is not optimised for, suﬀers at
low volume fractions.
While the key structures are optimised with an isotropy constraint, in practice an elastically
isotropic microstructure is impossible to represent using discrete voxels. Two measures of
anisotropy are examined. The ﬁrst being the ratio of the Young's modulus in its maximal
direction Emax to the Young's modulus in its minimal direction Emin. The second measure is as
speciﬁed above in (3.2) and used in the optimisation of the key microstructures (Challis et al.,
2008a). Fig. 3.6 shows that the interpolated microstructures are less isotropic than the directly
optimised (and actively constrained) microstructures, however the diﬀerence between Emax and
Emin is never greater than 3.5% and is typically below 1.5%.
The properties of the interpolated microstructures are ﬁt using least squares to the function
Cﬁtijkl(ρ) = C
0
ijkl − C0ijkl
1− ρ
1 + aijklρ
. (3.9)
This functional form matches that of the Hashin-Shtrikman bounds. Further, the ﬁt function
matches the properties of a void at ρ = 0 with Cﬁtijkl(0) = 0 and matches the base material
properties at ρ = 1 with Cﬁtijkl(1) = C
0
ijkl. As the microstructures are cubically symmetric there
are only 3 unique elastic constants in the eﬀective stiﬀness tensor that are ﬁtted. The ﬁtted
functions match the properties of the interpolated microstructures very well (Fig. 3.7) and pro-
vide a smooth relation between density and the properties of the interpolated microstructures.
The simple ﬁt functions extrapolate the properties of the interpolated microstructures below
ρ = 0.1 and above ρ = 0.9. This facilitates their use for designing macroscopic structures.
We now have a continuum of microstructures of varying densities which are close to optimal
(the HS bound) and which are close to isotropic. The microstructures are smooth in the sense
that varying the density ρ a small amount varies the geometry a small amount, guaranteeing
that structures with similar densities will connect to each other. The microstructures are also
smooth in the sense that their homogenised elastic properties are smooth and ﬁt well to a
simply expressed function. These microstructures and the ﬁtted properties can now be used to
construct macroscopic designs where the density can vary at each point in the design.
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3.3 Macroscopic Design Examples
3.3.1 Method
Macroscopic structures are now designed that specify the density of an interpolated microstruc-
ture at each point in the design. These MIMO designs are compared with single scale SIMP
optimised designs to gauge the eﬀectiveness and appropriateness of the method.
The compliance is minimised for 2D and 3D cantilever and bridge-like domains for a variety
of loading conditions: a single point load; a single distributed load; the mean of a number of
individually applied point loads; and a worst case loading. Compliance is commonly optimised
(e.g. Bendsøe and Sigmund, 2003) and, unlike strength, is straightforward to quantify for multi-
scale designs and hence is the focus for this study.
For both the MIMO and SIMP optimisations the material distribution method (Bendsøe and
Kikuchi, 1988; Bendsøe, 1989) is used to optimise the designs. Discretising on a regular cubi-
cal grid with the displacement piece-wise linear and the density piece-wise constant gives the
compliance minimisation problem
min
ρ(x)
uT t
subject to

u = argmin
u˜
[
1
2
u˜TK(ρ)u˜+ u˜T t
]
,
1
M
M∑
e=1
ρe ≤ V0,
(3.10)
where u is the displacement vector, K(ρ) = K(Cijkl(ρe)) is the stiﬀness matrix, t is the load
vector, V0 is a material constraint, ρe ∈ [0, 1] is the material density in element e and M is the
total number of elements.
The mean compliance problem is deﬁned similarly to (3.10) as
min
ρ(x)
1
N
N∑
n=1
uTntn
subject to

un = argmin
u˜
[
1
2
u˜TK(ρ)u˜+ u˜T tn
]
,
1
M
M∑
e=1
ρe ≤ V0.
(3.11)
In this case the objective function is the mean compliance of N independently applied loads.
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The worst case loading optimisation problem is deﬁned as
min
ρ(x)
max
α
uT t
subject to

u = argmin
u˜
[
1
2
u˜TK(ρ)u˜+ u˜T t
]
,
1
M
M∑
e=1
ρe ≤ V0,
t =
N∑
n=1
αntn,
N∑
n
α2n ≤ 1.
(3.12)
Here N loads are linearly combined with scale factors determined by α where α maximises the
compliance for a given ρ  that is, α chooses the worst case loading.
The stiﬀness matrix K is dependent on ρ through the elasticity tensor Cijkl(ρ). For the SIMP
optimisations the standard ﬁctitious material law (Rozvany et al., 1992)
Cijkl = C
0
ijklρ
P , (3.13)
is used (as also described in (1.1) and (2.63)). This penalises intermediate densities discouraging
their use. C0ijkl matches the base material used for the microstructures with E = 1 and ν = 0.3.
For the interpolated structures, (3.9) was used as the material law with the aijkl ﬁt as shown
in Fig. 3.7.
The optimisation is performed using the implementation of the Globally Convergent Method
of Moving Asymptotes (GCMMA) by Svanberg (1987, 2002). This is a more recent version of
the MMA algorithm often used for structural optimisation (Svanberg, 1987). The GCMMA is
guaranteed to converge to the set of points satisfying the Karush-Kuhn-Tucker (KKT) condi-
tions while the MMA is not. The KKT conditions are a necessary but not suﬃcient condition
for optimality.
The SIMP designs are sharpened post-optimisation to remove the soft, intermediate valued
elements of the design and attain a true 0-1 design. The sharpened density ρs(x) is related to
the optimised, raw density ρ0(x) by
ρs(x) =
1, ρ0(x) ≥ γ,ρmin, otherwise, (3.14)
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where γ is chosen to satisfy the volume constraint. In sharpening, it is possible that in applying
(3.14) the load is no longer supported or structural members become detached. In such cases
select elements are forced to be solid prior to sharpening. Sharpening a SIMP optimised result
to a 0-1 design removes the penalised intermediate values and in the examples considered results
in a better performing structure.
For this work, a ﬁxed 160 iterations was used to avoid the diﬃcult problem of deﬁning a
robust convergence condition: a range of convergence conditions were tested but each condition
terminated some optimisations too early or much too late. All of the optimisation histories
demonstrated convergence in the objective within these 160 iterations. The initial design was
ρ(x) = 1 with a target volume fraction of V0 = 0.2. A continuation method was used for the
SIMP optimisation: initially, the exponent P = 1 in (3.13), with P rising linearly to Pmax
over the ﬁrst 120 iterations. Pmax varied depending on the problem, with Pmax ∈ [3.5, 5]. All
objective results quoted use Pmax = 5 to provide a fair comparison.
3.3.2 Results
We tested the method in cantilever and bridge-like macroscopic design problems in both two
and three dimensions. Four diﬀerent objectives were used, a single point load with (3.10), a
single distributed load with (3.10), the average of multiple diﬀerent load cases with (3.11), and
the worst case of multiple combined loads with (3.12). Schematics of the diﬀerent load cases
are shown in Fig. 3.8 for 2D and Fig. 3.9 for 3D.
The optimised SIMP and MIMO designs are shown in Fig. 3.10, Fig. 3.11 and Fig. 3.12. The
objectives of the optimised designs are shown in Table 3.1 and a graphical representation can be
seen in Fig. 3.13. The use of intermediate density microstructures within the MIMO optimised
designs is shown in Fig. 3.14.
3.4 Discussion
3.4.1 Evaluation of MIMO designs
The proposed MIMO method in 2D produces optimised designs that typically utilise interme-
diate density microstructures extensively, as shown in Fig. 3.14. However, the bridge with a
simple point load (problem a) makes little use of intermediate density elements. This shows
that the small penalisation represented by (3.9) is enough to discourage intermediate density
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Figure 3.8: Schematics of the 2D macroscopic optimisation problems, dimen-
sions in number of unit square elements. (a) Bridge with a single point load. (b)
Bridge with a distributed load. (c) Bridge, mean of 9 independent load cases. (d)
Bridge with the worst case out of a linear combination of 9 loads. (e) Cantilever
with a single point load. (f) Cantilever with a distributed load. (g) Cantilever,
mean of 8 independent load cases. (h) Cantilever with the worst case out of a
linear combination of 8 loads.
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Figure 3.9: Schematics of the 3D macroscopic optimisation problems, dimen-
sions in number of unit cubic elements. (a) Bridge with a single load. (b) Bridge
with a distributed load. (c) Bridge, mean of 9 independent load cases. (d) Bridge
with the worst case out of a linear combination of 9 loads. (e) Cantilever with a
single load. (f) Cantilever with a distributed load. (g) Cantilever, mean of 9 inde-
pendent load cases. (h) Cantilever with the worst case out of a linear combination
of 9 loads.
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Figure 3.10: Optimised designs for the 2D problems, on the left is the MIMO
solution and on the right is the SIMP solution. The letters correspond to those
in Fig. 3.8: (a) Bridge, point load. (b) Bridge, distributed load. (c) Bridge,
mean load. (d) Bridge, worst case. (e) Cantilever, point load. (f) Cantilever,
distributed load. (g) Cantilever, mean load. (h) Cantilever, worst case.
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Figure 3.11: Optimised designs for the 3D bridge problems. In each part the
MIMO design is on the left while the SIMP solution is on the right, the top image
is a render of the 50% density level set while the lower images are vertical slices
of the density at y =1, 10 and 20. The letters correspond to Fig. 3.9: (a) Point
load. (b) Distributed load. (c) Mean load. (d) Worst case.
Chapter 3. Single Parameter Microstructure Interpolation 51
0 0.2 0.4 0.6 0.8 1
fe
g h
Figure 3.12: Optimised designs for the 3D cantilever problems. In each part
the MIMO design is on the left while the SIMP solution is on the right, the top
image is a render of the 50% density level set while the lower images are vertical
slices of the density at y =1, 10 and 20. The letters correspond to Fig. 3.9: (e)
Point load. (f) Distributed load. (g) Mean load. (h) Worst case.
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Table 3.1: Compliance objective values for the optimised SIMP design, sharp-
ened 0-1 design and MIMO design for each test problem
2D
Problem SIMP Sharpened MIMO
a 1.59× 101 1.43× 101 1.34× 101
b 7.39× 104 5.71× 104 5.38× 104
c 7.68× 101 3.13× 101 1.63× 101
d 4.03× 102 2.31× 102 6.41× 101
e 9.77× 102 8.42× 102 7.98× 102
f 7.26× 106 6.62× 106 4.71× 106
g 6.07× 102 5.00× 102 2.96× 102
h 3.10× 103 2.17× 103 1.97× 103
3D
Problem SIMP Sharpened MIMO
a 7.09× 102 6.56× 102 7.00× 102
b 3.21× 106 2.64× 106 2.77× 106
c 7.39× 102 6.50× 102 6.92× 102
d 1.07× 104 4.03× 103 3.22× 103
e 4.24× 104 3.85× 104 3.82× 104
f 2.63× 108 2.28× 108 2.17× 108
g 1.82× 104 1.46× 104 1.37× 104
h 9.87× 104 9.02× 104 8.98× 104
microstructures in this case; i.e. they are not beneﬁcial for the optimisation objective. In 3D,
we do not see such extensive use of intermediate densities in the MIMO designs (Fig. 3.14). Our
explanation for this is that the extra freedom oﬀered by the third spatial dimension reduces
the utility of varying the material density throughout the design.
Fig. 3.14 also shows that nearly all of the optimised MIMO designs have at least 10% of their
elements with densities above 0.9. This reﬂects the fact that the designs tend to have a solid
outer load-bearing shell. The beneﬁt of this solid outer shell is evident in numerous applications.
For example, see the second moment of inertia which features in the Euler-Bernoulli bending
beam equation. This is why an I-beam is appropriate for a number of engineering applications: a
signiﬁcant portion of the material is placed far from the neutral axis at the top and bottom while
the smaller amount of material left resists shearing. The MIMO designs, particularly in the
two-dimensional cases e-h, resist this shearing more eﬃciently with microstructures than their
SIMP counterparts can with only truss-like structures (Fig. 3.10). While the two-dimensional
e-h designs used intermediate density microstructures to resist shearing the three-dimensional
e-h designs imitate the I-beam design by linking the two extremes with a solid, thin, vertical
member which is allowed by the third spatial dimension.
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Figure 3.13: Optimised compliance objective values for each test problem nor-
malised by the objective of the SIMP optimised design. (a) 2D. (b) 3D.
The proposed MIMO method ﬁnds optimised macroscopic designs that have better objective
values than designs optimised via the SIMP method. This is to be expected: Any elements
with intermediate densities that appear in the SIMP solutions have heavily penalised elastic
properties compared to such elements within the MIMO designs. It is more appropriate to
compare the MIMO objective values to those of the 0-1 designs that have been obtained by
sharpening the SIMP optimised solutions. In 2D, the MIMO designs have better objective
values than the 0-1 designs for all of the examples considered here (see Fig. 3.13a). In these
cases the MIMO ﬁnal objective values outperform those of the 0-1 designs by as much as 70%,
which occurs for the bridge with the worst case loading. We note that for the bridge examples
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Figure 3.14: Proportions of elements grouped by density within the optimised
MIMO designs
with the mean and worst case loadings (c and d) the GCMMA algorithm struggled to ﬁnd a
solid-void SIMP solution.
The more eﬀective load distribution possible with the MIMO designs appears most beneﬁcial in
2D for complex load cases such as the distributed, mean and worst-case optimisation problems,
as particularly evidenced by the cantilever examples (f, g and h). These multiple-scale 2D
MIMO designs could be produced using laser or water cutting, for example, if 2D microstruc-
tures were used instead of the 3D microstructures used in this work. Unfortunately, the nature
of non-linear optimisation inhibits the ability to make strong statements about beneﬁts of the
method for a general optimisation problem. Future work could include a full study on the
method conﬁned to two dimensions contrasting MIMO to known truss solutions, such as those
suggested by Rozvany et al. (2006).
Unlike the 2D examples, for many of the 3D examples the MIMO solutions do not give a im-
provement in the objective value compared to what is achieved with the 0-1 sharpened SIMP
design (see Fig. 3.13b). This is surprising: the interpolated microstructure design space is a
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super-set of the solid-void problem and thus is guaranteed to have an optimum no worse than
the solid-void problem, as can be seen comparing the MIMO objectives to the original SIMP
results prior to sharpening. Further analytical results are diﬃcult to obtain so we cannot be
certain that the results found here generalise to any speciﬁc class of problem. However, from
the results presented here it is quite clear that excellent designs for the compliance minimisa-
tion problem can be achieved in 3D without utilising the intermediate densities available with
the MIMO method. This highlights the importance of comparing the results of new methods
to those achieved by more standard techniques. Here, the comparison suggests that the addi-
tional complexity of multiscale optimisation methods may not be warranted for 3D compliance
minimisation problems if the microstructures are constrained to be isotropic.
3.4.2 Advantages of the MIMO approach
Our proposed method has signiﬁcant advantages in terms of computational complexity com-
pared to multiscale optimisation methods that have previously been proposed. Speciﬁcally, the
MIMO method is no more computationally expensive2 than other material distribution meth-
ods once the smoothly varying set of microstructures has been determined: the microstructural
optimisation and interpolation do not need to be repeated for diﬀerent macroscopic designs
provided the same microstructural properties are desired. Further, the separation between the
microstructural and macroscopic optimisations means that the designer can directly control the
choice of microstructures. For example, optimisation methods have multiple parameters and
a parameter sweep can be performed and the preferred microstructure could then be selected.
This approach has been used here but would be infeasible for an integrated multiscale approach
(e.g. Rodrigues et al., 2002). The separation between the choice of microstructures and the
macroscopic optimisation also facilitates the use of the MIMO method for new applications
where additional microstructural objectives and constraints are needed. For example, open mi-
crostructures with connected a pore space could be forced by including a conductive void phase
and conductivity in the microstructural design objective function (e.g. Challis et al., 2008a);
this method of ensuring a connected pore space is used to good eﬀect in Chapter 4.
A further signiﬁcant advantage of the MIMO method is that it ensures smoothness and connect-
edness of the microstructures within the macroscopic design. As discussed in Section 1.2.3, this
was a particular motivation for the current work. We note that the lack of enforced smoothness
and connectedness in previous multiscale design approaches (Rodrigues et al., 2002; Coelho
et al., 2008) can be alleviated using techniques such as those detailed for FGMs by Zhou and
2Time comparisons would be unfair due to external inﬂuences, these include other traﬃc on the compute
cluster and the non-deterministic connectivity of the resource allocation.
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Li (2008a). Zhou and Li (2008a) enforce connectivity of a changing microstructure with three
techniques: specifying material at connection points as an optimisation constraint; adding
`pseudo-loads' to desired connection points; and by adding a non-linear diﬀusion term to the
global optimisation. Each of these methods could be adapted into the multiscale optimisation
method. However, the ﬁrst two would remove generality by specifying the loading points and
the last would be diﬃcult to implement and computationally expensive in three dimensions,
perhaps prohibitively so.
3.4.3 MIMO applications and extensions
Although the MIMO method has not provided signiﬁcant improvements in the compliance
objectives for the 3D optimisation examples considered here, there are a number of application
areas where the MIMO approach would be beneﬁcial. Kuiper and Huiskes (1997) optimised
the Young's modulus throughout 2D bone prosthetics to reduce bone resorption. More recently
Arabnejad Khanoki and Pasini (2012) optimised bone resorption using a multi-scale approach,
also in 2D. The MIMO approach would be a natural choice for extending this work to 3D
providing two key beneﬁts. Firstly, the smoothness of the interpolated microstructures would
make it possible to construct a physical prototype. Secondly, by utilising optimised open cell
microstructures, MIMO designs can provide an interconnected pore space for bone ingrowth.
This is explored in the following chapter (Chapter 4).
Another application is functionally graded materials (FGMs), where a material smoothly changes
its properties along a particular spatial direction (Niino and Maeda, 1990). Functionally graded
materials with varying Young's modulus have been designed using inverse homogenisation (Bir-
man and Byrd, 2007), and techniques have been developed to ensure connectivity of the design
(Zhou and Li, 2008a). We note that designing a functionally graded material using MIMO
would be simple once the space of smoothly varying interpolated microstructures has been
found: inverting (3.9) gives a microstructure for any required Young's modulus, and a prescribed
continuous curve for the Young's modulus would result in a smoothly changing microstructure.
An example of this application can be found in Chapter 5.
The MIMO method proposed here could be extended to remove the isotropy constraint on the
microstructures. The isotropy constraint simpliﬁes the macroscopic design problem: only the
density of the microstructure needs to be determined within each element of the macroscopic
structure. It also allows us to compare the elastic properties of the interpolated microstructures
to the Hashin-Shtrikman upper bounds (Hashin and Shtrikman, 1963), demonstrating that the
interpolated microstructures are close to optimal. In nature, microstructures appear in many
organisms such as trees (Gibson, 2012), butterﬂy wings (Michielsen and Stavenga, 2008) and
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seashells (Shepherd et al., 1995) which are all in a sense optimised and eﬃcient. We note
that these microstructures are not isotropic and in later chapters we seek a smooth space
of optimised microstructures that are not isotropic. In such a case there will be signiﬁcant
directional dependence of the material properties leading to additional design variables. The
new freedom provided by the anisotropy of the microstructures may give new insights and
improved objective values.
3.5 Conclusion
In this chapter we have proposed the MIMO method of interpolating microstructures for use in
macroscopic design using the material distribution method. The microstructure interpolation
was found to provide a smoothly varying space of microstructures which were close to optimal.
The approach overcomes a shortcoming of earlier multiscale methods: connections between
nearby microstructures are guaranteed, meaning that designs are physically interpretable.
Macroscopic designs optimised for minimum compliance using the MIMO microstructures were
compared to those optimised using a SIMP material law and subsequently sharpened to give
0-1 designs. The MIMO designs demonstrated improved compliance for the 2D problems with
complex load cases but not for the 3D problems. While the additional complexity of the
MIMO method may not be warranted for minimising compliance, the method may be useful in
other cases where a particular class of microstructures is desirable, such as in designing bone
prosthetics. These results also highlight a need to test newly developed algorithms against
existing methods.
In the following chapters we apply the MIMO method to the design of bone prosthetics (Chap-
ter 4), and we extend the method to anisotropic microstructures with a multidimensional pa-
rameterisation (Chapter 5).

Chapter 4
Application to Bone Prosthesis Design
In Chapter 3 we developed a method to smoothly interpolate microstructures for use in the
material distribution method, named microstructure interpolation for macroscopic optimisa-
tion (MIMO). We found that the method provided a beneﬁt for two-dimensional compliance
problems while three-dimensional compliance problems resulted in optimised designs of mainly
solid or void microstructures with little beneﬁt above traditional, exclusively solid-void designs.
In this chapter we consider the design of femoral implants using multiscale structural optimi-
sation with the MIMO method. Femoral implant objective functions do not typically include
stiﬀness and require more subtle designs. Kuiper and Huiskes (1997) optimised femoral implants
under the assumption that the Young's modulus of the material can be varied throughout the
design. Arabnejad Khanoki and Pasini (2012) used two-dimensional square lattice microstruc-
tures to produce such a varying meta-material. Here we approach the problem with the MIMO
method allowing three-dimensional designs and more general microstructures.
4.1 Introduction
When designing femoral implants it is important to reduce the chance of implant failure, which
is primarily caused by loosening of the prosthetic from the bone (aseptic loosening) (Malchau
et al., 2002). Aseptic loosening leads to revision surgeries which are costly and cause patient
discomfort. Mathematically, the chance of implant failure is typically quantiﬁed as a function
of the stress on the interface between the prosthetic and the existing bone (Kuiper and Huiskes,
1997; Arabnejad Khanoki and Pasini, 2012; Chanda et al., 2015b), however fatigue has been
considered (Arabnejad Khanoki and Pasini, 2013). A second major consideration in implant
design is how much existing bone material will be removed by the body in response to changed
loading conditions, termed bone resorption (Engh et al., 1992). Bone resorption needs to be
controlled and minimised.
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Early work that applied structural optimisation to implant design began with that by Kuiper
and Huiskes (1997). In an eﬀort to address aseptic loosening they optimised the design of a
two-dimensional hip prosthesis with an objective based on the shear stress between the implant
and the bone under a simple bending moment. The amount of bone resorption was constrained
and quantiﬁed using the change in strain energy upon insertion of the implant. A spatially
varying Young's modulus for the prosthesis was optimised, however they did not identify what
materials or microstructures might be used to obtain such varying eﬀective material properties.
It was clear from their work that the shear stress objective is opposed to the bone resorption
constraint. That is, for constant Young's modulus designs, stiﬀer designs had well distributed
stress but a large amount of bone resorption while a soft, low stiﬀness prosthesis led to more
concentrated stress and low bone resorption.
More recent research has expanded on the ideas explored by Kuiper and Huiskes (1997). Fraldi
et al. (2010) used the solid isotropic material with penalisation (SIMP) method (Bendsøe and
Sigmund, 2003) to optimise a femoral implant making use of computed tomography (CT) data
for the geometry. The SIMP method maximised the stiﬀness of the combined femur and implant
under four loads in order to distribute stress in the existing bone. The CT data provided a
realistic optimisation domain, and the multiple loads were more representative of the true loads
expected for such an implant. Arabnejad Khanoki and Pasini (2012) used a genetic algorithm
to obtain a Pareto-optimal front for an objective combining the resorption (as quantiﬁed by
Kuiper and Huiskes, 1997) and an interface failure function based on the multi-axial Hoﬀman
brittle failure criteria (Hoﬀman, 1967). They optimised a porous 2D implant design with a
microstructure comprised of a varying hollow square lattice. A plastic proof-of-concept was
produced with additive manufacturing. Chanda et al. (2015b) used a multi-objective genetic
algorithm to optimise the shape of a femoral implant, also making use of CT data to provide
the problem geometry. The optimised design variables were the shape of four elliptical cross
sections allowing a fully solid, easily manufacturable design. The objective functions quantiﬁed
proximal bone resorption through the change in strain energy similar to Kuiper and Huiskes
(1997), while failure was quantiﬁed using the Hoﬀman failure criteria (Hoﬀman, 1967).
Here we optimise porous femoral implants using a number of diﬀerent microstructure sets,
allowing us to consider how changing the microstructure aﬀects the shear stress objective and
the implant designs. We use our previously developed MIMO approach (Chapter 3) where
interpolation between optimised microstructures is utilised to generate a smoothly varying
set of microstructures. The design variables in the subsequent optimisation of macroscopic
properties are the density of the microstructure within each element of the macroscopic design.
The smoothly changing geometry of the microstructures in the MIMO approach means that
the resulting porous designs are physically realisable: microstructures from the same set will
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Table 4.1: Descriptions of the four sets of microstructures considered
Label Isotropic Optimised Description
A yes yes optimised for bulk modulus and a
connected pore space
B no no axis-aligned cubic cross structure
C no yes optimised for bulk modulus and a
connected pore space
D no yes same as C but rotated about the
y-axis by 45◦
share a common geometry and therefore will connect across elements.
The work presented here extends Arabnejad Khanoki and Pasini's (2012) use of spatially vary-
ing microstructures for the femoral implant problem into 3D. Our approach is also more general,
allowing the microstructures to be numerically created via optimisation (or otherwise), without
the need for an explicit description. We use 3D generalisations of the loading, shear stress
objective and bone resorption constraint from the earlier work of Kuiper and Huiskes (1997).
A coarse-scaled prototype design is fabricated using the additive manufacturing technology se-
lective laser melting (SLM). When new improvements in the resolution achievable with additive
manufacturing technologies (Zheng et al., 2014) become more readily available, our designs will
be manufacturable with microstructures at the ﬁne scale needed for porous femoral implants.
The remainder of the chapter is as follows. The microstructure sets, femoral implant optimi-
sation problem and optimisation methods are explained in Section 4.2. Results are presented
and discussed in Section 4.3. Concluding remarks are given in Section 4.4.
4.2 Methods
4.2.1 Microstructures
Four microstructure sets are considered (Fig. 4.1, Table 4.1) for use in the macroscopic op-
timisation. Each set spans a range of volume fractions (or densities), ρ, and have properties
and geometry that vary continuously and smoothly. This allows the optimiser to choose a
microstructure from the set via the choice of the design variable ρ.
The ﬁrst set, labelled A, are elastically isotropic microstructures optimised for the bulk modulus
of the solid phase and conductivity of the void phase. They are optimised using the method
described by Challis et al. (2008a). By optimising the eﬀective conductivity of the void phase
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Figure 4.1: Visualisation of the microstructure sets used. Base cells shown at
volume fractions of 10%, 30%, 50%, 70% and 90% from top to bottom. The front
octant has been removed to show internal structure. The bottom most picture
visualises directional dependence of the Young's modulus (E) for the 50% volume
fraction microstructure as a fraction of the base material Young's modulus (E0).
(a) Microstructure set A. (b) Microstructure set B. (c) Microstructure set C. (d)
Microstructure set D.
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with appropriate weighting we ensure that the pore space is connected. The second set, B,
are cubic cross structures, oriented such that the arms align with the cardinal axes. For the
third set, C, we consider microstructures optimised for the bulk modulus of the solid phase
and conductivity of the void phase as for A, but without the elastic isotropy constraint. This
microstructure at 50% volume fraction has been shown to match the Schwarz P minimal surface
(Torquato and Donev, 2004) and can be considered as a `smoothed' cross microstructure with
no sharp corners. The ﬁnal set, D, are microstructures derived from set C but rotated by
45◦ about the y-axis. Microstructures in set D are less stiﬀ in the x and z axial directions,
and instead have high stiﬀness along the diagonals in the x-z plane (Fig. 4.1d). Further, set
D microstructures are stiﬀ along the y-axis similar to sets B and C. Set D is obtained by
rotating the microstructures (including the periodic boundary conditions) without the need
to re-optimise the microstructure geometry as there is no requirement that the axes of the
microstructure base cells align with the macroscopic elements or axes.
Manufacture via SLM requires subsequent removal of unmelted metal powder. As such, all
microstructures have a fully connected pore space to allow for this. Two isotropic base materials
are considered for the implants, both have a Poisson's ratio ν = 0.3 and the Young's modulus
for each is E1 = 60 GPa and E2 = 100 GPa. These choices approximate the properties of two
biocompatible titanium alloys that are currently available for processing via SLM: The low-
modulus alloy Ti-24Nb-4Zr-8Sn, and the more commonly used Ti-6Al-4V (Head et al., 1995;
Zhang et al., 2011; Challis et al., 2014b).
For the optimised microstructure sets (A, C and D) we can only optimise a ﬁnite number
of microstructures. To provide a smooth set of microstructures without simultaneous multi-
scale optimisation, we interpolate between a discrete number of optimised structures using the
method described in Chapter 3. For microstructure sets A, C, and D, 5 key microstructures are
directly optimised at volume fractions ρ ∈ {0.1, 0.3, 0.5, 0.7, 0.9}. Calculated and interpolated
material properties for the microstructure sets can be seen in Fig. 4.2.
The eﬀective material properties of the interpolated microstructures change smoothly as the
volume fraction changes. This allows the eﬀective material properties to be interpolated for the
macroscopic structure optimisation, saving the cost of homogenisation calculations for every
density used. Cubic splines are used for this interpolation.
For the set B, while no optimisation is required to obtain the geometry, we have not found
an explicit, closed form description of the material properties for this set. Thus, material
properties for set B are calculated for a number of microstructures at varying densities and
are interpolated for the intervening densities. In addition to being more eﬃcient than running
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Figure 4.2: Microstructure properties over varying volume fractions. (a) Set A.
(b) Set B. (c) Set C.
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Figure 4.3: Schematics of the domain used for the femoral implant problem.
(a) Orthographic schematic of the idealised design domain, with proximal torsion
and ﬁxed distal boundary conditions shown. (b) Isometric sketch of ideal domain.
(c) 2D slice of rasterised ideal domain (top right quarter only). (d) Isometric
sketch of domain with collar added. (e) 2D slice of rasterised domain with collar
(top right quarter only).
many homogenisation calculations, interpolation of material properties also provides sensitivity
(derivative) information for the macroscopic structure optimisation.
4.2.2 Problem Domain
We examine a simpliﬁed domain for the femoral implant problem, which is a 3D version of
that used by Kuiper and Huiskes (1997). While more complicated and realistic domains have
been considered (e.g. Chanda et al., 2015b) the idealised domain used here allows us to do an
extensive theoretical study and draw useful conclusions regarding the application of the MIMO
method and the microstructures used. The idealised 3D domain is shown in Fig. 4.3a and
4.3b. It consists of two coaxial cylinders. The outer hollow cylinder contains the existing bone
(ΩB) and extends from the distal end (z1) where a ﬁxed boundary condition holds the bone in
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place. The inner cylinder is the prosthetic (ΩP) extending from the proximal end (z4) where
a torque boundary condition provides the elastic load. Where the cylinders cross over is the
bone-prosthetic interface ([z2, z3]) with the interface surface Π deﬁned as the surface between
ΩB and ΩP. The bone material is modelled as isotropic with a Young's modulus of 20 GPa and
Poisson's ratio of 0.3.
We note that the mesh used for describing the prosthetic is an implicit constraint and can impact
the optimisation in subtle ways (Bendsøe and Sigmund, 2003). To reduce non-homogeneous
inﬂuences to the optimisation by the mesh a regular hexahedral mesh is used to describe the
prosthetic design and solve the linear elastic problem. The mesh containing the whole domain
has 128 × 128 × 512 hexahedral elements. The volumes ΩB (the existing bone) and ΩP (the
prosthetic) need to be rasterised so as to ﬁt this. Fig. 4.3c shows a top view of the ideal domain
rasterised into voxels  note that the surface Π is partially inside ΩB and partially inside ΩP.
The surface Π being contained in elements of both material types is problematic: the calculated
stress on Π is quite irregular, causing rasterisation artefacts in the evaluation the optimisation
objective. To mitigate this issue, we modify the problem domain slightly to that of Fig. 4.3d,
by adding a collar (ΩC) to the interface between the prosthetic and the bone. This allows the
surface Π to exist entirely in the same material and smooths out the integrand on Π relevant
for calculation of the objective function. The material properties inside ΩC are set to be the
same as the existing bone.
The total number of ﬁnite elements describing the bone prosthetic (ΩP), and thus the total
number of design variables in the optimisation, was 2,001,384. ΩP was 361 elements high
and 84 elements wide. The microstructure unit cell length-scale does not aﬀect the calculated
homogenised material properties so long as the unit cell length-scale is small in comparison to
the macroscopic length-scale. As such, the number of microstructure unit cells used to manifest
the design is unspeciﬁed in the optimisation problem.
4.2.3 Shear stress objective
The objective function to be minimised is (Kuiper and Huiskes, 1997)
F =
∫
Π
(τiτi)
m dS =
∫
Π
τ 2m dS (4.1)
where τ is the shear stress vector with norm τ and Π is the cylinder with radius r1 ranging
over z ∈ [z2, z3] between the existing bone and prosthetic (shown in Fig. 4.3). Conceptually,
the objective should reduce shear stress concentrations on the bone-prosthetic interface by
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penalising high values via the exponent 2m. The objective integral is similar to a p-norm
without the ﬁnal renormalisation exponent. As p→∞ the p norm becomes the max norm. As
m is raised it is therefore expected that the optimisation will distribute the shear stress more
evenly throughout the interface.
There will be stress singularities at corners such as at the top of the interface surface Π
(Williams, 1952). For F to be well-deﬁned m must be small enough such that the singular
integrand is still integrable. If m is too large then we may still calculate a value numerically,
however the value of the integral may not converge but instead be mesh dependent. For the
same reasons we do not consider the maximum value of the shear stress as it will be inﬁnite.
Here we consider m = 1 and m = 2.
4.2.4 Resorption constraint
Bone resorption (where underloaded bone is absorbed by the body) is also quantiﬁed in a similar
manner to Kuiper and Huiskes (1997) as
mr =
1
|ΩB|
∫
ΩB
H((1− s)Uref − U)ρ dx (4.2)
where H is the Heaviside step function, U is the strain energy, Uref is a reference energy and s
a dead zone parameter. Similar to Kuiper and Huiskes (1997) s = 0.5 is used. Uref is calculated
as the value of strain energy when the bone is continued to the top of the domain and the
prosthetic is removed. Describing this constraint in words, if the strain energy of the bone in
the presence of the implant decreases too far below Uref it is considered resorped.
For the Heaviside step function we use the approximation
H(x) ≈ H˜(x) = 1
2
+
1
2
tanh(ax), (4.3)
where a = 10 is a parameter for the sharpness". This smoothed H˜ provides sensitivity infor-
mation for the constraint to the optimiser. Using H˜ the constraint function becomes
mr =
1
2|ΩB|
∫
ΩB
(
tanh
[
a
(
(1− s)− U
Uref
)]
+ 1
)
dx. (4.4)
Note we divide the argument of the Heaviside function by the reference stress to make it
dimensionless, ensuring consistent smoothing over various values of Uref.
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In addition to the above approximation we would like to avoid discretisation artefacts. We
further modify the above to
mr =
1
|ΩRB|
∑
e∈ΩR
B
1
2
tanh
[
a
(
(1− s)−
∫
e
U dx∫
e
Uref dx
)]
+
1
2
, (4.5)
where ΩRB is the set of all elements associated with the bone in the rasterised domain. That
is, we consider the average strain energy within elements when calculating the amount of bone
resorped.
4.2.5 Numerical and optimisation details
The optimisation problem, formally, is
min
ρ(x)
F (ρ(x),u)
subject to

u = argmin
u′
1
2
∫
Ω
εij(u
′)Cijkl(ρ)εkl(u′) dV
−
∫
∂Ω
u′iti dS
mr(u) ≤ 0.05,
(4.6)
where Cijkl is the eﬀective stiﬀness tensor for the relevant microstructure or the stiﬀness tensor
for bone, as appropriate; ε is the strain tensor; and t is the boundary traction. As discussed in
Chapter 2, the linear elastic problem is solved on a regular hexahedral grid with displacements
piece-wise linear in each axial direction.
Prosthesis designs consist of a description of what microstructure to use throughout ΩP speciﬁed
by the microstructure volume fraction ρ(x). The bone prosthesis is optimised in two ways for
each microstructure set. The ﬁrst is a homogeneous, constant volume fraction design  that is,
the microstructure volume fraction is the same everywhere throughout the design (ρ(x) = ρopt).
The second is inhomogeneous, allowing the microstructure volume fraction to vary spatially,
constant within each ﬁnite element. This is as per the homogenisation method of structural
optimisation (Bendsøe and Kikuchi, 1988). The densities are restricted to be in the interval
[0.1, 0.9]. With ρ < 0.1, microstructures feature many small members that are diﬃcult to
represent faithfully while a microstructure with ρ > 0.9 would have small pore channels, also
leading to manufacturing issues.
For the homogeneous designs the bisection method is used on the constraint function. Kuiper
and Huiskes (1997) showed that the constraint and the objective are competing functions in the
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Table 4.2: Objective and constraint results for m = 1. The inhomogeneous
designs have objectives reduced by a factor of at least 2.4 compared to the corre-
sponding homogeneous designs.
E0 = 60 GPa Material E0 = 100 GPa Material
Microstructures Design 〈ρ〉 ∫
Π
τ 2dS mr 〈ρ〉
∫
Π
τ 2dS mr
A, iso, bulk opt. homog. 0.54 2.41× 107 5.00% 0.40 2.42× 107 4.98%
inhom. 0.44 9.95× 106 4.99% 0.40 9.96× 106 4.99%
B, cross homog. 0.34 2.74× 107 5.00% 0.14 3.74× 107 5.00%
inhom. 0.41 7.34× 106 5.01% 0.34 7.14× 106 5.07%
C, bulk opt. homog. 0.36 2.57× 107 5.00% 0.17 3.10× 107 5.00%
inhom. 0.41 8.46× 106 5.02% 0.34 8.40× 106 5.00%
D, rotated C homog. 0.57 2.46× 107 5.02% 0.46 2.50× 107 4.97%
inhom. 0.44 9.84× 106 4.99% 0.41 1.04× 107 4.99%
Table 4.3: Objective and constraint results for m = 2. The inhomogeneous
designs have objective values at least an order of magnitude better than the
homogeneous ones.
E0 = 60 GPa Material E0 = 100 GPa Material
Microstructures Design 〈ρ〉 ∫
Π
τ 4dS mr 〈ρ〉
∫
Π
τ 4dS mr
A, iso, bulk opt. homog. 0.54 8.00× 1018 5.00% 0.40 8.04× 1018 4.98%
inhom. 0.43 1.57× 1017 5.01% 0.38 1.60× 1017 5.00%
B, cross homog. 0.34 1.56× 1019 5.00% 0.14 5.83× 1019 5.00%
inhom. 0.39 1.80× 1015 5.02% 0.34 3.90× 1015 5.03%
C, bulk opt. homog. 0.36 1.17× 1019 5.00% 0.17 2.66× 1019 5.00%
inhom. 0.38 6.22× 1015 5.01% 0.32 8.47× 1015 5.01%
D, rotated C homog. 0.57 8.92× 1018 5.02% 0.46 9.34× 1018 4.97%
inhom. 0.46 3.97× 1016 5.02% 0.38 5.03× 1016 5.01%
sense that a softer prosthetic will lead to a larger concentration of stress with low resorption
while a stiﬀ prosthetic will have a lower concentration of stress and higher resorption due to
stress shielding. Therefore the volume fraction ρ where the constraint is active is the optimal
volume fraction for the homogeneous case. The optimiser used for the inhomogeneous designs is
the Globally Convergent Method of Moving Asymptotes (GCMMA) (Svanberg, 1987, 2002). As
there are no simultaneous elastic homogenisation calculations to perform  elastic properties
of the microstructure sets have already been determined  the macroscopic optimisation is
very computationally eﬃcient.
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Figure 4.4: Prosthetic designs displaying volume fraction, ρ. Slices taken from
the back of the prosthesis to the front with the torque forcing clockwise in the
page (i.e. torque axis is out of page). All designs shown have a base material with
Young's modulus 60 GPa. Black is bone, white is void. (a)m = 1, microstructure
set A. (b) m = 1, microstructure set C. (c) m = 2, microstructure set C. Note the
ﬁlament-like structures with microstructure set A and with microstructure set C
when m = 2.
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4.3 Results and Discussion
Objective function results can be seen in Table 4.2 and Table 4.3, while some optimised volume
fraction distributions are shown in Fig. 4.4. Convergence histories are also shown in Fig. 4.5.
First we note that the inhomogeneous (ρ varying) designs perform better than the homoge-
neous designs (ρ constant), especially with m = 2. The smallest improvement factor between
the homogeneous and inhomogeneous designs is 2.4. Further, for the same value of m all inho-
mogeneous designs are better than all homogeneous. This clearly demonstrates that spatially
varying the material properties is beneﬁcial and, for the microstructures considered, provides
more improvement in the shear stress objective than choosing the best single microstructure to
be used throughout the domain.
Note that the units are changed as m changes and so comparisons cannot easily be drawn
between the objective values for diﬀerent m values. When m = 1 the designs tended to be
smoother, with volume fraction changes happening over longer length scales than when m = 2.
In addition, the optimisations required more iterations for convergence for m = 2 (Fig. 4.5).
The average density 〈ρ〉 for the inhomogeneous designs varies from 0.32 to 0.46. This variation
of the amount of material used is much less than for the homogeneous designs, for which the
average density varies from 0.14 to 0.57.
With m = 2, the inhomogeneous designs make use of thin ﬁlaments of high volume fraction
(e.g. Fig. 4.4c) suggesting that the microstructures should be able to vary their stiﬀness in
diﬀering directions independently. This is examined further in Chapter 5.
The inhomogeneous designs using microstructure set D have worse objective values than those
using set C, showing that the orientation of the microstructures is an important factor. The
narrow diagonal bands in the designs with microstructure set A suggest that the prosthetic
should be compliant along the diagonal leading inward and up from the interface while stiﬀ
perpendicular to this (Fig. 4.4a). Microstructure set D is stiﬀ in both these directions, perhaps
leading to the poorer objective values and some similar banding which is visible in the optimised
designs using this microstructure set. Interestingly, while sets B and C perform better with the
inhomogeneous designs, sets A and D perform better with the homogeneous ones.
Typically the base material stiﬀness had a small eﬀect on the objective values for the inhomo-
geneous designs (ρ spatially varying) except for the microstructure set B, m = 2 case. In this
case the base material with a Young's modulus of 60 GPa far outperforms the 100 GPa base
material by around 2 times. For the homogeneous designs (ρ constant), the base material with
a Young's modulus of 60 GPa consistently outperforms the 100 GPa base material case, and
some large diﬀerences can be seen. This preference for the 60 GPa base material is expected,
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Figure 4.5: Optimisation history for macroscopic optimisations. The initial
increase shown with m = 1 is due to ﬁrst matching the resorption constraint.
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as 60 GPa is closer to the stiﬀness of the bone (modelled as 20 GPa) than 100 GPa. Further,
in all cases making the base material stiﬀer results in a lower average volume fraction (〈ρ〉), as
expected.
Shear stress is distributed unevenly across the interface with the majority concentrated near
the proximal end (Fig. 4.6). At the proximal end where stress singularities are expected the
inhomogeneous designs have low density just above the interface, in eﬀect straightening the
corner out (Fig. 4.4). The eﬀect is noticeable in the shear stress (Fig. 4.6 and Fig. 4.7): the
homogeneous design clearly has a shear stress that is trending towards inﬁnity while the inho-
mogeneous designs may not have a stress singularity at all. Comparing the stress distributions
between the m = 1 and m = 2 cases, one can see that for m = 2 the shear stress distribution
is ﬂattened out as expected (Fig. 4.7). Also shown is the stress distribution for a single m = 3
optimisation which is similar to the shear stress distribution with m = 2. This shows dimin-
ishing marginal beneﬁt to raising m. Further optimisations were not performed for m ≥ 3 as
the optimisation cost increased with m, for m = 3, 750 iterations were required compared to
around 250 for m = 2 and 100 for m = 1.
While the cross microstructure set (set B) performs the best, the hard angles make the designs
diﬃcult to manufacture. Therefore a design using microstructure set C was chosen and a
model was produced using SLM (Fig. 4.8 and 4.9) (Challis et al., 2014b). With the SLM
resolution currently available to the author, only base cells on the scale of 3mm could be
produced. With improvements in SLM technology we expect this cell size to be reduced to
provide microstructural pores on a scale suitable for bone in-growth (visualised in Fig. 4.8b)
(Camron et al., 1976; Boyan et al., 1996). Even at this coarse scale the production of such
a prototype demonstrates that such a multiscale design is manufacturable and will become a
feasible solution to the bone prosthesis problem.
The microstructures used for a bone prosthesis should also take into account biological and prac-
tical business considerations beyond just the choice of length-scale suitable for bone ingrowth
(Hollister and Murphy, 2011). While work is continuing in this direction, notably experiments
examining bone ingrowth and strength of truss microstructures (Arabnejad Khanoki et al.,
2016b), there is still work to be done towards ﬁnding the overall best microstructure.
4.4 Conclusion
We have designed porous femoral implants on a simpliﬁed 3D domain to minimise the shear
stress over the bone-prosthetic interface while constraining the bone resorption. Implants have
been designed with four diﬀerent sets of microstructures. Interpolation between optimised
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Figure 4.6: Stress distributions across the interface Π for: m = 1, microstruc-
ture set A (a) homogeneous and (b) inhomogeneous; m = 1, microstructure set
C (c) homogeneous and (d) inhomogeneous; m = 2, microstructure set C (e)
homogeneous and (f) inhomogeneous. An angle of 0 corresponds to the part of
Π where y = 0, x > 0. Stress values have been truncated to the range [103, 106]
however some extreme values are outside this. Vertical striations are an arte-
fact of the discretisation. Note the reduction in shear stress concentrated at the
proximal end (top) for the homogeneous (b,d,f) compared to the inhomogeneous
(a,c,e) and the further reduction from the m = 1 case (c) to the m = 2 case (e).
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Figure 4.7: Shear stress averaged on circles around the interface surface Π.
Microstructure set C with a 60 GPa base material. As m increases the maximum
of the shear stress decreases and the distribution becomes ﬂatter.
microstructures was used to generate microstructure sets that smoothly vary in geometry and
elastic properties. Structural optimisation on the macroscopic scale was then used to design
spatially homogeneous implants with the same microstructure throughout (ρ constant) as well
as spatially inhomogeneous implants where the microstructure varies (ρ varying).
There are several beneﬁts to the presented approach. The inhomogeneous designs outperform
the homogeneous designs: signiﬁcantly reduced objective values are obtained when spatial
variation of the microstructures is allowed. Furthermore, the two-scale optimisation method is
computationally eﬃcient: after the establishment of the microstructure set no homogenisation
calculations are required. There is also ﬁne grain control over the microstructure set used: the
topology of the microstructures used can supervised without automation required to chose can-
didates, yet the microstructures can be taken from sets without closed form descriptions such
as the bulk modulus optimised microstructures seen here. Finally, the resulting designs are
physically realisable, being composed of varying microstructures that are guaranteed to transi-
tion smoothly and with a connected pore space that will allow the removal of excess material
after fabrication with selective laser melting (SLM). This was demonstrated via construction
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(a)
(b)
Figure 4.8: (a) Two renders of a potential design with microstructure cells
2.86mm across, the left has one quadrant removed to show internal structure, the
right is unmodiﬁed. (b) Two renders of a design similar to (a) with microstructure
cells that are 800µm across, giving pores at a scale relevant for bone ingrowth.
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Figure 4.9: Photographs of the design in Fig. 4.8a, manufactured using selective
laser melting (SLM). We thank Tim Sercombe (The University of Western Aus-
tralia) for the manufacture of the prototype and Chris Foster for the photography.
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of a physical prototype.
The choice of microstructure set was found to be important for the femoral implant problem.
When the isotropic microstructures are used the existence of small macroscopic structures
in the implant designs suggest that anisotropic microstructures should be used. Indeed, the
anisotropic microstructures produced designs with better objective values than the designs
with isotropic microstructures and the small scale features are no longer present. The choice
of microstructure orientation was also shown to be an important factor. Ideally the orientation
of the stiﬀest direction of the microstructure should be allowed to vary throughout the design,
however this causes connectivity issues that are non-trivial to solve. In Chapter 5 we use a
multiparametric microstructure set to allow this variation.
The domain and loading conditions considered here are considerably simpliﬁed, providing both
a proof-of-concept and a way to consider which microstructures are appropriate for the femoral
implant problem. In particular, the nuanced structure of the femur is missing, with only
uniform, cortical bone present. True femurs also contain porous trabecular tissue which itself
varies in density. In addition to the idealised domain, the objective function is missing a
component dealing with the strength of the prosthesis. Strength is an important requirement
and it should be ensured that a bone prosthetic be able to withstand the rigours of day-to-day
use over a long time period (Arabnejad Khanoki and Pasini, 2013). More suitable loading
conditions, geometry and non-linear analysis can be seen in the works of Arabnejad Khanoki
and Pasini (2013); Chanda et al. (2015b); and Arabnejad Khanoki et al. (2016a) for example,
which consider multiple load cases on a more complicated geometry generated from CT data.
Combining the use of spatially varying three-dimensional microstructures with a more realistic
loading situation and suitable objective functions could provide beneﬁts for the design of femoral
implants and other prostheses. Recommendations of more suitable loading conditions, objective
functions, and geometries for this prosthesis problem are outside the scope of this thesis however,
as is the use of CT data.
The following chapter (Chapter 5) explores the use of more general microstructures for the
femoral implant problem; microstructures which are not only anisotropic, but also can have the
stiﬀness in diﬀerent directions vary independently.
Chapter 5
Multiparametric Microstructure
Interpolation
In Chapter 3 we developed the microstructure interpolation for macroscopic optimisation
(MIMO) method whereby optimised microstructures interpolated using a single parameter were
used for macroscopic optimisation with the material distribution method. While the method
did not show signiﬁcant improvements for compliance problems in three dimensions as it did
in two dimensions, in Chapter 4 we showed that it provides beneﬁts for the three-dimensional
femoral implant design problem. The choice of microstructure  including orientation 
was seen to be signiﬁcant. In this chapter, we generalise the MIMO method to utilise a mi-
crostructure set with a multi-dimensional parameterisation and apply the microstructures to
the femoral implant design problem. Having recognised that the optimised structures have
strong orientational preferences we would like to use a microstructure family that can exploit
this.
5.1 Introduction
The microstructure set developed in this chapter varies in multiple eﬀective properties inde-
pendently, is optimised, single scale, and remains smoothly varying to facilitate connectivity
between microstructures. To our knowledge no such single scale, multiparametric microstruc-
ture set has been optimised previously. Bendsøe and Kikuchi (1988) used a rectangular lattice,
however the lattice was not optimised but described analytically. Similarly Jog et al. (1994)
used analytical descriptions of microstructures built from ranked laminates. While Rodrigues
et al. (2002) and Coelho et al. (2008) use microstructures that are fully general with no addi-
tional limit to their eﬀective properties past what is physically possible, they are not guaranteed
to vary in a continuous manner.
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In this chapter we explore a space of microstructures parameterised by their eﬀective Young's
moduli along the three axial directions. Finding a family of microstructures that fulﬁls these
requirements while maintaining features similar enough for interpolation is complex; a number
of diﬃculties arise when the dimensionality of the parameterisation is greater than one. With
the higher dimensionality the number of key-microstructures is much larger. If 10 diﬀerent
key microstructures are desired along every parameter dimension then the number of key mi-
crostructures is 1000. While 10 can be hand picked and examined individually, the generation
of 1000 key microstructures must be automated in some way. In addition, the space of valid
microstructures will cease to be an interval ([ρmin, ρmax]) and may be a general shape other than
a hypercube. As such, the limits of one parameter depend on the value of the other parameters
and may not be described analytically. We explore a penalisation function to incorporate such
a constraint into the macroscopic optimisation.
The remainder of this chapter is organised as follows: the microstructure set is prescribed
and generated in Section 5.2 before being applied to the bone femoral implant problem in
Section 5.3. Results of the optimisation are discussed in Section 5.4 with the application to
functionally graded materials in Section 5.5. Finally, Section 5.6 contains concluding remarks
for the chapter.
5.2 Microstructures
Here a set of microstructures is generated, parameterised by the axial Young's moduli, Ex,
Ey, and Ez. In Chapter 4 we saw evidence that materials with directional dependence may
be desirable for use in optimisation. These microstructures should provide beneﬁts over the
single parameter microstructures due to the increased freedom in available eﬀective material
properties: if load is to be carried in only one direction then that direction can be stiﬀened
independently of the others.
As before, a number of key microstructures will be generated and the full set will be interpo-
lated from these. The family generated should be similar enough such that the homogenised
properties are smoothly changing when the microstructural geometry is interpolated via shape
interpolation.
5.2.1 Parameterisation
A fully general compliance tensor Sijkl has 21 degrees of freedom. For simplicity we constrain
the desired eﬀective stiﬀness tensors to be orthotropic, meaning that the tensor is unchanged
Chapter 5. Multiparametric Microstructure Interpolation 81
through axial reﬂections. This restriction removes the ability for the material to shear in
response to axial loads. A general orthotropic compliance tensor has 9 degrees of freedom,
explicitly
Sαβ =

a b c 0 0 0
b d e 0 0 0
c e f 0 0 0
0 0 0 g 0 0
0 0 0 0 h 0
0 0 0 0 0 i

. (5.1)
Applying the axial Young's modulus constraints leaves 6 degrees of freedom:
Sαβ =

1
Ex
b c 0 0 0
b 1
Ey
e 0 0 0
c e 1
Ez
0 0 0
0 0 0 g 0 0
0 0 0 0 h 0
0 0 0 0 0 i

. (5.2)
Clearly then, the elastic tensor is underspeciﬁed.
The Young's modulus in the direction of
n(θ) =
cos θsin θ
0
 (5.3)
in the x-y plane for an orthotropic material is
En =
1
ninjSijklnknl
(5.4)
=
1
1
Ex
cos4 θ + 2(Sxxyy + 2Sxyxy) sin
2 θ cos2 θ + 1
Ey
sin4 θ
(5.5)
=
1
1
Ex
cos4 θ + 2γxy sin
2 θ cos2 θ + 1
Ey
sin4 θ
, (5.6)
where
γxy = Sxxyy + 2Sxyxy. (5.7)
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Figure 5.1: Directional dependence of Young's modulus in the x-y plane where
Ex = 1 and Ey = 4. Some choices of γxy will lead to intermediate values lying
outside the range [Ex, Ey].
En is shown for θ ∈ [0, pi2 ] and various choices of γxy in Fig. 5.1. There are three possible
strategies for choosing γxy: letting γxy be unconstrained, making γxy another parameter along
with the three Ei, and choosing γxy = γxy(Ex, Ey, Ez). If γxy is allowed to be free then En may
be some extreme value falling outside of [Ex, Ey]. While γxy could become a parameter along
with Ex, Ey, and Ez; we restrict ourselves to the original three parameters to keep the number
of microstructures directly optimised computationally feasible.
We choose
γxy =
S1111 + S2222
2
=
1
2Ex
+
1
2Ey
(5.8)
which leads to
En =
1
1
Ex
cos2 θ + 1
Ey
sin2 θ
. (5.9)
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This choice ensures isotropy in the case of Ex = Ey and ensures that En is monotonic between
the axes. The corresponding choice is made for γxz and γyz to obtain the compliance tensor1
Sαβ =

1
Ex
b c 0 0 0
b 1
Ey
e 0 0 0
c e 1
Ez
0 0 0
0 0 0 1
Ey
+ 1
Ez
− 2e 0 0
0 0 0 0 1
Ex
+ 1
Ez
− 2c 0
0 0 0 0 0 1
Ex
+ 1
Ey
− 2b

. (5.10)
If we now let
n(θ) =
cos θ cosφsin θ cosφ
sinφ
 , (5.11)
the Young's modulus in any direction becomes
En =
1
1
Ez
sin2 φ+ 1
Ex
cos2 θ cos2 φ+ 1
Ey
sin2 θ cos2 φ
. (5.12)
The Young's modulus varies smoothly and monotonically between the axes. This is shown for
an example in Fig. 5.2.
Three degrees of freedom remain in the speciﬁcation of the desired eﬀective stiﬀness tensors,
the Poisson's ratios. We have that
b = −νyx
Ey
= −νxy
Ex
, (5.13)
c = −νzx
Ez
= −νxz
Ex
, (5.14)
e = −νzy
Ez
= −νyz
Ey
. (5.15)
The same three possible choices are available for the Poisson's ratios as for γij: leaving them
unconstrained, using them as a parameter or specifying them as a function of the parameters.
The Poisson's ratios are intimately linked to the geometry of a microstructure, and specifying
them may lead to changes in the geometry making the interpolation diﬃcult. Therefore in the
interest of allowing the geometry to remain consistent between the microstructures we do not
constrain the Poisson's ratios.
1Note that using Voigt's notation, the compliance tensor has S44 = 4Syzyz. This is unlike the stiﬀness tensor
where C44 = Cyzyz.
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Figure 5.2: Three-dimensional Young's modulus directional dependence with
Ex =
1
8 , Ey =
1
2 , and Ez = 1 with γij set as in (5.8). Each point on the sphere
is coloured based on the Young's modulus of the tensor in the direction from the
centre of the sphere through that point. The colour-map applies only to the front
octant that has been emphasised. Note that the Young's modulus on any transect
of the octant is monotonic.
In Voigt's notation, the desired eﬀective compliance tensor is
Sαβ =

1
Ex
−νyx
Ey
−νzx
Ez
0 0 0
−νxy
Ex
1
Ey
−νzy
Ez
0 0 0
−νxz
Ex
−νyz
Ey
1
Ez
0 0 0
0 0 0 1
Ey
+ 1
Ez
+ 2νyz
Ey
0 0
0 0 0 0 1
Ex
+ 1
Ez
+ 2νxz
Ex
0
0 0 0 0 0 1
Ex
+ 1
Ey
+ 2νxy
Ex

. (5.16)
5.2.2 Generation of key microstructures
The key microstructures matching the above properties are found in a similar way to those in
previous chapters with the level-set method. Representative cells were 643 elements in size.
The Young's moduli are constrained along with the γij as in (5.8) while the conductivity of the
void phase is maximised. Maximising the void conductivity serves two purposes: it helps to
ensure the connectivity of the pore space, important for manufacture; and it also reduces the
solid volume fraction as a larger pore space will increase the overall void phase conductivity.
Shape sensitivities (recall Section 2.4) for the eﬀective stiﬀness tensor components, C∗αβ, can
be found in Challis (2009) and shape sensitivities for the constraints can be found through the
chain and product rules. As Cαβ and Sαβ are inverses, CαγSγβ = δαβ = constant. So if vC∗αβ is
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Figure 5.3: Initial microstructure for the key microstructure optimisations. The
front octant has been removed to show internal structure. The microstructure has
Ex = Ey = Ez = 0.25E
0 and a surface genus of 12 (without periodic continua-
tions).
the shape sensitivity of C∗αβ then the shape sensitivity of S
∗
αβ is
vS∗αβ = −S∗αγvC∗γδS∗δβ. (5.17)
Thus the shape sensitivity of Ex = 1S∗11 can be found as
vEx = −
vS∗11
S∗11
2 . (5.18)
Shape sensitivities for γij can be found in a similar way.
Let the set of desired Young's modulus ratios for the key microstructures be
Ekey = {0.01, 0.03, 0.05, 0.07} ∪ {0.1, 0.15, 0.20, . . . , 0.9}. (5.19)
The parameter space for the key microstructures is then chosen to be the cube(
Ex
E0
,
Ey
E0
,
Ez
E0
)
∈ Ekey × Ekey × Ekey (5.20)
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Ex
Ey
Ez
(0.1,0.03,0.1)
(0.1,0.03,0.07)
(0.1,0.03,0.05)
(0.07,0.03,0.05)
(0.05,0.03,0.05)
(0.05,0.05,0.05)
(0.05,0.07,0.05)
Figure 5.4: Key microstructures were considered neighbours if adjacent in the
regular grid including all diagonals. All points in the ﬁgure are considered con-
nected to the central one at (0.07, 0.05, 0.07).
with the base material having Young's modulus E0 and Poisson's ratio ν0 = 0.3. Firstly, a
microstructure for Ex = Ey = Ez = 0.25E0 is found (Fig. 5.3). All other key microstructures
are optimised using a neighbouring key microstructure as the starting structure. The neigh-
bourhood had 26 point connectivity as illustrated in Fig. 5.4. The neighbour chosen to seed a
particular key microstructure is the neighbour closest to the initial structure in the parameter
space. Thus all the key microstructures in the parameter space are generated in a tree like
fashion with Ex = Ey = Ez = 0.25E0 being the root. In this way the geometry of all the key
microstructures should be similar facilitating the use of shape interpolation.
The microstructures are checked to ensure that microstructures are similar enough for sensible
shape interpolation and to ensure that the microstructures match their parameterisation. A
key microstructure is considered to have satisﬁed its constraints if the Frobenius norm of the
error is below 0.005. That is, if Ex is the actual Young's modulus in the x direction and Etx
is the target, similar for Ey, Ez, γxy, γxz and γyz, then a microstructure is considered to have
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satisﬁed its constraints if(
Ex − Etx
E0
)2
+
(
Ey − Ety
E0
)2
+
(
Ez − Etz
E0
)2
+ (γxy − γtxy)2 + (γxz − γtxz)2 + (γyz − γtyz)2 ≤ 0.005. (5.21)
For a key microstructure to be considered satisfactory it is required to satisfy (5.21) and to
have the same surface genus as the original microstructure.
Each microstructural optimisation has a number of parameters associated with it. For example,
one of the optimisation parameters controls the speed of the level set front. As a large number
of optimisations need to be performed, a full optimisation parameter sweep is not undertaken
as in the previous chapters. Rather, if a satisfactory key microstructure cannot be found with
one set of optimisation parameters then a number of optimisation parameter sets are considered
in turn. Note that satisfactory microstructures can not be found for every considered set of
Young's moduli. In addition, if a key microstructure does not have enough neighbours to be
able to contribute to shape interpolation, it is removed.
To reduce the number of microstructural optimisations required, optimisations are performed
only for
Ex ≤ Ey ≤ Ez. (5.22)
The full set of key microstructures are then obtained through reﬂections from the reduced set.
This reduces the number of microstructural optimisations from 213 = 9261 to
((
21
3
))
=
(
21+2
3
)
=
1771. The microstructure optimisations were performed on a cluster utilising a mix of Nvidia
C2050, C2070, and S2050 GPUs with the time taken being on the order of a few weeks.
5.2.3 Microstructure interpolation
Once the set of key microstructures is generated, interpolation is used to obtain the full mi-
crostructure set. The multiparametric microstructure interpolation used is a generalisation of
that seen in Chapter 3. The major diﬀerence is the use of trilinear interpolation instead of
linear interpolation for the distance functions.
Here we describe the interpolated microstructure Γ(E1, E2, E3) corresponding to the parameter
vector (E1, E2, E3). Let E0i be the largest number in Ekey such that E0i < Ei. Further let E1i
be the smallest number in Ekey such that E1i ≥ Ei. In this way, (Ei1, Ej2, Ek3 ) are the points in
Ekey × Ekey × Ekey surrounding (E1, E2, E3) as illustrated in Fig. 5.5. Let dijk(x) be the signed
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(E11,E21,E30)
(E11,E21,E31)
1(E11-E10)
2(E21-E20)
3(E31-E30)
(E11,E20,E30)
Ex
Ez Ey
(E1,E2,E3)
Figure 5.5: The neighbourhood around the parameter vector (E1, E2, E3). The
corners (Ei1, E
j
2, E
k
3 ) correspond to key microstructures from which interior points
are interpolated. The αi vary linearly from 0 to 1 within the hexahedron.
distance to the surface of the key microstructure with parameters (Ei1, E
j
2, E
k
3 ). As before, let
positive distance signal the solid interior of the microstructure and negative distance signal
void. Finally, let
αi =
Ei − E0i
E1i − E0i
(5.23)
so that αi varies linearly from 0 to 1 moving across the interpolation hexahedron (Fig. 5.5).
The trilinearly interpolated distance function is then
d(x) =
∑
a1∈{0,1}
∑
a2∈{0,1}
∑
a3∈{0,1}
 ∏
i∈{1,2,3}
(1− ai + αi(2ai − 1))
 da1a2a3(x). (5.24)
Similar to Chapter 3, the ﬁnal interpolated shape is
Γ = {x | d(x) ≥ β}, (5.25)
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where β is chosen so that the volume fraction of the microstructure is trilinearly interpolated
between the 8 key microstructures.
5.2.4 Results
Fig. 5.6 shows the space of satisfactory microstructures found along with their volume fractions.
It also shows which microstructures were removed from the set for the macroscopic optimisa-
tion due to not having enough neighbours for interpolation. It was the most diﬃcult to ﬁnd
satisfactory microstructures for the parameter sets with more extreme ratios of Young's moduli.
The microstructure found with the most extreme ratio of Young's moduli was Ex/E0 = 0.1,
Ey/E
0 = 0.25, and Ez/E0 = 0.45 with a ratio Ex/Ez = 29 .
Fig. 5.7 shows four examples of optimised microstructures with a range of Young's modulus
ratios. The ﬁrst three are on the edge of what was produced  parameter sets using these
microstructures as starting points did not ﬁnd satisfactory structures  while the fourth is
surrounded in the parameter space by satisfactory structures. The ﬁrst two have small, thin
members along the axis of lowest Young's modulus while the internal structure in the third
has been reduced to mere slots. If the ratio of the Young's moduli were to go higher, these
small scale details may reduce in size and, without mesh reﬁnement, may disappear entirely,
changing the topology. This suggests that higher Young's modulus ratios might be possible
with mesh reﬁnement, however with the computational resources available such reﬁnement was
not feasible.
The third microstructure (Fig. 5.7c) appears to inhibit the ﬂow of stress in the x and y directions
while using a large amount of material to satisfy the Ez constraint. This suggests that the
volume of material used may not be `eﬃcient' and higher Young's moduli could be achieved in
the x and y directions without a change in volume fraction. While of interest, the macroscopic
optimisation problem examined in this chapter does not consider material cost to be signiﬁcant,
however such optimisation problems could be considered in future work.
It is impractical to perform repeated homogenisation calculations for each point in the macro-
scopic domain for the macroscopic optimisation. As such, the macroscopic optimisation uses
eﬀective stiﬀness tensors that are trilinearly interpolated from the key microstructures' eﬀec-
tive tensors. To assess the validity of this approximation, points are chosen mid-way between
each neighbouring key microstructure and the eﬀective stiﬀness tensor of the interpolated mi-
crostructure was compared to the interpolated stiﬀness tensor. If Capproxijkl is the stiﬀness tensor
approximated from the key tensors, and Ctrueijkl is the true stiﬀness tensor calculated from the
90 Chapter 5. Multiparametric Microstructure Interpolation
Figure 5.6: Obtained microstructure parameter space. A cube exists at a loca-
tion if a microstructure was found matching those properties. (top) Microstruc-
tures were discarded if they did not contain suﬃcient neighbours to interpolate
with. (bottom) Cubes are coloured by the volume fraction of the resulting
microstructure. The volume fraction seems strongly dependent on the largest
Young's modulus.
interpolated microstructure, then the relative error was calculated with the Frobenius norm as
err =
√
(Ctrueijkl − Capproxijkl )(Ctrueijkl − Capproxijkl )
Capproxmnpq C
approx
mnpq
. (5.26)
The distribution of the calculated errors are shown in Fig. 5.8. The microstructures are ap-
proximated satisfactorily with the majority of the approximations having relative error below
Chapter 5. Multiparametric Microstructure Interpolation 91
(a) (b)
(c) (d)
x
z
y
Figure 5.7: Some of the optimised microstructures with the front octant re-
moved to show internal structure. (a) Ex = 0.1E
0, Ey = 0.1E
0, Ez = 0.2E
0. (b)
Ex = 0.1E
0, Ey = 0.1E
0, Ez = 0.4E
0. (c) Ex = 0.4E
0, Ey = 0.4E
0, Ez = 0.8E
0.
(d) Ex = 0.35E
0, Ey = 0.5E
0, Ez = 0.65E
0.
0.05. There are a small number (3.2%) with error larger than 0.1 but no more than 0.25.
The high error approximations occur on the edges of the parameter space, predominantly with
extreme values of solid volume fraction. The interpolation for these extreme microstructures
would likely be improved with an increase in microstructure resolution.
5.3 Macroscopic Optimisation
Now that a suitable microstructure set has been developed, similar to previous chapters we
utilise this set for a macroscopic optimisation using the MIMO method. As low volume fraction
microstructures were diﬃcult to produce, solid-void solutions will be diﬃcult to obtain. A
compliance optimisation problem, which typically involves regions of void (as in Chapter 3),
would therefore be an inappropriate test case. We test this new multiparametric microstructure
set using the bone prosthesis design problem from Chapter 4.
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Figure 5.8: Error in interpolated eﬀective material properties. Each pair, group
of four, or group of eight neighbouring microstructures were interpolated between.
The interpolated microstructure's eﬀective stiﬀness tensor was calculated and
compared to the approximated stiﬀness tensor with (5.26).
5.3.1 Optimisation problem
The optimisation problem is largely unchanged from that described in Section 4.2. The objective
function F remains as (4.1) and the resorption mr is quantiﬁed as (4.5). Recall,
F =
∫
Π
τ 2m dS (5.27)
mr =
1
|ΩRB|
∑
e∈ΩR
B
1
2
tanh
[
a
(
(1− s)−
∫
e
U dx∫
e
Uref dx
)]
+
1
2
. (5.28)
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The ﬁrst major diﬀerence is that the optimisation is now no longer over a single parameter
function, ρ(x), but rather three, Ex(x), Ey(x), and Ez(x). The optimisation problem is
min
Ex(x),Ey(x),Ez(x)
F (Ex(x), Ey(x), Ez(x),u)
subject to

u = argmin
u′
1
2
∫
Ω
εij(u
′)Cijkl(Ex, Ey, Ez)εkl(u′) dV
−
∫
∂Ω
u′iti dS
mr(u) ≤ 0.05
1
|ΩP|
∫
ΩP
p(Ex, Ey, Ez) dV ≤ plim,
(5.29)
where Ex(x), Ey(x), and Ez(x) are the functions that together map a location in the macro-
scopic design to a microstructure and its properties.
The only diﬀerences between (4.6) and (5.29) is the change in parameterisation and the addition
of a further optimisation constraint to ensure that the parameters in the macroscopic description
do map to admissible parameters with satisfactory microstructures. This penalty function, p, is
integrated over the whole prosthesis domain ΩP. Let the space of all microstructures found along
with all microstructures that can be interpolated be Θ. Let the space of all other microstructures
not in Θ be Θc. The function p(Ex, Ey, Ez) is the distance from (Ex, Ey, Ez) to Θ. Following
this deﬁnition, if (Ex, Ey, Ez) ∈ Θ then p(Ex, Ey, Ez) = 0, and if (Ex, Ey, Ez) ∈ Θc then
p(Ex, Ey, Ez) > 0. The primary beneﬁt of using such a distance function is that the derivatives
provide direction information to the optimiser as to which way Θ lies when a macroscopic
element violates the constraint. The penalty function was smoothed with a Gaussian ﬁlter
so as to remove the stepped shape of Θ that may be problematic for the optimiser. The
optimisation was performed both with and without the enforcement of the penalty constraint
in order to see how the macroscopic optimisation performs with a broader search space.
5.3.2 Filling the microstructural space
While the penalty function should ensure that the microstructures do exist in the ﬁnal design,
the optimiser may stray outside of that space temporarily. As such, the domain of Cijkl needs
to be Θ∪Θc, not just Θ, requiring the eﬀective elastic tensors for points in Θc to be speciﬁed.
The three Young's moduli used to parameterise the space along with (5.8) leaves three degrees
of freedom in the elastic tensor, those related to the Poisson's ratios. We remove these degrees
of freedom by matching properties with the closest microstructure in Θ.
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Possible choices of ﬁller tensors for Θc include a single constant tensor or matching Poisson's
ratios. If a constant tensor was used then the material properties will change very rapidly at the
boundary between Θ and Θc which would be detrimental to the macroscopic optimisation. The
optimiser may make use of the large range of (inadmissible) eﬀective properties on the fringe of
Θ, resulting in a design that is not physically realisable, and with predicted elastic properties
far from any physically realisable design. On the other hand, setting the Poisson's ratios to be
equal to a nearby microstructure in Θ leads to making a choice between the mutually exclusive
options of setting νxy to match or setting νyx to match.
Let (without implied summation)
ξij(Cklmn) =
(Ei + Ej)νij
Ei
. (5.30)
The value ξij is dimensionless similar to νij and if Ei = Ej then ξij = νij. The beneﬁt of ξij is
that it is symmetric in i and j removing the choice present for νij. If a = (Ex, Ey, Ez) ∈ Θc,
and b ∈ Θ is the nearest admissible microstructure to a, then we set
ξij(Cklmn(a)) = ξij(Cklmn(b)). (5.31)
And so the last three degrees of freedom are removed and the full elastic tensor Cijkl(a) is
speciﬁed, even for those parameters that do not have a matching microstructure.
5.3.3 Other microstructural details
As in Chapter 4, two isotropic base materials are tested, both having Poisson's ratio of ν0 = 0.3
and Young's moduli E0 = 60GPa and E0 = 100GPa. The value of m was also varied, using
m = 1 and m = 2 as in Chapter 4. The axes of the microstructure were ﬁrst aligned to the
macroscopic domain, and secondly with the microstructure rotated about the y axis (similar
to microstructure set D in Chapter 4). The microstructure set developed in Section 5.2 will be
labelled E, continuing with the lettered labelling of microstructures from Chapter 4.
A ﬁnal comparison microstructure family is also tested, that of an orthotropic cross  desig-
nated microstructure set F. The orthotropic cross is similar to the cubic cross structure (set B
in Chapter 4) except that the cross-sectional area of each arm is allowed to vary independently.
An example can be seen in Fig. 5.9 along with the resultant directional Young's modulus. There
are directions in which the stiﬀness is quite low in comparison to the axial stiﬀness, such as in
the (1,−1, 1) direction out of the page. We compare against this microstructure as it is one
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a
b
x
z
y
Figure 5.9: Example of an orthotropic cross structure. The faces have area
equal to 35%, 7% and 18% of the representative cube's faces in the x, y and z
directions respectively. (a) A single cell of the structure's geometry. (b) The
directional dependence of the Young's modulus. Units are normalised to the base
material Young's modulus. Compare to Fig. 5.2 and note that here the direction
with the lowest Young's modulus is on the diagonal, approximately in the (1, 1, 1)
direction
of the simplest microstructures which has variance in three parameters corresponding to prop-
erties in diﬀerent directions. Shape interpolation and the penalty constraint are not required
for this orthotropic cross family, however to minimise the need for repeated homogenisation
calculations eﬀective properties were interpolated between a number of directly homogenised
microstructures.
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Figure 5.10: Visual comparison of the new multiparametric microstructure de-
signs (sets E and F) and those found in Chapter 4. In particular, see Table 4.2
and Table 4.3. Note that these results have been rescaled from the results in the
tables. By taking the 2mth root the integral becomes the p-norm. This has been
done to enable us to compare the results more easily.
Chapter 5. Multiparametric Microstructure Interpolation 97
Table 5.1: Macroscopic optimisation results for microstructure sets E and F with
m = 1. The alignment of the microstructures is described as AA: the microstruc-
ture axes are aligned with the macroscopic domain, and rot.: the microstructure
axes are rotated 45◦ about the y axis.
Base Microstructure With Penalisation Without Penalisation
Stiﬀness and Alignment
∫
Π
τ 2dS mr Penalty
∫
Π
τ 2dS mr Penalty
60GPa E - AA 1.49× 107 0.05 0.11 8.40× 106 0.05 13.28
100GPa E - AA 1.86× 107 0.11 0.08 8.81× 106 0.05 13.66
60GPa E - rot. 1.65× 107 0.05 0.18 7.58× 106 0.05 21.29
100GPa E - rot. 1.86× 107 0.11 0.10 7.97× 106 0.05 20.26
60GPa F - AA  2.31× 106 0.05 
100GPa F - AA  3.27× 106 0.05 
60GPa F - rot.  6.21× 106 0.05 
100GPa F - rot.  6.36× 106 0.05 
Table 5.2: Macroscopic optimisation results for microstructure sets E and F with
m = 2. The alignment of the microstructures is described as AA: the microstruc-
ture axes are aligned with the macroscopic domain, and rot.: the microstructure
axes are rotated 45◦ about the y axis.
Base Microstructure With Penalisation Without Penalisation
Stiﬀness and Alignment
∫
Π
τ 4dS mr Penalty
∫
Π
τ 4dS mr Penalty
60GPa E - AA 1.40× 1018 0.05 0.07 1.07× 1017 0.05 12.23
100GPa E - AA 2.20× 1018 0.11 0.06 1.25× 1017 0.05 13.45
60GPa E - rot. 1.34× 1018 0.05 0.14 1.04× 1017 0.05 15.33
100GPa E - rot. 1.89× 1018 0.11 0.11 9.79× 1016 0.05 23.55
60GPa F - AA  1.49× 1016 0.05 
100GPa F - AA  2.52× 1016 0.06 
60GPa F - rot.  7.93× 1016 0.05 
100GPa F - rot.  7.58× 1016 0.05 
5.4 Results and discussion
The ﬁnal optimised objective values and constraint values are shown in Tables 5.1 and 5.2, and
also graphically in Fig. 5.10. Recall that microstructure set E is the set developed in Section 5.2
parameterised by the axial Young's moduli and microstructure set F is the orthotropic cross.
Some of the optimised design layouts are also shown. Two examples are presented using mi-
crostructure set E with (Fig. 5.11) and without (Fig. 5.12) the penalisation constraint active.
Two other examples show designs using microstructure set F axially aligned (Fig. 5.13) and
rotated (Fig. 5.14). An illustration of a microstructure set F design is shown in Fig. 5.15.
While the penalisation is eﬀective in keeping the optimisation from using microstructures from
Θc, it has a large adverse eﬀect on the objective results compared to when no penalty is used.
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While this diﬀerence is expected, microstructure set A outperformed microstructure set E when
the penalisation was used. Microstructure set E is essentially a superset of microstructure set
A, where microstructure set A is restricted to Ex = Ey = Ez due to the isotropy constraint.2
Designs utilising microstructure set A can be closely reproduced using the parameterisation for
set E and so the optimal design for set E should have an objective value no worse than that of
the optimised design with set A. The fact that the design with microstructure set A improves on
that with the broader set E when using the penalisation suggests that the penalisation unduly
interferes with the optimisation.
The designs where the penalisation is enforced (e.g. Fig. 5.12) show much less variation in
microstructures used than those without the penalisation. In fact, these designs in which the
penalisation is enforced appear to be almost homogeneous with a single microstructure used
for the majority of the design. Diﬀerent homogeneous initial macroscopic designs were tried
resulting in the same microstructure used throughout suggesting that the design is not an
artefact of the initial condition. The penalty function has the constant value of 0 in the neigh-
bourhood about the widely used microstructure and so should not preference that particular
microstructure due to the penalty function.
The nonlinear optimiser used is the GCMMA (Svanberg, 2002) which may be a suboptimal
choice for such a complex search space. The MMA approximates the functions being optimised
(both the objective and constraints) with locally quadratic functions having vertical asymptotes
chosen heuristically to keep the approximation from taking too large a step. The method is made
globally convergent by ensuring that each step the optimiser takes is conservative. Conservative
here means that when the optimiser takes a step with the approximation function predicting a
greater beneﬁt than is realised, a smaller step is taken. In this case, when any elements have
microstructure parameters near the edge of Θ, the sudden change to p being non-zero may
cause the optimiser to take very small steps due to this conservative requirement. This would
explain both the almost homogeneous nature of the solutions and their poor performance.
In contrast to the designs utilising the penalisation constraint, without the penalisation much
variation is seen (as in Fig. 5.12). Variation in the design occurs over both long and short length
scales (Fig. 5.16). Regions of rapid change over short length scales remains manufacturable so
long as the length scale of the macroscopic change is larger than the microstructure length
scale. The fact that the results without the penalisation scheme provide an improvement over
those that do suggests there is value in extending the space of allowed microstructures. The
closed cells such as those used in Chapter 3 are a family of microstructures that may be easier
2 The elastic isotropy constraint produces microstructures for set A that are valid for set E, and both are
optimised for void conductivity. In practice there are minor diﬀerences in the microstructures produced.
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Figure 5.11: Macroscopic design using microstructure set E using the penalty
function (E0 = 60GPa, m = 1). Note the almost uniform microstructure choice
for the full design, however there is softening above the bone-prosthetic interface,
Π. The design is split into each of the parameter functions as labelled on the left.
The design is further split into slices in the x-z plane ranging from the edge (left)
to the middle (right) of the design.
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Figure 5.12: Macroscopic design using microstructure set E without the penalty
function (E0 = 60GPa, m = 1). There is much more variation than in Fig. 5.11.
The design is split into each of the parameter functions as labelled on the left.
The design is further split into slices in the x-z plane ranging from the edge (left)
to the middle (right) of the design.
Chapter 5. Multiparametric Microstructure Interpolation 101
Ax
Ay
Az
x
z
Figure 5.13: Macroscopic design using microstructure set F axially aligned
(E0 = 60GPa, m = 1). The displayed fractional area is the cross sectional area
of the microstructure arm compared to the matching representative volume face.
The design is split into each of the parameter functions as labelled on the left.
The design is further split into slices in the x-z plane ranging from the edge (left)
to the middle (right) of the design.
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Figure 5.14: Macroscopic design using microstructure set F rotated by 45◦
about the y axis (E0 = 60GPa, m = 1). The left-right symmetry is lost due to
the rotation of the microstructures, however a new symmetry is created between
A−101 and A101. The design is split into each of the parameter functions as
labelled on the left. The design is further split into slices in the x-z plane ranging
from the edge (left) to the middle (right) of the design.
Chapter 5. Multiparametric Microstructure Interpolation 103
Figure 5.15: Multiparametric design illustration of the design in Fig. 5.14.
Microstructure length scale is ﬁgurative only.
a b
Figure 5.16: Zoomed view of the 60GPa, microstructure set E, no penalisation
design (Fig. 5.12) showing both rapid and slow variation. (a) Rapid variation
near the proximal end (top) of the prosthesis. (b) Slow variation near the distal
end (bottom) of the prosthesis.
to extend into the desired microstructural parameter space. They do however pose problems
to additive manufacture; SLM for example requires open cells to remove waste material.
While microstructure set E can be thought of as a generalisation of microstructure set A,
microstructure set F is a true generalisation of microstructure set B, the cubic cross structure.
No penalisation was necessary for microstructure set F as the set has a valid microstructure
for the full range of parameters considered. Some examples of the optimised macroscopic
structures can be seen in Fig. 5.13 and Fig. 5.14. Microstructure set F shows clear gains over
most other microstructure sets, curiously being bettered only by microstructure set B when
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m = 2. Clearly then, the larger multiparametric search space itself causes diﬃculties for the
optimisation algorithm even without the presence of the penalisation constraint.
In order to ensure that no errors were made, some additional optimisations were performed using
microstructure set E initialised with the solution obtained for set A and using microstructure
set F initialised with the solution obtained for set B. These additional optimisations, compared
to their initial designs, gave results that are no worse, and in some cases better. This conﬁrms
that better solutions exist utilising microstructure sets E and F than are found in the initial
optimisations. While informative, such optimisations are not practical as their production
requires a solution to already be found.
5.5 Application to FGMs
While causing some diﬃculties within the macroscopic optimisation, the multiparametric mi-
crostructure sets produced in this chapter are well suited to the ﬁeld of functionally graded
materials (FGMs). Using microstructures from the set allows variation of a number of material
properties in independent directions while maintaining connectedness of the microstructures.
For example, consider a cylinder with a prescribed vertical Young's modulus (Ez) varying from
the bottom to the top, and a prescribed Poisson's ratio (νzx = νzy) varying from the centre of
the cylinder to the edge. There are two functional gradients along two separate axes, the νzx
gradient is shown in Fig. 5.17a, while the Ez gradient is shown in Fig. 5.17b. Microstructures
can be selected from set E to satisfy these two gradients.
Due to radial symmetry and the prescribed νzx = νzy, we have that Ex = Ey while Ez is
ﬁxed due to its prescribed gradient. In order to select the correct microstructure, Ex (and
thus Ey) must be chosen. Inverting the single parameter function νxz(Ex;Ez), the correct Ex
becomes apparent. The Ex ﬁeld required to satisfy the two functional gradients is shown in
Fig. 5.17b while the subset of microstructures used to achieve the prescribed properties is shown
in Fig. 5.18. An illustration of the full multiscale design is shown in Fig. 5.19.
Such a design is more complicated than has been addressed in the FGM literature, yet is ac-
complished easily with the MIMO method and the multiparametric microstructure set found in
this chapter. The connectively problem tackled for the case of FGMs by Zhou and Li (2008a,b)
is solved here through the interpolation approach. Unfortunately, the same trade-oﬀ applies to
both the FGM examples as to the macroscopic optimisation examples: the microstructures used
are less general and more constrained than could be manifested by other methods (e.g. Zhou
and Li, 2008a,b). In particular, topology changes are diﬃcult with the interpolation method.
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Figure 5.17: A functionally graded design example. (a) The required Pois-
son's ratio νzx decreases from the centre of the domain to the edge. (b) The
required Young's modulus Ez increases from bottom to top. Also shown is the
resultant Young's moduli Ex = Ey that provide the speciﬁed Poisson's ratio using
microstructure set E.
5.6 Conclusion
In this chapter the microstructure interpolation for macroscopic optimisation (MIMO) method
was extended to make use of a higher dimensional microstructure set. This set was parame-
terised by the eﬀective axial Young's moduli of the microstructures with constraints to ensure
that the stiﬀness is well behaved in all directions, varying monotonically between the axes.
The set was produced by choosing an initial key microstructure, and using it to seed the opti-
misations for the neighbouring key microstructures. The full continuous set was produced by
trilinearly interpolating between signed distance functions representing the key microstructures.
The microstructure set was then utilised in a macroscopic bone prosthesis optimisation prob-
lem, as explored with single-parameter microstructure sets in Chapter 4. The microstructure
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Figure 5.18: Parameter set used for the functionally graded example (Fig. 5.17).
The Poisson's ratio νzx is shown in colour while white signiﬁes that no structure
can be interpolated for that set of parameters. The region outlined in black is the
set of microstructures used for the design.
set produced did not provide a microstructure for every desired parameter choice and so a
penalisation constraint was added. This constraint ensured only those parameters with a corre-
sponding microstructure were used in the macroscopic optimisation. This constraint was found
to have an adverse eﬀect on the macroscopic optimisation, reducing the performance of the re-
sulting designs beyond what was expected considering the experience of Chapter 4. When this
penalisation was removed the optimisation produced satisfactory results, although in the case
of the orthotropic cross microstructure set (F) the optimisation did not outperform previous
designs using a subset of F (microstructure set B). This serves as a good illustration of the
diﬃculties in non-linear optimisation, where there is typically no guarantee that the solution
found is close to the global optimum. It suggests that more work should be done in exploring
the non-linear optimisers used in the ﬁeld of structural optimisation to ensure conclusions are
not strongly inﬂuenced by the algorithm chosen.
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Figure 5.19: Illustration of a FGM design produced from the speciﬁcation in
Fig. 5.17. Note the varying pore sizes both vertically and radially. The front
quadrant has been removed.
An example of how microstructure optimisation and shape interpolation can be applied to
functionally graded materials was also given. A design example was proposed with two ma-
terial properties varying in perpendicular directions and a design utilising the optimised or-
thotropic set of interpolated microstructures was generated ﬁtting those requirements. The
MIMO method described in this chapter could also be generalised to physics other than elas-
ticity with microstructures parameterised by the elements of their conductivity tensor, for
example, which may also prove useful applied to FGM problems.
The work in this chapter could be extended by exploring more microstructure classes. While
closed cells such as those used in Chapter 3 cause diﬃculties for additive manufacture, it
may be possible to ﬁnd microstructures to ﬁll the desired parameter space more easily. If so
this would avoid some of the problems encountered with the open cells used here. Diﬀerent
parameterisations based on material properties other than stiﬀness could also be explored.

Chapter 6
Conclusion
At the beginning of this thesis we set out to develop a new multiscale design approach that
ensures connectivity on the microscopic scale. This was achieved through the MIMO method,
which uses microstructure interpolation of optimised microstructures for macroscopic optimi-
sation with the material distribution method. In this concluding chapter we summarise the
original results presented in the thesis and discuss the implications of the research.
6.1 Single Parameter Microstructure Interpolation
The MIMO method was developed in Chapter 3. A discrete set of key microstructures were
optimised for eﬀective bulk modulus while constrained to both be elastically isotropic and
have a speciﬁed volume fraction between 0.1 and 0.9. This microstructure optimisation was
performed using the level set method and produced periodic closed cells.
Shape interpolation of key microstructures produced a continuous set parameterised by the
microstructure volume fraction (or density). Level set functions representing the two key mi-
crostructures were interpolated between, with interpolated microstructures deﬁned by the level
set which results in smoothly varying volume fraction. This microstructure interpolation scheme
was shown to produce microstructures that vary smoothly in their geometry and also in their
eﬀective elastic properties. The full microstructure set was also shown to be close to the
Hashin-Shtrikman theoretical upper bound for bulk modulus.
The full continuous interpolated set was then used in macroscopic compliance optimisation
problems. A smooth function was ﬁtted to the eﬀective elastic properties of the microstruc-
tures to avoid repeated homogenisation calculations. In addition, derivatives of the eﬀective
properties can also be determined from the analytic expression of the ﬁtted function. The ﬁt-
ted function matched the form of the Hashin-Shtrikman bounds and accurately described the
eﬀective material properties.
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The macroscopic designs were optimised for compliance with point loads, distributed loads,
multiple loads and worst-case loads both in two and three dimensions. The results were com-
pared to designs optimised using the SIMP method to gauge the beneﬁt over traditional single
scale designs. The multiscale MIMO designs showed signiﬁcant improvement over the single
scale SIMP optimised designs in two dimensions. Signiﬁcant portions of the designs used in-
termediate volume fraction microstructures between a solid outer shell and the load in all but
one case where the optimisation produced a single-scale structure consisting of only solid and
void. However, in three dimensions the MIMO designs typically used primarily solid material or
void, preferencing thin vertical members over intermediate density microstructures and giving
objectives comparable to the single-scale SIMP optimised designs.
6.2 Application to Bone Prosthetic Design
The MIMO method was applied to the design of femoral implants in Chapter 4. Femoral im-
plants are typically optimised to minimise stress concentrations at the interface between the
prosthetic and the existing femur, while minimising the undesirable eﬀect of bone resorption.
The MIMO method is a good ﬁt for this problem, as it provides the ability to optimise a design
with speciﬁc elastic properties throughout the domain while maintaining physical realisability.
Previously optimised designs either had no method to produce the optimised material proper-
ties for manufacture (Kuiper and Huiskes, 1997), were restricted to two dimensions (Arabne-
jad Khanoki and Pasini, 2012), or were restricted to homogeneous designs only (Chanda et al.,
2015b).
The optimisation problem considered in Chapter 4 generalised that of Kuiper and Huiskes
(1997) to three dimensions using a similar objective and constraint. A number of microstructure
sets were trialled, all with a connected pore space to allow for additive manufacture via SLM.
The microstructure optimisations ensured a connected pore space by adding a void phase
conductivity term to the optimisation. The microstructure choice was shown to be signiﬁcant,
as was the microstructure orientation in the case of elastically anisotropic microstructures.
The MIMO designs were shown to signiﬁcantly improve upon homogeneous designs utilising
only a single periodic microstructure, demonstrating merit for the MIMO method. In addition
to providing beneﬁts to the objective value, the pore space is also beneﬁcial for bone ingrowth.
Finally, the designs were shown to be physically interpretable and manufacturable through the
production of a physical prototype. While the microstructure length scale was larger for the
prototype than desired for clinical use, it proves that production is feasible with the continuing
increases in resolution of additive manufacturing.
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Some of the designs found for the bone prosthetic design problem examined in Chapter 4 made
use of thin ﬁlament-like structures in the macroscopic design. Such small scale features suggest
that the microstructure used was inappropriate and that the objective would beneﬁt from using
microstructures stiﬀ in one direction while soft in another. Such a microstructure that can vary
stiﬀness in diﬀerent directions independently was explored in Chapter 5.
6.3 Multiparametric Microstructure Interpolation
In Chapter 5 we developed a microstructure set parameterised by the Young's moduli in the
3 axial directions, generalising the MIMO method. Such a parameterisation allows the mi-
crostructure to fulﬁl a role where diﬀerent Young's moduli are required in diﬀerent directions
such as was found in Chapter 4. The stiﬀness tensors of the microstructures were also re-
stricted so that the stiﬀness proﬁle was monotonic and smoothly varying between the axes in
order to allow control over the stiﬀness in non-axial directions. Without these further restric-
tions the stiﬀness in non-axial directions may change rapidly and irregularly throughout the
microstructure set parameterisation.
As in Chapters 3 and 4 the ﬁnal microstructure set was interpolated from key microstruc-
tures that were directly optimised. After optimising a single initial key microstructure, each
key microstructure optimisation was initialised using a previously optimised, neighbouring key
microstructure. The microstructures were rejected if the surface genus changed or if the con-
straints on the eﬀective stiﬀness tensor were not satisﬁed. These restrictions were enough to
ensure that the shape interpolation between the key microstructures was well behaved and
produced smoothly changing eﬀective elastic properties.
This anisotropic set was then used in the bone prosthetic optimisation problem examined in
Chapter 4. An orthotropic cross structure was also used as a comparison. The broader search
space clearly caused diﬃculties for the optimiser: while the microstructure sets used were in
a sense generalisations of sets used in Chapter 4, the optimised multiparametric designs did
not always improve upon the objectives obtained in Section 4.3. The implementation was
thoroughly checked. When initialising the macroscopic, multiparametric optimisation with the
results obtained in Chapter 4 the optimisation did no worse or improved upon objective values.
The multiparametric microstructure set developed in Chapter 5 is also amenable for use as a
functionally graded material. The microstructure set can readily produce a desired functional
gradient by inverting the parameter to eﬀective material properties map. The power of the
microstructure set is that it can have gradients for complementary material properties satisﬁed
even if those gradients are not aligned, as shown in Section 5.5.
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The microstructure set here is the ﬁrst such set produced that is single scale, varying in multiple
parameters, and has guaranteed smoothness and connective geometry. The method used to
generate the set may be generalised to other material properties or microstructure families. For
example, to generalise the closed cell, high modulus microstructure family used in Chapter 3,
or develop a microstructure family with a range of conductivity or ﬂuid ﬂow properties.
6.4 Final Discussion
In this thesis we have developed, applied and extended the MIMO method. The method pro-
vided microstructure sets that vary smoothly in geometry and in microstructure properties,
therefore solving the microstructure connectivity problem. A proof of concept was produced
using additive manufacturing, demonstrating the viability of the method for producing phys-
ically realisable designs. The method is also very computationally eﬃcient: the macroscopic
optimisation problem can be scaled to have very high detail as no further homogenisation
calculations are required once the microstructure set has been developed.
After optimisation and interpolation, the microstructure sets were used as the material for
a macroscopic material distribution optimisation. In many cases using the interpolated mi-
crostructure provided a beneﬁt to macroscopic optimisation objectives, particularly for two-
dimensional compliance problems, and the bone prosthesis design problem. Two-dimensional
problems are a natural ﬁt for multiscale optimisation as designs can be produced from cutting
sheet metal, a widespread manufacturing technique. In the case of the bone prosthesis problem,
multiscale approaches are appropriate as the objective functions do not depend on stiﬀness or
strength necessarily, but rather on load distribution. As such the eﬃciency of material used to
produce stiﬀ structures is not an immediate concern. The bone prosthetic problem also desires
a monolithic structure with no large voids inside the optimisation domain. In such problems
multiscale optimisation can provide the speciﬁed structural shape while still tailoring the elastic
response to the problem at hand.
The method evaluation also produced some surprising results. Compliance problems in three
dimensions saw little beneﬁt over single scale designs, suggesting that a multiscale design may
not be appropriate, or the microstructures used have too low stiﬀness to be economical. The
microstructures produced may still be useful in the case where a monolithic design (with no
large internal voids) is required. A disappointing result was that generalising to multiparametric
microstructures did not always result in better objectives. This is an artefact of the macroscopic
optimisation algorithm, highlighting the diﬃculties of benchmarking nonlinear optimisation
methods.
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In addition to being applicable to multiscale design, microstructure optimisation and interpo-
lation was also shown to apply to the ﬁeld of functionally graded materials. By using smoothly
varying microstructure sets, desired eﬀective properties can be achieved with microstructures
from that set to give the properties required for functionally graded designs. We presented an
example design with a prescribed Ez gradient perpendicular to a prescribed νzx gradient. The
multiparametric microstructure set found in Chapter 5 was able to fulﬁl this design speciﬁcation
without modiﬁcation.
The work in this thesis suggests further avenues of study. Microstructure sets here were opti-
mised primarily for their elastic properties however the method would readily extend to produc-
ing microstructures optimised for conductance or ﬂuid ﬂow problems. In addition to generalisa-
tions, comparisons between multiscale optimisation methods would be of beneﬁt to engineers;
the results presented here hopefully provide enough detail for comparison. A study unifying
the complex design space and objectives of Chanda et al. (2015b) with multiscale design such
as by Arabnejad Khanoki and Pasini (2012) or in this thesis would also be of great interest,
hopefully leading to practical prosthesis design recommendations. Finally, continued discussion
and development of nonlinear optimisation algorithms for application to structural optimisa-
tion problems would provide beneﬁts to the ﬁeld of structural optimisation, both academics
and practitioners, and ensure that our optimised designs are truly the best we can achieve.
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