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Abstract
Message sequence charts is a notation used in practice by protocol designers and system
engineers. In this survey, some of the recent results related to this notation, in the context
of specification and automatic verification of communication protocols, are presented.
1 Introduction
Specifying the behavior of software systems is of major interest for engineers.
When concurrency is involved, things become even more challenging. Even be-
fore considering the actual notation to be used for specification, there is a large
choice of models of execution. Different models vary in the detailed information
they carry, the intuition they provide and the difficulty of checking properties of the
modeled systems.
After the selection of the model, we are still left with a wide choice of notation,
affecting our level of abstraction and the complexity of deciding their properties.
Perhaps the most successful model is that of state machines. This model enjoyns
several desirable properties. An interleaved execution is simply a sequence or a
path in the graph of the state machine. Linear structures are easy to work with.
Simple formalisms, such as linear temporal logic are available. In the finite case,
there are simple decision procedures for checking properties of such models.
Message sequence charts (MSCs) is a partial-order based standard [6] formal-
ism. It has a visual notation, which clearly demonstrates the interaction between
the involved concurrent processes. It is already used in practice by protocol design-
ers, a fact which gives it an advantage over other formalisms in technology transfer.
On the other hand, working with an existing standard, which was developed by a
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msc MSC;
inst P1: process Root,
P2: process Root,
P3: process Root;
instance P1;
out M1 to P2;
in M5 from P2;
in M6 from P3;
endinstance;
instance P2;
in M1 from P1;
out M2 to P3;
out M3 to P3;
in M4 from P3;
out M5 to P1;
endinstance;
instance P3;
in M2 from P2;
in M3 from P2;
out M4 to P2;
out M6 to P1;
endinstance;
endmsc;
Fig. 1. Visual and textual representation of an MSC
committee, without a full view of algorithms and complexity issues, can be chal-
lenging and, on the other hand, restrictive. In this survey we discuss several issues
in specification and verification using message sequence charts.
2 Preliminaries
Each MSC describes a scenario where some processes communicate with one an-
other. Such a scenario includes a description of the messages sent, messages re-
ceived, the local events, and the ordering between them. In the visual description
of MSCs, each process is represented as a vertical line, while a message is repre-
sented by a horizontal or slanted arrow from the sending process to the receiving
one, as appears in the left part of Figure 1. The corresponding textual representation
of the MSC appears in the right part of Figure 1.
Definition 2.1 An MSC M is given as a tuple 〈V,<, P,N , L, T,N,m〉, where
• V is a finite set of events,
• < ⊆ V × V is an acyclic relation,
• P is a set of processes,
• N is a set of message names,
• L : V → P is a mapping that associates each event with a process,
• K : V → {s, r, l} is a mapping that describes the kind of each event as send,
receive or local, respectively,
• N : V → N maps every event to a name,
• m ⊆ V × V is relation called matching that pairs up send and receive events.
Each send is paired up with exactly one receive and vice versa. Events v1 and v2
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can be paired up with each other, only if N(v1) = N(v2).
A type is a triple (i, j, C), including the indexes of the sending process Pi ∈ P and
receiving process Pj ∈ P , and a message name C ∈ N . Each send or receive event
has a type, according to the origin and destination of the message, and the label
of the message. The type of a local event of process Pi ∈ P is (i, i). Matching
events have the same type. A message consists of a pair of matched send and
receive events. For two events v1 and v2, we have v1 < v2 if and only if one of the
following holds:
• v1 and v2 are matching send and receive events, respectively.
• v1 and v2 belong to the same process, with v1 appearing before v2 on the process
line.
We assume FIFO (first in first out) message passing, i.e.,
(K(v1) = K(v2) = s ∧K(v′1) = K(v′2) = r ∧ m(v1, v′1) ∧m(v2, v′2)∧
L(v1) = L(v2) ∧ L(v′1) = L(v′2) ∧ v1 < v2)⇒ v′1 < v′2
Denote by u −→ v the fact that u < v and either u and v are matching send and
receive events, or u and v belong to the same process and there is no event between
u and v on the same process line. That is, u immediately precedes v. The transitive
closure <∗ of the relation < is a partial order called the visual ordering of events.
Clearly, the visual ordering can be defined equivalently as the transitive closure of
the relation −→. The MSC notation represents a partial order execution, where
the fact that two events u, v are ordered according to the visual order means that u
happens before v. A linearization of an MSC M = 〈V,<,P,N , L,K,N,m〉 is a
total order on V , which extends the relation (V,<).
Example 2.2 Consider the example MSC given in Figure 1. Denote by vi the
send event and by wi the receive event of message Mi, 1 ≤ i ≤ 6. Then we
have V = {v1, . . . , v6, w1, . . . , w6}, P = {P1, P2, P3}, N = {M1, . . . ,M6}
and N(vi) = N(wi) = Mi for all i. The events located on P1 are L−1(P1) =
{v1, w5, w6}, with K(v1) = s, K(w5) = K(w6) = r, and v1 < w5 < w6. This
ordering is the time ordering of events on P1. We also have m(vi, wi) and vi < wi
for all i (message ordering). In particular, v1 < w1 < v2 < w2.
The partial order between the send and receive events of Figure 1 is shown
in Figure 2. In this figure, only the ‘immediately precedes’ order −→ is shown.
Notice for example that the send events v5 and v6, of the two messages, M5 and
M6, respectively, are unordered.
Definition 2.3 The concatenation M1M2 of two MSCs,
Mk = 〈Vk, <k,P, Nk, Lk, Kk, Nk, mk〉, for k = 1, 2.
over the same set of processes P and disjoint sets of events V1 ∩ V2 = ∅ (we can
always rename events so that the sets become disjoint) is defined as 〈V1 ∪ V2, <,
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Fig. 2. The partial order between the events of the MSC in Figure 1.
P, N1 ∪N2, L1 ∪ L2, K1 ∪K2, N1 ∪N2, m1 ∪m2〉, where
< = <1 ∪ <2 ∪{(u, v) ∈ V1 × V2 | L1(u) = L2(v)} .
That is, the events of M1 precede the events of M2 for each process, respec-
tively (but some events in M1 of one process may be unordered with respect to
some events in M2 of another process). If M = M1M2, we say that M1 is a prefix
of M , and denote this by M1  M (this also means containment between the dif-
ferent process events of the MSCs M1 and M). Notice that no synchronization of
the different processes is assumed in the definition of concatenation. Thus, M1M2
does not necessarily describe a behavior that starts according to M1 and after com-
pleting all the events from M1 progresses to behave according to the events in M2.
In particular, it is possible in M1M2 that one process is still involved in some ac-
tions of M1, while another process has advanced to events from M2. The infinite
concatenation of finite MSCs is defined in a similar way, and it allows defining
infinite MSCs as well.
Definition 2.4 Let M1, M2, . . . be an infinite sequence of finite MSCs. Define a
sequence M1′, M2′, . . . as follows: Let M1′ = M1, and for i > 1, Mi′ = M ′i−1Mi.
(Thus, if i < j, Mi′  Mj ′.)
Let M ′i = 〈Vi, <i, P, Ni, Li, Ki, Ni, mi〉. Then the infinite concatenation
M1M2 . . . is defined as the infinite MSC M = 〈V,<, P, N , L, K, N, m〉 where
V = ∪i≥1Vi is the disjoint union of the Vi, N = ∪i≥1Ni, L|Vi = Li, K|Vi = Ki,
N |Vi = Ni (K|Vi and N |Vi denote the functions K and N , respectively, restricted
to the domain Vi), m = ∪i≥1mi and
<=∪i≥1 <i ∪{(u, v) | Li(u) = Lj(v) ∧ u ∈ Vi ∧ v ∈ Vj ∧ i < j} .
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(Note that in the last line, the first use of ‘<’ refers to the relation between events
that is defined here, while the last ‘<’ is the usual ‘smaller than’ relation between
natural numbers.)
Since a communication system usually includes many (or even infinitely many)
such scenarios, a high level description is needed for combining them together. The
standard description consists of a graph called HMSC (high-level MSC), where
each node contains one MSC as in Figure 3. Each maximal path in this graph (i.e.,
a path that is either infinite or ends with a node without outgoing edges) that starts
from a designated initial state corresponds to a single execution or scenario.
Definition 2.5 An HMSC is a 4-tuple 〈S,M, c, τ,S0〉 where S is a finite set of
nodes,M is a set of finite MSCs with sets of events disjoint from one another. The
mapping c : S → M associates the node g with an MSC c(g). By τ ⊆ S × S we
denote the edge relation. The initial nodes S0 are a subset of S. An execution of the
HMSC is a (finite or infinite) MSC c(g0) c(g1) c(g2) · · · associated with a maximal
path g0, g1, . . . of the HMSC that starts with some initial node g0 ∈ S0.
Figure 3 shows an example of an HMSC where the node in the upper left corner
is the starting node. Initially, process P1 sends a message to P2, requesting a con-
nection (e.g., to an internet service), according to the top left box. This can result
in either an approval message from P2, according to the top right box, or a failure
message, according to the bottom left box. In the latter case, a report message is
also sent from P2 to some supervisory process P3. There are two progress choices,
corresponding to the two arrows out of the bottom left box. We can decide to try
and connect again, by choosing the up arrow, or to give up and send a service re-
quest (from process P1 to process P3), by choosing the left-to-right arrow. Note
how the HMSC description abstracts away from internal process computation, and
presents only the communications. The executions of this system are either finite
or infinite. Note further that according to HMSC semantics, process P2 in Figure 3
does not necessarily have to send its Report message before the execution of pro-
cess P1 has progressed into the next node and has sent its Req service message.
However, process P3 must receive the Report message before the Req service
message.
According to the ITU standard [6], an HMSC can be hierarchical, i.e., an HMSC
node can be mapped into another (lower level) HMSC. We ignore this feature,
which is orthogonal to the discussion in this survey.
3 Expressiveness
Message sequence charts (MSCs) (including the extension to High level MSCs,
i.e., HMSCs) is a formalism that is actively used in practice by protocol developers
and software engineers. Unlike some other specification formalisms, it was not
designed by researchers to fit into existing tools. This calls for studying of its
properties, in an attempt to adapt some formal methods techniques, or develop new
ones.
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Fig. 3. An HMSC graph
P1 P2
Fig. 4. Simple example with infinite state space
There are several interesting aspects of the MSC notation that pose a challenge
to the researchers and the developers of tools. For example, the HMSC notation
does not necessarily represent finite state systems, as there is no bound on the size
of message queues. This fact has implications on the ability to automatically verify
properties of HMSCs.
Consider for example the HMSC in Figure 4. This is the simplest example of
an HMSC with infinitely many global states. In order to formalize this observation,
we define the notion of a global state of an MSC.
Definition 3.1 Let M = 〈V,<, P,N , L, T,N,m〉 be a finite or infinite MSC (the
latter case is obtained, e.g., by an infinite execution of an HMSC). Recall that <∗
is the transitive closure of <. A global state G is a finite subset of the events of V ,
such that if f ∈ G and e <∗ f , then e ∈ G. (We say that G is ‘history closed’.)
A global state is usually defined as an assignment function from the program
variables to their values. In the MSC context, the assignment can return the number
of events in the different message queues. This number is obtained by counting for
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each pair of processes the number of sends and substructing from it the number of
receives. Now, it is easy to see that the states of the unique and infinite execution
of the HMSC in Figure 4 consist of m sends and n receives for any natural m ≥ n.
It is interesting to know what is the expressive power of HMSCs. In order to
remain within the domain of formal languages, we will look at the linearizations of
MSC executions, i.e., their completions into total orders. We will label each event
in an MSC node with a label from a finite alphabet Σ. We allow (but do not force)
labeling of different events of the same type and kind by the same letter.
Consider the MSC in Figure 5. It has two messages, i.e., 4 events. We labeled
the sends with as, and the receives with bs. This MSC generates two linearizations
(words): abab and aabb. These languages of linearizations are closed under certain
permutation of adjacent occurrences of events. We have three permutation rules:
(i) If a is a receive from Pi to Pj, and b is a send from Pi to Pj, then we can
permute σiabσ2 (σ1, σ2 ∈ Σ∗) to obtain σ2baσ2. Note this rule does not permit
us to to permute in the reverse direction, i.e., from σ1baσ2 to σ1abσ2.
(ii) If a is a send from Pi to Pj, and b is a receive from Pi to Pj , we can permute
a with b in σ1abσ2 provided that the following condition hold: #aσ1 > #bσ1,
where #cσ is the number of cs appearing in the word σ.
(iii) If a and b belong to different processes, and their types do not match as in the
previous case, then we can permute a with b. (In fact, we can also permute b
with a, from the symmetry of this condition.)
The reverse permutation of the first rule may allow a receive to appear before the
corresponding send. For example, given the linearization abab of the MSC in Fig-
ure 5, we cannot permute the first a with the first b to obtain baab. The second rule
specifies the condition under which the reverse permutation is allowed. Under this
rule, the adjacent a and b, which can be permuted, are not a matching pair. Also
note that for MSCs, it is not possible to use a fixed independence relation between
events, as in trace theory [9].
We can define the language of an HMSC as follows:
(i) Let L(M) be the finite language of an HMSC node M .
(ii) LetK be the language of the graph of the HMSC, where each node in the graph
is assigned some unique letter (disjoint from the letters in Σ). According to
Kleene’s construction, the language K is a regular language.
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P2:rcv
P1:rcv
P1:snd
P2:snd
P1:snd
Fig. 7. A simple two process protocol
(iii) Substitute in K each letter corresponding to a node M by the language of
L(M). This is still a regular language. We obtain a language K˜.
(iv) Now close K˜ under the permutation rules to obtain [K˜]. Such permutations
are achieved by using context sensitive grammar rules of the form XabY →
XbaY . Hence the language [K˜] of an HMSC is context sensitive. Note that we
only permute events according to the first and third permutation rules given
above. This is sufficient due to the fact that we took all the linearizations of
each separate MSC node.
We saw that HMSC languages are obtainable from regular languages (ω-regular in
the case of infinite executions) by closing under a given set of permutations.
To show that the language of HMSCs is, in general, not regular or context free,
consider the example in Figure 6. The global states of this example have l times a
events, m times c events, and n times d events, where l ≥ m ≥ n (also the number
of b events is the same or greater than, by exactly one, than the number of c events).
This can be easily shown not to be in the class of context-free (and hence also not
regular) languages.
We saw that an HMSC can represent a language that is not necessarily regu-
lar, in fact, not even context free. On the other hand, the MSC graph notation of
the standard does not allow representing all the possible communication skeletons
of finite state communication protocols. This makes HMSCs uncomparable with
regular languages.
As an example, consider the infinite MSC that is generated from the simple
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Fig. 8. A prefix of an MSC execution that cannot be decomposed
protocol in Figure 7. A finite prefix of the MSC description of the (unique and
infinite) execution of this protocol appears in Figure 8. We show that this infinite
MSC cannot be decomposed into a concatenation of finite MSCs. We start with the
send event e1 and receive event f1. Obviously, because of the compulsory matching
in HMSCs, they must belong to the same MSC node. We have the send event g1
preceding f1, on the same process line, while its corresponding receive event h1
succeeds the send e1. Thus, the events g1 and h1 must be in the same HMSC node
with e1 and f1. For the same reason, we have that e2 and f2 must belong to the
same node with g1, and h1, and so forth.
The problem lies within the restriction of the MSC nodes to contain matched
messages. A different view of the expressiveness problem is that any global state
that corresponds to a finite path in an HMSC (i.e., a global state that contains com-
plete MSC nodes) has a matched set of send and receive events. In the partial order
execution in Figure 8, there is no global state with this property. Hence, we cannot
decompose this execution into finite MSCs (which will occur infinitely many times
along some path of an HMSC).
An extension of the HMSC notation is described in [4]. It allows MSC nodes
with unmatched send and receive events. Thus, a send event in one node may be
matched with a receive event in a later node.
4 Undecidable Versions of Model Checking for HMSCs
Once we characterize HMSC languages as context sensitive languages, it is not too
surprising that certain decision problems become undecidable. In particular, it is
known that the emptyness of the intersection of two context sensitive languages is
undecidable. We still have to prove that for HMSC languages, as they form a subset
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of the context sensitive languages.
For a practical motivation of this, consider the common model checking ap-
proach, where we describe the bad execution sequences using a formalism we
use for modeling the system (usually, finite automata over infinite words) [5,7,14].
The intersection of the executions contains bad sequences that are allowed by the
checked system, which need to be reported. We can try, along these lines, to specify
the bad or unwanted executions of a system using the HMSC formalism. If the in-
tersection of the linearizations of two HMSCs is nonempty, we can easily take one
and generate back an MSC. Intersecting two HMSCs is undecidable, as we show
below [11]:
Theorem 4.1 The problems of intersection of two HMSCs is undecidable.
Proof. By reduction from Post Correspondence Problem (PCP). The input for PCP
is a finite sequence of pairs of words
(w1, v1), (w2, v2), . . . , (wn, vn)
The problem is to decide whether there is a finite sequence of indexes i1, i2, . . . , im
such that wi1wi2 . . . wim = vi1vi2 . . . vim .
We construct two HMSCs. One for concatenating words that appear in the
left components of the above pairs, and one for concatenating words that appear
in the right components. Consider the HMSC for the left components. We have
4 processes P1, . . . P4. For each word wj, we construct an MSC node Mj with
messages from P1 to P2 labeled by the letters of wj. We have a node Rj , with
one message, from P3 to P4, labeled by the index j. We also have an initial node
E, with a message from P1 to P4, and a node F , with a message from P4 to
P1. The structure of the automaton can be represented by the regular expression
E(+j=1..nMjRj)
+F , which is also demonstrated in Figure 9.
The automaton for concatenating the right components is constructed similarly.
Now notice that the events in the Mj components can commute with the events in
the Rj components, since they involve disjoint processes. Therefore, any word in
the intersection has the same characters according to the sequence of Mjs, and the
same indexes according to the sequence of Rjs.
Another attempt for providing model checking is to write the specification (or
the negation of the specification, describing the bad executions) using an automaton
over finite or infinite words, or using linear temporal logic (LTL). Unfortunately,
the intersection of HMSC languages with regular languages, or the language of
words satisfying linear temporal logic formulas, is undecidable as well.
To see that, replace in the previous proof the HMSC for the right subwords,
the ‘specification automaton’, by an LTL (or regular expression, or a finite state
automaton over infinite words) that represents some of the linearizations of the
HMSC as follows: for an MSC node M , let lin(M) be the single linearization of
M that includes matching send and receive events appearing adjacent. (Note that
his kind of linearization is not always possible for an MSC, see e.g., Figure 8. But
is possible in our case because of the particular construction of the nodes in the
reduction.) Thus the linearization of Mj , representing the word wj = αββα will
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Fig. 9. An HMSC graph for the PCP reduction
be sαrαsβrβsβrβsαrα, where sρ represents a send of a message labeled by ρ, and rρ
represents a receive of that message. The LTL formula will represent the language
lin(E)(+j=1..nlin(Mj)lin(Rj))
+lin(F ) (this is a couner-free language, and thus
can be represented using LTL).
The intersection of the (language of the) HMSC, representing the left words
in the PCP problem, and the language of the LTL formula above, representing the
right words, would include exactly the words that are solutions to the PCP problem.
Hence, LTL model checking of HMSCs is undecidable.
5 Decidable Versions of Model Checking for HMSCs
There are several positive solutions for providing model checking algorithms for
HMSCs.
Limiting the MSC. One possibility is to limit the message queue to some fixed
size. In this case, HMSCs become finite state systems, and the usual model
checking approaches can be used. Another constraint is the following [3,10]:
the communication graph of an MSC M contains the processes as nodes, and an
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edge from Pi to Pj if there is a communication from Pi to Pj in M . M has
bounded communication, if its communication graph has a strongly connected
component. The above model checking approaches become decidable if we re-
quire that every cycle in the HMSC has bounded communication. In this case,
the HMSC language is regular. This result is also related to the star problem in
trace languages [12]. Checking for bounded communication is NP-hard in the
size of the HMSCs [10].
Allowing ‘gaps’ in the semantics of the specification HMSC. The HMSC repre-
senting the bad executions is interpreted in a different way than the HMSC rep-
resenting the system. The former represents only part of the events. In particular,
two adjacent events a and b on the same process line of the specification HMSC
may match some nonadjacent events of the same type in the system HMSC. The
pattern matching problem between these two HMSCs is decidable, and is in NP-
hard, in the size of the HMSCs [11].
Using a partial order based specification formalisms. Consider a specification
that has a language L that is regular and is already closed under the permutation
rules. The emptiness of the intersection of such a specification with an HMSC
language can be decided. The reason is that an HMSC language [P ] is generated
from a regular language P by closing it under permutations. If L = [L], then
L ∩ P = ∅ iff L ∩ [P ] = ∅. Thus, it is sufficient to check the emptiness of the
intersection of L with the regular generator P of the HMSC language.
A solution that involves partial order based formalisms is the use of a subset
of the logic TLC [2], as applied on HMSCs in [13]. According to this solution,
we use temporal modalities to reason over the events of the MSC system. We use
the same modalities symbols as in LTL, but give them a different interpretation;
over paths of events, generated by the < relation, rather than over linearizations
of the partial order.
Thus, the assertion ©ϕ holds for events that have an immediate successor
under the relation < for which ϕ holds. ✸ϕ holds for events e from which
there is a path according to <, leading to some event f for which ϕ holds (thus,
e <∗ f). Similarly, for ψUϕ to hold for e, we require, that ψ holds for each
event along such a path from e to some event f where ϕ holds. Finally, in order
to satisfy the usual duality ✷ϕ = ¬✸¬ϕ, we interpret ✷ϕ as follows: it holds
for events e that satisfy that for every event f such that e <∗ f , ϕ holds for f .
Another decidable model checking solution is based on using second order
monadic logic over partial orders [8].
6 Other Decision Problems
A natural problem that arises with MSCs is whether the MSCs contain race condi-
tions. A race condition can result from the fact that we have only a limited control
on the order between pairs of events that include at least one receive event (except
for two receives corresponding to messages sent from the same process, accord-
ing to the fifo semantics). For example, the MSC in Figure 1 contains two receive
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events of process P1 (of messages M5 and M6). Since each process line is one
dimensional, the MSC notation forces choosing one of the receive events to appear
above the other. However, these two messages were sent from different processes,
P2 and P3, and it might happen that M6 arrives quicker than M5. Thus, there is
no reason to trust that these messages will arrive in the particular order depicted
using the MSC.
Formally, we can define a race condition for pairs of MSC receive events p, q ∈
V for messages sent from different processes such that L(p) = L(q), i.e., p and q
appear on the same process line. A race occurs if p < q, i.e., p appears above q on
the process line, and it is not the case that p <∗ q, i.e., there is no path from p to q
according to the relation <. Detecting races in an MSC is thus simple. All we need
is to calculate the transitive closure <∗ and compare it against relation <.
It is shown in [1] that the calculation of the transitive closure <∗ of < is
quadratic in the number of events, and not cubic as is the general case for tran-
sitive closure. This stem from the fact that the number of immediate successors of
each event p under < (i.e., events q such that p < q, and there is no r such that
p < r < q) if limited to 2.
We can define the race conditions for HMSCs. This turns out to be an undecid-
able problem [11]. We regain decidability by limiting the structure of the HMSCs,
as described in Section 5.
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