Altmetrics and societal impact measurements: Match or mismatch? A literature review by Tahamtan, Iman & Bornmann, Lutz
University of Tennessee, Knoxville 
Trace: Tennessee Research and Creative 
Exchange 
School of Information Sciences -- Faculty 
Publications and Other Works School of Information Sciences 
2020 
Altmetrics and societal impact measurements: Match or 
mismatch? A literature review 
Iman Tahamtan 
University of Tennessee, Knoxville, tahamtan@vols.utk.edu 
Lutz Bornmann 
Administrative Headquarters of the Max Planck Society 
Follow this and additional works at: https://trace.tennessee.edu/utk_infosciepubs 
Recommended Citation 
Tahamtan, Iman; Bornmann, Lutz (2020). “Altmetrics and societal impact measurements: Match or 
mismatch? A literature review”. El profesional de la información, v. 29, n. 1, e290102. https://doi.org/
10.3145/epi.2020.ene.02 
This Article is brought to you for free and open access by the School of Information Sciences at Trace: Tennessee 
Research and Creative Exchange. It has been accepted for inclusion in School of Information Sciences -- Faculty 
Publications and Other Works by an authorized administrator of Trace: Tennessee Research and Creative 
Exchange. For more information, please contact trace@utk.edu. 
e290102 El profesional de la información, 2020, v. 29, n. 1. eISSN: 1699-2407     1
Altmetrics and societal impact 
measurements: Match or mismatch? A 
literature review
Iman Tahamtan; Lutz Bornmann
How to cite this article:
Tahamtan, Iman; Bornmann, Lutz (2020). “Altmetrics and societal impact measurements: Match or mismatch? 
A literature review”. El profesional de la información, v. 29, n. 1, e290102.
https://doi.org/10.3145/epi.2020.ene.02
Invited manuscript received on December, 15th 2019
Accepted on December, 27th 2019
Abstract
Can alternative metrics (altmetrics) data be used to measure societal impact? We wrote this literature overview of empi-
rical studies in order to find an answer to this question. The overview includes two parts. The first part, “societal impact 
measurements”, explains possible methods and problems in measuring the societal impact of research, case studies for 
societal impact measurement, societal impact considerations at funding organizations, and the societal problems that 
should be solved by science. The second part of the review, “altmetrics”, addresses a major question in research eva-
luation, which is whether altmetrics are proper indicators for measuring the societal impact of research. In the second 
part we explain the data sources used for altmetrics studies and the importance of field-normalized indicators for impact 
measurements. This review indicates that it should be relevant for impact measurements to be oriented towards pres-
sing societal problems. Case studies in which societal impact of certain pieces of research is explained seem to provide a 
legitimate method for measuring societal impact. In the use of altmetrics, field-specific differences should be considered 
by applying field normalization (in cross-field comparisons). Altmetrics data such as social media counts might mainly 
reflect the public interest and discussion of scholarly works rather than their societal impact. Altmetrics (Twitter data) 
might be especially fruitfully employed for research evaluation purposes, if they are used in the context of network 
approaches. Conclusions based on altmetrics data in research evaluation should be drawn with caution.
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1. Introduction
Science and technology have had an extensive influence on different aspects of society; they have improved and made 
drastic changes to the quality and length of peoples’ lives, and have shaped our culture, beliefs and thinking (Burke; 
Bergman; Asimov, 1985). In the past, it was clear to everyone, specifically governments and science policy-makers, that 
science and technology should be financially supported because of their outcomes and impacts on society (Godin; Dore, 
2005): over time, good science brings magnificent changes to the development of new ideas, technologies, discoveries, 
and makes its potential impact on society (Kreiman; Maunsell, 2011). Vannevar Bush proposed that high-level research 
is the best thing for a society (Bush, 1945). His thoughts and efforts meant that most governmental policies in the US 
should focus on providing universities and research institutions with the best possible facilities and resources in order to 
conduct high quality research (Van-den-Akker; Spaapen, 2017).
However, the climate has changed: over recent decades, universities and research institutions have been increasingly 
expected and pushed to evaluate the impact and success of their research projects that are funded by governments and 
public funders. All institutional actors have in response increased resort to indicators and methods for measuring the 
impact of their research. Universities have been facing financial and resource shortages for decades, making it extremely 
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competitive for researchers to obtain scarce institutional funding for their research projects. Today, allocation of univer-
sity finances and resources primarily depends on the extent to which researchers can communicate the benefits of their 
research to research managers and convince them. Research evaluation has become a core element in the management 
of research and scientific policymaking (Wilsdon et al., 2015).
Over many years, measuring the impact of research referred to impact on academia (based on citations). Today, uni-
versities and other research institutions are required to pay more attention to the broader impact of their research, by 
thinking about how their research can address and solve real world problems (Bornmann, 2016). To do so, they have 
tried to go beyond the academic impact of research and investigate the environmental, health, economic, public, and 
social concerns of people, industries, and other sectors. They have also started investigating how these issues should be 
addressed by the research projects they design and propose. To achieve such practical goals, scholars and industry sec-
tors may work together to initiate impact activities for research projects. University knowledge- or technology-transfer 
offices can help accelerate and facilitate this process by assisting scholars to 
(a) brainstorm research ideas that could potentially be of interest and helpful to broader groups of people, 
(b) write impact statements to describe the significance of research, and 
(c) assist researchers collaborate in a more efficient way with industrial sectors (Dance, 2013).
The broader use of evaluative bibliometrics, a term proposed by Narin (1976), began in the 1980s for the purpose of measu-
ring the performance of science (Roemer; Borchardt, 2015). Evaluative bibliometrics is concerned with indicators for measu-
ring scientific productivity, research collaboration, and citation impact (Belter, 2018). Although these indicators are not truly 
perfect or unbiased (Moed, 2017), they have been used in a more or less standardized way in research evaluation. However, 
scientometrics has experienced important changes since the 2000s. Demands for measuring societal returns gave birth to 
other indicators by which the societal impact of research could possibly be measured (Miettinen; Tuunainen; Esko, 2015). In 
this paper we review the literature on societal impact measurement. We particularly address three major questions:
1) Which methods have so far been employed by universities, researchers, and research funding bodies in order to eva-
luate the societal impact of research?
2) Are altmetrics valid indicators for measuring the societal impact of research?
3) If altmetrics are not valid indicators for measuring the societal impact of research, what do they measure?
2. Societal impact measurement
Societal impact measurement has its roots in the early 1970s, when increasing pressure from policymakers and society 
was put on universities and research institutions to produce more relevant and practical research that would be of eco-
nomic value (Van-den-Akker; Spaapen, 2017). Since then, Western governments have paid more attention to the so-
cietal benefits of their financial investments in academic research (De-Jong; Smit; Van-Drooge, 2016). Societal benefits 
and impact became especially highlighted as a criterion in supporting and funding research projects in many disciplines 
during the 1990s (De-Jong et al., 2016; Mostert; Ellenbroek; Meijer; Van-Ark; Klasen, 2010). 
“In the 2000s, the EU and its member states started to develop frameworks for analyzing wider societal impacts 
of academic research, a task that was related to the introduction of the so-called third mission of universities” 
(Miettinen et al., 2015, p. 258). 
The aim of the third mission was to carry out applied research in accordance with the country’s real needs. The third mis-
sion was proposed after the first and second missions of universities, which mainly focused on education and research. 
Third mission activities included both collaboration between universities and enterprises, and interaction between uni-
versities and society (Göransson; Maharajh; Schmoch, 2009). For instance, Denmark’s third mission, initiated in 2003, 
emphasized that universities should closely collaborate with society and their educational programs, and that research 
findings should contribute to the further development of society (Gregersen; Linde; Rasmussen, 2009).
UK was also among the countries that made plans to capture and measure broader external impact of research (Samuel; 
Derrick, 2015; Wilsdon et al., 2015). In the UK, the Research Excellence Framework (REF) took the responsibility of me-
asuring the quality and societal impact of research in higher education institutions, since 2014 (known as REF 2014). 
REF evaluates the ex post (after the event) research impact by considering impact on different sectors such as economy, 
culture, public policy, health and welfare, environment, the quality of life, creativity, production, and international deve-
lopment (Samuel; Derrick, 2015). The REF 2014 has provided 
“a rich picture of the variety and quality of the contribution that UK research has made across our society and 
economy” (Department for Business, Energy & Industrial Strategy, 2016, p. 21).
For the UK organizations, research is considered to have an external impact when it has a positive influence on a sector 
outside academic organizations (Wilsdon et al., 2015). For these organizations, 
“evidence of external impacts can take a number of forms – references to, citations of or discussion of an acade-
mic or their work; in a practitioner or commercial document; in media or specialist media outlets; in the records 
of meetings, conferences, seminars, working groups and other interchanges; in the speeches or statements of au-
thoritative actors; or via inclusions or referencing or weblinks to research documents in an external organisation’s 
Altmetrics and societal impact measurements: Match or mismatch? A literature review
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websites or intranets; in the funding, commissioning or contracting of research or research-based consultancy 
from university teams or academics; and in the direct involvement of academics in decision-making in govern-
ment agencies, government or professional advisory committees, business corporations or interest groups, and 
trade unions, charities or other civil society organisations” (Wilsdon et al., 2015, pp. 44-45).
The Netherlands was one of the frontrunners in national research impact evaluation, with a focus on the economic 
benefits of publicly funded research. The Netherlands investigated the influence of research at larger scales beyond aca-
demia on developments in society (Donovan, 2008). “Societal quality” of research was first proposed in the Netherlands 
in the early 1990s (Van-der-Meulen; Rip, 2000), and was defined 
“as the value that is created by connecting research to societal practice and it is based on the notion that knowledge 
exchange between research and its related professional, public and economic domain strengthens the research 
involved” (Wouters, 2016, annex, p. 25). 
In the Netherlands, the Standard Evaluation Protocol (SEP) oversees measuring the impact of science since 2003. SEP 
considers three criteria, including 
- scientific quality, 
- societal impact, and 
- viability of the research unit. 
Productivity is not considered because it is believed that it would negatively affect the quality of research. SEP is a 
program similar to REF in the UK, in that research units provide case studies or narratives to highlight their impact on 
society. Research units in the UK have also been presenting case studies showing the impact of their research on the 
economy and society since 2014. Analyses of the UK case studies by the King’s College London and Digital Science (2015) 
indicated that the societal effects in the UK case studies were multi-disciplinary, with more than 60 unique impact topics 
(Van-den-Akker; Spaapen, 2017). 
In the current post-academic science, the focus of research is on application, known as Mode 2 research. Mode 2 re-
search goes beyond Mode 1 research (the academic perspective on science). Mode 1 research was focussed on filling 
a gap in knowledge, contributing to science or building a theory. The main objective of Mode 2 research is rather to 
produce practical results based on real problems that are socially relevant, and which would have a tangible impact in 
society (Ernø-Kjølhede; Hansson, 2011). Researchers have determined different categories for Mode 2 research. The 
RQF Development Advisory Group (2005) classified the research impact of Mode 2 research into four broad categories: 
(a) “social benefit” such as improving quality of life, solving social issues, and improving knowledge; 
(b) “economic benefit” such as reducing costs improvements in service delivery and employment; 
(c) “environmental benefit” such as decreasing environmental pollution; 
(d) “cultural benefit” such as enriching the culture of a society. 
The main differences between academic and post academic perspectives on research are shown in Table 1.
Table 1. The academic and post-academic perspectives on science and research
The academic perspective on science The post-academic perspective on research
Norms regulating scientist/
researcher behaviour 
CUDOSa, although perhaps not always an 
accurate description of reality, is and should be 
the ideal
Norms vary and are context-bound, but may be characte-
rised through applying a mix of Place/Mitroff’s normsb and 
CUDOS – with an emphasis on Place/Mitroff’s norms 
The purpose of science/
research
To accumulate certified, true knowledge as an 
end in itself To produce knowledge for practical application 
Quality is evaluated by:
Disciplinary gatekeepers referring to intra-scien-
tific criteria (reliability, consistency, originality, 
objectivity) 
Practitioners and peers using both intra- and extra-scien-
tific criteria (relevance, utility, economic impact)
The individual scientist/re-
searcher should: 
Be independent and autonomous. The scientist 
‘owns’ his or her work and publishes it in peer-re-
viewed journals to pursue an individual career 
Be managed in accordance with societal/organizational/
corporate objectives. Researchers may pursue both indi-
vidual scientific and organizational careers, in which case 
publication is not necessarily of the essence 
The prime source of control is: Peers in the prestige hierarchy The management of the employing organization
Best possible development of 
the institution of science/re-
search takes place through:
Self-organisation Design by institutional and political management 
Typical exponents Merton, Hagstrom, Barber, Popper, Bush, Storer, Polanyi Fuller, Gibbons et al., Etzkowitz and Leydesdorff, Ziman
Notes: a Proposed by Merton (1968a) and Merton (1968b), CUDOS refers to four social norms for scientific behaviour: communism, universalism, 
disinterestedness, and organized scepticism (Ernø-Kjølhede; Hansson, 2011). 
b A set of norms (known as Place norms) proposed by Mitroff (1974) as opposed to Merton’s social norms. These norms include rationality and non 
rationality, emotional commitment, particularism, solitariness, interestedness, and organized dogmatism (Ernø-Kjølhede, 2000). 
Source: Ernø-Kjølhede and Hansson (2011, p. 133).
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2.1. Possible methods for measuring societal impact
Academic researchers and experts, mainly economists, are supposed to measure the impact of research using a variety of 
indicators. Many efforts have been carried out in this area, yet there is a lack of straightforward mechanisms to measure 
output and outcome. Since the 1950s, economists have begun investigating the impact of science on economic growth 
and productivity. Economic evaluations for research im-
pact include research cost-benefit, cost-effectiveness, and 
cost-utility analyses. Economic assessments refer to whe-
ther investing on a research returns the dollars that have 
been spent on it. The assessments also include whether 
the research has public and private returns. For instance, economists studied the impact of research on international tra-
des. Results showed that science can have many economic impacts on areas such as production, financing, investments, 
commercialization, and budget (Godin; Dore, 2005). 
A classic and highly-cited study in this area was conducted by Mansfield (1991), who measured the economic benefits of 
basic research using a sample of 76 firms in the USA. Mansfield (1991) asked the companies’ research and development 
managers what percentage of the company products and processes could not have been developed without relying on 
academic research. The results of this study indicated that 11% of the new products and 9% of new processes could not 
have been developed without academic research. The study also found that 2.1% of sales for new products relied on 
substantial aid from research and 3% of sales for new products would have been lost without academic research. Some 
years later, Mansfield (1998) conducted a follow-up study with 77 firms and found similar results. 15% of new products 
and 11% of new processes could not have been developed without relying on recent academic research.
The economic approaches to research evaluation have their own shortcomings. The most important one is that they 
focus on only one dimension of possible impact (which is an important dimension but does not reveal the full impact 
picture). For instance, economic approaches may not consider the impact of research on improvements in people’s 
quality of life (Searles et al., 2016).
Langfeldt and Scordato (2015) have described the various methods for measuring societal impact in general. One me-
thod is to conduct surveys and interviews with the target group that is supposed to benefit from the research output. 
Surveys and interviews can be used to determine the perceived benefits and usefulness of research from the viewpoints 
of the beneficiaries. The authors pointed to some limitations of using surveys and interviews. One major issue within 
measuring the societal impact 
“is defining and identifying both the potential target group and research that they have benefited from, within a 
specific time-frame in which the survey results are still relevant for decision-makers” (Langfeldt; Scordato, 2015, 
p. 25). 
A major challenge is whether the target group can recognize the potential benefits of the research. The other issue is 
that although we might be able to define a specific target group, it would be difficult to measure the long-term impact of 
research on these groups. Surveys are also limited in terms of the number of people researchers can recruit and study, 
thus may not cover all potential users that are representative of the target group (Langfeldt; Scordato, 2015).
Searles et al. (2016) have overviewed three methods to measure societal impact: “payback”, “economic evaluations”, 
and “case studies” (we will discuss case studies in section 2.3, because it is one of the main methods used). Searles et 
al. (2016) noted that the payback or return investment on research was first proposed by Buxton and Hanney (1998) in 
the UK, and that the payback framework is frequently used in the health area (Raftery; Hanney; Greenhalgh; Glover; 
Blatch-Jones, 2016). Through interviews with researchers, the impact of their research can be understood (Searles et al., 
2016). Buxton and Hanney (1998) identified five categories of possible research payback, including “knowledge impact”, 
“impact on future research”, “political impact”, “economic impact”, and “impact on different health sectors.” A promi-
sing way to measure these paybacks is to look at similar past projects and compare their impact on society (Buxton; 
Hanney, 1998). Payback methods, however, might sometimes become tedious and require evaluating many documents 
and resources (Searles et al., 2016).
In developing indicators for societal impact measurement, Molas-Gallart, Salter, Patel, Scott, and Duran (2002, p. iv) 
demand that they should be 
“simple, measurable, actionable, relevant, reliable and reproducible, and timely.” 
However, these requirements are difficult to fulfil, because societal impacts include a variety of ethical, safety, econo-
mical, legal, and political issues (Spaapen; Dijstelbloem; Wamelink, 2007). This is the reason why solutions such as the 
payback framework are expensive. Ovseiko, Oancea, and Buchan (2012) conducted a survey on 139 clinical faculty 
members in order to review and evaluate the validity of the 20 impact indicators which were proposed by the Higher 
Education Funding Council for England (HEFCE) to help REF in allocating public research funding to higher education 
institutions (Ovseiko et al., 2012). This study indicated that most indicators had some validity; however, concerns still 
This overview of the literature discusses 
whether altmetrics data can be used to 
measure the societal impact of research
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exist regarding the operationalization and measurement of these indicators in a reliable manner. This study indicated 
that more valid and reliable indicators are required for measuring societal impact.
Willis et al. (2017) identified indicators for societal impact measurements of Applied Prevention Research Centres (APRCs) 
using the Delphi method. They asked stakeholders to identify the most important indicators. They collected a variety of 
indicators from existing research impact literature and asked the stakeholders to rate the importance and feasibility of 
these indicators, which resulted in eight indicators rated as highly important and highly feasible, such as being cited in 
public policy documents (see Table 2 for an overview).
Table 2. High importance indicators with high and low feasibility ratings
Capacity building indicators DMc indicators
Items with high importance and high feasibility to measurea
Stability of center funding for indirect/overhead costs
Use of research in informing public health programs and policy: input 
from public health practitioners / policymakers about what research 
has been used to inform their work
Number or percentage of center projects driven by expressed policy / 
practice needs of engaged policy / practice organizations Citations in public policy documents
Evidence that research and policy and practice perspectives have 
jointly informed center priorities and activities
Evidence of center contributions to supporting decision-making pro-
cesses and groups (e.g. steering groups, ministerial working groups, 
and government committees)
Number and type of knowledge exchange activities undertaken by 
the center
Number of center projects involve co-production of knowledge with 
knowledge users
Items with high importance and low feasibility to measureb
Reputation of the center for producing relevant, credible, high-quali-
ty, and timely research
Center contributions to policy development, implementation, and 
enforcement for population-based prevention
Center influence on changes over time in knowledge, skills, and com-
mitment / intention to use research findings among knowledge users 
in policy, program implementation, and administrative positions 
Evidence of sustained impact of center research over time
Evidence the center has contributed to building the field of preven-
tion research and its application.
Impact of a center’s partnership output/products on advancing rele-
vant prevention research and its application.
Influence of center knowledge exchange activities on relevant au-
diences, including center staff, students, researchers, decision makers, 
practitioners, etc.
Notes: a Identified using importance/feasibility means across all groups: indicators with highest five importance ratings (falling above the mean) with 
feasibility ratings falling above the mean. 
b Identified using importance/feasibility means across all groups: indicators with highest five importance ratings (falling above the mean) with feasibility 
ratings falling below the mean. 
c DM means decision-making. 
Source: Willis et al. (2017, p. 87).
Wilsdon et al. (2015) and Thelwall and Kousha (2015) have pointed to two important metrics for quantitative measu-
rement of the wider societal impact, “clinical guideline citations” and “Google patent citations.” Thelwall and Kousha 
(2015, p. 615) emphasized that among all indicators, 
“only Google Patents citations and clinical guideline citations clearly reflect wider societal impact and no social 
media metrics do.” 
We would like to add systematic review citations, since they are related to clinical guideline citations: systematic reviews 
are extensively cited in clinical guidelines. One way to measure societal impact using clinical guidelines is to investigate 
the citations mentioned in clinical guidelines and identify the functions of those citations: for instance, having an impact 
on clinical practices, contributing to the diagnosis of diseases and medical disorders treatment (see Jones; Hanney, 
2016; Taylor, 2013a). 
“Being cited in a clinical guideline is direct evidence that a study has had a societal impact by guiding medical 
practice” (Thelwall; Maflahi, 2015, p. 960).
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Some studies have already used this approach by inves-
tigating references cited in clinical guidelines (Nelhans, 
2016). For example, Grant (1999) analysed the funding 
bodies in the 235 references cited in three clinical gui-
delines. The median time lag between the reference 
publication date and the guideline publication date was 
5 years. 34% of cited references in clinical guidelines 
were supported by industry, 22% by government, and 17% by the private non-profit sector. Using clinical guidelines 
for measuring impact is not without biases. Guidelines may be spatially biased in citing references: for instance, a 
study indicated that the references from Edinburgh and Glasgow had a high frequency in the UK clinical guidelines 
(Lewison; Sullivan, 2008a).
Systematic reviews in medical sciences have become very important due to their great potential of improving health 
services. One source for publishing systematic reviews is Cochrane (see https://www.cochranelibrary.com), which has 
been shown to play a major role in improving health services such as introducing new treatments.
Cochrane is a good example of a publication-based approach of how research results transfer from research to practice. 
Cochrane reviews can have economic benefits by improving clinical quality and reducing unnecessary procedures (Bunn 
et al., 2015). However, it is difficult to assess whether Cochrane reviews have a direct impact on health services or an 
intermediate impact through clinical guidelines (Lewison; Sullivan, 2008b).
According to Wilsdon et al. (2015) and Thelwall and Kousha (2015), patent citations are an important metric for quan-
titative measurement of the wider societal impact besides “clinical guideline citations” (see above). Many citations in 
patents are journal articles. Bibliometric analysis of citations in patents can be used to evaluate the impact of publi-
cly-funded (medical) research on innovations in different industry sections (Ovseiko et al., 2012). Narin, Hamilton, and 
Olivastro (1997) investigated the flow of knowledge from publicly funded research into industries by analysing the pro-
portion of publicly funded research cited in the US patents. They indicated that 73% of the references in the US patents 
were supported by publicly funded academic research. This shows that the US industry relies a lot on publicly funded 
research. Narin et al. (1997, p. 330) concluded that
“the science that is contributing to high technology is mainstream; it is quite basic, quite recent, published in 
highly influential journals, authored at major universities and laboratories, and supported by NSF, NIH, the De-
partments of Defence and Energy, and by other public and charitable institutions.”
Callaert, Van Looy, Verbeek, Debackere, and Thijs (2006) found that approximately 50% to 55% of non-patent referen-
ces in patent documents were research papers indexed in the Web of Science (WoS, Clarivate Analytics). However, the 
coverage of scientific references in patents varies across disciplines. In the most recent study, Poege, Harhoff, Gaessler, 
and Baruffaldi (2019) matched 4.8 million patent families and 43 million publication records. The authors found a strong 
positive correlation between the quality of publications cited in patents and the value of the respective inventions. They 
ranked 
“patents by the quality of the science they are linked to. Strikingly, high-rank patents are twice as valuable as 
low-rank patents, which in turn are about as valuable as patents without direct science link” (Poege et al., 2019).
2.2. Problems in measuring societal impact
The Higher Education Funding Council for England (2009) has proposed several key challenges to measuring impact, 
including time lags, attribution and limitations of metrics. Other researchers have confirmed these challenges (e.g. Lan-
gfeldt; Scordato, 2015).
The time lag between when the research is carried out and when the research comes to have its impact on products, 
processes or social practices is a major issue in measuring societal impact (Spaapen; Van-Drooge, 2011). Research needs 
time to become measurable (Higher Education Funding Council for England, 2009; Oancea, 2013; Spaapen; Van-Drooge, 
2011). It is not clear which time frame should be considered in order for the impact of the research to become evident 
(Higher Education Funding Council for England, 2009). According to the Health Economics Research Group (2008, p. 7), 
“the issue of lags has often been ignored in the past, but from a policy point of view may be crucial, especially in 
the context of the current agenda for translational research.”
Measuring impact seems achievable when considering longer time frames. One can expect long time lags between when 
research is adopted and embodied in society and when its impacts can be measured (Feller, 2017). As a rule, societal im-
pact is longer-term impact, such as research that contributes to improve the quality of life, decreases unemployment or 
improves a nation’s health and safety (Ruegg; Feller, 2003). In the literature, many authors have pointed to the problem 
of (long) time lags in measuring societal impact: 
Three useful metrics for quantitative 
measurement of societal impact seem to 
be ‘clinical guideline citations’, ‘Google 
patent citations’, and ‘policy document 
citations’
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“sufficient time must have passed to capture a major part of eventual impact, but not so much that traceability 
to research projects becomes difficult” (Van-der-Meulen; Rip, 2000, p. 13). 
“It may take years before knowledge is applied and has impact” (De-Jong; Van-Arensbergen; Daemen; Van-der-
Meulen; Van-den-Besselaar, 2011, p. 62). 
According to Kok and Schuit (2012, p. 2) 
“pathways from research to ‘impacts’ are very diverse: sometimes short and traceable, but often long, through 
multiple reservoirs, and via utilization at untraceable times and places.”
Which estimated time frames have been presented for the process from research to practice? The Dutch physicist Hen-
drik Casimir proposed 15-year time windows for the research results to have practical applications. Other studies have 
offered to use 10- or 20-year time windows; considerable impact from research projects within short time windows 
cannot be expected, unless for exceptional breakthroughs in science (Eisenstein, 2016). According to Morris, Wooding, 
and Grant (2011), in biomedical fields the time lag from the publication of research to the manifestation of its impacts 
is almost 17 years, 
“whether that impact represented formal adoption of a medical intervention or marketing of a new drug” (Ei-
senstein, 2016, p. s21). 
However, Morris et al. (2011, p. 510) have emphasized that in order to understand time lags, we should first agree on 
“models, definitions and measures; which can be applied in practice.” There might be field differences in the time lag 
between a piece of research and its practical impact, since 
“different kinds of research achieve impact over different time scales”, according to Raftery et al. (2016, p. 50).
Delaying measuring research impact for several years after the completion of the research project might raise some 
concerns (Langfeldt; Scordato, 2015). 
First, 
“the evaluation may no longer be a relevant basis for decision-making [about current research]” (Langfeldt; 
Scordato, 2015, p. 25). 
Second, in the long term, the outputs of research projects might be combined to different extents far beyond the initial 
individual projects, so that their impact is almost impossible to capture and measure (Langfeldt; Scordato, 2015). This 
problem can apparently be avoided by focusing on the time shortly after finishing a project. However, 
“most often ex post evaluations of research projects and programmes take place shortly after the completion of 
the projects/programme, and before impacts can be substantially identified” (Langfeldt; Scordato, 2015, p. 25). 
One solution to the dilemma that the societal impact of research right after its completion cannot be substantially mea-
sured and long time frames fail because of the relevance problem, is to focus on the potential (i.e. not attained) impact 
of research (Langfeldt; Scordato, 2015). 
Attribution is another key challenge in measuring societal impact. Attribution is 
“the extent to which an impact can be attributed to a particular research project [which] is a matter of judge-
ment” (Raftery et al., 2016, p. 50). 
It’s difficult to “attribute” specific impacts to certain research, because impact can be influenced by many intervening 
factors (besides the focal research). Thus, it cannot be reliably said whether the impact has been the result of the 
research activity or other factors (e.g. other research; see De-Jong et al., 2011; Higher Education Funding Council for 
England, 2009). Even if we are able to determine which research the society has benefited from, it would be challen-
ging to determine “what benefits can be attributed to what cause”, which is known as the “causality problem” (Martin, 
2007). Another problem with the impact attribution of research is that impact might exist, but one is not aware of it. 
Interviews with people involved in certain research activities and target groups such as stakeholders may discover these 
covert instances of impact. For instance, a “change in behaviour” may not be considered as being an impact, although in 
fact, it is; or improvement in “quality of life” may be considered as a simple change in behaviour, while it is so important 
(Siampi, 2011). 
There are also difficulties in developing indicators for third-stream activities, such as differences across disciplines (see 
section 2.1). Disciplines may require more or less time to have an impact in society, such as industry, economy, and peo-
ple’s lives. Therefore, it might not be a good and practical idea to compare the performance of third-stream activities 
across universities and different disciplines (Oancea, 2013). Which further difficulties and problems exist in developing 
these indicators? 
- First, some universities are finding it challenging to measure, track, and demonstrate the impact of their research, 
because they have not been trained and prepared to do so. Some universities do not have the required knowledge, 
infrastructure, experts, capability, and explicit policy to implement these initiatives (Oancea, 2013). 
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- Second, there is a lack of straightforward methods for measuring societal impact (Langfeldt; Scordato, 2015). Since 
different fields have different societal impact, the notion of societal quality and its operationalization must be broad. 
Operationalizing societal quality, therefore, depends on the nature of the research field (Van-der-Meulen; Rip, 2000). 
- Third, the success of research projects is scarcely predictable, and serendipity may play a (major) role in the develop-
ment of new products. 
- Fourth, the nature of university-industry interactions has frequently been informal, based on personal connections 
between individuals, which makes it difficult to find appropriate methods for measuring this kind of impact (Mo-
las-Gallart et al., 2002).
2.3. Case studies
Case studies provide examples of how research has im-
pacted different aspects of (specific) end users’ lives. 
These studies are narratives and success stories that 
universities and research institutes provide in order 
to demonstrate their societal impact. Case studies are 
used either for prospective societal impact realizations 
of public research investments, or for conducting re-
trospective assessments. Every case study is more or less unique in terms of its explanation of impact on society. In 
the UK, case studies are brief documents 
“assessed by two criteria: 
(1) Reach – ‘the spread or breadth of influence or effect on the relevant constituencies’; and 
(2) Significance – ‘the intensity or the influence or effect’” (Van-den-Akker; Spaapen, 2017, p. 21).
One advantage of using case studies for measuring societal impact is that –similar to editorial peer-review– expert 
judgement is used to determine research impact: experts assess the societal impact dimension based on case studies. 
REF has taken a new approach in this regard, going beyond experts, and employing external users of research as part 
of impact assessment processes. External users provide their perspective regarding the impacts claimed by academics 
and experts. Case studies use a variety of indicators to accompany the narratives demonstrating the impact of research 
(Wilsdon et al., 2015). For instance, Wilsdon et al. (2015) noted that the authors of almost 7,000 case studies that were 
submitted to REF 2014 had used a variety of indicators (with little consistency) for showing research impact. The missing 
consensus in indicator use might reflect the broad spectrum of research for which case studies have been written in the 
past (Wilsdon et al., 2015).
Marcella, Lockerbie, Bloice, Hood, and Barton (2018) have overviewed some disadvantages of case studies. Case studies 
“rely on expert advisory panels to review qualitative impact statements” (Searles et al., 2016, p. 4). However, similar 
to interviews and self-reports, they have their own biases such as exaggerating the impacts of research (Searles et al., 
2016). Another critique of case studies is that expert panels might fail to recognize the “real” impact of research projects 
that are not presented well in the narratives, and they may focus on the impact story that is well presented. In other 
words, the practical importance of the underlying research for society may take a back seat. Furthermore, the scores 
given to case studies might be influenced by factors which should not impact those scores (Marcella et al., 2018). For 
instance, case studies of established senior researchers with external funding might be scored higher than those of other 
researchers (Kellard; Śliwa, 2016).
An important problem with case studies is that preparing them is expensive and requires a lot of resources (Department 
for Business, Energy & Industrial Strategy, 2016). For example, the 
“University College London alone wrote 300 case studies that took around 15 person-years of work, and hired 
four full-time staff members to help, says David Price, the university’s vice-provost for research” (Van-Noorden, 
2015, p. 150). 
The semi-structured interviews by Marcella et al. (2018, p. 613) showed that writing case studies have been 
“time consuming, frustrating and iterative ‘backwards and forwards, backwards and forwards’.” 
These efforts might decrease in the future, because universities and research institutes have taken actions to conti-
nuously capture the information required for case studies (Department for Business, Energy & Industrial Strategy, 2016). 
The fact remains, however, that great effort is required to write case studies.
What has research on case studies shown? The report by King’s College London and Digital Science (2015) describes the 
results of an analysis on about 7,000 impact case studies submitted to the REF 2014. An example of such case studies is 
“research showing the importance of same-day diagnostic tests for tuberculosis led to improvements in access 
to care and reductions in costs incurred by patients in Malawi, Nigeria, Yemen, Ethiopia, Nepal and elsewhere” 
(King’s College London and Digital Science, 2015, p. 12). 
Case studies in which societal impact of 
certain pieces of research is explained 
seem to be appropriate resources for 
capturing and demonstrating the socie-
tal impact of research
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Results of the analysis of impact case studies revealed 3,709 unique research impacts; the UK research seems to have 
made a wide range of contributions to society (King’s College London and Digital Science, 2015). Terama, Smallman, 
Lock, and Johnson (2017, p. 14) clustered the UK impact reports and found six general forms: 
“influence on education; public engagement; environmental technologies and solutions; enterprise; policy im-
pact; and clinical applications.” 
Thus, case studies might result in very different reports on research, which makes their comparison difficult. In order 
to improve the future interpretation of case studies, it is important that case studies be written in a consistent manner 
(King’s College London and Digital Science, 2015).
This recommendation is in line with Heyeres, Tsey, Yang, Yan, and Jiang (2019, p. 10), who emphasized 
“the need for more consistency in reporting through a case study approach, more systematic reporting of trans-
lation pathways and greater transparency concerning estimated costs and benefits of the research and its trans-
lation and impact assessment.” 
The authors analysed the characteristics of 25 impact case studies in order to identify their translation activities and 
quality of reporting. Results indicated that 
“24 papers reported intermediate impacts, such as advocacy, or the development of statements, tools, or techno-
logy. 4 reported on longer-term societal impacts, such as health outcomes and economic return on investment. 7 
reported on translation activities” (Heyeres et al., 2019, p. 10). 
The reporting areas that obtained the weakest scores were 
“identification of stakeholder needs and stakeholder involvement, and ethics and conflict of interest” (Heyeres 
et al., 2019, p. 10).
2.4. Societal impact measurements at funding organizations
Societal impact measurements are not only relevant after carrying out research, but also in the process of receiving 
research funds. The UK government-funded granting agencies, the Swiss National Science Foundation (SNSF), the US 
National Science Foundation (NSF) and other funding organizations require researchers to estimate the impact of pro-
posed research in grant proposals (Dance, 2013). However, funding organizations ask for different kinds of impact to 
be included in grant proposals. For instance, the National Institutes of Health (NIH) cares more about the impact of 
research in one specific field rather than broad impact. Other organizations are interested in the economic implications 
of research. Judging the societal impact of research is something that scientific communities might be reluctant to do. A 
survey study in this regard, which investigated 428 people from funding agencies, suggested that such resistance in the 
scientific communities is possibly due to their unwillingness to conduct such activities, rather than a lack of confidence 
in their ability to judge the broader societal impacts (Holbrook; Hrotic, 2013).
Langfeldt and Scordato (2015) overviewed the impact measurements at funding agencies. They showed that funding 
agencies have different approaches to the broader impact measurement of research. For example, the Research Council 
of Norway rates impact criteria separately, NSF gives an overall rating, while at the Natural Environment Research Coun-
cil (NERC) impact is specifically commented. The EU Framework Program/Horizon 2020 uses an impact score threshold 
for research funding and gives weight to impact in the final decision. One criticism of impact measurements at funding 
organizations is that they do not let laypeople and potential users outside academia get involved in evaluating research 
proposals. Some organizations do get users involved (e.g. in project selection), but not in the assessment of the content 
of research (Langfeldt; Scordato, 2015).
2.5. What are the societal problems that should be solved by science?
Societal impact measurements should focus on societal needs. The measurements should be intended to show whe-
ther societal needs have or have not been (successfully) targeted by research efforts. Although it might be obvious that 
societal impact measurements start with societal needs, these measurements usually begin with the research that has 
been conducted at a research institution. In societal impact measurements, attempts are then made to capture the 
possible impact (e.g. using altmetrics, which are discussed in section 3). This process might not, however, be efficient 
in capturing and demonstrating pressing societal needs. The wide range of societal areas to which UK research can be 
assigned (see above), may be interpreted as a sign that the research is not (always) oriented towards pressing societal 
needs. In recent years, frameworks have been published that attempt to reveal these needs. These frameworks can be 
used to suggest which societal needs can (should) be addressed by science. Hicks, Stahmer, and Smith (2018) proposed 
a conceptual framework, based on the Nussbaum (2001, p. 78ff; 2009, p. 76ff) list of central capabilities, which can be 
used for categorizing (and focusing on) the societal goals of research. The list contains 10 items including “life”, “bodily 
health”, “bodily integrity”, “sense, imagination and thoughts”, “emotions”, “practical reason”, “affiliation”, “other spe-
cies”, and “control over the environment.”
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Hicks et al. (2018) noted that many research activities are only useful for a particular scientific community. This type of 
research is known to have inward-facing goals. On the other hand, outward-facing goals of research focus on specific 
societal needs, such as solving agricultural issues. To evaluate the inward-facing value of academic research, traditional 
metrics such as citation counts can be applied. Although methods exist to evaluate outward-facing values of research 
(see above), they are not applicable in all disciplines, and it is not clear whether they measure what they intended to 
measure. The framework of Hicks et al. (2018, p. 5) 
“suggests that, because researchers typically have both inward- and outward-facing goals, both inward- and out-
ward-facing metrics should be used. The list of central capabilities can help researchers communicate the goals of 
their research and identify areas where bibliometricians and evaluators need to develop new metrics.”
Pollitt et al. (2016) proposed a similar list to Hicks et al. (2018), however, focusing on potential contributions of health 
research, outlining researchers’ and the general public’s preferences for different types of health research impact. For 
instance, the list included the suggestion that research should contribute to better care of patients. Pollitt et al. (2016, 
p. 1) indicated that 
“the general public and researchers provided similar valuations for research impacts such as improved life ex-
pectancy, job creation and reduced health costs, but there was less agreement between the groups on other 
impacts, including commercial capacity development, training and dissemination.”
Although it is possible nowadays to acknowledge and measure the value of selected works of scientists who laid the 
groundwork for well-known technologies such as Google or certain communication technologies, it will not be possible 
for every research to foresee its usefulness for specific needs in the lists of Hicks et al. (2018) and Pollitt et al. (2016). 
The question is whether or not metrics (such as altmetrics) can help us measure the success and benefits of research 
projects (National Research Council, 2014). The conceptual frameworks proposed by Hicks et al. (2018) –based on the 
Nussbaum (2001, 2009) list of central capabilities– and Pollitt et al. (2016) might to some extent support the process 
of identifying the projects that would be beneficial to the society. High societal impact scores should point to research 
addressing listed needs by solving pressing societal problems.
A good example for a framework in which societal needs have been formulated, funds for reaching the goals provided, 
and research and indicators for evaluation proposed, are the Millennium Development Goals formulated by the United 
Nations in 2000 (see https://www.un.org/millenniumgoals).
Eight international development goals were established for the year 2015 (e.g. to eradicate poverty and hunger and to 
reduce child mortality). Detailed reports have been published which demonstrate –based on various sets of indicators– 
which goals have been reached, and which challenges are still faced (Way, 2015). 
3. Altmetrics
Societal impact considerations in research evaluation can be seen as a scientific revolution in scientometrics, which 
have led to a broadening of the impact term (Bornmann, 2016; Derrick; Samuel, 2016): current impact measurements 
frequently include the whole society and are not restricted to science only. As the overview in section 2 reveals, no stan-
dard method has been established in scientometrics to measure societal impact; many methods, indicators, approaches, 
etc. have been proposed and used. In addition, frequently used methods have been targeted by fundamental critiques: 
for example, the case studies approach has the disadvantage that comparisons between institutions are scarcely pos-
sible and results are not generalizable. Against the backdrop of this situation in societal impact measurements, the so 
called “alternative metrics” or “altmetrics” came into play (Priem; Taraborelli; Groth; Neylon, 2010).
Altmetrics include new ways of measuring the impact of research (Adie, 2014) that consider non-traditional metrics such 
as number of page views, downloads, recommendations, shares on social media, social bookmarks, comments, ratings, 
and tweets (Liu; Xu; Wu; Chen; Guo, 2013; Wilsdon et al., 2015). Altmetrics are expected to provide new insights into 
the impact of research, mainly the online impact of research (publications) via its appearance on Facebook, Twitter, 
blogs, and other web-based platforms (Zahedi; Costas; Wouters, 2014). The use of altmetrics assumes that impact can 
be measured beyond citation counts by demonstrating the overall usage of research (publications) on the web and so-
cial media platforms. Altmetrics seem to make broader interpretations of impact possible (Waltman; Costas, 2014), for 
instance by showing how many times an article has been downloaded, reflecting its usage (Haustein, 2014).
Many sources of altmetrics (e.g. Twitter) emerge faster than citations, often right after the research is published, and 
often come from open sources. Most sources seem to reveal other aspects of impact that differ from citation counts 
(Robinson-García; Torres-Salinas; Zahedi; Costas, 2014). According to Konkiel, Madjarevic, and Lightfoot (2016, p. 16), 
“citations are a useful indication of traditional scholarly influence, whereas altmetrics can tell us about public 
influence and non-traditional scholarly influence, which can occasionally predict later citations. You need both 
kinds of metrics to get the full picture of research’s value.” 
The importance of altmetrics today is reflected by the fact that many publishers of scientific journals, such as Elsevier, 
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Springer, Wiley, BioMed Central, Nature and PLoS report altmetrics for published papers (Thelwall; Kousha, 2015; Wils-
don et al., 2015).
Several providers of altmetrics data exist which collect and process the data from social media such as Altmetric  (see 
https://www.altmetric.com), Plum Analytics (see http://plumanalytics.com), and Impact Story (see https://profiles.
impactstory.org) (Sugimoto; Work; Larivière; Haustein, 2017). 
There are, however, inconsistencies and variations in altmetrics data received from these sources which make compa-
ring datasets problematic and challenging (Sugimoto et al., 2017). Zahedi, Fenner, and Costas (2014) and Zahedi and 
Costas (2018) found variations in the social media metrics for the same publications across different altmetrics sources.
Haustein, Costas, and Larivière (2015, p. 6) argued that 
“disciplines that have stronger ties to society (e.g. social sciences and humanities) or deal with specific concerns 
of people’s everyday lives (health or environmental problems; i.e., biomedical and health sciences and life and 
earth sciences) have a higher probability of appearing on social media platforms than publications from more 
tech nical and applied disciplines (e.g. Natural Sciences and Engineering) or with a higher technical and complexi-
ty component (e.g. Mathematics and Computer Science).”
Wouters, Zahedi, and Costas (2019) classified available social media platforms used for impact measurements into the 
following categories (similar classifications have been proposed by Moed, 2017):
(1) Social bookmarking tools: Reference managers (e.g. Mendeley, see http://www.mendeley.com) can be used to count 
the number of times an item has been bookmarked or saved to a library (readership count) (Wouters et al., 2019).
(2) Microblogging tools: Twitter is the main microblogging tool with the possibility of sharing and discussing scholarly 
documents online. Twitter indicators for altmetrics studies are the number of tweets and retweets, likes, and replies 
(Wouters et al., 2019). 
(3) Blogs: Blogs are a platform for disseminating scientific materials, often maintained by scientists or science journalists. 
Blog mentions (e.g. the mentioning of a researcher) and blog citations (of publications) are the two main data that can 
be obtained from blogs (Wouters et al., 2019).
(4) Wikis: Wikis such as Wikipedia (an online encyclopaedia) are platforms for sharing information that can be edited by 
the general public. Citations of publications in wikis is a typical metric that can be obtained from Wikipedia (Wouters et 
al., 2019).
These social media platforms cover a different amount of scientific papers. For example, the study by Mas-Bleda and 
Thelwall (2016) showed that among the altmetrics sources, Mendeley had the highest coverage of papers (80%), fol-
lowed by Twitter (34%). Papers had received negligible mentions in other sources such as Wikipedia (2.6 %) and course 
syllabi (1.2 %) (Mas-Bleda; Thelwall, 2016).
After having presented some general information on altmetrics, we review the literature on specific altmetrics in the 
following sections.
3.1. Blogs
Blogs are one of the oldest social media platforms.
“Blogs are websites that allow individuals to create personal webpages of text, pictures, graphics, videos, and 
other multimedia with the same ease as creating a word processing document. Unlike traditional websites, 
however, they provide a space where people can post comments and engage in online conversations” (Boling; 
Castek; Zawilinski; Barton; Nierlich, 2008, p. 504). 
Some studies have noted that blog usage has declined over recent years, specifically among academics (Fausto et al., 
2012; Shema; Bar-Ilan; Thelwall, 2015). Blogs are used by a variety of groups such as journalists and activists for diffe-
rent purposes such reading about the most recent events (Bonetta, 2007) and seeking information (Puschmann; Mahrt, 
2012). Bloggers might play an important role in the dissemination of scientific knowledge by simplifying and explaining 
complex scientific results to the general public (Fausto et al., 2012). Bloggers are frequently scientists or people working 
in academia (Shema; Bar-Ilan; Thelwall, 2014) as evidenced in previous studies such as Shema, Bar-Ilan, and Thelwall 
(2012), who found that the majority of science bloggers (59%) were either students or researchers. Puschmann and 
Mahrt (2012) showed that 45% of the bloggers active on the German platform scilogs.de had a PhD degree. SciLogs is 
a website run by Spektrum der Wissenschaft which hosts over 60 scholarly blogs in total (Puschmann; Mahrt, 2012).
The efforts of scientific bloggers, besides eliminating the obstacles of gaining access to scientific knowledge (Fausto et 
al., 2012), lead to another public service, i.e. giving advice and recommendations about public health and social issues 
and distributing rich information for practical use by the public (Shema, Bar-Ilan; Thelwall, 2015). Expert bloggers such 
as medical bloggers and skilled professionals use blogs to write about and discuss health issues. Medical bloggers are 
faith ful to their audiences, and thus use valid resources to share information. One major motivation for medical blo-
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gging, besides providing people with health information, is to direct people’s attention toward certain health issues 
(Kovic; Lulic; Brumini, 2008): 
“Medical blogs are frequently picked up by mainstream media; thus, blogs are an important vehicle to influence 
medical and health policy” (Kovic et al., 2008, p. 1).
Most papers mentioned in blogs seem to be from prestigious journals (Groth; Gurney, 2010). Fausto et al. (2012) in-
dicated that prestigious journals, such as Science, Nature, and Proceedings of the National Academy of Sciences of the 
United States of America (PNAS), were extensively covered in blogs in 2009 and 2010. Other studies have come up with 
similar findings. For instance, Shema, Bar-Ilan, and Thelwall (2015) showed that in 2009 21% of Psychological Science 
articles were mentioned in blogs followed by Science (18%), Nature (14%), and PLoS Biology (13%). In 2010, 31% of the 
papers published in New England Journal of Medicine were mentioned in blogs followed by Psychological Science (25%), 
Nature (23%), and Science (20%). 
Shema, Bar-Ilan, and Thelwall (2014) investigated the correlation between being mentioned in blogs and being cited in 
papers later on. They found that blogged papers received more citations than other papers from the same journal. They 
noted that one possible reason is that bloggers opt to write about better papers which might receive more citations in 
the future, or because papers that are discussed in blogs receive more attention among the academic community which 
consequently results in obtaining more citations (Shema; Bar-Ilan; Thelwall, 2014).
3.2. Mendeley
Mendeley is both a tool for reference management and sharing research papers which functions as a scientific network 
platform in which scholars can connect to members with whom they share similar interests (Rodgers; Barbrow, 2013). 
An advantage of publication bookmarks in reference management as data source is that 
“as with citations and downloads, usage data are generated as a by-product of existing workflows. Unlike twee-
ting, for example, searching for and managing literature is an established part of the scholarly communication 
process” (Haustein, 2014, p. 335). 
Mendeley has a great coverage of scientific fields and a large number of users and readers (Hammarfelt, 2014; Haustein, 
2014; Mas-Bleda; Thelwall, 2016) –compared to other reference management software (e.g. Zotero). Zahedi, Costas, 
and Wouters (2014) reported that Mendeley had the highest coverage of articles (63% saved at least once) compared 
to other social medial platforms such as Twitter (13%), followed by Facebook (2.5%) and blogs (1.9%). Priem, Piwowar, 
and Hemminger (2012) found that 80% of PLoS One articles were bookmarked in Mendeley, followed by Facebook and 
Twitter.
It seems that Mendeley measures impact which deviates (moderately) from that which is measured by citations. Accor-
ding to Mohammadi and Thelwall (2014, p. 1627) 
“low and medium correlations between Mendeley bookmarks and citation counts in all the investigated disci-
plines suggest that these measures reflect different aspects of research impact.” 
In another study, Mohammadi, Thelwall, Haustein, and Larivière (2015, p. 1832) noted that Mendeley statistics might 
reveal 
“the hidden impact of some research articles, such as educational value for non-author users inside academia or 
the impact of research articles on practice for readers outside academia.” 
However, Bar-Ilan (2014) found fluctuations in the number of Mendeley readers for various publications to be a potential 
disadvantage of this data source. Her finding indicated that the number of readers for selected publications decreased 
over time. One possible reason is that Mendeley users have updated their publication lists, having removed publications 
already stored in the library (Thelwall, 2017b).
Bornmann and Haunschild (2015) investigated the interest of the various readership groups in certain scholarly papers. 
Their study was based on papers included in F1000Prime –a post-publication peer review system. In other words, they 
examined which Mendeley groups used or saved which type of documents in F1000Prime. Scholarly papers are tagged in 
F1000Prime by experts, as “good for teaching”, “confirmation of previous results”, “interesting hypothesis”, etc. Almost 
all user groups (mainly PhDs, postdocs, professors, librarians, etc.) showed less interest in documents with the “confir-
mation” and “interesting hypothesis” tags. Almost all user groups (mainly postdocs, PhDs, and professors) were more 
interested in papers with the “new finding” tag than other papers. Papers with the “technical advance” tag were also 
popular among all user groups. Bornmann and Haunschild (2015) noted that the papers with the “good for teaching” 
tag were of interest to the people (lecturers and researchers outside academia) with less engagement with academic 
research. 
In another study, Bornmann and Haunschild (2016c) proposed the use of overlay maps to demonstrate the impact of 
publications in terms of readership data. They visualized Mendeley reader counts of the 2012 publications from the WoS. 
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Their overlay maps can be used to see the disciplines in which publications of an institution have been read, and to what 
extent. They showed that, for example, for TU Munich 
“many papers have been read in the miscellaneous categories of biology, medicine, and chemistry and also the 
readership per paper is high in these categories compared to other subdisciplines” (Bornmann; Haunschild, 
2016c, p. 3069). 
Bornmann and Haunschild (2016c) also created overlay maps for some journals based on Mendeley reader count data. 
The map for the Journal of the American Society for Information Science and Technology (JASIST) indicated the scope of 
the articles published in this journal in 2012. As expected, library and information science have been a major focus of 
the articles published in JASIST.
3.3. Wikipedia
Wikipedia is an open access encyclopaedia that can be accessed and edited by anyone. Mentions of publications in 
Wikipedia are used as an altmetrics source. Since Wikipedia content can be manipulated by anyone, using the number 
of publication mentions in Wikipedia in research evaluation should be used with cautions (Serrano-López; Ingwersen; 
Sanz-Casado, 2017). Studies have indicated that the coverage of articles on Wikipedia (similar to blogs) is lower than 
their coverage on other platforms such as Mendeley and Twitter (Priem et al., 2012). For instance, Mas-Bleda and The-
lwall (2016) indicated that articles were rarely cited on Wikipedia (2.6%).
3.4. Policy documents
Daugbjerg et al. (2009, p. 806) defined policy documents 
“as written documents that contain strategies and priorities, define goals and objectives, and are issued by a part 
of the public administration.” 
Policy documents mentions (citations of publications in policy documents) are one of the most valuable altmetrics sour-
ces that can be used in target-oriented (the target is policies on different areas such as climate change or health) impact 
measurement. The references in policy documents can be analysed to determine which publications and to what ex-
tent have been cited in policy documents (Bornmann; Haunschild; Marx, 2016). For instance, Bornmann et al. (2016) 
showed that among the 191,276 climate change publications only 1.2% had been cited at least once in policy docu-
ments. This result shows that these 1.2% of publications have (possibly) had some impact on climate change policies. In 
other words, the majority of publications (98.8%) on climate change have had no impact on climate change policies. The 
authors discussed various reasons for this result. Haunschild and Bornmann (2017) also indicated that a low percentage 
(0.5%) of WoS publications in different subject categories were cited in policy documents.
Tattersall and Carroll (2018) analysed citations in policy documents and found that 1,463 papers from authors at the 
University of Sheffield (0.65% of Sheffield research) were cited by at least one policy document, most of which were 
journal articles (99%). The publications were cited in policy documents three months to 31 years after their appearance. 
The authors indicated that some topics were cited more frequently in policy documents such as medicine and dentistry 
than other topics such as social science and pure science. Tattersall and Carroll (2018) suggested several data problems 
with policy documents. For instance, they noted that it is not entirely clear how the company Altmetric identifies “policy 
documents”, and that some of these documents might be journal articles and not policy documents (Tattersall; Carroll, 
2018).
Vilkins and Grant (2017) investigated which papers were cited in policy documents. They analysed 4,649 references 
cited in 80 Australian policymakers’ publications from 2010 to 2017. The most cited references in policymaking publica-
tions were journal articles (n = 1836), federal government reports (n = 1106), and Australian business information (n = 
373). This is in contrast with previous studies which showed that policymakers were less willing to cite scholarly publica-
tions (Vilkins; Grant, 2017). Vilkins and Grant (2017) noted that references in policy documents can be used in research 
evaluation in order to obtain a better understanding of research utilization and impact in society. 
Haunschild and Bornmann (2017) found that more than 100 sources of policy documents (e.g. the European Food Sa-
fety Authority and the UK Government) were tracked by Altmetric. There are, however, many other sources that are not 
tracked by Altmetric (Bornmann et al., 2016). Bornmann et al. (2016) suggested that Altmetric should specify the types 
of policy making organizations and the name of organizations in each type. It is also mentioned that since Altmetric does 
not include all (or the majority of) policy-related sources, mentions in policy documents should be used with cautions 
for impact measurement (Haunschild; Bornmann, 2017).
3.5. Twitter
Twitter is a social networking site via which millions of people (including academics) are connected to each other world-
wide. People can post 280-character tweets about different topics, respond to tweets, and retweet them. People can 
also post photos, videos, and links to other websites on Twitter. Academics and researchers (and the public) use Twitter 
to share scholarly contents (e.g. papers) and events (e.g. conferences) (Mohammadi; Thelwall; Kwasny; Holmes, 2018). 
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Twitter has been one of the most popular sources for altmetrics studies so far: many studies have been published based 
on tweets. Similar to Mendeley, Twitter seems to be the main source of sharing scientific papers. For instance, the study 
by Haustein et al. (2015) showed that the coverage of articles on Twitter was 21.5%, followed by other social media 
platforms such as Facebook (4.7%) and blogs (1.9%).
Robinson-García, Costas, Isett, Melkers, and Hicks (2017, p. 1) examined tweets linked to research papers from 47 den-
tistry journals 
“to assess the extent to which tweeting about scientific papers signifies engagement with, attention to, or con-
sumption of scientific literature.” 
Three patterns were found in the top 10 most tweeted papers: 
“single issue tweeters, professional social media account management and broader tweeting, though with little 
original content. None of the patterns evidenced engagement with the journal article” (Robinson-García et al., 
2017, p. 4). 
Only a few tweets reflected interest for the content of a paper. Robinson-García et al. (2017) suggested that the number 
of tweets about papers has little value for research evaluation. 74% of articles were automatically tweeted, possibly by 
bots mechanically retweeting, or humans who behave like bots, which means they tweet/retweet whatever they see 
without paying attention to the content of the tweet (Robinson-García et al., 2017).
It has been mentioned that Twitter might not reflect the general public impact, because most tweets regarding scientific 
papers are often posted by researchers (Sugimoto et al., 2017). Other studies have pointed out, however, that Twitter is 
widely popular outside academia and 
“thus seems to be a particularly promising source of evidence of public interest in science” (Haustein; Larivière; 
Thelwall; Amyot; Peters, 2014, p. 208). 
Another study also suggests that most of the tweets are distributed by the public user (Yu, 2017). Mohammadi et al. 
(2018) showed that about 45% of tweets were posted by people who didn’t work in academia. They investigated the 
demographic information and background of 1,912 users that had tweeted scholarly papers.
In the study by Mohammadi et al. (2018), many people had a social science or humanities background, and used Twitter 
to obtain and share information and develop professional networks. The study provides evidence that 
“Twitter plays a significant role in the discovery of scholarly information and cross-disciplinary knowledge sprea-
ding. Most importantly, the large numbers of non-academic users support the claims of those using tweet counts 
as evidence for the non-academic impacts of scholarly research” (Mohammadi et al., 2018, p. 1).
3.6. Field-normalization
Altmetrics patterns –independently of the data source (e.g. Twitter, Mendeley or blogs)– might systematically vary de-
pending on the publication time and discipline of the corresponding papers (Taylor, 2013a). Results show that general 
disciplines and topics related to a broader audience attract more social media attention than specialized disciplines such 
as physical sciences (Haustein et al., 2014; Ortega, 2018). Fausto et al. (2012) investigated 19,000 blog posts that had 
cited 26,154 publications. The results indicated that 36% of the blog posts were in biology, followed by health (15%). 
Similarly, Shema, Bar-Ilan, and Thelwall (2014) showed that bloggers tended to post about the biological and medical 
disciplines in 2009 (67%) and 2010 (74%). Mohammadi and Thelwall (2014) indicated differences in Mendeley reader-
ship for disciplines: social sciences & humanities publications had the greatest number of readers among all disciplines, 
while mathematics & computer science had the lowest number of readers.
Based on these and similar findings, much evidence can be found in the altmetrics literature that points to the necessity 
of time- and field-normalizing altmetrics data, similar to citation data in bibliometrics. Taylor (2013b) recommended that 
field-specific differences of altmetrics should be taken into consideration. According to Thelwall (2017b, p. 10) 
“most indicators should not be compared between fields because of disciplinary differences. Most indicators 
should not be compared between years because of time differences.” 
Normalization can be achieved by benchmarking altmetrics 
“based on other articles within the same journal and from the same time period, as well as across the whole 
database” (Liu; Adie, 2013, p. 33).
Several researchers have attempted to propose the normalization of altmetrics data (Bornmann; Haunschild, 2016a, 
2016b, 2017; Haunschild; Bornmann, 2016; Noyons, 2018; Thelwall, 2017a). We present some approaches in the 
following:
Bornmann and Haunschild (2016a) proposed a percentile-based indicator for normalizing Twitter counts for papers pub-
lished in different disciplines and publication years. The authors mentioned that normalizing Twitter counts is essential, 
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since papers from different disciplines receive a different number of tweets (see above). To normalize tweets, Bornmann 
and Haunschild (2016a) calculated percentiles based on tweet counts for a paper using a corresponding reference set. 
For example, a Twitter percentile of 90 for a focal paper means that 90% of the papers in the corresponding journal (or 
subject category) have received fewer tweets than the focal paper. Twitter percentiles can be used 
“for comparisons between units in science (researchers, research groups, institutions, or countries) which have 
published in different fields” (Bornmann; Haunschild, 2016a, p. 1410). 
Bornmann and Haunschild (2016a) calculated Twitter percentiles for countries and showed that the most tweeted pa-
pers belonged to Denmark, Finland, and Norway.
Field- and time- normalization of Mendeley reader counts has been introduced by Bornmann and Haunschild (2016b, 
2017) and Haunschild and Bornmann (2016). Haunschild and Bornmann (2016) proposed the Mean Normalized Reader 
Score (MNRS) which is based on the Mean Normalized Citation Score (MNCS) in bibliometrics (Bornmann, in press): the 
impact of a focal paper is divided by the mean impact of all papers in the corresponding journal (or subject category). 
“The MNRS enables us to compare the impact a paper has had on Mendeley across subject categories and publi-
cation years” (Haunschild; Bornmann, 2016, p. 62). 
Haunschild and Bornmann (2016) found a high correlation (r = 0.70) between MNRS and MNCS for the studied journals. 
With the mean discipline normalized reader score (MDNRS), Bornmann and Haunschild (2016b) proposed a variant of 
the MNRS which normalizes impact on the receiving impact side (instead of the cited paper side). Bornmann and Haun-
schild (2016b, p. 776) tested the variants and came to the following conclusions: 
“(i) normalization of Mendeley reader counts is necessary, 
 (ii) the MDNRS is able to normalize Mendeley reader counts in several disciplines, and 
(iii) the MNRS is able to normalize Mendeley reader counts in all disciplines.”
Bornmann and Haunschild (2017, p. 230) extended MNRS to a target-oriented, field-normalized impact indicator which 
can be used 
“to measure the impact of scientific papers on certain groups –controlling for the field in which the papers have 
been published and their publication year.” 
For example, the extended MNRS can measure Mendeley reader impact of research papers on students, professors or 
journalists. The results of Zahedi and Van-Eck (2018) showed that the most active users in the social sciences & huma-
nities are professors, students, and librarians, who are mainly interested in topics that are educational and theoretical. 
Researchers and professionals are the most active users in highly cited fields such as biomedical & health sciences, and 
tend to read more about practical, methodological, and technical topics. Thus, the results of Zahedi and Van-Eck (2018) 
demonstrated the necessity to normalize Mendeley data on the user-group level.
The most recent field- and time normalizing indicator for analysing altmetrics data (e.g. tweets and Facebook posts) 
was proposed by Bornmann and Haunschild (2018) and Haunschild and Bornmann (2018). This indicator is called the 
Mantel-Haenszel quotient (MHq). 
“The MHq is based on the MH analysis –an established method in statistics for the comparison of proportions” 
(Bornmann; Haunschild, 2018, p. 998). 
MHq compares proportions of papers shared on social media (e.g. the number of times a paper has been shared on 
Twitter or Facebook) with proportions of non-mentioned papers (not shared on social media) (Bornmann; Haunschild, 
2018). Bornmann and Haunschild (2018) examined the convergent validity of the indicator by studying whether MHq is 
able to distinguish between different quality levels (defined by the assessments by peers, i.e. F1000Prime recommenda-
tions, see above). If MHq gives us scores that are to a great extent similar to that of human judgements (assessments by 
peers), the indicator seems to measure what it is intended to measure. Bornmann and Haunschild (2018) demonstrated 
that MHq was able to distinguish between different quality levels. However, they noted that 
“the relationship between altmetrics (Wikipedia, Facebook, blogs, and news data) and assessments by peers is 
not as strong as the relationship between citations and assessments by peers. Actually, the relationship between 
citations and peer assessments is about two to three times stronger than the association between altmetrics and 
assessments by peers” (Bornmann; Haunschild, 2018, p. 998).
4. The meaning of altmetrics: do they measure societal impact?
Research can have both inward-facing and outward-facing objectives. Inward-facing goals of research include the bene-
fits of research for the scientific community, such as the production of new methodologies, techniques or conceptual 
models. Outward-facing goals refer to the benefit of research for society outside the scientific community (Hicks et al., 
2018). In recent decades, there has been an increasing demand for outward-facing objectives, which is also reflected in 
popular concepts such as Mode 2 knowledge production or the triple helix, a model of university-industry-government 
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relations (De-Jong et al., 2011; Etzkowitz; Leydesdorff, 2000). There has been increasing pressure on universities that 
“research must cut across scientific disciplines and theories and focus on problem-solving and practical use-value. 
In brief, the research must be Mode 2” (Ernø-Kjølhede; Hansson, 2011, p. 132). 
Many funding organizations demand that the societal benefits of proposed research should be estimated in grant appli-
cations (De-Jong et al., 2011). 
The trend towards emphasizing the societal relevance of research is part of a bigger movement towards carrying out 
more applied research that is beneficial to private and public sectors for the purpose of addressing societal issues (e.g. 
climate change, education, and health care) (ERiC, 2010). Researchers should justify the societal benefits of their pro-
posed research project in situations where the private sector is being held responsible for investing in research, re-
gardless of their increasingly scarce financial resources (Lähteenmäki-Smith; Hyytinen; Kutinlahti; Konttinen, 2006). 
However, there has often been a lack of motivation among researchers to get involved in such activities, because they 
do not expect to receive any reward for their engagement in public outreach activities (e.g. seminars and workshops for 
stakeholders) (Kassab, 2019).
According to the National Research Council (2014, p. 70) 
“no high-quality metrics for measuring societal impact currently exist that are adequate for evaluating the im-
pacts of federally funded research on a national scale.” 
Many metrics fail to provide an accurate measure of the knowledge generated by research and a proper picture of the 
societal impact of research (National Research Council, 2014). For example, most 
“conventional metrics for social impacts focus on economics or wealth creation, such as patents or technology 
transfer. These kinds of metrics are less appropriate for many scholarly fields, and miss the specific social con-
cerns or needs that researchers aim to address” (Hicks et al., 2018, p. 1). 
The popularity of qualitative case studies for capturing and demonstrating research impact is a response to the lack of 
appropriate metrics for measuring societal impact. However, case studies are biased in that they only report success 
stories, while failure stories learned from research can also be useful, at the very least for future research activities 
(Raftery et al., 2016).
According to Moed (2017), the increasing focus of governments and public funders on measuring the societal impact of 
research is an important driver of the use of altmetrics. Significant attention to altmetrics for societal impact measure-
ment has been evidenced since 2010 (Blümel; Gauch; Beng, 2017). Two main lines of research in altmetrics exist. 
- The first line of research investigates the extent to which scholarly publications are shared and used on social media. 
- The second type of research deals with the comparison of altmetrics data with traditional metrics such as citations 
(Blümel et al., 2017). 
Although many studies have dealt with the question of the meaning of altmetrics (by correlating them with traditional 
metrics), these studies do not clearly reveal what is being measured by altmetrics. It is 
“not clear what general conclusions can be drawn when an article is frequently mentioned within the social web” 
(Barthel; Tönnies; Köhncke; Siehndel; Balke, 2015). 
For example, it is not evident what conclusions can be drawn from a publication that has been saved or bookmarked on 
Mendeley libraries (Zahedi; Costas; Wouters, 2014). Altmetrics might measure attention (Konkiel et al., 2016; Moed, 
2017), popularity (Xia et al., 2016) or public engagement (Khazragui; Hudson, 2015) rather than societal impact or aca-
demic quality (Konkiel et al., 2016).
Altmetrics may provide some perspectives about research 
popularity and the relevance of research to a broader pu-
blic (Moed; Halevi, 2015). Pulido, Redondo-Sama, Sor-
dé-Martí, and Flecha (2018) indicated that measuring 
impact based on tweets and Facebook posts may show 
people’s vague interest in certain pieces of research. Pulido et al. (2018) analysed the content of posts on Twitter and 
Facebook and showed that the number of posts on Twitter and Facebook are not good indications of societal impact. For 
example, no evidence of societal impact was observed for a research project with 403 tweets and 423 Facebook posts, but 
another project with fewer number of tweets (n = 62) and Facebook posts (n = 43) had two pieces of evidence of societal 
impact (Pulido et al., 2018).
Buttliere and Buder (2017) conducted a study to understand what meaning altmetrics and bibliometrics might indicate 
(e.g. quality, impact, and attention). They analysed a sample of approximately 33,000 papers from PLoS in 2014. Their 
results indicated 
“that there are at least two important underlying factors, which could generally be described as Scientific Atten-
Conclusions in research evaluation based 
on altmetrics data should be drawn with 
caution
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tion / Discussion (citations), General Attention / Discussion (views, tweets), and potentially Media Attention / 
Discussion (media mentions). The General Attention metric is correlated about 0.50 with both the Academic and 
Media factors, though the Academic and Media attention are only correlated with each other below 0.05. The 
overall best indicator of the dataset was the total lifetime views on the paper, which is also probably the easiest 
to game. The results indicate the need for funding bodies to decide what they value and how to measure it (e.g., 
types of attention, quality)” (Buttliere; Buder, 2017, p. 219). 
The difficulties in assigning meanings to altmetrics might point to a missing underlying theoretical framework (Taylor, 
2013b). For citations, the normative theoretical perspective (Merton, 1973) has been proposed on which evaluative 
bibliometrics is based; however, it is not clear what the theoretical roots of evaluative altmetrics are (Taylor, 2013b). An 
absence of construct validity of altmetrics is a related problem: 
“Construct validity refers to the degree to which a test measure (e.g. a reference count or an Altmetric score) 
measures what it claims or purports to be measuring (e.g. quality or social engagement)” (Rowlands, 2018, p. 4). 
According to the results of Bornmann, Haunschild, and Adams (2019), altmetrics do not measure what reviewers assess 
as societal impact. Altmetrics may capture unknown attention rather than societal impact. 
Bornmann, Haunschild, et al. (2019) used the MHq to investigate the convergent validity of altmetrics. The authors 
studied 
“the convergent validity of altmetrics by using two REF datasets: publications submitted as research output (PRO) 
to the REF and publications referenced in case studies (PCS)” (Bornmann; Haunschild; Adams, 2019, p. 325). 
Case studies, which are intended to demonstrate societal impact, should cite the most relevant research papers. The 
results of Bornmann, Haunschild, and Adams, (2019, p. 325) demonstrated 
“that news media as well as mentions on Facebook, in blogs, in Wikipedia, and in policy-related documents have 
higher MHq’ values for PCS than for PRO. Thus, the altmetrics indicators seem to have convergent validity for 
these data. In the second part of the analysis, altmetrics have been correlated with REF reviewers’ average scores 
on PCS. The negative or close to zero correlations question the convergent validity of altmetrics in that context.” 
Thus, the results of the study by Bornmann, Haunschild and Adams (2019, p. 325) revealed that altmetrics 
“may capture a different aspect of societal impact (which can be called unknown attention) to that seen by re-
viewers (who are interested in the causal link between research and action in society).” 
Two things might be concluded from the results: 
(1) altmetrics measure public (online) discussions, but not the societal impact of research. It seems that other indicators 
(e.g. patent citations) or qualitative approaches such as case studies are necessary. 
(2) Simple counts of data might not be the right way of analysing data from altmetrics sources for receiving meaningful 
results. Since the meta-data contain many information, other ways of analysing the data should be found.
Some researchers have pointed to the possibility of using network-based approaches for altmetrics (instead of simple 
counts) to indicate and visualize interactions with scholarly documents among the general public. Wouters et al. (2019, 
p. 702) have pointed to the importance of networks for showing 
“the relationships and interactions among the different actors.” 
The authors noted that hashtag coupling analysis can be used to see how scholarly articles on Twitter have been linked 
to specific and broader hashtags. Two hashtags (e.g. #openaccess and #OA) can make a couple when they are linked to 
a similar group of scholarly articles (Wouters et al., 2019). Hellsten and Leydesdorff (2020) introduced a network-based 
approach for analysing Twitter data by mapping the co-occurrences of hashtags and Twitter users (@usernames). They 
presented a network with three nodes including authors, actors (Twitter users), and topics. This approach has 
“the advantage of making it possible to map which users were addressed in connection with which topics” (Hell-
sten; Leydesdorff, 2020, p. 12).
In a follow-up study, Haunschild, Leydesdorff, Bornmann, Hellsten, and Marx (2019) proposed that the network analysis 
of Twitter data linked to publications can be used to discover public discussions about specific research topics. They used 
network analysis to compare the hashtags of tweeted publications (on climate change) with the author keywords of all 
publications. Haunschild et al. (2019) were mainly interested in understanding whether the topics discussed by people 
on Twitter about publications differed from the topics targeted in publications by authors (researchers). This study found 
that the shared topic on Twitter was about the consequences of climate change for people. 
“Twitter users are interested in climate change publications which forecast effects of a changing climate on the 
environment and to adaptation, mitigation and management issues rather than in the methodology of climate- 
change research and causes of climate change” (Haunschild et al., 2019, p. 695).
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Noyons and Ràfols (2018) proposed the use of overlay maps in order to demonstrate the societal engagement of re-
search fields. They investigated 
“whether and how mapping bibliometric methods combined with other data sources (e.g., mentions in news and 
policy) can also be useful for mapping potential societal engagement of research fields” (Noyons; Ràfols, 2018, 
p. 1050). 
To demonstrate this approach, Noyons and Ràfols (2018) overlaid the proportion of agriculture research cited in policy 
documents and news by using the VOSviewer software (see https://www.vosviewer.com).
Noyons and Ràfols (2018, p. 1055) indicated that 
“policy engagement is primarily observed in the social and behavioural sciences and health areas of agriculture, 
but also in soil and climate related areas.” 
The results of this study also demonstrated that 
“news interest mainly is focused on (mental) health research and food within agriculture research” (Noyons; 
Ràfols, 2018, p. 1055).
Another approach was proposed by Noyons (2018) and Noyons (2019), called area-based connectedness (ABC). It de-
pends on the network analysis of publications of a journal or a set of articles. This method investigates the connected-
ness of research to different dimensions (Noyons, 2019, p. 11):
- “News (papers being mentioned in news items).
- Policy (papers being mentioned in policy documents).
- Industry R&D (industry authorship).
- Technological or commercial application (papers cited in patents).
- Local scope (papers in local languages, not in English).”
According to this method, in order to measure the connectedness of a specific publication set (journal), the number 
of publications from the set is counted that exist in each of over 4,000 research areas of science. These 4,000 research 
areas have been identified by a classification approach developed by the Centre for Science and Technology Studies 
(CWTS, Leiden University). Using the VOSviewer software a map is created for the set (the journal) in order to demons-
trate the distribution of its publications across those 4,000 areas. The output of a journal will then be characterized 
“by the connectedness of the areas in each dimension, which means that the connectedness of a journal is the 
average of the sum of the product of the number of publications in an area and the score on a dimension in an 
area (weighted average). The final connectedness on each dimension will then be compared to the overall ave-
rage of connectedness of that dimension” (Noyons, 2019, p. 15).
Figure 1. Landscape of science (data: WoS 2000-2017). The size of the nodes represents the number of publications in The Lancet (2014-2017). Source: 
Noyons (2019, p. 18).
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For example, Noyons (2019) 
illustrated the distribution of The 
Lancet publications (n = 2815) across 
the 4,000 research areas (see Figure 
1). In Figure 1, the colours represent 
four main science fields: Green: 
biomedical and health sciences; 
Yellow: life and earth sciences; 
Purple: mathematics and computer 
science; Blue: physical sciences and 
engineering, Red: social sciences 
and humanities (see https://www.
leidenranking.com/information/
fields) 
Noyons (2019) then showed the 
connectedness of The Lancet pub-
lications in five dimensions of news, policy, industry, technological and commercial application, and local scope (see 
Figure 2). Figure 2 shows a high connectedness of The Lancet publications on the policy dimension: it is approximately 4 
times above the baseline (i.e. average). The news dimension and the local interest dimension are also above the average 
(Noyons, 2019).
5. Conclusions
This review began by presenting various efforts and developments during recent years with regard to societal impact 
measurements. We outlined that this area of research evaluation faces many problems (e.g. attribution and timeline), 
which differentiates it from the area of impact measurements on academia: for the latter, standard approaches have 
been established based on citation data, and new developments are more than welcome, such as indicators that mea-
sure the novelty (Bornmann; Tekles; Zhang; Fred, 2019) or disruptiveness of research (Wu; Wang; Evans, 2019). Since 
there is still a lack of standard methodologies, tools, metrics, and (data collection) processes for evaluating the societal 
impact of research, the use of case studies is the favoured approach in many research evaluation processes. Standard 
approaches in this area based on quantitative data, which might result in reliable and useful findings, refer to specific 
applications such as patent citations or citations in clinical guidelines.
Case studies seem to be appropriate resources for captu-
ring and demonstrating the societal impact of research. 
With case studies, research can be evaluated by panel 
experts and/or the target groups who are the intended 
beneficiaries of the research findings. It is an advantage 
of case studies that a specific outline is given as to the 
area of society in which research was (or will be) useful. In many quantitative societal impact measurements based on 
altmetrics data, however, this is not clear: the measurements usually start with past research and a calculation of its 
broad impact, e.g. based on Twitter data. In these measurements, the areas of usefulness of research are scarcely of 
interest, what counts is broad impact reflected in corresponding data. This review indicates that it should be relevant for 
societal impact measurements to be oriented towards pressing societal problems. Thus, we propose that societal impact 
measurements do not follow the premise 
“it’s all right as long as any broad impact (reflected in altmetrics data) is right” (measured by altmetrics)
but that pressing societal problems are used as basis for assessing the usefulness of research. In recent years, many lists 
have been published with societal needs, which can be used as basis for impact measurements in research evaluation 
(see section ‎2.5).
Although in this review we recommend going beyond simple counting of tweets, mentions, etc., in research evaluation, 
some altmetrics sources, particularly Mendeley data, might be useful in this regard. These sources are suitable for calcu-
lating indicators based on counts, since it is possible to measure impact on certain status groups (e.g. students and pro-
fessors). When using these altmetrics counts, however, field- and user-specific differences should be considered (since 
systematic field- and user-specific differences can be observed in the data). Similar to citations in bibliometrics, altme-
trics data such as Mendeley reader counts can be field- 
and user-normalized using standard approaches from 
bibliometrics. Applying these approaches, it is possible 
to measure the impact of research in a target-specific 
way. For example, the field- and time-normalized impact 
Figure 2. Area-based connectedness to society profile of The Lancet (2014-2017). Source: Noyons 
(2019, p. 19).
There is still a lack of standard methodo-
logies, tools, metrics, and data collection 
processes for evaluating the societal im-
pact of research
Societal impact measurements should 
be oriented towards pressing societal 
problems
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of papers published by researchers from a university can 
be measured on students, journalists or professors. The 
resulting indicator scores show whether the impact is 
below or above the worldwide average.
The identification of the target group is of high importance in societal impact measurement studies. Bornmann and 
Haunschild (2017) stated that in bibliometrics, the target group is clearly defined (researchers who publish scholarly 
works) and thus, bibliometrics is successful in the measurement of research impact. In contrast, the metrics used to 
mea sure the societal impact are intended to broadly measure all areas in a society, such as environment, culture, po-
litics, economics, and health. Similar to citations that are target-oriented (citations measure the impact on scholarly 
works), the target group (the people who benefit from the results of scholarly works) for altmetrics can (should) also be 
clearly determined and defined (Bornmann; Haunschild, 2017).
Altmetrics data such as social media data, although already extensively used for research evaluation, might mainly show 
public interest, attention, and discussion of scholarly works rather than their societal impact. In our view, the literature 
in recent years makes it clear that altmetrics data in general are not able to reveal impact of research on society which is 
observable in concrete activities in specific areas. This depth in the interpretation of the usefulness of research cannot be 
achieved by using altmetrics data in research evaluation. Today, the favoured approach for assessing the usefulness of re-
search for society is the case studies approach. Recent altmetrics research revealed that measuring interest, attention, and 
discussion does not have to be restricted to simple counts, but can be widened to network (or overlay) approaches showing 
relationships and dependencies (see Haunschild et al., 2019). Since these approaches have been introduced very recently, 
future research will show whether or not they will be fruitfully for research evaluation purposes.
In our view, scientometrics research on societal impact 
measurements is still at an early stage (although these 
measurements are already part of many research eva-
luation processes). The necessity of research is espe-
cially pressing in the altmetrics area. Here, the danger 
today is that huge pools of data are available that are 
waiting to be analysed and applied in research evaluation. However, in many cases, the usefulness of the results for 
assessing countries, institutions or researchers based on the data is questionable. Thus, we would like to follow Robin-
son-García et al. (2014, p. 364) who suggested 
“that more research is needed for understanding the methodologies for retrieving valid and reliable altmetrics 
data. In the same line, the selection of social media sources must be rigorous and critical, attending to its use 
within the different communities and audiences and avoiding potential discipline or language biases.”
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