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Abstract
The article presents four identities containing the differential operator ∂ ± = [∂ /∂ t ,±∇] also known as
four-divergence. These equations are used to prove the invariance of wave equation under orthogonal paravector
transformations. Moreover, the transformation of equations containing operators ∂ ± under the rotation of
reference frame has been presented.
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Introduction
Although from the very beginning of the creation of the Special Theory of Relativity (STR) researchers tried
to use various mathematical tools to describe the relativistic phenomenons, the mainstream of theoretical
physics went in the direction of tensor calculus. It is a formalism that requires extensive mathematical knowledge
and proficiency. Operations on vectors, even when they are more than 3-dimensional, are conceivable as
opposed to the manipulation of rates, which is why many authors still try to describe the Theory of Relativity
using more friendly tools. For some time now there have appeared a lot of articles on the STR, whose authors use
the quaternion algebra, geometric algebra or paravectors, which proves that the tensor calculus has not been
accepted by all as the best language for this branch of physics.
J.L.Synge [5] (1972) tried to use complex quaternions to present Maxwell’s equations. At the same time, a
lot of articles on relativistic physics were written by David Hestenes [3] using Grassman Algebra. Following him,
but using the paravectors, was William Baylis who showed that paravectors and multivectors belong to different
representations of the same algebra [1]. Pedagogical experience of Professor William Baylis [2] shows that the STR
taught in paravector formalism is much faster and more easily absorbed by the students than when he taught
it traditionally. This means that this formalism is more intuitive, and therefore it suited better to describe the
relativistic phenomena then tensor calculus.
This work is a continuation of my article „Algebra of paravectors” where paravectors are shown in such a
way that everyone can imagine them as vectors. With the operation of summation paravectors create a unitary
space over the field of complex numbers. Although it is a very important difference compared to the commonly
applied definition of the scalar product (the product of paravector with itself is not a real positive number but is a
complex number!), the analogy is so clear that I decided to leave the name commonly used in linear algebra. From
the point of view of algebra paravectors together with summation and multiplication create a ring with identity,
due to which they have some characteristics of numbers.
In the current paper there are shown simple methods of transformation of the expressions containing
differential operator under the linear transformation described by paravector. The identities containing the
operator of spatio-temporal differentiation will be proved through which, in turn, invariance of wave equation
will be shown under orthogonal transformations. Next, I will show how these equations are transformed under an
1
Euclidean rotation. I will not interpret the results from the physics point of view nor will I analyse the physical
sense of the domain or complex space. I treat the subject as pure mathematics to be used in the next works
undertaking more practical problems. At the moment I can only say that the complex space-time, although
similar to the Euclidean one, has a different structure, but is not Minkowski space either. Therefore, the results
will come gradually.
Before reading this work, it is recommend to read the article „Algebra of paravectors”[4].
1 The spatio-temporal differential operator.
Since we do not know yetwhat restrictions should be put on the differentiation so it would not be in conflict
with physics, we apply the most general assumption: The domain of the paravector function is a complex space-
time. It means that both time and space are complex. Having to put some assumptions is evidenced by the fact
that the differentiation of time should have other rules than the differentiation of space if only because time doesn’t
flinch. Determining when, why and what assumptions we need to put requires a thorough examination, but the
subject is so vast that it will be discussed gradually in subsequent publications.
In conclusion of the article „Algebra of paravectors” it was mentioned that some paravectors are additive,
and others are not, in spite of the same construction. The additive ones are called traditionally: 4-vectors and are
denoted with a capital doubled letter or featured as a columnmatrix in parentheses, for example:
X :=

∆t
∆x

(1)
Non-additive paravectors which we can only multiply are denoted by a capital letter or presented as a
column array in square brackets, for example:
Γ :=

α
β

=

a + i d
b+ ic

(2)
Definition 1.1. The spatio-temporal differential operator (or 4-divergence) we call the paravector:
∂ :=

∂
∂ t
∇

We call the 4-gradient operator reversed to the 4-divergence, or:
∂ − =

∂
∂ t
−∇

Let A(X ) be an analytic paravector function defined on the set C 1+3. The spatio-temporal differential
operator works on the function A(X ) as follows:
∂ A(X ) =

∂
∂ t
∇

ϕ(X )
Φ(X )

=

∂ ϕ
∂ t
+∇Φ
∂ Φ
∂ t
+∇ϕ+ i∇×Φ

(3)
Example 1.1. In this notation the equations of electricity and magnetism in a vacuum has a form:
1
ε0

ρ
−j/c

=

∂
c∂ t
∇

0
E+ i cB

i

0
E+ i cB

=

∂
c∂ t
−∇

ϕ
−cA

(4)
After the operation as in equation (3) on the left side of (4) we obtain Maxwell’s equations in a vacuum, and
on the right side we get conditions so that the field around charges should describe a system of wave equations:
(
∂ 2
∂ t 2
−∇
2)

ϕ
−cA

=

∂
c∂ t
∇

∂
c∂ t
−∇

ϕ
−cA

=
1
ε0

ρ
−j/c

(5)
2
From the articles of Professor William Baylis and by the example above, one can see that the paravectors
calculus is firmly rooted in physics and therefore it should be looked at it more closely from the mathematical
point of view, so that this mathematics could be later applied in practice.
2 Properties of the operator ∂
Theorem2.1. If paravector function A(X ) is analytic and additive, then
∂ [A1(X )+A2(X )] = ∂ A1(X )+ ∂ A2(X ) (6)
Proof. It is due to the fact that the derivative, gradient, divergence and curl keep the additivity of function.
Theorem 2.2. Let the scalar function ρ(x ) and the paravector function A(X ) be analytic and defined on the set
C 1+3, then
∂ [ρ(X )A(X )] = [∂ ρ(X )]A(X )+ρ(X )[∂ A(X )] (7)
Proof.
∂ [ρ(X )A(X )] =

∂
∂ t
∇

ρ(X )ϕ(X )
ρ(X )Φ(X )

=

∂ (ρϕ)
∂ t
+∇(ρΦ)
∂ (ρΦ)
∂ t
+∇(ρϕ)+ i∇× (ρΦ)

=
=

∂ ρ
∂ t
ϕ+ρ
∂ ϕ
∂ t
+Φ∇ρ+ρ∇Φ
∂ ρ
∂ t
Φ+ρ ∂Φ
∂ t
+ϕ∇ρ+ρ∇ϕ+ iρ(∇×Φ)+ i (∇ρ)×Φ

=

∂ ρ
∂ t
ϕ+Φ∇ρ
∂ ρ
∂ t
Φ+ϕ∇ρ+ i (∇ρ)×Φ

+

ρ
∂ ϕ
∂ t
+ρ∇Φ
ρ ∂ Φ
∂ t
+ρ∇ϕ+ iρ(∇×Φ)

=
=

∂ ρ
∂ t
∇ρ

ϕ
Φ

+ρ

∂
∂ t
∇

ϕ
Φ

The operator ∂ − holds similar property.
Note: Despite some similarities between the operator ∂ and the derivative of function of one variable, the
properties of differential operator are not as extensive, for example:
• The formula (7) is not true for the product of two paravector functions.
• If on the left-hand side of the equation (7) we reorder the scalar and paravector function, we can not do it on
the right side.
Below, four identities will be shown by means of which one can show how to change the equation
containing the spatio-temporal differential operator by the paravector transformation. The proofs are not
complicated but are somewhat tedious, so we bring forth in detail only the first and third identities. I will take the
reader a shortcut while proving the second one and will leave fourth one for self-proving.
Theorem2.3. Suppose that A(X ) is a paravector analytic function defined on the set C 1+3 and let the non-singular
paravector Γ determine the automorphism in the set C 1+3 so that X ′ =ΓX , then the following identities are true:
1. ∂ A(X ) = ∂ ′ΓA(Γ−1X ′)
2. ∂ −A (X ) = Γ−∂ ′−A
 
Γ−1X ′

Proof.
Let’s expand the equation X ′ =ΓX :
3
t ′ =αt +xβx + y βy + zβz
x ′ = t βx +αx − i y βz + i zβy
y ′ = t βy + i xβz +αy − i zβx
z ′ = t βz − i xβy + i y βx +αz
1. We transform the differential expression ∂ A(X )
∂ A(X ) = ∂ A(Γ−1ΓX ) = ∂ A(Γ−1X ′) =

∂
∂ t
∇

ϕ(Γ−1X ′)
Φ(Γ−1X ′)

=

∂ ϕ′
∂ t
+∇Φ′
∂ Φ′
∂ t
+∇ϕ′+ i∇×Φ′

(8)
where the prime at the symbol of a function means that the argument is the phase Γ−1X ′.
Using the formula for the derivative of the composite function we get:
∂ ϕ′
∂ t
=
∂ ϕ′
∂ t ′
∂ t ′
∂ t
+
∂ ϕ′
∂ x ′
∂ x ′
∂ t
+
∂ ϕ′
∂ y ′
∂ y ′
∂ t
+
∂ ϕ′
∂ z ′
∂ z ′
∂ t
=
∂ ϕ′
∂ t ′
α+
∂ ϕ′
∂ x ′
βx +
∂ ϕ′
∂ y ′
βy +
∂ ϕ′
∂ z ′
βz =
∂ ϕ′
∂ t ′
α+β∇′ϕ′ (9)
∇Φ′ =
∂ Φ′
x
∂ t ′
∂ t ′
∂ x
+
∂ Φ′
x
∂ x ′
∂ x ′
∂ x
+
∂ Φ′
x
∂ y ′
∂ y ′
∂ x
+
∂ Φ′
x
∂ z ′
∂ z ′
∂ x
+
+
∂ Φ′y
∂ t ′
∂ t ′
∂ y
+
∂ Φ′y
∂ x ′
∂ x ′
∂ y
+
∂ Φ′y
∂ y ′
∂ y ′
∂ y
+
∂ Φ′y
∂ z ′
∂ z ′
∂ y
+
+
∂ Φ′
z
∂ t ′
∂ t ′
∂ z
+
∂ Φ′
z
∂ x ′
∂ x ′
∂ z
+
∂ Φ′
z
∂ y ′
∂ y ′
∂ z
+
∂ Φ′
z
∂ z ′
∂ z ′
∂ z
=
=
∂ Φ′
x
∂ t ′
βx +
∂ Φ′
x
∂ x ′
α +iβz
∂ Φ′
x
∂ y ′
−iβy
∂ Φ′
x
∂ z ′
+
+
∂ Φ′y
∂ t ′
βy −iβz
∂ Φ′y
∂ x ′
+
∂ Φ′y
∂ y ′
α +iβx
∂ Φ′y
∂ z ′
+
+
∂ Φ′z
∂ t ′
βz +iβy
∂ Φ′z
∂ x ′
−iβx
∂ Φ′z
∂ y ′
+
∂ Φ′z
∂ z ′
α=
=β
∂Φ′
∂ t ′
+α∇′Φ′− iβ
 
∇
′
×Φ′

=β
∂Φ′
∂ t ′
+α∇′Φ′+∇′i
 
β ×Φ′

(10)
∇ϕ′ =


∂ ϕ′
∂ t ′
∂ t ′
∂ x
+
∂ ϕ′
∂ x ′
∂ x ′
∂ x
+
∂ ϕ′
∂ y ′
∂ y ′
∂ x
+
∂ ϕ′
∂ z ′
∂ z ′
∂ x
∂ ϕ′
∂ t ′
∂ t ′
∂ y
+
∂ ϕ′
∂ x ′
∂ x ′
∂ y
+
∂ ϕ′
∂ y ′
∂ y ′
∂ y
+
∂ ϕ′
∂ z ′
∂ z ′
∂ y
∂ ϕ′
∂ t ′
∂ t ′
∂ z
+
∂ ϕ′
∂ x ′
∂ x ′
∂ z
+
∂ ϕ′
∂ y ′
∂ y ′
∂ z
+
∂ ϕ′
∂ z ′
∂ z ′
∂ z

=


∂ ϕ′
∂ t ′
βx +
∂ ϕ′
∂ x ′
α+ iβz
∂ ϕ′
∂ y ′
− iβy
∂ ϕ′
∂ z ′
∂ ϕ′
∂ t ′
βy − iβz
∂ ϕ′
∂ x ′
+
∂ ϕ′
∂ y ′
α+ iβx
∂ ϕ′
∂ z ′
∂ ϕ′
∂ t ′
βz + iβy
∂ ϕ′
∂ x ′
− iβx
∂ ϕ′
∂ y ′
+
∂ ϕ′
∂ z ′
α

=
=β
∂ ϕ′
∂ t ′
+α∇′ϕ′+ i
 
∇
′ϕ′

×β =β
∂ ϕ′
∂ t ′
+α∇′ϕ′+ i∇′×
 
βϕ′

(11)
∂Φ′
∂ t
+ i∇×Φ′ =
∂ Φ′
∂ t
+ i


∂ Φ′
z
∂ y
−
∂ Φ′y
∂ z
∂ Φ′
x
∂ z
−
∂ Φ′
z
∂ x
∂ Φ′
y
∂ x
−
∂ Φ′x
∂ y

=
=


∂ Φ′
x
∂ t ′
∂ t ′
∂ t
+
∂ Φ′
x
∂ x ′
∂ x ′
∂ t
+
∂ Φ′
x
∂ y ′
∂ y ′
∂ t
+
∂ Φ′
x
∂ z ′
∂ z ′
∂ t
∂ Φ′
y
∂ t ′
∂ t ′
∂ t
+
∂ Φ′
y
∂ x ′
∂ x ′
∂ t
+
∂ Φ′
y
∂ y ′
∂ y ′
∂ t
+
∂ Φ′
y
∂ z ′
∂ z ′
∂ t
∂ Φ′z
∂ t ′
∂ t ′
∂ t
+
∂ Φ′z
∂ x ′
∂ x ′
∂ t
+
∂ Φ′z
∂ y ′
∂ y ′
∂ t
+
∂ Φ′z
∂ z ′
∂ z ′
∂ t

+
+i


∂ Φ′
z
∂ t ′
∂ t ′
∂ y
+
∂ Φ′
z
∂ x ′
∂ x ′
∂ y
+
∂ Φ′
z
∂ y ′
∂ y ′
∂ y
+
∂ Φ′
z
∂ z ′
∂ z ′
∂ y
−
∂ Φ′y
∂ t ′
∂ t ′
∂ z
−
∂ Φ′y
∂ x ′
∂ x ′
∂ z
−
∂ Φ′y
∂ y ′
∂ y ′
∂ z
−
∂ Φ′y
∂ z ′
∂ z ′
∂ z
∂ Φ′
x
∂ t ′
∂ t ′
∂ z
+
∂ Φ′
x
∂ x ′
∂ x ′
∂ z
+
∂ Φ′
x
∂ y ′
∂ y ′
∂ z
+
∂ Φ′
x
∂ z ′
∂ z ′
∂ z
−
∂ Φ′
z
∂ t ′
∂ t ′
∂ x
−
∂ Φ′
z
∂ x ′
∂ x ′
∂ x
−
∂ Φ′
z
∂ y ′
∂ y ′
∂ x
−
∂ Φ′
z
∂ z ′
∂ z ′
∂ x
∂ Φ′
y
∂ t ′
∂ t ′
∂ x
+
∂ Φ′
y
∂ x ′
∂ x ′
∂ x
+
∂ Φ′
y
∂ y ′
∂ y ′
∂ x
+
∂ Φ′
y
∂ z ′
∂ z ′
∂ x
−
∂ Φ′
x
∂ t ′
∂ t ′
∂ y
−
∂ Φ′
x
∂ x ′
∂ x ′
∂ y
−
∂ Φ′
x
∂ y ′
∂ y ′
∂ y
−
∂ Φ′
x
∂ z ′
∂ z ′
∂ y

=
4
=

∂ Φ′
x
∂ t ′
α+
∂ Φ′
x
∂ x ′
βx +
∂ Φ′
x
∂ y ′
βy +
∂ Φ′
x
∂ z ′
βz
∂ Φ′
y
∂ t ′
α+
∂ Φ′
y
∂ x ′
βx +
∂ Φ′
y
∂ y ′
βy +
∂ Φ′
y
∂ z ′
βz
∂ Φ′
z
∂ t ′
α+
∂ Φ′
z
∂ x ′
βx +
∂ Φ′
z
∂ y ′
βy +
∂ Φ′
z
∂ z ′
βz

+ i


∂ Φ′z
∂ t ′
βy − iβz
∂ Φ′z
∂ x ′
+
∂ Φ′z
∂ y ′
α+ iβx
∂ Φ′z
∂ z ′
−
∂ Φ′
y
∂ t ′
βz − iβy
∂ Φ′
y
∂ x ′
+ iβx
∂ Φ′
y
∂ y ′
−
∂ Φ′
y
∂ z ′
α
∂ Φ′x
∂ t ′
βz + iβy
∂ Φ′x
∂ x ′
− iβx
∂ Φ′x
∂ y ′
+
∂ Φ′x
∂ z ′
α−
∂ Φ′z
∂ t ′
βx −
∂ Φ′z
∂ x ′
α− iβz
∂ Φ′z
∂ y ′
+ iβy
∂ Φ′z
∂ z ′
∂ Φ′y
∂ t ′
βx +
∂ Φ′y
∂ x ′
α+ iβz
∂ Φ′y
∂ y ′
− iβy
∂ Φ′y
∂ z ′
−
∂ Φ′
x
∂ t ′
βy + iβz
∂ Φ′
x
∂ x ′
−
∂ Φ′
x
∂ y ′
α− iβx
∂ Φ′
x
∂ z ′

=
=α
∂ Φ′
∂ t ′
+ iα∇′×Φ′− i
∂Φ′
∂ t ′
×β +(∇′βΦ′)+∇′× (Φ′×β ) (12)
Substituting partial results (9) - (12) into the equation (8) we receive

∂
∂ t
∇

ϕ(X )
Φ(X )

=

 ∂ (αϕ′+βΦ ′)∂ t ′ +∇′  βϕ′+αΦ′+ iβ ×Φ′
∂
∂ t ′
 
βϕ′+αΦ′+ iβ ×Φ′

+∇′
 
αϕ′+βΦ′

+ i∇′×
 
βϕ′+αΦ′+ iβ ×Φ′


=

∂
∂ t ′
∇′

(

α
β

ϕ′
Φ′

),
which completes the proof of 1st identity.
2. To prove the truth of the identity ∂ −A (X ) = Γ−∂ ′−A
 
Γ−1X ′

, we must use the formulas (9) - (11), and
instead of (12) wemust prove that:
∂ Φ′
∂ t
− i∇×Φ′ =α
∂Φ′
∂ t ′
− iα∇′×Φ′− iβ ×
∂Φ′
∂ t ′
+β (∇′Φ′)+β × (∇′×Φ′)
Theorem2.4. Suppose that A(X ) is a paravector analytic function defined on the set C 1+3 and let the non-singular
paravector Γ determine the automorphism in the set C 1+3 so that X ′ = XΓ, then the following identities are true:
1. ∂ A (X ) = Γ∂ ′A
 
X ′Γ−1

2. ∂ −A (X ) = ∂ ′−Γ−A
 
X ′Γ−1

Proof.
Let’s expand the equation X ′ = XΓ :
t ′ =αt +xβx + y βy + zβz
x ′ = t βx +αx + i y βz − i zβy
y ′ = t βy − i xβz +αy + i zβx
z ′ = t βz + i xβy − i y βx +αz
1. We transform the differential expression ∂ A(X )
∂ A(X ) = ∂ A(XΓΓ−1) = ∂ A(X ′Γ−1) =

∂
∂ t
∇

ϕ(X ′Γ−1)
Φ(X ′Γ−1)

=

∂ ϕ′
∂ t
+∇Φ′
∂ Φ′
∂ t
+∇ϕ′+ i∇×Φ′

(13)
where the prime at the symbol of a function means that the argument is the phase X ′Γ−1
Using the formula for the derivative of the composite function we get:
∂ ϕ′
∂ t
=
∂ ϕ′
∂ t ′
∂ t ′
∂ t
+
∂ ϕ′
∂ x ′
∂ x ′
∂ t
+
∂ ϕ′
∂ y ′
∂ y ′
∂ t
+
∂ ϕ′
∂ z ′
∂ z ′
∂ t
=
∂ ϕ′
∂ t ′
α+
∂ ϕ′
∂ x ′
βx +
∂ ϕ′
∂ y ′
βy +
∂ ϕ′
∂ z ′
βz =
∂ ϕ′
∂ t ′
α+β∇′ϕ′ (14)
5
∇Φ′ =
∂ Φ′
x
∂ t ′
∂ t ′
∂ x
+
∂ Φ′
x
∂ x ′
∂ x ′
∂ x
+
∂ Φ′
x
∂ y ′
∂ y ′
∂ x
+
∂ Φ′
x
∂ z ′
∂ z ′
∂ x
+
+
∂ Φ′
y
∂ t ′
∂ t ′
∂ y
+
∂ Φ′
y
∂ x ′
∂ x ′
∂ y
+
∂ Φ′
y
∂ y ′
∂ y ′
∂ y
+
∂ Φ′
y
∂ z ′
∂ z ′
∂ y
+
+
∂ Φ′z
∂ t ′
∂ t ′
∂ z
+
∂ Φ′z
∂ x ′
∂ x ′
∂ z
+
∂ Φ′z
∂ y ′
∂ y ′
∂ z
+
∂ Φ′z
∂ z ′
∂ z ′
∂ z
=
=
∂ Φ′
x
∂ t ′
βx +
∂ Φ′
x
∂ x ′
α −iβz
∂ Φ′
x
∂ y ′
+iβy
∂ Φ′
x
∂ z ′
+
+
∂ Φ′
y
∂ t ′
βy +iβz
∂ Φ′
y
∂ x ′
+
∂ Φ′
y
∂ y ′
α −iβx
∂ Φ′
y
∂ z ′
+
+
∂ Φ′z
∂ t ′
βz −iβy
∂ Φ′z
∂ x ′
+iβx
∂ Φ′z
∂ y ′
+
∂ Φ′z
∂ z ′
α=
=β
∂Φ′
∂ t ′
+α∇′Φ′+ iβ
 
∇
′
×Φ′

(15)
∇ϕ′ =


∂ ϕ′
∂ t ′
∂ t ′
∂ x
+
∂ ϕ′
∂ x ′
∂ x ′
∂ x
+
∂ ϕ′
∂ y ′
∂ y ′
∂ x
+
∂ ϕ′
∂ z ′
∂ z ′
∂ x
∂ ϕ′
∂ t ′
∂ t ′
∂ y
+
∂ ϕ′
∂ x ′
∂ x ′
∂ y
+
∂ ϕ′
∂ y ′
∂ y ′
∂ y
+
∂ ϕ′
∂ z ′
∂ z ′
∂ y
∂ ϕ′
∂ t ′
∂ t ′
∂ z
+
∂ ϕ′
∂ x ′
∂ x ′
∂ z
+
∂ ϕ′
∂ y ′
∂ y ′
∂ z
+
∂ ϕ′
∂ z ′
∂ z ′
∂ z

=


∂ ϕ′
∂ t ′
βx +
∂ ϕ′
∂ x ′
α− iβz
∂ ϕ′
∂ y ′
+ iβy
∂ ϕ′
∂ z ′
∂ ϕ′
∂ t ′
βy + iβz
∂ ϕ′
∂ x ′
+
∂ ϕ′
∂ y ′
α− iβx
∂ ϕ′
∂ z ′
∂ ϕ′
∂ t ′
βz − iβy
∂ ϕ′
∂ x ′
+ iβx
∂ ϕ′
∂ y ′
+
∂ ϕ′
∂ z ′
α

=
=β
∂ ϕ′
∂ t ′
+α∇′ϕ′+ iβ ×
 
∇
′ϕ′

(16)
∂Φ′
∂ t
+ i∇×Φ′ =
∂ Φ′
∂ t
+ i


∂ Φ′z
∂ y
−
∂ Φ′y
∂ z
∂ Φ′
x
∂ z
−
∂ Φ′
z
∂ x
∂ Φ′
y
∂ x
−
∂ Φ′x
∂ y

=
=


∂ Φ′
x
∂ t ′
∂ t ′
∂ t
+
∂ Φ′
x
∂ x ′
∂ x ′
∂ t
+
∂ Φ′
x
∂ y ′
∂ y ′
∂ t
+
∂ Φ′
x
∂ z ′
∂ z ′
∂ t
∂ Φ′
y
∂ t ′
∂ t ′
∂ t
+
∂ Φ′
y
∂ x ′
∂ x ′
∂ t
+
∂ Φ′
y
∂ y ′
∂ y ′
∂ t
+
∂ Φ′
y
∂ z ′
∂ z ′
∂ t
∂ Φ′z
∂ t ′
∂ t ′
∂ t
+
∂ Φ′z
∂ x ′
∂ x ′
∂ t
+
∂ Φ′z
∂ y ′
∂ y ′
∂ t
+
∂ Φ′z
∂ z ′
∂ z ′
∂ t

+
+i


∂ Φ′
z
∂ t ′
∂ t ′
∂ y
+
∂ Φ′
z
∂ x ′
∂ x ′
∂ y
+
∂ Φ′
z
∂ y ′
∂ y ′
∂ y
+
∂ Φ′
z
∂ z ′
∂ z ′
∂ y
−
∂ Φ′y
∂ t ′
∂ t ′
∂ z
−
∂ Φ′y
∂ x ′
∂ x ′
∂ z
−
∂ Φ′y
∂ y ′
∂ y ′
∂ z
−
∂ Φ′y
∂ z ′
∂ z ′
∂ z
∂ Φ′
x
∂ t ′
∂ t ′
∂ z
+
∂ Φ′
x
∂ x ′
∂ x ′
∂ z
+
∂ Φ′
x
∂ y ′
∂ y ′
∂ z
+
∂ Φ′
x
∂ z ′
∂ z ′
∂ z
−
∂ Φ′
z
∂ t ′
∂ t ′
∂ x
−
∂ Φ′
z
∂ x ′
∂ x ′
∂ x
−
∂ Φ′
z
∂ y ′
∂ y ′
∂ x
−
∂ Φ′
z
∂ z ′
∂ z ′
∂ x
∂ Φ′
y
∂ t ′
∂ t ′
∂ x
+
∂ Φ′
y
∂ x ′
∂ x ′
∂ x
+
∂ Φ′
y
∂ y ′
∂ y ′
∂ x
+
∂ Φ′
y
∂ z ′
∂ z ′
∂ x
−
∂ Φ′
x
∂ t ′
∂ t ′
∂ y
−
∂ Φ′
x
∂ x ′
∂ x ′
∂ y
−
∂ Φ′
x
∂ y ′
∂ y ′
∂ y
−
∂ Φ′
x
∂ z ′
∂ z ′
∂ y

=
=


∂ Φ′
x
∂ t ′
α+
∂ Φ′
x
∂ x ′
βx +
∂ Φ′
x
∂ y ′
βy +
∂ Φ′
x
∂ z ′
βz
∂ Φ′
y
∂ t ′
α+
∂ Φ′
y
∂ x ′
βx +
∂ Φ′
y
∂ y ′
βy +
∂ Φ′
y
∂ z ′
βz
∂ Φ′z
∂ t ′
α+
∂ Φ′z
∂ x ′
βx +
∂ Φ′z
∂ y ′
βy +
∂ Φ′z
∂ z ′
βz

+ i


∂ Φ′
z
∂ t ′
βy + iβz
∂ Φ′
z
∂ x ′
+
∂ Φ′
z
∂ y ′
α− iβx
∂ Φ′
z
∂ z ′
−
∂ Φ′y
∂ t ′
βz + iβy
∂ Φ′y
∂ x ′
− iβx
∂ Φ′y
∂ y ′
−
∂ Φ′y
∂ z ′
α
∂ Φ′
x
∂ t ′
βz − iβy
∂ Φ′
x
∂ x ′
+ iβx
∂ Φ′
x
∂ y ′
+
∂ Φ′
x
∂ z ′
α−
∂ Φ′
z
∂ t ′
βx −
∂ Φ′
z
∂ x ′
α+ iβz
∂ Φ′
z
∂ y ′
− iβy
∂ Φ′
z
∂ z ′
∂ Φ′
y
∂ t ′
βx +
∂ Φ′
y
∂ x ′
α− iβz
∂ Φ′
y
∂ y ′
+ iβy
∂ Φ′
y
∂ z ′
−
∂ Φ′
x
∂ t ′
βy − iβz
∂ Φ′
x
∂ x ′
−
∂ Φ′
x
∂ y ′
α+ iβx
∂ Φ′
x
∂ z ′

=
=α
∂ Φ′
∂ t ′
+ iα∇′×Φ′+ iβ ×
∂ Φ′
∂ t ′
+β (∇′Φ′)−β × (∇′×Φ′) (17)
Substituting all the above partial results (14) - (17) into the equation (13) we obtain

∂
∂ t
∇

ϕ(X )
Φ(X )

=

 α

∂ ϕ′
∂ t ′
+∇′Φ′

+β

∇′ϕ′+ ∂ Φ
′
∂ t ′
+ i∇′×Φ′

α

∇′ϕ′+ ∂ Φ
′
∂ t ′
+ i∇′×Φ′

+β (
∂ ϕ′
∂ t ′
+∇′Φ′)+ iβ ×

∂ Φ′
∂ t ′
+∇′ϕ′+ i∇′×Φ′


=

α
β

∂
∂ t ′
∇′

ϕ′
Φ′

,
which completes the proof of the 1st identity of Theorem 2.4.
2. Proof of the identity ∂ −A (X ) = ∂ ′−Γ−A
 
X ′Γ−1

is left to the reader.
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Theorem 2.5. Let A(X ) be an analytic paravector function defined on the set C 1+3, then for each paravector Γ it is
true that:
1. ∂ [A (X )Γ] = [∂ A (X )]Γ
2. ∂ − [A (X )Γ] = [∂ −A (X )]Γ
Proof. 1.
∂ [A (X )Γ] =

∂
∂ t
∇

(

ϕ(X )
Φ(X )

α
β

) =

∂
∂ t
∇

αϕ(X )+Φ(X )β
αΦ(X )+βϕ(X )+ iΦ(X )×β

=
=

α ∂
∂ t
ϕ(X )+β ∂
∂ t
Φ(X )+α∇Φ(X )+β∇ϕ(X )+ i∇[Φ(X )×β ]
α ∂
∂ t
Φ(X )+β ∂
∂ t
ϕ(X )+α∇ϕ(X )+ i [ ∂
∂ t
Φ(X )×β +α∇×Φ(X )+∇ϕ(X )×β ]+∇[Φ(X )β ]−∇× [Φ(X )×β ]

,
hence, under property of the nabla operator we obtain
=

[ ∂
∂ t
ϕ(X )+∇Φ(X )]α+[ ∂
∂ t
Φ(X )+∇ϕ(X )+ i∇×Φ(X )]β
[ ∂
∂ t
Φ(X )+∇ϕ(X )+ i∇×Φ(X )]α+[ ∂
∂ t
ϕ(X )+∇Φ(X )]β + i [ ∂
∂ t
Φ(X )+∇ϕ(X )+ i∇×Φ(X )]×β

=
= [∂ A (X )]Γ
2. Similarly, as the proof of the equation 1.
Formulas of transformation of the field by the rotation of reference system X ′ = ΓXΓ−1 follow from above
results, where the rotationmeans a more general transformation then Euclidean rotation [4].
Example 2.1. Rotation of the observer in the field
Let Λ be an orthogonal paravector (ie. det λ = 1) and let the fields A(X ) and B (X ) satisfy the relationship
∂ A(X ) = B (X ), where X ∈C 1+3. The observer rotates:
∂ A(Λ−X ′Λ)= B (Λ−X ′Λ) , where X ′ =ΛXΛ−
In the turned frame the above equation has the form (by Theorems 2.3 and 2.4)
Λ−∂ ′ΛA(Λ−X ′Λ)= B (Λ−X ′Λ)
Multiplying this equation on the left-side by Λ and right-side by Λ−, on the basis of the Theorem 2.5, we
obtain an equation of the field after rotation.
∂ ′[ΛA(Λ−X ′Λ)Λ−] = Λ[B (Λ−X ′Λ)]Λ−,
Similarly for the reversed operator (4-gradient). The conclusion is obvious: If the observer turns to one
side, the field around it will turn by the same amount in the opposite direction.
3 Invariance of wave equation under orthogonal transformation.
Using the theorems 2.3 - 2.5, we can easily demonstrate the invariance of the wave equation A(X ) = B (X )
under the transformation represented by the orthogonal paravector. We can do this in four ways:
1. A(X ) = ∂ −∂ A(X ) = ∂ ′−Λ−Λ∂ ′A(X ′Λ−) =′A(X ′Λ−) = B (X ′Λ−), or
A(X ) = B (X ) ⇐⇒ ′A(X ′Λ−) = B (X ′Λ−) (18)
2. A(X ) = ∂ ∂ −A(X ) = Λ∂ ′∂ ′−[Λ−A(X ′Λ−)] = Λ′[Λ−A(X ′Λ−)] = B (X ′Λ−), hence
A(X ) = B (X ) ⇐⇒ ′[Λ−A(X ′Λ−)] = Λ−B (X ′Λ−) (19)
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3. A(X ) = ∂ −∂ A(X ) = Λ−∂ ′−∂ ′ [ΛA (Λ−X ′)] = Λ−′[ΛA(Λ−X ′)] = B (Λ−X ′), hence
A(X ) = B (X ) ⇐⇒ ′[ΛA(Λ−X ′)] = ΛB (Λ−X ′) (20)
4. A(X ) = ∂ ∂ −A(X ) = ∂ ′ΛΛ−∂ ′−A(Λ−X ′) =′A(Λ−X ′) = B (Λ−X ′), or
A(X ) = B (X ) ⇐⇒ ′A(Λ−X ′) = B (Λ−X ′) (21)
From the above relationships it can be seen that further discussion can be carried out in different directions.
In points 1 and 4 both the equation and the value of the function are invariant.
A ′ = A i B ′ = B
At points 2 and 3 the form of wave equation is invariant, while the values of the function of a field undergo
changes:
• contravariant
A ′ =Λ−A i B ′ =Λ−B
• or covariant
A ′ =ΛA i B ′ =ΛB
We encounter an interesting problem that goes beyond the established frame to show in this article, and
enters the field of physics, so its analysis will be presented in another paper.
As for the rotation of the observer in the field meeting the wave equation, we get the same result as in
example 2.1.
A(X ) = B (X ) ⇐⇒ ′Λ[A(Λ−X ′Λ)]Λ− =Λ[B (Λ−X ′Λ)]Λ−
Summary
The wave equation is one of the most important relationships in physics. It underlies the theory of the
electromagnetic field and relativistic quantum mechanics, and is applicable in all fields of physics. The
considerations presented above and simplicity of calculation show that the paravector calculus fits into this
equation naturally and so, it is also natural for relativistic physics. I will by trying to convince the reader in further
publications that it is so and that using paravectors we can take a different look at the seemingly well-known
phenomenons.
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