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Abstract
A new two-point iteration of order three is introduced to approximate a solution of a nonlinear operator equation in
Banach spaces. Under the same assumptions as for Newton's method, we provide a result on the existence of a unique
solution for the nonlinear equation, which is based on a technique consisting of a new system of recurrence relations.
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1. Introduction
We consider the problem of solving
F(x) = 0; (1)
where F : 
X ! Y is a nonlinear once Frechet dierentiable operator in an open convex domain

 of a Banach space X with values in a Banach space Y .
Multipoint methods are dened as iterations which use new information at a number of points.
A very restrictive condition on one-point iterations of order N is that they depend explicitly on the
rst N − 1 derivatives of F . This implies that their informational eciency is less than or equal
to unity. Neither of these restrictions need hold for multipoint methods, that is, for iterations which
sample F and its derivatives at a number of values of the independent variable.
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We derive a new family of two-step methods from one of the most famous one-point iterations
of order three, called the convex acceleration of Newton's method or the super-Halley method [2,4]:
G(x) = F 0(x)−1F 00(x)F 0(x)−1F(x);
xn+1 = xn − [I + 12G(xn)(I − G(xn))−1]F 0(xn)−1F(xn); n>0:
From Taylor's formula, we have
F 0(zn)  F 0(xn) + F 00(xn)(zn − xn);
where zn = xn + p(yn − xn) and p2 (0; 1]. We can now approximate
F 00(xn)(yn − xn)  1p [F
0(zn)− F 0(xn)]
and derive the two-point iteration function:
yn = xn − F 0(xn)−1F(xn);
H (xn; yn) =
1
p
F 0(xn)−1[F 0(xn + p(yn − xn))− F 0(xn)];
xn+1 = yn − 12H (xn; yn)[I + H (xn; yn)]−1(yn − xn); n>0; (2)
where p2 (0; 1], to approximate a zero x of (1).
Note that it is easy to check in the real case that iteration (2) is of order three at least. Moreover,
for the special choice of p = 23 , we obtain the Jarratt method whose order of convergence is four
(see [1]).
It is known [3,5] that for third-order iterations, necessary conditions for the convergence of (2)
can be established by assuming that the second Frechet derivative of F 00 is bounded and satises a
Lipschitz condition of the form:
k F 00(x)− F 00(y) k6L k x − y k; L>0; x; y2
: (3)
The aim of this paper is to prove the convergence of (2) by assuming only that F 0 satises
a Lipschitz condition together with a point condition. That is, under the same assumptions as for
Newton's method (see [1]), we provide a theorem on the existence of a unique solution for (1),
which is based on a technique consisting of a new system of recurrence relations. We also show an
example where our conditions are fullled and (3) fails.
We denote B(x; r) = fy2X ; k y − x k6rg and B(x; r) = fy2X ; k y − x k<rg.
2. Existence of a unique solution
Theorem 2.1. Let F be a continuously Frechet dierentiable operator in an open convex domain

X . Let x0 2
 be a point where the operator  0 = F 0(x0)−1 exists and
k  0 k6; k y0 − x0 k6; k F 0(x)− F 0(y) k6K k x − y k; x; y2
:
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We dene an= an−1f(an−1)2g(an−1) with a0 =K; f(x)=2(1− x)=(x2− 4x+2) and g(x)= x(x2−
8x + 8)=8(1− x)2. If we now denote
R=

1 +
a0
2(1− a0)

1
1−  with = 1=f(a0)
and
a0<r = 0:292246 : : : (4)
(r is the smallest positive root of the polynomial q(x)=2x4− 17x3 +48x2− 40x+8); and B(x0; R)
is contained in 
; then sequence (2) is well dened for p2 (0; 1]; it is contained in B(x0; R) and
converges to a solution x of (1). Furthermore; x is the unique solution of (1) in B(x0; (2=K)−
R) \ 
.
Proof. Note that the above hypotheses guarantee the existence of x1 in (2) and
k x1 − x0 k6

1 +
a0
2(1− a0)

k y0 − x0 k :
In addition, it can be shown without diculty that  1F 0(x0) exists and
k  1 k6f(a0) k  0 k :
Then x2 is dened. Taking into account (2), we have
 0F(x1) =−12 H (x0; y0)[I + H (x0; y0)]
−1(y0 − x0) +
Z x1
x0
 0[F 0(x)− F 0(x0)] dx
by Taylor's formula. So
k y1 − x1 k6f(a0)g(a0) k y0 − x0 k :
Furthermore,
K k  1 kk y1 − x1 k6a1 and k x2 − x1 k6

1 +
a1
2(1− a1)

k y1 − x1 k :
Finally, from (4) and f(a0)2g(a0)< 1 we have
a1 = a0f(a0)2g(a0)<a0:
Following an inductive procedure we can replace x1 by x2; x2 by x3 and, in general, xn−1 by xn
to conrm that  n exists and the following recurrence relations:
k  n k6f(an−1) k  n−1 k;
k yn − xn k6f(an−1)g(an−1) k yn−1 − xn−1 k;
k H (xn; yn) k6K k  n kk yn − xn k6an;
k xn+1 − xn k6

1 +
an
2(1− an)

k yn − xn k;
an <an−1:
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We can now prove that fxng is a Cauchy sequence. Observe that
1 +
an
2(1− an)

k yn − xn k6

1 +
a0
2(1− a0)

f(an−1)g(an−1) k yn−1 − xn−1 k
6   6

1 +
a0
2(1− a0)

k y0 − x0 k
n−1Y
j=0
f(aj)g(aj):
We now have
n−1Y
j=0
f(aj)g(aj)6
n−1Y
j=0
(2
j
) = (2
n−1)=2n
where = a1=a0< 1 and = 1=f(a0)< 1. So
k xn+m − xn k6 k xn+m − xn+m−1 k + k xn+m−1 − xn+m−2 k +   + k xn+1 − xn k
6

1 +
an+m−1
2(1− an+m−1)


n+m−2Y
j=0
f(aj)g(aj) +   
+

1 +
an
2(1− an)


n−1Y
j=0
f(aj)g(aj)
6

1 +
an
2(1− an)

((2
n+m−1−1)=2n+m−1 +   + (2n−1)=2n)
6

1 +
a0
2(1− a0)
(2n−1)=2

(2
n−1)=2 
n(1− m)
1−  : (5)
For n= 0, we obtain
k xm − x0 k <

1 +
a0
2(1− a0)

(1− m)
1−  <R:
Similarly, we have yn 2B(x0; R) for all n>0.
To see that x is a solution of F(x)=0, we have k  nF(xn) k! 0 as n!1. Taking into account
that k F(xn) k 6 k F 0(xn) kk  nF(xn) k and the sequence fk F 0(xn) kg is bounded, we infer that
k F(xn) k! 0 as n!1. We therefore obtain F(x) = 0 by the continuity of F .
To prove uniqueness, assume some other solution y of (1) in B(x0; (2=K)− R) \
. From the
approximation
0 =  0(F(y)− F(x)) =
Z 1
0
 0F 0(x + t(y − x)) dt(y − x);
we have to prove that the operator P =
R 1
0 F
0(x + t(y − x)) dt is invertible and then y = x.
Indeed, from
k  0 k
Z 1
0
k F 0(x + t(y − x))− F 0(x0) k dt 6 K
Z 1
0
k x + t(y − x)− x0 k dt
6 K
Z 1
0
((1− t) k x − x0 k + t k y − x0 k) dt
<
K
2

R+
2
K
− R

= 1;
it follows that P−1 exists.
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We now give an example where the conditions of Theorem 2.1 are satised but condition (3) is
not.
Example. Let us consider the system of equations F(x; y)=0 where F : [−1; 1] [−1; 1]! R2 such
that
F(x; y) = (x3 ln x2 + 2y − 116 ; x(y − 2)):
If we choose x0 = (0; 0), we observe that F does not satisfy condition (3).
On the other hand, we can apply Theorem 2.1, since
= k  0 k =12 ; = k y0 − x0 k = 132 ; K = 10
and consequently, a0 = K = 0:15625<r = 0:292246 : : : : As a result, we can only study the
convergence for this system of equations under the hypotheses of Theorem 2.1.
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