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a b s t r a c t
We analyze the simple greedy algorithm that iteratively removes the endpoints of a
maximum-degree edge in a graph, where the degree of an edge is the sum of the
degrees of its endpoints. This algorithm provides a 2-approximation to the minimum edge
dominating set andminimummaximal matching problems.We refine its analysis and give
an expression of the approximation ratio that is strictly less than 2 in the cases where the
input graph has n vertices and at least 
( n
2
)
edges, for  > 1/2. This ratio is shown to be
asymptotically tight for  > 1/2.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
While there exist sophisticated methods yielding approximate solutions to many NP-hard combinatorial optimization
problems, the methods that are the simplest to implement are often the most widely used. Among these methods, greedy
strategies are extremely popular and certainly deserve thorough analyses.
We study the worst-case approximation factor of a simple greedy algorithm for the following two NP-hard problems.
Definition 1 (Minimum Edge Dominating Set). input: A graph G = (V , E).
solution: A subsetM ⊆ E of edges such that each edge in E shares an endpoint with some edge inM .
measure: |M|.
Definition 2 (Minimum Maximal Matching). input: A graph G = (V , E).
solution: A subsetM ⊆ E of non adjacent edges such that each edge in E shares an endpoint with some edge inM .
measure: |M|.
It has been noted since long ago thatMinimum Edge Dominating Set (EDS) andMinimum Maximal Matching (MMM)
admit optimal solutions of the same size and that an optimal solution to EDS can be transformed in polynomial time into an
optimal solution toMMM [18], the converse transformation being trivial.
The algorithm that we analyze in this paper uses the degree of the edges, with the degree of an edge being the sum of
the degrees of its endpoints. It iteratively removes the highest-degree edge and updates the graph accordingly, as shown
in Algorithm 1. The algorithm returns a maximal matching, which provides a solution to both our problems. The algorithm
therefore guarantees exactly the same approximation ratios for the two problems.
I A preliminary version of this paper appeared in the Proceedings of the FourthWorkshop on Approximation and Online Algorithms (WAOA), 2006. This
work was partially supported by the Actions de Recherche Concertées (ARC) fund of the Communauté française de Belgique.∗ Corresponding author. Tel.: +32 2 6505599; fax: +32 2 6505609.
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Algorithm 1 The greedy algorithm.
res← ∅
while E(G) 6= ∅ do
e← argmaxe∈E(G) degG(e)
res← res ∪ {e}
for each edge f adjacent to e do
E(G)← E(G)\{f }
end for
E(G)← E(G)\{e}
end while
return res
It iswell-known that anymaximalmatchingM provides a 2-approximation forMMM, as each edge in the optimal solution
can cover at most two edges of M . Our algorithm is thus clearly a 2-approximation algorithm and is expected to return
small matchings as the greedy step always selects a high-degree edge. We however refine this analysis, and provide a tight
approximation factor as a function of the density of the graph.
1.1. Our contributions
We provide a new bound on the approximation ratio of the greedy heuristic for our problems in graphs with at least 
(n
2
)
edges (-dense graphs). This bound is asymptotic to 1/(1−√(1− )/2), which is smaller than 2when  is greater than 1/2.
We further provide a family of tight examples for our bound. No algorithm for -dense graphs with a better approximation
ratio than the one shown in this paper seems to be known.
1.2. Related works
TheMMM and EDS problems go back a longway. Both problems are already referred to in the classical work of Garey and
Johnson [11] on NP-completeness. Yannakakis and Gavril [18] then showed that EDS remains NP-hard when restricted to
planar or bipartite graphs of maximum degree 3, and gave a polynomial-time algorithm forMMM in trees. Additional hard
and polynomially solvable classes of graphs were then given by Horton et al. [13], andmuchmore recently by Demange and
Ekim [6]. A fundamental inapproximability result was given by Chlebìk and Chlebìkovà [5], who showed that it is NP-Hard
to approximate EDS (and hence also MMM) within any factor better than 7/6. They further show that EDS is NP-Hard to
approximate within any constant less than (7 + )/(6 + 2), in graphs with minimum degree at least n. Their proof can
easily be extended to graphs with at least 
(n
2
)
edges (in point (c) of the proof of their Theorem 3, set ω > (1/
√
1− θ)− 1
instead of ω > θ/(1− θ)), yielding an inapproximability bound of (8−√1− )/(8− 2√1− ).
A 2 110 -approximation algorithm for the weighted edge dominating set problem was given by Carr et al. [4], a result
which was later improved to 2 by Fujito et al. [10]. Finally, Berger et al. [2,1] have recently provided approximation results
for generalizations of EDS, which include capacities and demands in the edges.
Another recent trend of research on approximation algorithms dealswith expressing approximation ratios as functions of
some density parameters [7,12,14], related to the number of edges, or the minimum andmaximum degrees. Not many such
results have yet been obtained for our problems. It was nevertheless shown in [3] that anymaximal matching approximates
MMM and EDS within ratios that are asymptotic to min{2, 1/(1 − √1− )} for graphs having at least (n2) edges, and to
min{2, 1/} for graphs having minimum degree at least n.
Finally, several papers have recently proposed exact algorithms for EDS andMMM. Van Rooij and Bodlaender [17] provide
O(1.3226n)-time algorithms for the weighted versions of both problems, improving on previous results by Fomin [9], while
a series of FPT results appear in [8,9,17].
2. Analysis of Algorithm 1
2.1. Definitions and notations
Let G = (V , E) be a (simple, loopless, undirected) graph, with V = {v1, . . . , vn}. Let OPT be a fixed optimal solution to
MMM in G and let T be the set of endpoints in OPT . Let M = {e1, . . . , eµ} be a set of µ edges returned by an execution of
the greedy algorithm on G. We assume that these edges are ordered according to the order in which they were chosen by
the algorithm.
The definition of the algorithm ensures that M is a maximal matching. Since M is a matching, at least one endpoint of
each edge ei belongs to T . Let us call {v1, . . . , v2µ} the endpoints of the edges ofM , with ei = v2i−1v2i and v2i−1 ∈ T . Since
thematchingM is maximal, the set of vertices {v2µ+1, . . . , vn} forms a stable set, i.e. a set of vertices sharing no edge. The set
of vertices V\T also forms a stable set as the vertices in T are the endpoints of a maximal matching. Fig. 1 shows an example
J. Cardinal et al. / Theoretical Computer Science 410 (2009) 949–957 951
Fig. 1. An example with µ = 6 and |OPT | = 5. Black vertices are the endpoints of the minimummaximal matching.
Fig. 2. Structure of the matchingM . In this example, vj was chosen inside the matching and outside X . Note that Lemma 1 also allows vj to be in the stable
set or in X .
with µ = 6 and |OPT | = 5. Our assumptions on the ordering of the vertices ensure that a vertex has a higher index when it
is included later (or never) in the heuristic solution and that the vertex with lowest index in ei belongs to T .
As can be seen in Fig. 1, there are two types of edges inM . Edges of the first type have only one endpoint in T . We let X be
the set of these endpoints. Edges of the second type have both endpoints in T . Let a be the number of such edges. Let finally
b be the number of vertices of T outsideM . Fig. 1 also illustrates X , a and b. Note that in practice the two types of edges can
be interleaved inM , whereas they are shown separated in the figure for the sake of clarity.
The approximation ratio is β = µ/|OPT |. This quantity is fixed when M and OPT are given. In order to give an upper
bound on β , we prove an upper bound on the number of edges in a graph when M and OPT are fixed. This bound is then
inverted in order to obtain an upper bound on β as a function of the number of edges. Our results are expressed in terms
of the density of our graphs, according to the following definitions. We define an -dense graph as a graph with at least 
(n
2
)
edges.
The following additional graph-theoretic notations will be useful. For any vertex setW ⊆ V and vertex v, let NW (v) be
the set of neighbors of v in setW and let dW (v) = |NW (v)|. Let an anti-edge xy be a pair of vertices x and y sharing no edge.
Let N<W (vj) be the set of neighbors vi of vj with i < j and vi ∈ W , and let d<W (vj) = |N<W (vj)|. For any of these notations, the
subscriptW may be omitted whenW = V . We also use the classical notation G[X] for the subgraph of G induced by a vertex
set X . Let m¯(G) = (n2)−m(G) be the number of anti-edges in G. We omit the parameter Gwhen it is clear from context. We
define G + G′, the union of graphs G and G′, as a new graph that contains all the vertices and edges of G and G′. We further
define G × G′, the join of graphs G and G′, as a new graph that contains all the vertices and edges of G and G′ as well as all
the possible edges joining both sets of vertices.
2.2. Upper bound
Lemma 1 shows that a certain set of vertices has degree at most |T |. This result is then used by Lemma 2 in order to find
an upper bound on the number of edges in the graph.
Lemma 1. If d<X (vj) > 0 for some vertex vj, then d(vj) ≤ |T |.
Proof. We call the vertices of T black vertices and the vertices outside of T white vertices. Let i be the smallest index such
that vi ∈ X and vivj ∈ E. Let V ba = {va . . . vb}, for integers a, b with a ≤ b. Fig. 2 illustrates these notations. We can express
the degree of vj as:
d(vj) = dV i−11 (vj)+ dVni (vj).
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Fig. 3. Notations for the vertex sets.
Since vj has no neighbor in V i−11 ∩ X , we have dV i−11 (vj) ≤ |V
i−1
1 \X | and therefore
d(vj) ≤ |V i−11 \X | + dVni (vj). (1)
It can easily be seen that |V i−11 \X | = |V i−11 ∩ T | and therefore
d(vj) ≤ |V i−11 ∩ T | + dVni (vj).
The greedy algorithm ensures that edge vivi+1 has maximum degree in G[V ni ], and therefore
d(vj) ≤ |V i−11 ∩ T | + dVni (vi+1). (2)
It is worth noticing that this is the only place in the whole proof of Theorem 1where this property is used. Finally, since vi+1
is a white vertex, it can only be adjacent to vertices in T , as the white vertices form a stable set. Therefore
d(vj) ≤ |V i−11 ∩ T | + |V ni ∩ T |
= |T |. 
The following result provides a lower bound on the number of anti-edges in the graph, hence an upper bound on the
number of edges. Its proof uses counting arguments that heavily rely on the bound given in Lemma 1. Recall that a is the
number of edges ofM having both endpoints in T , and that b is the number of vertices of T that are outsideM .
Lemma 2.
m¯ ≥ 2
(
n/2− a− b
2
)
.
Proof. Let d¯W (v), the anti-degree of v, be the number of anti-edges between v and vertices ofW . Thus
d¯W (v) =
{|W | − dW (v) if v /∈ W
|W | − 1− dW (v) otherwise.
We first define a family of vertex sets {Xi} and show a lower bound on m¯ as a function of the sizes of these sets. We call
the vertices in (resp. outside) T black (resp. white) vertices.
The sets of vertices are the following (see Fig. 3): X1 and X2 are defined as the black and white endpoints of µ − a − b
arbitrary black–white edges ofM . It is easy to see thatµ−a−b ≥ 0. Indeed, by optimality of OPT , we have |T | ≤ 2µ and, by
definition of T , we have |T | = µ+ a+ b. Combining both relations yieldsµ ≥ a+ b. Sets X3 and X4 are obtained by splitting
the b black vertices outside ofM into two sets of equal sizes (rounding if necessary). Sets X5 and X6 are obtained by splitting
the n− 2µ− b white vertices outside ofM into two sets of equal sizes. We set X7 = X3 ∪ X5 and X8 = X4 ∪ X6. Finally, X9
and X10 are obtained by dividing the remaining b vertices of the matching into sets of equal sizes. We define xi = |Xi| for
each set Xi.
We first show
m¯ ≥
(
x1
2
)
+
(
x2
2
)
+
(
x7
2
)
+
(
x8
2
)
+ x2x9 + x2x5 + x2x10 + x2x6. (3)
Note that each set Xi except X1 is stable, because it either contains only white vertices or only vertices outside M . This
explains the second, third and fourth terms in the above sum. For each term of the form xixj in the sum, both Xi and Xj
contain only white vertices, and therefore share no edge, since any set of white vertices in G is stable. Note that no anti-edge
is counted twice, since our anti-edges involve vertices taken in and between disjoint vertex sets.
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Concerning the additional number of
(x1
2
)
anti-edges required, we use Lemma 1 to prove that every edge inside X1 is
compensated for by an anti-edge between a vertex in X1 and a vertex outside X1. For each vj ∈ X1, we have:
d<X1(vj) ≤ dX1(vj)
= d(vj)− dV\X1(vj).
We now assume d<X1(vj) > 0. This condition will be lifted in the sequel. We may now apply Lemma 1, yielding:
d<X1(vj) ≤ |T | − dV\X1(vj).
Using |T | = µ+ a+ b and µ ≤ n/2 yields
d<X1(vj) ≤ n− (µ− a− b)− dV\X1(vj).
Finally, since |V\X1| = n− (µ− a− b), the definition of the anti-degree yields
d<X1(vj) ≤ d¯V\X1(vj).
Note that the above relation trivially holds when d<X1(vj) = 0. The assumption of d<X1(vj) > 0 may thus be lifted. We now
take sums over the elements of X1:∑
vj∈X1
d<X1(vj) ≤
∑
vj∈X1
d¯V\X1(vj).
Since the sets N<X1(vj) corresponding to the values d
<
X1
(vj) in the above sum form a partition of the edges of G[X1], we have
m(G[X1]) ≤
∑
vj∈X1
d¯V\X1(vj).
From the definition of m¯, we have:(
x1
2
)
≤ m¯(G[X1])+
∑
vj∈X1
d¯V\X1(vj).
The above relation thus implies the existence of at least
(x1
2
)
anti-edges involving vertices of X1.
There remains to show that bound (3) is greater than 2
(n/2−a−b
2
)
. Plugging x2 = x1, x9 = x3, and x10 = x4 into (3) yields:
m¯ ≥
(
x1
2
)
+
(
x2
2
)
+
(
x7
2
)
+
(
x8
2
)
+ x1x3 + x1x5 + x2x4 + x2x6
and therefore
m¯ ≥
(
x1
2
)
+
(
x2
2
)
+
(
x7
2
)
+
(
x8
2
)
+ x1x7 + x2x8.
The desired result follows from repeated applications of the relation
(x+y
2
) = (x2)+ (y2)+ xy:
m¯ ≥
(
x1
2
)
+
(
x2
2
)
+
(
x7
2
)
+
(
x8
2
)
+ x1(x7)+ x2(x8)
=
(|X1 ∪ X7|
2
)
+
(|X2 ∪ X8|
2
)
=
(
x1 + x7
2
)
+
(
x2 + x8
2
)
=
(bn/2− a− bc
2
)
+
(dn/2− a− be
2
)
=∗
{
2
(n/2−a−b
2
)
if n is even
2
(n/2−a−b
2
)+ 1/4 otherwise
≥ 2
(
n/2− a− b
2
)
. 
Theorem 1 is essentially a consequence of this upper bound on the number of edges.
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Theorem 1. The approximation ratio of the greedy heuristic in -dense graphs with n vertices is at most2 if  ≤
1
2 + 12(n−1)[
1− 12n −
√
1
4n2
+ (1− 1n ) (1−)2 ]−1 otherwise
−→n→∞
2 if  ≤
1
2[
1−
√
1−
2
]−1
otherwise.
Proof. We know from Lemma 2 that m¯ ≥ 2(n/2−a−b2 ). Simple algebra using β = µ/|OPT |, 2|OPT | = µ+ a+ b andµ ≤ n/2
implies
a+ b ≤ n
2
[
2− β
β
]
and therefore
m¯ ≥ 2
(n/2− n2 [ 2−ββ ]
2
)
= 2
(n ( β−1
β
)
2
)
. (4)
Let x = (β − 1)/β . We would like to express the above inequality as an upper bound on β , i.e. on x. The inequality can now
be written as
f (x) = n2x2 − nx− m¯ ≤ 0.
Differentiating f with respect to x shows that f decreases when x < 12n and increases when x >
1
2n . The value of f (x) can
therefore only be negative when x− ≤ x ≤ x+, where x− and x+ are the roots of f (x). Solving the second-order equation
f (x) = 0 yields
x− = 1
2n
−
√
1
4n2
+ m¯
n2
and
x+ = 1
2n
+
√
1
4n2
+ m¯
n2
.
The value of x− is always negative and thus x− ≤ x brings us no additional knowledge on the ratio. Rewriting inequality
x ≤ x+ yields
β − 1
β
≤ 1
2n
+
√
1
4n2
+ m¯
n2
and
β ≤
[
1− 1
2n
−
√
1
4n2
+ m¯
n2
]−1
.
Reverting tom and settingm ≥ (n2) yields the desired result
β ≤
[
1− 1
2n
−
√
1
4n2
+
(
1− 1
n
)
(1− )
2
]−1
=
[
1− O
(
1
n
)
−
√
1− 
2
+ O
(
1
n
)]−1
.
Direct algebraic manipulations show that[
1− 1
2n
−
√
1
4n2
+ (1− )
(
1
2
− 1
2n
)]−1
< 2
⇐⇒  > 1
2
(
n
n− 1
)
⇐⇒  > 1
2
+ 1
2(n− 1) . 
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(a) Complete split graph Ψ5,2 . (b) Tight example ζ7,2 .
Fig. 4. Tight examples.
Fig. 5. Tight example A9,4 .
2.3. Tightness
The case  ≥ 7/9. Let ζn,k = Kn−2k×Kk,k, where Kn−2k is a complete graph with n−2k vertices and Kk,k a complete bipartite
graph with two stable sets of size k (see Fig. 4(b) for an example). Such a graph can be compared with the complete split
graph Ψn,k (see Fig. 4(a)), which is defined as the join of a clique of size n− k and an independent set of size k and is a tight
example for the simpler greedy algorithm analyzed in [3].
Algorithm 1 always finds a perfect matching in ζn,k. On the other hand, the following matching is clearly maximal:
match k vertices of the clique with k vertices of one independent set, and match the remaining vertices of the clique among
themselves. This is always possible when k and n are even and k ≤ n/3 and yields a matching of size (n − k)/2. Therefore
we have the following bound on the approximation ratio: β = µ/|OPT | ≥ n/(n− k).
The number of edges of ζn,k is given by m =
(n
2
) − 2(k2) and therefore k = (1+√1+ 4 [(n2)−m]) /2. We denote by 
the ratiom/
(n
2
)
, i.e. the density of ζn,k. From the above equality, we have k =
(
1+
√
1+ 4(n2)(1− )) /2.
Plugging this equation into the inequality for β above yields
β ≥
[
1− 1
2n
−
√
1
4n2
+
(
1− 1
n
)
(1− )
2
]−1
,
which matches the upper bound on the ratio obtained in Theorem 1. Plugging the condition k ≤ n/3 into m = (n2) − 2(k2)
yields  ≥ 7/9 + O(1/n). The graphs ζn,k with n and k even are thus a collection of tight examples for our bound when
 ≥ 7/9.
The general case. A slightly more intricate family of graphs can be built, which provide a collection of asymptotically tight
examples for our ratio for any  ≥ 1/2. We first describe the special case when  = 1/2 and β → 2. The graph is the
following (see Fig. 5):
B ≡ (Mk/2 + K1)× Ik
whereMk/2 is a matching of k/2 edges, Ik an empty graph with k vertices, and K1 is an isolated vertex.
It is easy to see that at each step of Algorithm 1 there exists an edge between the matching and the stable set that has
maximum degree. Therefore the algorithmmight choose k of these edges thus obtaining a cover of size k. On the other hand,
taking all the edges ofMk/2 and an additional edge incident to K1 yields a cover of size k/2+ 1. Therefore β ≥ k/(k/2+ 1)
which tends to 2 as k tends to infinity. It is further straightforward to check that the density of this graph is 1/2+ O(1/n).
For other values of , we generalize the above example by joining it to a clique, i.e. we build the following general family:
An,k ≡ ((Mk/2 + K1)× Ik)× Kn−2k−1.
Note that An,k is well-defined for any odd n and even 0 ≤ k < n/2 and that the limiting values of k correspond
respectively to B and to Kn. The density of An,k therefore spans the whole range ]1/2, 1]. It is further easy to check that
m(An,k) =
(n
2
)− 2(k2)+ O(n).
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Fig. 6. A comparison of the ratios for Minimum Vertex Cover provided by the maximal matching heuristic, the greedy algorithm and Karpinski and
Zelikovsky’s algorithm.
In An,k, Algorithm 1 will first empty the clique Kn−2k−1, leaving us again with a subgraph isomorphic to B. The algorithm
can therefore return a matching of size (n− 2k− 1)/2+ k = (n− 1)/2. On the other hand, taking a perfect matching in the
clique Kn−2k−1 together with the same k/2+1 edges described above for B yields a cover of size (n−2k−1)/2+ k/2+1 =
(n− k+ 1)/2. Therefore we have
β ≥ (n− 1)/2
(n− k+ 1)/2 =
n− 1
n− k+ 1 .
Settingm(An,k) =
(n
2
)− 2(k2)+ O(n) and  = m/(n2) as for ζn,k yields
n− 1
n− k+ 1 →
[
1−
√
1− 
2
]−1
as n→∞.
Our lower bound on the ratio thus asymptotically matches the upper bound of Theorem 1. Note that we have made no
special assumption on k as we had done for ζn,k. The graphs An,k with odd n and even 0 ≤ k < n/2 are therefore a family of
asymptotically tight graphs for  ≥ 1/2. Asymptotically tight examples for even nmay be obtained by slight adaptation of
the above graphs.
3. Conclusion
Several variants to Algorithm 1 could be devised. For example, one could decide to slightly alter Algorithm 1 by each time
selecting the edge that has the highest degree in the original graph rather than the updated graph. This variant is interesting
as it can easily be implemented in time O(n + m) using counting sort. Another interesting variant is the one in which one
does not select the highest degree edge, but rather the edge defined by the highest degree vertex and its highest degree
neighbor. We claim that Theorem 1 remains valid for these two variants. One should first notice that the only place in our
analysis where explicit use is made of the strategy for choosing an edge is in Lemma 1. It is almost straightforward to adapt
its proof for both variants.
Further, it can be checked that the asymptotic bound of 1/ for graphs with minimum degree at least n obtained for the
maximal matching heuristic in [3] is also tight for Algorithm 1, with the same tight examples as those described in Section 2.
Finally, Algorithm 1 also provides a 2-approximation forMinimumVertex Cover by taking the endpoints of themaximal
matching returned by the algorithm. The ratio obtained in Theorem 1 is also valid for this problem by slight adaptations to
the proofs. The analytical form of our asymptotic result compares interestingly with that of both the simplest [3] and the
best known approximation algorithm for Minimum Vertex Cover in -dense graphs [15]: 1/(1 − √(1− )/2) against
1/(1−√(1− )) and 1/(1−√(1− )/4). Fig. 6 compares these ratios.
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