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a b s t r a c t 
A novel application combining semi-parametric Generalized Additive Models (GAMs) with logistic GAMs 
was developed to forecast indoor temperatures and window opening states during prolonged heatwaves. 
GAM models were compared to AutoRegressive models with eXogenous inputs (ARX) and validated against 
monitored data from two case study dwellings, located near to Loughborough in the UK, during the 2013 
heatwave. Input variables were selected using backward stepwise regressions based on minimisation of 
the Akaike Information Criterion (AIC) and Mean Absolute Error (MAE) , for the ARX and GAM models re- 
spectively. Comparison of the models showed that whilst GAMs are capable of improving the forecasting 
accuracy, the improvements are significant only up to 3–6 h ahead. During heatwaves and over longer 
forecasting horizons, GAMs were found to be less reliable and accurate than ARX models. The marginal 
improvement in forecasting accuracy at shorter horizons did not justify the additional computational time 
and risk of instability associated with more complex GAMs, at longer forecasting horizons. Whilst, logis- 
tic GAMs were shown to adequately predict the window opening state, incorporating knowledge of the 
window state did not significantly improve the accuracy of the indoor temperature predictions. 
Crown Copyright © 2019 Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license. 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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v  1. Introduction 
1.1. Background 
Overheating in residential buildings is increasingly acknowl-
edged as an emerging global health risk [1–3] . Climate change
projections indicate that the world’s most populated regions will
experience more frequent and intense heatwave periods over the
coming decades [4,5] . The likelihood of events such as the 2003
heat wave (which was responsible for over 30,0 0 0 pre-mature
deaths across Europe [6] ) recurring is projected to increase 100-
fold by 2050 [7] . 
Understanding how individual buildings are likely to respond to
extreme climatic events in the future is critical to mitigating their
potentially life-threatening impacts. The complexity of this prob-
lem originates in the unique time-varying nature of the thermal
behaviour of any given building, which is influenced both by its
physical characteristics and the unique way in which it is occupied
and operated [8] . ∗ Corresponding author. 
E-mail address: m.gustin@lboro.ac.uk (M. Gustin). 
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0378-7788/Crown Copyright © 2019 Published by Elsevier B.V. This is an open access arti
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) Fully parametrised Dynamic Thermal Simulation (DTS) models
ave been widely used to assess current and future overheating
isks [9–12] , however, the results of such studies often reveal a
ignificant gap [13] between the empirically measured and mod-
lled overheating performance of dwellings [14] . This ‘modelling-
ap’ has led some researchers to question the applicability of using
hite-box DTS models for forecasting overheating [3] . In contrast,
he availability of data from large monitoring studies [10,11,15–
8] offers the potential to develop empirical models of existing
uildings which are capable of making predictions based on the
ata alone (i.e. machine learning) [19] . In statistical black-box mod-
ls [20] , the time-varying responses of the building fabric, ventila-
ion, etc., are all embedded in the past internal temperature data,
bviating the need to make assumptions relating to the building’s
hermo-physical characteristics. 
In a previous study, the present authors [21] have shown that
inear AutoRegressive models with eXogenous inputs (ARX) are able to
orecast indoor temperatures during heatwaves up to 72 h in ad-
ance, with reasonable accuracy. However, it was posited that the
ccuracy of such models may be improved by adopting non-linear
ethods and modelling the effect of window opening on indoor
emperatures [21] . This is because, during spells of hot weather,cle under the CC BY-NC-ND license. 
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1 According to the UK Met Office, based on the World Meteorological Organiza- 
tion definition, a heatwave is defined as, “A marked unusual hot weather (Max, Min 
and daily average) over a region persisting at least two consecutive days during the 
hot period of the year based on local climatological conditions, with thermal con- 
ditions recorded above given thresholds” [51,52] . he likelihood that occupants will open windows may be much
igher than during the milder weather upon which the model was
rained [22] . 
The main difficulty of including the window opening state in
n empirical forecasting model is that occupant behaviour in re-
ation to window control, particularly in residential buildings, is
 stochastic rather than a deterministic process [23] , requiring
tochastic models for its prediction [24–26] . This paper, therefore,
xplores whether statistical models are capable of adequately em-
lating window control and crucially whether this additional infor-
ation can improve indoor temperature forecasts. 
.2. Linear, non-linear and semi-parametric forecasting models 
A number of studies [27–29] have shown that non-linear Artifi-
ial Neural Networks ( ANNs ) such as Non-linear ARX (NARX) models
utperform linear ARX models for forecasting indoor temperatures.
ome researchers [27,28] have posited that the higher forecasting
ccuracy of NARX models is attributable to their ability to cap-
ure the non-linear relationships that govern indoor temperatures.
n contrast, Thomas and Soleimani-Mohseni [29] , showed that the
ifferences between non-linear NARX and linear ARX models were
inimal and Ferracuti et al. [30] found that, both in summer and
n winter, more accurate 3 h ahead predictions were obtained with
 linear ARX model. Whether or not non-linear models are a bet-
er choice than linear models appears to depend on several factors,
ncluding the: period of testing, structure of the models, and fore-
asting horizon. ANNs are also inherently limited by their lack of
nterpretability [19] , which has been referred to as “the Achilles’
eel of deep neural networks” [31] . 
In contrast to ANNs, semi-parametric models, also known as
eneralized Additive Models (GAMs) , offer transparent interpretabil-
ty of the results [32] and for some problems, e.g. short-term
orecasting of electricity demand [33] , they have significantly out-
erformed ANNs. Because semi-parametric additive models allow
on-linear and non-parametric terms to be included within the re-
ression framework, they can readily capture complex non-linear
elationships [33] . 
.3. Integrating window opening states into forecasting models 
During heatwaves, occupants of dwellings are very likely to op-
rate windows to try and stay cool [22] . Indoor and outdoor tem-
eratures have been identified as key predictors for window open-
ng models [24,26] , with Yun and Steemers [23] observing that the
ime of the day is also a crucial factor in characterising window
pening behaviour. Others have suggested that window opening is
lso positively correlated with the CO 2 concentration, solar radia-
ion and illumination level [25] . It is hypothesised herein that the
nclusion of window opening states into temperature forecasting
odels could improve their accuracy. 
When knowledge of the transition probabilities between the
indow opening states (usually modelled as Markov chains) are
ot required, logistic regression (i.e. binary) models based on a
ingle probability are commonly adopted. Because of the binary
ature of the output, the dependent variable cannot be described
ith a Gaussian distribution and is therefore described with a
ernoulli distribution (i.e. as the probability p of the windows
eing open) [24,26] . Researchers, such as Haldi and Robinson
26] and Schweiker et al. [24] , have relied on polynomials to
odel non-linear effects, but this can lead to inefficient model
ormulation, correlated terms and counterintuitive results [32] .
n contrast , GAMs are far more flexible for modelling non-linear
elationships, with predictor functions that are automatically
erived during model estimation [32] . This makes them preferable
or the logistic formulation of stochastic behavioural models. .4. Objectives 
Despite the potential advantages of GAMs, to the authors’
nowledge, they have not been applied to the prediction of over-
eating; their application to this area is one of the novel features
f this work, which addresses three research questions: 
1. Can the use of a more complex semi-parametric GAMs signif-
icantly improve the accuracy attained by linear ARX models
when forecasting over shorter time series (e.g. a single summer
season)? 
2. Can the hourly window opening state in a residential building
be reliably predicted? 
3. Does incorporation of the window opening state into ARX and
GAM models help to improve the overall accuracy of overheat-
ing forecasts? 
. The monitored data set 
To stress-test the predictive and generalisation capabilities of a
odel for overheating forecasting, it is important that it is tested
nd validated during a period in which temperatures exceed those
xperienced during the training period. For this purpose, and to
est the effect of including window-opening in the model, two
ooms from two dwellings, located in close proximity to the town
f Loughborough in the English Midlands (and monitored as part
f the LEEDR Smart Home dataset [18] ). These rooms were selected
ecause of the completeness of the data, their markedly different
emperature profiles and frequent use of windows during the 2013
eatwave. 1 This UK-wide heatwave reached a peak temperature
f 33.5 °C and lasted from the 3 rd to 23 rd July 2013 [34] , mak-
ng it the fourth warmest July recorded in the UK, since 1910, in
erms of both the mean and mean daily maximum temperatures
35] . 
To capture the most pronounced overheating, the internal tem-
eratures ( T int ) and Window Opening states ( WO ) were logged at
ne-minute intervals, in the upstairs bedrooms. The weather data,
onsisting of the external air temperatures ( T ext ) and Global Hor-
zontal solar Irradiance ( GHI ), was recorded at the nearby Sut-
on Bonington meteorological station at hourly intervals. For this
eason, the data that was recorded in the dwellings was down-
ampled for the models by averaging the sub-hourly values to
btain hourly mean values (centred on each hour). For WO, the
ourly states were determined by using 0.5 as the state change
hreshold. The WO states were defined as 0 – closed if ≤ 30 min
pen; 1 – open if > 30 min open. 
Outdoor air temperatures during spring and early summer 2013
ere considerably below average ( Fig. 1 ). The external air temper-
ture started to rise on the 3 rd of July, resulting in a continuous
ot spell that lasted until thunderstorms on the 22 nd and 23 rd of
uly broke the heatwave. During this extended hot spell, the indoor
emperatures (recorded in the bedrooms) were noticeably elevated
n both dwellings on 6–7 and 13–19 July. Although indoor tem-
eratures in the two dwellings were very similar on some days,
welling A warmed up considerably less than dwelling B on most
ays, with the most pronounced temperature difference (of 6.9 °C)
ccurring on the 8 th July ( Fig. 1 ). 
Window opening data indicated that the occupants of both
wellings were consistently operating the windows before and af-
er the heatwave, with the window opening frequency increasing
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Fig. 1. (a) Hourly averages of the observed internal temperatures (T int ) and external air temperatures (T ext ) from the 13th April 2013 to the 31st July 2013; (b) Global 
Horizontal solar Irradiance (GHI); (c) Window Opening state (WO) in dwelling A; (d) Window Opening state (WO) in dwelling B. 
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t  as the external temperatures rose. The main difference between
the operation of the windows in the two dwellings was that in
dwelling B, the occupants reacted to the heat with more frequent
window opening but with windows that were never left open for
more than 23 h in a row, whereas the occupants in dwelling A left
their windows opens for longer periods of time before eventually
leaving them open for almost the entire duration of the heatwave
(from 26 June to 17 July). Although leaving the windows open
overnight (when the outdoor temperatures are low) can lower the
indoor temperatures, having them open during the day (when the
outdoor temperatures are high) can have the opposite effect. It can
be observed on multiple occasions before and during the heatwave
(16 May, 24–25 May, 28–29 May, 21–22 July), that even thoughhe windows in dwelling A were closed, the indoor temperature
as markedly lower than in dwelling B. Therefore, the cause of
he temperature difference between the dwellings cannot be solely
ttributed to the operation of windows. 
. Methods 
.1. Structure of the models 
In the previous work [21] , indoor temperatures were forecasted
y the ARX model based on the lagged effects of the internal tem-
erature (T int ), external air temperature (T ext ) and Global Horizon-
al solar Irradiance (GHI). Here, additional predictor variables are
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gonsidered for inclusion in both the newly developed GAMs and
RX models alongside those adopted in the previous study. These
ew additional variables were chosen based on inputs adopted by
an and Hyndman [33,36] : hour of the day (H), the indoor tem-
erature at the same time on the previous day (T int ( t - 24)), mini-
um and maximum indoor temperatures in the past 24 h ( T −
int 
and
 
+ 
int 
), and the 24-hour means of the indoor temperature ( T int (24h) ),
utdoor temperatures, ( T ext (24h) ) and Global Horizontal solar Irra-
iance ( GHI (24h) ). These additional inputs were iteratively recalcu-
ated at every time step. 
In GAMs the relationships between the dependent (output)
nd independent (input) and variables are represented by two-
imensional smooth functions. 2 The only exception is the hour of
he day, which was modelled as a cyclic cubic regression spline,
hich is a smooth function with a constrained relationship at ei-
her extreme (i.e. the first and last hours of the day, 00 and 23,
dopt the same value). The hour of the day cannot be discretised
s a single variable in a linear ARX model, because the relation-
hip would be fixed as a constant for every hour. 3 To perform the
orecasts at a specific time-step ( t ) and forecasting horizon ( h ), the
odels are first fitted on the training data, a process which esti-
ates the relationships (parametric for the ARX model and semi-
arametric for the GAM) between the independent and dependent
ariables. 
To evaluate whether the Window Opening (WO) state improves
he forecasting accuracy, both models were deployed with and
ithout the inclusion of the WO state. Firstly, in order to estab-
ish the maximum possible benefit of including a window opening
odel, the actual WO state was adopted in the models. This ap-
roach explicitly determines the net contribution that the WO pa-
ameter could make by excluding the uncertainty associated with
he auxiliary window state forecasting model. 
The general equation of the ARX model can be written in the
orm shown in Eq. (1) . 
 int ( t + h ) = c + 
n ∑ 
i=1 
p , i T int ( t + h − i ) + p , 24 T int ( t + h − 24 ) 
+ 
n ∑ 
j=0 
p α, j T ext ( t + h − j ) + p β, j GHI ( t + h − j ) 
+ p − T −
int ( 24h ) 
+ p + T + 
int ( 24h ) 
+ p μ, 1 T int ( 24h ) + p μ, 2 T ext ( 24h ) 
+ p μ, 3 GHI ( 24h ) + p wo WO + e ( t + h ) 
(1) 
here: 
 int ( t + h ) forecasted hourly internal temperature at the
time step t for the forecasting horizon h ( °C) 
 hourly time step (h) 
 forecasting horizon, hourly time steps ( h = 1,
…, 72) (h) 
 intercept ( °C) 
 maximum lag (previous n time steps) of the
input variables that are being considered in
the model 
 lag count (1-5) for autoregressive inputs (i.e.
previous time steps of the output variable) 2 Non-parametric functions, where the shapes of predictor variables (i.e. relation- 
hips between dependent and independent variables) are entirely determined by 
he data [32] (see Fig. 2 ). 
3 The hour of the day in linear models (e.g. ARX) can be modelled with the use 
f 23 binary dummy variables (1 less than the levels of the categorical variable 
o avoid the dummy variable trap, which can cause a regression to fail). That is 
ecause the last category (i.e. 24 th ) is captured by the intercept, and is specified 
hen the remaining 23 dummy variables are set to zero [40] . 
w
g  
T
t
h   lag count (0–5) for exogenous inputs, where
count 0 is weather data at the forecasted time
step 
 int (t + h − i) observed or forecasted hourly internal air tem-
perature at lag i before the forecasting horizon
h ( °C) 
 , i parametric coefficients of the lagged (previous
n ) T int 
 int (t + h − 24) observed or forecasted hourly internal air tem-
perature 24 h before the forecasting horizon h
( °C) 
 , 24 parametric coefficient of the T int on the previ-
ous day at the same hour (t-24) 
 ext (t + h − j) observed or forecasted hourly external air 
temperature at lag j before the forecasting
horizon h ( °C) 
 α, j parametric coefficients of the lagged (previous
n ) T ext 
HI (t + h − j) observed or forecasted Global Horizontal Irra- 
diance at lag j before the forecasting horizon h
(W/m 2 ) 
 β , j parametric coefficients of the lagged (previous
n ) GHI 
 
−
int (24h) 
minimum internal air temperature in the past
24 h ( °C) 
 
- parametric coefficient of the minimum T int in
the past 24 h 
 
+ 
int (24h) 
maximum internal air temperature in the past
24 h ( °C) 
 
+ parametric coefficient of the maximum T int in
the past 24 h 
 int (24h) mean internal air temperature in the past 24 h
( °C) 
 ext (24h) mean external air temperature in the past 24 h
( °C) 
HI (24h) mean Global Horizontal Irradiance in the past
24 h (W/m 2 ) 
 μ, 1 , p μ, 2 , p μ, 3 parametric coefficients of the mean values in
the past 24 h of T int , T ext and GHI respectively 
O Window Opening state (0 – closed; 1 – open) 
 wo parametric coefficient of WO 
 (t + h ) forecasting error: hourly difference between 
the forecasted and observed temperatures at 
the time step t ( °C) 
The general equation of the GAM can be written in the form
hown in Eq. (2) . 
 ( T int ( t + h ) ) = c + 
n ∑ 
i=1 
s , i T int ( t + h − i ) + s , 24 T int ( t + h − 24 ) 
+ 
n ∑ 
j=0 
s α, j T ext ( t + h − j ) + s β, j GHI ( t + h − j ) 
+ s − T −
int ( 24h ) 
+ s + T + 
int ( 24h ) 
+ s μ, 1 T int ( 24h ) 
+ s μ, 2 T ext ( 24h ) + s μ, 3 GHI ( 24h ) + s cc H ( t + h ) 
+ p wo WO + e ( t + h ) 
(2) 
here: 
 gaussian (default) link function for GAM mod-
els 
 int (t + h ) forecasted hourly internal temperature at the 
time step t for the forecasting horizon h ( °C) 
 hourly time step (h) 
 forecasting horizon in hourly time steps ( h = 1,
… , 72) (h) 
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c  c intercept ( °C) 
n maximum lag (previous n time steps) of the
input variables that are being considered in
the model 
i lag count (1-5) for autoregressive inputs (i.e.
previous time steps of the output variable) 
j lag count (0–5) for exogenous inputs, where
count 0 is weather data at the forecasted time
step 
T int (t + h − i) observed or forecasted hourly internal air
temperature at lag i before the forecasting
horizon h ( °C) 
s , i smooth functions of the lagged (previous n )
T int 
T int (t + h − 24) observed or forecasted hourly internal air
temperature 24 h before the forecasting hori-
zon h ( °C) 
s , 24 smooth function of the T int on the previous
day at the same hour (t-24) 
T ext (t + h − j) observed or forecasted hourly external air
temperature at lag j before the forecasting
horizon h ( °C) 
s α, j smooth functions of the lagged (previous n )
T ext 
GHI (t + h − j) observed or forecasted Global Horizontal Irra-
diance at lag j before the forecasting horizon
h (W/m 2 ) 
s β , j smooth functions of the lagged (previous n )
GHI 
T −
int (24h) 
minimum internal air temperature in the past
24 h ( °C) 
s - smooth function of the minimum T int in the
past 24 h 
T + 
int (24h) 
maximum internal air temperature in the past
24 h ( °C) 
s + smooth function of the maximum T int in the
past 24 h 
T int (24h) mean internal air temperature in the past 24 h
( °C) 
T ext (24h) mean external air temperature in the past
24 h ( °C) 
GHI (24h) mean Global Horizontal Irradiance in the past
24 h (W/m 2 ) 
s μ, 1 , s μ, 2 , s μ, 3 smooth functions of the mean values in the
past 24 h of T int , T ext and GHI respectively 
H Hour of the day (00–23) 
s cc cyclic penalized cubic regression spline
smooth function of H 
WO Window Opening state (0 – closed; 1 – open) 
p wo parametric coefficient of WO 
e (t + h ) forecasting error: hourly difference between
the forecasted and observed temperatures at
the time step t ( °C) 
To constrain the complexity of the models and thus the com-
putational time, 4 which is considerably longer for GAMs than ARX
models, the maximum lag ( n ) , of the AutoRegressive (T int ) and eX-
ogenous inputs (T ext and GHI) was limited. As in previous work4 The computational time required to fit a model to the data varies considerably 
depending on the amount of training data and number of inputs. The fitting time 
(with the forecasting models for indoor temperature) might take just a fraction of 
a second with the linear ARX models, whereas it might take up to 2-2.5 minutes 
with a semi-parametric GAM model when using a single core (i.e. running the code 
in sequence) on an Intel i7-7700HQ CPU with 16GB of RAM. 
t  
r  
r  
t  
m  
A  
T  
a21,36] , input variables were set to a maximum lag n of 5 previous
ime steps. 
For one-step-ahead forecasts, the models require only the ob-
erved past internal temperatures (T int ) as autoregressive inputs,
hilst for multi-step-ahead forecasts, the model adopts partially
when 1 < h ≤ n ) or exclusively (when h > n ) the forecasted inter-
al temperature estimates (generated at previous time steps). Sim-
larly, with exogenous inputs, the one-step-ahead forecasts require
nly the observed past weather data (T ext and GHI) and the fore-
asted weather data for that specific time step ( t + 1). For multi-
tep-ahead forecasts, the model adopts the forecasted weather data
artially (when 1 < h ≤n ) or exclusively (when h > n). 
The developed models were coded in R [37] and the GAMs were
mplemented using the ‘Mixed GAM Computation Vehicle with Auto-
atic Smoothness Estimation’ ( ‘mgcv’ ) package [38,39] . 
.2. Model training and validation 
The accuracy of a forecasting model can only be evaluated
ased on how well it performs in relation to ‘new’ data [40] , and
ot by comparison with the ‘past’ data to which it was exposed
uring the training period. In this study, the initial training period
pans from the 13 th April 2013 to the 30 th June at 23:00, during
hich there was a marked increase in the external air tempera-
ure and the heating was turned off. The forecasting period then
tarts immediately after this, on the 1 st July at 0 0:0 0 (initial fore-
asting origin). However, due to the 72-h forecasting window, it is
ot possible to evaluate the forecasting accuracy for the first three
ays, from 1 st July at 0 0:0 0 to 3 rd July at 23:00 for all forecast-
ng horizons ( h) . The forecasting accuracy was evaluated at differ-
nt forecasting horizons ( h = 1, 2, 3, 4, 5, 6, 12, 24, 36, 48, 60, 72),
sing scale-dependent error metrics: Mean Bias Error (MBE), Mean
bsolute Error (MAE) and Root Mean Square Error (RMSE). 
Rolling origin forecasts (i.e. sliding training and forecasting win-
ows) were performed from 1 st July at 0 0:0 0 to 26 th July at 23:00.
owever, because of the constraints imposed by using a 72-h fore-
asting window (as the longest forecasting horizon) a full compar-
son of the forecasting accuracy between the various forecasting
orizons is only possible during the 19-day period from 4 th July at
 0:0 0 to 22 nd July at 23:00, when complete forecasts are available
or each forecasting horizon ( h ). 
.3. Model identification 
For the identification of the optimal linear ARX model, as in
he previous study [21] , model selection was based on the min-
misation of the Akaike Information Criterion (AIC) . However, the
onsideration of additional input variables compared to the previ-
us study [21] leads to an increase in the number of viable model
ombinations from 131,072 [21] to 8.4 million and 16.8 million for
he ARX model and GAM respectively. This exponential increase
n model combinations would render the testing of every possi-
le combination computationally excessive. Therefore, in order to
onverge quickly on a near-optimal model, a backward stepwise re-
ression [40] selection procedure was adopted. 
For the linear ARX model, the model selection algorithm be-
ins by including all of the considered input variables in the cal-
ulation of the AIC. The algorithm then excludes one variable at a
ime, re-computing the AIC after each exclusion. The excluded pa-
ameter that decreases the AIC value the most is then permanently
emoved, and the improved model adopted as a reference for fur-
her parameter exclusions. The selection algorithm continues re-
oving input variables iteratively until no further decrease in the
IC is observed, whereupon the final reference model is selected.
his model selection procedure defines the structure of the model
nd is performed only once during the initial training period. 
M. Gustin, R.S. McLeod and K.J. Lomas / Energy & Buildings 193 (2019) 250–266 255 
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t  Model identification is more challenging for GAMs, due to
heir more complex structures. According to Wood [41] , automatic
odel selection procedures for complex models that consider all
f the possible inputs are often unsuccessful. Since the selection
rocedure (described above) based on the minimisation of the AIC
id not show satisfactory results, a backward stepwise regression,
ased on minimisation of the out-of-sample predictive accuracy
as defined by the MAE) was adopted. This approach was demon-
trated by Fan and Hyndman [33] to provide good results, for semi-
arametric model selection. During this selection process, only the
rst part of the training period of the linear ARX model (75% of
he data spanning from 13 April 2013 at 0 0:0 0 to 11 June 2013 at
3:00) was used to fit the models and the remaining 19 days (25%
f the data spanning from 12 June 2013 at 0 0:0 0 to 30 June 2013
t 23:00) were used to test the forecasting accuracy, as part of the
ackward stepwise selection process. As for the ARX models, the
odel selection procedure is performed only once during the ini-
ial training period. 
.4. Multi-step-ahead predictions 
In ‘real-world’ applications any model would require forecasted
eather data from one or more [42] nearby meteorological sta-
ion(s) as an input. Since the uncertainty of weather forecasts in-
reases in proportion to the length of the forecasting horizon, their
eliability several days ahead (particularly in a maritime climate)
s questionable [42] ; as a result, forecasting overheating risks at
eriods well beyond the forecasting origin is likely to be unreli-
ble. According to the UK Met Office, short-range (1–3 days ahead)
eather forecasts, use data that is updated several times per day
nd are considered to be extremely accurate [43] . On the other
and, medium-range (3–10 days ahead) weather forecasts provide
nly a general synopsis on a day-to-day basis. For this reason, the
eveloped models were constrained to forecasting indoor temper-
tures up to 72 h (3-days) ahead. As in the previous study [21] ,
ulti-step-ahead forecasts are performed by adopting a recursive
trategy based on a rolling forecasting origin (i.e. utilising a sliding
raining and forecasting windows). This means that after each fore-
ast the model’s training window moves forward by one time-step
i.e. 1 h), before recalibrating the relationships of the previously se-
ected predictors and then recalculating the subsequent forecasts.
he model automatically stops forecasting when the sliding fore-
asting window (of 1–72 h) reaches the end of the validation pe-
iod. Once rolling origin forecasts have been completed for the en-
ire validation period, it is then possible to assess the forecasting
ccuracy. 
.5. Statistical significance of the forecasting accuracy 
To reliably determine which model produces more accurate
orecasts, it is insufficient to simply consider the forecasting accu-
acy. Different models will always produce different forecasts; the
uestion is whether the differences between the predictions have
tatistical significance or not? 
According to the Diebold-Mariano ( DM ) test [44,45] if the null
ypothesis ( H 0 ), that both forecasts have equal accuracy, is rejected
e.g. if the p-value ≤ 0.10), then the alternative hypothesis ( H 1 ) of
ifferent accuracy can be accepted at the 90% confidence level. The
M test is specific to a given forecasting horizon h (which is a
equired input for the test) and is based on comparing the fore-
asting errors of the two competing models, which are known as
he loss differentials ( d ). The loss differential function can be either
ased on absolute ( Eq. (3) ; as adopted in this study) or squared er-
ors and must be covariance stationary for the test to be valid. 
 t = | e 1 , t | − | e 2 , t | (3) here: 
 t loss differential at the hourly time step t 
 1,t forecasting error of the first model at the time step t 
 2,t forecasting error of the second model at the time step t 
Harvey et al. [46] proposed a modification of the DM test to
ddress limitations associated with small sample sizes and heavy-
ailed distributions, a problem which becomes increasingly severe
s h increases. The modified DM test ( Eq. (4) ) differs from the orig-
nal in two ways: firstly, it multiplies the original statistics by a
orrection factor ( k )( Eq. (5) ), which depends on the sample size ( N )
nd forecasting horizon ( h ); and secondly, it compares the statistics
ith critical values from a Student t-test distribution with ( N -1)
egrees of freedom, rather than with the standard normal distri-
ution (i.e. the critical values and p-values of the test depend on
he sample size N and will tend towards the values of the stan-
ard normal distribution when N is large). According to Harvey
t al., the modified DM test ( Eq. (4) ) “constitutes the best avail-
ble approach to assessing the significance of observed differences
etween the performance of two forecasts” [45, p.291]. 
M 1 , 2 = d 1 , 2 ̂ σ
d 1 , 2 
k (4) 
here: 
M 1, 2 modified Diebold-Mariano test for two competing fore-
casts (1 and 2) 
¯
 1 , 2 mean loss differential of a sample with size N ̂ 
d 1 , 2 
estimate of the standard deviation of d¯ 12 
 correction factor for the modified Diebold-Mariano test 
 = 
√ 
N + 1 − 2 h + N −1 h ( h − 1 ) 
N 
(5) 
here: 
 correction factor for the modified Diebold-Mariano test 
 sample size 
 forecasting horizon on which the forecasting errors of the
two competing models have been calculated 
In R [37] , the modified DM test is available in the ‘Forecast-
ng Functions for Time Series and Linear Models’ package, known as
forecast’ [47] . In this study, to evaluate the significance of the dif-
erent forecasting accuracies at different forecasting horizons), the
odified DM tests were carried out by considering the absolute
oss function ( Eq. (3) ) and by testing three different alternative hy-
otheses ( H 1, H 2, H 3 ) at the 90% confidence level (wherein a 95%
I is considered excessively restrictive in order to identify a statis-
ical difference several time steps ahead). The three alternative hy-
otheses test whether model 1 is significantly more accurate than
odel 2 and vice versa, based on whether the competing model
as a higher ( H 1 , one-sided test), lower ( H 2, one-sided test) or dif-
erent accuracy ( H 3 , two-sided test). 
.6. Forecasting window opening states 
The main aim of including an auxiliary model to predict the
O state (as explained in Section 1.3 ) is to improve the overall
orecasting accuracy. Prior to determining this, it is necessary to
onsider how accurately the WO state can be predicted in residen-
ial settings at an hourly time step; the majority of previous stud-
es in the literature have adopted 5 or 10-minutely predictive time
teps [24–26] . 
Based on findings from the literature, a logistic univariate GAM
ith multiple predictors was developed ( Eq. (6) ). GAM is essen-
ially an extension of the Generalized Linear Model (GLM) approach
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p  which is considerably more flexible because the relationships be-
tween the independent and dependent variables are not assumed
to be linear. In addition, the use of GAMs avoids the pitfalls of
dealing with higher order polynomial terms to model non-linear
relationships in linear models where it is not necessary to know,
a priori , the type of function which best describes the relationship
[32] . Here the relationships s 1 , s 2 and s 3 of the internal tempera-
ture (T int ), external temperature (T ext ) and Global Horizontal solar
Irradiance (GHI) respectively, are represented by smooth functions
that can assume non-linear relationships (i.e. the probability of a
state to vary across the range of the input variables). Since the WO
model was auxiliary to the main system model, the internal tem-
perature being forecasted by the main model cannot be used as
an input to the WO model at the same time step. Therefore, the
indoor temperature at the previous hourly time step was used in-
stead. As the time of day (H) is known to be influential in relation
to WO [23] , this parameter was included in the GAM. Lastly, be-
cause the interaction with the windows might also depend on the
day of the week (D)(e.g. working individuals might be absent dur-
ing weekdays) D was also included as an input to the model. 
The general equation of the auxiliary WO state model can be
written in the form shown in Eq. (6) . 
 ( WO ( t ) ) = c + s 1 T int ( t − 1 ) + s 2 T ext ( t ) + s 3 GHI ( t ) 
+ s cc H ( t ) + pD ( t ) (6)
where: 
 logistic (logit) link function for binary output with the
GAM model 
WO(t) predicted Window Opening state at the time step t (0 –
closed; 1 – open) 
c intercept 
T int ( t -1) internal temperature at the previous time step ( t -1) ( °C) 
T ext ( t ) external temperature at the time step t ( °C) 
GHI ( t ) Global Horizontal Irradiance at the time step t (W/m 2 ) 
s 1 , s 2 , s 3 smooth functions of the predictor variables T int , T ext and
GHI respectively 
H Hour of the day (00–23) 
s cc cyclic penalized cubic regression spline smooth function
of H 
D Day of the week (Monday, Tuesday, Wednesday, Thurs-
day, Friday, Saturday, Sunday) 
p parametric coefficient of D 
Because the data ( Fig. 1 ) showed an intensification of window
opening behaviour from 26 June to 17 July with changes in occu-
pant behaviour between the peak (17–20 July), end (21–23 July)
and after (24–28 July) the heatwave, it was decided to extend the
validation period of the logistic GAM model to the whole month of
July 2013 (from 1 st July at 0 0:0 0 to 30 th July at 23:00). 
3.7. Discrimination criteria of the auxiliary logistic model of the 
window opening state 
A cut-off threshold of 0.5 was adopted to classify the predicted
hourly values of the windows into the two possible states: window
closed (0 – if WO ≤ 0.5); and window open (1 – if WO > 0.5). In
order to validate the ability of a logistic model, a confusion matrix
was used to compare modelled outcomes with the observed Posi-
tive (P) and Negative (N) states using four classification categories:
True Positive (TP), correctly predicted open, False Positive (FP), pre-
dicted open but actually closed, True Negative (TN), correctly pre-
dicted as closed and False Negative (FN), predicted closed but actu-
ally open. These parameters enable the calculation of: sensitivity or
True Positive Rate (TPR = TP / P); specificity or True Negative Rate
(TNR = TN / N); fall-out or False Positive Rate (FPR = 1 - TNR); miss
rate or False Negative Rate (FNR = 1 - TPR); and the proportion oforrect predictions, ACCuracy (ACC = (TP + TN) / ( P + N )) [26] . Mod-
ls with a strong predictive value are characterized by TPRs higher
han FPRs [24] . 
. Results 
.1. Model identification 
In order to automatically select near-optimal models, backward
tepwise regressions, based on the minimisation of the AIC and
AE were adopted for ARX and GAM models respectively. Dur-
ng the model identification process, a number of the inputs (in-
luding T int , T ext , and/or GHI) were discarded from both the GAM
nd ARX models at some of the previous time steps ( Table 1 ). The
nternal temperature that was recorded at the same time on the
revious day (T int ( t -24)), as well as the minimum and maximum
nternal temperature in the past 24 h ( T −
int (24h) 
and T + 
int (24h) 
), and
he mean GHI in the past 24 h ( GHI (24h) ) were selected in 3 out
f the 4 models. Conversely, terms describing the mean internal
nd external temperatures in the past 24 h ( T int (24h) and T ext (24h) )
ere never selected. 
Although the hour of the day (H) was included in GAM models
s a non-linear smooth function it was omitted by the selection
lgorithm for dwelling B. In order to evaluate the effect of includ-
ng the WO state variable into the forecasting model for indoor
emperatures, two model variants were created for both the ARX
nd GAM model (one with and one without the WO variable, see
able 1 ). 
Examining the fitting of the GAM provides a useful means of
nderstanding how optimal relationships are attributed to the var-
ous variables ( Fig. 2 ). It is evident from this analysis that the au-
oregressed variables of T int assume the most dominant weights,
nd the nearer they are temporally located to the value that is
eing forecasted, the higher their weighting. Moreover, the final
esult is the sum of positive and negative effects, which in the
RX models is always linear, whereas in the semi-parametric GAM
odels might be non-linear. 
The extremes on the y-axes of the plots ( Fig. 2 ) indicate that,
ith the exception of the GHI, the exogenous inputs have consid-
rably lower weights than the autoregressed variables and they,
herefore, act as a tuning effect on the predicted dependent vari-
ble. It should be noted that since the exogenous variables (i.e. T ext ,
HI) are not normalised their ranges are different to one another
nd to that of the autoregressed variables (T int ( t -i)). For this rea-
on, their absolute influence on the dependent variable (T int ( t ))
annot be directly compared via the parameter weightings. 
For both dwellings, when the WO state is equal to 1 (i.e. win-
ow open), the relationships are negative which indicates a re-
uction in the predicted temperature. Nevertheless, the WO coef-
cients (for WO state = 1) are low in absolute terms, with −0.03
nd −0.05 applied to dwellings A and B respectively. 
.2. Indoor temperature forecasts without the window opening state 
Forecasts with the GAMs produced considerably lower MBEs
han those from the ARX models for forecasting horizons up to 24
 ( Table 2 ). At longer forecasting horizons, however (24 < h ≤48),
he improvement in the MBE becomes smaller and once h > 48 the
BE with the GAMs is worse than for the ARX models. The MAE
nd RMSE provide a similar perspective, suggesting that: GAMs are
apable of producing more accurate forecasts for h ≤6 h; whilst for
 = 12 h, the forecasting accuracy of the two models is very similar;
ut when h ≥24 h, ARX models are much better. Analyses using
he modified Diebold-Mariano (DM) test confirmed that the im-
roved forecasting accuracy of GAMs was statistically significant at
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Fig. 2. Relationships of the selected GAM models with WO, for dwelling A (upper 4 rows) and B (bottom 3 rows); the grey bands / dashed lines indicate the 95% confidence 
intervals of the assigned relationships. 
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Table 1 
Selected predictor variables for dwellings A and B, for ARX and GAM models, with and without (w/o) WO. 
Predictor 
variables 
Dwelling A Dwelling B 
ARX GAM ARX GAM 
w/o WO with WO w/o WO with WO w/o WO with WO w/o WO with WO 
WO ✕ m p m ✕ m p m ✕ m p m ✕ m p m 
T int (t-1) p s p s 
T int (t-2) p s p s 
T int (t-3) p s p s 
T int (t-4) p s ✕ s 
T int (t-5) ✕ s p ✕ 
T ext (t) p s p ✕ 
T ext (t-1) p s p s 
T ext (t-2) p s ✕ s 
T ext (t-3) ✕ ✕ ✕ s 
T ext (t-4) p ✕ p s 
T ext (t-5) p s ✕ s 
GHI (t) p s p s 
GHI (t-1) p s ✕ ✕ 
GHI (t-2) ✕ s ✕ ✕ 
GHI (t-3) p s p ✕ 
GHI (t-4) ✕ s p ✕ 
GHI (t-5) p s ✕ s 
T int (t-24) p s p ✕ 
T −
int(24 h) 
p s p ✕ 
T + 
int(24 h) 
p ✕ p s 
T¯ int(24 h) ✕ ✕ ✕ ✕ 
T¯ ext(24 h) ✕ ✕ ✕ ✕ 
GHI (24 h) p s ✕ s 
Hour (H) n/a s cc n/a ✕ 
Legend: ✕ m = manually excluded WO variable; p m = manually included parametric WO variable; ✕ = discarded pre- 
dictor variable; p = selected parametric variable; s = selected smooth variable; s cc = selected variable as cyclic pe- 
nalized cubic regression spline smooth; n/a = hour variable (H) is not applicable in the ARX model. 
Table 2 
Forecasting accuracy of GAM vs. ARX models in two dwellings during the 2013 heatwave, without (w/o) the WO state, including the modified Diebold-Mariano comparison 
tests (DM test). 
Forecasting horizon h (hours) Dwelling A Dwelling B 
ARX (w/o-WO) GAM (w/o-WO) DM test ARX (w/o-WO) GAM (w/o-WO) DM test 
MBE MAE RMSE MBE MAE RMSE MBE MAE RMSE MBE MAE RMSE 
( °C) ( °C) ( °C) ( °C) ( °C) ( °C) ( °C) ( °C) ( °C) ( °C) ( °C) ( °C) 
1 −0.02 0.13 0.21 −0.01 0.13 0.21 √ −0.05 0.12 0.15 −0.01 0.10 0.13 √ 
2 −0.04 0.25 0.36 −0.01 0.24 0.35 √ −0.10 0.21 0.27 −0.03 0.18 0.24 √ 
3 −0.06 0.35 0.48 −0.02 0.33 0.45 √ −0.14 0.28 0.35 −0.04 0.24 0.32 √ 
4 −0.08 0.44 0.58 −0.03 0.41 0.54 e/a −0.18 0.33 0.42 −0.04 0.29 0.39 √ 
5 −0.10 0.50 0.66 −0.04 0.48 0.61 e/a −0.21 0.37 0.47 −0.04 0.33 0.45 √ 
6 −0.12 0.57 0.73 −0.05 0.54 0.68 e/a −0.25 0.41 0.52 −0.05 0.37 0.50 √ 
12 −0.20 0.81 0.99 −0.10 0.78 0.98 e/a −0.40 0.59 0.70 −0.06 0.53 0.78 e/a 
24 −0.27 0.92 1.13 −0.14 0.98 1.25 e/a −0.56 0.79 0.91 0.08 0.99 2.49 n/a 
36 −0.31 0.92 1.13 −0.22 1.03 1.30 e/a −0.65 0.88 1.02 1.00 2.23 10.11 n/a 
48 −0.34 0.93 1.13 −0.29 1.06 1.32 e/a −0.71 0.94 1.08 4.23 5.76 40.57 n/a 
60 −0.35 0.94 1.14 −0.39 1.11 1.41 e/a −0.76 0.98 1.12 15.76 17.51 166.8 n/a 
72 −0.36 0.95 1.14 −0.47 1.21 1.54 e/a −0.80 1.01 1.14 57.37 59.33 697.1 n/a 
Legend: 
√ = the GAM model has significantly better accuracy at the 90% probability level; e/a = equal accuracy / no difference; n/a = test not applicable because the 
assumption of covariance stationarity of the loss differential function is violated. 
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q  the 90% probability level, but only up to h = 3 h for dwellings A and
h = 6 h for dwelling B. 
Whereas there is a comparable forecasting accuracy between
the GAM and ARX models for h = 12 h ( Fig. 3 ), for dwelling B, a
localised disruption in the GAM forecast occurs on the 7 th of July
( Fig. 4 ). This is because when forecasting temperatures close to or
above the maximum temperatures experienced during the train-
ing period some of the predictor variables contain estimates of the
relationships which encompass a broad confidence interval ( Fig. 2 ).
Therefore, until the model has been exposed to such hot conditions
the out of range values predicted by these terms remain highly un-
certain. The recursive strategy used by GAMs for multi-step-ahead
forecasts means that such errors compound exponentially. Thus,hilst the local over-prediction (seen in Fig. 4 on 7 July), is not
nduly pronounced at short forecasting horizons ( h ≤6) it degener-
tes quickly as the forecasting horizon ( h ) increases ( Table 2 ). This
ocal disruption is evident in the MBE, MAE and RMSE for h ≥24
 ( Table 2 ), being most pronounced in the RMSE metric, which is
ighly sensitive to outliers. For the ARX model, the errors are much
maller ( Table 2 ) thereby avoiding the local disruptions that were
bserved with the GAM ( Fig. 5 cf. Fig. 4 ) by allowing only linear
elationships using the same regression coefficients throughout the
hole range of temperatures. 
Following the first warm period, the non-linear relationships
n the GAMs are recalculated and as a result, the error in subse-
uent forecasts of impending high indoor temperatures are greatly
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Fig. 3. Dwelling A: observed, T int (t), and predicted, T int ( t + h ), hourly internal temperatures with hourly forecasting error, e( t + h ), and the 95% predictive intervals (grey 
bands) for the 12 h forecasting horizon (h), with ARX model (a) and GAM (b). 
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Peduced ( Fig. 4 ). However, in terms of reliability in a ‘real-world’
pplication, it is concerning that a non-linear model might fail
emporarily when rapidly approaching a considerably warmer pe-
iod for the first time. 
.3. Relationships in the logistic GAM for the prediction of the 
indow opening state 
For the logistic GAM the relationships ( Fig. 6 , y-axis) of the
ndependent variables are expressed as logit functions (i.e. log-
dds or logarithm of the odds; logit( p ) = ln[ p /(1- p )]). These val-
es can be converted to the probability of a window being open
s follows ( p = odds / (1 + odds); odds = exp[logit( p )]): -4 = 1.8%;
3 = 4.8%, -2 = 11.9%; -1 = 26.9%; 0 = 50%, 1 = 73.1%; 2 = 88.1%;
 = 95.3; 4 = 98.2; 5 = 99.3%; 6 = 99.8%. 
The probability of the windows being open increases consider-
bly at higher internal temperatures (T int ) but decreases at higher
xternal air temperatures (T ext ). Whereas GHI has almost no ef-
ect on the WO state for dwelling A, the probability of opening the
indows increases linearly with GHI for dwelling B. Similarly, the
nfluence of the hour of the day (H) shows a considerably different
ffect for the two dwellings. For dwelling A, the probability of the
indows being open remains close to 50% most of the time but
s slightly higher in the late morning and at midday. Whilst, for
welling B, the probability of the windows being open is highest p ≈85%) during the early morning and lowest during the evening
 p ≈10%). Even though the day of the week (D) has less influence
n the WO, there is a small amount of variability during the week.
or example, in dwelling A, there is a lower chance of the win-
ows being open on Sundays compared to the rest of the week.
hilst for dwelling B, there is a higher probability of windows be-
ng opened on the weekends and also on Tuesdays ( Fig. 6 ). 
.4. Forecasting the window opening state using logistic GAMs 
During summer 2013, the occupants of both dwellings opened
he windows for longer periods of time as the temperatures
ose ( Fig. 1 ), until eventually leaving them continuously open in
welling A from 26 June to 17 July. Whereas during the training
eriod of the logistic model (13 April – 30 June) the windows were
pen (t open,tr ) 48.8% and 25.8% of the time for dwellings A and
 respectively, during the validation period of the logistic model
whole of July 2013) the window opening time (t open,val ) increased
o 77.4% and 53.9% of the time for dwellings A and B respectively
 Table 3 ). As a result, dwelling A recorded a slightly unbalanced
esting period with 576 Positives (P), i.e. hours when the window
as open, and 168 Negatives (N), i.e. hours when the window was
losed, whilst dwelling B is considerably more balanced with 401
 and 343 N. 
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Fig. 4. Dwelling B: observed, T int (t), and predicted, T int ( t + h ), hourly internal temperatures with hourly forecasting error, e( t + h ), and the 95% predictive intervals (grey 
bands) for 3 h (a), 6 h (b) and 12 h (c) forecasting horizons (h), with GAM. 
Table 3 
Percentage-time windows are open during training (t open,tr ) and validation (t open,val ) periods and discrimination of the logistic GAMs for the 
hourly window opening state for dwellings A and B. 
Dwelling t open,tr (%) t open,val (%) P TP FN N TN FP TPR (%) FNR (%) TNR (%) FPR (%) ACC (%) 
A 48.8 77.4 576 542 34 168 19 149 94.1 5.9 11.3 88.7 75.4 
B 25.8 53.9 401 274 127 343 202 141 68.3 31.7 58.9 41.1 64.0 
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Fig. 5. Dwelling B: observed, T int (t), and predicted, T int ( t + h ), hourly internal temperatures with hourly forecasting error, e( t + h ), and the 95% predictive intervals (grey 
bands) for 3 h (a), 6 h (b) and 12 h (c) forecasting horizons (h), with ARX model. 
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a  In dwelling A, although the occupants behaved atypically, leav-
ng the window open for almost the entire heatwave ( Fig. 1 ), the
odel managed to capture this general tendency ( Fig. 7 ), but it
roduced FNs on cooler evenings and nights (e.g. 1–2, 2–3, 4, 8–9
nd 11 July). As might be expected, when similar ranges of indoor
nd outdoor temperatures were experienced ( Fig. 7 ), the model
redicted the same outcome (i.e. window open). However, on cer-
ain days (e.g. 17–18, 19 and 24–27 July), the windows were ap-
arently closed for non-temperature related reasons that are un-ccounted for by the model, which led to FPs. In dwelling B,
he occupants tended to operate the windows on a daily basis
 Fig. 7 ), with the only exception being on the 17 th of July. The
odel was able to replicate the daily opening pattern ( Fig. 7 )
ut generated FPs on colder days (e.g. 3–4 July). However, the
odel, cannot predict a change in the occupants’ behaviour (i.e.
hen leaving the windows closed during the day and opening
hem only in the evening, instead of leaving them open night
nd day) at the peak of the heatwave (i.e. 17–19 July), which
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Fig. 6. Relationships of the logistic GAMs for the prediction of the hourly Window Opening (WO) for dwellings A (upper row) and B (bottom row); the grey bands / dashed 
lines indicate the 95% confidence intervals of the assigned relationships. 
Fig. 7. (a) Hourly averages of the observed internal temperatures (T int ) in dwelling A and B, and external air temperatures (T ext ); (b) Global Horizontal solar Irradiance (GHI); 
(c,d) observed Window Opening (grey shading) state and forecasted Window Opening (red shading) with the logistic GAM for dwellings A and B. 
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i  led to a large number of FPs until the end of the heatwave (i.e.
22 July). Overall, in both cases, the logistic models performed
with adequate predictive discrimination achieving high TPRs (94.1%
and 68.3% for dwellings A and B respectively), and with lower
FPRs (88.7% and 41.1% for dwellings A and B respectively) and
an adequate ACC (75.4% and 64.0% for dwellings A and B
respectively). .5. Indoor temperature forecasts incorporating the window opening 
tate 
Adding the actual monitored WO state as a parametric input
roduced very similar results to the models without the WO in-
ut ( Table 4 ). In fact, for dwelling A, the modified DM compar-
son tests suggested that models with and without the window
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Table 4 
Forecasting accuracy of GAM vs. ARX models in two dwellings during the 2013 heatwave, with the WO state, including the modified Diebold-Mariano 
comparison tests (DM test) vs. the results without the WO state ( Table 2 ). 
Forecasting horizon h (hours) Dwelling A Dwelling B 
ARX (with WO) GAM (with WO) ARX (with WO) GAM (with WO) 
MAE RMSE DM test MAE RMSE DM test MAE RMSE DM test MAE RMSE DM test 
( °C) ( °C) ( °C) ( °C) ( °C) ( °C) ( °C) ( °C) 
1 0.13 0.20 e/a 0.13 0.21 e/a 0.13 0.21 w/o 0.13 0.21 w/o 
2 0.25 0.36 e/a 0.24 0.35 e/a 0.25 0.36 w/o 0.24 0.34 w/o 
3 0.35 0.48 e/a 0.33 0.46 e/a 0.35 0.48 w/o 0.32 0.44 w/o 
4 0.43 0.58 e/a 0.41 0.55 e/a 0.43 0.58 w/o 0.39 0.52 w/o 
5 0.50 0.66 e/a 0.48 0.62 e/a 0.50 0.66 w/o 0.45 0.59 w/o 
6 0.57 0.73 e/a 0.54 0.68 e/a 0.56 0.73 w/o 0.51 0.64 w/o 
12 0.81 1.00 e/a 0.79 0.98 e/a 0.81 1.00 w/o 0.73 0.90 w/o 
24 0.94 1.14 e/a 1.01 1.27 e/a 0.91 1.13 e/a 0.86 1.09 n/a 
36 0.95 1.14 e/a 1.10 1.34 e/a 0.92 1.13 e/a 0.86 1.10 n/a 
48 0.95 1.14 e/a 1.13 1.37 e/a 0.93 1.13 e/a 0.90 1.13 n/a 
60 0.96 1.15 e/a 1.17 1.46 e/a 0.94 1.14 e/a 0.95 1.21 n/a 
72 0.96 1.15 e/a 1.26 1.57 e/a 0.95 1.14 e/a 1.01 1.27 n/a 
Legend: e/a = models with and without the WO input have an equal accuracy at the 90% probability level; w/o = the model without the WO input has a 
significantly better accuracy at the 90% probability level; n/a = test not applicable because the assumption of covariance stationarity of the loss differential 
function is violated. 
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m  pening parameter had statistically equal accuracy. On the other
and, for dwelling B, with the addition of the WO state the fore-
asting accuracy was significantly worse at the 90% probability
evel when h ≤12 h, for both ARX model and GAM. Whilst for
welling B, the addition of the WO state resulted in a forecast
hich avoided the previously observed local disruptions ( Fig. 4 );
owever, their absence should not be attributed to the addition of
he WO state as an input, but rather to the slightly different struc-
ure of the model. Depending on the identified model structure,
ocal disruptions might still appear due to the general instability
f GAMs when forecasting outside of the range of the predictor
ariables upon which the models were trained. 
. Discussion 
The results demonstrate that the inclusion of substantially more
nput variables to the ARX models than in the authors’ previous
tudy [21] did not improve their accuracy at shorter forecasting
orizons. For example, the 6 h forecasts produced MAEs of 0.57
nd 0.41 °C for dwellings A and B respectively ( Table 2 ) compared
o MAEs of 0.21, 0.51 and 0.55 °C in [21] . Over longer forecasting
orizons, such as 72 h, ARX models produced an MAE of 0.95 and
.01 °C ( Table 2 ), for dwellings A and B respectively which is higher
han the MAEs of 0.49, 0.63 and 0.69 °C recorded in the previous
tudy [21] . However, the lower forecasting accuracy, reported here,
hould not be attributed to poorer model performance but rather
o the extended period over which it was evaluated. In the pre-
ious study [21] , the forecasting accuracy was computed for only
ne week of data where the day of, and the day after the two-
ay heatwave produced the largest forecasting errors. The intensive
nd long-lasting nature of the 2013 heatwave used in this study
nabled errors to be computed over a 19-day period, during which
here were several pronounced drops in the outdoor and indoor
emperatures. The mean zonal indoor temperatures were also ap-
roximately 6.5 °C (dwelling A) and 7.3 °C (dwelling B) above the
orresponding indoor temperatures during the initial training pe-
iod. Considering these forecasting challenges, the ARX model can
e considered to have performed well and with good generalisa-
ion ability. 
In the absence of previous results from the literature, the fore-
asting accuracy of the semi-parametric GAMs can be best assessed
y comparison with the forecasts of the linear ARX models. The
AMs produced statistically better forecasts than the ARX models
at the 90% level) for horizons up to 6 h ahead (with MAEs of 0.54nd 0.37 °C for dwellings A and B respectively at 6 h cf. 0.57 and
.41 °C with the ARX models, Table 2 ). For forecasting horizons be-
ond 12 h, the GAMs were not significantly better than the ARX
odels. 
The findings of this study concur with the established forecast-
ng literature in a number of important aspects. Firstly, research
y Taieb [48] and Teräsvirta, Van Dijk and Medeiros [49] shows
hat in cases where the time series is only weakly non-linear, or
f there is only a rare occurrence of non-linear features ( Fig. 2 ),
he use of more complex non-linear models is not justified since
impler linear models already provide a good approximation,
specially for short time series and long forecasting horizons.
econdly, Ferracuti et al. [30] have demonstrated that recursive lin-
ar ARX models are more accurate than NARX models for long-
erm indoor temperature predictions in air-conditioned buildings.
his concurs with the study by Teräsvirta, Van Dijk and Medeiros
49] , where the researchers found that autoregressive single hid-
en layer feedforward neural networks (without Bayesian regular-
sation) were not capable of improving upon linear autoregressive
odels, especially at longer forecasting horizons. It is known that
ith ANNs there is a risk of explosive models (i.e. models where
rror gradients grow exponentially) causing models to become un-
table, with implausible forecasts at long forecasting horizons [49] .
imilarly, with GAMs there is a risk of instability at long forecast-
ng horizons when predicting outside the range upon which the
ependent variables were trained. Here it was shown that GAMs
ere vulnerable to disruptions when rapidly approaching a con-
iderably warmer period for the first time, rendering them highly
ncertain, and difficult to control at longer forecasting horizons. 
Whilst this study has intentionally focused on testing the mod-
ls on shorter time series data (i.e. without data from previous
ears and heatwaves), training the models on historical data from
ast heatwaves could potentially obviate this issue. However, any
hanges to the building fabric or occupancy in the interim would
nvalidate the previously established relationships embedded in a
istorically trained model. In addition, this approach is predicated
n the assumption that suitable historical data exists. Moreover,
his is a problematic assumption in the case of overheating fore-
asting since climate change projections suggest a continued up-
ard trend in global summertime temperatures and with an in-
reased frequency of extreme heat events [4,5] . Considering these
actors collectively, the use of GAMs (in this context) should be
onstrained to shorter forecasting horizons, especially when auto-
atic model selection procedures are adopted. In contrast, linear
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h  ARX models appear to be a more reliable 5 choice. When compu-
tational time is considered, ARX models are also favoured due to
their minimal fitting times. In contrast, GAMs require much longer
fitting times and high-dimensional settings are more difficult to
handle (i.e. for each predictor variable a function has to be es-
timated instead of a single slope parameter in the linear model)
[50] . Nonetheless, GAMs can be safely fitted even when the nature
of the underlying structure is unclear or is mostly linear [50] . Con-
versely, when forecasting at shorter horizons, and when the com-
putational time is less relevant, the potentially higher forecasting
accuracy of GAMs might be advantageous. 
The forecasting accuracies presented in this study are in line
with previous studies involving the prediction of internal tempera-
tures; although most previous research has focused on offices with
mechanical cooling and with higher data resolutions. Mustafaraj
et al. [28] observed MAEs of 0.27–0.38 °C for an ARX model pre-
dicting 1.5 h ahead; cf. MAEs of 0.25 and 0.21 °C for dwellings A
and B at h = 2 ( Table 2 ). Forecasts by Mustafaraj et al. using a NARX
model [28] were considerably better, with MAEs of 0.23–0.27 °C
at 2 h ahead, which is very close to the MAEs achieved with the
GAMs for h = 2, 0.24 °C and 0.18 °C for dwellings A and B ( h = 2,
Table 2 ). Ferracuti et al. [30] produced 3 h summertime tempera-
ture forecasts with RMSEs of 0.33 °C and 0.36 °C for ARX and NARX
models respectively; which are close to the values of 0.48 °C and
0.35 °C for the ARX model, and 0.45 °C and 0.32 °C for the GAM,
for dwellings A and B respectively ( h = 3, Table 2 ). However, these
results must be viewed in relation to the validation data used to
test the models. Notably, the forecasts performed here took place
in free-running dwellings with considerably higher indoor temper-
ature variability than that observed in the studies by Mustafaraj
et al. [28] and Ferracuti et al. [30] . 
Considering the stochastic and embedded nature of residential
window operation, the newly developed logistic GAM performed
with good discrimination ability. For both dwellings, the TPR was
encouragingly high, 94.1% and 68.3% for dwellings A and B respec-
tively, but this was achieved at the expense of a high FPR, 88.7%
and 41.1% for dwellings A and B respectively ( Table 3 ). The high
FPR for dwelling A may be partially attributable to the consider-
ably unbalanced testing period (i.e. substantially more P than N).
Overall, the TPRs were higher than the corresponding FPRs and the
models showed an adequate ACCs, 75.4% and 64.0% for dwellings
A and B respectively ( Table 4 ). In cases where the TPR is low or
when the discrimination is poor, relying on an auxiliary stochas-
tic model to supply the WO state to the main model is unlikely
to be reliable and could potentially decrease the forecasting accu-
racy of the main indoor temperature model. In addition, at longer
forecasting horizons, the discrimination ability of the model would
be hampered by the additional uncertainty in the estimated indoor
temperatures of the main forecasting model. 
Integration of the actual, measured window opening states into
the GAMs, rather than relying on the auxiliary logistic models,
showed variable results ( Table 4 cf. Table 2 ). At best, the mod-
els incorporating the known window state produced forecasts of
equal accuracy (in dwelling A) but conversely (in dwelling B) the
inclusion of the WO state significantly reduced the accuracy of the
model. There are two reasons why the additional information sup-
plied to the forecasting models is incapable of improving the pre-
dictions. Firstly, the coefficients that were attributed to the WO5 Linear models assume a linear relationship between the independent and de- 
pendent variables, which remains constant throughout the whole range of the pre- 
dictor variables. In this application, the linear model structure prevents the genera- 
tion of local disruptions that might otherwise affect semi-parametric models (con- 
taining initially highly uncertain non-linear relationships) when first approaching a 
hotter period (which is the case for models which have not been trained on histor- 
ical data from past heatwaves). 
c
 
i  
w  
c
7  
c  
o  tate in the forecasting models were relatively small in this study
ompared to other predictor variables ( Fig. 2 ) and according to
inder and Tutz [50] in developing GAMs, it is advisable to include
nly those predictor variables that are truly influential. Secondly,
he actual cooling effect provided by an open window cannot be
educed to a constant value, as it is considered by the predictive
odels. In reality, the actual effect of the WO on the indoor tem-
eratures depends on the temperature difference between the in-
oor and outdoor environments, which is at a maximum overnight
ut can be small or even negative during the central hours of the
ay. This is especially true during heatwaves, when indoor tem-
eratures may even exceed the outdoor temperatures during the
ate afternoon and evening. Lastly, the operation of windows will
irectly affect indoor temperatures, with its ‘effect’ partially em-
edded in the indoor temperatures that are incorporated as model
nputs (i.e. the autoregressive terms) and which are seen to have
he highest influence on the model predictions ( Fig. 2 ). Therefore,
t can be concluded that even with exact knowledge of the WO
tate, its inclusion into the main forecasting model for indoor tem-
eratures is not (in isolation) capable of improving the forecasting
ccuracy. As a consequence, the WO state should not be included
n the forecasting model due to its low influence on the depen-
ent variable that could, at times, also negatively affect the overall
redictive accuracy. 
. Conclusions 
The ability of linear ARX models and semi-parametric GAMs
o forecast indoor temperatures over the intense and long-lasting
K heatwave of 2013 was investigated using hourly data from two
edrooms, in two houses, located near to the town of Loughbor-
ugh in the UK Midlands. A backward stepwise regression based
n minimisation of the AIC (for ARX models) and MAE (for GAMs)
as adopted for the model selection process. Recursive multi-step-
head forecasts were produced by both the models using a rolling
orecasting origin for the entire duration of the heatwave. Forecasts
ere made for time horizons of 1–6, 12, 24, 36, 48, 60 and 72 h
head, including the 95% prediction intervals, in order to provide
 credible interval for the forecasted temperatures. The accuracy of
he predictions was evaluated using the MBE as a measure of the
ias, and MAE and RMSE to assess out-of-sample accuracy. Mod-
fied DM tests were adopted to assess whether differences in the
ccuracies of the GAMs and ARX models, and the inclusion of the
ctual window opening state, were significant at the 90% probabil-
ty level. 
Comparisons between the ARX models and GAMs showed that
lthough the GAMs were capable of slightly improved forecasting
ccuracy, the improvements were only statistically significant up
o 3–6 h ahead. For longer forecasting horizons, ARX models pro-
ided an accuracy that was either equal to, or greater than the
AMs, with an MAE (up to 72 h ahead) that was typically below
 °C for the entire heatwave. Considering the potential uncertainty
ssociated with the non-linear GAMs relationships when exposed
o higher temperature ranges for the first time, the subsequent risk
f instability at longer forecasting horizons, higher computational
ime requirements, lower accuracy at longer forecasting horizons
nd marginal improvement of the predictive accuracy at shorter
orizons; the adoption of such models appears unjustified for fore-
asting elevated internal temperatures in free-running buildings. 
Logistic GAMs were shown to be capable of adequately predict-
ng whether or not a window was open in situations where the
indows were operated with a discernible frequency. The TPR was
onsistently higher than the FPR, with an adequate ACC, of 64.0–
5.4%. However, the logistic window opening models could not ac-
ount for the sudden unpredictable changes in occupant behaviour
ccurring during extreme events. In situations where occupants
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 ight open the windows for reasons unaccounted for by the model
or not open them at all), the reliability of these models to provide
ccurate predictions is questionable and should, therefore, be con-
idered on a case-by-case basis. 
In relation to the prediction of indoor temperatures, forecasts
ased upon exact knowledge of the window states did not improve
he forecasting accuracy of either the ARX or GAM models and in
ome cases had a negative effect on the forecasting accuracies. 
Overall this work suggests that more complex non-linear mod-
ls do not necessarily produce better forecasts and are not well
ndicated for predictions at long forecasting horizons. Particular at-
ention should be given to the use of GAMs when there is a like-
ihood of predicting out-of-range which could render the model
nstable. By definition, there will always be limited data at the
ower and upper ranges of the independent variables, which en-
enders increasing uncertainty when forecasting beyond the ranges
or which the models were originally trained, with errors that are
ikely to amplify at longer forecasting horizons. 
Future work will involve longitudinal testing of the prototyped
orecasting models using larger datasets to quantify the reliability
f predictions for different room, dwelling and household configu-
ations across a wide range of geo-social contexts. 
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