This paper is a subsequent paper of Melnikov and Pagnon: Reducibility of the intersections of components of a Springer fiber, Indag. Mathem. 19 (4) (2008) 611-631. Here we consider the irreducible components of a Springer fibre (or orbital varieties) for the two-column case in GL n (C). We describe the intersection of two irreducible components, and specially give the necessary and sufficient condition for this intersection to be of codimension one. Since an orbital variety in the two-column case is a finite union of the Borel orbits, we solve the initial question by determining orbits of codimension one in the closure of a given orbit. We show that they are parameterized by a specific set of involutions called descendants, already introduced by the first author in a previous work. Applying this result we show that the codimension one intersection of two components is irreducible and provide the combinatorial description in terms of Young tableaux of the pairs of such components.
INTRODUCTION

Orbital varieties and components of a Springer fiber
This paper is a continuation of [5] and we adopt its notation.
Let G = GL n (C) and respectively g = gl n = Lie(G) on which G acts by conjugation. For g ∈ G and u ∈ g we denote this action by g.u := gug −1 .
We fix the standard triangular decomposition g = n ⊕ h ⊕ n − where n is the subalgebra of strictly upper triangular matrices, n − is the subalgebra of strictly lower triangular matrices and h is the subalgebra of diagonal matrices. The associated Weyl group in this case is identified with the symmetric group S n . Let b := h ⊕ n be the standard Borel subalgebra and B the Borel subgroup of G with Lie(B) = b that is the subgroup of invertible upper-triangular matrices. For x ∈ n let O x = G.x be its orbit. Consider O x ∩ n. Its irreducible components are called orbital varieties associated to O x .
Let F := G/B be the flag variety. For x ∈ n put
The variety F x is called a Springer fiber over x. For GL n (C) by Spaltenstein's construction [7] there is a one to one correspondence between irreducible components of F x and orbital varieties associated to O x . For x ∈ n its Jordan form is completely defined by a partition λ = (λ 1 , . . . , λ k ) of n where λ i is the length of ith Jordan block. Arrange the numbers of a partition λ = (λ 1 , . . . , λ k ) in the decreasing order (that is λ 1 λ 2 · · · λ k 1) and write J (x) = λ. Obviously O x and F x are completely defined by J (x).
In turn an ordered partition can be presented as a Young diagram D λ -an array with k rows of boxes starting on the left with the ith row containing λ i boxes. In such a way there is a bijection between Springer fibers (resp. nilpotent orbits) and Young diagrams.
Fill in the boxes of Young diagram D λ with numbers 1, 2, . . . , n. If the entries increase in rows from left to right and in columns from top to bottom we call such an array a (standard) Young tableau or simply a tableau of shape λ. Let Tab λ denote the set of all tableaux of shape λ.
Given x ∈ n such that J (x) = λ by Spaltenstein [6] and Steinberg [8] there is a bijection between components of F x (resp. orbital varieties associated to O λ ) and Tab λ (cf. Section 2.3). For T ∈ Tab λ set F T to be the corresponding component of F x . Respectively set V T to be the corresponding orbital variety associated to O λ .
By [4] the bijection between the orbital varieties associated to O λ and the components of F x for x ∈ O λ is extended to their intersections, namely the number of irreducible components in F T ∩ F T is the same as in V T ∩ V T and their codimensions coincide respectively. We consider here the intersections of orbital varieties to obtain the information on intersections of the components of a Springer fiber.
Two-column case
In this paper we consider orbital varieties associated to a nilpotent orbit of nilpotent order 2. They correspond to tableaux with two columns so this case is called the two-column case.
For the convenience we use the conjugate partitions. For x ∈ n of nilpotent order 2 that is such that J (x) = (2, . . .) we put sh(x) := (n − k, k) if the corresponding J (x) consists of k blocks of length 2 and n − 2k blocks of length 1. In other words (n − k, k) is the conjugate partition of (2, . . 
.).
Respectively we put sh(T ) := (n − k, k) if the corresponding Young diagram has the first column of length n − k and the second column of length k. Respectively we put Tab (n−k,k) 
We show that if codim V T (V T ∩ V S ) = 1 for some T , S ∈ Tab (n−k,k) then V T ∩ V S is irreducible. Further in Section 4.4 we describe combinatorially such pairs of tableaux.
Intersections of codimension one and descendants of σ
Let us explain the results in some detail. In our constructions we use intensively [3] and we adopt partially its notation. Set X 2 := {x ∈ n: x 2 = 0} to be the variety of nilpotent upper-triangular n × n matrices of nilpotent order 2. For x ∈ X 2 set B x := B.x to be its B-orbit. Obviously Jordan form is the same for all elements of B x so we put sh(B x ) := sh(x). Let B 2 be the set of B-orbits in X 2 . It is stratified by ranks. We put B (n−k,k) := {B ∈ B 2 : sh(B) = (n − k, k)} to be the subset of B 2 of B-orbits of rank k.
Set S 2 n := {σ ∈ S n : σ 2 = I d}. Let S 2 n (k) be the subset of the involutions containing k disjoint 2-cycles. As it was shown in [2] there is a natural bijection ψ : S 2 n → B 2 such that for σ ∈ S 2 n (k) one has ψ(σ ) ∈ B (n−k,k) . Put B σ := ψ(σ ). For an algebraic variety V let V denote its closure with respect to Zariski topology. As it is shown in [1] for any T ∈ Tab (n−k,k) there is σ T ∈ S 2 n (k) such that B σ T = V T . Moreover, by [2] these are all the orbits of dimension k(n − k) in B (n−k,k) which is the maximal possible dimension for an orbit in B (n−k,k) .
In [3] B σ for σ ∈ S 2 n is described combinatorially in terms of involutions. The corresponding partial order on involutions is determined by
This set (which we call the set of descendants of a given σ ) is characterized in [3] .
Developing the results of [3] we show in Theorem 3.5 that
This is the main technical result of our paper.
As we show in Section 3.11,
As a corollary of this result we get that the codimension one intersections of orbital varieties of nilpotent order 2 are irreducible.
For the sake of combinatorial completeness we study in Section 3.11 S 2 n as a poset. In particular, completing Theorem 3.5 to the cover of σ (we call it the set of generalized descendants) we show in Theorem 3.6 that σ is in the cover of σ iff codim B σ B σ = 1.
The paper structure
The body of the paper consists of 3 sections. In Section 2 we give the preliminaries in some detail and set the notation to make the paper as self-contained as possible. In Section 3 we study in detail B-orbits of nilpotent order 2 and show that for
Finally, in Section 4 we apply the results of Section 3 to orbital varieties and show that the codimension one intersections of orbital varieties are irreducible and give the description of such orbital varieties in terms of Young tableaux.
At the end of the paper one can find the index of notation in which symbols appearing frequently are given with the subsection where they are defined. We hope that this will help the reader to find his way through the paper.
PRELIMINARIES
B-orbits in X 2 and involutions in S n
For σ ∈ S 2 n set N σ to be the "strictly upper-triangular part" of its permutation matrix, that is
n put L(σ ) to be the number of disjoint 2-cycles in it, let us call the number L(σ ) the length of the involution σ (do not confuse this notion with the usual definition given for the minimal number of simple reflections in the writing of an element of a Coxeter group). In other words
. By [2, Section 2.2] one has the following proposition.
Construction of orbit
is the first column of T and
is the second column of T . Note that it is enough to define the columns as sets since the entries increase from top to bottom in the columns. We denote a column by T i when we consider it as a set.
, and for any s > 1
For example, take We will denote this orbital variety by V T .
Dimension of B σ
Write σ ∈ S 2 n (k) as a product of disjoint cycles of length 2. Order entries inside a given cycle in the increasing order. Order the cycles in the increasing order according to the first entry. Thus, σ = (i 1 (σ ) is always defined regardless of the form in which σ is written. However, if it is written in the canonical form then q 1 (σ ) = 0 and to compute q s (σ ) it is enough to check only the pairs (i p , j p ) where p < s.
By [2, Section 3.1] one has the following theorem.
By [5, Remark 5.5] for σ ∈ S 2 n (k) one has dim B σ k(n − k) and the equality is satisfied iff σ = σ T for some T 
Rank matrices
In [3] the combinatorial description of B σ for σ ∈ S 2 n is provided. Let us formulate this result. For 1 i < j n consider the canonical projections π i,j : n n → n j −i+1 acting on a matrix by deleting the first i − 1 columns and rows and the last n − j columns and rows and define the rank matrix R u of u ∈ n to be
Obviously for any y ∈ B u one has R y = R u so that we can define R B u := R u . Put
Let Z + be the set of non-negative integers. Put R 2 n := {R σ : σ ∈ S 2 n }. 
Partial order on S
B σ = σ σ B σ .
Rank matrices and intersections of B-orbits closures
By [5, Theorem 5.15 ] one has the following theorem.
Theorem 2.6. For any σ, σ ∈ S 2 n (k) one has
3. B-ORBITS OF NILPOTENT ORDER 2
More on rank matrices
In this section we make a more subtle analysis of the structure of B σ .
Given 
Ancestors and descendants of σ
Let σ be some involution in S n (k). Recall the set of descendants D(σ ) of σ defined in Section 1.3. This set is constructed in [3, Sections 3.10-3.14] in order to prove Theorem 3.18 of [3] . It contains four types of elements. We give its description in what follows.
To consider all the codimension one intersections of B-orbit closures we also need to define A(σ ) the set of ancestors for σ ∈ S 2 n (k). Set A(σ ) to be the set of all σ ∈ S 2 n (k) such that (a) σ σ ; (c) for any σ such that σ σ σ one has either σ = σ or σ = σ .
We get this set from [3, Sections 3.10-3.14]. It contains four types of elements exactly as D(σ ).
Remark 3.1.
In addition, this is also the only element of S 2 n (k) such that its set of descendants is empty.
and these are the B-orbits B T , with
) are the only elements of S 2 n (k) such that their set of ancestors is empty.
Visualization of order
To characterize the descendants and ancestors we will give another description of the relation corresponding to the order in R 2 n . Given σ = (i 1 , j 1 By the definition of a rank matrix, (R σ ) (i,j ) is the number of points of σ inside the right isosceles triangle with vertices (i, i) , (j, j ) and (i, j ) (including the points on the legs of the triangle). Now, given a subset P ⊆ σ ⊆ R 2 let P to be its support. Set T (P ) to be the smallest right isosceles triangle in R 2 containing P such that its hypotenuse lies on the line y = x. Set also T (∅) := ∅. Obviously T (P ) is completely determined by its rectangular vertex which has coordinates (x P , y P ) where x P = min{i; (i, j ) ∈ P } = min P and y P = max{j ; (i, j ) ∈ P } = max P (see Fig. 1 ).
LetP be the set of all points of σ in T (P ). Then
and the order can be immediately translated into the following lemma. Proof. (i,j ) be a right isosceles triangle with vertices (i, j ) , (i, i) , (j, j ). Consider P := σ ∩ T (thus,P = P ). Then by hypothesis there exists a subset P ⊆ σ such that T (P ) ⊆ T (P ) and card(P ) card(P ). In particular, we haveP ⊆ T (i,j ) ∩ σ , and therefore (R σ 
Lemma 3.2. The following claims are equivalent:
(i) σ σ ; (ii) for any subset P ⊆ σ there exists a subset P ⊆ σ such that T (P ) ⊆ T (P ) and card(P ) card(P ).(i) ⇒ (ii) For any subset P ⊆ σ , we have card(P ) = (R σ ) (x P ,y P ) . Then it is enough to consider P := T (P ) ∩ σ . (ii) ⇒ (i) For any integers 1 i < j n, let T) i,j = card(T (i,j ) ∩ σ ) card(P ) card(P ) = (R σ ) i,j . 2
Elementary transformations on S
There are two kinds of elementary transformations giving a new involution in S 2 n (k): I) We replace an integer p ∈ σ with an integer q ∈ σ c . Geometrically its means that we move a point (i, j ) of σ to the point (i , j) where i ∈ σ c (that is horizontally) or to the point (i, j ) where j ∈ σ c (that is vertically 
) We denote this transformation by F (p q) (σ ).
Of course the direction of the displacement of the point (or of the two points) is important, the resulting involution for one elementary transformation will be smaller or bigger than σ for the order . Namely: (I) If the elementary transformation is of type I then moving a point up or to the left increases the sizes of the right isosceles triangles for the resulting involution, so that by Lemma 3.2(ii) the resulting involution is smaller. Respectively moving a point down or to the right gives a bigger involution. In other words
and therefore by Lemma 3.2(ii) the resulting involution will be smaller (resp. bigger); see Note that by these elementary transformations we can pass from any σ ∈ S 2 n (k) to any other σ ∈ S 2 n (k). Moreover, by [3] one gets the following corollary. By this corollary, any descendant (or ancestor) of σ is obtained from σ by an elementary transformation which cannot be decomposed into a sequence of other elementary transformations preserving the order . We will call it a minimal elementary transformation.
Minimal elementary transformations of type I on coordinate x
In the next four subsections we describe 4 types of minimal elementary transformations. All the proofs are given in [3] , here we only give some explanations.
Let us first consider the elementary transformation of type I moving a point horizontally and giving smaller involution. Thus, we move a point P : (i s Note that the two minimal elementary transformations described above are inverse to each other:
Example 3.1. Take σ = (2, 6)(3, 5)(7, 9)(8, 10) ∈ S 2 11 . Then
)(3, 5)(7, 9)(8, 10),
)(4, 5)(7, 9)(8, 10),
Minimal elementary transformations of type I on coordinate y
Considering a symmetry around y = −x + n we get a minimal elementary transformation moving (i s Respectively, the minimal elementary transformation moving (i s , j s ) down giving a bigger involution exists if
In that case put σ j s ↓ := F (j s →y) (σ ). Otherwise put σ j s ↓ := ∅. Remark 3.3. Again, the two minimal elementary transformations described above are inverse to each other:
Example 3.2. Take again σ = (2, 6)(3, 5)(7, 9)(8, 10) ∈ S 2 11 . Then
)(3, 4)(7, 9)(8, 10), 
Minimal elementary transformations of type II(a)
Thus, the necessary condition for F (j s i t ) (σ ) to be minimal is σ c ∩ {r}
Moreover, assume that there exists a point (i, j ) If G (i t 3) (2, 5)(4, 9)(6, 10) (7, 8) , F (3 5) (σ ) = (1, 5)(2, 4)(3, 9)(6, 10)(7, 8)}, C 5 (σ ) = ∅, C 6 (σ ) = {F (4 6) (σ ) = (1, 3)(2, 6)(5, 9)(4, 10) (7, 8) , F (3 6) (σ ) = (1, 6)(2, 4)(5, 9)(3, 10)(7, 8)},
Exactly as in previous cases the actions and are inverse, that is if 
Minimal elementary transformations of type II(b)
Respectively, to get all the minimal elementary transformations of type II(b) giving a bigger element for a given (i s 
Remark 3.5. Again note that actions ↑↓ and ↓↑ are inverse, that is if K (i s ,j s ) (σ ) = ∅ and F (i s i t ) (σ ) ∈ C ↑↓i s (σ ) then F (i s i t ) (F (i s i t ) (σ )) = σ ∈ C i s ↓↑ (F (i s i t ) (σ )); if L (i t ,j t ) (σ ) = ∅ and F (i s i t ) (σ ) ∈ C i s ↓↑ (σ ) then F (i s i t ) (F (i s i t ) (σ )) = σ ∈ C ↑↓i s (F (i s i t ) (σ )).
Description of D(σ ) and A(σ )
By [3, Section 3.15] one has the following theorem.
Theorem 3.4. For
n one has
Proof. The equality for D(σ ) is exactly the content of Theorem 3.15 of [3] . The equality for A(σ ) is a straightforward corollary of this theorem. Indeed, σ ∈ A(σ ) ⇐⇒ σ ∈ D(σ ). Thus, since our "left" and "right" actions are inverse we get the equality. 
Equivalence of σ ∈ D(σ ) and codim
B σ B σ = 1 For σ, σ ∈ S 2 n (k) it is obvious that codim B σ B σ = 1 implies σ ∈ D(σ
By Remark 3.2 we have #{m
(ii) Assume σ ↑j s = ∅. To show codim B σ B σ ↑js = 1 we use the symmetry about y = n − x for the points of σ . Indeed, letσ 
(iii) To show the claim for an element of type (II)(a) assume that C i t (σ ) = ∅ and let σ = F (j s i t ) (σ ) ∈ C i t (σ ).
We write the new pairs at the place of the old ones so that σ = (i 1 , j 1 (1) Assume i p ∈ {a} 
Finally, q t (σ ) = q t (σ )−(i t −j s −1)−1 = q t (σ )−(i t −j s ).
Indeed, for any p: p < s one has by Remark 3.4(i) that either j p < j s or j p > i t so that its contribution to q t (σ ) is either 2 or 0 respectively and correspondingly its contribution to q t (σ ) is either 2 or 0 respectively. Further, the contribution of (i s 
(iv) Finally, assume C ↑↓i s (σ ) = ∅ and let σ = F (i s i t ) (σ ) ∈ C ↑↓i s (σ ) . Again, we write the new pairs at the place of the old ones so that σ = (i 1 , j 1 ) . . . (i s , j t 
Note that our proof is a somewhat more technical than the proofs of lemmas [3, Sections 3.11, 3.13, 3.14]. However, it shows a little bit more than these lemmas. It shows that the set denoted by D 1 (σ ) in [3] is equidimensional of codimension one in B σ . By Theorem 3.5 for σ, σ ∈ S 2 n (k) such that σ ≺ σ one has that the length of the chain between σ and σ does not depend on the choice of the chain and moreover it equals to codim B σ (B σ 
(S
Proof. The only case that we have to check is the case where σ is a generalized descendant of σ obtained by deleting a point in its support.
For any point P = (i, j ) denote (P ) and (P ) the areas drawn in Fig. 9 . Any point Q = (i , j ) strictly contained in (P ) (resp. in (P )) verifies i < i and j < i (resp. i < i and i < j < j). For any Q = (i , j ) not contained in shadow areas one has either j > j or i > i (or both). Let # (P ) denote the number of points of σ in (P ) and # (P ) denote the number of points of σ in (P ). Thus q (i,j ) 
which is impossible by choice of σ . Therefore 
is a second entry, the corresponding point (u, x) in σ has to be in (P o 
r=1 (see Fig. 9 ). Let x be the first entry of a point (x, y) ∈ σ . If y > j o then F i o x (σ ) exists and σ ≺ F i o x (σ ) ≺ σ which is impossible by choice of σ . Thus point (x, y) has to be in (P o ). In particular, we get by (3.2)
In addition, for any point (i, j ) ∈ σ such that i < i o one has is either a first entry or a second entry of a point of σ ; if y is a first entry of a point Q = (y, z) of σ then P o ∈ (Q). If y is the second entry of a point Q = (x, y) where x < j o then as it was shown in (a)
And we have the relations
(c) Finally, any point (i, j ) such that i > i o and j < j o verifies q (i,j ) (σ ) = q (i,j ) (σ ) . Together with (3.4) this provides us: for any (i, j ) ∈ σ such that j < j o one has
Let us compare dim B σ and dim B σ . By Theorem 2.3,
From (3.3) and (3.7) we have
On the other hand by (3.5) and (3.6) we have
Now combining (3.8) and (3.9) we get
and the proof is done. 
Reducibility of codimension one intersections of B-orbit closures in general
Now let us return to the codimension one intersections of B-orbit closures.
Note that for any σ , σ ∈ A(σ ) one has B σ ∈ B σ ∩ B σ . Thus by Theorem 3.5
In general this does not imply that the intersection B σ ∩ B σ is irreducible.
The first example of reducible codimension one intersection occurs in n = 5. Note that R σ,σ = R σ so the intersection is reducible. Indeed, one can easily see that (2, 4) .
Note that dim B (1, 4) (3, 5) = dim B (1, 5) (2, 4) = 4 so that the intersection is equidimensional.
CODIMENSION ONE INTERSECTIONS OF ORBITAL VARIETIES OF NILPOTENT ORDER 2
Irreducibility of codimension one intersections of orbital varieties
Now we apply the machinery developed in the previous section to orbital varieties of nilpotent order 2. Our first aim is to show that for
Thus, we get codim
Proof. We show this by considering all possible types of σ ∈ D(σ T ).
Put
It is left to show that R σ,σ = R σ and that A(σ ) = {σ, σ }.
Let us first compute R σ,σ . By Lemma 3.1 for any j < j s (R σ 
Assume that w ∈ A(σ ), w = σ, σ . In four items below we show that w cannot be one of the four types of ancestors, as described in Section 3, so that 
Assume that w = σ, σ ∈ A(σ ). In four items below we show that w cannot be one of the four types of ancestors, as described in Section 3, so that
is well defined and F (i p 
Preliminaries on (S, T ) satisfying codim
Let us translate the results of the previous subsection into the combinatorics of (i) be the number of the row of T i belongs to. For i ∈ T 1 and j ∈ T 2 set Change(T , i, j) := (S 1 , S 2 ) to be the 2-column array where elements increase in columns from the top to the bottom obtained from T by
is not necessarily a Young tableau. Note that in Change(T , i, j) we always will write first an element of the first column and then an element of the second column.
Apart from the Section 4.5 in this paper we do not enter the questions connected to the Robinson-Schensted correspondence. In [5] we had a detailed discussion on the connection between Robinson-Schensted correspondence and codimension one intersections of orbital varieties. In connection with this correspondence we need to consider 
is a tableau and there exist P ∈ Tab (n−k,k) and
Combinatorial properties of
Note also the following lemma. 
Construction of (S, T ) satisfying codim
Translating (i) of the proof of Theorem 4.1 we get the following. For any (i s The results in the form provided above are not very clear, however we can simplify them further noting that (i) and (iii) together provide us the following proposition. ⊂ {i 1 , b 1 , . . . , i s−1 , b s Note that this proposition gives the rule for interchanging the elements of the first and second columns of a tableau when the element of the first column is smaller than the element of the second column.
Note also that for b s = 2a + 1 (i.e. odd) the condition of the proposition is always satisfied so that for In the same way (ii) and (iv) together provide the following proposition. Note that this proposition gives the rule of interchange the elements of the first and second columns of a tableau when the element of the first column is greater than the element of the second column. 
Further speculations
We would like to connect this section to the results of [5] . We start with a few remarks.
