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Abstract 
Hartman I.B.-A., I. Newman and R. Ziv, On grid intersection graphs, Discrete Mathematics 
87 (1991) 41-52. 
A bipartite graph G = (X, Y; E) has a grid representation if X and Y correspond to sets of 
horizontal and vertical segments in the plane, respectively, such that (xi, y,) E E if and only if 
segments x, and y, intersect. We prove that all planar bipartite graphs have a grid 
representation, and exhibit some infinite families of graphs with no grid representation-among 
them the point line incidence graph of projective planes. 
1. Introduction 
Let S be a finite family of sets. The intersection graph of S is a graph 
G = (V, E) whose vertices corresponds to the sets, with (vi, vi) E E if and only if 
si and Sj intersect. 
Intersection graphs have been studied extensively in the literature. One of the 
well known results is by Lekkerkerker and Boland [6], who gave a necessary and 
sufficient condition for a graph to be an interval graph, i.e. an intersection graph 
of intervals on the real line. Further work was done by Scheinerman and West 
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[9], who proved that every planar graph is an intersection graph such that each 
vertex corresponds to the union of at most three intervals on the real line. 
Thomassen [lo] has shown that every planar graph is the intersection graph of a 
collection of three-dimensional boxes with intersections occurring only in the 
boundaries of the boxes. Intersection graphs of curves in the plane have also been 
studied, see for example [ll] and [4]. This paper is a study of bipartite 
intersection graphs of vertical and horizontal segments in the plane. 
Let Zi and Z2 be finite families of horizontal and vertical intervals in the plane, 
such that no two horizontal or vertical intervals intersect. The intersection graph 
of Zi U Zz, G, is called a grid intersection graph (GIG). Obviously, G is a bipartite 
graph, G = (X, Y; E), where the sets X and Y correspond to sets of intervals Z,, 
and Z,, respecively. The family Zi U Z2 is called a grid representation of G, and is 
denoted by Z(G). Katchalski [5] raised the problem of characterizing bipartite 
graphs that are grid intersection graphs. We prove that all planar bipartite graphs 
have a grid representation, deducing as a corollary the result of Duchet et al. [3], 
guaranteeing a special type of representation (‘visibility representation’) for 
planar graphs. (see Corollary 2.5) We remark that the converse, however, does 
not hold; for example, K,,, is not planar for n 2 3, but it has a trivial grid 
representation. 
The concept of grid representation for bipartite graphs, is closely related to the 
boxicity of G. Roberts [7] defined the boxicity of a graph G as the smallest integer 
d, for which G can be represented as an intersection graph of d-dimensional 
boxes in d-dimensional space (where the sides of the boxes are parallel to the 
coordinate axis). Clearly, every grid representation for G, can be transformed to 
a representation by 2-dimensional boxes. Hence, the boxicity of any GIG is at 
most two. The converse is also true, and was recently proved in [l]. 
A reduced adjacency matrix of a bipartite graph G = (X, Y; E) is a O-l matrix 
M where the rows and columns of A correspond to the vertices in X and Y, 
respectively, with M(i, j) = 1 if and only if vertex i in X and vertex Z in Y are 
adjacent. A O-l matrix M has a grid representation if it is a reduced adjacency 
matrix of a bipartite graph with a grid representation. We exhibit in Section 3 
some infinite families of O-l matrices with no grid representation; among them 
are the incidence matrices of projective planes and of symmetric designs. 
2. Planar graphs and grid representations 
We shall prove that all planar bipartite graphs have a grid representation. In 
fact, Theorem 2.1 is a stronger result. Before stating it, we define some terms. 
Let Z be a grid representation of a graph G. We assume throughout the paper 
that no interval continues beyond its last intersection with an interval of the other 
direction. We define the following order < on the horizontal intervals in 
I: hI <h, if hl is on the left of hZ, i.e. for all points (xi, yi) E hI and 
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(~2, ~2) ~h2, XI <x2. Similarly, for vertical intervals we define, u, < IJ~ if v1 is 
below v2. A set of horizontal and vertical intervals in the plane is a monotone 
path if it represents a path, and the sequences of horizontal and vertical intervals 
are each monotonic by the orders defined above (see Fig. l(a)). The length of a 
path is the number of intervals in it. The grid representation I, as in plane graphs, 
partitions the plane into regions called faces, the boundaries of which correspond 
to closed walks in G. We say that a face of I is simple if its boundary corresponds 
to a simple cycle in G. We say that a face F in Z is convex if any horizontal or 
vertical line joining two of its points lies entirely within it (see Figs., l(b) and 
l(c)). Note that any convex face is necessarily simple. We also note that if F is a 
convex face, and P is a monotone path in F connecting two intervals on the 
boundary of F, then P partitions F into two convex faces. For a vertex v E V(G), 
the horizontal or vertical interval corresponding to u in Z(G) is denoted by Z(V). 
Similarly, the representation of a subgraph H, or a face F is denoted by Z(H) and 
Z(F), respectively. 
Theorem 2.1. Any plane bipartite graph G = (X, Y; E) has a grid representation 
Z(G), satisfying the following: 
(i) The faces of G correspond to the faces of Z(G), such that v,,, . . . , vk is the 
(clockwise) cycle of a face of G if and only if Z(Q), . . . , Z(vk) is the (clockwise) 
cycle of a face of Z(G). 
(ii) Every simple internal face of Z(G) is convex. 
(iii) If G is 2-connected and z is any distinguished vertex on the unbounded face 
of G, then Z(z) is either topmost (when z E X), or rightmost (when z E Y) in the 
grid representation Z(G). 
Before proving Theorem 2.1, we state and prove the following two technical 
lemmas: 
Lemma 2.2. Let G = (V, E) be a 2-connected simple graph and let H be a 
2-connected subgraph of G, where V(H) G V(G). Then either there exists a vertex 
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vo E V(G) - V(H) such that G - {vo} is 2-connected, or there exists a path 
PEG-H with deg,(v) =2 for each v E V(P), such that G[V - V(P)] is 
2-connected. 
Proof. The proof proceeds by induction on n = IV(G) - V(H)]. For n = 1 the 
claim holds by hypothesis. Assume n > 1. Let P = (uo, u,, . . . , Q-~, uk) be a 
shortest path such that u o, uk are distinct vertices in H, ul, . . . , uk E G - H, and 
k 3 2. By Menger’s Theorem such a path exists. If V(H) U V(P) # V(G), then 
we may apply induction, since H U P is 2-connected. Otherwise, H U P spans G, 
and the minimality of P then implies either that k = 2 and u1 is required vertex 
vo, or that the internal vertices of P have degree two. Hence (ui, . . . , uk_l) 
forms the required path. Cl 
Lemma 2.3. Let I be a grid representation of G, and let h, and h2 be two distinct 
intervals in some convex face F of I. Then Z can be transformed into another grid 
representation I’ satisfying: 
(i) I and I’ have the same convex faces and correspondence of face boundaries 
to G, 
(ii) if hI and h2 are in opposite (same) partite sets, then for any positive even 
(odd) integer k a monotone path of length k joining h, and h2 may be added inside 
the convex face F’, corresponding to F. 
Proof. It is sufficient to prove the lemma for k = 1, 2, since any interval in a path 
may be replaced by a monotone path of arbitrary odd length. 
Case 1: h, and h2 are both horizontal intervals. 
If it is not possible to put a vertical segment inside F joining hI and hz, then we 
may assume, without loss of generality, that h, bounds the face F from above, 
and h2 is below hI and on its right. Let v1 be the leftmost vertical interval 
bounding F, v2 be the vertical interval bounding F which is adjacent to h2 and is 
on its left, and v3 be the vertical segment adjacent to h2 and on its right. Let xi, 
x2, x3 be the x-coordinates of vi, v2, and v3, respectively. We consider the 
following two subcases: 
Case 1.1: Znterval h2 bounds the face F from below (see Fig. 2(a)). We define 
the following combination of linear transformations on the region of the plane 
bounded on the left by x =x1, bounded on the right by x =x3 and above by all 
the intervals which are bounding F from below between v1 and v3. Every point 
(x, y) is that region, where x1 s x G x2 is mapped to (x, + (t -x,)(x -x,)/(x, - 
x,), y) for some x1 =S t cx2. For x2 <x cx3, (x, y) is mapped to (x3 + (x - 
x3)(x3 - t)/(x3 -x2), y). (See Fig. 2(a).) Clearly, this transformation is con- 
tinuous, it maps vertical (horizontal) intervals to vertical (horizontal) intervals. It 
preserves the intersection relation between intervals, and it preserves face 
structure and convexity. More over, for an appropriate t, it is possible to join h, 
and h2 by a vertical segment inside F’. 
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Case 1.2: Interval h2 bounds Ffrom above (see Fig. 2(b)). We extend h2 to the 
left inside F. If it is possible to join hl with the extension of h2 by a vertical 
interval, we are done. Otherwise, we first apply the transformation defined in 
Case 1.2, and proceed with extending h2 to the left. 
Case 2: h, i.s a horizontal interval, and h2 = v is a vertical interval (see Fig. 
2(c)). 
Add a new horizontal interval h3 joining v to a vertical interval v’ on the 
boundary of F. Thus dividing F into two convex faces, F, and F2, one of which, 
say F,, has hl and h3 on its boundary. By Case 1, one may add a vertical interval 
vr inside F, joining h, and h3. The intervals vu1 and the part of h, between v, and 
v form the required path of length two. 
The case where both h, and h2 are vertical is similar to Case 1. This completes 
the proof of Lemma 2.3. q 
Note: By joining h, and h, with a monotone path as described in the lemma, F’ 
is partitioned into two convex faces. 
Proof of Theorem 2.1. For convenience, we define a grid representation that 
satisfies conditions (i)-(iii) in the theorem as a proper grid representation. If G is 
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a tree or a simple cycle, then it is trivial to construct a proper grid representation 
Z(G) (see Fig. 3). Otherwise, we proceed by induction on IV(G)l. 
Assume first that G is not 2-connected, and let B be an endblock of G 
containing a cutvertex z E X. (A similar argument holds if z E Y.) By the 
induction hypothesis, B (a 2-connected graph) with the distinguished vertex z, 
has a proper grid representation, where Z(z) is topmost in Z(B). By the induction 
hypothesis, also G - B has a proper grid representation, Z(G - B), with no 
distinguished vertex. This fact allows us to ‘glue’ Z(B) and Z(G - B) together 
along the interval Z(z), by scaling and rotating, if necessary, the drawing of Z(B) 
relative to the drawing of Z(G - B). We draw Z(B) in the face of Z(G - B), that 
corresponds (by the induction hypothesis) to the face of G - B containing B (see 
Fig. 4). All faces are preserved except that face, and placing Z(B) in that face 
preserve the correspondence of the face cycles. 
We may assume now that G is 2-connected and is not a simple cycle. Suppose 
G is outerplanar, and let z be any distinguished vertex. Since the outer face of G 
has a chord, there exists a path P = (x0, yo, xl, . . . , xk, yk) on the boundary of 
the outer face satisfying: (a) (x0, yk) is a chord of the outer face; (b) the degree of 
every internal vertex of P is two; and (c) z is not an internal vertex of P. To show 
the existence of the path P, consider the weak dual of G, which is a tree that is 
the edge-intersection graph of the bounded faces of G. If G is not a cycle, then its 
weak dual has at least two leaves. The path P is chosen as the 2-valent vertices of 
a leaf face in which z is not 2-valent. 
Fig. 4. 
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By the induction hypothesis, G = {y,,, x1, . . . , Y~_~, xk} has a proper grid 
representation Z, where Z(x,,), and Z(yk) are consecutive on the outer face, and 
Z(z) is the topmost (or rightmost) interval. It is easy to add a monotone path 
corresponding to P between intervals Z(x,) and Z(y,J, (by extending the 
horizontal interval of attachment, if necessary). The new created face is convex 
and the new intervals added preserve the faces correspondence. Thus, we get a 
proper grid representation of G (see Fig. 5). 
Suppose G is not outerplanar. Let C be the cycle on the boundary of the 
outerface of G, and z, be any distinguished vertex on C. By Lemma 2.2, there 
exists an induced subgraph G’ G G - C which is either a vertex or a path, such 
that G - G’ is 2-connected. 
Assume, first, that G’ is a path P = (v,, . . . , uk) where V, and uk are adjacent 
to V” and t,k+,, respectively. Note that P is on the boundary of exactly two faces, 
F, and F2, whose union F. is an internal face of G - P. By the induction 
hypothesis on G - P with the same distinguished vertex z, there exists a proper 
representation I of G - P, where, in particular, Z(F,) is convex. By Lemma 2.3 it 
is possible to add a monotone path of the same length as P in Z(F,), joining I(+,) 
and Z(uk+l). Thus Z(F,) is separated by the path that corresponds to P, into faces 
Z(F,) and Z(F2), which are convex, and we get a proper representation of G (see 
Fig. 6). 
We are left with the case where G’ = {v}. Without loss of generality v E Y, and 
let N(u) = {x,, xz, . . . , xk}. By the induction hypothesis G - {v} has a proper 
representation Z where the horizontal intervals Z(x,), Z(x2), . . . , 1(x,) are on the 
boundary of a simple convex face Fo. We are now faced with the task of adding 
to Z a vertical interval representing U, which intersects all of Z(xj)(l s i s k), and, 
Fig. 6. 
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in addition, creates k new convex faces. By Lemma 2.3, I can be transformed 
such that there exists a vertical interval 1 joining the topmost and bottommost 
intervals on F0 in the set E Z(xr), . . . , Z(q)}. Furthermore, 1 lies entirely within 
Z$. We let 1 represent v and join the intervals I@,), . . . , Z(x,) to 1, to get a 
representation Z(g). Since F0 is convex, it can be easily verified that all the faces 
of Z(G) are convex. Hence Z(G) is a proper grid representation. 0 
As a corollary we get a characterization of GIG’s G = (X, Y; E) with the 
property that every vertex in Y has degree at most 2. 
Corollary 2.4. Let G = (X, Y; E) be a bipartite graph with d(y) s 2 for all y E Y. 
Then G is a grid intersection graph if and only if G is planar. 
Proof. Sufficiency follows from Theorem 2.1. Assume that G = (X, Y; E) is a 
grid intersection graph where d(y) < 2 for all y E Y. 
Let Z(G) be a grid representation of G. Then Z(G) can be viewed as a plane 
graph G whose vertices correspond to the intersection points of the vertical and 
horizontal intervals, and whose edges are the vertical and horizontal segments 
joining these intersection points. The graph G can be obtained from G by 
preforming the following two operations: 
(i) subdivide each vertical edge into a path of length two, 
(ii) contract each horizontal edge into a point. 
Since G is planar, G must also be planar. 0 
Corollary 2.4 contains the following result in [3]: 
Corollary 2.5 (Duchet, Hamidoune, Las Vergnas and Meyniel). A planar graph 
G is representable in the plane in such a way that: 
(a) the vertices of G correspond to pairwise disjoint horizontal line segments, 
(b) the edges of G correspond to vertical pairwise disjoint line segments, 
(c) a segment that represents an edge (x, y) intersects only the segments that 
represent x and y. 
Proof. Immediate from Theorem 2.1. Subdivide each edge of G into a path of 
length two to get a planar bipartite graph G’, and apply Theorem 2.1 on G’. 0 
3. Cross-freeable O-l matrices 
In the following theorems we introduce some families of O-l matrices which 
have no grid representation. Throughout the proofs we shall use a necessary and 
sufficient condition for a matrix to have a grid representation as described in 
Proposition 3.1. 
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Definition. A cross-matrix is a 3 X 3 O-l matrix which contains the following 
configuration: 
[ 1 0 1 1. 1 
A O-l matrix A,,, is cross-free if it does not contain a cross-matrix as a 
submatrix. Alternatively, if A(i, j) = 0, then at least one of the following holds: 
(i) Aik = 0 for all j G k G n, 
(ii) Aik = 0 for all 1 G k G j, 
(iii) A, = 0 for all 1 G k G i, 
(iv) A, = 0 for all i G k sm. 
A O-l matrix if cross-freeable if there exist permutations of the rows and 
columns of A which make it cross-free. 
Proposition 3.1 [5]. A O-l matrix A has a grid representation if and only if A is 
cross-freeable. 
Proof. Suppose A has a grid representation Z(A). Let u and 21 be horizontal and 
vertical segments at y = b and x = a. If u meets intervals on both sides of x = a, v 
meets intervals on both sides of y = b, then u and v must intersect at (a, b). Thus, 
permuting the rows and columns of A to conform to the order of the horizontal 
and vertical intervals in Z(A) makes A cross-free. Conversely, assume A is in a 
cross-free form. Define intervals by placing a dot at (i, j) if and only if A, = 1, 
and creating a segment joining the extremal dots for each i and for each j. This 
collection of intervals is clearly a grid representation of A. 0 
Let C”, denote the O-l matrix of dimensions (z) x n, with rows corresponding 
to the incidence vectors of all k-subsets of an n-set. 
Lemma 3.2. The matrices C:, C: and C: have no grid representation. 
Proof. C: is the reduced adjacency matrix of the bipartite-graph obtained by 
subdividing each edge of the complete graph KS. By Corollary 2.4 and the fact 
that KS is nonplanar, it follows that C: has no grid representation. The matrix C: 
is the ‘complement’ of a permutation matrix. Under any permutation of rows and 
columns, one of its five zeros must be in an interior row and column and form the 
center of a cross matrix. In fact, it can be easily seen that Cz and Ci are minimal 
nonrepresentable, that is, any proper submatrix of C; and C: has a grid 
representation. 
Assume, by contradiction, that C: has a grid representation. Without loss of 
generality, we may assume that the vertical segments representing 1 and 5 are on 
the extreme left and right respectively, and the horizontals representing the 
subsets 125, 135 and 145 occur in this corresponding order. Now, neither of the 
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subsets 245 or 124 can be represented. In fact, it can be shown that if any single 
row of C; is deleted, then still, the resulting matrix has no grid 
representation. 0 
Theorem 3.3. The matrices C; for all 2 s k <n and n 2 5 have no grid 
representation. 
Proof. Follows by induction using Lemma 3.2 and the fact that C”, is a submatrix 
of c;+’ and of C”,::. 0 
A symmetric design is a set of m distinct elements (called points) and a set of m 
subsets of the points (called blocks), such that each block contains exactly k 
points, and every pair of points lie in exactly A. blocks. (For further details about 
symmetric designs see [2]). The definition of symmetric designs implies (see [2]) 
that each point is contained in exactly k blocks, and that each pair of blocks 
intersects in A points. The incidence matrix A of a symmetric design is a 
(0-l)-matrix whose rows correspond to blocks, columns correspond to points, 
and A, = 1 if and only if point j is in block i. In the case where 3r = 1 the design is 
called projective plane of order k - 1. In that case the blocks are also called lines. 
Theorem 3.4. The incidence matrix of a projective plane of order k - 1 with k 2 3 
has no grid representation. 
Proof. Assume, by contradiction, that there exists a cross-free incidence matrix 
A = (ai,j) of a projective plane with m point and m lines. We use the facts that the 
dot product of any pair of rows or pair of columns in the incidence matrix of a 
projective planes is 1, and that each row and column has at least three 1’s. We say 
that the index of the common 1 in a pair of rows or columns is where they meet. 
Columns and rows 1 and m are extreme; the other are interior. 
Define a focus of A to be a position r, s satisfying one of the following 
properties: 
(1) r, s is not a corner of A and all of {ar,s, al,,, am,s, a,l, ar,m} are 1, 
(2) r, s is next to an extreme row i (or column), and all of 
{ar,s, ai,i, ai,,, am+l-i,s) (or {h ai,i, a,,i, 4,m+l-i) are 1. 
We claim that A has no focus. Suppose r, s is a focus of A; by symmetry, we 
may assume s $ { 1, m}. Since each column has at least three l’s and each pair of 
columns meets only once, we can choose distinct indices p, q 4 { 1, r, m} such that 
aP.t = ag,m = 1 and aP,s = a4,s = 0. Now we have aP,j = 0 for j > s to avoid a cross in 
row p and column s, and similarly, a,,j = 0 for j < s. However, rows p and q do 
not meet. 
Consider now cases according to where the extreme rows and columns meet. If 
the extreme rows meet in an interior column s and the extreme columns meet in 
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row r, then ar,s = 1 and r, s is a focus (of the first type). By symmetry, we may 
thus assume the extreme rows meet in column 1 and the extreme columns meet in 
row 1. If row 2 and m meet in an interior column s, then A has a focus at 2, s (of 
the second type). By symmetry and avoidance of multiple intersections, we may 
now assume rows 2 and m meet in column 1, and columns 2 and m meet in row 1. 
This implies a1,2 = a2,1 = 1 and thus a2,2 -  0. However we must have a cross 
because there is another 1 in row 2 and in column 2. 0 
Remark. For k 2 5 there is a very simple proof of Theorem 3.4, as was pointed 
to us by the referee. It uses the fact that projective planes of order (k - l), where 
k 2 5, contain five points, no three of which are on a line. This implies that the 
incidence matrix A contains C: as a submatrix, hence it has no grid 
representation. 
Theorem 3.4 can be extended to a wider class of matrices: 
Theorem 3.5. Let D be an m X m (m 2 5) O-l matrix which satisfies the following 
conditions : 
(al) any t distinct rows have exactly i l’s in common, 
(a2) any s distinct columns have exactly j l’s in common, 
(a3) every row contains at least i + 2 l’s (i + 1 if i > 3), 
(a4) every column contains at least j + 2 l’s (j + 1 if j 2 3). 
Then D has no grid representation. 
Proof outline. Ifs = t = 2 and i = j = 1, then (al)-(a4) are equivalent to the facts 
used in Theorem 3.4. If s = t = 2 and i + j > 2, then the theorem can be proved 
using techniques similar to the ones used in the proof of the previous theorem. 
We omit the details of the proof. Finally, if s + t > 4, they by a theorem of 
Rohmel [8] (see also [2]), D is the matrix Cz_,, up to a permutation of the rows. 
By Theorem 3.3 D has no grid representation. 0 
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