Econometric Analysis of Panel Data Models with Multifactor Error Structures by Karabiyik, Hande et al.
VU Research Portal
Econometric Analysis of Panel Data Models with Multifactor Error Structures
Karabiyik, Hande; Palm, Franz C.; Urbain, Jean Pierre
published in
Annual Review of Economics
2019
DOI (link to publisher)
10.1146/annurev-economics-063016-104338
document version
Publisher's PDF, also known as Version of record
document license
Article 25fa Dutch Copyright Act
Link to publication in VU Research Portal
citation for published version (APA)
Karabiyik, H., Palm, F. C., & Urbain, J. P. (2019). Econometric Analysis of Panel Data Models with Multifactor
Error Structures. Annual Review of Economics, 11, 495-522. https://doi.org/10.1146/annurev-economics-
063016-104338
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
E-mail address:
vuresearchportal.ub@vu.nl
Download date: 22. May. 2021
EC11CH19_Palm ARjats.cls July 11, 2019 12:6
Annual Review of Economics
Econometric Analysis of Panel
Data Models with Multifactor
Error Structures
Hande Karabiyik,1 Franz C. Palm,2
and Jean-Pierre Urbain2,∗
1Department of Econometrics and Operations Research, Vrije Universiteit Amsterdam,
1081 HV Amsterdam, The Netherlands
2Department of Quantitative Economics, Maastricht University, 6200 MD Maastricht,
The Netherlands; email: f.palm@maastrichtuniversity.nl
Annu. Rev. Econ. 2019. 11:495–522




Copyright © 2019 by Annual Reviews.
All rights reserved
∗Prof. Jean-Pierre Urbain passed away on
October 1, 2016.
JEL codes: B23, C01, C23, C33, C55, F17
Keywords
panel data, cross-sectional dependence, factor-augmented panel regression,
common correlated effects, principal components, stationary panels,
nonstationary panels
Abstract
Economic panel data often exhibit cross-sectional dependence, even after
conditioning on appropriate explanatory variables. Two approaches to mod-
eling cross-sectional dependence in economic panel data are often used: the
spatial dependence approach, which explains cross-sectional dependence in
terms of distance among units, and the residual multifactor approach, which
explains cross-sectional dependence by common factors that affect individ-
uals to a different extent. This article reviews the theory on estimation and
statistical inference for stationary and nonstationary panel data with cross-
sectional dependence, particularly for models with a multifactor error struc-
ture. Tests and diagnostics for testing for unit roots, slope homogeneity,
cointegration, and the number of factors are provided.We discuss issues such
as estimating common factors, dealing with parameter plethora in practice,
testing for structural stability and nonlinearity, and dealing with model and
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1. INTRODUCTION
Increased availability of panel data sets in economics with large cross-section and time dimensions
has been paralleled by a similar supply ofmodels andmethods for studying panel data in economics
and business. In areas such as finance, macroeconomics, and international and regional studies, it
is now customary to work with panel data to back policy decisions by empirical research using
time series and panel data. Governments of countries and regions and international and national
organizations such as business firms and banks rely on the policy conclusions drawn from empirical
panel data studies.
The popularity of panel data studies is also due to important recent developments in the sci-
entific literature on analyzing panel data and to the availability of computer power and software
to carry out sophisticated computations.
The early literature on panel data methods assumes that, conditional on some individual char-
acteristics, different entities such as countries, firms, and individuals are independent of each other.
However, analyses of panel data sets with large time series and cross-section dimensions have
shown that the individual units inmany data sets are interdependent.For instance, in cross-country
growth analysis, this type of interdependence is highly likely to reflect the interconnectedness of
countries through history, geography, and trade relations (Eberhardt & Teal 2011). Relevant the-
oretical research has shown that the presence of this interdependence may have serious conse-
quences, depending on the nature of dependence, if not accounted for. This insight led to a new
branch of theoretical research that develops models and methods to account for cross-sectional
dependence in economic panel data.
Two main approaches deal with cross-sectional dependence in large panels, namely, the spa-
tial dependence approach and the residual multifactor approach. The former assumes that de-
pendence across cross-section units can be characterized by a spatial process that represents the
distance among units. The spatial approach has been pioneered by Anselin (1988), and since then,
a vast literature has been developed (for a recent survey, see Lee & Yu 2010). One of the limita-
tions of using this approach is that it typically does not allow for slope heterogeneity across panel
units. Another limitation is that the approach requires a priori knowledge of a distance metric
that might be difficult to come up with in many applications. The residual multifactor approach
assumes that dependence among cross-section units is caused by a fixed and usually small number
of common factors that affect all individual units to a different extent. This assumption is easily
justified considering the existence of global shocks that affect all units to a different extent in, for
example, macroeconomic or financial data. Examples of such situations abound and are discussed
briefly in this review. One advantage of this approach is that it does not require prior knowledge
about the ordering of the cross-section units.
This article provides a review of the methods that use the residual multifactor approach for
analyzing large panel data sets with cross-sectional dependence. We focus on estimation and in-
ference problems when all variables involved are stationary and exogenous, when the model is
dynamic, and when the variables are nonstationary and possibly cointegrated. We review the
literature on panel unit root tests for panels with cross-sectional dependence and on tests for
cointegration. Furthermore, we provide a discussion of issues arising in panel modeling, such
as how to estimate the factors, how to deal with parameter plethora in practice, the implica-
tions of nonlinearity and structural changes for panel data modeling, and model and parameter
uncertainty.
The remainder of this review is organized as follows. In Section 2, we describe the residual
multifactor approach to cross-sectional dependence. In Section 3, we discuss estimation of
large panel data models by distinguishing between different settings that vary depending on
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the static versus dynamic and stationary versus nonstationary nature of the variables. Section 4
contains a review of inferential methods and diagnostic tests, such as unit root tests and tests for
cointegration, that are applicable to large panel data sets with cross-sectional dependence.
In Section 5, we discuss the issues associated with panel data modeling, such as nonlinearity
and structural changes. Section 6 contains a short discussion on the use of panel data models for
prediction and policy making. Section 7 concludes.
2. CROSS-SECTIONAL DEPENDENCE IN PANELS
Economic, financial, and climate time series data across cross-section units such as countries, re-
gions, firms, households, and individuals are likely to be affected by some global shocks. These
shocks affect each unit with different intensities, depending on the intrinsic properties of each
cross-section unit. For instance, output growth and CO2 emissions across multiple countries have
the tendency to be affected by the same technology shocks, natural disasters, and global finan-
cial crises. The extent to which a certain country is affected by these shocks depends on factors
such as the capital intensity of its production process, its openness measures, and its trade volume.
Bailey et al. (2016) investigate the cross-sectional correlation among stock returns. Motivated by
the capital asset pricing model (Ross 1976), they assume that there are market factors that cre-
ate correlation among all assets in a financial market. Ertur & Musolesi (2017) investigate the
influence of technological knowledge spillovers on total factor productivity. They acknowledge
the presence of unobserved common factors, such as aggregate technological shocks or oil price
shocks, that may have different effects on total factor productivity across countries. They sug-
gest that heterogeneous effects of these factors may result from country-specific technological
constraints.
In general, the existence of global factors creates an interdependence among the cross-section
units. To deal with this interdependence, the literature has adopted an approach that is called the
unobserved common factors or interactive fixed effects approach. This way of modeling cross-
sectional dependence has become increasingly popular over the past decades. An example is the
global vector autoregressive (VAR) model proposed by, among others, Pesaran et al. (2004) to
model regional economic dependencies in a global macroeconomic model. In a first step, small-
scale country-specific VAR models that are augmented with foreign variables are estimated. In a
second step, these models are stacked as one large global VAR model. This is discussed further in
Section 5.2. In this section, we introduce a simple unobserved common factor model and make a
distinction between strong and weak cross-sectional dependence.
Consider the process zi,t that is observable over t = 1, . . . ,T and i = 1, . . . ,N .We assume that
each zi,t exhibits statistical dependence across i = 1, . . . ,N , which can be modeled by using the
unobserved common factor approach. We write the model for zi,t as
zi,t = λ′ift + ei,t , 1.
where ft is an r × 1 vector of unobserved common shocks, λi is an r × 1 vector of unit-specific
unknown factor loadings, and ei,t are idiosyncratic time- and unit-specific shocks.This is the formal
representation of an unobserved common factor model and is used in the literature to model the
cross-sectional dependence between zi,t and z j,t for i = j (for a review of econometric analysis
of large factor models, see Bai & Wang 2016). The analysis of cross-sectionally dependent panel
data models depends on the assumptions regarding how the factors, ft , enter the models and on
the properties of λi and ft .
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2.1. Weak and Strong Cross-Sectional Dependence
In the literature, the degree of cross-sectional dependence in panel data models is categorized
into threemain groups: strong,weak, and semistrong or semiweak cross-sectional dependence (Bai
2003, 2009; Bailey et al. 2016; Chudik & Pesaran 2015b; Chudik et al. 2011; Sarafidis &Wansbeek
2012). The degree of cross-sectional dependence determines the effects of the dependence on the
processes and on the estimators and, in turn, influences the ways in which this cross-sectional
dependence should be handled.
Let Var(zt ) = z,t , denote the covariancematrix of zt , where zt = (z1,t , z2,t , . . . , zN ,t )′ and where
z,t is an N ×N symmetric, nonnegative definite matrix. The definition for weak cross-sectional
dependence adopted by Bai (2003, 2009) is based on z,t . Inspired by the assumptions of the








|σi j,t | ≤ Kt < ∞ 2.
for all N , where σi j,t is the element at the intersection of the ith column and the jth row of z,t .
This imposes a bound on the sum of the absolute value pairwise correlations between zi,t and z j,t .
Chudik et al. (2011) and Bailey et al. (2016) define the concepts of weak and strong cross-
sectional dependence based on the limiting behavior of the weighted cross-sectional average of the
process asN → ∞ for a given t ∈ T .They define zw,t =
∑N
i=1 wizi,t as the weighted cross-sectional
average of zi,t at time t. In this case, the vector of weights, defined as wt = (w1,t ,w2,t , . . . ,wN ,t )′, is
assumed to satisfy certain granularity conditions for all t such that, for each element of this vector,
‖wt‖ =
√
w′twt = O(N−1/2) and
w j,t
‖wt‖ = O(N−1/2) uniformly in j ∈ N .
Chudik et al. (2011) give the condition for weak cross-sectional dependence as
lim
N→∞
Var(zw,t ) = 0 3.
and the condition for strong cross-sectional dependence as
lim
N→∞
Var(zw,t ) ≥ K > 0. 4.
The condition in Equation 3 is not specific about the rate of the convergence, and for a process,
there is a range of possibilities between being a strongly dependent process and an independent
process. To see this, we write
lim
N→∞
Nα Var(zw,t ) < K < ∞. 5.
In this case, the range of possibilities mentioned above is determined by the exponent α. For
example, if α = 1, then the process is independent; if α = 0, then the process satisfies the condition
in Equation 4 and is strongly dependent. The condition in Equation 3 holds for 0 < α ≤ 1 given
that Equation 5 holds.Bailey et al. (2016) show how to estimate α under certain conditions.Besides
the weak and strong cross-sectional dependence defined by Chudik et al. (2011), another type of
dependence occurs when a particular unit has a dominant influence on the rest of the units. This is
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analyzed byChudik&Pesaran (2013). It is also possible to assume that the dependence is caused by
both spatial effects and common factors.This situation is investigated by Pesaran&Tosetti (2011).
2.2. Weak and Strong Factors
Besides the categorization of the degrees of cross-sectional dependence, a categorization regarding
the strength of the factors is also considered. In particular, Chudik et al. (2011) define the set of






|λi,s| = K > 0 6.





|λi,s| = K < ∞, 7.






|λi,s| = K < ∞ 8.
with 0 < κ < 12 (
1
2 ≤ κ < 1), then the factor fs,t belongs to the set of semiweak (semistrong) fac-
tors. The relation between strong (weak) factors and strong (weak) cross-sectional dependence is
analyzed by Chudik et al. (2011). They show that, if one of the factors in Equation 1 is strong,
then zi,t is strongly cross-sectionally dependent.
2.3. Testing for Cross-Sectional Dependence
Consequences of cross-sectional dependence might be severe. Thus, there is a need to test for
the cross-sectional dependence of the data before analyzing a panel data set. The literature on
testing for cross-sectional dependence is reviewed by Chudik & Pesaran (2015b) and Sarafidis
& Wansbeek (2012). One strand of the literature contains tests that are based on the pairwise
correlations of the regression errors (see, for example, Breusch& Pagan 1980; Pesaran 2004, 2015;
Pesaran et al. 2008; Sarafidis et al. 2009).
3. ESTIMATING PANEL DATA MODELS WITH CROSS-SECTIONAL
DEPENDENCE
In this section, we introduce the linear panel model with a multifactor error structure.We provide
a detailed discussion of how unobserved factors may influence the asymptotic properties of esti-
mators of model parameters. We discuss two of the most popular approaches used in estimating
such models, namely the principal components (PC) and the common correlated effects (CCE)
approaches.We provide a review of these approaches within static stationary, dynamic stationary,
and nonstationary frameworks.We provide a discussion on the advantages and limitations of these
approaches. We give examples of empirical applications that consider these approaches.
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Suppose that we observe the scalar yi,t and an nx-vector of individual specific regressors, xi,t ,
overT time periods and onN cross-section units, where t = 1, . . . ,T and i = 1, . . . ,N . The scalar
yi,t is assumed to follow the general model
yi,t = γ ′idt + β′ixi,t + ui,t , 9.
where dt is a nd-vector of observed common effects that can also include deterministic compo-
nents, γ i is the nd-vector of coefficients of the observed common effects, and βi is the nx-vector
of heterogeneous slope coefficients. In this case, the nx-vector xi,t can include exogenous vari-
ables and/or lagged values of yi,t . Finally, ui,t is the error term that exhibits dependence across
cross-section units, i.e., E(ui,tu j,t ) = 0 for some i = j with i, j ∈ {1, . . . ,N}. A multifactor error
structure that is used to model this dependence is given by
ui,t = λ′if yt + εi,t , 10.
where f yt is an ry-vector of unobserved common factors, λi is the ry-vector of factor loadings that
represents the extent to which each cross-section unit is affected by the unobserved common
factors, and εi,t is the idiosyncratic error of the cross-section unit i at time t. Suppose that xi,t
follows the data generating process (DGP)
xi,t = idt + if xt + νi,t , 11.
where f xt is an rx-vector of unobserved common factors,i is the nx × rx matrix of factor loadings,
and νi,t is a nx-vector of idiosyncratic errors.




t , then the inclusion of f
y
t in Equation 10 does not affect the con-
sistency of the least squares type estimators of βi, in general. However, if the DGP of xi,t is a
nondegenerate function of f yt , for instance, if the elements of f
y
t are also the elements of f xt , then
this consistency might be lost. This is, of course, due to the fact that the intersection of f xt and f
y
t
creates dependence between the errors and the regressors in Equation 9, leading to endogeneity.
Note that, in this case, we allow for f yt to be different from f xt . Now consider f
y
t , f xt as sets of factors.
Let f y∪xt ≡ f yt ∪ f xt , f y∩xt ≡ f yt ∩ f xt , f y\xt ≡ f yt \ f xt , and f x\yt ≡ f xt \ f yt . The factors that would lead to a
loss of consistency of the ordinary least squares (OLS) estimator of βi are the ones in f
y∩x
t . The
cardinality of this set is the number of effective factors, and this is the number that needs to be
taken into account. Note that the elements in f y\xt and f
x\y
t might be ignored if the aim is to obtain
a consistent estimator of βi. Ignoring the effective factors will lead to inconsistency and problems
with standard inferential methods.
One of the most popular approaches to estimating Equation 9 is the PC approach. This ap-
proach uses PC analysis to extract the factors. The idea of using the PC approach in panel data
models to account for cross-sectional dependence goes back to Coakley et al. (2002). Another ap-
proach uses cross-sectional averages to find estimators for the space spanned by the factors and
is called the CCE approach. The CCE approach was first proposed by Pesaran (2006).1 For both
methods, an estimator for the factors is obtained by using the observed data in a first step. In
a second step, the regression model is augmented by the estimated factors, and the augmented
model is estimated by using the appropriate estimation method to assure consistency and valid
inference.
1Garcia-Ferrer et al. (1987) use the cross-sectional median instead of the cross-sectional mean to estimate the
common effect of a panel of nine countries in a more robust way.
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One of the distinctions that we make when reviewing the literature on the analysis of the
framework given in Equations 9–11 is among stationary static panels, stationary dynamic panels,
and nonstationary panels. Furthermore, distinguishing among different frameworks regarding the
heterogeneity of βi, λi, and i is also important. In the heterogeneous slope coefficient case, βi is
allowed to vary across cross-section units with a limited variation, and in the homogeneous slope
coefficient case, βi = β for all i = 1, . . . ,N . The choice of the estimators, the derivation, and the
rates of convergence of the estimators relies on the heterogeneity and homogeneity properties of
the parameters of interest. Phillips & Sul (2003) propose a Hausman-type test for slope homo-
geneity for stationary AR(1) models with cross-sectional dependence that works well for panels
with small N and large T . Pesaran & Yamagata (2008) propose a test for slope homogeneity for
large panels; however, their test does not deal with the serial correlation and heteroskedasticity of
the errors. Blomquist & Westerlund (2013) propose a generalized test that accommodates both
serial correlation and heteroskedasticity of the errors.
3.1. Large Heterogeneous Static Stationary Panels with a Multifactor
Error Structure
Themultifactor error structure approach in a static model with stationary panel data has been used
in numerous estimation exercises in empirical studies. For instance, by using this approach, Bertoli
& Moraga (2013) estimate the determinants of migration rates in the context of a general indi-
vidual utility maximization model. Taking into account the multivariate error structure, they find
a smaller effect of GDP per capita and a larger effect of migration policies on bilateral migration
rates than the effects suggested by estimation strategies that assume cross-sectional independence.
Consider the framework in Equations 9–11, and let ft = f yt = f xt , r = ry = rx. Pesaran (2006)
develops the CCE approach to estimate βi and its mean, β. This approach suggests using the
weighted cross-sectional averages of the observed variables as an approximation for the linear
combinations of the factors. In particular, by letting zi,t = (yi,t , x′i,t )′, one can define the weighted
cross-sectional averages as zw,t =
∑N
i=1 wizi,t , where {wi} are the weights that satisfy some very
general granularity conditions.2 We can write the augmented regression model as
yi,t = γ ′idt + β′ixi,t + δ′izw,t + ε∗i,t . 12.
Note the difference between λi in Equation 10 and δi in Equation 12; this is because, when
we replace the true factors with the weighted cross-sectional averages, the loadings also change
and become a rotation of the original loadings. This implies that λi is not directly estimable
by the regression in Equation 12. Additionally, note that the error terms of the models in
Equations 10 and 12 are not the same. The difference stems from the fact that ε∗i,t includes
the factor approximation error as well as the regression error. This can be formally written
as ε∗i,t = εi,t + δ′i[δi(δ′iδi )−1λ′ift − zw,t ], where the second term is the factor approximation error.
Pesaran (2006) shows that, under certain conditions, this second term is asymptotically negligible
as N → ∞.
It is convenient to write the estimators in matrix notation. For this reason, we de-
fine hw,t = (d′t , z′w,t )′ as the (nd + nx + 1)-vector of common regressors, and then we de-
fine Hw = (hw,1, . . . ,hw,T )′, Xi = (xi,1, . . . , xi,T )′ and yi = (yi,1, . . . , yi,T )′, which have dimensions
2A simplified case can involve considering equal weights wi = 1/N for i = 1, . . . ,N . Then zw,t will be the
simple cross-sectional averages.
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T × (nd + nx + 1), T × nx, and T × 1, respectively. The OLS-type estimator of βi can be written
as
β̂CCE,i = (X′iMHXi )−1X′iMHyi, 13.




w is the usual orthogonal projection matrix. For the mean of
the individual coefficients, Pesaran (2006) considers two different pooling methods. The first is









Note that the pooling weights are equal to the weights used to aggregate the cross-sectional di-
mension to obtain the weighted averages as an approximation for the factors. The second is called
















In this case, we note an important point. Asymptotic properties of the estimators ̂βCCE,i and ̂βCCEP
depend on a certain condition known as the rank condition. To see what the rank condition re-
quires, recall that zi,t = ( yi,t , x′i,t )′, and let
zi,t = B′idt + C′ift + εi,t , 16.
whereCi = (λi + ′iβi,′i ) and Bi and εi,t can be defined similarly. The rank condition is imposed
on the weighted average of Ci, such that rank (Cw ) = r ≤ nx + 1, where Cw =
∑N
i=1 wiCi. This
rank condition is primarily about the number of factors in the model and the number of observed
variables. It requires the number of unobserved factors to be not greater than the number of
observed panel data variables. In general, the CCE method works better when this condition
holds. Note that the number of effective factors argument holds here. If f yt = f xt , then the rank
condition changes to rank (f yt ∩ f xt ) ≤ nx + 1 ( Juodis et al. 2018).
Pesaran (2006) shows that, under certain conditions, ̂βCCE,i, ̂βCCEP and ̂βCCEMG are consis-
tent and asymptotically normally distributed as N ,T → ∞. The rank condition and the relative
growth rates of N and T play an important role in these results. One finding of Pesaran (2006)
is that ̂βCCEP is asymptotically biased if, for example, T/N → κ , where 0 < κ < ∞. This might
be an issue for panels with similar N and T dimensions. An analytical expression for this bias is
derived by Westerlund & Urbain (2015). It is important to note that no assumptions are made
on the correlation between λi and i by Pesaran (2006). However, for the heterogeneous slope
coefficient case, Westerlund & Urbain (2013) show that ̂βCCEP is inconsistent if the loadings are
correlated when the rank condition is not satisfied.
Pesaran (2006) assumes only the presence of strong cross-sectional dependence. Chudik et al.
(2011) consider the estimation of the slope coefficient β when εi,t and νi,t are affected by infinitely
many weak factors that satisfy Equation 8. They show that, in this case, ̂βCCEP and ̂βCCEMG are
consistent and asymptotically normally distributed if the number of weak factors grows at a certain
rate bounded by N and κ as N ,T → ∞. Pesaran & Tosetti (2011) investigate the case with both
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unobserved common factors and spatial error correlation in the errors ui,t and find that allowing
for spatial correlation in the errors does not alter the results obtained by Pesaran (2006). A more
robust version of the CCE method can be to use the median of the cross-sectional data instead
of the average. This method was first considered by Garcia-Ferrer et al. (1987). Since then, there
have been no crucial developments in this method.
Building on the work of Coakley et al. (2002), Bai (2009) considers the estimation of Equation 9
by using the PC approach.The PC approach of Coakley et al. (2006) yields consistent estimates of
the slope parameters only when the regressors are strongly exogenous for the factors, in particular,
when i = 0. Bai (2009) proposes using an iterative approach to obtain consistent estimates even
when the regressors are correlated with the factors. Bai (2009) sets γ i = 0, i = 0 and βi = β for



















F̂PC = F̂PCV̂, 18.
where MFPC = IT − F̂PC(F̂′PCF̂PC)−1F̂′PC, where the T × r matrix F̂PC consists of the first r eigen-
vectors times
√
T of the matrix 1NT
∑N
i=1(yi − XîβPC)(yi − XîβPC)′, and where the r × r matrix
V̂ is a diagonal matrix that has the r largest eigenvalues of the same matrix arranged in a de-
creasing order. The implementation can be carried out by starting with an initial value for ̂βPC.
For instance, one can use the least squares estimator from regression yi,t on xi,t to obtain F̂PC
and V̂ in the second equation and then use F̂PC in the first equation to obtain the updated ̂βPC.
Bai (2009) shows that the ̂βPC that is obtained after sufficient iterations is a consistent estimator
of β as N ,T → ∞ jointly. Furthermore, the asymptotic distribution of √NT (̂βPC − β) is nor-
mal and centered around zero in two scenarios. The first assumes that there is no serial corre-
lation and that there is heteroskedasticity in the errors. In this case, the asymptotic distribution
of
√
NT (̂βPC − β) is normal and centered around zero if T/N → 0 as N ,T → ∞. The second
is when there is no cross-section correlation and heteroskedasticity in the errors. In this case,
the asymptotic distribution of
√
NT (̂βPC − β) is normal and centered around zero ifN/T → 0 as
N ,T → ∞. In both cases, we see that ̂βPC is asymptotically biased ifN/T → κ , where 0 < κ < ∞.
Bai (2009) provides an expression for the asymptotic bias, considers the bias-corrected estimator
when N/T → κ as N ,T → ∞, and shows that the bias-corrected estimator is consistent when
T/N 2 → 0 and N/T 2 → 0 as N ,T → ∞.
The PC approach assumes that the number of factors, r, is known. To implement this method,
one needs to obtain a consistent estimator of the number of factors. Numerous works propose a
method to estimate the number of factors in a factor model (see, for example, Amengual &Watson
2007; Bai & Ng 2002, 2007).
An important advantage of the CCE method over the PC approach is that the CCE method
does not require a priori knowledge of the number of unobserved factors. However, the rank
condition, which is restricting the number of factors, plays a role in the validity of some of the
results provided by Pesaran (2006). Firstly, the CCE estimator of the individual slope coefficient
is inconsistent when the rank condition is not satisfied. Secondly, in a special case where the slope
coefficient is homogeneous, for consistent estimation, the rank condition has to be satisfied. Thus,
one needs to check the validity of the rank condition, and this requires knowledge of the number
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of factors. The rank assumption can be considered as a drawback of the CCE approach, as it limits
the minimum number of regressors that should be used in the model. To alleviate this, Karabiyik
et al. (2019) propose using multiple weighted cross-sectional averages of the observed variables to
augment the model to be used in the estimation. Karabiyik et al. (2017) address a problem with
the CCE approach that appears in the empirically relevant case when the number of factors is
strictly less than the number of observations used in estimation. More precisely, they address the
problem that the use of too many observables causes the second moment matrix of the estimated
factors to become asymptotically singular.
Another advantage of the CCE over the PC approach is that it does not require any iterations.
Thus, it is computationally simpler than the PC approach. However, the PC approach allows the
estimation of the factors and factor loadings up to a rotation. Thus, if one is interested in the
factors and their loadings, then the PC approach should be preferred.
Both Pesaran (2006) and Bai (2009) assume that the regressors xi,t are correlated only with
ft , and they assume stochastic independence between xi,t and εi,t . Harding & Lamarche (2011)
consider the case where xi,t is allowed to be correlated with εi,t . They show that an instrumental
variables (IV)–type estimator obtained from the model augmented by the cross-sectional averages
of the observed variables and some instruments yields consistent estimates of the slope coefficients.
Westerlund & Urbain (2015) compare the asymptotic properties of ̂βCCEP and ̂βPC under the
assumption of slope homogeneity. They find that asN ,T → ∞, with √T /N → 0 and √N/T →
0, both estimators are
√
NT consistent and asymptotically normally distributed. If T/N → κ ,
where κ is a finite, nonzero constant, then both estimators are asymptotically biased.They provide
theoretical expressions for these biases and show on which factors they depend. They conclude
that the biases depend on the properties of the data, such as the correlation between the estimated
factors and model errors. One important conclusion of the work of Westerlund & Urbain (2015)
is that, whenever the two dimensions, namely N and T , are close to each other, a bias correction
is recommended regardless of whether one uses the PC or the CCE approach. Karabiyik et al.
(2017) show that, when r < nx + 1, the expression for the bias of ̂βCCEP is different from that in
the case with r = nx + 1.
Sarafidis & Wansbeek (2012) compare the approaches developed by Bai (2009) and Pesaran
(2006) in a small Monte Carlo study. They show that the CCE approach breaks down when the
rank condition is not satisfied and λi and i are correlated. In all other cases, the CCE approach
outperforms the iterative PC method. This finding is theoretically confirmed by Westerlund &
Urbain (2013). Another finding in the literature suggests that the estimation of the number of
factors can substantially affect the small sample performance of the PC approach (Pesaran &
Kapetanios 2005).
3.2. Dynamic Stationary Panel Data Models with a Multifactor Error Structure
Using a multifactor error structure approach is popular in empirical studies, as, by nature, most
economic relationships are dynamic. For instance, Teles & Mussolini (2014) examine how the
size of the public debt–to-GDP ratio limits the effects of productive government expenditure on
long-term growth by adopting a dynamic panel data model that is augmented by a multifactor
error structure.
Chudik & Pesaran (2015a) extend the work of Pesaran (2006) to a heterogeneous panel data
setup with lagged dependent variables. They consider
yi,t = γi + φiyi,t−1 + β′0,ixi,t + β′1,ixi,t−1 + λ′ift + εi,t . 19.
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= γ c,i + αiyi,t−1 + ift + νi,t ,
where xi,t and qi,t are nx and nq vectors, respectively. They then consider a CCE-type estimation
of βi and β = E(βi ) under this setup. Chudik & Pesaran (2015a) show that it is necessary to
augment the model with the weighted cross-sectional averages of zi,t = (yi,t , x′i,t ,q′i,t )′ and with
their lags up to a certain lag order. Theoretically, one should augment the model with the current
and lagged values of the cross-sectional averages with a lag order of infinity to remove the effect
of the unobserved factors from the remaining errors completely. However, this is neither possible
nor necessary. As long as the coefficients of the lag polynomials decay exponentially as 	 → ∞,
the lag order can be truncated. This order is usually a function of T . The augmented regression
model should then be
yi,t = γi + φiyi,t−1 + β′0,ixi,t + β′1,ixi,t−1 +
pT∑
	=0
δi,	zw,t−	 + ε∗i,t , 20.
where zw,t−	 =
∑N
i=1 wizi,t−	 with wi,t satisfying the granularity conditions, as in the static CCE
approach, and pT is the truncation lag order.
Chudik & Pesaran (2015a) establish that the OLS estimation of Equation 20 yields consistent
estimates for the individual specific coefficients, βi = (φi,β′0,i,β′1,i )′, if p3T /T → κ as N ,T , pT →
∞,where 0 < κ < ∞, and if nx + nq + 1 ≥ r.Additionally, they consider themean group estimator
for β, defined as in Equation 15, and find that it is consistent under the same conditions that are
required for the consistency of the individual specific estimator.However, in this case, it is possible
to replace the nx + nq + 1 ≥ r assumption with the serially uncorrelated factors assumption.Let us
denote this estimator with βDCCEMG.Chudik&Pesaran (2015a) also show that
√
N (̂βDCCEMG − β)
is asymptotically normally distributed if p3T /T → κ1, N/T → κ2 as N ,T , pT → ∞, where 0 <
κ1, κ2 < ∞, and again if nx + nq + 1 ≥ r or ft is serially uncorrelated.
Song (2013) considers a similar model to Equation 19 but does not specify a model for xi,t
and allows it to belong to a wider family of DGPs and to include lagged dependent variables as
well. Song focuses on the estimation of individual specific slope coefficients by using the iterative
method of Bai (2009), by replacing Equation 17 with
β̂DPC,i = (X′iMFPCXi )−1X′iMFPCyi.
Similarly to Equation 17, this approach assumes that the number of factors is known. The es-
timator, ̂βDPC,i, is shown to be
√
T -consistent when T/N 2 → 0 as N ,T → ∞, and further-
more, if νi,t ,λi and εi,t are cross-sectionally independent, then, as T/N 2 → 0 as N ,T → ∞,√
T (̂βDPC,i − βi ) is asymptotically normally distributed. A comparison of the small sample per-
formances of the methods of Chudik & Pesaran (2015a) and Song (2013) can be found in the
work of Chudik & Pesaran (2015a).
Moon &Weidner (2017) study linear panel regression models with unobserved common fac-
tors and predetermined regressors, such as lagged-dependent variables that exhibit heteroskedas-
ticity. They show that, for the case with predetermined regressors, the least squares estimator
proposed by Bai (2009) has two sources of asymptotic bias: the bias that occurs due to het-
eroskedasticity and cross-section correlation and the bias that occurs due to the predeterminedness
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of the regressors. As a response, they propose a bias correction method. Moon &Weidner (2015)
acknowledge the fact that both Bai (2009) and Moon & Weidner (2017) assume that the num-
ber of unobserved common factors is known. They study the estimators proposed in those papers
when the number of factors is not known. They find that, as long as the number of factors used in
the analysis is at least as large as the true number of factors, the asymptotic results of these papers
are not affected.
Chudik & Pesaran (2011) carry out an application of the CCE method to infinite-dimensional




φi, jy j,t−1 + ui,t . 21.
In this case, the effects of the lagged values of other units on unit i are parametricallymodeled.This
leads to the issue of dimensionality, as the number of parameters that are needed to be estimated
is N 2 (N parameters for each unit). Chudik & Pesaran (2011) propose a method to deal with such
a problem. They assume that each unit has a small finite number of neighbors among the other
units and that the coefficients of the nonneighboring units tend to zero as N → ∞. This implies
that ignoring the nonneighboring units in the estimation does not affect the consistency of the
estimators of the coefficients of the neighboring units. Furthermore, they assume that yi,t exhibits
strong cross-sectional dependence, and it follows that yi,t = αi + λ′ift + εi,t , where εi,t is allowed
to be spatially and serially correlated. This assumption extends the model of Pesaran (2006) to a
dynamic model where all variables are determined endogenously. Chudik & Pesaran (2011) show
that, in such a setup, the estimator for the individual slope coefficients of the neighboring units,
which is obtained by the OLS regression of yi,t on the lagged values of the neighboring units, on
the current and lagged values of the weighted cross-sectional averages of all the units, and on a
constant, is consistent asN ,T → ∞. Furthermore, ifT/N → κ asN ,T → ∞, where 0 < κ < ∞,
then this estimator is
√
N consistent and asymptotically normally distributed.
Chudik & Pesaran (2013) assume that, in Equation 21, there is one dominant unit that affects
all the units, and the rest of the units are treated as nonneighbors. In this case, the assumption
is that one of the units (for example, the first unit, j = 1) is dominant, and its direct or indirect
effects on the rest of the system can lead to strong cross-sectional dependence. In particular, the
dominant unit acts as a dynamic factor in the models of the remaining units. Then the regression
equation for the nondominant units should be
yi,t = φiyi,t−1 +
pT∑
	=0
δi,	y1,t−	 + εi,t , 22.




φ1,	y1,t−	 + ε1,t . 23.
Note how the current and lagged values of the cross-sectional averages are replaced by the current
and lagged values of the dominant unit, where pT is the truncation lag order, as before. Chudik
& Pesaran (2013) show that the OLS estimator for φi obtained by running the corresponding
regression, i.e., Equation 22 for nondominant units and Equation 23 for the dominant unit, is
consistent if p3T /T → κ as N ,T → ∞, where 0 < κ < ∞. They further show that, if p3T /T → κ1
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In this section, we focus on large panels with large time series and cross-section dimensions
where both T andN are assumed to go to infinity jointly. The results provided for large panels do
not usually hold for short panels, i.e., panels with small time series dimensions. There is a separate
vast literature on analyzing dynamic panel data models with fixed T . We only list some of the
important papers, as the main focus of our review is large panels. Especially for dynamic panels,
working under the fixed-T assumption brings complications to the analysis and to the results.One
of the complications is the bias that arises in such setups, which is called the Nickell bias. Nickell
(1981) shows that the within-groups estimator for dynamic panel data regressions is inconsistent
for fixed T asN → ∞. The order of this bias is 1/T and is shown to be quite sizeable in a small-T
context. Solutions proposed to this issue involve using estimation methods such as generalized
method of moments (Arellano & Bond 1991, Arellano & Bover 1995, Blundell & Bond 1998),
bias corrected within groups methods (Bun & Carree 2005, Hahn & Kuersteiner 2002, Kiviet
1995), and likelihood-basedmethods (Hsiao et al. 2002,Lancaster 2002,Moreira 2009).Theworks
mentioned above assume cross-sectional independence across units. Phillips & Sul (2007) show
that, besides the bias caused by within-group demeaning, unobserved common factors induce
additional inconsistency when T is fixed, and this additional inconsistency disappears as T → ∞.
For other works that deal with cross-sectional dependence in a dynamic panel data setup with fixed
T , the reader is referred to, for example, Phillips & Sul (2003), Sarafidis & Robertson (2009), Choi
et al. (2010), and Everaert & De Groote (2016).
3.3. Nonstationary Panels with Multifactor Error Structures
It is common in financial and macroeconomic studies to have nonstationary and possibly coin-
tegrated time series. For panels with unobserved factor structures, the analysis of nonstationary
models should take into account the sources of nonstationarities. The nonstationarity might stem
from idiosyncratic errors εi,t or νi,t , and/or it might stem from unobserved factors. Furthermore,
while investigating and estimating the cointegrating relations between variables conditionally on
the fact that they have unit roots, it is important to investigate the role of the nonstationary fac-
tors in long-run equilibria. For instance, Eberhardt et al. (2013) estimate the long-run effects of
R&D investments on productivity by taking into account the unobserved knowledge spillovers (a
term that they use to describe unobserved factors).Holly et al. (2010) investigate the cointegration
between real house prices and real per capita incomes, while accounting for possible unobserved
common factors.
Westerlund &Urbain (2015) investigate the asymptotic properties of the pooled OLS estima-
tors in the presence of common and idiosyncratic stochastic trends. They find that the estimators’
asymptotic behavior depends critically on what is assumed regarding unit root properties of the
common and idiosyncratic components of yi,t and xi,t .
Consider again the setup in Equations 9 and 10, and let ft = f yt = f xt and r = ry = rx. Suppose
that εi,t and νi,t are stationary processes, whereas ft follows the multivariate unit root process
ft = ft−1 + υt ,
where υt is an r-vector with stationary elements that are distributed independently of the individ-
ual specific errors εi,s and νi,k for all t, s, k, and i. Kapetanios et al. (2011) investigate the properties
of the CCE estimation within this framework. They find that, under certain conditions including
the rank condition, presence of unit roots in ft does not alter the asymptotic properties of β̂CCEP,
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β̂CCEMG and β̂CCE,i. They suggest that the facts that ft is nonstationary and that εi,t is stationary
might imply that yi,t , xi,t , and dt and ft are cointegrated. This in turn implies that the convergence
rate of β̂CCE,i should beT . Surprisingly, they find that the convergence rate of β̂CCE,i is still
√
T , in-
stead of the usual cointegrating vector estimators’ T -convergence. This is because, in their setup,
the defactored yi,t and the defactored xi,t are actually stationary, and we can see βCCE,i as the estima-
tor that is obtained by regressing the former on the latter, which would be a stationary regression.
Westerlund (2018) shows that, except for some basic moment requirements on the factors,
the CCE is applicable under very general conditions on ft . This implies that CCE estimation can
accommodate factors with polynomial time trends of any finite degree, seasonal and structural
break dummies, factors with unknown heteroskedasticity over time, and factors of any finite order
of integration.
Bai & Kao (2006) set dt = 1 for all t and βi = β for all i and consider the estimation of β. They
assume that Equation 10 holds. However, they assume that the regressors are generated by a unit
root process of order one for all i, such that xi,t = xi,t−1 + νi,t , and that the unobserved common
factors are stationary. They then propose a two-stage fully modified estimation procedure. Bai
et al. (2009) assume a unit root process for the factors similar to that of Kapetanios et al. (2011).
In contrast to Kapetanios et al. (2011), they assume that there is no cointegration between xi,t and
ft , and thus νi,t in Equation 11 is assumed to have a unit root. They propose an iterative procedure
to estimate β and ft . The iteration procedure is similar to that of Bai (2009) but with a different
normalization. In particular, in this case, the normalizing factor in Equation 18 is 1/NT 2 instead
of 1/NT . This is an adjustment made due to the presence of nonstationarity. These iterations
yield the β̂Cup estimator, which is
√
NT consistent as (N ,T ) → ∞ sequentially if xi,t and ft are
exogeneous.Otherwise, the estimator has an asymptotic bias. Bai et al. (2009) propose a consistent
estimator for this bias to correct for it.
An advantage of the procedure of Bai et al. (2009) over that of Kapetanios et al. (2011) is that
the iterative procedure yields an estimate of the global stochastic trends. This might be important
in some applications, such as that of Eberhardt et al. (2013), where there is an economic intuition
behind these trends. The procedure of Bai et al. (2009) assumes that the number of factors is
known. Kapetanios et al. (2011) do not require this assumption, but due to the rank condition,
knowledge about the number of factors carries some importance.
Ergemen & Velasco (2017) study Equations 9–11 for cases in which both idiosyncratic and
unobserved common components are fractionally integrated. Kao et al. (2012) consider the esti-
mation of a long-run relation between a process and some unobserved factors. They assume the
existence of a set of variables such that the factors can be estimated by using the PC approach.
4. TESTS AND DIAGNOSTICS FOR PANEL DATA MODELS
WITH CROSS-SECTIONAL DEPENDENCE
In this section, we review the literature on panel unit root and panel cointegration tests that allows
for cross-sectional dependence. In this literature, unit root and cointegration properties of output,
investments, CO2 emissions, greenhouse gas emissions, health expenditures, and stock returns,
among numerous other economic and financial variables, have been investigated using panel data
and allowing for cross-sectional dependence (e.g., Baltagi & Moscone 2010, Bond et al. 2010,
Eberhardt & Teal 2013, Eberhardt et al. 2013).
4.1. Testing for Unit Roots
It has been shown that univariate unit root tests have low power unless the number of observa-
tions is very high (e.g., Dickey & Fuller 1979), especially when the time series exhibits a high level
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of persistency. Panel unit root tests have increased power compared to univariate unit root tests,
which is mostly due to the increased number of observations (Levin et al. 2002). This makes test-
ing for unit roots by using panels attractive and explains the immense growth in the literature on
panel unit root tests in the past decades. However, using panels while testing for unit roots leads
to certain issues. These issues raise some questions, such as how to deal with the cross-sectional
dependence, how to deal with serial correlation, how to deal with time series heteroskedasticity,
how to specify the hypotheses to be tested, how to pool the information, how to deal with de-
terministic trends, and how to deal with structural breaks. In this section, we review the recent
literature that addresses these questions.
Consider the general model stated in Equation 9, and let dt = 0, xit = yi,t−1, and θi = βi − 1;
we have
yi,t = θiyi,t−1 + ui,t . 24.
A panel unit root test can be constructed by considering the null hypothesis
H0 : θi = 0 for all i.
Earlier literature assumed that ui,t exhibits no or little statistical dependence across i. These tests
are categorized as first-generation panel unit root tests. As shown by, for example, O’Connell
(1998) and Banerjee et al. (2004), these tests are invalid and have severe size distortions if the
cross-sectional independence assumption is not satisfied. This fact has led to the development of
second-generation panel unit root tests, which are robust to cross-sectional dependence. Breitung
& Pesaran (2008) and Hurlin & Mignon (2007) provide early surveys of the second-generation
unit root tests.
4.1.1. Second-generation panel unit root tests. We focus on the three most popular ap-
proaches to test for unit roots in cross-sectionally dependent panels. These approaches were de-
veloped by Bai & Ng (2004), Pesaran (2007b), and Moon & Perron (2004). The PANIC test of
Bai & Ng (2004) can test for unit roots in the unobserved global factors, ft , and in the idiosyn-
cratic component, εi,t , separately, whereas the other two tests focus on testing for unit roots in the
idiosyncratic components only. The approaches of Bai & Ng (2004) and Moon & Perron (2004)
can accommodate multiple common factors, whereas that of Pesaran (2007b) allows for a maxi-
mum of one common factor. Bai &Ng (2004) andMoon& Perron (2004) adopt the PC approach,
whereas Pesaran (2007b) adopts the CCE approach. Gengenbach et al. (2009) compare the small
sample performances of Bai & Ng (2004), Pesaran (2007b), and Moon & Perron (2004) and find
that the presence of serial correlation leads to size distortions for almost all tests when the time
series dimension is small. The Bai & Ng (2004) test for unit roots in the common factors has low
power. The pooled Pesaran (2007b) and the Bai & Ng (2004) test statistics are more powerful
than the individual test statistics that they are based on. In the presence of a single factor, the
pooled Pesaran (2007b) test statistic has good power and size; however, an increase in the number
of factors has negative effects on the power. The Moon & Perron (2004) and Bai & Ng (2004)
test statistics have good power properties, with some size distortions, and are not affected by an
increase of the number of unobserved factors. Another investigation of the power properties of
Bai &Ng (2004) is conducted byWesterlund (2015b), who shows that the (local) power of PANIC
is affected negatively by serial correlation and by the heteroskedasticity of the innovations.
Pesaran et al. (2013) extend the work of Pesaran (2007b) to allow for multiple common fac-
tors. By ignoring the linear trend and the intercept, the model that they consider reduces to
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Equation 24. They assume Equation 10 for the error process. Note that, in Equation 10, the
dimension of vector ft is r × 1, where r ≥ 1. Pesaran (2007b) assumes the same structure but re-
stricts r = 1 and then suggests using the cross-sectional average of yi,t to find an approximation
for the space spanned by this factor. The presence of more than one unobserved factor makes
the cross-sectional averages of yi,t insufficient for the approximation of the factors in the sys-
tem. More observed series are needed to obtain approximations for the space spanned by the
unobserved factors. Pesaran et al. (2013) assume that there exists k variables with data generating
process xi,t = ift + νi,t , where i is a k× r matrix of factor loadings, and νi,t is a k-vector of
idiosyncratic errors. They then propose using the cross-sectionally augmented-OLS-based t-test
that is based on the regression
yi,t = θiyi,t−1 + c′izt−1 + h′izt + εi,t ,
where zt = ( yt , x′t )′.This is called the cross-sectionally augmentedDickey–Fuller regression.They
then construct a usual individual specific t-statistic, say, ti, to test for H0 : θi = 0 and show that,
under certain conditions, the asymptotic distribution of this statistic is free of nuisance parameters.
Furthermore, for the panel unit root test to test forH0 : θi = 0 for all i against the alternativeHA :
θi < 0 for i = 1, 2 . . . ,N1 and θi = 0 for i = N1 + 1, . . . ,N , where N1/N → κ and 0 < κ ≤ 1 as
N → ∞, they consider the cross-sectional average of these statistics, CIPS = N−1∑Ni=1 ti (where
CIPS stands for cross-sectionally augmented Im, Pesaran and Shin test). The limiting distribution
of this test statistic is the average of the limiting distribution of ti; thus, it is nuisance parameter free.
However, the limiting distribution is not standard. The critical values are given by Pesaran et al.
(2013). Contrary to the tests developed by Moon & Perron (2004) and PANIC, this test does not
require the estimation of the number of factors. It is valid as long as k+ 1 ≥ r.This test is robust to
serial correlation in the errors. To accommodate this, one needs to augment the regression model
withyi,t−1,zt−1 and preferably their lags.Noticing that the CIPS statistic is highly nonstandard
and requires the use of tabulated critical values, Westerlund & Hosseinkouchack (2016) modify
the CIPS test statistic to obtain a statistic that has a standard distribution. Reese & Westerlund
(2016) combine the cross-sectional averages method of Pesaran (2006) and the PANIC method
and suggest a new unit root test that embodies the advantages of the PANIC and CIPS tests but
alleviates their negative aspects.
The tests mentioned above also differ from each other with respect to how they pool the in-
formation. The PANIC test is based on the pooled p-values of the individual test statistics. This
has the advantage of allowing for more heterogeneity in the autoregressive coefficients. The tests
developed by Moon & Perron (2004) are based on the pooled estimator of the autoregressive co-
efficient. Pesaran et al.’s (2013) CIPS test is based on pooled t-statistics. These types of tests have
good power when the autoregressive coefficients are homogeneous across cross-section units.
4.1.2. The incidental trends problem. Related to the issue of deterministic trends, Moon &
Phillips (1999) discover that it is difficult to detect unit roots in panels when heterogeneous trends
are present. This problem arises because of the presence of an infinite number of nuisance pa-
rameters. This phenomenon is called the incidental trends problem.Moon & Perron (2004) show
that, when there are incidental trends that are removed by using OLS detrending, their tests suffer
from low power. In response to this, Bai & Ng (2010) develop a test that is based on the PANIC
methodology and on the pooled estimator of the autoregressive coefficient that does not suffer
from the loss of power due to the presence of incidental trends. This approach can be considered
as the combination of the PANIC and Moon & Perron (2004) approaches, applying a defac-
toring inspired by PANIC and a pooling inspired by Moon & Perron (2004). The method that
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Bai & Ng (2010) use to defactor the data simultaneously takes care of the detrending of the data.
They then obtain the bias-corrected pooled estimator of the autoregressive coefficient and provide
test statistics based on this estimator. They show that these test statistics have standard normal
distributions asymptotically and have nontrivial power in finite samples. As another solution to
the incidental trends problem,Westerlund (2015a) suggests recursive detrending. This approach
allows for even nonlinear trends in the DGP. Westerlund shows that the unit root test statistic
based on a pooled estimator of the autoregressive coefficient that is obtained by using recursively
detrended data is asymptotically normally distributed with mean zero and unit variance. Addition-
ally, Westerlund (2015c) suggests adding covariates to deal with the incidental trends problem.
This leads to a reduction in the loss of power that is caused by the presence of incidental trends.
4.1.3. Accounting for heteroskedasticity. The approaches mentioned above assume ho-
moskedasticity of the errors. However, Cavaliere (2005) shows that nonconstant variances affect
the size and power properties of the augmented Dickey Fuller–type tests and make them depen-
dent on nuisance parameters.Demetrescu &Hanck (2012) study the asymptotic behavior of panel
unit root tests when there is unconditional heteroskedasticity in the innovations. They show that
the tests of Moon & Perron (2004), Breitung & Das (2005), and Pesaran (2007b) have size dis-
tortions when there is unconditional heteroskedasticity in the time dimension. As a response to
this, Demetrescu & Hanck (2012) propose a test that is based on a Cauchy estimator that uses a
sign function as an instrument for the lagged level variable. They allow for strong cross-sectional
dependence and time-varying variance. They show that the average of the individual specific IV-
Cauchy test statistics converges to a standard normal distribution for panels where N/T 1/5 → 0.
Westerlund (2014) proposes a Lagrange multiplier–type test for panels with heteroskedastic er-
rors. The test procedure is brilliantly simple and yields a test statistic that has a noncentral χ2
distribution, where the noncentrality parameter depends on the extent of cross-sectional depen-
dence and heteroskedasticity.
4.1.4. Testing for stationarity. Most of the panel unit root tests have the null hypothesis of
a unit root. However, they differ in the design of the alternative hypothesis. Consider the fol-
lowing two extreme alternatives: H1A, where all time series in the panel are stationary, and H2A,
where a proportion of the time series in the panel are stationary. The first, H1A, is said to be the
homogeneous alternative. The second,H2A, is said to be the heterogeneous alternative. In a short
note, Pesaran (2012) comments on the interpretation of panel unit root tests. Rejecting the null
of nonstationarity when the alternative hypothesis is H1A has a clear interpretation, that is, that
all units are stationary. Two issues with this specification are that this test will have power even
when not all of the units are stationary and that it can be taken as too restrictive, especially when
the cross-section units have different dynamics. In contrast,H2A is less restrictive, but it is appro-
priate only when N is finite; otherwise, the test will lack power. Pesaran (2012) suggests that, for
panels with large N and large T , it is more suitable to adopt an alternative hypothesis that lies
in between H1A and H2A. This can be stated as H3A: h(N ) of the time series in the panel are sta-
tionary, where h(N ) is an increasing function of N . It is shown that the panel unit root tests have
power if limN→∞ h(N )N = δ, where 0 < δ ≤ 1. For instance, tests developed by Pesaran (2007b) and
Pesaran et al. (2013) consider H3A as their alternative hypothesis. In this case, the interpretation
of δ is straightforward. It gives the limiting proportion of the cross-section units that exhibit sta-
tionarity. This can be estimated consistently when the time series dimension is long enough. An
estimator for δ is given by the number of units for which the null of nonstationarity is rejected by
a univariate unit root test. The literature on estimating this δ, investigating the effects of δ on the
cross-sectional variance, and identifying which units are stationary is still developing (Ng 2008,
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Pesaran 2007a, Smeekes 2015). Hanck (2013) proposes a test that allows the identification of the
units in the panel for which the null of nonstationarity can be rejected.
4.1.5. Power of tests under local alternatives. To investigate the behavior of test statistics
under local alternatives, the autoregressive coefficient can be stated as θi = 1 − cif (N ,T ) , where ci
is random and ci ≥ 0 and f (N ,T ) is a nondecreasing function of N and T . Then, under the as-
sumption that ci is independent and identically distributed across i with mean μc, the unit root
testing problem can be stated as H0 : μc = 0 against H4A : μc > 0. This way of considering near
unit root models enables the researchers to study the power of the tests for the neighborhoods of
the nonstationary null (Moon & Perron 2004, Westerlund 2014, Westerlund et al. 2016).
4.1.6. Accounting for structural breaks. Another issue that appears in unit root testing is the
possible presence of structural breaks in the parameters of the models. Breaks can occur due to
regime shifts, policy changes, or geological events. Not taking into account the structural changes
might lead to misleading conclusions about the unit root properties of processes. Bai & Carrion-i-
Silvestre (2009) show that the PANIC approach of defactoring the data is still valid in the presence
of structural breaks in the mean of the series. If the structural break is in the slope of the time se-
ries, and the break point is not common for all cross-section units, then a modification of PANIC
is required. They develop an iterative process to estimate the factors, break locations, and deter-
ministic components. They then adopt a modified Sargan-Bhargava test to test for unit roots. Lee
et al. (2016) modify the work of Pesaran et al. (2013) to allow for structural breaks.
4.2. Testing for Cointegration
Investigation of whether two or more variables share a common stochastic trend dates back to the
1980s. Since the seminal works of Engle & Granger (1987) and Johansen (1988), the analysis of
long-run relationships has been a popular focus in econometrics. Two early literature reviews on
cointegration analysis in panels were provided by Breitung & Pesaran (2008) and Choi (2013).
Suppose that the elements of the nz-vector of panel variables zi,t = (z1,i,t , . . . , znz ,i,t )′ for cross-
section unit i at time t are all I(1) variables, and suppose that, for each i,
β′izi,t = ζi,t ∼ I(0),
where βi is a matrix ofm× s, and ζi,t is an s−vector of I(0) variables.We then say that the elements
of zi,t are cointegrated, and there are s linearly independent cointegrating relations between the
elements of zi,t . One approach to testing for cointegration in this setup is to partition zi,t into
z1,i,t and z2,i,t , . . . , znz ,i,t , regress z1,i,t on z2,i,t , . . . , znz ,i,t , and check if the residuals from this regres-
sion are stationary. This type of test is called the residual-based test. These tests are appropriate
when there is only one cointegrating relation, s = 1. When there is more than one cointegrat-
ing relation, s > 1, a system approach is more appropriate. When investigating the cointegration
properties of panel data, one needs to take into account the potential cross-sectional dependence
and heterogeneity and homogeneity concerns. For a list of works that assume cross-sectional in-
dependence in panel cointegration analysis, the reader is referred to the references of Breitung &
Pesaran (2008). Violation of the cross-sectional independence assumption potentially invalidates
the tests and leads to inefficiencies (Wagner & Hlouskova 2009). Some earlier works that allow
for cross-sectional dependence are surveyed by Choi (2013).
The literature on residual-based tests addresses the issues of choice of defactorization, identifi-
cation of the sources of nonstationarity—i.e., common stochastic trends or idiosyncratic stochastic
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trends—and identification of the cointegrating relationships. Gengenbach et al. (2006) and Bai &
Carrion-i-Silvestre (2013) propose residual-based tests for no cointegration. Westerlund (2008)
proposes a Hausman-type test to test for cointegration in panels. Westerlund & Edgerton (2007)
propose a bootstrap to test for panel cointegration while allowing for cross-sectional dependence.
Westerlund & Edgerton (2008) propose a simple test for no cointegration while allowing for
heteroskedasticity and serial correlation in the errors, unit-specific time trends, cross-sectional
dependence, and unknown structural breaks in the slope and intercept coefficient. Hanck (2009)
combines the p-values of the time-series cointegration tests to obtain a panel cointegration test.
This test is robust to cross-sectional dependence and heterogeneity. To achieve robustness against
heterogeneity, Hanck (2009) uses a sieve bootstrap procedure. Chang &Nguyen (2012) use an IV
approach to construct a test for cointegration in panels with endogeneity, cross-sectional depen-
dence, and heterogeneity.
A system approach to a VAR framework is considered by Larsson & Lyhagen (2007). They
adopt a likelihood-based framework and propose tests for the cointegrating rank of the system of
homogeneous and heterogeneous long-run relations.
5. PANEL DATA MODELING ISSUES
5.1. Considerations When Estimating Common Factors
In the previous sections, we discuss estimation methods, statistical tests, and diagnostics for panel
data that exhibit cross-sectional dependence. There are two strands of literature for dealing with
cross-sectional dependence, namely, the spatial econometric approach and the residual-basedmul-
tifactor approach. The spatial econometric approach relates the cross-sectional dependence on
factors such as location and distance among panel units.
In the residual-based multifactor approach discussed by Chudik & Pesaran (2015b) and re-
viewed in this article, cross-sectional dependence between panel data units is characterized by a
small number of unobserved common factors, possibly due to economy- or even worldwide shocks
that affect all units, albeit with different intensities. Provided that they are identifiable and that
one adopts the CCE approach proposed by Pesaran (2006) and presented in Section 3.1, these
unobserved factors can be estimated by the cross-sectional averages of some observed time series
or, alternatively, by the PC of the estimated covariance matrix of a set of variables that are closely
linked to the unobserved factors. Both of these methods, the CCE- and the PC-based methods,
rely on the use of point estimates or proxies of the unobserved factors and are therefore expected
to be affected by estimation errors in small samples.
One could criticize the reluctance in this literature to postulate a joint model for the latent
factors and for the panel data set, possibly a joint model conditional on a set of observed proxy
variables. Such a joint model could be used to get optimal point estimates or proxies for the la-
tent factors, given the joint postulated model. Optimal (efficient) estimates in a mean squared
error sense would be obtained by using the conditional means of the factors for given data. This
latter approach would also allow one to study and assess the properties of the proxies obtained
by appropriate testing using the joint model. However, obviously, given that this estimator is a
nonlinear function of the data, the required computations will be more involved, and the finite
sample properties of the maximum likelihood estimator of the parameters and the factors might
be inferior in small samples compared to those of more straightforward estimators of the factors,
such as cross-sectional average- or PC-based estimators of the factors and parameters.
Alternatively, given a fully specified model for the latent factors, rather than using a conditional
model for the data with the factors estimated by some proxies (substitution approach), one could
obtain the marginal model for the data by integrating out the common factors (marginalization
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approach). To handle the latent factors, the substitution approach uses optimal estimates of the
latent factors. The marginalization-based approach is a model-based approach that integrates out
the latent factors. Provided that the model is well-specified, the marginalization-based approach
is the preferred approach—at least asymptotically—as it is asymptotically efficient. However, in
small samples and in situations with uncertainty about the process generating the latent variables,
cross-sectional means, cross-sectional medians, and PC of variables correlated with the factors will
indeed be sensible and robust alternatives to model-based estimates of the latent factors.
5.2. Parameter Plethora of Dynamic Panel Data Models
Economic panel data usually consist of multiple measurements of economic decisions or states
of multiple economic units or individuals during multiple periods of time. While the amount of
data is continuously increasing, the information available often does not meet the requirements
for estimating and testing available econometric models. The time span of the observed data is
sometimes too short to measure long-run effects with sufficient precision. Data are affected by
latent individual effects and measurement errors, seasonal effects, etc. In practice, modeling the
data means searching and testing for structure in the available data, designing proxies for missing
variables, relying on other sources of information to design such proxies, etc. Information from
sources such as the Internet could in some instances be useful when structured data are missing.
Statistical procedures designed to search for structure in sets of so-called unstructured data and
developments in the statistical learning theory are promising in this respect.
Designing specific models for specific types of data has often been the route to a promising
outcome, as illustrated by the history of panel data econometrics. An example of such a specific
model is the panel VAR model (see, e.g., Canova & Ciccarelli 2009, 2013) frequently used in
macroeconomics and finance. Panel VARs have the same structure as VAR models. All variables
are assumed to be endogenous and interdependent.
LetYt = (y′1,t , y′2,t , . . . , y′N ,t )′ be the stacked version of y′i,t , the row vector ofG variables for each
unit (country, sectors), i = 1, . . . ,N . A panel VAR is given by
yi,t = A0,i(t ) + Ai(L)Yt−1 + Fi(L)Wt + ui,t ,
for i = 1, 2, . . . ,N and t = 1, 2, . . . ,T , where the ui,t is a G× 1 vector of random disturbances
with covariance matrix i; the ui,ts are correlated across i (static interdependence); L denotes the
lag operator;Wt denotes a vector ofM exogenous or predetermined variables; and the coefficient
matrices A0,i(t ), Ai(L), and Fi(L) could depend on the unit i. The vector ut = (u1,t ,u2,t , . . . ,uN ,t )′
is independent and identically distributed (0,). Lags of all endogenous variables of all units enter
the model for unit i (called dynamic interdependences).
The intercept, the slope, and the variances of the shocks ui,t may be specific, a feature called
cross-sectional heterogeneity by Canova &Ciccarelli (2013). They point out that a panel VAR has
the same structure as large-scale VARs where dynamic and static interdependencies are allowed
for by assumption. These features distinguish the panel VAR from VAR models used in micro
studies.
Canova & Ciccarelli (2013) make a comparison of the main features of the panel VAR models
with those of alternative models such as large-scale Bayesian VARs (e.g., Bańbura et al. 2010, De
Mol et al. 2008), spatial econometric models (Anselin 2010), factor models (e.g., Stock &Watson
1989, 2005), global VARs (Dees et al. 2007, Pesaran et al. 2004), and bilateral panel VARs (e.g.,
Edelstein & Kilian 2009), and they compare and highlight similarities and differences among
these models and panel VARs. In the analysis of a large-scale Bayesian VAR, the panel dimension
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of the data is not taken into consideration. Instead, all variables are treated symmetrically, and the
Litterman-Minnesota-type prior (see Doan et al. 1984) that is used does not take cross-sectional
information in the data into account. Spatial econometric and global VARs and factor models
typically capture interdependencies within a set of factors or as a neighbor effect measured by
physical distance.
5.3. Implications of Nonlinearity and Structural Changes for Panel
Data Modeling
In recent years, the theory of statistical inference for nonlinear panel data has been developed.
Kapetanios et al. (2014) propose a nonlinear panel data model that generates both weak and
strong cross-sectional dependence. A central assumption underlying the model is that agents’ be-
havior is influenced by the views and actions of those around them. The model specification is
flexible in terms of generating herding and clustering behavior.
While, when N is small, for instance when a macropanel for a small number of countries and
a small set of variables is analyzed and the model is linear, rather than using panel data large N
and large T asymptotics, one could analyze these data relying on finite sample properties or large
T asymptotics for multivariate linear regressions (considering N to be fixed). When the model is
nonlinear, one has to rely on large T asymptotics as finite sample properties of estimation meth-
ods are not known. However, when the model is nonlinear and the number of cross-sectional
units is fairly large, panel data methods are required, so that it is important to study the behavior
of methods for large T and reasonably large N cases, particularly when the model is nonlinear.
For instance, Palm et al. (2012a,b) extend the work of Park & Phillips (1999, 2001) on nonlin-
ear asymptotics for I(1) regressors to nonlinear, nonstationary panel data models. They report
results for the bias measured by the mean absolute error of the pooled nonlinear least squares
estimator for independent cosummable, nonstationary panels with I(1)-variables and of the non-
linear least squares dummy variable estimator for independent nonstationary panels with I(1)
variables with fixed effects. The concept of cosummability of stochastic processes is introduced by
Berenguer-Rico & Gonzalo (2014). Formally, the order of cosummability of a stochastic process
gives a summary measure of the stochastic properties of persistence and evolution of the variance
of the process without relying on a particular data generating process. Two processes yt and xt of
order of integration of, respectively, δy and δx are cosummable if there exists f (xt ) summable of
order δ such that ut = yt − f (xt ) is S(δu ), with δu = δy − δ and δ > 0.
The results obtained by Palm et al. (2012a,b) for nonlinear nonstationary panel data models
indicate that asymptotic theory provides reliable guidance for these types of panels of N series,
with N being between 10 and 30 and T = 30. These findings indicate that, for panel and time di-
mensions frequently given in empirical research in macroeconomics, we can expect to find reliable
results.
If the nonlinear transformation is integrable-regular, then the rate of convergence of the pooled
nonlinear least squares estimator for cross-sectionally independent homogeneous panels under
cosummability is T 3/4N 1/2, whereas for homogeneous-regular nonlinear transformations, the rate
of convergence is TN 1/2 when T → ∞, followed by N → ∞.
Thus, under nonstationarity, these rates are higher than those achieved for stationary vari-
ables. Cross-sectional independence and homogeneity often do not hold for economic panel data.
If the time dimension is sufficiently large, with N being fixed (and not too large), as in multi-
country macroeconomic forecasting and policy simulation, then one can also rely on large T -
asymptotics (provided that T is sufficiently large) that have been obtained for (non)linear station-
ary and (non)stationary multivariate regressions and seemingly unrelated regressions.
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In the econometric literature on VAR models, particularly in macroeconomic applications,
most researchers advocate transforming economic variables to stationarity by log-differencing
them or by including deterministic trend variables in the VAR model. The Wold or moving av-
erage representation (Wold 1938) or the impulse responses of this VAR model are obtained by
inverting the VAR matrix. The Wold representation is uniquely determined up to the choice of
the deterministic component and of one among the empirically equivalent triangular forms of the
disturbance covariance matrix. The model is linear in the variables. Two of the concerns in empir-
ical work are the choice of the transformation that makes the variables stationary and the choice
of the number of lags in the VAR. Of course, as mentioned above, one can compare and test the
VARmodel against alternative nonlinear models to check whether there is nonlinearity present in
the data that would not be detected by a (linear) VAR analysis. Such tests are also most appropriate
if one has doubts about the appropriateness of the VAR model for the series at hand or in cases
of structural breaks in the series, implying a change in the model structure. The innovations or
impulses of the Wold representation should be serially uncorrelated, at least asymptotically, but
not (necessarily) serially independent if the observed variables are second-order stationary and
the correct order of the VAR is chosen.When (panel) data are stationary and generated by a non-
linear process with independent normally distributed disturbances, the innovations of the Wold
representations of these variables will generally be neither normally distributed nor independent,
although by construction, these innovations should be vector white noise. In the case where the
generating process for the panel data is linear, and the data are jointly normally distributed, one
can exactly pinpoint the statistical implications of this model for any Wold representation, both
that of the joint process for all variables and that of the implied joint processes of subsets of the
data from the panel under study.
A similar general statement can be made about modeling and testing for structural stability of
panel data models. If a structural change occurred unexpectedly, its effect would materialize, at the
earliest, at the moment of its occurrence. If the shape of the expected response in terms of changes
in the structure of the panel data model is known a priori, then it could be modeled and translated
into expected changes in the structure of the Wold representation used in the empirical analysis
of the data. Given that the Wold representation of the panel model or submodel is nonlinear, in
applied work, one likely has to carry out a detailed empirical analysis of the shape of the effects of
a structural change in the data on the structure of the Wold representation used in the analysis.
5.4. Model and Parameter Uncertainty
A broad group of researchers in the field of panel data methods in economics and business sup-
ports the view that the dynamic models that have been developed and used should be interpreted
as (usually linear) approximations of the conditional expectations of the variables modeled at pe-
riod t given past values of these variables and, possibly, given a set of current and past values
of some exogenous variables. If the variables involved are stationary, and no exogenous variables
are included in the model, then these conditional expectations are in fact identical to the Wold
representation of a stationary multivariate process referred to in Section 5.3. In this specific and
often-used setting, model uncertainty basically entails uncertainty about the (weak) stationarity of
the variables included in the model and about the chosen lag order of the Wold representation.
Weak stationarity can be checked by various tests, for instance, by testing the lag order of the cho-
sen Wold representation against that of higher lag order specifications, by comparing the linear
Wold specification to nonlinear specifications, or by checking the stability over time of the Wold
representation using structural stability tests. A point of concern might be the often implicitly
assumed normality of the data, which is not implied by the Wold representation. As mentioned
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in Section 5.3, the innovation of Wold representations is white noise; that is, they are serially
uncorrelated but not necessarily serially independent and normally distributed. In fact, if, to test
the Wold specification, one had to make distributional assumptions, then it could be sensible to
rely on fat-tail distributions and thereby explicitly account for the distributional uncertainty of
the disturbances of the Wold representation.
Parameter uncertainty and model uncertainty in panel modeling have been effectively ad-
dressed by use of Bayesian methods. The successful adoption of a Bayesian approach in modeling
and forecasting macroeconomic panel data using, among others, so-called Litterman’s priors to
address parameter uncertainty in Bayesian forecasting and policy analyses illustrates this (see,
e.g., De Mol et al. 2008, Doan et al. 1984). To address model uncertainty, Bayesian methods have
been applied to combine models and forecast using panels of international growth rates (see, e.g.,
Min & Zellner 1993).
6. ON THE USE OF PANEL DATA MODELS FOR PREDICTION
AND POLICY MAKING
This section provides a review of research on macroeconomic forecasting using large panel fac-
tor models. D’Agostino & Giannone (2012) compare large panel data models to the static prin-
cipal component approach of Stock & Watson (2002) and to the two-step approach of Forni
et al. (2005) for forecasting industrial production and consumer price inflation. D’Agostino &
Giannone (2012) conclude that both alternative approaches outperform the simple univariate au-
toregressive model. Also, few common factors are found to capture the predictable components
of consumer price inflation and industrial production, and idiosyncratic dynamics appear to be
negligible. The gain from factor-based predictions is substantial, and a few factors suffice.
Similar findings result from several empirical studies on macroeconomic forecasting under-
taken by Arnold Zellner and various coauthors. For instance, Garcia-Ferrer et al. (1987) analyze
the forecasting performance for GDP of nine countries and find that the use of world stock re-
turns as an observed proxy of a common factor in a set of univariate autoregressive moving average
models for the GDP of the nine countries significantly improved the forecasting performance.
Furthermore, Zellner & Hong (1989) find that the forecast precision improved when the set of
nine countries was extended by adding another nine countries and a world output growth rate as
a second common factor. World output growth rate was measured by the cross-sectional median
of the 18 countries’ annual growth rates. The cross-sectional median was chosen as it is a more
robust estimate of a common factor than the cross-sectional mean (advocated by H. Pesaran).
Finally, pooling with the objective of improving forecast precision in dynamic panel models
in the presence of cross-sectional correlation that must be estimated may not always be the best
thing to do, as has been shown by, e.g., Hoogstrate et al. (2000).
7. CONCLUDING REMARKS
This article provides an extensive review of the recent developments in the literature on cross-
sectionally dependent panel data models with large time series and cross-section dimensions.We
focus on the unobserved common factors approach to model cross-sectional dependence. We
cover the topics that are necessary for a full-blown analysis of a panel data set. Our review in-
cludes guidelines for empirical research that uses panel data sets and critical discussions that can
be of use for future theoretical research. As can be seen from our review, the literature on the
analysis of large panel data models with cross-sectional dependence is considerably mature for
standard models such as linear models with exogenous regressors, dynamic models, certain classes
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of nonstationary models, tests for unit roots, tests for cointegration, and tests for cross-sectional
dependence. However, there are still questions for future work. These questions involve, for ex-
ample, the issues that arise when dealing with unobserved common factors when estimating panel
vector error correction models, testing for weak exogeneity, testing for cointegration rank using
a systems approach, estimating vector threshold, using smooth transition models or models with
other types of nonlinearities, and testing for unit roots when the alternative hypothesis contains
processes with structural breaks. A second strand of future work includes expanding the appli-
cations of the methodologies to a wider set of fields, such as corporate finance, econometrics of
climate change, predictability analysis, and cross-country growth analysis.
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Dina Pomeranz and José Vila-Belda                                                        755
Free Movement, Open Borders, and the Global Gains
from Labor Mobility

























































































EC11_FrontMatter ARI 29 July 2019 13:43
Monetary Policy, Macroprudential Policy, and Financial Stability
David Martinez-Miera and Rafael Repullo                                                809
Has Dynamic Programming Improved Decision Making?
John Rust                                                                                     833
The International Monetary and Financial System
Pierre-Olivier Gourinchas, Hélène Rey, and Maxime Sauzet                             859
Symposium: Universal Basic Income
Universal Basic Income: Some Theoretical Aspects
Maitreesh Ghatak and François Maniquet                                                 895
Universal Basic Income in the United States and Advanced Countries
Hilary Hoynes and Jesse Rothstein                                                           929
Universal Basic Income in the Developing World
Abhijit Banerjee, Paul Niehaus, and Tavneet Suri                                         959
Indexes
Cumulative Index of Contributing Authors, Volumes 7–11                             985
Errata
An online log of corrections to Annual Review of Economics articles may be found at
http://www.annualreviews.org/errata/economics
Contents vii
A
nn
u.
 R
ev
. E
co
n.
 2
01
9.
11
:4
95
-5
22
. D
ow
nl
oa
de
d 
fr
om
 w
w
w
.a
nn
ua
lr
ev
ie
w
s.
or
g
 A
cc
es
s 
pr
ov
id
ed
 b
y 
V
ri
je
 U
ni
ve
rs
ite
it 
- 
M
ill
en
ni
um
 -
 A
m
st
er
da
m
 o
n 
12
/2
2/
20
. F
or
 p
er
so
na
l u
se
 o
nl
y.
 
