Locally complete sets and finite decomposable codes  by Néraud, Jean & Selmi, Carla
Theoretical Computer Science 273 (2002) 185–196
www.elsevier.com/locate/tcs
Locally complete sets and %nite decomposable codes
Jean N)eraud∗;1, Carla Selmi
Lab. d’ Informatique de Rouen, Faculte des Sciences, Universite de Rouen, B.P. 118, Place E. Blondel,
F-76821 Mont-Saint–Aignan-Cedex, France
Abstract
We are interested in the concept of locally complete set: A subset X of the free monoid is
locally complete if a code Y ⊂A∗ exists, with Y = A; X ∗⊂ Y ∗, and such that both the sets X ∗
and Y ∗ have the same sets of factors. Our contribution is based on the three following results:
• A characterization of local completeness for very thin sets in terms of morphic images.
• A polynomial time algorithm for deciding whether a %nite code is locally complete.
• A polynomial time algorithm for deciding whether a %nite maximal code is decomposable.
R	esum	e
Nous consid)erons le concept d’ensemble localement complet: un sous-ensemble X du mono67de
libre A∗ est localement complet s’il existe un code Y ⊂A∗, avec Y = A; X ∗⊂ Y ∗, et tel que
X ∗ et Y ∗ aient les meˆmes ensembles de facteurs. Notre )etude nous conduit :a )etablir:
– Une caract)erisation de la compl)etude locale pour un ensemble tr:es coupant en terme d’images
homomorphes
– Un algorithme polynoˆmial pour d)ecider si un code %ni est localement complet
– Un algorithme polynomial pour d)ecider si un code %ni maximal est d)ecomposable. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
Given a subset X of the free monoid A∗, X is complete if X ∗, the monoid generated
by X , is dense, i.e., if any words of A∗ is a factor of some word of X ∗. As attested
by basic studies due to Marcel Paul Sch6utzenberger, this notion is one of the most
important topics that were introduced in the theory of codes. Indeed, it led to the
formulation of famous basic problems.
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A %rst series of studies consists in investigating the equivalence between the two
concepts of maximality and completeness for remarkable families of codes, namely
thin codes, thin pre%xes codes, thin codes with a %nite deciphering delay (cf. [1, pp.
68,99,130]). From this point of view, in [3], the authors give a characterization of the
minimal complete sets that are maximal code.
Another important widely open famous conjecture states that any %nite complete
code is commutatively equivalent to a %nite maximal pre%x [5]. This question led to
trying of many important studies concerning the problem of characterizing those %nite
codes that can be embedded in a %nite complete code [9].
It must be also remembered that a classical question consists of examining whether
it is decidable that a given non-complete code may be embedded in a complete one.
For remarkable families of codes, constructive method of completion are described in
[4, 6, 13].
Let us also mention the problem that consists, given a %nite non-complete subset
X ⊆A∗, in investigating the structure of remarkable uncompletable words. As shown
in [11], this question is related to the famous MCern)y conjecture.
In this paper, we are interested by a local notion of completeness: a subset X of
the free monoid A∗ is locally complete if a code Y ⊂A∗ exists, with Y =A; X ∗⊆Y ∗,
and such that any word of Y ∗ is a factor of a word in X ∗.
We investigate the property of local completeness for very thin sets (cf.
[1, p. 224]), i.e., sets X such that at least one word in X ∗ is not a factor of words
of X . This restriction is close to the fact that, in terms of completeness, most of the
studies have been carried out for thin complete sets.
The %rst part of our study deals with a characterization of very thin locally complete
sets. As a matter of fact, we establish that any very thin set X is locally complete
if and only if X is the morphic image of a complete proper thin subset of a suitable
free monoid. This result does not appear as trivial: it interprets a surprising property
concerning the so-called Y -interpretations of words in Y ∗. For proving this result, we
establish that for a very thin set X , being locally complete is equivalent to the following
condition:
For any word of y∈Y ∗, we have (X ∗y)+X ∗ ∩X ∗ = ∅.
This property is close to a classical property of maximal thin codes [12].
As a consequence, for very thin codes we obtain an equivalence between local
completeness and a local notion of maximality.
Folklorically, for thin codes, completeness is easily decidable in terms of Bernoulli
distribution (cf. [1, p. 68]). As a consequence, our characterization leads to a polyno-
mial time algorithm for deciding whether a %nite subset X ⊆A∗ is locally complete.
We complete our study by stating a result of complexity concerning a classical class
of codes, namely decomposable codes (cf. [1, p. 74]). We prove that given a maximal
%nite code X , decomposability and local completeness are being two equivalent no-
tions, which are decidable in time polynomial of the sum of the lengths of the words
in X . This result gives an answer to a question formulated in [7], where the authors
established a similar result of complexity for %nite maximal pre%x codes.
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We will now describe the content of our paper.
Section 2 deals with the preliminaries. The terminology of free monoid is settled.
We also recall the de%nitions of thin sets and very thin sets. At least, we introduce
the notion of a locally complete set.
In Section 3, we shall consider the class of very thin locally complete sets. Given
a very thin set X , we establish two conditions that must be satis%ed by X for being
locally complete. In each case, the converse holds.
The problems of deciding whether an arbitrary %nite code is locally complete and
whether an arbitrary %nite maximal code is decomposable, are examined in Section 4.
For solving these questions, we show that given a %nite code X deciding whether it
is locally complete may be done by applying a polynomial time algorithm in the sum
of the lengths of the words in X . Moreover, we prove that, for a %nite maximal code,
being locally complete is equivalent to being decomposable.
2. Preliminaries
2.1. De<nitions and notations
We adopt the standard notations of the free monoid theory: given a word w in A∗
(the free monoid generated by A), we denote by |w| its length, the empty word, , the
word of length being zero.
Given two words u; w∈A∗, we say that u is a factor (resp. pre<x, su=x) of w iO
we have w∈A∗uA∗ (uA∗; A∗u). If w∈A+uA+ (resp. uA+; A+u), we say that u is an
internal factor (proper pre<x, proper su=x) of w.
Given a subset X of A∗, we denote by P(X ) (S(X ); F(X )) the set of the words that
are pre%xes (suPxes, factors) of words in X .
Let Y ⊆A∗ and w∈A∗. A word y∈Y ∗ is Y -factor of w if w∈Y ∗yY ∗.
Given a subset X of A∗, and a word w∈A∗, an X -interpretation of w is a tuple
(s; f; p) where s(p) is a proper suPx (proper pre%x) of a word in X , and f∈X ∗ that
satis%es w= sfp.
Given a pair of sets X; Y , we denote by Y ⊆X (Y ⊂X ), Y being a (proper) subset
of X .
2.2. A characterization of maximal thin codes
In this section, we recall some basic concepts from the theory of codes. We begin
by stating three de%nitions:
Denition 2.1. A code X ⊂A∗ is maximal if for any code Y ⊂A∗ such that X ⊆Y we
have Y =X .
Denition 2.2. A set X ⊂A∗ is thin if F(X ) =A∗. If X is not thin then it is dense
in A∗.
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Denition 2.3. A set X ⊂A∗ is complete if X ∗ is dense in A∗.
In other words, X is complete iO we have F(X ∗)=A∗, i.e., for any word w∈A∗,
two other words u; v∈A∗ exist, such that uwv∈X ∗.
In fact, maximality and completeness are two fundamental notions. They are strongly
connected, as attested by the following result [12]:
Theorem 2.4. Let X ⊂A∗ be a maximal code. Then for any word w∈A∗; the follow-
ing property holds:
X ∗w ∩ P(X ∗) = ∅: (1)
As a consequence of (1), any maximal code is complete. The converse was estab-
lished by Sch6utzenberger for thin codes. The proof relies on the notion of Bernoulli
distribution (cf. [1, p. 68]).
Theorem 2.5. Let X ⊂A∗ be a thin code. The following conditions are equivalent:
(i) X is complete.
(ii) X is a maximal code.
(iii) A Bernoulli distribution  exists such that (X )= 1.
(iv) For any Bernoulli distribution , we have (X )= 1.
2.3. Very thin sets
Denition 2.6. X ⊂A∗ is a very thin set if X ∗*F(X ).
Very thin sets have some remarkable properties. We recall some of them in the
sequel (see also [1]):
1. Any very thin set is thin. However, the converse is false as attested by the following
example:
Let A= {a; Ra; b; Rb}. We denote by  the congruence on A∗ generated by the relation
a Ra ; b Rb  :
The class of  for the congruence  is a biunitary submonoid of A∗. We denote by
D′2 the code that generates this submonoid.
The code D′2 is thin but not very thin (cf. [1, p. 235]).
2. Given a complete set X ⊆A∗, X is very thin iO it is thin.
3. Any regular code is very thin (cf. [1, p. 224]).
4. A subset X ′ of a very thin set X is not, a priori, very thin. For instance, with the
preceding notation, the code aD′2 Ra is not very thin, although the set D= aD
′
2 Ra∪{aRb}
is a very thin code. Indeed any word in (aRb)(aRb)+ cannot be a factor of D. It is of
interest to compare this property with the fact that any subset of a thin set is thin.
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2.4. Locally complete sets
In this paper, we introduce the notion of local completeness for subsets of A∗. In
fact, it may be seen as an extension of the classical notion of completeness:
Let X ⊆A∗. We say that X is locally complete iO a code Y exists, with Y =A,
such that the following condition holds:
X ∗⊂Y ∗⊆F(X ∗): (2)
Example 2.7. Let A= {a; b}, and X = {(ab)2; (ab)3}.
X ∗ is a locally complete set.
Indeed, we have X ⊂Y ∗, with Y = {ab}, moreover, any word in Y ∗ is a factor of a
word in X ∗.
The following result comes from the de%nition:
Proposition 2.8. Let A; B be two alphabets; and let  :B∗→A∗ be an injective mor-
phism. Then for any complete proper subset X of B∗; X =B; (X ) is a locally
complete subset of A∗.
In this paper we are especially interested in inverse morphic images of locally
complet sets.
Let  :B∗→A∗ be an injective morphism and let w; w′ ∈B∗ such that (w) is a
factor of (w′). Clearly, w need not be a factor of w′. In other words, the converse
of Proposition 2.8 does not necessarily hold.
3. Locally complete sets and complete sets
In this section, we establish a characterization of very thin locally complete sets. As
a matter of fact, any very thin locally complete set is a morphic image of complete
set over a suitable free monoid (Theorem 3.3). This result leads also to characterize
very thin locally complete codes in term of maximality (Corollary 3.4).
3.1. Basic study
Before establishing the main result, we need to establish a few properties of very
thin locally complete sets.
Lemma 3.1. Let X ⊂A∗ be a very thin set. The following two properties are
equivalent:
(i) X is a locally complete set; and
(ii) a code Y exists; with Y =A; X ∗⊂Y ∗; and such that the following condition
holds; for any word y∈Y ∗:
X ∗y ∩ P(X ∗) = ∅: (3)
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Fig. 1. Proof of Lemma 3:1; dkpkuk+1y∈P(dnpnun+1).
Proof of Lemma 3.1 (see Fig: 1): By de%nition, condition (ii) implies condition (i).
Assume that the property (i) holds. We shall construct an in%nite sequence of words
(wi)i¿0, with a corresponding sequence of X -interpretations (Ii)i¿0.
According to (2), since X is a locally complete subset of A∗, a code Y ⊂A∗ exists,
such that Y =A and X ∗⊂Y ∗⊆F(X ∗). Moreover, since X is a very thin set, a word
x0 ∈X ∗\F(X ) exists.
Let y be an arbitrary word in Y ∗.
• Set w0 = x0y. If w0 ∈P(X ∗) then trivially we get the result.
Now, we assume that w0 ∈Y ∗\P(X ∗). According to (2), we have w0 ∈F(X ∗). In
other words, an X -interpretation I0 = (s0; d0; p0) of w0 exists.
• Set w1 =w0u1y, with p0u1 ∈X . Since w0 ∈P(X ∗), necessarily we have w1 ∈P(X ∗).
Moreover, we have w1 ∈ S(X ∗)y⊆ S(Y ∗)⊆F(Y ∗)=F(X ∗). As a consequence, by
the construction of w0, an X -interpretation of the word w1 exists, namely I1 = (s1; d1;
p1). We set w2 =w1u2y, with p1u2 ∈X .
• By iterating this process, we shall obtain a sequence of words (wi)i¿0 and a corre-
sponding sequence of X -interpretations (Ii)i¿0 that satisfy the following condition:
wi = x0yu1yu2 · · · uiy ∈ Y ∗\P(X ∗);
Ii = (si; di; pi);
wi = sidipi;
pi−1ui ∈ X (i ¿ 0): (4)
Since we have x0 ∈F(X ) and since (Ii)i¿0 is an in%nite sequence, an integer pair
(k; n) (with k¡n) exists, such that sk = sn. More precisely, the following condition
holds:
dkpkuk+1y ∈ P(dnpnun+1)⊆P(X ∗):
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Fig. 2. Proof of Proposition 3.2, xny · · · xk+1ydk =dn.
Since we have dkpkuk+1y∈X ∗y∩P(X ∗), this completes the proof of Lemma 3.1.
The following result gives a new precision:
Proposition 3.2. Let X ⊂A∗ be a very thin set. The following two properties are
equivalent:
(i) X is locally complete; and
(ii) a code Y exists such that Y =A; X ∗⊂Y ∗; and such that the following condition
holds; for any word y∈Y ∗:
(X ∗y)+X ∗ ∩ X ∗ = ∅: (5)
Proof of Proposition 3.2 (see Fig: 2): By de%nition, condition (ii) implies condition
(i). Assume that condition (i) holds. As in the proof of Lemma 3.1, we shall construct
a sequence of words (wi)i¿0 and a corresponding sequence of X -interpretations (Ii)i¿0.
Recall that X is a very thin set. Let x0 ∈X ∗\F(X ) and let Y be a code that satis%es
property (2). Let y∈Y ∗. Set u0 =yx0 and w0 = x0.
• If the condition u0 ∈X ∗ holds then trivially we get property (5). Assume that
u0 ∈X ∗.
Since u0 is a word of Y ∗, according to Lemma 3.1, a word x1 ∈X ∗ exists such that
w1 = x1u0 ∈P(X ∗). Let I1 = (; d1; p1) be a corresponding X -interpretation of w1.
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• Set u1 =yx1yx0 =yw1. If u1 ∈X ∗, then we obtain (5). Otherwise, since u1 ∈Y ∗, once
more according to Lemma 3.1, a word x2 ∈X ∗ exists such that w2 = x2u1 ∈P(X ∗).
Let I2 = (; d2; p2) be a corresponding X -interpretation of w2.
• By iterating this construction, we shall obtain a sequence of words (wi)i¿0, with
wi =y−1ui = xiy · · ·yx0 ∈P(X ∗). For any i¿0, let Ii =(; di; pi) be an X -inter
pretation of wi. Since x0 ∈X ∗\F(X ), and since the sequence (wi)i¿0 is in%nite,
an integer pair (k; n) exists, with k¡n, such that pk =pn.
Since wk = xky · · · x0 =dkpk , we get the following equality:
wn = dnpn = xny · · · xk+1ywk = xny · · · xk+1ydkpk :
Since pk =pn, we obtain
xny · · · xk+1ydk = dn:
Thus,
(X ∗y)+X ∗ ∩ X ∗ = ∅:
3.2. How to generate very thin locally complete sets
As a consequence of Proposition 3.2, we obtain the following result, which gives a
characterization of local completeness in terms of inverse morphic images:
Theorem 3.3. Given a very thin set X ⊂A∗; the following two conditions are equi-
valent:
(i) X is locally complete; and
(ii) an alphabet B and an injective morphism  :B∗→A∗ exist such that (B) =A;
(B)*X; and such that −1(X ) is a thin complete; proper subset of B∗.
Proof of Theorem 3.3. In a classical way, in terms of morphic images, Proposition 3.2
may be interpreted as follows:
Given a very thin set X; X is locally complete iO an alphabet B and an injective
morphism  exist, such that each of the following conditions holds:
Y = (B); X * (B); (B) = A;
∀w ∈ B∗∃u; v ∈ B∗: (u)(w)(v) ∈ X ∗: (6)
Trivially, the second condition is equivalent to uwv∈−1(X ∗). Since  is injective,
and since X ⊂Y ∗, it is also equivalent to uwv∈ (−1(X ))∗, thus −1(X ) is complete.
J. Neraud, C. Selmi / Theoretical Computer Science 273 (2002) 185–196 193
Since X is very thin, there exists x0 ∈X ∗\F(X ), thus −1(x0) ∈F(−1(X )). In an-
other way, −1(X ) is thin. This completes the proof.
As a corollary of Theorems 2.5 and 3.3, we obtain the following result:
Corollary 3.4. Let X ⊂A∗ be a very thin code. Then the following two conditions
are equivalent:
(i) X is locally complete; and
(ii) a code Y ⊂A∗ exists; with Y =A; X ∗⊂Y ∗; and such that; for any code Z that
satis<es X ⊆Z ⊂Y ∗; we have X =Z .
In particular, if X is a locally complete very thin code, then it is maximal in the fam-
ily of codes Z that satisfy F(Z∗)⊆F(X ∗): this property was established in a diOerent
way in [8].
4. Local completeness and decomposability for nite codes
In this section, we are interested in the problems that consists in deciding whether
a %nite code is locally complete and in deciding whether a %nite maximal code is
decomposable. We prove that these problems are equivalent and that they are decidable
in polynomial time.
4.1. Decomposable codes
The classical notion of decomposable code was introduced by Sch6utzenberger (cf.
e.g. [1, p. 71]):
Denition 4.1. Given a code X ⊂A∗, X is decomposable iO two alphabets B; C, and
two injective morphisms # :B∗→A∗; $ :C∗→B∗ exist such that both the following
conditions hold:
(i) X = #o$(C), and
(ii) #(B) =A; $(C) =B.
Equivalently, given a code X ⊂A∗, X is decomposable (over Y ) iO another code
Y ⊂A∗ exists such that the following conditions hold:
X ⊆Y ∗;
X * Y;
Y = A: (7)
With this de%nition, the result of Theorem 3.3 may be stated as indicated in the
following:
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Corollary 4.2. Let X ⊂A∗ a very thin code. Then the following two conditions are
equivalent:
(i) X is locally complete; and
(ii) X is decomposable over a complete code.
4.2. A polynomial time algorithm for deciding local completeness for <nite codes
Now, we consider the problem that consists in deciding whether a %nite code is
locally complete. We shall see that Theorem 3.3 and its corollary allow to evaluate
the complexity of this question.
Notation 1. Let X ⊆A∗ and let y∈A∗. We denote by Ty the basis of the smallest free
monoid that contains X ∪{y}.
Lemma 4.3. Given a very thin set X ⊆A∗; the following two properties are equivalent:
(i) X is locally complete; and
(ii) a word y∈F(X )\X exists such that the following condition holds:
X ⊆T ∗y ⊆F(X ∗); Ty = A; and X ∗⊂T ∗y :
Proof of Lemma 4.3. First, we notice that trivially, condition (ii) implies condition (i)
(indeed Ty is a code).
Now, we assume that X is a locally complete set. By de%nition, a code Y ⊂A∗
exists such that X ∗⊂Y ∗⊆F(X ∗), and Y =A.
Trivially, since X ∗⊂Y ∗, we have X *Y : therefore a word y∈Y\X exists.
According to Proposition 3.2, we have Y ∗yY ∗ ∩X ∗ = ∅. Since Y is a code, this implies
y∈F(X ).
By de%nition, we have X ⊂X ∪{y}⊂T ∗y . But X ∪{y} is a subset of Y ∗. According
to the de%nition of T ∗y , this implies T
∗
y ⊆Y ∗, thus T ∗y ⊆F(X ∗).
Moreover, once more according to the minimality of Ty, necessarily we have Ty =A
(otherwise, we obtain Y =A). On the other hand, if we have T ∗y =X
∗, then the word
y∈ (Y\X )∩T ∗y belongs to (Y\X )∩X ∗⊆XX+, thus it belongs to YY+: this contradicts
the fact that Y itself is a code and completes the proof of Lemma 4.3.
As a consequence of Lemma 4.3, we obtain the following proposition:
Proposition 4.4. Let X be a <nite code; and let n=
∑
x∈X |x|. Deciding whether or
not X is locally complete may be done in time polynomial of n.
Proof of Proposition 4.4. According to Lemma 4.3, the set X is locally complete iO
a word y∈F(X )\X exists such that the following condition holds:
X ⊆T ∗y ⊆F(X ∗) with X ∗⊂T ∗y and Ty = A: (8)
Since Ty is a code, a %nite alphabet B and an injective morphism  :B∗→A∗ exist
such that (B∗)=T ∗y . Moreover, since  is injective, and according to Theorem 3.3,
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condition (8) is equivalent to −1(X ) is a complete code, which may be easily de-
cided in time O(n). Indeed, according to Theorem 2.5, and taking for  the Bernoulli
distribution, condition (8) is equivalent to the following condition:
∑
x∈X
|B|−|x| = 1: (9)
Now, the result of Proposition 4.4 follows from the following two facts:
• O(n2) candidates exist for the preceding word y∈F(X )\X .
• For each candidate y, the computation of Ty is classically done in time polynomial
of n [2, 14, 15].
This completes the proof.
4.3. Decomposability for <nite maximal codes
By de%nition, if X is a %nite maximal code decomposable over Y , the code Y itself
satis%es the following property:
Y is a maximal code: (10)
According to Theorem 2.5 and Property (10), for maximal %nite codes, the two
notions of decomposability and local completeness are equivalent. Therefore, in terms
of maximal %nite code, Proposition 4.4 leads to the following statement:
Proposition 4.5. Given a maximal <nite code X ⊆A∗; deciding whether X is decom-
posable may be done in time polynomial of the sums of the lengths of the words
of X .
Proposition 4.5 gives a generalization of the result of [7] which states that deciding
whether a %nite pre%x maximal code is decomposable may be done in polynomial time.
It is also of interest to compare this result with the result of [16].
Remark 4.6. We notice that the preceding result does not generalize to the case of
arbitrary %nite decomposable codes. Indeed, if X is a non-maximal code, the set
X ∪{y} can be a code. With such a condition, we have X ⊂X ∪{y}=Ty. According to
De%nition 7; X cannot decompose over Ty.
According to [10], any regular code is included in a regular maximal one. In fact,
Theorem 3.3 leads to the following result:
Proposition 4.7. Any regular decomposable code is included in a regular locally com-
plete code.
Proof of Proposition 4.7. Let X ⊆A∗ be a regular decomposable code, and let Y be
a code that satis%es condition (7). Assume that X is not locally complete.
Let  :B∗→A∗ be an injective morphism that satis%es (B)=Y . According to
Theorem 3.3, since X is not locally complete, the regular code −1(X ) is not complete.
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We apply the method of completion of codes of Ehrenfeucht and Rozenberg (cf. [10]
or [1, p. 62]), for obtaining a regular complete set T , such that −1(X )⊂T . According
to Proposition 2.8, the set (T )⊂Y ∗ contains X and it is a locally complete code.
This completes the proof of Proposition 4.7.
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