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Abstract
In this paper we consider the Neumann problem involving the p(x)-Laplacian of the type⎧⎨
⎩
−div(|∇u|p(x)−2∇u)+ λ(x)|u|p(x)−2u = f (x,u) + g(x,u) in Ω,
∂u
∂γ
= 0 on ∂Ω.
We prove the existence of infinitely many solutions of the problem under weaker hypotheses by applying a
variational principle due to B. Ricceri and the theory of the variable exponent Sobolev spaces. Our results
are an improvement and generalization of the relative results obtained by B. Ricceri for the p-Laplacian
case.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In [15] B. Ricceri has established the following variational principle.
Theorem 1.1. (See [15, Theorem 2.5].) Let X be a reflexive real Banach space, and let
Φ,Ψ :X →R be two sequentially weakly lower semicontinuous and Gâteaux differentiable func-
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each ρ > infX Ψ , put
ϕ(ρ) = inf
u∈Ψ−1((−∞,ρ))
Φ(u) − inf
v∈(Ψ−1((−∞,ρ)))ω Φ(v)
ρ − Ψ (u) , (1.1)
where (Ψ −1((−∞, ρ)))ω is the closure of Ψ −1((−∞, ρ)) in the weak topology. Furthermore,
set
γ = lim inf
ρ→+∞ϕ(ρ) (1.2)
and
δ = lim inf
ρ→(infX Ψ )+
ϕ(ρ). (1.3)
Then, the following conclusions hold:
(a) For each ρ > infX Ψ and each μ > ϕ(ρ), the functional Φ + μΨ has a critical point which
lies in Ψ −1((−∞, ρ)).
(b) If γ < +∞, then, for each μ > γ , the following alternative holds: either Φ + μΨ has a
global minimum, or there exists a sequence {un} of critical points of Φ + μΨ such that
limn→∞ Ψ (un) = +∞.
(c) If δ < +∞, then, for each μ > δ, the following alternative holds: either there exists a global
minimum of Ψ which is a local minimum of Φ + μΨ , or there exists a sequence of pairwise
distinct critical points of Φ + μΨ which weakly converges to a global minimum of Ψ .
Applying Theorem 1.1, Ricceri [16], Anello and Cordaro [3] and Faraci [9] have considered
the existence and multiplicity of the following Neumann problem involving the p-Laplacian⎧⎨
⎩
−div(|∇u|p−2∇u)+ λ(x)|u|p−2u = α(x)f (u) + β(x)g(u) in Ω,
∂u
∂γ
= 0 on ∂Ω, (1.4)
where Ω ⊂ RN is a bounded open set with boundary of class C1, γ is the outward unit normal
to the boundary ∂Ω , and p > N.
Put
F(t) =
t∫
0
f (s) ds, G(t) =
t∫
0
g(s) ds,
Ψ (u) =
∫
Ω
1
p
(|∇u|p + λ(x)|u|p)dx − ∫
Ω
β(x)G(u)dx,
Φ(u) = −
∫
Ω
α(x)F (u)dx, ∀u ∈ W 1,p(x)(Ω).
Then the weak solutions of (1.4) are precisely the critical points of the functional Ψ + Φ . In
particular, a local minimizer of Ψ + Φ is a weak solution of (1.4).
Marano and Motreanu [11] have considered the case that Φ and Ψ are nonsmooth, that is, the
functions f (t) and g(t) in (1.4) are discontinuous. Anello and Cordaro [4] have considered the
case that f (t) is replaced by f (x, t).
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the following p(x)-Laplacian equation with Neumann boundary value condition⎧⎨
⎩
−div(|∇u|p(x)−2∇u)+ λ(x)|u|p(x)−2u = f (x,u) + g(x,u) in Ω,
∂u
∂γ
= 0 on ∂Ω, (1.5)
where p ∈ L∞(Ω) and satisfies the condition
1 < p− := ess inf
Ω
p(x) p+ := ess sup
Ω
p(x) < ∞. (1.6)
The p(x)-Laplacian is a meaningful generalization of the p-Laplacian. In recent years, the
study of various mathematical problems with variable exponent problem has received consid-
erable attention. These problems are interesting in applications (see e.g. [17]) and raise many
difficult mathematical problems. We refer to overview papers [5,18] for the advances and refer-
ences of this area, and to [1,2,6,7,12–14,19] for the study of the p(x)-Laplacian equations and
the corresponding variational problems.
The p(x)-Laplacian operator possesses more complicated nonlinearities than the p-Laplacian,
for example, it is inhomogeneous. In the problem (1.5) involving variable exponent, the func-
tions f (x, t) and g(x, t) usually possess the character of variable exponent growth condition.
For example, a typical form for F(x, t) is F(x, t) = α(x)
q(x)
|h(t)|q(x), where q− > 1, and in this
case f (x, t) = α(x)|h(t)|q(x)−2h(t)h′(t). So, generally speaking, the form of separable variables
for f and g, such as α(x)f (u) and β(x)g(u) in (1.4), is not suitable for the variable exponent
problems. Because f in (1.5) possesses more general form than in (1.4), it is more difficult to
apply Theorem 1.1 for (1.5).
In order to study the problem (1.4) by applying Theorem 1.1, the underlying idea in [3,16] is
as follows. In order to obtain the existence of solutions of (1.4) by applying Theorem 1.1(a), such
hypotheses are given, under which there exist r0 > infX Ψ and ξ0 ∈ R such that for u0(x) ≡ ξ0,
one has that Ψ (u0) < r0 and Φ(u0) = infv∈Ψ−1((−∞,r0))ω Φ(v). So in this case, ϕ(r0) = 0, and by
Theorem 1.1(a), for each μ > 0, Φ+μΨ has a local minimizer, in particular, when μ = 1, Φ+Ψ
has a local minimizer which is a solution of (1.4). As same, in order to obtain the existence of
infinitely many solutions of (1.4), under given hypotheses, there exist {rn} ⊂ (infX Ψ,+∞) with
rn → +∞ (or rn → infX Ψ ) and {ξn} ⊂R such that for un(x) ≡ ξn, one has that Ψ (un) < rn and
Φ(un) = infv∈Ψ−1((−∞,rn))ω Φ(v), so ϕ(rn) = 0 for each n. So, for each μ > 0, in particular, for
μ = 1, we may use the conclusion of Theorem 1.1(b) (or (c)) for Φ + μΨ .
Since there is no the parameter μ in (1.4), obviously, to obtain the existence and multiplicity
of solutions of (1.4), it is sufficient to apply Theorem 1.1 for Φ + Ψ (i.e. the case when μ = 1).
So, the hypotheses given in [3,16] can be weakened because the condition that ϕ(rn) = 0 can be
replaced by ϕ(rn) < 1. In Section 2, we present such improvement (see Theorems 2.4 and 2.5)
and show by examples that such improvement is feasible. So, even if for the constant exponent
case, our results are also a generalization of the related results of [3,16].
2. Results
In this paper we will use a variant of Theorem 1.1, i.e. the following Theorem 2.1, which
ensures the validity of the conclusions of Theorem 1.1 in the case when μ = 1. The proof of
Theorem 2.1 is very clear and hence is omitted here.
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(a) If ϕ(ρ) < 1, then the restriction of Ψ + Φ to Ψ−1((−∞, ρ)) has a global minimum.
(b) If there exists a sequence {rn} ⊂ (infX Ψ,+∞) with rn → ∞ such that ϕ(rn) < 1 for all n,
then the alternative stated in Theorem 1.1(b) holds for μ = 1.
(c) If there exists a sequence {rn} ⊂ (infX Ψ,+∞) with rn → infX Ψ such that ϕ(rn) < 1 for
all n, then the alternative stated in Theorem 1.1(c) holds for μ = 1.
Remark 2.1. The assertion (a) of Theorem 2.1 is a particular case of Theorem 1.1(a), but the
assertion (b) (or (c)) of Theorem 2.1 is not a particular case of Theorem 1.1(b) (or (c)) because
from the facts that rn → ∞ (or rn → infX Ψ ) and ϕ(rn) < 1 for all n, we cannot guarantee to
obtain γ < 1 (or δ < 1), and in fact, sometimes, the case that ϕ(rn) → 1 can arise.
In Theorem 2.1, a crucial condition is that ϕ(ρ) < 1 for given ρ > infX Ψ . By the definition
of ϕ(ρ), the following proposition is clear.
Proposition 2.1. Let ρ0 > infX Ψ . If there exists u0 ∈ X such that
Ψ (u0) < ρ0 (2.1)
and
Φ(u0) − inf
(Ψ−1((−∞,ρ0)))ω
Φ < ρ0 − Ψ (u0), (2.2)
then ϕ(ρ0) < 1.
Combining Theorem 2.1 and Proposition 2.1, we obtain the following theorem which is a
main abstract result used in this paper.
Theorem 2.2. Assume that Ψ , Φ and ϕ(ρ) are as in Theorem 1.1.
(a) If there exist ρ0 > infX Ψ and u0 ∈ X such that (2.1) and (2.2) hold, then the restriction of
Ψ + Φ to Ψ −1((−∞, ρ0)) has a global minimum.
(b) If there exist a sequence {rn} ⊂ (infX Ψ,+∞) with rn → ∞ and a sequence {un} ⊂ X such
that for each n,
Ψ (un) < ρn (2.3)
and
Φ(un) − inf
(Ψ−1((−∞,rn)))ω
Φ < rn − Ψ (un), (2.4)
and in addition,
lim inf‖u‖→+∞Ψ (u) + Φ(u) = −∞, (2.5)
then there exists a sequence {vn} of local minima of Ψ + Φ such that Ψ (vn) → +∞ as
n → ∞.
(c) If there exist a sequence {rn} ⊂ (infX Ψ,+∞) with rn → infX Ψ and a sequence {un} ⊂ X
such that for each n the conditions (2.3) and (2.4) are satisfied, and in addition,
every global minimizer of Ψ is not a local minimizer of Φ + Ψ, (2.6)
then there exists a sequence {vn} of pairwise distinct local minimizers of Φ + Ψ such that
limn→∞ Ψ (vn) = infX Ψ , and {vn} weakly converges to a global minimizer of Ψ .
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erties of variable exponent spaces Lp(x)(Ω) and W 1,p(x)(Ω) which have been specially studied
first by Kavácˇik–Rákosník [10].
Let Ω ⊂ RN be a bounded open set with smooth boundary, p ∈ L∞(Ω) and satisfies condi-
tion (1.6). Denote by S(Ω) the set of all measurable real functions defined on Ω. Note that two
measurable functions are considered as the same element of S(Ω) when they are equal almost
everywhere. Define the variable exponent Lebesgue space Lp(x)(Ω) by
Lp(x)(Ω) =
{
u ∈ S(Ω):
∫
Ω
∣∣u(x)∣∣p(x) dx < ∞}
with the norm
|u|Lp(x)(Ω) = |u|p(x) = inf
{
σ > 0:
∫
Ω
∣∣∣∣u(x)σ
∣∣∣∣p(x) dx  1
}
,
and the variable exponent Sobolev space W 1,p(x)(Ω) by
W 1,p(x)(Ω) = {u ∈ Lp(x)(Ω): |∇u| ∈ Lp(x)(Ω)}
with the norm
‖u‖ = ‖u‖W 1,p(x)(Ω) = |u|Lp(x)(Ω) + |∇u|Lp(x)(Ω).
The spaces Lp(x)(Ω) and W 1,p(x)(Ω) are all separable and reflexive Banach spaces. We refer
to [5,8,10,18] for the elementary properties of these spaces.
Assume that the function λ(x) in (1.5) satisfies the condition:
λ ∈ L∞(Ω) and λ− = ess inf
Ω
λ(x) > 0. (2.7)
For u ∈ W 1,p(x)(Ω), define
‖u‖λ = inf
{
σ > 0:
∫
Ω
(∣∣∣∣∇uσ
∣∣∣∣p(x) + λ(x)
∣∣∣∣ uσ
∣∣∣∣p(x)
)
dx  1
}
.
Then it is easy to see that ‖u‖λ is a norm on W 1,p(x)(Ω) equivalent to ‖u‖W 1,p(x)(Ω) and the
following inequalities hold:
‖u‖p−λ 
∫
Ω
(|∇u|p(x) + λ(x)|u|p(x))dx  ‖u‖p+λ if ‖u‖λ  1,
‖u‖p+λ 
∫
Ω
(|∇u|p(x) + λ(x)|u|p(x))dx  ‖u‖p−λ if ‖u‖λ  1.
From now on, we always assume that
p− > N. (2.8)
Since W 1,p(x)(Ω) is continuously embedded in W 1,p−(Ω), and W 1,p−(Ω) is compactly em-
bedded in C0(Ω), thus W 1,p(x)(Ω) is compactly embedded in C0(Ω). Set
C0 = sup
u∈W 1,p(x)(Ω)\{0}
|u|∞
‖u‖λ , (2.9)
where |u|∞ = maxx∈Ω |u(x)|. Then C0 is a positive constant.
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sup
|t |r
∣∣f (x, t)∣∣ ∈ L1(Ω), sup
|t |r
∣∣g(x, t)∣∣ ∈ L1(Ω). (2.10)
Put
F(x, t) =
t∫
0
f (x, s) ds, G(x, t) =
t∫
0
g(x, s) ds, ∀x ∈ Ω, t ∈R.
For u ∈ W 1,p(x)(Ω), define
J (u) =
∫
Ω
1
p(x)
(|∇u|p(x) + λ(x)|u|p(x))dx, (2.11)
Ψ (u) = J (u) −
∫
Ω
G(x,u)dx, Φ(u) = −
∫
Ω
F(x,u)dx. (2.12)
Definition 2.1. u ∈ W 1,p(x)(Ω) is called a weak solution of (1.5) if for all v ∈ W 1,p(x)(Ω),∫
Ω
(|∇u|p(x)−2∇u∇v + λ(x)|u|p(x)−2uv)dx
=
∫
Ω
f (x,u)v dx +
∫
Ω
g(x,u)v dx.
It is clear that J,Ψ,Φ ∈ C1(W 1,p(x)(Ω),R), u ∈ W 1,p(x)(Ω) is a weak solution of (1.5) if
and only if u is a critical point of the functional Ψ + Φ .
From now on, let X = W 1,p(x)(Ω), and let Ψ,Φ be as in (2.12). Then X is a separable and
reflexive Banach space. Since the embedding W 1,p(x)(Ω) ↪→ C0(Ω) is compact, we can see that
Ψ,Φ :X →R are sequentially weakly lower semicontinuous.
Now let us observe the coerciveness of Ψ . Below we denote by ci a generic positive constant.
Proposition 2.2. If G satisfies arbitrary one of the following two conditions:
(i) there exist M > 0, ε ∈ (0,1) and β, θ ∈ L1(Ω) with β  0 and β ≡ 0 such that
G(x, t) (1 − ε)β(x)
p+Cp
−
0 |β|L1
|t |p− + θ(x) for |t |M and a.e. x ∈ Ω;
(ii) there exist M > 0, ε ∈ (0,1) and θ ′ ∈ L1(Ω) such that
G(x, t) (1 − ε)λ(x)
p(x)
|t |p(x) + θ ′(x) for |t |M and a.e. x ∈ Ω,
then Ψ is coercive.
Proof. (i) When condition (i) is satisfied, it is clear that there exists θ1 ∈ L1(Ω) such that
G(x, t) (1 − ε)β(x)
p+Cp
−|β| 1
|t |p− + θ1(x), ∀t ∈R and a.e. x ∈ Ω.
0 L
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Ψ (u) = J (u) −
∫
Ω
G(x,u)dx
 1
p+
‖u‖p−λ −
(1 − ε)
p+Cp
−
0 |β|L1(Ω)
∫
Ω
β(x)|u|p− dx −
∫
Ω
θ1(x) dx
 1
p+
‖u‖p−λ −
(1 − ε)
p+Cp
−
0
(|u|∞)p− − c1
 1
p+
‖u‖p−λ −
(1 − ε)
p+
‖u‖p−λ − c1
= ε
p+
‖u‖p−λ − c1,
which shows that Ψ is coercive.
(ii) Assume that condition (ii) is satisfied. Then there exists θ ′1 ∈ L1(Ω) such that
G(x, t) (1 − ε)λ(x)
p(x)
|t |p(x) + θ ′1(x), ∀t ∈R and a.e. x ∈ Ω.
When ‖u‖λ  1, we have
Ψ (u)
∫
Ω
1
p(x)
(|∇u|p(x) + λ(x)|u|p(x))dx − ∫
Ω
(
(1 − ε)λ(x)
p(x)
|u|p(x) + θ ′1(x)
)
dx
=
∫
Ω
(
1
p(x)
|∇u|p(x) + ελ(x)
p(x)
|u|p(x)
)
dx − c2
 ε
∫
Ω
1
p(x)
(|∇u|p(x) + λ(x)|u|p(x))dx − c2
 ε ‖u‖
p−
λ
p+
− c2,
and so Ψ is coercive. 
Remark 2.2. It is easy to give the conditions that g(x, t) satisfies, such that under which G(x, t)
satisfies condition (i) or (ii) in Proposition 2.2.
Remark 2.3. From the proof of Proposition 2.2 we see that, when G satisfies condition (i) or (ii),
Ψ (u) 
p+ ‖u‖p
−
λ for ‖u‖λ  1. So, there exist positive constants d0 and σ0 such that
Ψ (u) d0‖u‖p
−
λ for ‖u‖λ  σ0. (2.13)
Assume that Ψ :X →R is coercive. For r > infX Ψ , define
K(r) = inf{σ > 0: Ψ −1((−∞, r)) ⊂ BX(0, σ )}, (2.14)
where
BX(0, σ ) =
{
u ∈ X: ‖u‖λ < σ
}
,
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+∞ for each r > infX Ψ . From the definition of K(r), we have Ψ−1((−∞, r)) ⊂ BX(0,K(r))
and consequently (Ψ−1((−∞, r)))ω ⊂ BX(0,K(r)). By the definition (2.9) of the embedding
constant C0,
BX
(
0,K(r)
)⊂ {u ∈ C(Ω): |u|∞  C0K(r)}.
Thus we have
inf
v∈(Ψ−1((−∞,r)))ω
Φ(v) inf‖v‖λK(r)
Φ(v) inf|v|∞C0K(r)
Φ(v). (2.15)
When we apply Theorem 2.2 to the energy functional Φ + Ψ corresponding to (1.5), usually
take u0 and un in Theorem 2.2 as the constant value functions ξ0 and ξn. Noting (2.15), we give
the following theorem which is a concretization of Theorem 2.2.
Theorem 2.3. Suppose that Ψ and Φ are as in (2.12), Ψ is coercive, and K(r) is as in (2.14).
(a) If there exist ρ0 > infX Ψ and ξ0 ∈R such that∫
Ω
λ(x)
p(x)
|ξ0|p(x) dx −
∫
Ω
G(x, ξ0) dx := e0 < ρ0 (2.16)
and ∫
Ω
F(x, ξ0) dx + (ρ0 − e0) > sup
v∈C(Ω), |v|∞C0K(ρ0)
∫
Ω
F
(
x, v(x)
)
dx, (2.17)
then the restriction of Ψ + Φ to Ψ −1((−∞, ρ0)) has a global minimum.
(b) If there exist a sequence {rn} ⊂ (infX Ψ,+∞) with rn → +∞ as n → +∞ and a sequence
{ξn} ⊂R such that for each n,∫
Ω
λ(x)
p(x)
|ξn|p(x) dx −
∫
Ω
G(x, ξn) dx := en < rn (2.18)
and ∫
Ω
F(x, ξn) dx + (rn − en) > sup
v∈C(Ω), |v|∞C0K(rn)
∫
Ω
F
(
x, v(x)
)
dx, (2.19)
and in addition,
lim inf|ξ |→+∞
∫
Ω
(
λ(x)
p(x)
|ξ |p(x) − G(x, ξ) − F(x, ξ)
)
dx = −∞, (2.20)
then there exists a sequence {vn} of local minima of Ψ + Φ such that Ψ (vn) → +∞ as
n → +∞.
(c) If there exist a sequence {rn} ⊂ (infX Ψ,+∞) with rn → infX Ψ as n → +∞ and a sequence
{ξn} ⊂R such that for each n, the conditions (2.18) and (2.19) are satisfied, and in addition,
the condition (2.6) is satisfied, then there exists a sequence {vn} of pairwise distinct local
minima of Ψ +Φ such that limn→∞ Ψ (vn) = infX Ψ , and {vn} weakly converges to a global
minimizer of Ψ .
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For the condition (2.17) in Theorem 2.3(a), we give the following proposition.
Proposition 2.3. Assume that ρ0 > infX Ψ , ξ0 ∈ R and (2.16) holds. If there exists α ∈ L1(Ω)
with α(x) 0 and α ≡ 0 such that
F(x, ξ0) + α(x)|α|L1(Ω)
(ρ0 − e0) sup
|t |C0K(ρ0)
F (x, t) for a.e. x ∈ Ω, (2.21)
and the inequality (2.21) is strict on a subset of Ω with positive measure, then (2.17) holds.
Proof. Integrating (2.21) over Ω and noting that∫
Ω
sup
|t |C0K(ρ0)
F (x, t) dx  sup
v∈C(Ω), |v|∞C0K(ρ0)
∫
Ω
F
(
x, v(x)
)
dx,
we obtain (2.17). 
For general functions F(x, t) the condition (2.21) is very harsh. Below we will show that the
condition (2.21) is suitable for the functions F(x, t) possessing some special property.
Definition 2.2. A function F(x, t) satisfies the condition (S) if for each compact subset E of R,
there exists ξ ∈ E such that
F(x, ξ) = sup
t∈E
F(x, t) for a.e. x ∈ Ω. (2.22)
Remark 2.5.
(1) If F(x, t) = α(x)F1(t) (correspondingly, f (x, t) = α(x)f1(t)), where α ∈ L1(Ω), α(x) 0
for a.e. x ∈ Ω , F1 ∈ C1(R) (correspondingly, f1 ∈ C(R)), then F satisfies condition (S).
(2) If F(x, t) = α(x)
q(x)
|h(t)|q(x) (correspondingly, f (x, t) = α(x)|h(t)|q(x)−2h(t)h′(t)), where
α ∈ L1(Ω), α(x) 0 for a.e. x ∈ Ω , q ∈ S(Ω), q− > 1, h ∈ C1(R), then F satisfies condi-
tion (S).
(3) In general, if F(x, t) = F˜ (x, s(t)), where s ∈ C1(R) and F˜ (x, s) is nondecreasing with
respect to s ∈ R, then F satisfies condition (S). Cases (1) and (2) above are both
typical examples of case (3). In case (1), s(t) = F1(t), F˜ (x, s) = α(x)s. In case (2),
s(t) = |h(t)|q− , F˜ (x, s) = α(x)
q(x)
s
q(x)
q−
.
Suppose that F(x, t) satisfies condition (S) and ρ0 > infX Ψ . Then, for E = [−C0K(ρ0),
C0K(ρ0)], by (2.19), there exists ξ∗ ∈ K such that F(x, ξ∗) = sup|t |C0K(ρ0) F (x, t). If ξ∗ also
satisfies (2.16), then all conditions of Theorem 2.3(a) is satisfied. This is just the case considered
in [3, Theorem 2.1]. If ξ∗ does not satisfy condition (2.16), but there exists some ξ0 satisfying
conditions (2.16) and (2.21), then by Proposition 2.3, the conclusion of Theorem 2.3(a) holds.
Hence, even if in the case when p(x) ≡ p (constant), our Theorem 2.3(a) is also an improvement
of Theorem 2.1 in [3].
Now let us estimate K(r).
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−
0 ,
K(r)
(
r
d0
) 1
p−
. (2.23)
Proof. Let r  d0σp
−
0 and u ∈ X be such that Ψ (u) < r . When ‖u‖λ  σ0, by (2.13), one has
r > Ψ (u) d0‖u‖p
−
λ ,
which implies that ‖u‖λ  ( rd0 )
1
p−
. When ‖u‖λ < σ0, it is clear that
‖u‖λ 
(
r
d0
) 1
p−
.
By the definition of K(r), (2.23) holds. 
The following condition (2.24) will be used:∫
Ω
λ(x)
p(x)
|ξ |p(x) dx −
∫
Ω
G(x, ξ) dx  d1|ξ |p+ + d2, ∀ξ ∈R, (2.24)
where d1 and d2 are positive constants. Obviously, (2.24) holds if G satisfies the following con-
dition:∣∣G(x, ξ)∣∣ c3|ξ |p+ + c4, ∀ξ ∈R, ∀x ∈ Ω.
The following Theorem 2.4 is a practicable form of Theorem 2.3(b), which is a generalization
and improvement of Theorem 3 in [16].
Theorem 2.4. Let (2.13), (2.20) and (2.24) hold, and let F satisfy condition (S). Suppose that
{an} and {bn} are two positive sequences such that
lim
n→∞bn = +∞, limn→∞
a
p+
n
b
p−
n
= 0. (2.25)
If there exists ω ∈ L1(Ω) with ω(x) 0 and ω ≡ 0 in Ω such that for each n and for a.e. x ∈ Ω ,
F(x, an) + ω(x)|ω|L1(Ω)
(
d0
(
bn
C0
)p−
− d1ap
+
n − d2
)
 sup
t∈[an,bn]
F(x, t), (2.26)
F(x,−an) + ω(x)|ω|L1(Ω)
(
d0
(
bn
C0
)p−
− d1ap
+
n − d2
)
 sup
t∈[−bn,−an]
F(x, t), (2.27)
and the inequalities (2.26) and (2.27) are strict on a subset of Ω with positive measure, then
there exists a sequence {vn} of local minima of Ψ + Φ such that Ψ (vn) → +∞ as n → ∞ and
consequently, the problem (1.5) admits an unbounded sequence of weak solutions.
Proof. Put rn = d0( bnC0 )p
−
. Then rn → +∞ as n → +∞ and K(rn)  bnC0 , so C0K(rn)  bn.
Since F satisfies condition (S), for each n, there exists ξn ∈ [−an, an] such that
F(x, ξn) = sup F(x, t) for a.e. x ∈ Ω. (2.28)t∈[−an,an]
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en =
∫
Ω
λ(x)
p(x)
|ξn|p(x) dx −
∫
Ω
G(x, ξn) dx
 d1|ξn|p+ + d2  d1|an|p+ + d2.
It follows from (2.25) that for n sufficiently large,
d1|an|p+ + d2 < d0
(
bn
C0
)p−
= rn,
and consequently en < rn, that is (2.18) holds. Without loss of generality, we may assume that
for all n, (2.18) holds.
From (2.26)–(2.28), we obtain
F(x, ξn) + ω(x)|ω|L1(Ω)
(rn − en) sup
|t |bn
F (x, t) for a.e. x ∈ Ω, (2.29)
and the inequality (2.29) is strict on a subset of Ω with positive measure. By Proposition 2.3,
(2.29) implies (2.19). So all hypotheses of Theorem 2.3(b) are satisfied and the conclusion
holds. 
Example 2.1. Let g ≡ 0. Then Ψ (u) = J (u)  ‖u‖
p−
λ
p+ for ‖u‖λ  1. In this case, (2.13) holds
with d0 = 1p+ and σ0 = 1, (2.24) holds with d1 = d2 =
|λ|
L1(Ω)
p− , and when r  p
+
, K(r) 
(p+r)
1
p−
. Let α ∈ L1(Ω) with α(x) 0 and α ≡ 0 in Ω. We will define a function F1(t) such
that the function F(x, t) = α(x)F1(t) satisfies the all hypotheses of Theorem 2.4. (In this case
f (x, t) = α(x)f1(t), where f1(t) = F ′1(t).) Choose two positive sequences {an} and {bn} such
that a1  1, bp
−
n = 2nap
+
n , and an+1 > bn for every n. Define F1(0) = 0, F1(an) = ap
++1
n and
F1(bn) such that
F1(an) < F1(bn) <
1
|α|L1(Ω)
(
1
p+
(
bn
C0
)p−
− |λ|L1(Ω)
p−
(|an|p+ + 1)
)
+ F1(an), (2.30)
and define F1(t) for t ∈R such that F1 ∈ C1(R), F1(−t) = F1(t) and F1(t) is nondecreasing in
t  0. Put rn = 1p+ ( bnC0 )p
−
and ξn = an. Since∫
Ω
λ(x)
p(x)
|an|p(x) dx −
∫
Ω
F(x, an) dx

|λ|L1(Ω)
p−
|an|p+ −
∫
Ω
α(x)a
p++1
n dx

|λ|L1(Ω)
p−
|an|p+ − |α|L1(Ω)ap
++1
n → −∞ as n → ∞,
we see that (2.20) holds. The fact that bp−n = 2nap
+
n implies (2.25). From (2.30) and taking
ω(x) = α(x), we can obtain (2.26) and (2.27). Thus all hypotheses of Theorem 2.4 are satisfied.
It is obvious that in this example, when p(x) ≡ p, f does not satisfy the condition (5) of [16,
Theorem 3].
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F(x, t) = α(x)F1(t). Using similar method we can construct a function F possessing form
F(x, t) = α(x)
q(x)
|h(t)|q(x), as noted in Remark 2.5(2), and choose suitable an, bn, rn and ξn such
that all hypotheses of Theorem 2.4 are satisfied.
Likewise, we give a practicable form of Theorem 2.3(c) as follows, which is a generalization
and improvement of Theorem 4 in [16].
Theorem 2.5. Suppose that
G(x, t) 0 for t ∈R and a.e. x ∈ Ω, (2.31)
there exist positive constants M and ε such that
−G(x, t)M|t |p− for |t | ε and a.e. x ∈ Ω, (2.32)
F satisfies the condition (S) and
lim sup
|ξ |→0
∫
Ω
F(x, ξ) dx + ∫
Ω
G(x, ξ) dx
|ξ |p− >
∫
Ω
λ(x)
p(x)
dx. (2.33)
Suppose that {an} and {bn} be two positive sequences such that
lim
n→∞bn = 0, limn→∞
a
p−
n
b
p+
n
= 0, (2.34)
and there exists ω ∈ L1(Ω) with ω(x)  0 and ω ≡ 0 in Ω such that for each n and for a.e.
x ∈ Ω ,
F(x, an) + ω(x)|ω|L1(Ω)
(
1
p+
(
bn
C0
)p+
− d3ap
−
n
)
 sup
t∈[an,bn]
F(x, t), (2.35)
F(x,−an) + ω(x)|ω|L1(Ω)
(
1
p+
(
bn
C0
)p+
− d3ap
−
n
)
 sup
t∈[−bn,−an]
F(x, t), (2.36)
and the inequalities (2.35) and (2.36) are strict on a subset of Ω with positive measure, where
d3 =
∫
Ω
λ(x)
p(x)
dx + M|Ω|. Then there exists a sequence {vn} of pairwise distinct local minima of
Ψ + Φ such that vn → 0 in W 1,p(x)(Ω) and consequently, the problem (1.5) admits a sequence
of nonzero weak solutions which strongly converges to 0 in W 1,p(x)(Ω).
Proof. Let us verify all the hypotheses of Theorem 2.3(c). It follows from (2.31) that Ψ is co-
ercive, infX Ψ = Ψ (0) = 0 and 0 is the unique global minimizer of Ψ. (2.33) implies that 0
is not a local minimizer of Ψ + Φ, so (2.6) is satisfied. For r > 0 sufficiently small, the con-
dition Ψ (u) < r implies that ‖u‖λ < (p+r)
1
p+ , this shows that K(r)  (p+r)
1
p+ . Now put
rn = 1p+ ( bnC0 )p
+
. Then C0K(rn) bn. By (2.32), for |ξ | sufficiently small,
Ψ (ξ) =
∫
Ω
λ(x)
p(x)
|ξ |p(x) dx −
∫
Ω
G(x, ξ) dx

(∫
λ(x)
p(x)
dx + M|Ω|
)
|ξ |p− := d3|ξ |p− .Ω
260 X. Fan, C. Ji / J. Math. Anal. Appl. 334 (2007) 248–260Analogously to the proof of Theorem 2.4, noting that F satisfies the condition (S), from (2.34)–
(2.36) we can obtain that there exists a sequence {ξn} ⊂ R with ξn ∈ [−an, an] such that for
each n, the conditions (2.18) and (2.19) are satisfied. Thus all the hypotheses of Theorem 2.3(c)
are satisfied and consequently, by Theorem 2.3(c), there exists a sequence {vn} of pairwise dis-
tinct local minima of Ψ + Φ such that Ψ (vn) → 0, which implies ‖vn‖λ → 0. The proof is
complete. 
Remark 2.7. Analogously to Example 2.1, we can give some examples of F and G with
F(x, t) = α(x)F1(t) and G(x, t) = β(x)G1(t) such that all hypotheses of Theorem 2.5 are satis-
fied, however, in the case when p(x) ≡ p, some conditions of Theorem 4 in [16] are not satisfied.
References
[1] E. Acerbi, G. Mingione, Regularity results for a class of functionals with nonstandard growth, Arch. Ration. Mech.
Anal. 156 (2001) 121–140.
[2] C.O. Alves, M.A.S. Souto, Existence of solutions for a class of problems in RN involving the p(x)-Laplacian,
Progr. Nonlinear Differential Equations Appl. 66 (2005) 17–32.
[3] G. Anello, G. Cordaro, Existence of solutions of the Neumann problem for a class of equations involving the
p-Laplacian via a variational principle of Ricceri, Arch. Math. 79 (2002) 274–287.
[4] G. Anello, G. Cordaro, An existence theorem for the Neumann problem involving the p-Laplacian, J. Convex.
Anal. 10 (2003) 185–198.
[5] L. Diening, P. Hästö, A. Nekvinda, Open problems in variable exponent Lebesgue and Sobolev spaces, in: P. Drábek,
J. Rákosník, FSDONA04 Proceedings, Milovy, Czech Republic, 2004 38–58.
[6] X.L. Fan, On the sub-supersolution methods for p(x)-Laplacian equations, J. Math. Anal. Appl. 330 (1) (2007)
665–682.
[7] X.L. Fan, Q.H. Zhang, Existence of solutions for p(x)-Laplacian Dirichlet problems, Nonlinear Anal. 52 (2003)
1843–1852.
[8] X.L. Fan, D. Zhao, On the spaces Lp(x)(Ω) and Wm,p(x)(Ω), J. Math. Anal. Appl. 263 (2001) 424–446.
[9] F. Faraci, Multiplicity results for a Neumann problem involving the p-Laplacian, J. Math. Anal. Appl. 277 (2003)
180–189.
[10] O. Kovácˇik, J. Rákosník, On spaces Lp(x)(Ω) and Wk,p(x)(Ω), Czechoslovak Math. J. 41 (1991) 592–618.
[11] S.A. Marano, D. Motreanu, Infinitely many critical points of nondifferentiable functions and applications to a
Neumann-type problem involving the p-Laplacian, J. Differential Equations 182 (2002) 108–120.
[12] P. Marcellini, Regularity and existence of solutions of elliptic equations with (p, q)-growth conditions, J. Differen-
tial Equations 90 (1991) 1–30.
[13] M. Miha˘ilescu, Existence and multiplicity of solutions for a Neumann problem involving the p(x)-Laplace operator,
Nonlinear Anal. (2006), doi:10.1016/j.na.2006.07.027.
[14] M. Miha˘ilescu, V. Ra˘dulescu, A multiplicity result for a nonlinear degenerate problem arising in the theory of
electrorheological fluids, Proc. R. Soc. Lond. Ser. A 462 (2006) 2625–2641.
[15] B. Ricceri, A general variational principle and some of its applications, J. Comput. Appl. Math. 113 (2000) 401–410.
[16] B. Ricceri, Infinitely many solutions of the Neumann problem for elliptic equations involving the p-Laplacian, Bull.
London Math. Soc. 33 (2001) 331–340.
[17] M. Ru˚z˘ic˘ka, Electrorheological Fluids: Modeling and Mathematical Theory, Springer-Verlag, Berlin, 2000.
[18] S. Samko, On a progress in the theory of Lebesgue spaces with variable exponent: Maximal and singular operators,
Integral Transforms Spec. Funct. 16 (2005) 461–482.
[19] V.V. Zhikov, On some variational problems, Russian J. Math. Phys. 5 (1997) 105–116.
