Two-Dimensional Navier–Stokes Equations Driven by a Space–Time White Noise  by Da Prato, Giuseppe & Debussche, Arnaud
Journal of Functional Analysis 196, 180–210 (2002)
doi:10.1006/jfan.2002.3919
1T
0022
Copyr
All rigTwo-Dimensional Navier--Stokes Equations Driven
bya Space--TimeWhite Noise
Giuseppe Da Prato
Scuola Normale Superiore di Pisa, Piazza dei Cavalieri 7, 56126 Pisa, Italy
and
Arnaud Debussche1
Ecole Normale Supe´rieure de Cachan, antenne de Bretagne, Campus de Ker Lann,
35170 Bruz, France
E-mail: arnaud.debussche@brietagne.ens-cachan.fr
Communicated by Paul Malliavin
Received November 20, 2001; accepted November 29, 2001
We study the two-dimensional Navier–Stokes equations with periodic boundary
conditions perturbed by a space–time white noise. It is shown that, although the
solution is not expected to be smooth, the nonlinear term can be deﬁned without
changing the equation. We ﬁrst construct a stationary martingale solution.Then, we
prove that, for almost every initial data with respect to a measure supported by
negative spaces, there exists a unique global solution in the strong probabilistic
sense. # 2002 Elsevier Science (USA)1. INTRODUCTION
We are interested in the randomly forced two-dimensional in compres-
sible Navier–Stokes equations on the spatial domain O ¼ ½0;L1 ½0;L2:
du ¼ ðnDu  ðu  rÞu rpÞdt þ ’w; x ¼ ðx1; x2Þ 2 O; t50;
div u ¼ 0; x ¼ ðx1; x2Þ 2 O; t50:
(
ð1:1Þ
Equations (1.1) are supplemented with periodic boundary conditions:
uðx1; 0; tÞ ¼ uðx1;L2; tÞ; uð0; x2; tÞ ¼ uðL1; x2; tÞ;
x1 2 ½0;L1; x2 2 ½0;L2; t50;
ð1:2Þo whom correspondence should be addressed.
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NOISY NAVIER STOKES 181and with an initial condition
uðx; tÞ ¼ u0ðxÞ; x 2 O: ð1:3Þ
Here, u is the velocity and p is the pressure of the ﬂuid, n denotes the
kinematic viscosity, D is the Laplace operator and r is the gradient; ’w is a
random term of white noise type and f is the deterministic part of the
external forcing.
Random Navier–Stokes equations have been investigated in many articles
[1, 2, 4, 5, 10, 11]. In most cases, the noisy forcing term is white in time and
correlated in space. Recently, much progress has been obtained in the study
of the associated invariant measures for noises which are very smooth in
space. Uniqueness and ergodicity properties have been proved [3, 13, 16, 17].
Also in [14], the singularities of the solutions in the three-dimensional case
are studied.
In this article, we consider the case of a space–time white noise.
It is formally delta correlated in time and in space, i.e. we formally
have
Eð’wðx1; tÞ’wðx2; sÞÞ ¼ dtsdx1x2 ; t; s50 x1; x2 2 O:
Such a noise might not be relevant for the study of turbulence where it is
usually accepted that a spatially correlated noise should be taken into
account. However, in other circumstances, when a ﬂow is subjected to an
external forcing with very small time and space correlation length, a space–
time white noise can be considered.
We are interested in the construction of solutions to (1.1).
In [12], Eq. (1.1) has been studied through the associated Kolmogorov
equation. They prove directly the existence of a solution to this latter
equation but are unable to connect it to the original equation. The
main difﬁculty is that, as is well known, with such a rough noise it is
expected that a solution of (1.1) is not regular. Even in the linear case, the
solution has paths in a space of distributions. Thus the problem is to deﬁne
the nonlinear term.
This problem arises also in the case of the stochastic quantization and
in this case it is solved thanks to a renormalization. The nonlinear term
is changed, the standard product is replaced by the Wick product
(see [8, 18, 20]).
In this article, we use similar ideas. In the case of the two-dimensional
Navier–Stokes equations with periodic boundary conditions, the natural
candidate for an invariant law is Gaussian and we can also use
renormalization. However, the nonlinear term here is renormalized by a
constant which goes to inﬁnity and noticing that, thanks to the
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ðu  rÞu ¼ 1
2
divðu  uÞ
this constant disappears by differentiation. Thus we are able to deﬁne the
nonlinear term for nonsmooth u without changing its form. Using a
compactness argument as in [18], we are able construct a stationary solution
to (1.1). Such a solution is very weak, it has to be understood in the
‘‘martingale’’ sense.
Then, we address the problem of constructing a strong solution in
the probabilistic sense and use a different approach. As is usual in the
case of additive noise, we split the unknown into the solution of the
linear equations and of the solution of modiﬁed Navier–Stokes
equations:
u ¼ v þ z
with
dz
dt
¼ nDz rpþ ’w;
div z ¼ 0;
8<
: ð1:4Þ
and
dv
dt
¼ nDv  divðv þ zÞ  ðv þ zÞ  rq þ f ;
div v ¼ 0:
8<
: ð1:5Þ
The ﬁrst part z is a Gaussian process with nonsmooth paths. We write the
nonlinear term in the equation for v as follows:
divðv þ zÞ  ðv þ zÞ ¼ divðv  vÞ þ divðv  zÞ þ divðz  vÞ þ divðz  zÞ:
The last term is deﬁned as above thanks to a renormalization argu-
ment. Then, we take advantage of the fact that v is smoother and prove
that the three other terms can be deﬁned even though z is only a
distribution. We use the functional setting of Besov spaces and
dyadic decomposition to prove that the products are well deﬁned (see for
instance [6; chap. 2, 23]).
In this way, we are able to prove that, for almost every initial data with
respect to the Gaussian law mentioned above, there exists a unique solution
without changing probability space.
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We consider the two-dimensional incompressible Naviers–Stokes equa-
tions in a periodic domain driven by a space-time white noise:
du ¼ ðnDu  ðu  rÞu rpÞ dt þ dW˜; in ½0;T   O;
div u ¼ 0; in ½0;T   O;
uð0; xÞ ¼ u0ðxÞ; x 2 O;
u is periodic with period 2p;
8>><
>>:
ð2:1Þ
where O ¼ ½0; 2p2: The unknown are random processes: the velocity ﬁeld
uðt; xÞ ¼ ðu1ðt; xÞ; u2ðt; xÞÞ and the pressure ﬁeld pðt; xÞ; these are deﬁned for
ðx1; x2Þ 2 O and t50: The kinematic viscosity n has no importance in this
work and we will take it equal to 1:
The equations are forced by a space–time white noise, it is the time
derivative of a cylindrical Wiener process W˜ on ðL2ðOÞÞ2 associated to a
stochastic basis ðO;F;P; ðFtÞt50Þ (see [9]).
As is well known, thanks to the incompressibility condition, we can
rewrite the nonlinear term as
ðu  rÞu ¼ 1
2
divðu  uÞ;
where
u  u ¼
u21 u1u2
u1u2 u
2
2
 !
:
We will use this form which is better suited to the case of nonsmooth
velocities.
We introduce standard notations used for the Navier–Stokes equations
(see for instance [21]). The subspace of ðL2ðOÞÞ2 consisting of periodic
divergence free functions with zero average is denoted by H:
H :¼ x 2 ðL2ðOÞÞ2:
Z
O2
xðxÞ dx ¼ 0; div x ¼ 0;
	
x1ð0; x2Þ ¼ x1ð2p; x2Þ; x2ðx1; 0Þ ¼ x2ðx1; 2pÞg;
and P is the orthogonal projection onto H : The inner product of H is the
same as in ðL2ðOÞÞ2 and is denoted by ð; Þ:
It is convenient to use the complexiﬁcation HC of the space H: For
k ¼ ðk1; k2Þ 2 Z
2
0 :¼ Z
2=f0; 0g, we write
k? ¼ ðk2;k1Þ; jkj ¼ ðk21 þ k
2
2Þ
1=2;
k  x ¼ k1x1 þ k2x2; ekðxÞ ¼
1
2p
k?
jkj
eikx; x ¼ ðx1; x2Þ 2 O:
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(resp. H).
The unbounded operator A is deﬁned by
Ax ¼ PDx; x 2 DðAÞ ¼ ðH2#ðOÞÞ
2 \ H :
We have
Aek ¼ jkj
2ek; k 2 Z
2
0:
Here and in the following Hr#ðOÞ is the subspace of the Sobolev space
HrðOÞ consisting of all periodic functions. For r 2 R; we use the fractional
power ðAÞr on the domain DððAÞrÞ: It is classical that DððAÞrÞ
is the closure in ðH2rðOÞÞ2 of the space spanned by ðekÞk2Z20 : Moreover,
jðAÞr  j is a norm on DððAÞrÞ equivalent to the usual norm on
ðH2rðOÞÞ2. For any r 2 R; P can be deﬁned on ðH2rðOÞÞ2 and its image is
DððAÞrÞ.
We set
W ¼ PW˜ ð2:2Þ
and, whenever it makes sense,
bðxÞ ¼ P divðx  xÞ: ð2:3Þ
It is not difﬁcult to see that W is a cylindrical Wiener process on H thus, for
any complete orthonormal system ðekÞk2Z20 in H ; we can write
W ¼
X
k2Z20
bkek;
where ðbkÞk2Z20 is a sequence of independent Brownian motions on the
stochastic basis ðO;F;P; ðFtÞt50Þ.
When projecting Eqs. (2.1) on H, we get
du ¼ ðAu þ bðuÞÞ dt þ dW ;
uð0Þ ¼ u0:
(
ð2:4Þ
We wish to solve (2.4) and to ﬁnd a solution which is a DððAÞrÞ valued
process. Implicitly, this means that we restrict our attention to zero average
initial data. This is no loss of generality since we can change the unknown in
(2.1) and consider only such initial data.
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even true for the linear equation
dz ¼ Az dt þ dW ;
zð0Þ ¼ z0;
(
ð2:5Þ
whose solution is given by
zðtÞ ¼ etAz0 þ
Z t
0
eðtsÞA dW ðsÞ:
The second term on the right-hand side is a continuous process with values
in DððAÞrÞ for any r50 but does not take its values in DððAÞrÞ for any
r50: This follows fromZ t
0
sajesAj2LHSðH;DððAÞrÞÞ ds5þ1;
for any r5a50 and Z t
0
jesAj2LHSðH;DððAÞrÞÞ ds ¼ þ1;
for r50; see [9]. We have denoted by LHSðK1;K2Þ the space of all Hilbert–
Schmidt operators from a Hilbert space K1 on a Hilbert space K2:
Let us recall that the nonlinear term satisﬁes the following identities,
see [1, 22]:
ðbðxÞ;xÞ ¼ 0; ðbðxÞ;AxÞ ¼ 0:
These are true for any x such that the quantities on the left-hand side make
sense.
Let us denote by m the product measure on ðRÞZ
2
0 :¼H,
m ¼ k2Z20 Nð0; 1=ð2jkj
2ÞÞ:
We shall consider H as a subset of ðRÞZ
2
0 .
We denote by H0 the linear dense subspace of H spanned by ðekÞk2Z20 ; H0 is
obviously dense in H :
We shall write m ¼Nð0;QÞ: Notice that mðDððAÞrÞÞ ¼ 1 for any r50; so
the support of m is included in DððAÞrÞ:
Finally, we recall the deﬁnition of the White noise function. For any
f 2 H0 we set
Wf ðxÞ ¼ ðx;Q1=2f Þ; x 2H:
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H
Wf ðxÞWgðxÞmðdxÞ ¼ ð f ; gÞ; f ; g 2 H0: ð2:6Þ
Therefore, the mapping
H0 ! L2ðH;mÞ; f ! Wf ;
is an isomorphism and consequently can be extended to all H: Thus Wf is a
well-deﬁned element of L2ðH; mÞ for any f 2 H:
We shall denote by Hn; n ¼ 0; 1; . . . the Hermite polynomials deﬁned by
the formula
F ðt; lÞ ¼ eð1=2Þt
2þtl ¼
X1
n¼0
tnﬃﬃﬃﬃ
n!
p HnðlÞ; t50; l 2 R:
The following results are well known, see e.g. [20]Z
H
H2ðWf1 ÞH2ðWf2 Þ dm ¼ ð f1; f2Þ
2; ð2:7Þ
Z
H
Wf1Wf2Wf3Wf4 dm ¼ð f1; f2Þð f3 ; f4Þ þ ð f1; f3Þð f2; f4Þ
þ ð f1; f4Þð f2; f3Þ; ð2:8Þ
where fi; i ¼ 1; 2; 3; 4; are elements of H of norm one.
In the computations and estimates below, Cð:; ; :Þ, cið:; ; :Þ, Kð:; ; :Þ ... denote
constants which depend only on their arguments.
3. EXTENSION OF THE NONLINEAR TERM
We now show that the nonlinear term bðxÞ can be deﬁned for nonsmooth
x; i.e. for x 2 DððAÞrÞ; r50. However, it will be only deﬁned as an element
of L2ðH;mÞ: So it is a function on DððAÞrÞ; r50, endowed with the
measure m:
It is convenient here to work on the space HC as well as in the
complexiﬁcation of DððAÞrÞ which for simplicity is still denoted by
DððAÞrÞ.
For N 2 N; PN is the orthogonal projector in HC onto Span ðekÞjkj4N ,
PN is also orthogonal in DððAÞ
rÞ; r 2 R, and it can be easily extended
to H.
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xN ¼ PNx ¼
X
jlj4N
ðx; elÞel ; xN ¼ ðx1N ;x
2
N Þ;
and
bNðxÞ ¼ bðPNxÞ:
Proposition 3.1. For any r50 the sequence ðbN ÞN2N is convergent in
L2ðH;m; DððAÞ1=2þrÞÞ:
We denote by b the limit of bN in L2ðH;m; DððAÞ1=2þrÞÞ:
The proof of Proposition 3.1 is based on Wick products. However,
contrary to the case of the stochastic quantization (see [8, 18, 20]), we do not
modify the nonlinear term by a renormalization. This is due to the fact that
b is the divergence of a product and we can introduce a renormalization
constant in the product which disappears by differentiation.
Instead of using Galerkin approximation for x to deﬁne bðxÞ, we could
have used a regularization by molliﬁcation and consider bðye *xÞ; where
ðyeÞe>0 is an approximation of the delta function. We would have obtained
the same limit b (see [18]).
Proof of Proposition 3.1. We deﬁne for x 2H; r 2 R; and N 2 N:
: ðxiN Þ
2 : ðxÞ ¼
ﬃﬃﬃ
2
p
rNH2
xiNðxÞ
rN
 
; i ¼ 1; 2; x 2 O;
where
rN ¼
1
2ð2pÞ2
X
05jlj4N
l21
jlj4
 1=2
¼
1
2ð2pÞ2
X
05jlj4N
l22
jlj4
 1=2
;
and
: xN  xN : ðxÞ ¼
: ðx1NÞ
2 : ðxÞ x1N ðxÞx
2
N ðxÞ
x1NðxÞx
2
NðxÞ : ðx
2
N Þ
2 : ðxÞ
 !
:
As easily checked we have
: ðxiNÞ
2 : ðxÞ ¼ ðxiN Þ
2ðxÞ  r2N ; i ¼ 1; 2; x 2 O; N 2 N;
so that
bNðxÞ ¼ bðxNÞ ¼ P divðxN  xNÞ ¼ P divð: xN  xN :Þ:
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We give the proof in the appendix for the reader’s convenience.
Lemma 3.2. For any r50, the sequences ð: ðx1N Þ
2 :ÞN2N; ð: ðx
2
N Þ
2 :ÞN2N;
ðx1Nx
2
NÞN2N are Cauchy in L
2ðH;m; H2r# ðOÞÞ.
It is now easy to conclude, indeed the divergence operator maps
ðH2r# ðOÞÞ
4 onto ðH1þ2r# ðOÞÞ
2 and P maps ðH1þ2r# ðOÞÞ
2 onto DððAÞ1=2þrÞ:
Thus, for M ;N 2 N,
jbNðxÞ  bMðxÞjDððAÞ1=2þrÞ ¼ jbðxN Þ  bðxM ÞjDððAÞ1=2þrÞ
4 j : xN  xN :  : xM  xM : jðH2r
#
ðOÞÞ4 ;
and, by Lemma 3.2, ðbN ÞN2N is a Cauchy sequence in
L2ðH;m; DððAÞ1=2þrÞÞ. ]
We will also use the following result which is a consequence of
Proposition A.8 proved in the appendix.
Proposition 3.3. For any r50; m 2 N there exists a constant Kðr;mÞ
such that Z
H
jbNðxÞj2m
DððAÞ1=2þrÞ
mðdxÞ4Kðr;mÞ;
for any N 2 N:
4. CONSTRUCTION OF A STATIONARY SOLUTION
To construct a stationary solution for (2.1) with a space–time white noise
W˜, we use the abstract form (2.4) of the equation with the nonlinear term
being extended to H as in Section 2. We ﬁrst deﬁne what we mean by
stationary solution.
Definition 4.1. A random process u on a probability space ðO;F;PÞ is
said to be a stationary solution of the stochastic Navier–Stokes equation
(2.1) if
(i) u is a stationary process.
(ii) For every t50, the law LðuðtÞÞ of uðtÞ is equal to m:
NOISY NAVIER STOKES 189(iii) For every t50;
uðtÞ  uð0Þ 
Z t
0
AuðsÞ ds
Z t
0
bðuðsÞÞ ds ¼ W ðtÞ;
where W is a cylindrical Wiener process on H:
Note that, thanks to (ii) and Section 2, the nonlinear term in (iii) is deﬁned
as a random variable with values in DððAÞ1=2þrÞÞ for any r50:
Condition (ii) is natural to impose since m is a candidate for an invariant
law.
Theorem 4.2. There exists at least one stationary solution to (2.1).
We use a Galerkin approximation to prove this result. For N 2 N, we
consider the following stochastic equation:
duN ¼ ðAuN þ bNðuN ÞÞ dt þ dW ;
uNð0Þ ¼ u0;
(
ð4:1Þ
where we have set
bNðuÞ ¼ PNbðPNuÞ ¼ PNbN ðuÞ;
since PN is well deﬁned on H, bN is deﬁned for u 2H. Obviously, bN is
continuous on DððAÞrÞ for any r 2 R:
It is clear that for any r 2 R, (4.1) has a unique solution for any
u0 2 DððAÞ
rÞÞ. It is given by uN ¼ uN þ zN where uN solves the ﬁnite-
dimensional stochastic equation
duN ¼ ðAuN þ bNðuNÞÞ dt þPN dW ;
uN ð0Þ ¼ PNu0;
(
ð4:2Þ
and
zN ¼ ðI PN ÞuN ¼ etAðI PNÞu0 þ
Z t
0
eðtsÞAðI PNÞ dW ðsÞ:
Note that, even if u0 2 H, zN is not an H valued process sinceZ t
0
jeðtsÞAðI PNÞj2LHSðH;DððAÞrÞÞÞ5þ1
if and only if r50:
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ðbNðuN Þ; uNÞ ¼ ðbðuNÞ; uN Þ ¼ 0 ð4:3Þ
it is easy to prove that (4.2) has an invariant measure mN : Furthermore,
thanks to the nondegeneracy of the noise, this invariant measure is unique.
Let uN ;S be a stationary process solution of the Galerkin approximation
(4.2). Then
uSNðtÞ ¼ u
N;SðtÞ þ
Z t
1
eðtsÞAðI PN Þ dW ðsÞ
is a stationary process solution of (4.1). By (4.3) and the following identity
which holds in the case of periodic boundary conditions considered here:
ðbN ðuNÞ;AuNÞ ¼ ðbðuNÞ;AuNÞ ¼ 0
it is easy to check that mN is Gaussian with covariance  12 ðPNAÞ
1: We
deduce that for each t; uSNðtÞ is a Gaussian random variable with covariance
Q ¼  1
2
A 1:
Lemma 4.3. For each T > 0; r50; a 2 ½0; 1
2
Þ; the family of measures
ðLðuSNÞÞN2N is tight in C
að½0;T ; DððAÞ1þrÞÞÞ:
Proof. Let T > 0; k5p 2 N, a 2 ð0; 1
2
Þ and r50: Then, using the Ho¨lder
inequality and recalling thatLðuSN ðtÞÞ ¼ m for any t, we ﬁnd for any r5r˜50
and N 2 N
EðjuSN j
k
Lpð0;T ;DððAÞr˜ÞÞ
Þ4Tk=p1E
Z T
0
juSN ðsÞj
k
DððAÞr˜Þ
ds
 
¼Tk=p1
Z T
0
EðjuSNðsÞj
k
DððAÞr˜Þ
Þ ds
¼Tk=p
Z
H
jxjk
DððAÞr˜Þ
mðdxÞ ð4:4Þ
which is ﬁnite since m is a Gaussian measure on DððAÞr˜Þ: Similarly, using
Proposition 3.3,
EðjbN ðuSN Þj
k
Lpð0;T ;DððAÞ1=2þr˜ÞÞ
Þ4Tk=p
Z
H
jbN ðxÞjk
DððAÞ1=2þr˜Þ
mðdxÞ
4Tk=pKðr˜; k=2Þ: ð4:5Þ
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uSNðtÞ ¼ u
S
Nð0Þ þ
Z t
0
AuSN ðsÞ dsþ
Z t
0
bN ðuSNðsÞÞ dsþ W ðtÞ:
The ﬁrst term is a constant in time random variable with law m: By (4.4) we
have
E
Z 
0
AuSN ðsÞ ds


k
W 1;pð½0;T ;DððAÞ1þr˜ÞÞ
 !
4cðk; p;T ; r˜Þ;
and by (4.5)
E
Z 
0
bN ðuSN ðsÞÞ ds


k
W 1;pð½0;T ;DððAÞ1=2þr˜ÞÞ
 !
4cðk; p;T ; r˜Þ:
Moreover, it is clear that for b 2 ða; 1
2
Þ;
E W ðÞj jCbð½0;T ;DððAÞ1=2þr˜ÞÞ
 
4cðb; sÞ:
Using the embeddings
W 1;pð½0;T ; DððAÞ1þr˜ÞÞ  Cbð½0;T ; DððAÞ1þr˜ÞÞ
DððAÞ1=2þr˜Þ  DððAÞ1þr˜Þ;
for 1 1
p
> b; we deduce that
EðjuSN j
k
Cbð½0;T ;DððAÞ1þr˜ÞÞ
Þ4cðb; sÞ: ð4:6Þ
The result follows from (4.4) and (4.6), the compactness of A1 and the
Ascoli theorem. ]
We deduce from the Prokhorov theorem that for each T , a 2 ½0; 1
2
Þ, and
r50 a subsequence ðLðuSNk ÞÞk2N converges to a measure n on the space
Cað½0;T ; DððAÞ1þrÞÞ: And by the Skohorod theorem, there exists a
probability space ð *O; *F; *PÞ, a sequence of random variables ðu˜SNk Þ, a random
variable u˜S with values in Cað½0;T ; DððAÞ1þrÞÞÞ such that
Lðu˜SNk Þ ¼Lðu
S
Nk
Þ; Lðu˜SÞ ¼ n ð4:7Þ
and
u˜SNk ! u˜
S; *P-a:s: in Cað½0;T ; DððAÞ1þrÞÞÞ: ð4:8Þ
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T > 0:
It remains to prove that u˜S is a stationary solution. It is easy to deduce
from stationarity of u˜SN for each N and (4.8) that u˜
S is a stationary process.
Moreover,
Lðu˜SNðtÞÞ ¼ m 8t50; N 2 N; ð4:9Þ
so that
Lðu˜SðtÞÞ ¼ m 8t50: ð4:10Þ
Let us write
u˜SNk ðtÞ  u˜
S
Nk
ð0Þ 
Z t
0
Au˜SNk ðsÞ ds
Z t
0
bNk ðu˜
S
Nk
ðsÞÞ ds ¼ W˜Nk ðtÞ: ð4:11Þ
By (4.7) we know that W˜Nk is a cylindrical Wiener process on H (recall that,
contrary to b; bN is continuous).
The ﬁrst three terms on the left-hand side of (4.11) converge almost surely
in Cað½0;T ; DððAÞ2þrÞÞÞ. The fourth term is a little more delicate since b is
not continuous. We take M4Nk and write
*E supt2½0;T 
Z t
0
bNk ðu˜
S
Nk
ðsÞÞ ds
Z t
0
bðu˜SðsÞÞ ds


DððAÞ1=2þrÞ
 !
4 *E
Z T
0
bNk ðu˜
S
Nk
ðsÞÞ  bðu˜SNk ðsÞÞ
 
DððAÞ1=2þrÞ
ds
 
þ *E
Z T
0
bM ðu˜SNk ðsÞÞ  bðu˜
S
Nk
ðsÞÞ
 
DððAÞ1=2þrÞ
ds
 
ð4:12Þ
þ þ *E
Z T
0
bMðu˜SNk ðsÞÞ  bM ðu˜
SðsÞÞ
 
DððAÞ1=2þrÞ
ds
 
þþ *E
Z T
0
bMðu˜SðsÞÞ  bðu˜SðsÞÞ
 
DððAÞ1=2þrÞ ds
 
:
By (4.9), the ﬁrst term is equal to
T
Z
H
jbNk ðxÞ  bðxÞjDððAÞ1=2þrÞmðdxÞ
4T
Z
H
jðI PNk ÞbðPNk xÞjDððAÞ1=2þrÞmðdxÞ
þ T
Z
H
jbðPNk xÞ  bðxÞjDððAÞ1=2þrÞmðdxÞ
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and fourth terms converge to zero when M !1 (uniformly in k). We let
k !1 in the third term of (4.12), since bM is continuous on any
DððAÞsÞ; s 2 R, we have
bMðu˜SNk ðsÞÞ ! bMðu˜
SðsÞÞ; *P-a:s:
Moreover, by Proposition 3.1 and (4.9) and (4.10)Z T
0
*EjbMðu˜SNk ðsÞÞ  bMðu˜
SðsÞÞj2
DððAÞ1=2þrÞ
ds
44T
Z
H
jbðPMxÞj2DððAÞ1=2þrÞmðdxÞ:
By equi-integrability, the third term of (4.12) is thus shown to go to zero for
each M when k goes to inﬁnity.
We have proved that the left-hand side of (4.12) goes to zero when k goes
to inﬁnity. Hence the fourth term of (4.11) converges to
R t
0 bðu˜
SðsÞÞ ds in
L1ðO; Cð½0;T ; DððAÞ1=2þrÞÞÞ:
It is now easy to deduce that
u˜SðtÞ  u˜Sð0Þ 
Z t
0
Au˜SðsÞ ds
Z t
0
bððu˜SÞÞ ds ¼ W˜ðtÞ;
where W˜ is a cylindrical Wiener process on H : This ends the proof of
Theorem 4.1. ]
Remark 4.4. It would not be very difﬁcult to prove that, in fact, the
stationary solution built in the preceding proof has trajectories in CðR;
DððAÞrÞÞ for any r50.
5. STRONG EXISTENCE AND UNIQUENESS RESULTS
We want now to solve (2.1) pathwise and without changing probability
space as was done in Section 4. In other words, we construct a strong
solution in the probability sense. The strategy is the following. We set
zðtÞ ¼
Z t
1
eðtsÞA dW ðsÞ; t 2 R; ð5:1Þ
which is the stationary solution of
dz ¼ Az dt þ dW ðtÞ
GIUSEPPE DA PRATO AND ARNAUD DEBUSSCHE194with invariant law LðzðtÞÞ ¼ m: Then, we deﬁne v ¼ u  z so that, using
bilinearity of b, we can rewrite (2.4) in terms of v in the integral form
vðtÞ ¼ etAðu0  zð0ÞÞ þ
Z t
0
eðtsÞAðbðvÞ þ bðv; zÞ þ bðz; vÞ þ bðzÞÞ ds; ð5:2Þ
where we use the notation
bðx; yÞ ¼ Pðdivðx  yÞÞ
whenever the right-hand side makes sense.
The last term in (5.2) can be deﬁned thanks to the results in Section 2
since, for any t 2 R, LðzðtÞÞ ¼ m. In fact, by Proposition 3.1 we know that
b 2 L2ðH ;m; DððAÞ1=2þrÞ; and so, for any t, bðzðtÞÞ 2 L2ðO;P; DððAÞ1=2þrÞÞ
since
EjbðzðtÞÞj2
DððAÞ1=2þrÞ
¼
Z
H
jbðxÞj2
DððAÞ1=2þrÞ
mðdxÞ5þ1:
We will say that u is a solution of (2.1) if v ¼ u  z satisﬁes (5.1) where
bðzÞ is deﬁned in Section 2. We will see below that if u is a solution in this
latter sense which is stationary then it is also a stationary according to
Deﬁnition 4.1. In this case, the two deﬁnitions of the nonlinear term
coincide. Thus, we believe that our deﬁnition is natural.
Since u0  zð0Þ is not smooth, it is not expected that (5.2) has a solution in
Cð½0;T ; DððAÞrÞ for r50; and as in Section 3 we need to look for a
solution in Cð½0;T ; DððAÞrÞ for r50: The difﬁculty is then to deﬁne
bðvÞ; bðv; zÞ and bðz; vÞ:
Here we proceed as is usual when dealing with parabolic equations
in negative Sobolev spaces. We exploit the fact that v should be in
Lpð0;T ; DððAÞr˜ÞÞ for some p > 1 and r˜ > 0 and use Littlewood–Paley
decomposition and paraproduct to deﬁne the nonlinear terms, see
[6, 7, 19, 23].
However, working in the context of negative Sobolev spaces introduces
some technical difﬁculties and it is convenient to consider Besov spaces.
We deﬁne, for q 2 N; dq ¼ P2q P2q1 . Then dqu is deﬁned for all
u 2
S
s2R DððAÞ
sÞ and contains the Fourier components of u between 2q1
and 2q:
dqu ¼
X
2q15jkj42q
ukek if u ¼
X
jkj2Z20
ukek:
For s 2 R; p51; r51 we deﬁne
Bsp;r ¼ u 2
[
s2R
DððAÞsÞ :
X
q2N
2rqsjdquj
r
LpðOÞ5þ1
n o
;
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jujBsp;r ¼
X
q2N
2rqsjdquj
r
LpðOÞ
 1=r
:
We will construct a solution such that v 2 Bap;ra > 0 and prove that z 2 B
s
p;r
for any s > 0. Taking aþ s > 0, we can deﬁne bðv; zÞ and bðz; vÞ thanks to
Bony’s decomposition.
It is convenient to deﬁne for b51; a 2 R; p51; r51; s 2 R; T > 0
Ea;b;p;r;sðTÞ ¼ Lbð0;T ;Bap;rÞ \ Cð½0;T ;B
s
p;rÞ:
We prove in Section 5 the following local existence result for a deterministic
equation of Navier–Stokes type.
Proposition 5.1. Let T > 0; a; b; g; p;r;s and e such that
a > s > 0; p5r; r52; b51; g51; e > 0;
a52
1
p
 e
 
;
s
2
5
1
p

1
g
 e; 
1
2
þ
1
p
5
a
2

1
b
5
s
2
;
then, for any f 2 Lgð0;T ; DððAÞ1=2eÞÞ; w 2 Cð½0;T ;Bsp;rÞ; v0 2 B
s
p;r the
equations
vðtÞ ¼ etAv0 þ
Z t
0
eðtsÞAðbðvÞ þ bðv;wÞ þ bðw; vÞ þ f Þ ds; ð5:3Þ
and, for N 2 N
vN ðtÞ ¼ etAv0 þ
Z t
0
eðtsÞAðbNðvN Þ þ bðvN ;wÞ þ bðw; vNÞ þPNf Þ ds; ð5:4Þ
have a unique solution on ½0;T *  in Ea;b;p;r;sðT * Þ provided
T *4c1ðjv0jBsp;r þ jwjCð½0;T ;Bsp;rÞ þ j f jLgð0;T ;DððAÞ1=2eÞÞÞ
1=Z
with
Z ¼
1
2

1
p
þ
a
2

1
b
;
where c1 depends only on a;b; p;r;s; g; e:
Furthermore,
jvjEa;b;p;r;sðT * Þ42ðjv0jBsp;r þ jwjCð½0;T ;Bsp;rÞ þ j f jLgð0;T ;DððAÞ1=2eÞÞÞ
1=Z
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jvN jEa;b;p;r;sðT * Þ42ðjv0jBsp;r þ jwjCð½0;T ;Bsp;rÞ þ j f jLgð0;T ;DððAÞ1=2eÞÞÞ
1=Z
and vN converges to v in Cð½0;T * ;Bsp;rÞ when N !1:
The bilinear terms bN ðvN ;wÞ and bN ðw; vN Þ in (5.4) are deﬁned by
bNðx; yÞ ¼ PNbðPNx;PNyÞ ¼ PN divðPNx PNyÞ:
Concerning the regularity assumptions, our result is not optimal (for
sharper results on the deterministic two-dimensional Navier–Stokes
equations, see [15] and the references therein). However, it is sufﬁcient for
our purpose.
Proposition 5.1 is the basic tool for the main result of this section.
Theorem 5.1. Let a;b; p;r; s be such that
2
p
> a > s > 0; r ¼ p52; b51; 
1
2
þ
1
p
5
a
2

1
b
5
s
2
;
then for any T > 0 and m-a.e. u0 2 Bsp;r there exists a unique solution u to (2.1)
such that
u  z 2 Lbð0;T ;Bap;rÞ \ Cð½0;T ;B
s
p;rÞ;
z being defined by (5.1). Moreover, for any l 2 N
E supt2½0;T  juðtÞj
l
Bsp;r
 
5þ1:
Proof. Let u0 2 Bsp;r;s; p;r to be determined. We wish to apply
Proposition 5.1 with w ¼ z; f ¼ bðzÞ where
zðtÞ ¼
Z t
1
eðtsÞA dW ðsÞ:
It is not difﬁcult to prove that for any d50 the trajectories of ðAÞdz are
continuous with respect to t;x on ½0;T   O: This uses for instance the
Kolmogorov criterion of continuity, see [9].
Since for any p51, ðCð %OÞÞ2  B0p;1; it follows that z has trajectories in
Cð½0;T ;Bsp;1Þ for any s50: Moreover, it is easy to see that z has
trajectories in Cð½0;T ; DððAÞsÞÞ ¼ Cð½0;T ;Bs2;2Þ; s50; so that by inter-
polation
z 2 Cð½0;T ;Bsp;rÞ; s50; r5p52; P-a:s::
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each t, bðzðtÞÞ can be deﬁned as an element of DððAÞ1=2eÞ; e > 0 and,
arguing as in the proof of Lemma 4.1, we have
bðzÞ 2 Lgð0;T ; DððAÞ1=2eÞÞ; P-a:s:;
for any g51; e > 0: Indeed
EðjbðzÞjg
Lgð0;T ;DððAÞ1=2eÞÞ
Þ ¼ E
Z T
0
jbðzðsÞÞjg
DððAÞ1=2eÞ
ds
 
¼
Z T
0
EðjbðzðsÞÞjg
DððAÞ1=2eÞ
Þ ds
¼T
Z
H
jbðxÞjg
DððAÞ1=2eÞ
mðdxÞ
and this is ﬁnite by Proposition 3.3.
It is now easy to choose g; e such that the assumptions of Proposition 5.1
are satisﬁed if a;b; p;r;s are as in Theorem 5.2.
Let us ﬁx such parameters, we deduce that there exists a.s. a solution of
(5.2) in Ea;b;p;r;sðT * Þ with
T * ¼ c1Kðu0; z; bðzÞÞ
1=Z; ð5:5Þ
where we have set
Kðu0; z; bðzÞÞ ¼ ju0jBsp;r þ jzjCð½0;T ;Bsp;rÞ þ jbðzÞjLgð0;T ;DððAÞ1=2eÞÞ:
Moreover,
jvjEa;b;p;r;sðT * Þ42Kðu0; z; bðzÞÞ:
We also have
jvN jEa;b;p;r;sðT *N Þ42Kðu0; z; bNðzÞÞ;
where vN is the solution of the Galerkin approximation of (5.2):
vNðtÞ ¼ etAðu0  zð0ÞÞ
þ
Z t
0
eðtsÞAðbNðvNÞ þ bNðvN ; zÞ þ bN ðz; vNÞ þ bNðzÞÞ ds ð5:6Þ
and
T *N ¼ c1Kðu0; z; bNðzÞÞ
1=Z: ð5:7Þ
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important to explicit the dependence of the solution with respect to initial
data and we set
uN ðt; u0Þ ¼ vNðtÞ þ zðtÞ;
where vN solves (5.6) and
uðt; u0Þ ¼ vðtÞ þ zðtÞ;
where v solves (5.2).
In Proposition 5.1 we could have taken any t 2 ½0;T  instead of 0 as initial
data and obtain a solution on ½t; tþ T *  and bounds on ½t; tþ T *N . We
deduce that, given M > 0; if
t *M ¼ c1M
1=Z; jzjCð½0;T ;Bsp;rÞ4
M
3
; jbN ðzÞjLgð0;T ;DððAÞ1=2eÞÞ4
M
3
and
juN ðkt*M ; u0ÞjBsp;r4
M
3
;
then
supt2½kt *
M
;ðkþ1Þt *
M
 juN ðt; u0ÞjBsp;r4M :
Since
P supt2½0;T  juN ðt; u0ÞjBsp;r5M
 
4
X½T=t *
M

k¼0
P supt2½kt *
M
;ðkþ1Þt *
M
 juN ðt; u0ÞjBsp;r5M
 
it follows that, given u0 2 Bsp;r;
P supt2½0;T  juN ðt; u0ÞjBsp;r5M
 
4
X½T=t *
M

k¼0
P juNðkt*M ; u0ÞjBsp;r5
M
3
 
þð½T=t*M þ1Þ P jbNðzÞjLgð0;T ;DððAÞ1=2eÞÞ4
M
3
 
þP jzjCð½0;T ;Bsp;rÞ4
M
3
 
:
Using Gaussianity of z and Proposition 3.3, we know that for any l 2 N
there exists c1;l such that
P jbN ðzÞjLgð0;T ;DððAÞ1=2eÞÞ4
M
3
 
þ P jzjCð½0;T ;Bsp;rÞ4
M
3
 
4c1;lMl :
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Bsp;r we haveZ
Bsp;r
P juN ðkt*M ; u0ÞjBsp;r5
M
3
 
mðdu0Þ ¼ m ju0jBsp;r5
M
3
 
and, since m is Gaussian, this decays faster than any power of M :
Therefore, Z
Bsp;r
X½T=t *
M

k¼0
P juN ðkt*M ; u0ÞjBsp;rÞ5
M
3
 
mðdu0Þ
¼ ð½T=t*M  þ 1Þm ju0jBsp;r5
M
3
 
4ðc1TM1=Z þ 1Þm ju0ÞjBsp;r5
M
3
 
4c2;lMl
for some constant c2;l ; andZ
Bsp;r
P supt2½0;T  juNðt; u0ÞjBsp;rÞ5M
 
mðdu0Þ4c3;lMl :
It is now easy to deduce thatZ
Bsp;r
E supt2½0;T  juN ðt; u0Þj
l
Bsp;rÞ
 
mðdu0Þ5þ1;
for any l 2 N; so that ðuN ðt; u0ÞÞN2N is bounded in
LlðBsp;r  O; m P; L
1ð0;T ;Bsp;rÞÞ
and there exists a subsequence ðuNk Þk2N such that
uNk * %u in L
lðBsp;r  O; m P; L
1ð0;T ;Bsp;rÞÞ; weak star: ð5:8Þ
By Propositions 3.1 and 3.3, we can construct another subsequence, still
denoted ðuNk Þk2N such that
bNk ðzÞ ! bðzÞ in L
gð0;T ; DððAÞ1=2eÞ; P-a:s:
We deduce that T *Nk ! T * ;P-a.s., where T
*
Nk
;T * were deﬁned in (5.5) and
(5.7). By Proposition 5.1
uN ðt; u0Þ ! uðt; u0Þ in Cð½0;T * ;Bsp;rÞ; 8u0 2 B
s
p;r; ð5:9Þ
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uð; u0Þj½0;T *  ¼ %u½0;T * 
for a.e. ðu0;oÞ with respect to m P: It follows that for m a.e. u0
juð; u0ÞjCð½0;T * ;Bsp;rÞ4j %ujL1ð0;T * ;Bsp;rÞ; P-a:s:
Therefore, Proposition 5.1 can be applied iteratively and for m a.e. u0 we can
construct a unique global solution to (5.2). ]
In Theorem 5.2, u0 is deterministic. If we take u0 to be a random variable
independent of the noise W and with law m; we can use Theorem 5.2 to
construct the corresponding solution to (2.1). In the proof of Theorem 5.2 it
is shown that the solution u is the limit of Galerkin approximations
considered in Section 3. It follows that it will be a stationary process and m is
an invariant measure to the transition semigroup associated to (2.1). Note
that by Theorem 5.2, this transition semigroup is well deﬁned in
LpðBsp;r;mÞ; p51: It is not difﬁcult to see that a solution to the Kolmogorov
equations associated to (2.4) can be constructed thanks to this transition
semigroup. This provides a connection between the result of [12] and the
Navier–Stokes equations.
Moreover, we have
bðPNuÞ ¼ bðPNu PNzÞ
þ bðPNðu  zÞ;PNzÞ þ bðPNz;PNðu  zÞÞ þ bðPNzÞ: ð5:10Þ
On the right-hand side, we can take the limit N !1: Indeed, it follows
from the estimate used in Section 5 that b is continuous from
Lbð0;T ;Bsp;rÞ  Cð½0;T ;B
s
p;rÞ
to Ea;b;p;r;sðTÞ; a;b; p;r; s being as in Theorem 5.2. We easily deduce
bðPNu PNzÞ þ bðPN ðu  zÞ;PNzÞ þ bðPNz;PN ðu  zÞÞ
! bðu  zÞ þ bððu  zÞ; zÞ þ bðz; ðu  zÞÞ ð5:11Þ
in L2ðO;Ea;b;p;r;sðTÞÞ: Moreover, by Proposition 3.1
bðPNzÞ ! bðzÞ in L2ðO; L2ð0;T ; DððAÞ
1=2eÞÞÞ; e > 0: ð5:12Þ
On the other hand bðuÞ can also be deﬁned by Proposition 3.3 as the limit of
bðPNuÞ: It follows from (5.10) to (5.12) that
bðuÞ ¼ bðu  zÞ þ bðu  z; zÞ þ bðz; u  zÞ þ bðzÞ
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of Deﬁnition 4.1.
6. PROOF OF PROPOSITION 5.1
We solve Eq. (5.2) in the space
E ¼ Lbð0;T ;Bap;rÞ \ Cð½0;T ;B
s
p;rÞ:
In this section, a; b; g; p; r;s; e are given numbers satisfying the assump-
tions of Proposition 5.1. We omit to explicit the dependence of
various constants with respect to these parameters. We give three
lemmas which treat separately the three terms on the right-hand side
of (5.2).
Lemma 6.1. For all u0 2 Bsp;r; we have e
tAv0 2 E and
jetAv0jE4c1jv0jBsp;r :
Proof. This is a well-known fact. For instance we prove that etAv0 2
Lbð0;T ;Bap;rÞ thanks to the inequality
jetAv0jBap;r4
c
tðasÞ=2
jv0jBsp;r ; t > 0:
Lemma 6.2. If f 2 Lgð0;T ; DððAÞ1=2eÞÞ then
R t
0 e
ðtsÞAf ðsÞ ds 2 E andZ t
0
eðtsÞAf ðsÞ ds


E
4c2j f jLgð0;T ;DððAÞ1=2eÞÞ:
Proof. We use
jeðtsÞAf ðsÞj
DððAÞ1=2ðaþ12=pÞÞ4
c
ðt  sÞ1þa=21=pþe
j f ðsÞj
DððAÞ1=2eÞ;
and the following embedding
DððAÞ1=2ðaþ12=pÞÞ  Bap;r for r52:
We deduceZ t
0
eðtsÞAf ðsÞ ds


Bap;r
4
Z t
0
c
ðt  sÞ1þa=21=pþe
j f ðsÞjDððAÞ1=2eÞ ds;
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1þ
a
2

1
p
þ e51; 1þ
a
2

1
p
þ eþ
1
g
41þ
1
b
:
We prove similarly thatZ t
0
eðtsÞAf ðsÞ ds 2 Cð½0;T ;Bsp;rÞ if 1þ
s
2

1
p
þ eþ
1
g
51: ]
Lemma 6.3. Let v1 2 Lbð0;T ;Bap;rÞ and v2 2 Cð½0;T ;B
s
p;rÞ: Then for
ði; jÞ ¼ ð1; 2Þ or ði; jÞ ¼ ð2; 1Þ we haveZ t
0
eðtsÞAbðviðsÞ; vjðsÞÞ ds 2 E
and Z t
0
eðtsÞAbðviðsÞ; vjðsÞÞ ds


E
4c3TZjv1j
Lbð0;T ;Bap;rÞ
jv2jCð½0;T ;Bsp;rÞ;
with Z ¼ 1
2
 1
p
þ a
2
 1b:
Proof. Since aþ s > 0 we may use product rules in Besov spaces (see
[7,23]) which give since s50, a52
p
;
jvi  vj jBaþs2=pp;r 4cjvijB
a
p;r
jvj jBsp;r :
Thus,
jbðvi; vjÞjBaþs2=p1p;r 4cjvi jB
a
p;r
jvj jBsp;r ;
and
jeðtsÞAbðvi; vjÞjBap;r4
c
ðt sÞ1=2ð1þ2=psÞ
jvi jBap;r jvj jBsp;r :
It follows that Z t
0
eðtsÞAbðvi; vjÞ ds 2 Lbð0;T ;Bap;rÞ
provided
1
2
1þ
2
p
 s
 
þ
1
b
41þ
1
b
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0
eðtsÞAbðvi; vjÞ ds


Lbð0;T ;Bap;rÞ
4cT1=21=pþs=2jvi jLbð0;T ;Bap;rÞjvj jCð½0;T ;Bsp;rÞ:
Similarly, we have
jeðtsÞAbðvi; vjÞjBsp;r4
c
ðt  sÞ1=2ð1þ2=paÞ
jvijBap;r jvj jBsp;r ;
andZ t
0
eðtsÞAbðvi; vjÞ ds


Cð½0;T ;Bsp;rÞ
4cT1=21=pþa=21=bjvijLbð0;T ;Bap;rÞjvj jCð½0;T ;Bsp;rÞ;
provided 1
2
ð1þ 2
p
 aÞ þ 1b51: ]
We now deﬁne the mapping T on E by
TvðtÞ ¼ etAv0 þ
Z t
0
eðtsÞAðbðvðsÞÞ þ bðvðsÞ;wðsÞÞ þ bðwðsÞ; vðsÞÞ þ f ðsÞÞ ds:
By the three lemmas above we know that T maps E into itself and if
jv0jE4R then
jTvjE4 c1jv0jBsp;r þ c2j f jLgð0;T ;DððAÞ1=2eÞÞ
þ c3TZðjvj2E þ 2jvjEjwjCð½0;T ;Bsp;rÞ4R
if
R52ðc1jv0jBsp;r þ c2j f jLpð0;T ;DððAÞ1=2eÞÞ þ c3jwjCð½0;T ;Bsp;rÞÞ
and T4ð2c3RÞ
1=Z:
Moreover, if v1; v2 2 E and jvi jE4R; i ¼ 1; 2; then
jTv1 Tv2jE42c3T
ZðR þ jwjCð½0;T ;Bsp;rÞÞjv1  v2jE
proving that T has a unique ﬁxed point if
T5ð2c3ðR þ jwjCð½0;T ;Bsp;rÞÞÞ
Z:
Clearly, all the estimates above can be done similarly for Eq. (5.4) with
constants independent on N; so that we have the uniform estimate on vN :
The convergence of vN to v in Cð½0;T ;Bsp;rÞ is standard and not difﬁcult
GIUSEPPE DA PRATO AND ARNAUD DEBUSSCHE204since vN is the ﬁxed point of a mapping TN which is strictly contracting,
uniformly in N: ]
APPENDIX
We denote as before by H (resp. HC) the closed subspace of ðL2ðOÞÞ
2
consisting of all real (resp. complex) periodic divergence free functions with
zero average. A complete orthonormal basis of HC is given by
ekðxÞ ¼
1
2p
k?
jkj
eikx; k ¼ ðk1; k2Þ 2 Z
2
0;
where k? ¼ ðk2;k1Þ:
It is also convenient to consider a complete orthonormal basis of the closed
subspace of L2ðOÞ consisting of scalar periodic functions with zero average:
fkðxÞ ¼
1
2p
eikx; k 2 Z20:
For any x ¼ ðx1;x2Þ 2 H and any N 2 N we deﬁne xN ¼ ðx1N ;x
2
N Þ 2 H as
xN ¼
X
05jkj4N
ðx; ekÞek;
and consequently,
x1N ¼
X
05jkj4N
k2
jkj
ðx; ekÞ fk; x2N ¼ 
X
05jkj4N
k1
jkj
ðx; ekÞfk:
Finally, m represents the Gaussian measure Nð0;QÞ on H introduced in
Section 2.
We show now that xN can be expressed in terms of the ‘‘white noise’’
function. We have
x1NðxÞ ¼
1ﬃﬃﬃ
2
p Q1=2x;X
05jkj4N
k2
jkj2
fkðxÞek
 
: ðA:1Þ
Setting
ðrNÞ
2 ¼
1ﬃﬃﬃ
2
p X
05jkj4N
k2
jkj2
fkðxÞek


2
¼
1
2ð2pÞ2
X
05jkj4N
k22
jkj4
;
we can write (A.1) as
x1NðxÞ ¼ rNWZ1N ðxÞ; x 2 H; ðA:2Þ
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Z1NðxÞ ¼ rN
X
05jkj4N
k2
jkj2
fkðxÞek: ðA:3Þ
Noticing that X
05jkj4N
k22
jkj4
¼
X
05jkj4N
k21
jkj4
;
we have also
x2NðxÞ ¼ rNWZ2N ðxÞ; x 2 H; ðA:4Þ
where
Z2NðxÞ ¼ rN
X
05jkj4N
k1
jkj2
fkðxÞek: ðA:5Þ
Notice that
jZiN ðxÞj ¼ 1; i ¼ 1; 2: ðA:6Þ
Lemma A.1. Let M5N ; x; x1 2 O, then the following identities hold:
(i)
Z1NðxÞ; Z
1
Mðx1Þ
 
¼
1
rNrM
g1Nðx1  xÞ; ðA:7Þ
where
g1N ðxÞ ¼
X
05jkj4N
k22
jkj4
fkðxÞ: ðA:8Þ
(ii)
ðZ2NðxÞ; Z
2
Mðx1ÞÞ ¼
1
rNrM
g2Nðx1  xÞ; ðA:9Þ
where
g2N ðxÞ ¼
X
05jkj4N
k21
jkj4
fkðxÞ: ðA:10Þ
(iii)
ðZ1N ðxÞ; Z
2
N ðx1ÞÞ ¼ 
1
r2N
*gN ðx1  xÞ; ðA:11Þ
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*gN ðxÞ ¼ 
X
05jkj4N
k1k2
jkj4
fkðxÞ: ðA:12Þ
The proofs are simple and left to the reader.
We now deﬁne : ðxiN Þ
2 : ðxÞ; i ¼ 1; 2; by setting
: ðxiN Þ
2 : ðxÞ ¼
ﬃﬃﬃ
2
p
ðrNÞ
2H2ðWZi
N
ðxÞÞ; i ¼ 1; 2; ðA:13Þ
and write
giðxÞ ¼
X
05jkj
k2j
jkj4
fkðxÞ; i; j 2 f1; 2g; j=i; *gðxÞ ¼ 
X
05jkj
k1k2
jkj4
fkðxÞ:
Lemma A.2. For any p52; s > 0; i ¼ 1; 2
(i) giN ; g
i; *g 2 LpðOÞ and
jgiN  g
i jLpðOÞ4cpN
2=p; j*gN  *gjLpðOÞ4cpN
2=p: ðA:14Þ
(ii) giN ; g
i 2 H1s# ðOÞ and
jgiN jH1s# ðOÞ4cs:
Proof. Let ðlkÞk2Z2 be a sequence in R
Z2 ; if ðlkÞk2Z2  ‘
2ðZ2Þ then
X
jkj>N
lk
k2j
jkj2
fk


L2ðOÞ
4
X
jkj>N
l2k
 1=2
and if ðlkÞk2Z2  ‘
1ðZ2Þ then
X
jkj>N
lk
k2j
jkj2
fk


L1ðOÞ
4
X
jkj>N
jlk j
 
:
We easily deduce (i) thanks to the Riesz–Thorin theorem and ðjlk j2Þk2Z2 
‘pðZ2Þ for any p > 1: Condition (ii) is obvious since
P
k2Z2 lk fk 2 H
rðOÞ if
and only if ðlk jkjrÞk2Z2  ‘
2ðZ2Þ: ]
Proposition A.3. Let z 2 L2ðOÞ: Then for i ¼ 1; 2; r50; M5N 2 N;
we haveZ
H
jð: ðxiN Þ
2 :  : ðxiM Þ
2 :; zÞj2mðdxÞ ¼
1
2
ð½ðgiM Þ
2  ðgiN Þ
2*z; zÞL2ðOÞ: ðA:15Þ
Thus the sequence ð: ðxiN Þ
2 :; zÞÞ is Cauchy in L2ðH;mÞ:
NOISY NAVIER STOKES 207Proof. Denote by I iN ;M the left-hand side of (A.15). We have
I iN;M ¼ 2
Z
OO
dx dx1zðxÞzðx1Þ
Z
H
½ðrNÞ
4H2ðWZi
N
ðxÞÞH2ðWZi
N
ðx1ÞÞ

Z
H
½ðrNÞ
2ðrMÞ
2H2ðWZi
N
ðxÞÞH2ðWZi
M
ðx1ÞÞ

Z
H
½ðrNÞ
2ðrMÞ
2H2ðWZi
M
ðxÞÞH2ðWZi
N
ðx1ÞÞ
þ ðrMÞ
4H2ðWZi
M
ðxÞH2ðWZi
M
ðx1ÞÞmðdxÞ:
Recalling (2.7) we have
I iN ;M ¼ 2
Z
OO
dx dx1zðxÞzðx1Þ½ðg
i
N Þ
2  ðgiN Þ
2  ðgiN Þ
2 þ ðgiM Þ
2;
and the conclusion follows. ]
Lemma A.4. For any r50 we haveZ
H
j : ðxiN Þ
2 : j2HrðOÞmðdxÞ ¼ ð2pÞ
2
X
05jhj4N
1
jhj2r
: ðA:16Þ
Proof. Denote by JN the left-hand side of (A.16). We have
JiN ¼ 2ðrNÞ
4
X
05jhj4N
jhjr
Z
H
jðH2ðWZi
N
Þ; fhÞj
2mðdxÞ
¼ 2ðrNÞ
4
X
05jhj4N
jhjr
Z
OO
dxdx1fhðxÞ  fhðx1ÞZ
H
jH2ðWZi
N
ðxÞÞH2ðWZi
N
ðx1ÞÞjmðdxÞ
¼
1
2p
X
05jhj4N
jhjr
Z
OO
fhðx1  xÞðg
i
Nðx1  xÞÞ
2 dx dx1
¼ 2p
X
05jhj4N
jhjr
Z
O
fhðxÞðgiN ðxÞÞ
2 dx
¼ 2p
X
05jhj4N
jhjr
h22
jhj4
42p
X
05jhj4N
jhjr2: ]
In a similar way one proves
Proposition A.5. For any r50, the sequence ð: ðxiN Þ
2 :ÞN2N is Cauchy in
L2ðH;m;DððAÞrÞÞ:
We now consider the product x1Nx
2
N :
GIUSEPPE DA PRATO AND ARNAUD DEBUSSCHE208Lemma A.6. Let z 2 L2ðOÞ then for N5N 2 N, we have
Z
DððAÞrÞ
jðx1Nx
2
N  x
1
Mx
2
M ; zÞj
2mðdxÞ
¼ ð½g1Mg
2
M  g
1
Ng
2
N *z; zÞ þ ð½ð*gMÞ
2  ð*gNÞ
2*z; zÞ: ðA:17Þ
Proof. Let K be the integral on the left-hand side. We have
K ¼
Z
OO
Z
H
ðx1N ðx1Þx
2
Nðx1Þ  x
1
Mðx1Þx
2
M ðx1ÞÞ
ðx1Nðx2Þx
2
N ðx2Þ  x
2
M ðx2Þx
2
Mðx2ÞÞmðdxÞ%zðx1Þzðx2Þ dx1 dx2:
Therefore,
K ¼
Z
OO
Z
H
½WZ1
N
ðx1ÞWZ2N ðx1Þ
WZ1
N
ðx2ÞWZ2N ðx2Þ
 WZ1
N
ðx1ÞWZ2N ðx1Þ
WZ1
M
ðx2ÞWZ2M ðx2Þ
 WZ1
M
ðx1ÞWZ2M ðx1Þ
WZ1
N
ðx2ÞWZ2N ðx2Þ
 WZ1
M
ðx1ÞWZ2M ðx1Þ
WZ1
M
ðx2ÞWZ2M ðx2Þ
:
Using identity (2.8) we arrive, after some tedious but straightforward
computation to (A.17). ]
In a similar way we prove
Proposition A.7. ðx1Nx
2
N Þ is a Cauchy sequence in L
2ðHÞ; m; H2r# ðOÞÞ
for any r50:
We ﬁnally prove
Proposition A.8. For any r50 we have
Z
H
jðAÞr : ðxiN Þ
2 : j2mmðdxÞ4Kðr;mÞ; ðA:18Þ
Z
H
jðAÞrx1Nx
2
N j
2mmðdxÞ4Kðr;mÞ: ðA:19Þ
Proof. By Proposition A.5 it follows that
ðAÞr : ðxiN Þ
2 :2 L22ðH;mÞ;
NOISY NAVIER STOKES 209where
L22ðH;mÞ ¼ SpanfH2ðWf Þ: j f j ¼ 1g;
is the Wiener chaos of order 2. Now (A.18) follows from the ultracon-
tractivity estimate, see [20]
jj f jjL2mðH;mÞ4ð2m  1Þjj f jjL2ðH;mÞ; m52:
(A.19) can be proved similarly. ]
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