Abstract. Beauville and Donagi proved that the variety of lines F (Y ) of a smooth cubic fourfold Y is a hyperKähler variety. Recently, C. Lehn, M.Lehn, Sorger and van Straten proved that one can naturally associate a hyperKähler variety Z(Y ) to the variety of twisted cubics on Y . Then, Voisin defined a degree 6 rational map
Introduction
It is a classical result that a manifold with a Ricci flat metric has trivial first Chern class, and by Bogomolov's decomposition [Bog74, Bea83] such manifolds have a finite étale cover given by the product of a Torus, Calabi-Yau varieties and hyperKähler varieties. HyperKähler manifolds are interesting in their own and they are the subject of an intensive research. The first examples are K3 surfaces, and Beauville proved in [Bea83, Théorèmes 3 and 4] that for any n ≥ 0, the Hilbert schemes of points X [n] , where X is a K3 surface or the generalized Kummer varieties K n A associated to an Abelian surface A, are hyperKähler varieties. Any hyperKähler variety that is a deformation of X [n] where X is a K3 surface (respectively, a generalized Kummer variety) is called K3 [LLSvS17] . They observed that if F 3 (Y ) is a compactification of the space of rational cubic curves in Y , then F 3 (Y ) is a P 2 -fibration based on a smooth variety Z ′ (Y ). Moreover there is a divisor of Z ′ (Y ) that can be contracted and this contraction produces a hyperKähler variety Z(Y ). This variety is of K3 [4] -type by [AL17, Corollary] or [Leh15, Corollary 6.3] .
On the other hand the study of k-cycles on smooth complex projective varieties is a classical subject and it is very interesting on hyperKähler manifolds with respect to several regards. For example, while it is a classical result that the cone of nef divisors is contained in the cone of pseudoeffective divisors, in general Nef k (X) Eff k (X) for 2 ≤ k ≤ dim X − 2. The first example of such phenomenon was given in [DELV11] .
Later, Ottem proved that if the cubic Y is very general, then the second Chern class c 2 (F (Y )) of the Fano variety of lines in Y is nef but it is not effective [Ott15, Theorem 1].
It is known, due to Mumford's Theorem [Mum68, Theorem] , that for a projective hyperKähler variety X of dimension 2n the kernel of the cycle map cl : A 2n (X) → H 4n (X) is infinite-dimensional (see [Voi03, III.10 ] for more details). Nevertheless Beauville conjectured in [Bea07] that Conjecture 1.1 (Beauville) . Let X be a projective hyperKähler manifold. Then the cycle class map is injective on the subalgebra of A * (X) generated by divisors.
See [Voi16] for an introduction to these topics. On the other hand Shen and Vial in [SV16] used a codimension 2 algebraic cycle to give evidence to the existence of a certain decomposition for the Chow ring of F (Y ) for a very general cubic fourfold Y .
Voisin constructed in [Voi16, Proposition 4.8] a degree 6 rational map
Roughly speaking, the map ψ sends pairs of non-incident lines
This article is devoted to the study of the indeterminacy locus of this map. In particular we prove the following. We hope that the explicit description of Ind(ψ) will contribute to the study of c 2 (Z(Y )), the study of algebraic cycles on Z(Y ) and to other aspects of the geometry of Z(Y ). We hope to return to these topics in a future work.
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General facts
A variety X is a reduced and irreducible algebraic scheme over C. A compact Kähler manifold is hyperKähler if it is simply connected and the space of its global holomorphic two-forms is spanned by a symplectic form.
Throughout this paper we will use the following.
Notation.
-Given a rational map of varieties f : A B, Ind(f ) is the complement of the largest open subset of A on which f is represented by a regular function. -Y is a smooth cubic fourfold that does not contain a plane.
-F is the variety of lines on Y . By [BD85, Proposition 1] F is a 4-dimensional hyperKähler subsubvariety of G(2, 6). -Given a point l ∈ F , the line in Y that it represents will be indicated with the same letter in uppercase, i.e. l = [L]. -We denote by (2.1)
the universal family of lines in Y . -I is the closed subscheme, with reduced structure, of intersecting lines, i.e.
-If X 1 , X 2 are subvarieties in the same projective space, then X 1 , X 2 is their linear span.
Lemma 2.1. Let A, B and C be varieties sitting inside the following commutative diagram
where f and h are rational maps and g is a morphism. Then Ind(f ) ⊆ Ind(h).
Proof. Since the composition g • h is defined in the domain of h, then f is defined in the domain of h by commutativity.
Proposition 2.2. The general cubic fourfold in P 5 does not contain a plane.
Proof. Consider the incidence variety
and the projections pr 1 to G(3, 6) and pr 2 to P(H 0 (P 5 , O P 5 (3))). The dimension of the fiber pr −1 1 (L) is given by the dimension of the variety of cubics containing L. From the exact sequence
Then the dimension of pr
In particular it is never empty, in other words pr 1 is surjective. Then J is irreducible by [Sha94, Chap. I, 6.4, Theorem 8] and
1 (L) = 9 + 45 = 54. Observe that the dimension of P(H 0 (P 5 , O P 5 (3))) is 55, so pr 2 cannot be dominant, which means that the general cubic does not contain a plane.
Remark 2.3. Let x ∈ Y be a point. Let C x be the subvariety of F parametrizing lines through x. Take a system of coordinates of P 5 such that x = [0 : 0 : 0 : 0 : 0 : 1]. Then the equation of Y is x 2 5 q 1 + x 5 q 2 + q 3 = 0, where the polynomial q i is homogeneous of degree i. Since Y is smooth, q 1 is not the zero polynomial. The variety C x can now be seen in P 4 as given by q 1 = q 2 = q 3 = 0. Then C x can be seen as q 2 = q 3 = 0 in P 3 . Thus it is connected [Har77, Exercise II.8.4c]. Consider the projection to the first component pr 1 : I → F , the fibers are pr
It is known that C x is a curve for x ∈ Y , except for finitely many
is the union of connected subvarieties C x all of them meeting at the point (l, l). Furthermore, pr Proof. Let J := (q × q) −1 (∆ Y ). Then J is locally defined by four equations in P × P , hence each component of J has dimension at least 6. The map
is surjective and only contracts ∆ P to ∆ F . Hence p × p is birational and each component of I has dimension at least 6. Since pr −1 1 (l) is a surface for all l ∈ F by Remark 2.3, each component of I has dimension 6. Moreover, pr
It follows that only one component of I maps surjectively over F . Indeed, let I 1 be any irreducible component of I such that pr 1 (I 1 ) = F , then we have a surjective map pr 1|I 1 : I 1 → F between two irreducibles varieties of dimension, respectively, 6 and 4. The fibers of this map are pr
Thus, for dimensional reasons, the general fiber of pr 1|I 1 is a surface, then pr
is irreducible for general l ∈ F , it follows that pr −1 1 (l) has only one component, then pr
We have proved that pr −1 1 (l) ⊆ I 1 for general l ∈ F , then if I 2 is another irreducible component of I such that pr 1 (I 2 ) = F , the same argument implies that pr −1 1 (l) ⊆ I 2 for general l ∈ F . It follows that pr −1 1 (l) ⊆ I 1 ∩ I 2 for general l ∈ F , then I 1 = I 2 as they are both irreducible.
Any other component of I different from I 1 maps over a closed subset of F , then for dimensional reasons this component must have dimension at most 5, then I = I 1 . It follows that I is irreducible and dim I = 6.
Let a, b, n ∈ Z ≥0 such that a+ b+ 1 < n. Let P 1 ⊂ P n and P 2 ⊂ P n be linear subspaces of dimension, respectively, a and b. By definition, if P 1 ∩ P 2 = ∅ we set dim P 1 ∩ P 2 = −1. It is know by linear algebra that
Let us consider the incidence correspondence
with the canonical projections
Lemma 2.5. The scheme I is irreducible.
Proof. Consider M ∈ G(a + b + 2, n + 1). The fiber of the map
is an isomorphism. Then we have the following chain of isomorphisms Definition 2.6. Let I G := {(P 1 , P 2 ) ∈ G(a + 1, n + 1) × G(b + 1, n + 1)|P 1 ∩ P 2 = ∅}, and set U := G(a + 1, n + 1) × G(b + 1, n + 1)\I G .
If P 1 ∩ P 2 = ∅, then P 1 , P 2 ∈ G(a + b + 2, n + 1). Then there exists a rational map
such that ∀(P 1 , P 2 ) ∈ U ρ(P 1 , P 2 ) = P 1 , P 2 and ρ |U : U → G(a + b + 2, n + 1) is a morphism with graph
We denote by Γ ρ the closure of Γ ρ |U inside G(a+1, n+1)×G(b+1, n+1)×G(a+b+2, n+1).
Lemma 2.7. Γ ρ = I, and Ind(ρ) = I G .
Proof. Let (P 1 , P 2 ) ∈ Γ ρ |U , then ∃!M P 1 ,P 2 such that (P 1 , P 2 , M P 1 ,P 2 ) ∈ Γ ρ |U , that is P 1 , P 2 = M P 1 ,P 2 . Then we have P 1 , P 2 ⊆ M P 1 ,P 2 so (P 1 , P 2 , M P 1 ,P 2 ) ∈ I. This implies that Γ ρ |U ⊆ I, but I is closed, then
To prove that Ind(ψ) = I G we argue as follows. Let U ρ be the domain of ρ. By [Deb01, 1.39], U ρ is also the maximal open set such that (p 1 × p 2 ) |Γρ is an isomorphism. Since U ⊆ U ρ , it follows that Γ ρ |U is isomorphic to U . Then, as G(a + 1, n + 1) × G(b + 1, n + 1) is irreducible, it follows that U is irreducible, then Γ ρ |U is irreducible, then also Γ ρ is irreducible. It follows that
is an open subset of I. Then dim I = dim Γ ρ |U = dim U = dim Γ ρ and, by Lemma 2.5 I = Γ ρ . Since the fiber (p 1 × p 2 ) −1 (P, P ′ ) of any point of I G is not a point, it follows that U = U ρ .
Remark 2.8. As Γ ρ is birational to G(a + 1, n + 1) × G(b + 1, n + 1), it follows that Γ ρ is the blow up of G(a + 1, n + 1) × G(b + 1, n + 1) with respect to a sheaf of ideals supported in I G [Har77, Theorem II.7.17,Exercise II.7.11c]. Let X ⊆ G(a+ 1, n + 1)× G(b+ 1, n + 1) be any irreducible subvariety such that X I G . Then the inclusion induces a rational map X G(a + b + 2, n + 1), and its graph Γ X is the strict transform of U ∩ X in Γ ρ . By [Har77, Corollary II.7.15], Γ X is the blow up of X along a sheaf of ideals supported in X ∩ I G .
Proposition 2.9. The indeterminacy locus of the restricted rational map
is the variety I.
Proof. In the setting of Remark 2.8, with X = F × F , the closed subset X ∩ I G = I is of codimension 2 by Lemma 2.4. Then Γ F ×F is not isomorphic to F × F exactly at the points of I. It follows that F × F G(4, 6) cannot be extended at any point of I.
General facts about the LLSS variety
Definition 3.1. A rational normal curve of degree 3, or twisted cubic for short, is a smooth curve C ⊂ P 3 that is projectively equivalent to the image of P 1 under the Veronese embedding P 1 → P 3 of degree 3.
If X ⊆ P N is a projective variety, we denote by Hilb 3z+1 (X) the Hilbert scheme of curves contained in X with the Hilbert polynomial equal to 3z + 1.
Piene and Schlessinger [PS85] showed that Hilb 3z+1 (P 3 ) = H 0 ∪ H 1 , where H 0 is a 12-dimensional smooth component such that the general point is a rational normal curve, and H 1 is a 15-dimensional smooth component such that the general point is a curve C such that C red is a plane cubic. A generalized twisted cubic is a curve with class in H 0 .
We define Hilb gtc (P 3 ) as the H 0 component of Hilb 3z+1 (P 3 ) and • The morphism φ is a P 2 -fibration.
• The morphism g is finite on the open subset g −1 (W ADE ) =: V ADE ⊆ Z ′ where
• The degree of g on V ADE is 72 by [LLSvS17, Theorem 2.1 and Obviously, both Z ′ and Z depend on Y , so they should be denoted by Z ′ (Y ) and Z(Y ). We choose to keep the same notation as [LLSvS17] . So, when no confusion is possible, we will simply write Z ′ and Z.
The Voisin map
In [Voi16, Proposition 4.8] Voisin defined a rational map ψ : F × F Z using the following nice geometric argument. Let (l, l ′ ) ∈ F × F be a general point, that is l and l ′ are the classes of two disjoint lines L and L ′ such that the following surface
is smooth. The point (l, l ′ ) defines a linear system in S l,l ′ given by the divisor
Then any member of this linear system is a rational normal curve [Har82, Section 1.b p. 39] contained in Y . Voisin defines the map ψ by setting ψ(l, l ′ ) to be the class in Z of any member of |D l,l ′ |. The degree of the map is obtained as follows. It can be seen that D l,l ′ defines a morphism ϕ D l,l ′ : S l,l ′ → P 2 that contracts exactly 6 lines. The members of |D l,l ′ | are pull-back of lines in P 2 . The line L is the inverse image of a blown up point, thus it is a component of the pull-back of any line through that point. We can see, by intersection theory in S l,l ′ , that L ′ is the strict transform of a conic through the other five points. Then we have 6 lines that are components of some rational normal curve in |D l,l ′ |, so we have 6 possible choices of pairs of lines R, R ′ ⊆ S l,l ′ such that |D l,l ′ | = |D r,r ′ |.
We follow a slightly different approach: we construct a degree 6 rational map
and then we will check that ψ = σ • ψ ′ . First of all, we notice that if L is a line and C is a conic in a projective space, with L not contained in the plane defined by C and L ∩ C = {x}, then L ∪ C is a limit of rational normal curves [Har82, Section 1.b p. 39]. If both L and C are contained in Y , we have [L ∪ C] ∈ F 3 (Y ). As already pointed out in [Voi16, Proposition 4.8], there is a rational map
defined as follows. Let (l, l ′ ) be not in I, let x ∈ L be a point and let C ′ x be the unique conic such that
under the span map
is the point L, L ′ . In other words the curve
The curve Γ l,l ′ must be contracted by φ, since φ(Γ l,l ′ ) is in the set where g is finite. Let
be the canonical P 1 -bundle. Then the restricted map
contracts all the fibers of
satisfies the hypothesis of the Rigidity Lemma [GW10, Proposition 16.54]. Indeed: U is reduced, Z ′ is separated and P 1 is reduced, connected and proper. It follows that there exists a unique morphism U → Z ′ making (4.1) commutative. We can cover U ADE by trivializing open subsets, repeat that argument and get a map
Because we know that this map does not depend on the choice of x ∈ L. We have therefore defined a rational map
Proposition 4.1. The rational map ψ ′ : F × F Z ′ defined above is dominant, has degree 6 and Ind(ψ ′ ) = I.
Proof. The composition of ψ ′ with g : Z ′ → G(4, 6) gives rise to a commutative diagram
where ρ is the span map. The inclusion I ⊆ Ind(ψ ′ ) is an application of Lemma 2.1 and Proposition 2.9 to the Diagram (4.2). To prove the other inclusion, let
be the canonical P 1 -bundle and consider the diagram
Consider a section s : F × F → P × F of p 1 , and let
be the rational map defined on F × F \I. By commutativity of (4.3), ψ ′′ coincides with ψ ′ on U ADE . This implies that ψ ′ can be extended to every point of F × F \I. We have then proved that Ind(ψ ′ ) ⊆ I.
Let M ∈ G(4, 6), then
In particular, the pairs (l, 
where F × F is a non-singular variety and π is a birational morphism that is an isomorphism outside Ind(ψ). We will denote by E the support of the exceptional divisor of π.
The existence of such a resolution follows by [Hir64, I.Question (E) p.140]. The map π is a sequence of blow-ups along smooth subvarieties.
Remark 4.3. Notice that we have the following commutative diagram. Z is étale of degree 6 where it is defined. Furthermore, the image of the exceptional divisor of the resolution of ψ is a divisor.
Proof. The map ψ is dominant of degree 6 because it is the composition of a dominant degree 6 rational map and of a blow up. Let Rψ be the ramification divisor ofψ, that is the divisor supported in the subset of points of F × F where the induced map dψ : T F ×F →ψ * T Z is not an isomorphism. The scheme structure is given locally by the vanishing of the Jacobian determinant det dψ [Ful98, Example 3.2.20]. Thus we have the formula
and since the first Chern class of F and Z is trivial, E ′ = Rψ. This implies that the ramification locus ofψ is E = SuppE ′ , then the Jacobian matrix is of maximal rank outside E. Let D =ψ(E) be the image of the exceptional divisor. Let G =ψ −1 (D) ⊇ E be the inverse image of D. By the properties of the ramification, the maps We are now ready for the following.
Proof of the Theorem 1.2. From the commutative diagram
we have the inclusion We point out that outside the exceptional divisor E,ψ is finite by Lemma 4.4 and the fact that
is an isomorphism. Then there is a commutative diagram of rational maps Thus ∃(l, l ′ ) ∈ T ∩ (I\Ind(ψ)), and since π is an isomorphism outside Ind(ψ), (4.10) ∃!u ∈ F × F such that π(u) = (l, l ′ ).
Claim. The point u is not in ψ −1 (Y ), i.e.
(4.11) u / ∈ ψ −1 (Y ).
Proof of the Claim. Since (l, l ′ ) ∈ T , by definition of T and by uniqueness of u, we have u ∈ π −1 (I)\( ψ −1 (Y ) ∩ π −1 (I)).
In particular (4.11) holds.
Now we want to check that (4.12) I W, where W ⊆ F × F is the closed subset defined in (4.8). Since (l, l ′ ) ∈ I, it is enough to prove the following.
Claim. The point (l, l ′ ) is not in W .
Proof of the Claim. If (l, l ′ ) ∈ W , by definition of W there is some (4.13)
such that (l, l ′ ) = π(u ′ ). Again by uniqueness in (4.10), u = u ′ . Now (4.13) contradicts (4.11).
We get that the open subset I\(W ∩ I) of I is not empty by (4.12). If we apply Lemma 2.1 to Diagram (4.9) we get Ind(ρ |F ×F \W ) ⊆ Ind(ψ |F ×F \W ) ⇒ I\(W ∩ I) ⊆ Ind(ψ)\(W ∩ Ind(ψ)).
In particular, we have a dense subset of I contained in Ind(ψ), then I ⊆ Ind(ψ). Hence by(4.7) we get I = Ind(ψ). This contradicts the assumption Ind(ψ) I and we are done.
