Abstract. Given an n-step extension α : xn, · · · , x 1 , (α 0 , · · · , α k ) ∧ of a recursively generated weight sequence (0 < α 0 < · · · < α k ), and if Wα denotes the associated unilateral weighted shift, we prove that
Introduction
Let H be a separable infinite dimensional complex Hilbert space and let L(H) be the algebra of bounded linear operators on H. An operator T ∈ L(H) is said to be normal if T * T = T T * and hyponormal if T * T ≥ T T * . Given a bounded sequence of positive numbers α : α 0 , α 1 , · · · (called weights), the (unilateral) weighted shift W α associated with α is the operator on 2 (Z + ) defined by W α e n := α n e n+1 for all n ≥ 0, where {e n } ∞ n=0 is the canonical orthonormal basis for 2 (Z + ). It is straightforward to check that W α can never be normal, and that W α is hyponormal if and only if α n ≤ α n+1 for all n ≥ 0. The Bram-Halmos criterion for subnormality states that an operator T is subnormal if and only if
for all finite collections x 0 , x 1 , · · · , x k ∈ H ( [Br] , [Con, III.1.9] 
Condition (0.1) provides a measure of the gap between hyponormality and subnormality, and k-hyponormality has been introduced and studied in an attempt to bridge that gap ( [At] , [Cu1] , [Cu2] , [CF1] , [CF2] , [CF3] , [CL1] , [CMX] , [McCP] ). In fact, the positivity condition (0.1) for k = 1 is equivalent to the hyponormality of T , while subnormality requires the validity of (0.1) for all k. If we denote by [A, B] := AB − BA the commutator of two operators A and B, and if we define T to be k-hyponormal whenever the k × k operator matrix
is positive, or equivalently, the (k + 1) × (k + 1) operator matrix in (0.1) is positive, then the Bram-Halmos criterion can be rephrased as saying that T is subnormal if and only if T is k-hyponormal for every k ≥ 1 ( [CMX] ). If W α is the weighted shift with weight sequence α = {α n } ∞ n=0 , then the moments of W α are usually defined by β 0 := 1, β n+1 := α n β n (n ≥ 0) [Shi] ; however, we reserve this term for the sequence γ n := β 2 n (n ≥ 0). A criterion for k-hyponormality can be given in terms of moments ([Cu1, Theorem 4] ): if we build a (k + 1)× (k + 1) Hankel matrix A(n; k) by
There are instances where k-hyponormality implies subnormality for weighted shifts. For example, in [CF3] it was shown that if α(x) :
is 2-hyponormal if and only if it is subnormal: more concretely, W α(x) is 2-hyponormal if and only if
in which case W α(x) is subnormal. In this paper we extend the above result to weight sequences of the form α :
Our main results are as follows.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use RECURSIVELY GENERATED WEIGHTED SHIFTS
567
Extensions of Recursively Generated Weighted Shifts. If α :
In particular, the above theorem shows that the subnormality of an extension of the recursive shift is independent of its length if the length is bigger than 1. 
Given an initial segment of weights α :
. In this case the weighted shift Wα with a weight sequenceα is said to be recursively generated (or simply recursive). If
If Wα is a recursively generated subnormal shift, then the Berger measure of Wα is of the form
Given an initial segment of weights
,α is recursively generated by α. Write 
Then we have:
In the cases where W α is subnormal and i := rank(α),
Proof. We only need to establish the sufficiency condition in (1.2.1). Let i := rank(α). Since W α is i-recursive, [CF1, Proposition 5.15] implies that the subnormality of W α follows after we verify that 
In what follows, and for notational convenience, we shall set
Furthermore, in the cases where the above equivalence holds, if
where H i is the modulus of i-hyponormality [CF3, Proposition 3.4 and (3.4) ]), i.e.,
Proof. Consider the (k + 1) × (l + 1) "Hankel" matrix A(n; k, l) defined by (cf.
LetÂ(n; k, l) and A(n; k, l) denote the Hankel matrices corresponding to the weight sequences (α 0 , · · · , α k ) ∧ and α, respectively. Suppose W α is ([ Also observe that
Since W α is ([ 
whereγ j denotes the moments corresponding to the weight sequence
(cf. [CF3, (3.4)] ). Continuing this process we can see that x 1 , · · · , x n−1 are determined uniquely by a telescoping method such that Observe that α equals α . Then a straightforward calculation shows that W α (and hence W α ) is 2-hyponormal but not 3-hyponormal (and hence, not subnormal). Note that k = 3 and n = 1 in (i) and k = 2 and n = 2 in (ii). 
3 ) ∧ , we can see that rank(α) = 2. Put
If (1.3.2) held true without assuming (1.3.1), then 2-hyponormality would imply subnormality for W β . However, a straightforward calculation shows that W β is 2-hyponormal but not 3-hyponormal (and hence not subnormal). In fact, det A(n, 2) = 0 for all n ≥ 0 except for n = 2 and det A(2, 2) = 160 > 0, while since 
, and
are the moments corresponding to the weight sequence
We now observe that the determination of k-hyponormality and subnormality for canonical rank-one perturbations of recursive shifts falls within the scope of the theory of extensions.
∧ . Thus the result immediately follows from Theorem 1.3.
Extremality of recursively generated shifts
In Corollary 1.5, we showed that if α(x) is a canonical rank-one perturbation of a recursive weight sequence, then subnormality and k-hyponormality for the corresponding shift eventually coincide. In this section we consider a converse.
Problem 2.1 (Extremality Problem). Let α(x) be a canonical rank-one perturbation of a weight sequence α. If there exists k ≥ 1 such that (k + 1)-hyponormality and k-hyponormality for the corresponding shift W α(x) coincide, does it follow that α(x) is recursively generated ?
In [CF3] , the following extremality criterion was established. In particular, Lemma 2.2 (ii) shows that if W α is subnormal and if detA(i 0 , j 0 ) = 0 for some i ≥ 0 and some j ≥ 0, then W α is recursive subnormal.
We now answer Problem 2.1 affirmatively. 
(ii).
Case 2 (j ≥ 1): Let A x (n, k) denote the Hankel matrix corresponding to α j (x). Since W αj (x) is (k + 1)-hyponormal for x ∈ H k , we have that A x (n, k + 1) ≥ 0 for all n ≥ 0 and all x ∈ H k . Observe that if n ≥ j + 1, then A x (n, k) = α 
