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Spatial variability of precipitation is examined over the state of Kentucky and
surrounding areas. The study focuses on the analysis of monthly precipitation totals
from the period of 1961-2000. The purpose of the study is to develop a set of indices to
represent the spatial variability of the study area for a given month. Various
exploratory data analysis methods such as variography, kriging, and cluster analysis
were used. The study attempts to quantify the second order (local) effects of the spatial
variation of precipitation as a means to provide insight into the prediction of
precipitation randomness. This task can be a difficult one due to the distinction
between first and second order effects being somewhat arbitrary. The study proposes
that a qualitative map of mean monthly precipitation can be classified through the use of
a quantitative measure. This approach allowed for the unique classification of
numerous months of precipitation through the use of a standard methodology.
The researcher found that trying to capture the spatial variation of precipitation
with two indices is an arduous task. Months were classified based on percentiles of the
variogram cloud. The data were condensed into distance bins for analysis and used for
calculation of the indices. A Short Range Index (SRI) and Long Range Index (LRI)
were calculated for each month. The indices were then analyzed through the use of

cluster analysis. The Partioning Around Medoids (PAM) method was used for the
analysis providing an average silhouette value of .32. The study found that the methods
applied did not efficiently capture the spatial variability of precipitation across the study
area. However, this study has provided insight into the methodologies that can be
applied to investigate spatial patterns of precipitation.

XI

1. INTRODUCTION

1.1. Purpose of the Study
The areal size of Kentucky's climate divisions presents a very arduous task for
accurately predicting the spatial variability of precipitation. This variability of
precipitation can cause problems in water management, agricultural activities, and
drought and flood management. The ability to quickly identify the developing stages of
a drought can be crucial in subsequent precise mitigation strategies. With the
development of indices to reflect the spatial variability of precipitation (i.e., Spatial
Indices), these problems could be addressed in a more effective and timely fashion. The
problem encountered is the lack of spatial indicators to reflect the precipitation
variability for Kentucky. To date the methods used for measuring the variability across
the state result in ambiguous descriptions of the hydroclimatological conditions of that
area. However if a finer resolution index or indices are established, then the spatial
variation of precipitation could be described on a finer spatial and temporal resolution
that would provide greater insight into the conditions across the state. Thus, the
variability of precipitation could be described by a group of indices at a fine resolution
for the entire state. The development of a monthly index or indices may allow for a
quick recognition of prominent spatial patterns of precipitation and in turn identify if an
area is exhibiting a spatial pattern of precipitation that would result in the need for
mitigation procedures to be put into practice. The indices would allow for faster
response to changing hydroclimatological conditions of an area. Thus, the creation of a
precipitation index that can measure this variability at a much finer spatial and temporal

resolution would be useful. The use of these indices could provide information as to the
conditions of an area for a given month. The indices in essence could capture if a
month was extremely wet or dry across a region or if conditions were more
heterogeneous in nature with a mixture of each across the study area. After applying
these methods to data at the monthly time scale it is perceivable that these methods
could be applicable at various other scales (weekly, bi-weekly, or monthly).
The key objective of this study is the quantification of spatial variability of
precipitation in Kentucky on a monthly time scale with a group of representative
indices. This study will use the technique of variography through exploratory data
methods to accurately portray the spatial variability of precipitation across the state of
Kentucky. Through the use of spatial statistics this study will develop spatial indices to
capture both the short range (local) and long range (global) spatial variability of
precipitation. To conceptualize these trends we could perceive the global effect as the
gradual change in elevation from the Appalachian Mountains to the Mississippi flood
plain and the local effects as the karst topography exhibited in the central region of the
state. The use of variography with exploratory data methods will be applied to capture
the variation of precipitation within the study area. The interpolation method used for
this study is kriging. This method was chosen due to its deterministic nature of
smoothing out trends instead of creating "bulls-eye" effects like some other more exact
methods (i.e., Inverse Distance Weighting). By using kriging we are utilizing a tool
with parameters similar to the other methods employed in the study. Kriging's use of
the semi-variogram makes it an excellent choice for the interpolation method to be used

in this study. The study suggests that the spatial variability of precipitation can be
evaluated and described through the use of exploratory data methods.

1.2. Specific Objectives
The study shall
•

Use monthly precipitation to develop variograms,

•

Develop distance bins from the variogram data sets,

•

Integrate the percentiles of the distance bins to create representative ratios,

•

Develop spatial indices from the ratios that capture the variation of precipitation
across the study area,

•

Examine the similarity of the spatial indices through Cluster Analysis,

•

Compare the indices to the interpolation surfaces and boxplots for analysis of
spatial patterns.

The occurrence of precipitation is a random and unpredictable phenomenon.
However, with the use of the historical record one can attempt to extract what
information the past can hold. Hence, the purpose of this study is to use exploratory data
analysis techniques in an attempt to capture the spatial variability of precipitation across
the study area. The study proposes that patterns of precipitation can be discovered and
analyzed through the use of spatial indices. Hence, it is essential that we develop a set of
indices that can be applicable to a monthly accumulation of precipitation values in order
to understand the spatial variability of precipitation on local and regional scales. The
spatial properties are not a question of whether a month is wet or dry, but the

quantification of the second order properties of the data. Not only will these indices be
useful in Kentucky they will also be applicable to various other regions of the U.S.
With the use of monthly precipitation data, the study will attempt to explain the
variation of precipitation across Kentucky from 1961 to 2000 and to determine various
patterns in the distribution of precipitation across the state. The ability to define spatial
patterns in the data from month to month will allow for the development of unique
spatial indices for varying precipitation totals.
The indices will capture various aspects of hydroclimatic conditions across the
state. More specifically, this study should provide improved insight into the spatial
variability of precipitation across the state of Kentucky. The indices created can be a
useful tool for drought managers and provide critical knowledge for drought mitigation
efforts. Likewise, the indices can also provide insight into trends that may be
developing during extremely high precipitation events and help emergency management
efforts in flood-prone areas of the state. If these methods prove effective in the study
area, then they could also be applied to other regions of the country and by the
government and the private sector.

2. BACKGROUND

2.1. Introduction to Spatial Processes
Identification of spatial patterns in data can be a useful tool in visualizing the
effects of spatial variability over a given area. These spatial patterns can be analyzed and
interpreted by developing precipitation maps and descriptive statistics that help to
correlate one month of precipitation with another. A descriptive statistic that can be used
to describe these various months of precipitation is the mean of the data. These measures
will allow for the comparison of months with similar means, how they are similar, and in
what respect this similarity exists. The art of modeling precipitation can be a challenging
task due to its variability over space and time. Precipitation is a random (no probability)
or stochastic (process exhibiting probability) process that has no exact frequency or
magnitude in which it can be estimated. Average monthly precipitation is an
accumulation of both local and global effects. Both of these stochastic processes (local
and global) also produce daily, weekly, monthly, and yearly precipitation totals, which
makes being able to measure the spatial variability of precipitation a very valuable asset.
When examining spatial variations of precipitation the output map exemplifies
both large and small scale effects that are present across the surface. Stochastic processes
tend to be very difficult to predict because of the randomness in their behavior. The
ability to predict these spatial patterns across the study area would allow for the
development of more efficient mitigation strategies. It may prove to be a useful tool
for identifying a systematic pattern associated with predominant monthly and seasonal
trends.

Global effects and local effects on precipitation are first and second order
phenomena, respectively. If visualizing the effects on precipitation, global effects can be
related to a large synoptic system moving across an area. On the other hand, local effects
can be related to a summer time pattern of convective thunderstorms that produce large
amounts of rain in localized areas. Consider a large squall line advancing across an area
ahead of a strong cold front. The squall line itself is a global effect because it produces
precipitation over a large area, but within this global pattern there are localized
convective cells that present localized variations in precipitation totals along the squall
line. First order effects are associated with large scale spatial variation in the mean,
while second order effects are associated with small scale systematic deviations from the
mean (Bailey and Gatrell, 1995). Fotheringham et al. (2002) describes the difference in
first and second order structures. He states that global statistics (effects) are nonmapable, GIS unfriendly or aspatial or spatially limited, and that local statistics (effects)
are mapable, GIS friendly, and are spatial in nature. The suggestion is that it would be
conceivable to display with a GIS the local or fine scale variations of precipitation.
These first and second order effects can have different key components that make
them unique. Second order effects or local processes are often termed a stationary spatial
process (homogeneous) if their statistical properties are independent of absolute location
over space (Bailey and Gatrell, 1995). For example, a stationary process could be
visualized as the distribution of rainfall amounts across a county during the passage of a
frontal system because their statistical properties are independent of absolute location. A
process is isotropic if it exemplifies stationarity and the covariance depends only on the
distance between two points and not the direction in which they are separated. A first

order stationary process would be the passage of a large frontal system that has
statistically uniform precipitation totals across a large area (i.e., Kentucky). Thus, the
precipitation totals would be comparatively uniform across the state. If the mean or
variance and spatial covariance were to vary over space then the spatial process would
exhibit non-stationarity or heterogeneity (Bailey and Gatrell, 1995).
When examining first and second order structures, there is the problem of trying
to draw the fine line between global and local processes. This distinction can become
very arbitrary, and the method of determining these two processes is not a deterministic
approach. The nature of this arbitrary boundary may contaminate estimates of second
order effects. The present study is interested in the second order effects because of the
focus on a finer resolution method of explaining the spatial variability of precipitation.

2.2. Spatial Autocorrelation and Related Spatial Patterns
Measurement of the spatial variation of precipitation has been studied by
numerous scientists. One of the common methods is the use of spatial autocorrelation.
Its use can be described as the similarity of nearby observations (Fotheringham et al.
2002). The common theme in these studies is the implementation of various
methodologies to explain the spatial variation of precipitation (Chou 1991, 1995; Ord
and Getis 2001; Huff 1979). These studies used various temporal and spatial scales for
their analysis, which allowed this present study to research previous works and apply
the methodologies in a different context.
Over the past few years numerous studies have been conducted to investigate
spatial correlation of data on a geographic basis. Chou (1995) used the Moran's /
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coefficient, which demonstrates the log-linear relationship between map resolution and
spatial autocorrelation. Six patterns of spatial distribution with varying degrees of
concentration were identified. Spatial autocorrelation quantifies the extent to which the
chance of occurrence of a feature is affected by neighboring occurrences of the same
feature.
Quadrat Analysis can be used to determine the frequency of features within a
certain cell. It is based upon the calculation of a global statistic that describes the point
pattern for each cell and can then be used to decide if the pattern of an area is clustered,
dispersed or random (Fotheringham et al. 2002). The pattern is distinguished by laying
a grid over the points so that they fall into a certain cell to be analyzed. Map resolution
can also have an effect on spatial autocorrelation because of global and local
relationships. Chou (1991) investigated the distribution of fire activity in the period
between 1911 and 1984 within the Idyllwind 7.5 minute quadrangle in the San Jacinto
Ranger District, San Bernardino National Forest, California.
Ord and Getis (2001), in their spatial autocorrelation study, found that they
could test for local autocorrelation in the presence of global autocorrelation. They
defined a new variable (Oj), as a means to test for this varying autocorrelation which is
asymptotically normally distributed and allows for accurate tests of hypotheses. The
validity of a model plays a crucial role on the overall effectiveness of a study; thus, they
applied various testing methods to improve the understanding of the model. They used
clusters of localized points in order to test for the autocorrelation on a local basis. The
paper suggested recommended partitions of the data set and exhibited the variance of
the data points. They first calculated the empirical variogram and then identified the

locations that fell within a certain area, thereby allowing them to do their final
calculations on the data points. The study was able to prove that even without the
presence of global spatial autocorrelation that one could find occurrences of local
spatial autocorrelation.
Huff (1979) evaluated patterns of annual, seasonal, monthly, storm, and partial
storm precipitation across Illinois. The main focus of the study was to examine spatial
variability of precipitation during the months dominated by convective activity (MaySeptember). The study found that as distance increased the variability of precipitation
increases. The purpose of the paper was to use correlation coefficients to explain the
distance decay of precipitation across the state. The emphasis was more on air mass
systems than monthly or seasonal rainfall.

2.3. Spatial Modeling and Variability of Precipitation
Various techniques have been used to try to estimate rainfall amounts from point
precipitation measurements (Barancourt et al. 1992; Karnieli and Gurion, 1990; Lebel et
al. 1987). The use of spatial interpolation techniques has become a frequently used
method in the science of climatology. The interpolation of point precipitation
measurements can provide needed insight into the spatial variability of these events.
Abtew et al. (1993) conducted a study on a 4000 square mile area in South
Florida. They found that the optimal and kriging interpolation methods were the best
for predicting monthly rainfall amounts. The study found that the spatial variability of
precipitation is dependent on topography, area of analysis and type of rainfall. The
density of the gauges was found to have a direct reflection on the estimation of the
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spatial variability. The study relates the use of the variogram for precipitation
estimation which is pertinent to this study.
Kastelec and Kosmelj (2002) used a model examining mean yearly precipitation
by using universal kriging. The study uses mean yearly precipitation (MYP) for 362
stations in Slovenia from 1961-1990. The article focused on the dependency of MYP
on spatial variables of latitude and longitude and altitude. It was found that there was a
negative linear trend with MYP and longitude and a positive linear trend with MYP and
altitude.
The study used variograms to analyze the spatial continuity of the data.
Kastelec and Kosmelj (2002) used several universal kriging calculations in order to find
the appropriate dimension of the ellipse (calculation of the variogram trend line). In
addition, they have used cross-validation to evaluate the overall effect of the variogram.
Their study showed that the relative residuals portrayed a normal distribution and
kriging variances are small in areas with adequate stations and large in areas near the
Slovakian border where station distribution was sparse. That study focused only on
MYP, while my study will focus on monthly precipitation means across Kentucky.
Germann and Joss (2001) analyzed radar reflectivity data as a tool for
understanding the spatial variability of alpine precipitation. They use the variogram,
covariogram, and semivariance functions to determine the spatial variability of the
precipitation events. The advantage that this study has with using radar reflectivity data
is the high resolution data because the polar data used was cluster filtered for data
quality.
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The variogram was calculated using linear precipitation rate, logarithmic
reflectivity, or linear reflectivity (Germann and Joss, 2001). The study found that
fractional error of the basin precipitation estimated by a gauge measurement ranges
from 11% (variogram of stratiform autumn rain) to 65% (variogram of a mesoscale
convective system). The present study will try to focus on the same methodology, but
will pertain to monthly precipitation only.
Comrie and Broyles (2002) conducted a study in southwestern Arizona
investigating the seasonal and spatial variability of precipitation using fine scale maps
developed with spatial modeling and interpolation. This study takes an area of the
southwest and creates a valid set of high spatial resolution precipitation data. The
regression technique used latitude, longitude, and elevation to create the best models for
each season. Comrie and Broyles (2002) created annual prediction models using
ordinary kriging of the raw data, of the regression and of the residuals. The errors
exhibited by the results were very low, with explained variances being (97.8 - 99.98%).
They also grouped the models into interannual, annual, and regional variability of
precipitation by identifying factors that influence the distribution.
Erxleben et al. (2002) investigated the various interpolation methods that can be
used for estimating the distribution of snow in the Colorado Rockies. The objective of
the study was to improve the representation of snowfall distribution to aid in
hydrological forecasts and climate models. They created a slope, aspect, and elevation
model for each of the study sites in order to create summary statistics for each location.
The study used 550 samples and 100m x 100m cell resolution with 5 readings per cell.
Subsequently, they used various interpolation methods such as Inverse Distance
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Weighting, Ordinary Kriging and Co-Kriging. They were able to model the spatial
correlations by using variograms and cross-variograms. Their study used kriging and
co-kriging for modeling the residuals from the trend surface analysis. This study will
explore similar issues; however, this research is not concerned in the development of
models using the interpolation methods but to use them to create visuals of the monthly
precipitation.
Brown and Comrie (2002) analyzed the spatial variation of winter precipitation
and temperature in Arizona and New Mexico. This study focused on creating a
statistical modeling technique to develop gridded climate data sets for topographically
varying terrain and produce mean and interannual winter temperature and precipitation
data sets for the study area. Additionally, they identified the amount of variance in
temperature and precipitation data that is spatial in nature. Brown and Comrie (2002)
used a 1 x 1 km resolution developed from a Digital Elevation Model (DEM) in order to
relate temperature and precipitation to elevation, latitude, and longitude. They have
used kriging to interpolate the temperature data and inverse distance weighting to
interpolate the precipitation values.
Hevesi et al. (1992) conducted a study on the Yucca Mt, Nevada, watershed
where they estimated average annual precipitation (AAP) with the use of kriging and
co-kriging. They applied the estimates by mapping the isohyets for the 1531 grid points
and 42 climate stations. Subsequently a regression comparison was performed between
estimated values of AAP and elevation compared to measured values of AAP and
elevation. The isohyets developed from co-kriging demonstrated that they conform
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closely to the elevation contours, which display the orographic effect of the
mountainous terrain within the watershed.
Prudhomme and Reed (1999) found that the modified residual kriging technique
to be the most useful for mapping the median of annual maximum daily rainfall in
Scotland. They applied both ordinary kriging and modified residual kriging for the
interpolation methods to predict the rainfall amounts for the study area. Prudhomme
and Reed (1999) used 10 years of daily record where available from 1,003 rain gauges.
A cross-validation model was applied to both methods to assess the validity of both
models. Bigg (1991) analyzed the spatial variability of precipitation between two
distinct rainfall regimes in the UK. The study used kriging to create a prediction
surface that was dependent on altitude. The residuals were removed and also mapped in
the study. For distance scales between 2 - 6 0 km, altitude was the determining factor in
the variability of rainfall.
Tsintikidis et al. (2002) investigated hourly precipitation over the Folsom Lake
Watershed in the mountains of California. They were interested in the spatial
distribution of heavy precipitation events within the study area. The interpolation
method that was used in the study was kriging. It was selected due to its ability to take
the geometry of an area and the variability of the data into account. They also
calculated the spatial correlation of the precipitation measurements that corresponded to
the data points that fell within each bin created, for the hours where all the points had
data (Tsintikidis et al. 2002). Maps of the temporal average and standard deviation of
the difference of hourly kriged precipitation estimates were produced. The study found
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that the precipitation estimates rely mildly on the spatial correlation length in the range
of 5 -12 km and that topographic variables have influence on precipitation estimates.
Yuan and Duchon (2001) used and compared four separate interpolation
methods to estimate daily area-average rainfall during the summer of 1991 in central
Florida. The methods used are ordinary kriging with the exponential and spherical
semi-variograms and universal kriging using linear and quadratic trends. They found
that universal kriging using quadratic trends produced the most accurate prediction
surface from the data points.
Beek et al. (1992) conducted a study of 4 days of precipitation data in
northwestern Europe for 1984: March 28, August 3, November 6, and December 20.
The study used kriging as the interpolation method and conducted cross-validation to
validate the estimated values with the predicted values. Additionally, they found that
precipitation varies according to the changing meteorological and topographical
conditions. Syed et al. (2003) analyzed the spatial characteristics of rainfall runoff
within a watershed and stochastic parameters that control the magnitude of runoff
within the study area. The study first compared two interpolation techniques to each
other (kriging and multiquadric) and found that there were no significant differences
between the two. However, they decided to use the multiquadric interpolation method
for this study. They found that the spatial coverage of the storm was not the overall
factor in the distribution of rainfall across the study area, but the overall volume of the
storm core would have the greatest impact in the storm's effect on the watershed.
The focus of these studies was to try to tie some regional aspect into the
variation of precipitation. The studies primarily examined modeling the residuals of the
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data sets to develop conceptual models. My study will focus on the use of historical
data that will allow for the development of indices based on the original data set and not
the residuals from an interpolation method. Variograms, descriptive statistics, and
interpolation methods will be used to develop precipitation indices that will incorporate
these data analysis techniques for quantifying varying hydrologic conditions. By using
a complete forty year historical record and not only small subsets, the study can capture
more of the overall pattern in the data, thereby permitting a better understanding of how
recurring patterns develop and how methods can be employed to capture them.

3. DATA & METHODOLOGY

3.1. Approach to Spatial Processes
The approach to capturing the spatial variability of precipitation was a long and
tedious process. Various methods were evaluated for their efficiency in accurately
capturing the spatial variability of precipitation across the study area. Though these
methods it was discovered that some of the boundaries exhibited by these processes are
merely arbitrary. The challenge of developing the correct set of methods to capture this
phenomena lead to the creation of numerous combinations of spatial indicators. After
many trials of testing these methods it was discovered that this process consistently
relied on the researcher to make subjective decisions. Although these methods have
been chosen on a somewhat subjective basis, their use has been found to be somewhat
concrete. In the following paragraphs we will attempt to explain the process by which
the data was manipulated and massaged to create our representative spatial indices.

3.2. Descriptive Statistics
Descriptive statistics are very useful factors that can be applied to data and
describe their basic features. They provide simple summaries and measures of the data
set being analyzed. The three most common measures of central tendency are the mean,
median and the mode. The mean is the average of all values in a data set (Equation 3.1),
and the median is the middle value in the data set without any averaging.
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Zx = sum of all observations
N = total number of observations
The mode is the peak of the distribution or the most frequent value (Earickson
and Harlin, 1994). Another descriptive measure used in data analysis is the sum of
squares (total squared variation about the mean). From this we are able to calculate two
more statistics, the variance (Equation 3.2) and the standard deviation (Equation 3.3).

z(jc - af = sum of the squared deviations from the mean

s = 4v

(3.3)

s = standard deviation
V = variance

The variance is calculated by the sum of the squared deviations from the mean
divided by N or total number of samples and divided by n - 1 for the sample statistic.
The standard deviation is determined by calculating the square root of the variance.
Skewness of a distribution can be a useful descriptive statistic because it shows us the
degree of asymmetry of a distribution. If the distribution has a longer tail less than the
maximum, the distribution will be termed negatively skewed and positively skewed for
the opposite. Descriptive statistics are useful for getting to know your data, but they are
not designed to capture elements of spatial structure.
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3.3. Spatial Analysis Using Variograms
The variogram is a geostatistical tool that has been used for many years (cf,
Matheron, 1963; Cressie and Hawkins, 1980; Weber and Englund, 1992; Cressie, 1993;
Weber and Englund, 1994). Later on the method of variography became a widely used
tool in the interpolation of point precipitation values. The variogram is a useful tool for
depicting local relationships in univariate data sets (Fotheringham et al., 2000). It is a
function of the distance and direction separating two locations that is used to quantify
spatial autocorrelation (Johnston et al., 2001). The variogram is defined as the variance
of the difference of a similar occurrence of a natural phenomena (e.g. precipitation)
between multiple locations and is described by the nugget (origin), sill (amount of
variation that is assumed), and range (distance between upper and lower bounds)
(Johnston et al., 2001). The empirical variogram is created by determining the squared
difference between the data values for all pairs of locations (pi - pj)2. In the calculation of
the variogram each point is paired with every other point in the data set until all pairs
have been completed. Thus, if there are 100 points in the data set each point will be
paired with 99 other locations until all pairs have been established. The squared
differences are then plotted on the y-axis and the distance between the points is plotted on
the x-axis. The squared differences then create the variogram cloud for the study to
determine spatial trends in the data that might not have been evident in the descriptive
statistics that were produced for the same data set. Figure 3.1 presents an example of a
variogram cloud. In the graph the x-axis is the distance between the points that are being
calculated and the y-axis is the range of gamma values for that month. A gamma value is
the squared difference between two points for a given observation. Thus, the data set is
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comprised of thousands of gamma values for a given month since each point is paired
consecutively with all other points in the data set.
November 1966 Variogram Cloud
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Figure 3.1: Example of a variogram cloud, gamma represents
standardized precipitation.
The variogram cloud can be a useful tool when trying to reveal the outlying points
that are dominating the estimate of the sample variogram (Bailey and Gatrell, 1995). It
can also help to identify the variation in the distribution of the differences at any lag.
(Bailey and Gatrell, 1995). The variogram can help the reader to depict certain
characteristics of the data that are useful for depicting patterns. The variogram cloud
plots all the gamma values on the (x,y) plane which allows for the identification of
outliers and the general distribution of the data. From this point we can then gain a
perspective as to where the sill of the data is reached, the range, and the nugget.
Holawe and Dutter (1999) use the variogram to measure the spatial and temporal
trends in precipitation in Austria for a 20 year period. The study analyzed the sill, range,
and nugget effect for each day. Once the spatial and temporal structure parameters were

20

understood the study used the k-means cluster analysis technique to create representative
groups of wet/dry sequences. The clustering allowed for the identification of trends in
the data set by grouping the days with the cluster technique. By using the four cluster
technique they were able to explain 70 percent of the variance in the data.
Tabios and Salas (1985) examined various spatial interpolators for precipitation
measurements. They used Thiessen polygons, classic polynomial interpolation, inverse
distance weighting, multiquadric, optimal interpolation, and kriging. The study used 29
climate stations from Region II of the north-central United States (eastern Nebraska and
northern Kansas). They used thirty years of annual precipitation data from 1931-1960.
They found that the optimal interpolation and kriging techniques exhibited the superior
qualities of creating a prediction surface.
A useful way to capture the trend in the variogram cloud is the use of boxplots. A
single boxplot is a graph that contains one box for data within each category of a
grouping variable. A grouped boxplot is a graph where the data is grouped according to
points that are the same distance apart from each other. Thus, each of the bins represents
all of the points that fell within the specified distance range giving us grouped bins of
gamma values. The boxplot has the ability to take spatial data and visualize the
minimum value, first quartile, median, third quartile and the maximum value (Burt and
Barber, 1996) (Figure 3.2).
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Figure 3.2: Example of a Boxplot, gamma represents
standardized precipitation.
From the figure we can then decipher these descriptive measures that are present
in the plot. The lower dashed line represents the minimum value in that grouped distance
bin. The bottom of the box is the first quartile (25th percentile) and the top line is the
third quartile (75th percentile). The dot in the box represents the median value for that
distance bin. The upper dashed line is calculated as 1.5 times the interquartile range and
the dots above that are the outliers in the distance bin. The boxplot provides the
functionality to be able to identify trends when various months are compared to one
another. For example, months with similar patterns in the spatial variation of
precipitation should produce boxplots that relate with each other. These similar boxplots
will also allow for the identification of similar patterns to visualize the change in
precipitation over varying distances. The use of the boxplots for the creation of spatial
indices will be discussed in greater detail in the following sections.
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3.4. Partitional Clustering
There are numerous types of cluster analysis available to classify data into
groups. They each have their own algorithm in which they group the observations to
represent the structure of the variables. Used in various disciplines, cluster analysis can
be an effective way to locate and represent groups in data. Studies in the atmospheric
sciences have used cluster analysis to interpret data and results. Zhang et al. (2001)
focused on the spatial and temporal relationships of rainfall over Canada. The study
examined 98 years of data from 1900 -1998 using both annual and seasonal temporal
scales. They used cluster analysis to examine the stations that exhibited consistent
temporal variability of precipitation and analyze them on a regional scale. The
algorithm that was chosen for the cluster analysis was the K-means method which is a
nonhierarchical method. They found that stations that grouped similarly where also
occurred in the same regions.
The algorithm that will be used in this study relates to the Partioning Around
Medoids (PAM) program. The PAM algorithm is designed to cluster observations
based on a set of representative objects (medoids). The medoid is chosen by the
program going through a number of iterations until it has chosen the representative
objects that the average dissimilarity to all other objects in the cluster is minimal. Once
the medoids have been selected from the data set the observations are then grouped by
designating each object to the nearest representative object (Kaufman and Rousseeuw,
1990). This medoid would be the one that the observation has the least dissimilarity
from. To examine the relationship of the observations in each cluster a silhouette plot is
created to show the internal structure of the clusters. The silhouette plot can be
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examined to infer which objects lie well within the cluster and which objects show no
spatial continuity with the medoid (Kaufman and Rousseeuw, 1990).

3.5. Data Collection
This study uses monthly precipitation data from 1961-2000 for Kentucky and
the neighboring states. This set contains data from 204 locations (Figure 3.3).

Station Locations

•
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300

Climate Stations

Ki lo m ete rs

Figure 3.3 Locations of Climate Stations
The data was collected from the Midwestern Regional Climate Center (MRCC)
monthly climatological summary. An interpolation model must have data from outside
of the study area so a complete surface can be created. The data was collected by
adding a shapefile into ArcMap and creating a polygon that encompassed Kentucky and
surrounding states. Stations were selected based on the length of the time series and
continuity. The data was imported into S-Plus, transformed, and compiled into one
complete data set. Latitude and longitude were added to the data set to display the
station locations in a GIS environment.
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The next step in the study was to export the data base files (.dbf) for importing
into ArcMap for display. Once imported into ArcMap, the .dbf were converted to (x, y)
data so that the points could be displayed across the study area. This conversion is
necessary to perform the interpolation procedure with the use of Geostatistical Analyst.

3.6. Methods
The first step in the processing of the data was to categorize the data to decide
what months would be of interest to the study. This result allowed for easy recognition
of how one month compared to another. The months were placed in categories based on
the mean and standard deviation. The months were grouped based on the following
categories:
Dry Month = Mean < 75 mm (No Constraints on Standard Deviation)
Average Month = 75 mm < Mean < 127 mm; Standard Deviation < 50 mm
Wet Month = Mean > 127 mm; Standard Deviation < 50 mm
Variable Month = Mean > 75 mm; Standard Deviation > 50 mm
The process of deciding what methods would be used to analyze the data in this
study was a difficult task. Many methods were considered since the goal was to find a
ratio or ratios that represented the variability of precipitation for a given month. The
decision was to develop ratios that would capture both the short (local effects) and long
range (global effects) effects of the data and thus allowed for the identification of trends
on both scales. All of the following calculations were completed through the use of
scripting with the S-Plus Spatial Stats extension. The first step of the analysis involves
standardizing the data using the mean and standard deviation (Equation 3.4). By
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subtracting the mean from each observation and then dividing by the standard deviation,
we are eliminating the influence of the observations magnitude. Thus, the data has been
converted to a dimensionless data set so the indices will not be reflecting the magnitude
of the precipitation total for each month.
Y[,k] = (Y[,k]-y)/s

(3.4)

Y[,k] = precipitation in mm for station of location k for each month
y = mean precipitation over the study area for each month
s = standard deviation of precipitation totals over the study area for each month
Once the data has been standardized the variogram cloud is then created
(Equation 3.5). By creating a variogram cloud we will then be able to extract the
gamma values by distance in order to further manipulate the data for the creation of the
spatial indices.
X = z(Y[,k]~ A + 0>, y = 300,q = b)

(3.5)

z = S-Plus functional argument for variogram cloud calculation
Y[,k] = precipitation in mm for station of location k for each month
A = Latitude in planar coordinates
<D = Longitude in planar coordinates
y = 300 = Maximum distance of the variogram cloud
q = b = Omits observations with missing data
From the variogram cloud the study can then use the distance and gamma values
(squared difference between two points for a given observation) to create distance bins
of the data. Before the bins are created the square root of the gamma values are
calculated to reduce the skewness of the dataset.
The next step in the process is to use the distance values created in the
variogram calculation to create representative cut points used to create the six bins
(Equation 3.6). These cut points are crucial in the development of the spatial indices
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since the study is concerned with local effects of the data. By grouping the data into
representative distance bins the study will be able to focus on local spatial relationships.
C = E(A,c(0,50,l 00,150,200,250,300), P = T)

(3.6)

S = function for creating distance bins
A = distance values from variogram cloud function
0-300 = cut point values (km) to create representative distance bins
P = T = function to return the distance bin calculation
The distances chosen are in increments of 50 km ranging from 0 to 300 km. The
study is concerned with spatial variability on a local scale so the distance bins selected
should provide a good estimate of areal precipitation amounts for each month. Once the
cut bins have been created the process turns to creating the observation bins. The bins
are calculated by using the square root of the gamma values with the cut points for the
distance bins to exhibit the percentiles of the data in increments of 5 (Equation 3.7).
Q = by( y, C, qn, p=0:20/20, na.rm=F)

(3.7)

Q = bins of grouped observations
by = function to split the data into bins
Y = variogram cloud gamma values
C = designated cut points
qn = function to create observation bins
p = 0:20/20 = data divided into percentiles of 5
na.rm=F = argument to not remove missing values
The percentiles used will be from bin 1,3,4, and 6. The percentiles used are the
95th and 85th percentiles. The 95th and 85th percentile from each bin are subtracted from
one another and the ratio between the two bins is used to create the spatial indices, and
will be referred to as the Short Range Index (SRI) (Equation 3.8).
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calculate a Long Range Index (LRI) (Equation 3.9).
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The bins that have been chosen represent the local and global effects of the data
set. The distance bins are being truncated at 300 kilometers so the study is able to
capture the local variation of precipitation. In essence, the cut point of 300 km
disregards the global variation which can be subtle and too coarse of resolution for this
study. The 95th and 85th percentiles were chosen in order to reflect the portion of the
distribution that tends to be most sensitive to change. By examining the tail of the
distribution we are able to capture small variations in the data. The dismissal of the
upper 5 percent of the tail reduces the influence of outliers and contaminated data
values. Through the course of the index development numerous combinations of these
percentiles were evaluated for effectiveness in capturing the spatial properties of the
data. After further comparison and examination it was concluded that the 95th and 85th
percentiles captured the highest degree of this spatial variation. The combination of the
two indices will provide the representative spatial indices to relate with the prediction
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surface created with kriging in Geostatistical Analyst in ArcGIS. One could easily
suggest that the use of more than two spatial indices would provide a better picture of
the spatial variation of precipitation. The indices used show the relationship that is
present across months with similar spatial patterns. In addition, the applications of the
selected bins best reflect the nature of the local variation of precipitation across the
study area. We recognize the fact that some of the procedures that have been used in
this methodology are subjectively chosen. However, it will be shown later that they
adequately fulfilled the study's objective.
The study uses Kriging to create the prediction surfaces for analysis. Kriging is
a deterministic interpolation method that uses spatial autocorrelation and the
semivariogram for point estimation. Thus, kriging relies on the similarities of given
values that are of neighboring lags. These lags can be thought of in either the local or
global scale. Kriging's roots are based from meteorology, but have since branched into
other physical sciences such as geology and agriculture. By using spatial
autocorrelation kriging is able to model the characteristics of the data by distance and
direction which allows it to be more versatile than other interpolation methods. Kriging
calculates the semivariogram and then estimates through given parameters the model
that best fits the variogram. The output is then a prediction surface of the input point
data. The output also provides the root mean square values for the data and a
covariance plot of the original values versus the predicted so the modeler can analyze
how effective the model parameters are.
For this study kriging is being used only as a descriptive tool to visualize the
spatial variability of precipitation from month to month. The surfaces are created in
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ArcGIS using the Geostatistical Analysts extension from Environmental Systems and
Research Institute (ESRI). This method allows for a map of the interpolation surface to
be created for each month to be compared to the boxplots created in S-Plus. To this
date no studies have used this new software from ESRI to manipulate point data into
prediction surfaces. The creation of the prediction surfaces will allow for subjective
analysis of the boxplots and the kriged surface. The use of this method should support
the identification of trends in the boxplot that are captured by the prediction surface.
To measure the effectiveness of the indices, the Partioning Around Medoids
(PAM) method of cluster analysis will be used. The purpose of this step is to measure
any similarities that may be present from month to month in the dataset. This will be
useful to interpret if there is a common relationship of spatial variation of precipitation
from months that exhibit similar mean values of rainfall. The PAM object clusters the
data by first creating a representative medoid for each cluster. The medoid is the
representative object that is chosen for each cluster group. Thus, a cluster analysis with
six cluster groups will have six medoids. From this step each month is classified by
which medoid it fits closest to. Thus, the process will repeat for every month in the
dataset until all months have been clustered. The problems encountered are when two
months from neighboring cluster groups have similar characteristics, but are clustered
into two separate groups. Thus, we encounter a situation where months are grouped
with medoids that they do not closely relate to. The output statistic for the PAM
method is a silhouette coefficient which represents how similar the structure is for each
cluster. Kaufman and Rousseeuw (1990) suggest that coefficients between 0.71 - 1.00
represents a strong structure, 0.51 - 0.70 represents a reasonable structure, 0.26 - 0.50
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suggests the structure is weak, < 0.25 means that no substantial structure has been
found. This method of evaluating the effectiveness of the clustering of the spatial
indices will be used in this study to measure the validity of the clusters.
Subsequently, six clusters will be created for spatial indices to represent the
various groups in the data. The grouping based on six clusters was chosen after running
numerous trials with different cluster combinations. Through the numerous attempts at
clustering the data, it was found that a three cluster set-up returned the highest
silhouette width. However, after examination of the numerous examples of spatial
variation of precipitation, a six cluster method has been chosen as the best
representation of the 480 months being evaluated in this study. Six clusters will
correlate the clusters to the descriptive statistics and the seasons. These clusters would
allow us to search for representative patterns in the spatial variation and identify trends
in the data in respect to seasonal and yearly changes. The result could in turn lead to
the identification of reoccurring trends in the spatial variation of precipitation that
would provide insight into hydroclimatological conditions in the future.

4. RESULTS & DISCUSSION

4.1. Analysis of Monthly Data
The months and their respective index values were clustered based on the PAM
method. The average silhouette value for the clusters was .32. According to Kaufman
and Rousseeuw (1990), this value suggests that the structure of the clusters is weak.
However, due to the nature of the data being from a continuous process, the silhouette
value of .32 may indicate a stronger spatial relationship than that noted by Kaufman and
Rousseeuw (1990). The PAM algorithm is designed to work with data that exhibit
discrete boundaries. Since the nature of precipitation is to be a continuous surface and
we are working with monthly data, the indices may be capturing more of the spatial
variation than can be determined by this value. Thus, it can be interpreted that there
may be factors in the data that have not been fully explored and implemented in this
analysis. By capturing the index values from the first, third, fourth, and sixth distance
bins only and not including data from the second and fifth distance bins, some of the
spatial properties in the data may be overlooked. It was determined through multiple
iterations of index development that the bins that were chosen exhibited particular
characteristics of the spatial relationships in the data that the study was attempting to
capture. Through the development of the spatial indices significant relationships have
been identified and will be discussed in the following examples. From the following
examples the similarities of the spatial patterns between the two months can be noted.
Although the patterns may not at first be easily recognizable, through further analysis
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the local effects of the data allows for the reader to decipher the similar patterns in the
two months being analyzed.

4.1.1. Cluster One
The clustering yielded six cluster groups for use in the analysis. The months
were analyzed to find pairs that could be discussed based on similar index values and
spatial patterns. The following months have been analyzed to capture spatial variability
of precipitation with both a kriged surface and boxplots of the distance bins from the
variograms. There will be two months evaluated from each of the six clusters. These
months were chosen on the basis that they represented some of the valid examples of
similar patterns of spatial variability that were found using the six cluster groups. The
first two months to be analyzed are from cluster group one (Figures 4.4 and 4.5). The
range of the values on the maps represents the standardized precipitation values for each
month. The data was standardized by subtracting the mean of each monthly observation
and dividing by the standard deviation (see Equation 3.1). This method will be
consistent through all maps presented in this chapter. Also, it can be noted that the
range of the values in each map represents the standard deviations from the mean of the
standardized precipitation values. Thus, positive values reflect above normal
precipitation and negative values exhibit below normal amounts of precipitation.
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Figure 4.4 Kriged surface of standardized point precipitation values (rangefrom-1.5
to +2.5) for June 1969. The month exhibited a SRI = .75 and a LRI = 1.04.
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Figure 4.5 Kriged surface of standardized point precipitation values (range from -1.5 to
+2.5) for July 1969. The month exhibited a SRI = .54 and a LRI = .94.
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The index values for these months are as follows (June: SRI = .75 and LRI =
1.04) (July: SRI = .54 and LRI = .94). From the earlier classification of the months into
four subjective categories for initial analysis, it is noted that both of the months were
classified as being variable in precipitation. Although there is some difference in the
index values, the two months were clustered in the same group. The patterns may not
be evident when the maps are initially compared. However, there is a similar spatial
pattern of variability evident for these two months. In June there is a pattern of heavier
precipitation in the south-central part of the state. The pattern shows a gradual decay in
intensity until it fades into the area with no deviation from the mean. In July the same
pattern can be seen in the area directly north of western Kentucky. This pattern's
signature shows the higher precipitation amounts gradually decreasing into the average
area. The patterns of dry weather are also very similar in the two maps. In June there is
a pattern in northeastern part of the state that increases in intensity as you continue into
the northeast corner of the map. A similar pattern is also seen in July with the southcentral region of the state having the same pattern of spatial variability. In the far
western part of the state the spatial variability was seemingly identical. There was a
centralized area of drier conditions that progressed outward to an area of normal
conditions. Thus, with a subjective analysis of the maps we can determine that although
not in the same geographic locations on the map, the second order effects of the data
show similar patterns. Although the patterns may not be exact replicas of each other,
the overall spatial structure holds numerous similarities. For a further understanding of
the data from both months boxplots were created from the distance bins (Figures 4.6
and 4.7).
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Figure 4.6 Boxplot exhibiting the percentiles grouped by distance for June 1969
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Figure 4.7 Boxplot exhibiting the percentiles grouped by distance for July 1969
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The trends in both of the boxplots are similar. Both of the plots show how the
percentiles increase in difference as distance increases. The interquartile range and
median values show similar trends across each of the distance bins. One difference that
can be noted is the higher occurrence of extreme values in the June boxplot in
comparison to July. The occurrence of extreme values helps to explain the higher index
values for June because of the larger difference between the 95th and 85th percentiles.
Although the outliers were numerous they did not have enough influence on the data to
cause the index values to not represent the spatial patterns of the data. The lack of
influence from the outliers supports the use of the 95th and 85th percentiles for the
calculation of the representative spatial indices. Thus, we can note the nature of the
indices to minimize the influence of outliers. These two months exhibit one of the more
similar patterns of spatial variability from the analysis of cluster group one.

4.1.2. Cluster Two
The second set of months that were analyzed represent the months in cluster
group two. May 1973 (Figure 4.8) and August 1968 (Figure 4.9) were chosen as the
two months two be analyzed from cluster two. From the initial grouping based on
descriptive statistics, these months were classified as variable (May) and average
(August) as can be seen by the patterns exhibited in the maps. The two months spatial
pattern are not as similar due to the more intense rainfall anomaly to the west of the
state. This pattern may be a localized event of higher precipitation, thus exhibiting a
more concentrated variability.
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May 1973
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Figure 4.8 Kriged surface of standardized point precipitation values (range from -1.5
to +3) for May 1973. The month exhibited a SRI = .77 and a LRI = .76.

August 1968

^
Figure 4.9 Kriged surface of standardized point precipitation values (range from -1.5
to +1.5) for August 1968. The month exhibited a SRI = .73 and a LRI = .72.
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The two months exhibited similar index values with May having a SRI = .77
and LRI = .76 and August having a SRJ = .73 and LRI = .72. When evaluating the two
months the pattern in the north in May and in the south in August shows similar trends.
The problem that is encountered with classifying these two months as having the same
spatial pattern is best represented in the boxplots (Figures 4.10 and 4.11).
During examination of the boxplot for May it can be noted the variable amount
of precipitation that was received across the study area. The gamma values almost
reach the value of 5 which is 2 units higher than that of August. A gradual increase in
the median is present in the May plot representing an increase in the difference of
precipitation as the distance between stations increases. The small interquartile range
indicates that there was not a large range of values in each distance bin. This may relate
to the heavy influence of outliers affecting the spatial variability of the precipitation.
The boxplot for August shows a larger interquartile range that is consistent with the
classification of the month as average. The larger interquartile range may illustrate a
weakness in using ratios to create representative spatial indices. The presence of
outliers is less than in May and the gamma values only slightly exceed 3. The larger
interquartile range allowed for August to have index values similar to May.
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Figure 4.10 Boxplot exhibiting the percentiles grouped by distance for May 1973

August 1968

a
.2.

CN -

"1

"

I
j

_J

-.

,

,

I
J

_,

T~
50

100

150

200

250

300

distance (ton)

Figure 4.11 Boxplot exhibiting the percentiles grouped by distance for August 1968
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4.1.3. Cluster Three
The next clustering of months to be analyzed is group 3. The two months that
were chosen from this clustering show similar patterns of spatial variability, but are
classified as a wet (June 1973) and dry (October 1963) month respectively. June
(Figure 4.12) exhibits more localized events than that of October (Figure 4.13). The
focus of comparison for these two months is not the question of wet or dry, but the
description and evaluation of the overall second order effects of the data. Thus, it can
be said that months with precipitation amounts on both sides of the spectrum can still
exhibit similar patterns of spatial variation.

4'

June 1973

N

Figure 4.12 Kriged surface of standardized point precipitation values (range from -1.5
to +2) for June 1973. The month exhibited a SRI = 1.00 and a LRI = .92.

October 1963

Figure 4.13 Kriged surface of standardized point precipitation values (range from -1
to +2) for October 1963. The month exhibited a SRI = 1.03 and a LRI = .89.
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The pattern is not identical between the two months, but there are similarities in
the patterns. In both months there is a gradual degradation of higher precipitation
amounts in the northwest region of the study area. There are some localized patterns in
June that do not relate any similar pattern to October; however, this variation could be
due to convective thunderstorms that are present in the summertime over the study area.
It is not the focus of this study to investigate convective storms; it is only a suggestion
of the cause of the variability. There is also a similar trend in the two months over the
eastern section of the study area. There is a vast area of drier conditions that continue to
gradually decrease as we move west. The two months have similar index values as
well, with June's SRI = 1.00 and LRI = .92 and October's SRI = 1.03 and LRI = .89.
This particular pairing of months illustrates the inconsistency of the cluster analysis to
effectively group the months. The difference between the two months can also been
seen in the boxplots (Figures 4.14 and 4.15).
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Figure 4.14 Boxplot exhibiting the percentiles grouped by distance for June 1973

October 1963

j

50

j

,
—i—

100

,

.

1

—I—

150

200

J

,

,
250

J

_,
300

distance (km)

Figure 4.15 Boxplot exhibiting the percentiles grouped by distance for October 1963
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June showed a gradual increase in the precipitation difference between stations
as distance between points increased. The same trend was not evident in October with
the difference gradually leveling off at distances 50 and 200 km. This trend is an exact
representation of what is seen on the map with no large peaks or valleys, just gradual
change over the study area. The presence of little change over distance had a direct
impact on the index values of October. The leveling off of the interquartile range in
October caused the index values to be closer to one. This month reflects one of the
inconsistencies of the formulas to factor in uniform examples of precipitation across the
study area.

4.1.4. Cluster Four
The two months chosen to represent cluster four are July 1999 (Figure 4.16) and
November 1966 (Figure 4.17). During examination of the index values July had a SRI
= .91 and LRI = 1.10 where November had a SRI = .91 and LRI = 1.02. The two
months are classified as July being variable and November being average. However,
the spatial patterns exhibited by the two months do show similar signs of variability.
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July 1999

Figure 4.16 Kriged surface of standardized point precipitation values (range from -1
to +1.5) for July 1999. The month exhibited a SRI = .91 and a LRI = 1.10.

November 1966

Figure 4.17 Kriged surface of standardized point precipitation values (range from -2
to +2) for November 1966. The month exhibited a SRI = .91 and a LRI = 1.02.
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Again, when assessing the two months it seems that the there is no strong spatial
relationship between the two maps. However, if we first consider July there is an area
in the northwest section of the study area where a locally heavy area of precipitation
gradually feeds into a region of average variability. The same pattern can be seen in
south-central Kentucky in November. In July a dry region is located over the central
part of the study area, and the same pattern can be seen in the eastern section of the map
in November. The only significant difference in the spatial patterns is the dry tongue of
moisture that works its way in from the southwest in November. The patterns can be
further analyzed by exploring the spatial trends in the boxplots (Figures 4.18 and 4.19).
The boxplot for July shows a very interesting trend of the distance bins showing
100 km relationships. The percentiles seem to show a similar relationship as the
distance between stations increases. Although there is a difference in the interquartile
range between the months, the gamma values and the medians are quite similar. The
leveling off of the percentiles did not play an important role into the index values
because of the bins that are used in the formula. Since the first, third, fourth, and sixth
distance bins are used to calculate the index values, the second and fifth bin do not play
a factor in the results, thus taking out any affect of the stair-step nature of the July
boxplot. The more localized nature of November is evident through the small
interquartile range of the first bin. This smaller range is indicative of a more variable
surface.
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Figure 4.18 Boxplot exhibiting the percentiles grouped by distance for July 19°°
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Figure 4.19 Boxplot exhibiting the percentiles grouped by distance for November 1966
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4.1.5. Cluster Five
May (SRI = 1.43 and LRI = 1.10) (Figure 4.20) and June (SRI = 1.40 and LRI =
1.12) (Figure 4.21) of 1989 were chosen to display for cluster group 5. The two months
show similar patterns of spatial variation with May having more areas of localized
precipitation. June shows an interesting pattern of being dry in the north with a steaay,
gradual decrease in precipitation as one travels south. The surface is almost an exact
representation of how the annual precipitation trends are for the study area. The only
area of iocaiized precipitation is in the southeast region of the study area and it is not
very localized. Thus, we can determine that June was a month of very little spatial
variation of precipitation, hi contrast, May was a little more sporadic in terms of
precipitation. However, the same general trend of less precipitation to gradually greater
amounts is still present. The only difference is that in May the trend is from west to
east.
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June 1989
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Figure 4.20 Kriged surface of standardized point precipitation values (range from -1.5
to +1.5) for June 1989. The month exhibited a SRI = 1.43 and a LRI = 1.10.

May 1989

>

1
/ • * /

' — '

Range

•1-1

0

150

300

--0.5
-05-0
0- 0 5
0.E- 1

Kilometers

•

1-1.E

Figure 4.21 Kriged surface of standardized point precipitation values (range from -1.5
to +1.5) for May 1989. The month exhibited a SRI = 1.40 and a LRI = 1.12.
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By analyzing the boxplots we can obtain a better understanding of the spatial
relationships present in the two months (Figures 4.22 and 4.23). The localized
variations in May can be seen by the small interquartile range of the first distance bin.
There is a gradual increase of the median in both months with June exhibiting a larger
interquartile range man that of May. The larger interquartile range provides for a
smoother gradual change as distance increases. This range can be observed in June
with the gradual change in precipitation from north to south. Due to a smaller
interquartile range, the outliers in May have more influence on the kriged surface since
they are the basis for the more sporadic pattern of precipitation in the month of May.
When examining the second order (local) effects of the two months, it can be noted that
there are certain similarities between the two.
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Figure 4,22 Roxplot exhibiting the percentiles grouped by distance for June 1989
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Figure 4.23 Boxplot exhibiting the percentiles grouped by distance for May 1989
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4.1.6. Cluster Six
The last cluster group seemed to capture the highest index values. It was
somewhat interesting to see what spatial patterns were evident in the final cluster.
However, like the other cluster memberships, the months do not exhibit identical spatial
relationships. Yet, it can be noted that with close examination the spatial patterns are
more alike than what can first be determined by glancing at the map. Starting with
November 1999 (Figure 4.24) we see a general spatial trend of drier pockets of
precipitation to the west/northwest and increasing as we travel east. The nature of the
variability tends to become more localized when traveling east. Although not identical,
the same spatial patterns can be seen in December 1980 (Figure 4.25). The spatial
variation starts off dry to the northwest and gradually increases in wetness with a pocket
of greater precipitation in the south-central and northeastern regions of the study area.
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November 1999

N

Figure 4.24 Kriged surface of standardized point precipitation values (range from -1.5
to +2.5) for November 1999. The month exhibited a SRI = 1.44 and a LRI = 1.29.
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Figure 4.25 Kriged surface of standardized point precipitation values (range from -1.5
to +2) for December 1980. The month exhibited a SRI = 1.46 and a LRI = 1.27.
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The respective index values for each month are as follows: November (SRI =
1.44 and LRI = 1.29) December (SRI = 1.46 and LRI = 1.27). From the first
classification of months based on descriptive statistics, it was determined that both
months exhibit the characteristics of a dry month. The second order effects of both
months are quite similar except for a couple of peaks in November. The spatial
variation of precipitation trends vary in the same distinct fashion in both of the months.
This similarity can be further described by analyzing the boxplots (Figures 4.26 and
4.27).
Analysis of the boxplots helps to further identify the spatial trends. In
November it can be noted the gradual increase in the median is indicative of a more
variable spatial pattern, where December exhibits very similar percentiles in the first
two bins. This gradual shift from each bin is why December exhibits a slow shift in the
spatial variability of precipitation across the study area. The localized variability of
November's precipitation is indicated in the small interquartile range of the first bin in
association with a large number of outliers. This trend created the small, spotty
instances of greater precipitation in the northeast region of the study area. The largest
difference in the two boxplots is the greater increase of the median between bins 4 and 6
in November.
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November 1999
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Figure 4.26 Boxplot exhibiting the percentiles grouped bv distance for November 1999
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Figure 4.27 Boxplot exhibiting the percentiles grouped by distance for December 1980

5. CONCLUSIONS AND SUGGESTIONS

5.1. Conclusions
The spatial variability of precipitation in the study area has been examined. It
was found that through the use of kriging and exploratory data techniques, the spatial
variation of precipitation can be quantified. Although clusters of the months may show
only subtle similarities in spatial patterns, the indices captured that variability. It was
initially expected that the classification of the months into representative categories
would provide evidence that months with similar accumulations of precipitation exhibit
similar spatial patterns. However, after the creation of the spatial indices, it can be
noted that the temporal averages do not always reflect spatial patterns (Figure 5.28).

Cluster Relationships by Categories

1

0.8
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1
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D.O

1.0
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SRI

Figure 5.28 Exhibits the inconsistent nature of the index values relating to the
categorical boundaries (D = Dry, A = Average, W = Wet, and V = Variable).
Please see page 24 for detailed definitions.
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The study did demonstrate some of these relationships throughout the 480
months, but most of the patterns could be indicative of any of the categories. The use of
exploratory data analysis has allowed for the development of two indices to describe the
spatial variability of precipitation across the study area. The use of boxplots in the
study allowed for analysis of the change in the structure of the data over distance. By
grouping the data with distance bins the study was able to identify relationships
exhibited by the percentiles. The study has proven that a qualitative map can be
reproduced and described through a quantitative process. Although not strong
indicators of spatial variability, the SRI and LRI do provide a measure for capturing
similar patterns of spatial distributions. The study found that months with varying
amounts of precipitation could still produce similar spatial patterns. For example, a
month classified as wet could exhibit similar spatial patterns as that of a dry month.
The suggestion is that the spatial variation of precipitation is not a function of intensity
of precipitation. The study suggests that the spatial variability can be similar
throughout the year. Because months from various seasons and decades have similar
index values, it appears that the pattern of spatial variation is not related to seasonal
changes (Table 5.1).

Cluster Relationships by Dominant Season
Clusterl
W = 22
S = 23
S = 18
F=17

Cluster2
W = 25
S = 28
S = 21
F = 25

Cluster3
W=15
S = 13
S = 26
F = 24

Cluster4
W = 27
S = 24
S = 35
F=18

Cluster5
W=17
S = 22
S = 19
F=18

Cluster6
W=14
S = 10
S=l
F = 15

Table 5.1 Table depicting the seasonal dominance of different seasons from each cluster
group. Note the general trend of no dominant seasonal influence.

There can be equal amounts of variability in summer as in winter. The only
difference may be the localized nature of the variation. The use of the cluster analysis
provided an excellent grouping tool to explore the structure of the data. It was found
that through the use of six clusters with the PAM method, the average silhouette value
was .32. Nonetheless, based on the nature of the data we would like to suggest that .32
represents a stronger structure of the clusters than indicated by Kaufman and
Rousseeuw (1990). When viewed on a scatterplot the groups do show distinct patterns
(Figure 5.29).
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Thus the suggestion here is that the factors used in the calculation of the indices
did not capture all of the variation of the data. The indices seemed to capture only parts
of the variation and did not represent the entire kriged surface. The study found that the
use of kriging can be effective in understanding related spatial patterns displayed in
boxplots. The study suggests that a finer resolution of climate stations throughout the
state would allow for more accurate analysis. It can be noted that with the use of more
stations from outside the state than within the state itself, the spatial variability can not
be accurately reproduced. Thus, the study would need a high resolution data set of
point precipitation values for the state in order to produce a more accurate prediction
surface and spatial indices. The methods that were applied in this study were all tested
through numerous trials of the data. It was found that with the data and techniques used
this combination of indices best represented the studies purpose. Although the methods
applied in this study were exploratory, the results are still useful. With the results that
have been found through this study we can now examine other characteristics of the
spatial variability of precipitation.

5.2. Suggestions
The initial thought of improvement in this study would be a finer spatial
resolution of data. Through the data collection steps of this study it was noted there are
sparsely distributed climate stations across the state. Likewise, many stations across the
state had large amounts of missing data which caused them to be disregarded in the
study. A denser network of climate stations is needed to provide accurate point data for
an accurate historical analysis of precipitation data. The study suggests the use of radar
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reflectivity for the variogram analysis as used by Germann and Joss (2001). This
method would allow for a finer spatial resolution study of the area. With the use of
radar reflectivity data the study could be expanded to cover multiple temporal
resolutions, thereby allowing for the analysis of daily or weekly trends in the spatial
variability of precipitation. Also, the higher resolution data would provide a more
accurate analysis of the second order effects that the study was attempting to capture.
Thus, the distance bins could be calculated on a finer spatial scale. The kriging
parameters may be adjusted to better fit the data being used in the analysis. This study
did not focus on the methodologies of kriging, but it may be helpful in adjusting the
surface to match the boxplots of the percentiles. This adjustment may be accomplished
through the use of standard error maps for the surfaces to compare the efficiency of the
different kriging parameters. Other combinations of indices may be applied to capture a
better representation of the spatial variation of the data. The addition of a third middle
index from the second and fifth bins may provide some added insight. The bins that
were chosen seemed to best represent the local effects of the data. The study also
suggests the possible use of a climate variable that would allow the index values to be
scaled according to whether the month was dry, wet, average, or variable. This
approach may allow for months with similar accumulations of rainfall to cluster more
efficiently. The study suggests that the use of other cluster techniques may provide a
more accurate structure of the data. The study only applied a partitional clustering
method and did not explore the use of a hierarchical clustering procedure. These are
only suggestions by the study and not proven methodologies.
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