Revisiting differential calculus in the light of an uncanny function  by Burroni, Elisabeth & Penon, Jacques
Journal of Pure and Applied Algebra 216 (2012) 1748–1756
Contents lists available at SciVerse ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
Revisiting differential calculus in the light of an uncanny function
Elisabeth Burroni, Jacques Penon ∗
Institut de Mathématiques; Université Paris Diderot, Paris7, Paris, France
a r t i c l e i n f o
Article history:
Available online 16 March 2012
Communicated by R. Rosebrugh
MSC: 58C25; 58A20; 54E35; 18D20; 08B05
a b s t r a c t
A metric jet can be linear without being the metric jet of a continuous linear map. We
begin with giving such an amazing example and then we get interested in tangentiable
maps whose tangent jet at a point is precisely a linear metric jet. For such maps, a local
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1. Introduction
This paper takes up again and develops the subject of two talks (respectively given at the SIC in Paris [4] and at the CT2010
in Genova [5]).
When, teaching beginning students, we want to introduce Differential Calculus or more precisely Differentiability, most
of the time, we start in dimension 1 explaining that every ‘‘good’’ function admits, at each point, a (affine) straight line
which is tangent to its graph; the slope of this straight line being precisely the derivative of this function at this point. And,
to explain what we mean by ‘‘affine straight line tangent at this point’’, we tell that if we get closer and closer to this point
by successive zooms, the function is gradually viewed as a straight line: precisely the one which is tangent at this point. In a
concise manner, we could say that such a ‘‘good’’ function is ‘‘linear (or affine) at the limit’’. But, quite surprisingly, this last
concise formulation is not equivalent to the previous ones (more precisely to the derivability at a point)!
In Section 2, we give an example of such an amazing function (said to be uncanny, in french: ‘‘insolite’’, hence the symbol
‘‘Ins’’ when referring to it) which, although not derivable at 0, possesses this property of linearity at the limit. Such functions
(not necessarily with one variable) which possess this property of linearity at the limit are said to be ‘‘tangentially linear’’ at
the considered point.
Actually, it is possible to entirely algebraicize this property of tangential linearity provided thatwe get settled in a suitable
frame (themetric ‘‘world of the tangentiality’’ thatwehave ‘‘packed’’ in a category called Jet). Then, using these newconcepts
in the normed vector space frame, we define the notion of linear tangentiability (Section 4), which generalizes the one of
differentiability, and keeps most of the properties of the differentiability, even among the most subtle ones, such as the
‘‘local inversion theorem’’ that we prove (in our world) in Section 5.
We also compare the linear tangentiability with the ‘‘contactibility’’ that we have introduced in [3], which is another
generalization of the differentiability. Actually, we will see that, in a way, these two new concepts are complementary (or
transversal), since, put together, they give differentiability (see Proposition 15).
Finally, in Section 6 (called ‘‘Prospects’’), we lighten the structure of normed vector space (may be too strong to be a
necessary groundwork for the linear tangentiality) into the notion of ‘‘Mal’cevian’’ sets (or even spaces) which are well
suited for speaking of internal ‘‘affinity’’ in Jet. We attempt a general approach of this question.
Let us point out that this paper is the sequel of two other ones [2,3]) which already deal with tangentiability in themetric
world. The reader could thus refer to these articles, in case he wants to have a detailed lecture of this paper. However, to
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allow a sufficiently precise straight approach (of this paper), we have inserted inside this text several short ‘‘Recalls’’, put
exactly where necessary (ended by a ). Thus it is really possible to quickly enter the heart of the subject, without knowing
precisely the whole of the previous articles.
2. The uncanny function
We consider the function Ins : ]− 1, 1[ −→ R defined by:
Ins(x) = x sin log | log |x|| if x ≠ 0 and Ins(0) = 0.
For a first idea, here is a graphic representation followed by two zooms around zero (of respective power 10 and 1017):
Remark 1. Appearances are misleading: besides the amazing feature of such a function which is not (around zero) what it
seems to be at first sight (its slope varies with the power of the zoom), we notice that, getting closer to zero, it is more and
more rectilinear; in other words it is ‘‘linear at the limit’’ (although clearly not derivable at zero). More precisely, it verifies:
∀k ∈ R,
lim
x→0
Ins(kx)− k Ins(x)
x
= 0, lim
(x,y)→(0,0)
Ins(x+ y)− Ins(x)− Ins(y)
∥(x, y)∥ = 0.
The proof of these results (especially the second one) being rather technically difficult and sensitive, we begin with proving
an intermediate property which will considerably simplify the proofs.
Definition 2. Let f :] − r, r[−→ R be a function, where r > 0. A function θ :]0, r[×]0, 1[−→ R will be said to linearize f
at 0 if it verifies the following properties:
(1) ∀t ∈]0, r[ ∀ε ∈]0, 1[ 0 ≤ θ(t, ε) < t ,
(2) ∀t ∈]0, r[ ∀ε ∈]0, 1[ ∀t ′ ∈] − r, r[ (θ(t, ε) < |t ′| < t =⇒ | f (t)t − f (t
′)
t ′ | < ε),
(3) ∀ε ∈]0, 1[ limt→0+ θ(t,ε)t = 0.
To start, we test this ‘‘linearization’’ on functions which are derivable at 0.
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Proposition 3. Let f :] − r, r[−→ R be a continuous odd function which is derivable at 0. Then, f admits a function which
linearizes it at 0.
Proof. The function ϕ :] − r, r[−→ R defined by ϕ(t) = f (t)t if t ≠ 0 and ϕ(0) = f ′(0) being continuous, we introduce a
function η : ]− r, r[×]0,+∞[−→]0,+∞[which satisfies: ∀ε > 0 ∀t, t ′ ∈]− r, r[ (|t− t ′| < η(t, ε) =⇒ |ϕ(t)−ϕ(t ′)| <
ε). For t > 0, we set α(t, ε) = inf(t, η(t, ε)); then, the function θ :]0, r[×]0, 1[−→ R defined by θ(t, ε) = 0 if
0 < t < η(0, ε/2) and θ(t, ε) = t − α(t, ε) if η(0, ε/2) ≤ t < r linearizes f at 0. 
Proposition 4. The function Ins :] − 1, 1[−→ R admits a function linearizing it at 0.
Proof. We consider the function θ :]0, 1[2−→ R : (t, ε) → te 23 ε log t . Clearly, θ verifies the conditions (1) and (3) of
the functions linearizing Ins at 0. As for the condition (2), let us fix t0, ε ∈]0, 1[. Then, for each t ∈] − 1, 1[ such that
0 < |t| < t0, we notice that (setting a = − log t0, k = tt0 and x = − log |k|): log(− log |t|) = log(− log t0)+ log(1+
log |k|
log t0
) =
log a+ log(1+ xa ), so that | Ins(t)t − Ins(t0)t0 | = | sin log a(cos log(1+ x/a)−1)+ cos log a(sin log(1+ x/a))| ≤ (1− cos log(1+
x
a ))+| sin log(1+ xa )| ≤ xa (1+ x2a ) (the last inequality using the fact that, for y ≥ 0, we have 0 ≤ log(1+ y) ≤ y, | sin y| ≤ y
and 0 ≤ 1− cos y ≤ y22 ). Now, if θ(t0, ε) < |t| < t0, then xa < 23ε, and thus | Ins(t)t − Ins(t0)t0 | ≤ 3x2a < ε. 
It remains now to prove that the linearizing functions allow us to establish the above-mentioned limits given in Remark 1
(for the uncanny function Ins).
Proposition 5. Let f :] − r, r[−→ R an odd function admitting a function θ linearizing it at 0. Then, for every k ∈ R, we have
limt→0 f (kt)−kf (t)t = 0.
Proof. Since f is odd, we restrict ourselves to the k ≥ 0; the cases where k = 0 or 1 being immediate, we study the two
cases:
- If 0 < k < 1, let us consider ε > 0 and set ε′ = inf( 12 , εk ). Since limt→0 θ(t,ε
′)
t = 0, there exists η > 0 such that
θ(t,ε′)
t < k when 0 < t < η. Then, for t ∈] − r, r[ satisfying 0 < |t| < η, we have 0 ≤ θ(|t|, ε′) < |kt| < |t|, so that
| f (kt)kt − f (t)t | < ε′; hence | f (kt)−kf (t)t | < kε′ ≤ ε.
- If k > 1, then, by a change of variable, we obtain the desired result from the fact that limt→0 f (k
−1t)−k−1f (t)
t = 0. 
Theorem 6. Let f :] − r, r[−→ R be a function satisfying the properties:
(1) f is LL0 (i.e locally lipschitzian at 0) ,
(2) f is locally odd at the neigborhood of 0,
(3) there exists a function θ linearizing f at 0.
Then, we have lim(t,t ′)→(0,0) f (t+t
′)−f (t)−f (t ′)
∥(t,t ′)∥ = 0.
Proof. We choose the norm ∥(t, t ′)∥ = |t| + |t ′| and consider ρ > 0 such that f is ρ − LL0. The above (1) and (2) mean
that there exists r > η1 > 0 such that, for all t, t ′ ∈] − η1, η1[, we have |f (t) − f (t ′)| ≤ ρ|t − t ′| and f (−t) = −f (t). For
ε > 0, we set ε′ = inf( ε3 , 12 ) and α = ε2ρ . By definition of the function θ , we have limt→0+ θ(t,ε
′)
t = 0, so that there exists
η2 > 0 such that, for all t ∈]0, r[, we have θ(t,ε′)t < α as soon as 0 < t < η2. Now, if η = inf(η1, η2), then for t, t ′ ∈] − r, r[
satisfying 0 < ∥(t, t ′)∥ < η, we set t0 = ∥(t, t ′)∥ = |t| + |t ′|. Several cases may occur:
- 1st case: |t|t0 ≥ α,
|t ′|
t0
≥ α and |t+t ′|t0 ≥ α. Then, if we set k = tt0 , k′ = t
′
t0
and k¯ = t+t ′t0 , we have the equality:
f (t+ t ′)− f (t)− f (t ′) (E)= (f (k¯t0)− k¯f (t0))−(f (kt0)−kf (t0))−(f (k′t0)−k′f (t0)). But, since 0 < t0 < η2, we have θ(t0, ε′) <
αt0 ≤ |t|, |t ′| < t0, so that | f (kt0)kt0 −
f (t0)
t0
| < ε′ and | f (k′t0)k′t0 −
f (t0)
t0
| < ε′. So, if |t + t ′| = t0, i.e |k¯| = 1, we have (thanks to
the property (2)) f (k¯t0) = k¯f (t0), so that the above equality (E)= implies |f (t+t ′)−f (t)−f (t ′)|t0 ≤
|f (kt0)−kf (t0)|
t0
+ |f (k′t0)−k′f (t0)|t0 <
(|k| + |k′|)ε′ ≤ 2ε′ < ε; otherwise, we have θ(t0, ε′) < αt0 ≤ |t + t ′| < t0, so that, similarly, | f (k¯t0)k¯t0 −
f (t0)
t0
| < ε′, hence the
majorization |f (t+t
′)−f (t)−f (t ′)|
t0
≤ |f (k¯t0)−k¯f (t0)|t0 +
|f (kt0)−kf (t0)|
t0
+ |f (k′t0)−k′f (t0)|t0 < (|k¯| + |k| + |k′|)ε′ ≤ 3ε′ < ε.
- 2nd case: |t|t0 < α. Then |f (t + t ′)− f (t ′)− f (t)| ≤ |f (t + t ′)− f (t ′)| + |f (t)| ≤ 2ρ|t|, so that
|f (t+t ′)−f (t)−f (t ′)|
t0
≤
2ρ |t|t0 < 2ρα = ε.
- 3rd case: |t
′|
t0
< α. Analogous to the 2nd case.
- 4th case: |t+t
′|
t0
< α. Then, thanks to the condition (2), we can write |f (t + t ′)− f (t)− f (t ′)| = |f (t + t ′)− (f (t)−
f (−t ′))| ≤ |f (t + t ′)| + |f (t)− f (−t ′)| ≤ 2ρ|t + t ′|, so that |f (t+t ′)−f (t)−f (t ′)|t0 ≤ 2ρ
|t+t ′|
t0
< 2ρα = ε. 
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Remarks 7. (1) We have thus proved that our uncanny function Ins satisfies the two conditions quoted above in Remark 1,
since it is LL0 (its restriction to ] − 1/e, 1/e[ being 2-lipschitzian: for all x ≠ 0, it satisfies |Ins′(x)| ≤ 1+ 1/| log |x||).
(2) An other way of expressing the conclusions of the previous Proposition 5 and Theorem 6 is to say that (referring to
the below Recall 1 for the relation of tangency≻≺):
- for all k ∈ R, the functions t → f (kt) and t → kf (t) are tangent at 0, what we write f ◦ mk ≻≺0 mk ◦ f , where
mk(t) = kt;
- the functions (t, t ′) → f (t + t ′) and (t, t ′) → f (t)+ f (t ′) are tangent at (0, 0), what we write f ◦ σ ≻≺(0,0) σ ◦ f 2,
where σ(t, t ′) = t + t ′.
Actually, we can algebraicize these above-mentioned properties, provided that we get settled in a suitable category (here
the category Jet of the metric jets).
3. Linear jets
The category Jet is a natural frame in which to define the property of tangency quoted in the above Remark 7. We recall
now the concepts which have led us (in [2]) to the definition of this category.
Recall 1. Let M,M ′ be two metric spaces and a ∈ M not isolated in M. We say that two maps f , g : M −→ M ′ are tangent at a
(what we denote f ≻≺a g) if f (a) = g(a) and limx→a d(f (x),g(x))d(x,a) = 0. When a is isolated in M, we assume that f ≻≺a g for all the
maps f , g : M −→ M ′ verifying f (a) = g(a).
Let us consider the following situation M0
f0 /
g0
/ M1
f1 /
g1
/ M2 , where M0,M1,M2 are metric spaces
respectively pointed by a0, a1, a2 verifying f0(a0) = g0(a0) = a1 and f1(a1) = g1(a1) = a2. Then, f0 ≻≺a0 g0 and f1 ≻≺a1 g1 do
not always imply f1.f0 ≻≺a0 g1.g0, even if these maps are continuous. But, it becomes true if we assume that f0 and f1 are locally
lipschitzian (in short LL), respectively at a0 and a1, i.e are respectively LLa0 and LLa1 . This fact leads to the following definitions:
We denote LL the category whose objects are the pointed metric spaces and whose morphisms are locally lipschitzian maps
which respect the chosen points; and Jet the category whose objects are still the pointed metric spaces, and whose morphisms
ϕ : (M, a) −→ (M ′, a′) are equivalence classes (for the relation of tangency ≻≺a) of LLa maps f : M −→ M ′ verifying
f (a) = a′. These morphisms are called metric jets (in short jets). By definition, Jet is a quotient of LL and the canonical surjection
q : LL −→ Jet is functorial; if ϕ is a jet and f ∈ ϕ, we thus write ϕ = q(f ). This functor q is cartesian (for, both LL and Jet,
(M, a) × (M ′, a′) = (M × M ′, (a, a′)), where M × M ′ is equipped with a ‘‘product’’ metric). The category Jet is also enriched
in a well-chosen category of metric spaces, denotedMet, whose morphisms are the locally semi-lipschitzian maps (in short, LSL;
knowing that f : M −→ M ′ is semi-lipschitzian at a ∈ M (in short SLa) if there exists k > 0 such that, for all x ∈ M, we have
d(f (x), f (a)) ≤ kd(x, a); and LSLa means LSL at a). Furthermore, when M ′ is a n.v.s.(i.e a normed vector space), the distance on
Jet((M, a), (M ′, 0)) derives from a norm, making Jet((M, a), (M ′, 0)) a n.v.s. (see [1] or 2.15 in [2]). 
After this Recall 1, we notice that, if E is a n.v.s., the pointed metric space (E, 0) is naturally equipped with a structure of
internal R-vector space in Jet (where, more generally, if C is a cartesian category and K a field, an internal K-vector space in
C is given by the data of an internal abelian group A in C and of a unital ring homomorphism h : K −→ Ab(C)(A, A)); its
internal law of group+ : (E, 0)2 −→ (E, 0) is the (metric) jet containing the addition σ of E and, for every k ∈ R, its internal
‘‘k-multiplication’’ µk : (E, 0) −→ (E, 0) is the jet containing the multiplication by k denoted mk in Remark 7 . . . in short,
+ = q(σ ) and µk = q(mk)! In fact, µk = h(k)where h : R −→ Ab(Jet)((E, 0), (E, 0)) is a unital ring homomorphism.
Definition 8. Let E and E ′ be n.v.s. A jet ϕ : (E, 0) −→ (E ′, 0) is said to be linear in Jet if it makes commutative these
diagrams in Jet (for all k ∈ R):
(E, 0)2
+

ϕ2 / (E ′, 0)2
+

(E, 0)
µk

ϕ / (E ′, 0)
µk

(E, 0)
ϕ
/ (E ′, 0) (E, 0)
ϕ
/ (E ′, 0)
Actually, only the commutativity of the first diagram is necessary in the previous definition; in other words:
Proposition 9. ϕ : (E, 0) −→ (E ′, 0) is linear iff it is an internal group homomorphism in Jet.
Proof. We just have to prove the commutativity of the above second diagram for all k ∈ R. Internalizing the classical
proof into the cartesian category Jet, we first prove it for all k ∈ Q. For k ∈ R, we write k = limn kn where kn ∈ Q
for all n ∈ N. Now, we use the fact that h : R −→ Ab(Jet)((E, 0), (E, 0)) : k → µk is an isometric embedding (so
that limn µkn = µk) and that (see 2.11 in [2]) the maps ϕˆ : Jet((E, 0), (E, 0)) −→ Jet((E, 0), (E ′, 0)) : ψ → ϕ.ψ and
ϕˇ : Jet((E ′, 0), (E ′, 0)) −→ Jet((E, 0), (E ′, 0)) : ψ ′ → ψ ′ϕ are lipschitzian. These imply that ϕˆ(µk) = ϕˆ(limn µkn) =
limn ϕˆ(µkn) = limn ϕˇ(µkn) = ϕˇ(limn µkn) = ϕˇ(µk)which was expected. 
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We let L(E, E ′) denote the set of all continuous linear maps E −→ E ′, and Λ(E, E ′)) the set of all linear jets
(E, 0) −→ (E ′, 0). These sets are canonically equippedwith n.v.s. structures (for L(E, E ′), thanks to the isometric embedding
L(E, E ′) −→ Jet((E, 0), (E ′, 0)) : l → q(l), see 2.15 in [2]; as forΛ(E, E ′), it is naturally a sub-n.v.s of Jet((E, 0), (E ′, 0)).
Proposition 10. There is an isometric linear embedding j : L(E, E ′) −→ Λ(E, E ′) obtained by the following factorization:
L(E, E ′)
yt t
t
t
t
'OO
OOO
OOO
OOO
Λ(E, E ′) / Jet((E, 0)(E ′, 0))
Proof. The jet q(l) of a continuous linear map l being clearly linear. 
Remark 11. j is not usually bijective (unlike the linear jets + = q(σ ) and µk = q(mk), a linear jet is not
necessarily the jet of a continuous linear map) as the uncanny function shows: we consider the composite jet
(R, 0) ∼ / (] − 1, 1[, 0) q(Ins) / (R, 0) ; this jet is linear (using the above Remark 7), however, it is the
jet of no continuous linear map, since it would mean that Ins is derivable at 0 (which is clearly not the case!).
We notice that if λ is an invertible element of Λ(E, E ′), then λ−1 : (E ′, 0) −→ (E, 0) is also linear. Finally, if we denote
End(E) = Λ(E, E) andAut(E) the set of all invertible elements of End(E), then:
Proposition 12. End(E) is a normed R-algebra and the map inv : Aut(E) −→ Aut(E) : λ → λ−1 is continuous.
Proof. We easily see that End(E) is equipped with the structure of an R-algebra. Besides, for λ, λ′ ∈ End(E), we have
∥λ.λ′∥ ≤ ∥λ∥ ∥λ′∥ (see 2.11 and 2.15 in [2]). At last, as in every normed algebra, the map inv is continuous (we use the
completion of E). 
4. Tangentially linear maps
We are now ready to generalize the notion of a differentiable map. As we will see, these new maps keep the main
properties of the differentiable maps.
Recall 2. We need here some useful definitions (see [1] or Section 3 in [2]). Let M,M ′ be two metric spaces, f : M −→ M ′ a map
and a ∈ M. We say that f is tangentiable at a if there exists an LLa map g : M −→ M ′ such that f ≻≺a g. If f is tangentiable
at a, the set {g : M −→ M ′ | g is LLa and f ≻≺a g} is a metric jet (M, a) −→ (M ′, f (a)) which is denoted Tfa and called the
tangent jet of f at a. When f is differentiable at a, it is tangentiable at a and Tfa = q(Afa), where Afa(x) = f (a)+ dfa(x− a)) is
the continuous affine map tangent to f at a. We notice that, if f is tangentiable at a, it is LSLa, thus continuous at a. 
Definition 13. Let (E,U) and (E ′,U ′) be normed domains (i.e. E, E ′ are n.v.s. and U,U ′ are open subset of E and E ′
respectively), a ∈ U and f : U −→ U ′ a map. We say that f is tangentially linear at a (in short TLa) if:
(1) f is tangentiable at a,
(2) the below composite jet tfa : (E, 0) −→ (E ′, 0) is linear:
(E, 0) ∼ / (E, a) ∼ / (U, a)
Tfa / (U ′, f (a)) ∼ / (E ′, f (a)) ∼ / (E ′, 0).
In other words, the linear jet tfa is a ‘‘translate at 0’’ in Jet of the tangent jet Tfa.
Examples 14. (1) If f is differentiable at a, it is TLa and tfa = q(dfa).
(2) The uncanny function Ins :]−1, 1[−→ R is TL0: it is tangentiable at 0 (since it is LL0) and the linear jet t Ins0 is given by
the following composite jet: (R, 0) ∼ / (] − 1, 1[, 0) q(Ins) / (R, 0) , as quoted in Remark 11. This gives
an example of a map which, although not differentiable at a point, is tangentially linear at this point.
Proposition 15. (1) Let (E0,U0), (E1,U1), (E2,U2) be three normed domains, f0 : U0 −→ U1, f1 : U1 −→ U2 two maps and
a0 ∈ U0, a1 = f0(a0). If f0 is TLa0 and f1 is TLa1 , then f1.f0 is TLa0 and we have t(g.f )a0 = tga1 .tfa0 .
(2) Let (E,U), (E1,U1), (E2,U2) be three normed domains, g1 : U −→ U1, g2 : U −→ U2 two maps and a ∈ U. If g1 and g2
are TLa, then (g1, g2) : U −→ U1 × U2 : x → (g1(x), g2(x)) is TLa and we have t(g1, g2)a = (tg1a, tg2a).
We are now going to compare this new concept of linear tangentiability with the one of ‘‘contactibility’’ introduced in
the Section 2 of [3]; better said, we will see how these two notions are different aspects of the one of differentiability. We
briefly recall the definitions that we need.
Recall 3. A monoidΣ (whose law is denoted multiplicatively) is called a valued monoid if it is equipped with a specific element
0 and with a homomorphism v : Σ −→ R+ verifying the two conditions: v(t) = 0 ⇐⇒ t = 0 and ∃t ∈ Σ (0 < v(t) < 1). If
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E is a n.v.s.,Σ provides an external operation on E byΣ × E −→ E : (t, x) → v(t)x. We give two important examples: the case
whereΣ = R+ (with v = Id), and the case whereΣ = N′k = {kn | n ∈ N} ∪ {0} (with k ∈]0, 1[; v being the evident inclusion).
A map h : E −→ E ′ is said to beΣ-homogeneous if it verifies h(v(t)x) = v(t)h(x) for all t ∈ Σ and x ∈ E (whenΣ = R+,
Σ-homogeneous= positively-1-homogeneous; when Σ = N′k, Σ-homogeneous= k-fractal). We have the following Σ-unicity
property: if h1, h2 : E −→ E ′ are twoΣ-homogeneous maps such that h1 ≻≺0 h2, then h1 = h2.
(E,U) and (E ′,U ′) being two normed domains, a map f : U −→ U ′ is said to be Σ-contactable at a ∈ U, if there exists a
lipschitzian Σ-homogeneous map h : E −→ E ′ such that f ≻≺a Aha, where Aha(x) = f (a) + h(x − a); this h is unique (thanks
to theΣ-unicity), it is called the contact of f at a, and is denoted κ fa (it goes without saying that it depends onΣ).
A map differentiable at a isΣ-contactable at a for anyΣ , with κ fa = dfa. But there are many more examples of contactibility.
For instance, every norm n on E (which is equivalent to the given norm on E) is R+-contactable at 0 with κn0 = n. Even better,
the function f : R −→ R defined by f (x) = x sin log |x| if x ≠ 0 and f (0) = 0 is N′k-contactable at 0 (where k = e−2π ) and
κ f0 = f (this f is thus e−2π -fractal); however f is not R+-contactable at 0, thus a fortiori not differentiable at 0. 
Theorem 16. Let (E,U) and (E ′,U ′) be two normed domains, f : U −→ U ′ a map and a ∈ U; then for any valued monoidΣ ,
we have the equivalence: f is differentiable at a⇐⇒ f is TLa and f isΣ-contactable at a.
Proof. If f is TLa, then the following diagram commutes in Jet:
(E, 0)2
+

tfa2 / (E ′, 0)2
+

(E, 0)
tfa
/ (E ′, 0)
But, since f is Σ-contactable, we also have tfa = q(κ fa); and as + = q(σ ), we can write q(κ fa.σ ) = q(κ fa).q(σ ) =
tfa.+ = +.tf 2a = q(σ ).q(κ fa)2 = q(σ ).q(κ f 2a ) = q(σ .κ f 2a ), which means κ fa.σ ≻≺(0,0) σ .κ f 2a . Now, κ fa.σ and σ .κ f 2a being
lipschitzian Σ-homogeneous by composition (since linear =⇒ Σ-homogeneous), the Σ-unicity implies κ fa.σ = σ .κ f 2a ,
which means that κ fa is a group homomorphism which is continuous, thus linear; this finally proves that f is differentiable
at a (with κ fa = dfa). 
Remark 17. This proposition shows, among other things, that the uncanny function Ins cannot be Σ-contactable at 0 for
anyΣ (as announced in the counter-examples 4.8 in [3]), since it is TL0 although not differentiable at 0.
5. Local inversion
To enlighten the closeness between ‘‘linear tangentiability’’ and differentiability, we give, in such a context, a version of
the local inversion theorem.
Recall 4. (E,U) and (E ′,U ′) being normed domains, we recall (see 5.12 in [2]), that amap f : U −→ U ′ is said to be continuously
tangentiable (in short CT ), if f is tangentiable at every point in U and if the map tf : U −→ Jet((E, 0), (E ′, 0)) : x → tfx is
continuous. 
Definition 18. Still under the hypothesis of Recall 4, we say that f is continuously tangentially linear (in short CTL) if f is
tangentially linear at every point in U and if the restriction, denoted λf , of tf to U −→ Λ(E, E ′) is continuous.
Clearly we have the implications C1 =⇒ CTL =⇒ CT =⇒ Continuous.
The CTL maps are stable under composition, so that they give rise to a category denoted CTL. This category is cartesian
(essentially, it comes from the fact that, if (E,U), (E1,U1), (E2,U2) are normed domains , f1 : U −→ U1 and f2 : U −→ U2
are CTLmaps, then so is the pair (f1, f2) : U −→ U1 × U2).
The CTL maps are also stable under restriction. Precisely, if (E,U) and (E ′,U ′) are two normed domains, f : U −→ U ′
a map and V , V ′ two open subsets of U and U ′ respectively such that f (V ) ⊂ V ′, then, if f is CTL, so is its restriction to
V −→ V ′.
Let us also denote GCTL the category whose objects are the n.v.s. and whose morphisms E −→ E ′ are the germs at 0, of
maps f : E −→ E ′ verifying f (0) = 0 and forwhich there exists a neigborhood V of 0 such that the restriction f |V : V −→ E ′
is CTL.
Before getting to the new version of the local inversion theorem, we have the following result:
Proposition 19. Let E be a Banach space, U an open subset of E and f : U −→ E a CTL map. We assume that 0 ∈ U, that
f (0) = 0 and that λf0 = IdE . Then, there exists an open neigborhood V of 0 in U such that f (V ) is an open subset of E and that
the restriction of f to V −→ f (V ) (we should write (E, V ) −→ (E, f (V ))) is invertible in CTL.
Proof. We use the well-known following lemma:
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Lemma 20. E being a Banach space, a ∈ E, r ∈ ]0,+∞[, k ∈ ]0, 1[, let f : B(a, r) −→ E be such that the map x → x− f (x) is
k-lipschitzian. Then, there exists an open neigborhood V of a, included in B(a, r), such that f (V ) ⊂ B(b, (1−k)r)where b = f (a)
and that the restriction f of f to V −→ B(b, (1− k)r) is bijective , its inverse f −1 being 11−k -lipschitzian.
We now come back to the proof of the Proposition 19:
Let k ∈]0, 1[ and g : U −→ E : x → x − f (x); this map is CTL with λgx = IdE − λfx for all x ∈ U; so, as λf0 = IdE , we
have λg0 = 0. Besides, since λg : U −→ Λ(E, E) = End(E) is continuous, there exists r > 0 such that ∥λgx∥ < k for all
x ∈ B(0, r); this implies, thanks to the mean value theorem (see 5.8 in [2]) that the restriction g|B(0,r) is k-lipschitzian.
Now, using the previous lemma, we know that there exists an open neigborhood V of 0 included in B(0, r) such that
f (V ) ⊂ B(0, (1 − k)r) and that the restriction f of f to V −→ B(0, (1 − k)r) is bijective; furthermore, f is CTL and its
inverse f −1 is 11−k -lipschitzian. It remains to prove that f
−1 is also CTL. First, since for all x ∈ V (and x′ = f (x)), we have
t(f −1)x′ .tf x = t(f −1.f )x = Id and tf x.t(f −1)x′ = t(f .f −1)x = Id, we deduce that λf x = tf x is invertible in Jet and thus in
End(E); i.e f −1 : f (V ) −→ V is TLy for all y ∈ f (V ), with λ(f −1)y = (λf f−1(y))−1. Finally, the map λ(f −1) : f (V ) −→ End(E)
is continuous, being the following composite:
f (V )
f−1
/ V
λf
/ Aut(E) inv / Aut(E) / End(E).
Theorem 21 (Of Local Inversion). Let (E,U) and (E ′,U ′) be two normed domains where E and E ′ are complete, f : U −→ U ′ a
CTL map and a ∈ U. We assume that there exists an invertible germ G : E −→ E ′ in GCTL such that G ⊂ λfa. Then there exists
an open neigborhood V of a in U such that f (V ) is open in E ′ and that the restriction of f to V −→ f (V ) is invertible in CTL.
Proof. (1) We begin with the particular case a = 0 and f (a) = 0. Let us consider g ∈ G and g ′ ∈ G−1. Then there exist
two open subsets U1 and U ′1 of E and E ′ respectively which both contain 0, such that g(U1) ⊂ U ′1 and g ′(U ′1) ⊂ U1; denoting
g and g ′ the restrictions of g to U1 −→ U ′1 and of g ′ to U ′1 −→ U1 respectively, then g and g ′ are CTL and g ′ = g−1; we
can even assume that U ′1 ⊂ U ′. We notice that, since g ∈ G ⊂ λf0, we have λg0 = λg0 = λf0. Now, we consider the
composite h = ( −1f (U ′1)
f
/ U ′1
g ′
/ U1 ) where f is the restriction of f ; this h is a CTLmap verifying h(0) = 0 and
λh0 = λg ′0.λf 0 = (λg0)−1.λf0 = Id. By the previous proposition, there exists an open neigborhood V of 0 in
−1
f (U ′1) such
that h(V ) is open in E and that the restriction h of h to V −→ h(V ) is invertible in CTL. Now, if V ′ = g(h(V )), then V ′ is
an open subset of 0 in E ′ and the composite V
h / h(V )
g∼ / V ′ (where g
∼
is a restriction of g) is invertible in CTL.
Finally, since, for all x ∈ V , we have g
∼
.h(x) = g.g−1.f (x) = f (x), so that V ′ = f (V ) and the restriction of f to V −→ f (V ) is
invertible in CTL.
(2) Let us come back to the general case. We set Uˆ = {x ∈ E | a+ x ∈ U}, Uˆ ′ = {x′ ∈ E ′ | a′ + x′ ∈ U ′} (where a′ = f (a)),
and fˆ : Uˆ −→ Uˆ ′ : x → f (a + x) − f (a); then Uˆ and Uˆ ′ are open neighborhoods of 0 in E and E ′ respectively, fˆ is CTL and
fˆ (0) = 0. Noticing that λfˆ0 = λfa, we have G ⊂ λfˆ0, so that we can use the above case 1): there exists an open neigborhood
Vˆ of 0 in Uˆ such that fˆ (Vˆ ) is open in E ′ and that the restriction of fˆ to Vˆ −→ fˆ (Vˆ ) is invertible in CTL. Finally, the set
V = {x ∈ E | x− a ∈ Vˆ } is an open neigborhood of a in U which answers the question. 
Corollary 22. Let (E,U) and (E ′,U ′) be two normed domains where E and E ′ are complete, f : U −→ U ′ a CTL map and a ∈ U.
We assume that f is differentiable at a and that dfa : E −→ E ′ is invertible. Then, there exists an open neigborhood V of a in U
such that f (V ) is open in E ′ and that the restriction of f to V −→ f (V ) is invertible in CTL.
Proof. Here, G is the germ generated by dfa. 
6. Prospects
We have seen in Section 2 that a jet ϕ : (E, 0) −→ (E ′, 0), where E and E ′ are n.v.s., is linear iff it is an internal
homomorphism of group in Jet. This shows why the structure of internal R-vector space on the pointed space (E, 0) may
seem not entirely indispensable to the definition of linear tangentiality given in Section 4. We will see that we can even, up
to some extent, weaken the structure of group without mainly changing the theory.
Definition 23. (1) We call Mal’cevian set a pair (M, µ) where M is a set and µ : M3 −→ M a ternary law verifying the
following conditions:
(1) ∀x, y ∈ M µ(x, y, y) = x
(2) ∀x, y ∈ M µ(x, x, y) = y
(3) ∀x, y, z, t ∈ M µ(µ(x, y, z), z, t) = µ(x, y, t).
We recognize the properties(1) and (2) of the Mal’cev laws.
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(2) A homomorphism (M, µ) −→ (M ′, µ′) between Mal’cevian sets is a map h : M −→ M ′ making the following
diagram commute:
M3
µ

h3 / M ′3
µ′

M
h
/ M ′
Every group is canonically equipped with a Mal’cevian set structure (with µ(x, y, z) = xy−1z).
Proposition 24. Let E, E ′ be n.v.s. and f : E −→ E ′ a continuous map; then, f is affine iff it is a homomorphism of Mal’cevian
sets.
More generally, in a cartesian category, we can define the notion of Mal’cevian object and of internal homomorphisms
between Mal’cevian objects. In particular in the categoryMet (the Mal’cevian objects ofMet are calledMal’cevian spaces; it
is the case of every n.v.s., with µ(x, y, z) = x− y+ z) or in Jet; explicitly giving their Mal’cev law µ, only if necessary.
Proposition 25. (1) If M is a Mal’cevian space and m ∈ M, then (M,m) is a Mal’cevian object in Jet.
(2) If ((M,m), µ) is a Mal’cevian object in Jet and (E, e) a pointed metric space, then Jet((E, e), (M,m)) is canonically
equipped with a Mal’cevian space structure.
Proof. For (2), we use the fact that Jet in enriched inMet. 
Definition 26. Let (M,m) and (M ′,m′) twoMal’cevian objects in Jet and f : M −→ M ′ a map such that f (m) = m′. We say
that f is tangentially affine atm if:
(1) f is tangentiable atm,
(2) Tfm : (M,m) −→ (M ′,m′) is an internal homomorphism between Mal’cevian objects.
Fortunately, we re-find the notion of linear tangentiality (Section 4) when restricted to the n.v.s. world:
Proposition 27. (E,U) and (E ′,U ′) being two normed domains, f : U −→ U ′ a map and a ∈ U, then f is tangentially linear at
a iff f is tangentially affine at a.
We now aim to find a link between the Mal’cevian structure and the notion of transmetric space defined in the Section
4 of [2].
Recall 5. First, let us recall what a transmetric space is. It is given by the following data: a metric space M, supposed to be
non empty, and a functor γ : Gr(M) −→ Jet (where Gr(M) refers to the groupoid of pairs defined by |Gr(M)| = M and
Hom(a, b) = {(a, b)}) satisfying:
- for every a ∈ M, γ (a) = (M, a),
- for every morphism (a, b) : a −→ b in Gr(M), the invertible jet γ (a, b) : (M, a) −→ (M, b) is 1-bounded (i.e. verifies
ρ(γ (a, b)) ≤ 1; the lipschitzian ratio ρ(ϕ) of a jet ϕ (see 2.5 in [2]) being inf K(ϕ), where K(ϕ) = {k > 0 | ∃f ∈ ϕ, f is k-LLa}).
Every left isometric group (i.e. every group G equippedwith a distance verifying d(g.g ′, g.g ′′) = d(g ′, g ′′) for all g, g ′, g ′′ ∈ G)
has a canonical transmetric space structure. 
Definition 28. A Mal’cevian space (M, µ) is said to be calibrated if, for all a, b ∈ M , the map Γ (a, b) : M −→ M : x →
µ(x, a, b) is 1-lipschitzian.
Proposition 29. (1) Every bilateral (i.e left and right) isometric group is equipped with a calibrated Mal’cevian space structure.
(2) Every calibrated Mal’cevian space is equipped with a transmetric space structure.
Proof. For (2), we set γ (a, b) = q(Γ (a, b)). 
Definition 30. (1) Let (E1, a1), (E2, a2), (F , b) ∈ |Jet| and ϕ : (E1, a1) × (E2, a2) −→ (F , b) be a jet. We denote
ρ1(ϕ) = inf K1(ϕ), where K1(ϕ) is the set of the k > 0 for which there exist f ∈ ϕ and neighborhoods V1 and V2 of a1
and a2 in E1 and E2 such that: ∀x1, x′1 ∈ V1, ∀x2 ∈ V2 d(f (x1, x2), f (x′1, x2)) ≤ kd(x1, x′1).
(2) A Mal’cevian object ((M,m), µ) in Jet is said to be calibrated if the jet µ : (M,m) × (M,m)2 −→ (M,m) verifies
ρ1(µ) ≤ 1.
Proposition 31. (1) Let (M, µ) be a calibrated Mal’cevian space. Then, for all m ∈ M, (M,m) is equipped with a canonical
calibrated Mal’cevian object structure.
(2) Let (E, e) be a pointed metric space and ((M,m), µ) a calibrated Mal’cevian object in Jet, then Jet((E, e), (M,m)), which
is a Mal’cevian space, is calibrated.
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Remarks 32. However, we rapidly recognize the facts that, if wewant to carry on doing a ‘‘Mal’cevian Differential Calculus’’,
we inevitably get into the structure of a group, and very often, of an abelian group. More precisely, in the point (1) of
the previous proposition, it is not generally true that the jets γ (a, b) : (M, a) −→ (M, b), defined in Proposition 29, are
homomorphisms of Mal’cevian objects; to obtain this property, we would need the additional following condition:
(C) ∀a, b, x, y, z ∈ M µ(µ(x, a, b), µ(y, a, b), µ(z, a, b)) = µ(µ(x, y, z), a, b).
Now, ifM = ((M,m), µ) andM′ = ((M ′,m′), µ′) are two Mal’cevian objects in Jet, the ‘‘Hom’’ fromM toM′ (i.e the set
of the homomorphisms fromM toM′) is not necessarily equipped with a Mal’cevian space (or even set) structure. To obtain
this property, we need an additional stronger condition:
(SC) ∀x, y, z ∈ M3 µ(µ(x1, y1, z1), µ(x2, y2, z2), µ(x3, y3, z3)) = µ(µ(x1, x2, x3), µ(y1, y2, y3), µ(z1, z2, z3)), where
x = (x1, x2, x3), y = (y1, y2, y3) and z = (z1, z2, z3).
Well, we easily see that:
- the condition (C) implies that, for allm ∈ M , M is equipped with a structure of group (its neutral element beingm
and its group multiplication being x.y = µ(x,m, y)).
- the condition (SC), which implies (C),makesM an abelian group, for eachm ∈ M (for such typical problems, see [6]).
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