Estimation of longitudinal data covariance structure poses significant challenges because the data are usually collected at irregular time points. A viable semiparametric model for covariance matrices was proposed in Fan, Huang and Li (2007) that allows one to estimate the variance function nonparametrically and to estimate the correlation function parametrically via aggregating information from irregular and sparse data points within each subject. However, the asymptotic properties 
Introduction
Longitudinal data (Diggle, Heagerty, Liang and Zeger, 2002) are characterized by repeated observations over time on the same set of individuals. Observations on the same subject tend to be correlated. As a result, one core issue for analyzing longitudinal data is the estimation of its covariance structure. Good estimation of the covariance structure improves the efficiency of model estimation and results in better predictions of individual trajectories over time. However, the challenge of covariance matrix estimation comes from the fact that measurements are often taken at sparse and subject-dependent irregular time points, as illustrated in the following typical example.
Progesterone, a reproductive hormone, is responsible for normal fertility and menstrual cycling. The longitudinal hormone study on progesterone collected urine samples from 34 healthy women in a menstrual cycle on alternative days. Zhang et al. (1998) analyzed the data using semi-parametric stochastic mixed models. A total of 492 observations were made on the 34 subjects in the study, with between 11 and 28 observations per subject. Menstrual cycle lengths of the subjects ranged from 23 to 56 days and averaged 29.6 days. Biologically it makes sense to assume that the change in progesterone level for a woman depends on the time during a menstrual cycle relative to her cycle length. So the menstrual cycle length of each woman was standardized . A typical logarithmic transformation is applied on the progesterone level to make the data more homoscedastic. The progesterone data are unbalanced in that different subjects have different numbers of observations, and observation times are not regular and differ from one subject to another.
To address these challenges in covariance matrix estimation, Fan et al. (2007) modeled the variance function nonparametrically and correlation structure parametrically. They mainly focused on the improvement in the estimation of the mean regression function using a possibly misspecified covariance structure. In this work, we focus on semiparametric modeling of the covariance matrix itself with emphasis on the asymptotic properties of the QMLE of parameters in correlation function. We therefore study the problem under a general mean-regression model
y(t) = m(x(t)) + ε(t), t ∈ T ,
where t indexes time in the longitudinal data and the conditional mean function m(x) = E(Y |X = x) can be parametric, nonparametric, or semi-parametric. The semi-parametric covariance structure is specified as Var(ε(t)) = σ
(t), corr(ε(s), ε(t)) = ρ(s, t, θ),
where ρ(·, ·, θ) is a positive definite function for any θ ∈ Θ ⊂ IR d . The model is flexible, especially when the number of parameters in θ is large. On the other hand, the model is estimable even when individuals have only a few data points observed sparsely in time.
The variance function can be estimated using the marginal information of the data, as long as the aggregated time points of all subjects are dense in time. The parameters θ can be estimated by aggregating information from all individuals whose responses are observed at two or more time points. The novelty of this family of models is that it takes time sparsity and irregularity of longitudinal data at its heart. This semiparametric covariance structure is very flexible and basically covers any possibility by allowing more parameters in the correlation structure. For example, one may consider a convex combination of different parametric correlation structures such as ARMA or random effect models. However, generally correct specification of the correlation structure requires relatively few parameters. For the progesterone data, the response is taken as the change of progesterone level from an individual's average level. Biologically we can imagine that, for two observations on the same subject, the closer their observation times the higher correlation in the response. Hence we use an ARMA(1, 1) correlation structure while analyzing the progesterone data in Section 6.
Our approach of flexible covariance structure estimation sheds light on solving a longstanding problem on improving the efficiency of parameter estimation using ideally the unknown true covariance structure. In a seminal paper, Liang and Zeger (1986) introduced generalized estimating equations (GEE), extending generalized linear models to longitudinal data, and proposed using a working correlation matrix to improve efficiency.
However, misspecification of the working correlation matrix is possible. To improve efficiency under misspecification, Qu, Lindsay and Li (2000) represented the inverse of the working correlation matrix by a linear combination of basis matrices and proposed a method using quadratic inference functions. Their theoretical and simulated results showed better efficiency than GEE when misspecification occurs. In a nonparametric setting, Lin and Carroll (2000) extended GEE to kernel GEE and showed a rather unexpected result that higher efficiency is obtained by assuming independence, than by using the true correlation structure. In their later work, it was shown that the true covariance function can be used to improve the variance of a nonparametric estimator. Wang (2003) provided a deep understanding for this result, proposed an alternative kernel smoothing method, and established the asymptotic result that the new estimator achieves the minimum variance when the correlation is correctly specified. Wang, Carroll and Lin (2005) extended it to the semi-parametric, partially linear models. All these works require specifying a true correlation matrix, but do not provide a systematic estimation scheme. Our method provides a flexible approach to this important endeavor.
There are several approaches for estimating a covariance matrix. Most are nonparametric. Wu and Pourahmadi (2003) used non-parametric smoothing to regularize the estimation of large covariance matrix based on the method of two-step estimation studied by Fan and Zhang (2000) . Huang, Liu and Liu (2007) used the modified Cholesky decomposition of the covariance matrix, proposed a more direct approach of smoothing, and claimed their estimation is more efficient than Wu and Pourahmadi (2003) 's. Bickel and Levina (2006) investigated the regularization of covariance matrix via the idea of banding and obtained many insightful results. See also Rothman et al. (2007) . All these aforementioned estimation methods have the same limitation that observations are assumed to be made over a grid, i.e., balanced or nearly balanced longitudinal data. But this assumption is often not tenable, especially for longitudinal data that are commonly collected at irregular and possibly subject-specific time points. This feature of longitudinal data makes it challenging to study its covariance structure. Yao, Müller and Wang (2005a,b) took a different approach based on functional data analysis.
The remainder of the paper is organized as follows. In Section 2 we discuss estimation of the conditional mean function m(x). We focus on semi-parametric, varying-coefficient, partially linear models for which we propose a more robust estimation scheme. Section 3 presents the estimation method for the semi-parametric covariance structure. The asymptotic properties of the estimated variance function and correlation structure parameter are given in Section 4. Extensive simulation studies and an application to the progesterone data are given in Sections 5 and 6, respectively. Technical proofs appear in the Appendix.
2 Semi-parametric varying-coefficient partially linear model
Our data consist of a series of observations made on a random sample of n subjects from model (1). We denote a generic subject with J pairs of observation (x(t j ), y(t j )) at times
Note that our semiparametric specification of the covariance structure has little requirement on m(x) in (1). It can be of any form as long as it is consistently estimated. In this section we focus on the semi-parametric, varying-coefficient, partially linear model considered in Fan et al. (2007) ,
where
It includes parametric and nonparametric models as special cases. Denote the true coefficients by α 0 (·) and β 0 . In this case, denote the covariates at the j-th observation time of subject i by x 1,i (t ij ) and x 2,i (t ij ).
To estimate the varying-coefficient partially linear model, Fan et al. (2007) assumed the existence of a second-order derivative of α 0 (·). However this assumption is not always desirable. For example, it does not hold for continuous piecewise linear α 0 (·). When α 0 (·) is rough as in Example 5.3 in Section 5, estimation can be badly affected. In reality, α 0 (·) can be rough as well. For example, it occurs when there is some structure break or technical innovation that cause the change-point in time.
Departing from Fan et al. (2007) , we consider (2) under a much weaker smoothness assumption on α 0 (·) as stated in Condition [L] and propose a more robust estimation scheme for m(·) than their profiling scheme.
[L] There are constants a 0 > 0 and κ > 0 such that (Yatchew, 1997; Huang, 2001, 2005; Brown and Levine, 2007 , to name a few), but all in the univariate nonparametric setup.
Difference-based estimator of β
In our setting, multiple nonparametric functions are needed to be removed and new ideas are required.
To apply the difference-based technique, we sort our data in the increasing order of the observation time t ij and denote them as (
Under mild conditions, the spacing t (i+j) − t (i) can be shown to be of order
For any i between 1 and N − d 1 , choose weights w i,j , j = 1, 2, · · · , N , and define the following weighted variables:
The weights w i,j 's are selected such that
to remove the nonparametric component x 1 (t) T α(t). The weights are further normalized as in Hall, Kay and Titterington (1990) 
are linearly independent (which holds with probability one under some mild conditions for continuously distributed x 1 ), the weights are uniquely determined up to a sign change. More explicitly,
.
Without loss of generality, we can take positive sign in (5) and denote the correspond-
A combination of (2)-(4) leads to
where the approximation error is of order
Model (6) In general, one may use d 1 + k (k > 1) neighboring observations to remove the nonparametric terms. In such a case, the weights are not uniquely determined and it is complicated to find an optimal weighting scheme.
Kernel smoothing estimator of α(·)
Plug the consistent DBEβ into model (2) and defineỹ(t) = y(t) − x 2 (t)
with approximation error of order O p (n −κ∧0.5 ). Model (7) is exactly a varying-coefficient model, and was studied by Hastie and Tibshirani (1993) for the case of i.i.d. observations
and also by Fan and Zhang (2000) 
Note that, for any t in a neighborhood of t 0 , due to Condition [L] we have
where α 0l (·) is the l-th component of α 0 (·). Local constant regression estimates α(t 0 ) by
Typical asymptotic nonparametric convergence rate applies to the local constant regression estimatorα(·) and the rate
).
Estimation of semi-parametric covariance
We assume that m(·) can be consistently estimated by some method depending on its particular form. This consistency assumption is formulated as Condition (iii) in the Appendix. We next present our estimation scheme of the semi-parametric covariance structure.
Estimation of the variance function
Denote the estimated conditional mean function bym(·). Plug it into (1) and define the estimated realizations of the random errors as follows
that consistently estimate the realized random errors ε i (t ij ) due to the consistency assumption onm(·).
Based on r ij , we use the kernel smoothing to estimate the variance function σ
where h is a smoothing parameter and
The estimator of σ 2 (t) was studied by Fan and Yao (1998) using local linear regression.
Estimation of the correlation structure parameter
For each subject i, denote corr(
We estimate the correlation structure parameter θ by quasi-maximum likelihood method,θ = argmax
Denote by ζ(t) ≡ ε(t)/σ(t).
For a generic subject X with J observations, the "stan-
T is assumed to follow an elliptically contoured distribution, having a multivariate density function proportional to
is an arbitrary univariate density function defined
In the next section, we show that the QMLEθ is consistent and also enjoys asymptotic normality when the correlation structure ρ(·, ·, θ) is correctly specified.
When the gaps between some observation times are too close (below a threshold) for some individuals, the matrix C(θ; i) can be ill-conditioned. In this case, we can either delete some of their observations or remove those cases, thus reducing the influence of those individuals. Under Condition (ii), such cases are rare as individuals have no more than (log n) observations.
Sampling properties
In this section, we study large-sample properties of the estimators presented in Section 3
for the semi-parametric covariance structure in our model (1).
To derive asymptotic properties, we assume that the data is a random sample collected from the population process {y(t), x(t)} as described by model (1) 
Theorem 1 Under Conditions
where the bias and variance are given by
When the correlation structure ρ(·, ·, θ) is correctly specified, our next two theorems establish the consistency and asymptotic normality of the QMLEθ. 
Denote
where C(θ 0 ) is the correlation matrix of a generic subject X,
(θ) and the expectation is due to the randomness of the observation times and taken with respect to the true underlining population distribution of X. The subscript X in E X is dropped whenever there is no confusion. Similarly,
is given by
Theorem 3 (Asymptotic normality) Under conditions of Theorem 2, we have
Remark 1 : In Theorem 3, the asymptotic variance-covariance matrix ofθ has the
, that can be estimated by∆ =Î −1ΣÎ −1 .
More explicitly, the (i, j)-element ofÎ andΣ are given by 1 2n
whereζ m is the estimated "standardized" random errors for the m-th subject as defined in the Appendix.
Verification of spectrum condition on correlation matrices
Note that the structural condition (viii) in the Appendix is very common when studying covariance matrices. In this section, we consider several parametric correlation structures: AR(1), ARMA(1,1), and more generally CARMA(p, q) (Continuous-time ARMA of orders p and q, q < p), for which we show that Condition (viii) holds.
For AR(1) and ARMA(1,1), the parametric correlation structure ρ(s, t, θ) can be parameterized as ρ(s, t, ϕ) = exp(− |s − t| /ϕ) and ρ(s, t, (γ, ϕ)
respectively, with ϕ ≥ 0 and 0 ≤ γ ≤ 1. According to the autocovariance formula (A.2) of Phadke and Wu (1974) , the correlation structure of CARMA(p, q) is a convex Proposition 2 Consider a generic subject X, when min
is satisfied for either of the following three cases with some ϕ 0 > 0:
[B] The ARMA(1, 1) correlation structure: ρ(s, t, (γ, ϕ)
Remark 2 In practice, one may face the problem of identifying the order (p, q) for the CARMA correlation structure. This can be achieved using an AIC/BIC-related procedure because the estimation of the parametric correlation structure is based on maximum likelihood once we have estimated the regression function m(x) and the variance function σ 2 (t).
Monte Carlo Study
In this section, we study the finite-sample performance of the semi-parametric covari- If not specified, our simulation result is based on 1000 independent repetitions and each training sample is of size 200. The Epanechnikov kernel is used whenever a kernel is needed. For an estimator of a functional component, say σ 2 (·), we report its Root Average Squared Errors (RASE), which is defined as RASE(σ
The number of grid points K is set to be 200 in our simulations. After tuning, these necessary smoothing parameters are fixed and used for each independent repetition.
In Tables 1-5 , the first and the second column blocks designate the marginal distribution type of the "standardized" random error and the correlation structure parameter, respectively. For the parametric model m(x) = x T β, we can incorporate the estimated covariance structure to estimate β using weighted least squares regression, whose performance is reported in Table 2 . Comparing OLS and WLS estimators, we see that the standard deviation of the estimator of β is significantly reduced by incorporating the estimated covariance structure, especially in the case of high correlation ρ = 0.9.
Example 5.2[Semi-parametric varying-coefficient partially linear model]
In this example, data are generated from model (2), with ARMA(1,1) correlation structure on ε(t). In this case, x is four-dimensional with
. We set the first component of x 1 to be constant one to include the intercept term, i.e., x 1 (t) ≡ 1. For any given time t, x 2 (t) and x 3 (t) are jointly generated such that they have standard normal marginal distribution and correlation 0.5, and x 4 (t)
is Bernoulli-distributed with success probability 0.5, independent of x 2 (t) and x 3 (t). The regression coefficients are specified as follows, and β 2 over 1000 repetitions are reported in the third column of Table 3 
Performance of QMLE of θ
Our QMLEθ is based on the estimation of other components in our model. The Table 4 . In Table 4 , column three reports the mean ofγ andρ, with their standard deviations in parentheses and their correlation in square bracket, and the last column gives asymptotic standard errors and correlation ofγ andρ using the formula (13) in Theorem 3 with estimated matrix I(θ) and Σ(θ) based on 1000 simulations.
From Table 4 , we can see that the estimated parameters in the correlation structure are very close to the corresponding true ones for each case. This agrees with our consistency result. Next we check the accuracy of the estimated standard errors. For the cases with true correlation structure parameters θ T = (γ, ρ) = (0.85, 0.3) or (0.85, 0.6), the standard deviation and correlation of our QMLEθ is very close to the asymptotic standard errors and correlation (in the last column) using our asymptotic normality formulas. Similarly as in the previous example, we observe that the sample correlations deviate a lot from their corresponding simulated correlations using formula (13) for the two cases of higher correlation (γ, ρ) = (0.85, 0.9) and the same explanation applies here.
Prediction
As mentioned in the introduction, estimating the covariance structure can improve the prediction accuracy for a particular trajectory. In this example, we study the improvement of prediction after estimating the covariance structure. For each case, we generate an independent prediction data set of size 400 exactly in the same way as the training data set for estimation is generated. For each observation of these 400 subjects in the prediction data set, an independent Bernoulli random variable with success probability 0.5 is generated; if it is zero, the response of this observation is treated as "missing" and needs to be predicted; if it is one, this observation is fully observed and used to predict the "missing" ones. Prediction is made using the prediction formula given in Section 5.3
of Fan et al. (2007) . Table 5 Table 5 gives the number of points where the prediction is made for each case, namely, the number of "missing" observations in the independent prediction data set.
Notice first, in Table 5 , that the difference between SSPE(prediction 5) and SSPE(prediction 1) is much larger than that between SSPE(prediction 3) and SSPE(prediction 1). This implies that, compared to prediction ignoring the covariance structure, incorporating the estimated covariance structure reduces prediction error significantly. Furthermore we see that the difference between SSPE(prediction 3) and SSPE(prediction 1) is much larger than that between SSPE(prediction 3) and SSPE(prediction 2). This indicates that using the true correlation structure parameter θ and the estimatedθ does not make much difference after including the estimated covariance structure and demonstrates the accuracy For estimating the varying-coefficient partially linear model, the major difference between our method and Fan et al. (2007) 's is that we estimate β using the difference-based technique, plug it into model (2), and estimate α(·) via the local constant regression whereas they estimate β and α(·) simultaneously using the local linear regression and profile-likelihood techniques. Next we use another simulation to study the impact of rough α(·) on these two different estimation schemes. This occurs when there is some structure break or technological innovation that cause the change-point in time.
In this comparison study we set α 1 (t) = 2 and α 2 (t) = 4/(1 + exp(−40(t − 7))) − 2.
Notice that α 2 (·) is a scaled sigmoid function and is close to a jump function as shown by the dotted line in panel (D) of Figure 1 . For each t, the regressor x 1 (t) takes constant 8, and x 2 (t) and x 3 (t) are jointly simulated from a bivariate normal distribution, namely,    x 2 (t) The RASE for estimating α 1 (·) and α 2 (·) is reported in Table 6 . We can see that our new estimation scheme improves significantly the estimation of the rough component α 2 (·).
However, there is no improvement on the estimation of α 1 (·). Note that here we use the same bandwidth to estimate α 1 (·) and α 2 (·). The performance of our method can be improved by allowing different bandwidths for different components of α(·), as studied in Fan and Zhang (1999) .
This comparison study alarms us to using the profiling technique for the case of rough varying regression coefficient α(·) in the varying-coefficient partially linear model.
However, while handling real data, we never know the a priori smoothness of α(·). In our new estimation scheme, one can do a visual check or even apply some advanced technique to diagnose the smoothness of α(·) after getting the DBEβ.
Application to the Progesterone data
In this section, we apply the proposed methods to the longitudinal progesterone data.
For the i-th subject, denote x i and z i to be age and body mass index (both are stan-dardized to have mean zero and standard deviation one); we consider as the response the difference between the j-th log-transformed progesterone level measured at standardized day t ij and the individual's average log-transformed progesterone level. We consider the following semi-parametric model
Note that f (t) is the sole varying-coefficient term. After sorting, our DBE is based on two neighboring observations with weights (1/ √ 2, −1/ √ 2) as there is only one varyingcoefficient term f (t ij ). DBE of (14) gives estimatesβ 1 = 0.0306 andβ 2 = 0.0195. The leave-one-subject-out cross-validation procedure suggested by Rice and Silverman (1991) is used to select the bandwidth for estimating f (·) using local constant regression. The left panel of Figure 3 depicts the cross-validation score function defined as the sum of residual squares and suggests the optimal bandwidth 1.9349. The corresponding estimatê f (·) is plotted in the center panel of Figure 3 with a pointwise 95% confidence interval.
The plug-in bandwidth selector (Ruppert, Sheather and Wand, 1995) The numbers in parentheses are the corresponding standard errors, obtained using (13) based on estimated γ, ρ and ε(t ij ). This indicates a strong correlation structure.
We next consider testing the hypothesis H 0 : γ = 1 vs H 1 : γ < 1, i.e., whether the correlation structure is AR(1). The p-value for this hypothesis test exceeds .10 and as a result H 0 cannot be rejected.
As the null hypothesis is not rejected, an AR(1) correlation structure corr(ε(s), ε(t)) = It is straightforward to understand how the estimated regression function and the estimated variance function affect the pointwise prediction as shown in Fan et al. (2007) .
However it is not easy to quantify the sensitivity of pointwise prediction with respect to the estimated correlation structure parameter. We study this sensitivity using two randomly selected subjects. In order to provide a visual quantification of this sensitivity, the pointwise prediction and 95% predictive interval using the estimated AR (1) (viii) For any θ ∈ Θ, it holds with probability one that the eigenvalues of the correlation matrix C(θ) of a generic subject X are between 0 and 1 , where 0 < 0 < 1 < ∞.
(ix) Assume E log(g 0 (ε; C(θ 0 ))/f (ε; C(θ))) exists, where the expectation is taken with respect to the true elliptical density g 0 (ε; C(θ 0 )) of the ε, i.e., ε ∼ g 0 (ε;
ε), and f (ε; C(θ)) is corresponds to the density used in QMLE by treating ε normally distributed. So in the following, the ε i (t ij )s can be treated as independent.
Define e ij =m(
is the leave-one-subject-out estimator of m(·) by excluding the i-th subject.
By Condition (iv) and the mean-variance decomposition, we get
It remains to show that the main term is asymptotically normal. Applying the standard techniques to derive asymptotic bias and variance for a kernel regression estimator of type A 1 , it follows from Eε i (t)
Using Slutsky's Theorem, we have
This completes the proof of Theorem 1.
We need the following observations and results to prove Theorem 2. Notice that
ζ(t) = ε(t)/σ(t). Then Eζ(t) = 0 and Var
After plugging the estimatorsm(·) andσ 2 (·), we obtain the corresponding estimators of the "standardized" random errors ζ i (t ij )'s and denote them byζ i (t ij )'s. Then they can be decomposed as follows.
For each subject i, by vectorizing the residuals, we denote
Note that while proving Theorem 1, we can also use the technique related to Fan and Huang (2005) to show thatσ 2 (t)−σ 2 0 (t) converges to zero uniformly in t. Based on Conditions (iii) and the result of Theorem 1, we have ζ i −ζ i converges in probability to zero at a polynomial rate both elementwise and in the 2-norm due to Condition (v) and the fact that max
The QMLEθ is defined viâ
To save space, when there is no confusion, we use the generic notation C or C(θ)
to denote the correlation matrix function C(θ; m).
. Proof: Given J i and T i , to prove Lemma 1, tentatively we assume that ζ i is normally distributed with mean 0 and covariance C(θ 0 ; i). Noticing that log x ≤ x − 1, we have
Lemma 1 For any given
where equality holds only when f (ζ i ; C(θ; i))/f (ζ i ; C(θ 0 ; i)) = 1 almost surely, i.e., C(θ; i) = C(θ 0 ; i) due to normality assumption.
Noticing that the left hand side of the above equation is equal to
we have
with equality holds only when C(θ; i) = C(θ 0 ; i) . So Lemma 1 is proved.
Proof of Theorem 2:
The log-likelihood function can be decomposed as follows:
+ tr [C(θ; m) −1
Condition (viii) implies that, for any θ ∈ Θ, 
Condition (v), max
Condition (viii) implies that, for each m, the absolute value of
is bounded by
whose expectation exists, is finite, and does not depend on θ. Hence, Condition (ix) and the Law of Large Numbers imply that, for each θ,
(c.f. White, 1982) , where g 0 (·; ·) specifies the true spherical density and f (·; ·) denotes the multivariate normal density of ζ with mean 0 and covariance matrix C(θ). Note that the continuity enforced by Condition (vii) on our correlation structure ρ(·, ·, θ) implies that E g 0 log f (ζ; C(θ)) is continuous with respect to θ. Then for any > 0, there is a
in probability for large n. It follows that Θ may be covered by such neighborhoods and, since Θ is compact as enforced by Condition (vi), by a finite collection of such neighborhoods. As a result, the convergence of (17) is uniform with respect to θ since the small number is arbitrary. Thusθ (1) converges in probability to the minimizer of the Kullback-Leibler Information Criterion
For each subject m, conditional on its number J m of observations and observation times T m ,
has global minimizer θ 0 due to Lemma 1 and Condition (x).
Notice that
Hence θ 0 minimizes I(g 0 : f, θ) globally, which implies thatθ
Theorem 1 is proved by noting that we have shownθ −θ
Proof of Theorem 3: By routine calculation as in the proof of Theorem 2, we have
Note that
(θ, m) and ζ m has mean zero and finite variance. The uniform convergence of m(·) and σ 2 (·) in the decomposition (15) implies that the first term on the right hand side of (19) converges to zero in probability. As a result, we have
Similarly, we can show that
The existence and boundedness of the above expectations can easily be proved by using
Conditions (ii), (vii), and (viii).
Notice that I(θ 0 ) = lim where θ * is between θ 0 and θ and
matrix whose m-th row is given by
So we have
Sinceθ is consistent, every element of the matrix M (θ * ) converges to zero in probability.
Notice that, from above, we have 1 n
as n → ∞. To get the desired asymptotic normality result we need to show that ) by using techniques similar to the proof of Lemma 2 in Lam and Fan (2008) .
Applying the Central Limit Theorem, we have that ) ij ) ≥ δ 0 (t 0 , a).
be an arbitrary vector in the K-dimensional space. We have ) ii ≤ δ 1 (t 0 , a).
Proof of Proposition 2:
The i-th subject has observations at times t = t i1 , t i2 , · · · , t iJ i , which are assumed to be in increasing order. According to Proposition 1, the eigenvalues of the correlation matrix of the i-th subject are between 1 δ 1 (t 0 , 1/ϕ 0 ) = inf The observed values (circle), the corresponding pointwise predictions (dotted line), and 95% predictive intervals (solid line) are plotted for two randomly selected subjects, one in the left three panels and the other in the right three panels. For each column, the top, middle, and bottom panels correspond to the prediction usingρ,ρ − se(ρ), andρ + se(ρ), respectively.
