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Abst rac t - - I f  c is an invertible matrix in C rxr, the coupled wave equation initial value problem 
utt  = C2u==, -co < z < co, t > O, u(z,O) = f(x), and ut(x, 0) = g(x) for -co < z < co is studied. 
A matrix D'Alembert formula for the closed form solution of the coupled wave equation is given. 
The approach is based on the Fourier transform, the holomorphic matrix functional calculus and 
some elements of complex variable functions. For the scalar case, the proposed D'Alembert formula 
coincides with the classical one. 
Keywords - -Coup led  wave equation, Initial value problem, D'Alembert formula, Matrix func- 
tional calculus, Complex variable, Fourier transform, Wave admissible function. 
I .  INTRODUCTION 
Coupled partial differential equations are frequent in many different problems, such as in the study 
of temperature distribution within a composite heat conduction [1], in magnetohydrodynamic 
flows [2], diffusion problems [3], biochemistry [4], armament models [5], analysis of pollutant 
migration through soil, elastic and inelastic contact problems of solids [6], in the study of rain 
effects on aircraft performance [6], modelling coupled thermo-elastoplastic-hydraulic response 
clays [6], etc. 
Discrete numerical methods for solving coupled partial differential equations are widely studied 
in the literature, see [7,8], however, the analytic closed form solution of a system of partial 
differential equations may satisfy an important physical interpretation and the numerical solution 
may not. This motivates the search of an analytic closed form solution for coupled partial 
differential systems. 
In this paper, we consider the coupled wave system 
utt(x, t )  = C2uxx(x,t) ,  -oo  < x < c~, t > 0, (1.1) 
u(x,O) = f(x) ,  -oo  < z < co, (1.2) 
ut(x,O) = g(x), -cx) < x < oo, (1.3) 
where C is an invertible matrix in C r xr, u(x, t) lies in C ~ and f = ( f l , . . . ,  fr) T, g = (gl,. • •, gr)T 
are Cr-valued functions with properties to be determined. Such systems arise, for instance, in 
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the study of wave propagation problems in ferrite materials [9], or anisotropic media [10]. It is 
well known that for the case of a simple wave equation, i.e., when c is a number and u, f ,  g are 
scalars functions, D'Alembert formula has interesting physical interpretations for the solution of 
problems (1.1)-(1.3), see [11, p. 356], for instance. 
The aim of this paper is to construct a closed form solution of problems (1.1)-(1.3) in terms 
of a D'Alembert matrix formula which permits the solution of the problem without imposing 
unnecessary estrictions to the matrix coefficient C2, such as the diagonalizability of C and the 
further transformation of problems (1.1)-(1.3) into a set of uncoupled independent wave equa- 
tions. The organization of the paper is as follows. Section 2 deals with the formal solution of 
problems (1.1)-(1.3) using Fourier transforms and an integrable matrix functional calculus. In 
order to prove that such formal solution is a rigorous solution of the problem, some properties 
of holomorphy on the data functions f(x),g(x) have to be imposed. The relation between the 
integrable matrix functional calculus introduced in Section 2 and the holomorphic matrix func- 
tional calculus are treated in Section 3. Finally, in Section 4, a matrix D'Alembert formula for 
the closed form solution of problems (1.1)-(1.3) is given. 
Throughout this paper, the set of all the eigenvalues ofa matrix D in C rx~ is denoted by or(D). 
If z is an eigenvalue of D, the index Ind (z; D) is the smallest nonnegative integer u such that 
(zI - D)Vx ~ 0 for every vector x, for which (zI - D)V+lx = O. Furthermore, Ind (z; D) is the 
biggest size of all the Jordan blocks associated to z which appear in the Jordan canonical form 
of D. An efficient algorithm for computing Ind (z; D) may be found in [12]. 
If D lies in C ~xr, we denote by [[D[[2 the 2-norm of D [13, p. 56], 
IIDII = sup IIDxll= 
=to Ilxll= ' 
where for a vector y 6 C r, IIYlI2 = (yHy)l/2 is the usual Euclidean norm of y. If f(z) is an 
holomorphic function defined on the open set fl of the complex plane and aiD ) lies in ft, the 
holomorphic matrix functional calculus, or Riesz-Dunford functional calculus defines f(D) as a 
matrix that may be computed as a polynomial in D, see [14, Chapter 7]. By [15; 13, p. 556], it 
follows that 
k=0 (tliDIl )k 
[[exp(Dt) [[_< exp (ta(D)) Z k! ' t >_ O, (1.4) 
r -1  
where 
a(D) = max{Re(z); z 6 a(D)}. 
If ¢(x) is a C rxr valued function and f(x) is a C r valued function, in accordance with the 
well-known symbol used to express the convolution of scalar functions, we denote 
£ ¢(x) * f(x) = ¢(x - t)f(t) dr, (1.5) 
oo  
under the integrability hypothesis of the function ¢(x - t)f(t) for t lying in the real line. 
Throughout this paper, j denotes the complex imaginary unity such that j2 __ -1. 
2. AN INTEGRABLE MATRIX  FUNCTIONAL CALCULUS 
Let us consider the initial value problems (I.I)-(1.3), where f(x) and g(x) are absolutely 
integrable functions in the real line. Suppose that such problem admits a solution u(x, t) such 
that for t > 0, the functions 
u(. ,t) ,  u , ( . , t ) ,  u , ( . , t ) ,  u , , ( . , t ) ,  
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are absolutely integrable functions of x in the real line. Let us denote by 
F U(t)(w) = u(x, t)e -i'~x dx. (2.1) 
The Fourier transform of u(., t). By the properties of the Fourier transform, it is well known that 
~- {uxx(., t)} (w) = -w2U(t)(w), (2.2) 
and by Leibnitz's rule for the differentiation of a parametric integral, we can write 
d 2 
~{utt(., t)}(w) -- -~U(t)(w). (2.3) 
By application of the Fourier transform to problems (1.1)-(1.3), the solution u of this problem 
must satisfy the ordinary vector initial value problem 
d2 
-j~u(t)(w) + w~c~u(t)(~) = o, t > o, 
(2.4) 
,4 
U(0)(w) = F(w), ~tU(0)(w) = a(w), 
where w is a fixed parameter and F(w), G(w) denote the Fourier transforms of f(x) and g(x), 
respectively, 
F /? F(w) = f(x)e -''~x dx, G(w) = g(x)e -'~'~ dx. (2.5) 
oo  00  
The general solution of the differential equation of (2.4) is 
V(t)(w) = sin(Cwt)A + cos( Vwt)S, (2.6) 
where A and B are arbitrary vectors in C r. By imposing the initial conditions of (2.4) and using 
the invertibility of C, one gets 
u(t)(w) = cos(Cwt)s(~)  + sin(C~t) c_ l c (~) .  (2.7) 
w 
In order to recover u(x, t), we need to evaluate the inverse Fourier transforms 
sin(Cwt) G(w . jc-l{cos(Cwt)F(w)} and .T'- I{ w )} (2.8) 
Suppose f(x)  is piecewise continuous, defined at its points of discontinuity so as to satisfy f(x) = 
(1/2)[f(x-) + f (x+)] for all x. First of all, we are interested in the computation of the Fourier 
inverse transform of eJ~CtF(w): 
h = ~-I {¢~c~F(w)}  (2.9) 
By application of the Fourier Inversion theorem, see expression (7.15) of [16, p. 218], to each 
component of eJWCtF(w), one gets 
/? I1 = lim 1 eJWCtF(w)eJW~e-e~w'/2 dw. (2.10) 
~--*0 271" oo 
Taking into account (2.5), we can write (2.10) in the form 
lx = ~ lira f e jwct e -3w~ f (x') dx' ed~Xe -~2w2/2 dw, (2.11) 
2r e-.o J-oo 
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and by Fubini's theorem [17, p. 65], one gets 
F I1 = lim ~ /2 (x') .f (x') dx', (2.12) e--*0 211" oo 
/2(z') -- Jw[ct+1(x-x')]e-~"~'/s dw. (2.13) 
Let us consider the matrix integral/2 as a parametric function of parameter t _> 0. By Leibnitz's 
rule for the differentiation ofmatrix integrals [18, p. 174], and integrating by parts it follows that 
F ~/- oo 
= jc  e2 ~[ct+,(~-~') (2.14) 
J ? .12~ - -  OO 
+ -~ j (C t+Z(z -z ' ) )e~'° [c t+1(~-~' ) le -e" ' , '2aw . 
By (1.4), one gets 
ii _< min{wt ImCz);zEaCC)}p(t) 
= e-Wt min{Im(z); zEa(C)} P(t), | 
where P(t) is a polynomial. Hence, 
--o, 
and by (2.14) it follows that 
For t = 0, one gets 
d/2 (Y 
(x', t) = -~-~ [Ct + I (x - x')]/2 (x', t). dt 
£ I2 (x', O) = I eiw(z-Z')e-~2w2/2 dw 
oo  
g 
Thus, I2(x', t) is the solution of the initial value problem 
dis (x', t) = - -~  [Ct + I (x - x')]/2 (x', t) 
dt 
~s (x', 0)= i ¢~e- ( (x -x ' ) ' / s~ ' ) .  
Solving (2.15), one gets 
12 (.', t) = e-c 'e /2ee-(C( ' -* ' )* /e) Is  (x', 0) 
/2 (xt, t) = V~~exp [ [Ct W I (x - x')]2] 
e 2e 2 , t _> 0. 
(2.15) 
(2.16) 
Matrix D'Alembert Formula 
By (2.12), (2.13), and (2.16), it follows that 
1 ( .~--I {eJWtCF(w)} = lim ~ [ exp 
• ~o e~/2r J-oo 
where 
[Ct + I (x - x')] 2 ) 
2~ 2 f (X t) dx', 
.~-1 {ei,OtCF(w)} = lim foo ¢I,, ( I  (x - x') + Ct) f (x') dx', 
e---,o J -oo 
1 2 ¢(z)=--e-"/2 ~/~ • 
If, in accordance with (1.5), we denote 
/? Ce(Iz + Ct) * f (x)  = q?e (I (x - x') + Ct) f (x') dx', 
OO 
by (2.17) we can write 
~'-x {eiWtCF(w) } (x) = ~imo {O,(Ix + Ct) * . f (x)}. 
In an analogous way, one gets 
~-x  {e-JWtCF(w)} (x) = ~imo {¢,( Ix - Ct) • . f (x)},  
and since 
(2.1z) 
(2.18) 
(2.19)  
(2.20)  
(2.21) 
COROLLARY 1. With the notation of Theorem 1, let g(x) be an absolutely integrable function 
in the rea/line, piecewise continuous, defined at its points of discontinuity so as to satisfy g(x) = 
(1/2)[g(x-) + g(x+)] for all x. I f  G(w) denotes the Fourier transform of g(x), then it follows 
that 
{ } 1I' a j : - I  sin(wtO)c-1a(W)w (z )= ~ {¢e( Ix+CT)+¢, ( I z - -CT)}*g(x )d~' ,  (2.27) 
--c¢ < x < c~, t>0.  
t>0.  
fix - Ct] 2 
~ ]' 
(2.24) 
(2.25) 
(2.26) 
@e(Ix + Ct) = _~1 exp ( 
Ce(Ix - Ct) = -el exp ( 
V~_+ _ct]~" I 
292 J ' 
eJwCt -1- e-jwCt 
cos(wCt) = 2 ' (2.22) 
from (2.20)-(2.22) it follows that 
= * f(x).  (2.23) 2 
Summarizing the following result has been established. 
THZOREM 1. Let e > 0, ¢(z) = (1 /~'~)e -(z2/2), @~(z) = (1/s)@(z/e), and let C be an invertible 
matr/x in C rxr. I f  f (x) is an absolutely integrable function in the real line, piecewise continuous, 
defined at its points of discontinuity so as to satisfy f (x)  = (1/2)[f(x+) + f(x-)]  for all x, and 
if F(w) is the Fourier transform of f(x),  then it follows that 
1 }im ° {¢~(Ix + Ct) + O~(Ix - Ct)} * f(x),  • - '  {cos(wtC)F(w)} (x) = 
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PROOF. Let us consider 
~-1{ sin(wtC) C- G(w)} /_ "~ C-lsin(wtC) e~xG(w)dw= ~  
as a parametric matrix integral of the parameter t > 0. By Leibnitz's rule [18, p. 174] and taking 
into account hat ~(sin(wtC)) = wCcos(wtC), it follows that 
F ](t) = cos(wtC)eJWXG(w) dw = ~c-1 {cos(wtC)G(w) } (x). (2.28) oo  
By the equation 
// // I ( t )  = i (s )  as + I(0) = ~(~)d~, (2.29) 
and (2.24), (2.28), (2.29), one gets 
1 [~imo(~(Ix+7"C)+(~e(Ix-rC)I*. f(x)]  dv. I ( t )  = 
Thus, the proof of (2.27) is established. 
Theorem 1 suggests the following definition in order to express the formal solution of prob- 
lems (1.1)-(1.3). 
DEFINITION 1. Let C be an invertible matrix in C rxr, -0o < x < or, and t > O. Let f(x) be 
an absolutely integrable function in the rsal line, piecewise continuous, and defined at its points 
of discontinuity so as to satisfy f(x) = (1/2)If(x+) + f (x - ) ]  for all x. Ire(z) = (e-Z2/2/v~) 
and @e(z) = (1/e)O(z/e) for ¢ > 0, then f ( Ix  + Ct) is defined by 1. ( )  f(Ix + Ct) -- lira ~ [ exp [Ct + I (x - z')] ~ 
e-~0 tx/2~r J-co 2e2 f (x') dx' (2.30) 
= lim {¢e(Ix + Ct) • f (x)}.  
e--*0 
By (2.7), Theorem 1, Corollary I, and Definition 1, if functions f(x) and g(x) satisfy the hypoth- 
esis of Definition 1, a formal solution of problems (1.1)-(1.3) can be written in the form 
/o' } u(x,t) = 5 f ( Ix  + Ct) + f ( Ix  - Ct) + (g(Ix + zC) + g(Ix - zC)) dz . (2.31) 
Formu/a (2.29) can be regarded as an analogous of D'A1embert formula for the coupled prob- 
lems (1.1)-(1.3), see [11, p. 56; 16, p. 8; 17, p. I29]. However, formula (2.29) presents theoretical 
and practical drawbacks. First, due to the existence of the limit as e ~ 0 into (2.29), it is not 
easy to cheek that (2.29) is in fact a rigorous solution of the initial value problems (1.1)-(1.3). 
Second, such expression (2.29) is not a dosed form due to the existence of the limit, and it cannot 
be computed exactly. These drawbacks motivates the study of some relationship between the 
integrable matrix functional calcalus and the holomorphic matrix functional calculus introduced 
in [13, Chapter 7; 15, Chapter 11]. 
3. A RELATION BETWEEN THE INTEGRABLE AND THE 
HOLOMORPHIC MATRIX FUNCTIONAL CALCULUS 
The aim of this section is to establish that if (I)(z) = (1/v/2"~)exp(-z2/2) and ~e(z) = 
(1/e)~(z/¢), then {¢e}e>0 is an approximate identity for a class of holomorphic functions f 
in the sense 
~im ° f (z)  • ¢,(x) -- f(x), (3.1) 
see [16, p. 210]. This fact is closely related to the problem of clarifying the relationship between 
the integrable matrix functional calculus introduced in Section 2 and the holomorphic matrix 
functional calculus. 
For the sake of clarity in the presentation, we introduce the following definition. 
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DEFINITION 2. An entire function f : C --* C is said to be wave admissible ff there exist positive 
constants a, 3, and 3" such that 
If(z)[ <_ 3exp (alzl2), [z[ > 3'. (3.2) 
EXAMPLE 1. If b is a real number, then the following functions are wave admissible: 
(i) f (z )  = exp(bz), 
(ii) f (z )  = exp(bz2), 
(iii) f (z )  = P(z)exp(bz),  f (z )  = P(z)exp(bz2), P(z)  is a polynomial. 
EXAMPLE 2. If f l(Z) and f2(z) are wave admissible, then 
(i) af l  + b f2 are wave admissible for any complex numbers a, b, 
(ii) if x, t are real numbers, then h(z) = f l (x  + tz) is wave admissible, 
(iii) f = f l  x f2 is wave admissible. 
The following result can be regarded as complex variable version of [16, p. 208, Theorem 7.3]. 
THEOREM 2. Let ¢(z)  = exp( -z2 /2 ) /V /~,  ~ > O, ~(z )  = (1/e)~(z/e),  and let f ( z )  be a wave 
admissible function. Then, for any complex number z0, it follows that 
(i) O~(zo - t ) f ( t )  dt = f(zo - t)&e(t) dt, (3.3) 
oo  
for sma/l enough values of 6. 
(ii) lira O~(z0 - t ) f ( t )  dt = f(zo), zo • C, 
and the convergence is uniform in any compact set D of the complex p/ane. 
PROOF. 
(i) Let zo = a + ib and the circuit 3' = 3'1 V 3'2 V 3'3 V 3'4, where 3"l(t) = zo - t, t • [-R,R], 
3'2(0 = zo - R - iu ,  t • [0,11, 3'3(0 = t, t • f -R ,  R], 3'4(0 = a + R + ibt, t • [0, 11. 
By (3.2), the function ge(z) = Ce(z)f(Zo - z) is an absolutely integrable function in the real 
line. Hence, 
lira [ ge= lim [n  L~o 
R--.oo J73 R--,oo J -R  ¢¢(t)f(zo - t) dt = oo ~e(t)f(zo - t) dr. (3.4) 
By (3.2), we can write for large enough values of R: 
ge-  -~-~Jo  2e2 )1 exp(a(R+ib(1 - t ) ) ' )d t  
- SV/~ L exp ( + ~2" b~t2)exp ( -ab2(1 - t) 2) dt (3.5) 
31blexp (R~ (<~- l/2d)) exp (-aR/~) L' (b~t~ ) 
= ev /~ exp \-~-~-~-s2 - o lb  2 (1 - t 2) dr. 
By (3.5), for any fixed value of e < 1 /v /~,  one gets 
lira f Oe = O. (3.6) 
~1~"*00 *]"I ~4 
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In an analogous way, it is easy to prove that 
lim f g, = 0. (3.7) 
R--~oo J72 
By the definition of 71, it follows that 
i F lim _ g~ = - ee(Zo - t)f(t) dt. (3 .8 )  R--*oo J'yl oo 
By application of the residues theorem to the holomorphic function ge in C [19], for fixed values 
of e < 1 /x /~ and R > 0, it follows that 
(3 .9 )  
Taking limits in (3.9) as R --* oo for e < l i ve ,  by (3.4), (3.6)-(3.9), it follows that 
F /? • ~(Zo - t)f(t) dt = f(zo - t)~e(t) dt. oo  oo  
This proves part (i). 
(ii) Since D is compact and f is continuous in D, by [18, p. 65] f is uniformily continuous 
in D. Hence, given df > 0, there exists a positive number p such that 
I f ( z ) - f (w) l<& [z -w l<p,  z, wED.  (3.10) 
Taking into account 
f_' f0 c° / ;  1 oo @e(t)dt = 1, ¢~(t)dt = @e(t)dt = ~, (3.11) 
we can write 
/? /? ¢e(t)f(zo - t) dt - f(zo) = Ce(t) {/(z0 - t) - f(zo)) dr. (3.12) 
oo  oo  
By (3.11), one gets 
o ¢,(t)  If(zo - t) - f(Zo)[ dt + ¢~(t) [f(Zo - t) - f(zo)[ dt < L (3.13) 
p 
By (3.12) and (3,13), in order to prove (ii), it is sufficient o prove that 
'~,(t)f(zo - t)dt, ~ ¢,(t)f(zo - t)dt, (3.14) 
both converge to zero uniformily for zo E D as e ~ 0. 
By the hypothesis on f and the compactness of D, there exist positive constants M, 3', a,/~ such 
that 
[ f (w- t ) [<~exp(at~) ,  weD,  t>7,  
(3.ts) 
[ f (w- t ) l<M,  weD,  re[p,7].  
Hence, 
If(zo - t)l~,(t) dt + If(zo - t)l¢~(t) dt 
"r 
~/7/"  / -P / ' , ( t )d t )  ,0, ase--*O. (3.16) <_ M I, JP/• ~(t)dt + J-7/e 
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Finally, we prove that both 
f(zo - t)¢~(t) dt and f(Zo - t)e~(t) dt 
oo (3.17) 
converge uniformily to zero, uniformly for z0 E D as e --, 0. 
For e < 1/v~a, it follows that 
oo 0 oo 1 
# oo ~ oo 
= -~r  ~/eexp ( -  (1 -c~e2)  r2) dT < -~ ~/eexp ( -~- )  d'r. (3.18) 
In an analogous way, 
f" - exp - dr. (3.19) oo If(z0 t)le~,(t)dt < ~ J-oo 
As the fight-hand sides of (3.18) and (3.19) converge to zero as e --* 0, uniformly for z0 E D, 
from the previous comments the proof of (ii) is established. 
TItF_~REM 3. Let J = J(zo) be a Jordan block of size m x m associated to the eigenvalue z0 and 
let x, t be real numbers with t > O. Let f ( z ) be an entire function such that for i = O, 1,..., m-  1, 
the function f(i)(z) is wave admissible and let h(z) = x + tz. Let (f o h)(J) be the resulting matrix 
by application of the holomorphic matrix functional calculus, acting the holomorphic function 
f o h on the matrix J. Then, 
(f  o h)(J) = ~i~ {~,(Xx + Jr) * f(x)} 
= lira - [co ¢~ (Jr + I (x - x')) f (x') dx'. 
(3.20) 
e--,0 J-oo 
PROOF. Let e > 0 and let g(z,e) = f_°°ooCe(z')f(x + tz -x ' )dz ' .  Note that by Theorem 2(i), 
we can write /? g(z, 6) = ,~ (x + tz - x') f (x') dx', z • C. (3.21) 
By theorem (3.1) of [20, p. 1071, theorem (10.4) of [19, p. 232], and the hypothesis of wave 
admissibility of f(0(z) for 0 < i < m - 1, it follows that g(.,e) is holomorphic in the complex 
plane and 
ddiz ~ g(z, ~) = t ~ '~ (x') f(i) (x + tz - x') dx'. 
oo 
By Theorem 2(ii) and (3.22), one gets 
/g lira ~, (x') f(i) (x -t- tz - x') dx' = f(i)(x + tz), 
• --*0 oo 
d i 
lira .---~.g(z, e) = ti f (~) (z + tz), 
e.-*O dZ ~ 
(3.22) 
(3.23) 
z E C. (3.24) 
By application of the holomorphic matrix functional calculus, see [13, Chapter 7] and [15, p. 541], 
it follows that 
d 1 a ~ 1 d "~-1 
"g(zo,e) ~z g(z°'¢) ~.'~z 2g(zo'e) "'" (m-  11[ dz m-lg(z°'e) 
d 1 d '~-2 
o g(zo,~) Tz g(z°'e) "'" (m-  2)! d--~ ~g(z° 'e )  
: " . .  " . .  " . .  : 
: ... ... dg(zo ,  E) 
0 . . . . . .  o g(zo, e) 
g(,/, ~) = (3.25) 
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and 
( f  o h)(J) = f ( I z  4- Jt) 
"f(x 4- zot) t f ' (x  + zot) 
o y(z + zot) 
• . 
• • .  
t2 tin-- 1 
~.if(2)(x 4- zot) "" (m -- 1)! f ( rn -1 ) (X  4- zOt)- 
tin--2 
t f ' (x  + zot) .. .  (m_  2)!f(m-2)(x 4- zot) 
• . . 
• . 
• . ". t f ' ( z  + zot) 
• . .  o y(z + zot) 
Taking limits in (3.25) as e ~ 0 and using Theorem 2(ii) and (3.26), it follows that 
(3.26) 
lim g(J, ¢) =/( Ix  + Jt). 
~.- . *0  
(3.27) 
From (3.27) and (3.22) the result is established. 
COROLLARY 2. Let C be a matrix in C rxr and let J = diagl<i<s(Ji) be the Jordan canonical 
form of C where Ji = J(zi) is a Jordan block of size mi x mi. Let x, t be reM numbers with 
t > 0 and let f (z )  be an entire function in the complex plane such that i fm = maxl<i<, m~, the 
functions fO)(z) for 0 < j <_ m - 1 , are wave admissible• Let h(z) = x + tz and let ( f  o h)(C) 
be the resultiag matrix by application of the holomorphic matrix functional calculva acting the 
holomorphic function f o h on the matrix C. Then, 
( f  o h)(C) = ~im ° {¢e(Ix + Ct) * f(x)} 
= lim ¢ , (c t  + I (x  - x ' ) ) f (x ' )  dx'. 
e~0 J_oo 
(3.28) 
PROOF. Let D be an invertible matrix such that 
DJD -1 = C. (3.29) 
As f o h is an entire function, by [15, p. 541], from (3.29) it follows that 
( f  o h)(C) = D diag ((f  o h)(J1),. •., ( f  o h)(Js)) D -1. (3.30) 
By (3.30), (3.20), and (1.5), it follows that 
= lim D diagl<i< 8 (¢~e(Ix + Jit) * f (x))  D -1 
~-- ' *0  - -  - -  
= lim {Ddiagl<i< s (¢e(Ix + Jit)) 9 -1 * f(x)} 
¢---+0 
= ~imoCx(lx 4- Ct)  * f (x ) .  
Hence, the result is established• 
4. SOLUT ION OF  THE COUPLED WAVE EQUATION 
In this section, we address the solution of problems (1.1)-(1.3) in a closed form. First of all, we 
introduce a definition which extends the holomorphic matrix functional calculus to vector valued 
functions with holomorphic components. 
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Note that if f = ( f l , . . . ,  fr)  T, then we can write 
f0\  1 
f ( z )= : = £(x)e~, e i= i 
fr(x) / d=l , 0 i + 1 
r 
1 < i < r, (4.1) 
and it suggests the following definition. 
DEFINITION 3. Let fi(z) be an holomorphic function in an open set fl of the complex plane such 
that a(C) C f~, where C is a matrix in C rx~ and I < i < r. Let f = ( f l , . . . ,  f~)-r, then we define 
r 
f(c) = ~ f,(c)e,, (4.2) 
i= l  
where f i( C) is the resttlting matrix by application of the holomorphic matrix functional calculus 
acting on the matrix C, and ei is the ith canonical vector. 
The following result is a consequence of Definition 3 and Corollary 2. 
COROLLARY 3. Let C be a matrix in C rxr and let f = ( f l , - . . ,  fr)  T be a vector valued function 
such that if m = max1<~<s mi with the notation of Corollary 2, each component fn for 1 < n < r 
satisfies the property 
f(i)(z) is wave admissible for 1 < n < r, 0 < i < m - 1. (4.3) 
Let h(z) = x + tz, then 
( f  o h)(C) = f ( Ix  + Ct) = ~imo¢,(Ix + Ct) * f(x).  (4.4) 
PROOF• By Definition 3 and Corollary 2 applied to each component f~, it follows that 
r 
( f  o hi(C) =/ (Xz  + Or) = ~_, f , ( Ix + er ie,  
i ffi l 
i----1 
r 
e--.~0 
i----1 
= lim ee( Ix  + Ct) • f(x).  
~--.*0 
Hence, formula (4.4) is established. 
Prom Theorem 1, Corollaries 1 and 3, the following result holds. 
COROLLARY 4. Let C be an invertible matrix in C rxr, let Ind (z; C) be the index of z as an 
eigenvalue of C and m = max{Ind (z; C); z E a(C)}. Let f (z)  and g(z) be C r valued functions 
with f = ( f l , . . . ,  fr) T, g = (g l , . . . ,  gr) T such that 
g(~)(z) and f(n~)(z) are wave admissible for 1 < n < r, 0 < i < m - 1, (4.5) 
and 
f (x) ,  g(x) are absolutely integrable in the real line. (4.6) 
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Let x, t be real numbers with t > O, h(z) = x + tz, and let f ( I x  + Ct), g( Ix + Ct) be the resultiag 
matrix by application of the holomorphic matrix functional calculus given by Definition 3, 
( f  o h)(C) = f ( Ix  + Ct) = ~ f i ( Ix  + Ct)ei, 
i= l  
r 
(g o hi(c)  = g(Ix + ct)  = g (Ix + Ctle , 
i=l 
where e, is the ith canonical vector in C r. Then, 
1 
:F-* {cos(wCt)F(w)} (x) = ~ { f ( Ix  + Ct) +/ ( Ix  - Ct)} , 
{ (~ } 1~ t 
.~'-1 sin Ct) c_ lC (w ) (x) = ~ {g(Ix + Cr) +g( Ix -  Cr)} dr, 
where F(w) is the Fourier transform of f (x)  and G(w) is the Fourier transform of g(x), respec- 
tively. 
Corollary 4 and Section 2 establish the connection between the holomorphic matrix functional 
calculus and the integrable matrix functional calculus. Results of Section 2 were not sufficient 
to prove that the formal solution (2.31) expressed in terms of the integrable functional calculus, 
is in fact a rigorous solution of problems (1.1)-(1.3). Now, expressing (2.31) in terms of the 
holomorphic matrix functional calculus, we are in a good position to prove that, in fact (2.31) 
defines a solution of (1.1)-(1.3). For the sake of clarity, in the presentation of the following, we 
state a result that will be used later. 
THEOREM 4. (See [21, p. 5].) Let A(t) be a square matrix whose elements are analytic functions 
o f t  in some open domain f~ of the t-plane. Let A(t l)A(t2) = A(t2)A(tl),  for all t l ,t2 of ft. 
Let f ( z )  be analytic at the characteristic roots of A(t), t 6 fL Then f (A(t ) )  is a differentiable 
function of t in ~, and 
df(A(t)) 
dt - f ' (A(t))A'(t) .  
LEMMA 1. Let C be an invertible matrix in C rxr, let v(z) be an entire function in the complex 
plane, let x, t be real numbers with t >_ 0 and let h(z) = x + tz. I f  (v o h)(C) = v( Ix  + Ct) is 
the resulting matrix by application of the holomorphic matrix functional calculus of v o h acting 
on C. Let 
g (x ,  t) = {v(Ix + Ct) + v( Ix - Ct) } (4.7) 
and 
~0 tM(x,  t) = {v(Ix + Cv) + v( Ix  - C'r)} dT. 
Then for -oo  < x < oo and t >_ O, it follows that 
(4.8) 
O2H(x, t) 
Ot 2 = {v"( Ix + Ct) + v"( Ix - Ct)} C 2, (4.9) 
O2M(x, t) = {v'(Ix + Ct) - v ' ( Ix - Ct)} C -1. (4.10) 
cgx 2 
PROOF. Note that v( Ix + Ct) = (v o h)(C) and v( Ix - Ct) = (v op)(C),  where h(z) = x + tz 
and p(z) = x - tz. Note also that A(t) = Ix  + Ct and B(t) = Ix  - Ct satisfy the multiplicative 
property 
A(tl)A(t2) = A(t2)A(tl)  and B(t l )B(t2)  = B(t~)B(tl) .  
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Hence, by application of Theorem 4, one gets 
OH(z,  t) 
Ot 
02H(x,t)  
&2 
= {v' ( Ix  + Or) - v ' ( Ix  - Ct )}  e ,  
= {v"(xx + c t )  + v"(xz - ct)} 0 2 
By Leibnitz's rule for the differentiation of matrix valued parametric integrals [18, p. 174] and 
Theorem 4, it follows that 
OM(x, t) fot ~x = {v ' ( Ix  + CT) + V'(Ix - Cr)} dr. 
Note also that by Theorem 4, we can write 
(4.11) 
(V o h)'(r) = v'( Ix + Cr)C, 
(v o p)' ( r) = -v '  ( Ix  - Cr  )C, 
0 < r < t, (4.12) 
0 < T < t. (4.13) 
By (4.11)-(4.13) and the fundamental theorem of the matrix functional calculus, see (2.29), one 
gets 
~xx = 0t {(v o h)'(r) - (v o p)'(r)} dr C -1 
= [(v o h)(t) - (v o h)(O) - (v op)(t) + (v o p)(O)] C -1 
(4.14) 
= [v(Ix + Ct) - v( Ix)  - v( Ix  - Ct )  + v(Ix)] C - I ,  
OM(z, t) = [v(Ix + Ct) - v ( Iz  - Ct)] C -1. 
Ox 
Regarding v( Ix  + Ct) and v( Ix - Ct) as the matrix functions of the variable x defined by 
v( Ix  + Ct) = (v o h i (x )  and v( Ix - Ct) = (v o h2)(x), 
where 
hi(x) = Ix + Ct, 
hi (~l)hi (x2) = hi (x2)hl (Zl), 
h2(z )  = I x  - Ct ,  
h2(x l )h2(x2)  = h2(x2)h2(x l ) ,  
taking derivatives with respect o z in (4.14), and using Theorem 4, it follows that 
02M(x ' t )  = {v'( Ix + Ct) - i f ( Ix  - Ct)} C -1. 
Ox 2 
Thus, the result is established. 
In an analogous way to the proof of Lemma 1, the following result can be proved. 
LEMMA 2. Let C be an invertible matr/x in C rxr and let H(x, t) and Mix  , t) be defined by (4.7) 
and (4.8), respectively. Then it follows: 
02H(x,t) 
Ox 2 = v"( Ix + Ct) + ¢ ' ( I z  - Ct), (4.15) 
02M(x, t) 
or2 = {v ' ( I z  + c t )  - v ' ( I z  - ct)} c, (4.16) 
for -oo < x < c~, t >_ 0. 
Let us now consider the formal solution (2.31) where f ( I x  + Ct), ] ( Ix  - Ct), g( Ix + Cr),  
and g( Ix - Cr)  are regarded in the sense of the holomorphic matrix functional calculus. We 
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assume that f (x)  and g(x) satisfy the hypothesis of Corollary 4 and Definition 3 for vector 
valued holomorphic matrix functional calculus. In accordance with (4.2) and Lemmas 1 and 2, 
in order to prove that u(x, t) given by (2.31) is a solution of problems (1.1)-(1.3), it is sufficient 
to prove that the matrix functions 
1{ 
u. (=. t )  = ~ / . ( z= + c t )  + f . ( zx  - c t )  
(4.1~) 
1' } + (gn(Ix + CT) + gn(Ix -- CT)) dT , 1 < n < r, 
satisfy the matrix partial differential system 
02V"(x't) = C: 02V"(z't) 
~t 2 Ox 2 , -co < x < co, t > O, 
u,,(x,  o) = f , , (x) ,  - co  < z < co, (4.18) 
ou.(x,o) 
- -  g , (x ) ,  - co  < x < co. (4 .19)  
Ot 
By Lemmas 1 and 2, it follows that 
1 {v ' ( Ix  + Ct)  - v ' ( I x  - C t )}  C, O2U,(x,t)ot 2 = 12 {v"(Ix + Ct) + v"( Ix - Ct)} C 2 + 
02U.(x,t) 
= 1 {v"(Ix + Ct) + v"(Ix - Ct)} + ½ {v'(Ix + Ct) - v'(Ix - Ct)} C -1. 
Ox 2 2 
Hence, 
O=U.(x, t) = C 2 02Un(x, t) 
Ot 2 Ox 2 , -co  < x < co, t > O, l < n < r, 
as well as (4.18),(4.19). Note that by Definition 3 and (4.17), the vector function u(x, t) given 
by (2.31) can be written in the form 
r 
u(x, t) = E Un(x, t)e,. (4.20) 
n=l  
Summarizing the following result has been established. 
THEOREM 5. Let C be an invertible matrix in C rxr, let Ind (z; C) be the index of z as an 
eigenvalue of C and m = max{Ind (z; C); z • a(C)}. Let f (z)  and g(z) be Cr-valued functions 
with f = ( f l , . . . ,  fr) T, g = (g l , . . . ,gr)  T satisTying conditions (4.5) and (4.6). Then, u(x,t)  
defined by (2.31) is a solution o[ problems (1.1)-(1.3). 
REMARK 1. Note that for the case of one simple wave equation, i.e., r = 1, where c, f (x) ,  g(x), 
and u(x,t) are scalars, formula (4.17) or (2.31) coincide with D'Alembert formula given in [11, 
p. 56; 16, p. 8; 17, p. 129]. To show this coincidence, let us consider the decomposition 
I' /o' {a(x + c'r) + g(x - cr)} dr = e(x + cr) dr + g(x - c7-) dr. 
Now considering the change x + cr = v into the integral fo g(x + cr) d~- and x - cr = v into 
fo g(x - cr) d~', one gets 
fot [~=+c~ r =-a 1 {g(= +~)+g(=-~)} d,= 1c g(v)d,,- ]= g(,,)dvJ 
1 fx+c,  = - g(v) dr. 
C J x - - c t  
Hence, formula (2.31) coincides with D'Alembert formula for the case r -- 1. 
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