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Abstract
We review equivariant localization techniques for the evaluation of Feynman path
integrals. We develop systematic geometric methods for studying the semi-classical
properties of phase space path integrals for dynamical systems, emphasizing the re-
lations with integrable and topological quantum field theories. Beginning with a de-
tailed review of the relevant mathematical background – equivariant cohomology and
the Duistermaat-Heckman theorem, we demonstrate how the localization ideas are re-
lated to classical integrability and how they can be formally extended to derive explicit
localization formulas for path integrals in special instances using BRST quantization
techniques. Various loop space localizations are presented and related to notions in
quantum integrability and topological field theory. We emphasize the common symme-
tries that such localizable models always possess and use these symmetries to discuss
the range of applicability of the localization formulas. A number of physical and math-
ematical applications are presented in connection with elementary quantum mechanics,
Morse theory, index theorems, character formulas for semi-simple Lie groups, quanti-
zation of spin systems, unitary integrations in matrix models, modular invariants of
Riemann surfaces, supersymmetric quantum field theories, two-dimensional Yang-Mills
theory, conformal field theory, cohomological field theories and the loop expansion in
quantum field theory. Some modern techniques of path integral quantization, such as co-
herent state methods, are also discussed. The relations between equivariant localization
and other ideas in topological field theory, such as the Batalin-Fradkin-Vilkovisky and
Mathai-Quillen formalisms, are presented and used to discuss the general relationship
between topological field theories and more conventional physical models.
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1 Introduction
In this Paper we shall review the systematic approaches and applications of a theory which
investigates situations where Feynman path integrals of physical systems can be evaluated
exactly leading to a complete understanding of the quantum physics. These mathematical
formalisms are in large part motivated by the symmetries present in integrable systems and
topological quantum field theories which make these latter examples exactly solvable prob-
lems. Besides providing conceptual understandings of the solvability features of these special
classes of problems, this framework yields geometric approaches to evaluating the quantum
spectrum of generic quantum mechanical and quantum field theoretical partition functions.
The techniques that we shall present here in fact motivate an approach to studying generic
physical problems by relating their properties to those of integrable and topological field the-
ories. In doing so, we shall therefore also review some of the more modern quantum field
theoretical and mathematical ideas which have been at the forefront of theoretical physics
over the past two decades.
1.1 Path Integrals in Quantum Mechanics, Integrable Models and
Topological Field Theory
The idea of path integration was introduced by Feynman [46] in the 1940’s as a novel approach
to quantum theory. Symbolically, the fundamental path integral formula is
K(q′, q;T ) = ∑
Cqq′
eiTL[Cqq′ ] (1.1)
where the ‘sum’ is over all paths Cqq′ between the points q and q
′ on the configuration space
of a physical system, and L[Cqq′ ] is the length of the path. The quantity on the left-hand
side of (1.1) represents the probability amplitude for the system to evolve from a state with
configuration q to one with configuration q′ in a time span T . One of the great advantages
of the path integral formulation is that it gives a global (integral) solution of the quantum
problem in question, in contrast to the standard approach to quantum mechanics based on
the Schro¨dinger equation which gives a local (differential) formulation of the problem. Of
utmost significance at the time was Feynman’s generalization of the path integral to quantum
electrodynamics from which a systematic derivation of the famous Feynman rules, and hence
the basis of most perturbative calculations in quantum field theory, can be carried out [72].
The problem of quantum integrability, i.e. the possibility of solving analytically for the
spectrum of a quantum Hamiltonian and the corresponding energy eigenfunctions, is a non-
trivial problem. This is even apparent from the point of view of the path integral, which
describes the time evolution of wavefunctions. Relatively few quantum systems have been
solved exactly and even fewer have had an exactly solvable path integral. At the time that
the functional integration (1.1) was introduced, the only known examples where it could be
evaluated exactly were the harmonic oscillator and the free particle. The path integrals for
these 2 examples can be evaluated using the formal functional analog of the classical Gaussian
integration formula [169]
∫ ∞
−∞
n∏
k=1
dxk e
i
2
∑
i,j
xiMijx
j+i
∑
i
λix
i
=
(2π eiπ/2)
n
2 e
i
2
∑
i,j
λi(M−1)ijλj
√
detM
(1.2)
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where M = [Mij ] is a non-singular symmetric n × n matrix. In this way, the Feynman
propagator (1.1) can be evaluated formally for any field theory which is at most quadratic in
the field variables. If this is not the case, then one can expand the argument of the exponential
in (1.1), approximate it by a quadratic form as in (1.2), and then take the formula (1.2) as
an approximation for the integral. For a finite-dimensional integral this is the well-known
stationary phase (otherwise known as the saddle-point or steepest-descent) approximation
[61]. In the framework of path integration, it is usually referred to as the Wentzel-Kramers-
Brillouin (or WKB for short) approximation [97, 142]. Since the result (1.2) is determined
by substituting into the exponential integrand the global minimum (i.e. classical value) of
the quadratic form and multiplying it by a term involving the second variation of that form
(i.e. the fluctuation determinant), this approach to functional integration is also called the
semi-classical approximation. In this sense, (1.1) interprets quantum mechanics as a sum
over paths fluctuating about the classical trajectories (those with minimal length L[Cqq′ ]) of
a dynamical system. When the semi-classical approximation is exact, one can think of the
Gaussian integration formula (1.2) as a ‘localization’ of the complicated looking integral on
the left-hand side of (1.2) onto the global minimum of the quadratic form there.
For a long time, these were the only examples of exactly solvable path integrals. In 1968
Schulman [141] found that a path integral describing the precession of a spin vector was given
exactly by its WKB approximation. This was subsequently generalized by Dowker [38] who
proved the exactness of the semi-classical approximation for the path integral describing free
geodesic motion on compact group manifolds. It was not until the late 1970’s that more
general methods, beyond the restrictive range of the standard WKB method, were developed.
In these methods, the Feynman path integral is calculated rigorously in discretized form (i.e.
over piecewise-linear paths) by a careful regularization prescription [89], and then exploiting
information provided by functional analysis, the theory of special functions, and the theory
of differential equations (see [31] and references therein). With these tricks the list of exactly
solvable path integrals has significantly increased over the last 15 years, so that today one is
able to essentially evaluate analytically the path integral for any quantum mechanical problem
for which the Schro¨dinger equation can be solved exactly. We refer to [87] and [59] for an
overview of these methods and a complete classification of the known examples of exactly
solved quantum mechanical path integrals to present date.
The situation is somewhat better in quantum field theory, which represents the real func-
tional integrals of interest from a physical standpoint. There are many non-trivial examples
of classically integrable models (i.e. ones whose classical equations of motion are ‘exactly
solvable’), for example the sine-Gordon model, where the semi-classical approximation de-
scribes the exact spectrum of the quantum field theory [169]. Indeed, for any classically
integrable dynamical system one can canonically transform the phase space variables so that,
using Hamilton-Jacobi theory [55], the path integral can be formally manipulated to yield a
result which if taken naively would imply the exactness of the WKB approximation for any
classically integrable system [142]. This is not really the case, because the canonical transfor-
mations used in the phase space path integral do not respect the ordering prescription used for
the properly discretized path integral and consequently the integration measure is not invari-
ant under these transformations [30]. However, as these problems stem mainly from ordering
ambiguities in the discretization of the path integral, in quantum field theory these order-
ing ambiguities could be removed by a suitable renormalization, for instance by an operator
commutator ordering prescription. This has led to the conjecture that properly interpreted
results of semi-classical approximations in integrable field theories reproduce features of the
exact quantum spectrum [169]. One of the present motivations for us is to therefore develop
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a systematic way to implement realizations of this conjecture.
Another class of field theories where the path integral is exactly solvable in most cases is
supersymmetric theories and topological quantum field theories (see [22] for a concise review).
Topological field theories have lately been of much interest in both the mathematics and
physics literature. A field theory is topological if it has only global degrees of freedom. This
means, for example, that its classical equations of motion eliminate all propagating degrees
of freedom from the problem (so that the effective quantum action vanishes). In particular,
the theory cannot depend on any metric of the space on which the fields are defined. The
observables of these quantum field theories therefore describe geometrical and topological
invariants of the spacetime which are computable by the conventional techniques of quantum
field theory and are of prime interest in mathematics. Physically, topological quantum field
theories bear resemblances to many systems of longstanding physical interest and it is hoped
that this special class of field theories might serve to provide insight into the structure of
more complicated physical systems and a testing ground for new approaches to quantum field
theory. There is also a conjecture that topological quantum field theories represent different
(topological) phases of their more conventional counterparts (e.g. 4-dimensional Yang-Mills
theory). Furthermore, from a mathematical point of view, these field theories provide novel
representations of some global invariants whose properties are frequently transparent in the
path integral approach.
Topological field theory essentially traces back to the work of Schwarz [143] in 1978 who
showed that a particular topological invariant, the Ray-Singer analytic torsion, could be
represented as the partition function of a certain quantum field theory. The most important
historical work for us, however, is the observation made by Witten [160] in 1982 that the
supersymmetry algebra of supersymmetric quantum mechanics describes exactly the DeRham
complex of a manifold, where the supersymmetry charge is the exterior derivative. This gives
a framework for understanding Morse theory in terms of supersymmetric quantum mechanics
in which the quantum partition function computes exactly the Euler characteristic of the
configuration manifold, i.e. the index of the DeRham complex.
Witten’s partition function computed the so-called Witten index [161], the difference be-
tween the number of bosonic and fermionic zero energy states. In order for the supersymmetry
to be broken in the ground state of a supersymmetric model, the Witten index must vanish.
As supersymmetry, i.e. a boson-fermion symmetry, is not observed in nature, it is necessary to
have some criterion for dynamical supersymmetry breaking if supersymmetric theories are to
have any physical meaning. Witten’s construction was subsequently generalized by Alvarez-
Gaume´ [5], and Friedan and Windey [48], to give supersymmetric field theory proofs of the
Atiyah-Singer index theorem [41]. In this way, the partition function is reduced to an integral
over the configuration manifold M. This occurs because the supersymmetry of the action
causes only zero modes of the fields, i.e. points on M, to contribute to the path integral,
and the integrals over the remaining fluctuation modes are Gaussian. The resulting integral
encodes topological information about the manifold M and represents a huge reduction of
the original infinite-dimensional path integration.
This field began to draw more attention around 1988 when Witten introduced topological
field theories in a more general setting [163] (see also [164]). A particular supersymmetric non-
abelian gauge theory was shown by Witten to describe a theory with only global degrees of
freedom whose observables are the Donaldson invariants, certain differential invariants which
are used for the study of differentiable structures on 4-manifolds. Subsequent work then put
these ideas into a general framework so that today the formal field theoretic structures of
Witten’s actions are well-understood [22]. Furthermore, because of their topological nature,
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these field theories have become the focal point for the description of topological effects
in quantum systems using quantum field theory, for instance for the description of holonomy
effects in physical systems arising from the adiabatic transports of particles [147] and extended
objects such as strings [18] (i.e. Aharonov-Bohm type effects). In this way the functional
integral has in recent years become a very popular tool lying on the interface between string
theory, conformal field theory and topological quantum field theory in physics, and between
topology and algebraic geometry in mathematics. Because of the consistent reliability of
results that path integrals of these theories can produce when handled with care, functional
integration has even acquired a certain degree of respectability among mathematicians.
1.2 Equivariant Localization Theory
The common feature of topological field theories is that their path integrals are described
exactly by the semi-classical approximation. It would be nice to put semi-classically exact
features of functional integrals, as well as the features which reduce them to integrals over
finite-dimensional manifolds as described above, into some sort of general framework. More
generally, we would like to have certain criteria available for when we expect partition func-
tions of quantum theories to reduce to such simple expressions, or ‘localize’. This motivates
an approach to quantum integrability in which one can systematically study the properties of
integrable field theories and their conjectured semi-classical “exactness” that we mentioned
before. In this approach we focus on the general features and properties that path integrals
appearing in this context have in common. Foremost among these is the existence of a large
number of (super-)symmetries in the underlying dynamical theory, so that these functional
integrals reduce to Gaussian ones and essentially represent finite-dimensional integrals1. The
transition between the functional and finite-dimensional integrals can then be regarded as
a rather drastic localization of the original infinite-dimensional integral, thereby putting it
into a form that is useable for extracting physical and mathematical information. The math-
ematical framework for describing these symmetries, which turn out to be of a topological
nature, is equivariant cohomology and the approach discussed in this paragraph is usually
called ‘equivariant localization theory’. This approach introduces an equivariant cohomolog-
ical framework as a tool for developing geometric techniques for manipulating path integrals
and examining their localization properties.
Historically, this subject originated in the mathematics literature in 1982 with the Duistermaat-
Heckman theorem [39], which established the exactness of the semi-classical approximation
for finite-dimensional oscillatory integrals (i.e. finite-dimensional versions of (1.1)) over com-
pact symplectic manifolds in certain instances. The Duistermaat-Heckman theorem applies
to classical systems whose trajectories all have a common period, so that the symmetry re-
sponsible for the localization here is the existence of a global Hamiltonian torus action on
the manifold. Atiyah and Bott [9] showed that the Duistermaat-Heckman localization was a
special case of a more general localization property of equivariant cohomology (with respect to
the torus group action in the case of the Duistermaat-Heckman theorem). This fact was used
by Berline and Vergne [19, 20] at around the same time to derive a quite general integration
formula valid for Killing vectors on general compact Riemannian manifolds.
1The exact solvability features of path integrals in this context is similar to the solvability features of
the Schro¨dinger equation in quantum mechanics when there is a large symmetry group of the problem. For
instance, the O(4) symmetry of the 3-dimensional Coulomb problem is what makes the hydrogen atom an
exactly solvable quantum system [97].
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The first infinite-dimensional generalization of the Duistermaat-Heckman theorem is due
to Atiyah and Witten [8], in the setting of a supersymmetric path integral for the index (i.e.
the dimension of the space of zero modes) of a Dirac operator. They showed that a formal
application of the Duistermaat-Heckman theorem on the loop space LM of a manifoldM to
the partition function of N = 1
2
supersymmetric quantum mechanics (i.e. a supersymmetric
spinning particle in a gravitational background) reproduced the well-known Atiyah-Singer
index theorem correctly. The crucial idea was the interpretation of the fermion bilinear
in the supersymmetric action as a loop space symplectic 2-form. This approach was then
generalized by Bismut [23, 24], within a mathematically rigorous framework, to twisted Dirac
operators (i.e. the path integral for spinning particles in gauge field backgrounds), and to the
computation of the Lefschetz number of a Killing vector field V (a measure of the number
of zeroes of V ) acting on the manifold. Another nice infinite-dimensional generalization
of the Duistermaat-Heckman theorem was suggested by Picken [134] who formally applied
the theorem to the space of loops over a group manifold to localize the path integral for
geodesic motion on the group, thus establishing the well-known semi-classical properties of
these systems.
It was the beautiful paper by Stone [151] in 1989 that brought the Duistermaat-Heckman
theorem to the attention of a wider physics audience. Stone presented a supersymmetric
derivation of the Weyl character formula for SU(2) using the path integral for spin and in-
terpreted the result as a Duistermaat-Heckman localization. This supersymmetric derivation
was extended by Alvarez, Singer and Windey [4] to more general Lie groups using fiber bundle
theory, and the supersymmetries in both of these approaches are very closely related to equiv-
ariant cohomology. At around this time, other important papers concerning the quantization
of spin appeared. Most notably, Nielsen and Rohrlich [113] (see also [50]) viewed the path
integral for spin from a more geometrical point of view, using as action functional the solid
angle swept out by the closed orbit of the spin. This approach was related more closely to
geometric quantization and group representation theory by Alekseev, Faddeev and Shatashvili
[2, 3], who calculated the coadjoint orbit path integral for unitary and orthogonal groups, and
also for cotangent bundles of compact groups, Kac-Moody groups and the Virasoro group.
The common feature is always that the path integrals are given exactly by a semi-classical
localization formula that resembles the Duistermaat-Heckman formula.
The connections between supersymmetry and equivariant cohomology in the quantum me-
chanics of spin were clarified by Blau in [26], who related the Weinstein action invariant [159]
to Chern-Simons gauge theory using the Duistermaat-Heckman integration formula. Based on
this interpretation, Blau, Keski-Vakkuri and Niemi [30] introduced a general supersymmetric
(or equivariant cohomological) framework for investigating Duistermaat-Heckman (or WKB)
localization formulas for generic (non-supersymmetric) phase space path integrals, leading to
the fair amount of activity in this field which is today the foundation of equivariant local-
ization theory. They showed formally that the partition function for the quantum mechanics
of circle actions of isometries on symplectic manifolds localizes. Their method of proof in-
volves formal techniques of Becchi-Rouet-Stora-Tyupin (or BRST for short) quantization of
constrained systems [16]. BRST-cohomology is the fundamental structure in topological field
theories, and such BRST supersymmetries are always the symmetries that are responsible for
localization in these models.
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1.3 Outline
In this Review we shall primarily explore the geometric features of the localization formalism
for phase space path integrals. In particular, we shall focus on how these models can be
used to extract information about integrable and topological quantum field theories. In this
sense, the path integrals we study for the most part can be thought of as “toy models”
serving as a testing ground for ideas in some more sophisticated field theories. The main
idea behind this reasoning is that the localization in topological field theories is determined
by their kinematical properties. The path integrals we shall focus on allow us to study
their kinematical (i.e. geometrical and topological) aspects in isolation from their dynamical
properties. These models are typically dynamically linear (i.e. free field theories) in some sense
and the entire non-triviality of their path integrals lie in the large kinematical non-linearity
that these theories possess. The appropriate relationship between topological field theories
and more conventional, physical interacting quantum field theories (which are kinematically
linear but dynamically highly non-linear) would then, in principle at least, allow one to
incorporate the approaches and techniques which follow to generic physical models. Indeed,
one of the central themes in what follows will be the interplay between physical, integrable
and topological field theories, and we shall see that the equivariant localization formalism
implies connections between these 3 classes of models and thus a sort of unified description
of functional integration which provides alternative approximation techniques to the usual
perturbative expansion in quantum field theory.
We shall therefore approach the localization formalism for path integrals in the follow-
ing manner. Focusing on the idea of localizing a quantum partition function by reducing it
using the large symmetry of the dynamical system to a sum or finite-dimensional integral
in analogy with the classical Gaussian integration formula (1.2), we shall first analyse the
symmetries responsible for the localization of finite-dimensional integrals (where the symme-
try of the dynamics is represented by an equivariant cohomology). The main focus of this
Review will then be the formal generalizations of these ideas to phase space path integrals,
where the symmetry becomes a “hidden” supersymmetry of the dynamics representing the
infinite-dimensional analog of equivariant cohomology. The subsequent generalization will be
then the extension of these notions to both Poincare´ supersymmetric quantum field theories
(where the symmetry is represented by the supersymmetry of that model) and topological
quantum field theories (where the symmetry is represented by a gauge symmetry). The hope
is that these serve as testing grounds for the more sophisticated quantum field theories of real
physical interest, such as quantum chromodynamics (QCD). This gives a geometric frame-
work for studying quantum integrability, as well as insights into the structure of topological
and supersymmetric field theories, and integrable models. In particular, from this analysis
we can hope to uncover systematically the reasons why some quantum problems are exactly
solvable, and the reasons why others aren’t.
Briefly, the structure of this Review is as follows. In Section 2 we go through the main
mathematical background for localization theory, i.e. equivariant cohomology, with reviews of
some other mathematical ideas that will be important for later Sections as well. In Section 3
we present the Duistermaat-Heckman theorem and its generalizations and discuss the connec-
tions they imply between equivariant cohomology and the notion of classical integrability of
a dynamical system. Section 4 then goes through the formal supersymmetry and loop space
equivariant cohomology arguments establishing the localization of phase space path integrals
when there is a Riemannian structure on the phase space which is invariant under the clas-
sical dynamics of the system. Depending on the choice of localization scheme, different sets
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of phase space trajectories are lifted to a preferred status in the integral. Then all contri-
butions to the functional integral come from these preferred paths along with a term taking
into account the quantum fluctuations about these selected loops. Sections 5 and 6 contain
the main physical and mathematical applications of equivariant localization. There we use
the fundamental isometry condition to construct numerous examples of localizable path in-
tegrals. In each case we evaluate and discuss the localization formulas from both physical
and mathematical standpoints. Here we shall encounter numerous examples and gain much
insight into the range of applicability of the localization formalism in general. We will also
see here many interesting features of the localizable partition functions when interpreted as
topological field theories, and we discuss in detail various other issues (e.g. coherent state
quantization and coadjoint orbit character formulas) which are common to all the localizable
examples that we find within this setting and which have been of interest in the more modern
approaches to the quantization of dynamical systems. Section 7 then takes a slightly different
approach to analysing localizable systems, this time by some geometric constructs of the full
loop-expansion on the phase space. Here we shall discuss how the standard localization sym-
metries could be extended to more general ones, and we shall also show how the localization
ideas could be applied to the formulation of a geometric approach to obtaining corrections
to the standard WKB approximation for non-localizable partition functions. The analysis
of this Section is a first step towards a systematic, geometric understanding of the reasons
why the localization formulas may not apply to a given dynamical system. In Section 8 we
turn our attention to field theoretical applications of equivariant localization and discuss the
relationships that are implied between topological field theories, physical quantum field the-
ories, and the localization formalism for dynamical systems. For completeness, 2 Appendices
at the end of the paper are devoted to an overview of some ideas in the BRST quantization
formalism and some more mathematical ideas of equivariant cohomology, all of which play an
important role in the development of the ideas in the main body of this Review.
We close this introductory Section with some comments about the style of this Review.
Although we have attempted to keep things self-contained and at places where topics aren’t
developed in full detail we have included ample references for further reading, we do assume
that the reader has a relatively solid background in many of the mathematical techniques of
modern theoretical physics such as topology, differential geometry and group theory. All of
the group theory that is used extensively in this Review can be found in [157] (or see [53] for
a more elementary introduction), while most of the material discussing differential geometry,
homology and cohomology, and index theorems can be found in the books [58, 32, 107] and
the review articles [22, 41]. For a more detailed introduction to algebraic topology, see [94].
The basic reference for quantum field theory is the classic text [72]. Finally, for a discussion
of the issues in supersymmetry theory and BRST quantization, see [16, 22, 66, 114, 150] and
references therein.
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2 Mathematical Preliminaries: Equivariant Cohomol-
ogy and the Localization Principle
2.1 Example: The Height Function of the Sphere
To help motivate some of the abstract and technical formalism which follows, we start by
considering the evaluation of a rather simple integral. Consider the 2-sphere S2 of unit radius
viewed in Euclidean 3-space IR3 as a sphere standing on end on the xy-plane and centered
at z = a symmetrically about the z-axis. We introduce the usual spherical polar coordinates
x = sin θ cos φ, y = sin θ sin φ and z = a− cos θ for the embedding of the sphere in 3-space as
S2 = {(x, y, z) ∈ IR3 : x2 + y2 + (z − a)2 = 1}, where 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π. The height
of the sphere off of the xy-plane is given by the height function z in IR3 restricted to S2,
h0(θ, φ) = a− cos θ (2.1)
We want to evaluate the oscillatory integral
Z0(T ) =
∫ π
0
∫ 2π
0
dθ dφ sin θ eiTh0(θ,φ) (2.2)
which represents a ‘toy’ version of (1.1). The integration measure in (2.2) is the standard
volume form on S2, i.e. that which is obtained by restriction of the measure dx dy dz of IR3
to the sphere, and T is some real-valued parameter. It is straightforward to carry out the
integration in (2.2) to get
Z0(T ) = 2π
∫ +1
−1
d cos θ eiT (a−cos θ)
=
2πi
T
(
e−iT (1+a) − eiT (1−a)
)
=
4π
T
e−iTa sinT
(2.3)
Although this integral is simple to evaluate explicitly, it illustrates 2 important features
that will be the common theme throughout our discussion. The first characteristic is the
second equality in (2.3). This shows that Z0(T ) can be expressed as a sum of 2 terms which
correspond, respectively, to the 2 extrema of the height function (2.1) – one from the north
pole θ = π, which is the maximum of (2.1), and the other from the south pole θ = 0, which
is its minimum. The relative minus sign between these 2 terms arises from the fact that the
signature of the Hessian matrix of h0 at its maximum is negative while that at its minimum
is positive, i.e. the maximum of h0 is unstable in the 2 directions along the sphere, each of
which, heuristically, constributes a factor of i to the sum in (2.3). Finally, the factor 2πi/T
can be understood as the contribution from the 1-loop determinant when (2.1) is expanded
to quadratic order in (θ, φ) and the standard WKB approximation to the integral is used. In
other words, (2.3) coincides exactly with the Gaussian integral formula (1.2), except that it
sums over both the minimum and maximum of the argument of the exponential in (2.2).
The second noteworthy feature here is that there is a symmetry responsible for the simple
evaluation of (2.2). This symmetry is associated with the interplay between the globally-
defined (i.e. single-valued) integration measure and the integrand function (2.1) (see the first
equality in (2.3)). Both the height function (2.1) and the integration measure in (2.2) are
independent of the polar coordinate φ of S2. This is what led to the simple evaluation of
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(2.2), and it means, in particular, that the quantities integrated in (2.2) are invariant under the
translations φ→ φ+φ0, φ0 ∈ [0, 2π), which correspond to rigid rotations of the sphere about
the z-axis. These translations generate the circle group S1 ∼ U(1). The existence of a group
acting on S2 which serves as a mechanism for the ‘localization’ of Z0(T ) onto the stationary
points of h0 gives us hope that we could understand this feature by exploiting non-trivial
global features of the quotient space S2/S1 within a mathematically rigorous framework.
Our hopes are immediately dashed because the 2-sphere with its points identified under this
(continuous) circular symmetry globally has the same properties as the mathematically trivial
interval [0, 1] (the space where θ/π lives), i.e.
S2/U(1) ≃ [0, 1] (2.4)
We shall see that the reason we cannot examine this space in this way is because the circle
action above leaves fixed the north pole, at θ = π, and the south pole, at θ = 0, of the sphere.
The fixed points in this case are at the 2 extrema of the height function h0. The correct
mathematical framework that we should use to describe this situation should take into proper
account of this group action on the space – this is ‘equivariant cohomology’.
Equivariant cohomology has over the past few years become an increasingly popular tool
in theoretical physics, primarily in studies of topological models such as topological gauge
theories, topological string theory, and topological gravity. This theory, and its connection
with the ideas of this Subsection, will be the topic of this Section. Beginning with a quick
review of the DeRham theory, which has for quite a while now been at the forefront of many
of the developments of modern theoretical physics (see [41] for a comprehensive review), we
shall then develop the framework which describes the topology of a space when there is an
action of some Lie group on it. This is reminiscent of how one changes ordinary derivatives
to gauge-covariant ones in a gauge field theory to properly incorporate local gauge invariance
of the model. We shall ultimately end up discussing the important localization property of
integration in equivariant cohomology, and we will see later on that the localization theorems
are then fairly immediate consequences of this general formalism.
We close this Subsection with a comment about the above example. Although it may
seem to serve merely as a toy model for some ideas that we wish to pursue, we shall see that
this example can be considered as the classical partition function of a spin system (i.e. a
classical rotor). A quantum mechanical generalization of it will therefore be associated with
the quantization of spin. If we think of the sphere as the Lie group quotient space SU(2)/U(1),
then, as we shall discuss extensively later on, this example has a nice generalization to the
so-called ‘homogeneous’ spaces of the form G/T , where G is a Lie group and T is a maximal
torus of G. These sets of examples, known as ‘coadjoint orbits’, will frequently occur as
non-trivial verifications of the localization formalisms.
2.2 A Brief Review of DeRham Cohomology
To introduce some notation and to provide a basis for some of the more abstract concepts
that will be used throughout this Review, we begin with an elementary ‘lightning’ review of
DeRham cohomology theory and how it probes the topological features of a space. Throughout
we shall be working on an abstract topological space (i.e. a set with a collection of open subsets
which is closed under unions and finite intersections), and we always regard 2 topological
spaces as the same if there is an invertible mapping between the 2 spaces which preserves
their open sets, i.e. a bi-continuous function or ‘homeomorphism’. To carry out calculus on
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these spaces, we have to introduce a smooth structure on them (i.e. one that is infinitely-
continuously differentiable – or C∞ for short) which is done in the usual way by turning to
the notion of a differentiable manifold.
Let M be a C∞ manifold of dimension n, i.e. M is a paracompact Hausdorff topological
space which can be covered by open sets Ui,M = ⋃i Ui, each of which is homeomorphic to n-
dimensional Euclidean space IRn and the local homeomorphisms so used induce C∞ coordinate
transformations on the overlaps of patches in IRn. This means that locally, in a neighbourhood
of any point onM, we can treat the manifold as a copy of the more familiar IRn, but globally
the spaceM may be very different from Euclidean space. One way to characterize the global
properties of M, i.e. its topology, which make it quite different from IRn is through the
theory of homology and its dual theory, cohomology. Of particular importance to us will be
the DeRham theory [32]. We shall always assume that M is orientable and path-connected
(i.e. any 2 points inM can be joined by a continuous path in M). We shall usually assume,
unless otherwise stated, thatM is compact. In the non-compact case, we shall assume certain
regularity conditions at infinity so that results for the compact case hold there as well.
Around each point of the manifold we choose an open set U which is a copy of IRn. In IRn
we have the natural notion of tangent vectors to a point, and so we can use the locally defined
homeomorphisms to define tangent vectors to a point x ∈M. Using the local coordinatization
provided by the homeomorphism onto IRn, a general linear combination of tangent vectors is
denoted as
V = V µ(x)
∂
∂xµ
(2.5)
where throughout we use the Einstein summation convention for repeated upper and lower
indices. A linear combination such as (2.5) will be refered to here as a vector field. Its
components V µ(x) are C∞ functions on M and are specified by the introduction of local
coordinates from IRn. Acting on a smooth function f(x), the quantity V (f) ≡ V µ∂µf is
the directional derivative of f in the direction of the vector components {V µ}. The local
derivatives { ∂
∂xµ
}nµ=1 span an n-dimensional vector space over IR which is called the tangent
space to M at x and it is denoted by TxM. The disjoint union of all tangent spaces of the
manifold,
TM = ⊔
x∈M
TxM (2.6)
is called the tangent bundle of M.
Any vector space W has a dual vector space W ∗ which is the space of linear functionals
HomIR(W, IR) on W → IR. The dual of the tangent space TxM is called the cotangent space
T ∗xM and its basis elements dxµ are defined by
dxµ
(
∂
∂xν
)
= δµν (2.7)
The disjoint union of all the cotangent spaces of M,
T ∗M = ⊔
x∈M
T ∗xM (2.8)
is called the cotangent bundle of M.
The space (T ∗xM)⊗k is the space of n-multilinear functionals on TxM×· · ·× TxM whose
elements are the linear combinations
T = Tµ1···µk(x)dx
µ1 ⊗ · · · ⊗ dxµk (2.9)
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The object (2.9) is called a rank-(k, 0) tensor and its components are C∞ functions of x ∈M.
Similarly, the associated dual space (TxM)⊗ℓ consists of the linear combinations
T˜ = T˜ µ1···µℓ(x)
∂
∂xµ1
⊗ · · · ⊗ ∂
∂xµℓ
(2.10)
which are called (0, ℓ) tensors. The elements of (T ∗xM)⊗k ⊗ (TxM)⊗ℓ are called (k, ℓ) tensors
and one can define tensor bundles analogously to the tangent and cotangent bundles above.
Under a local C∞ change of coordinates onM represented by the diffeomorphism x→ x′(x),
(2.9) and (2.10) along with the usual chain rules
∂
∂xµ
=
∂x′λ
∂xµ
∂
∂x′λ
, dxµ =
∂xµ
∂x′λ
dx′λ (2.11)
imply that the components of a generic rank (k, ℓ) tensor field T µ1···µℓν1···νk (x) transform as
T ′λ1···λℓρ1···ρk (x
′) =
∂x′λ1
∂xµ1
· · · ∂x
′λℓ
∂xµℓ
∂xν1
∂x′ρ1
· · · ∂x
νk
∂x′ρk
T µ1···µℓν1···νk (x) (2.12)
Such local coordinate transformations can be thought of as changes of bases (2.11) on the
tangent and cotangent spaces.
We are now ready to define the DeRham complex of a manifold M. Given the tensor
product of copies of the cotangent bundle as above, we define a multi-linear anti-symmetric
multiplication of elements of the cotangent bundle, called the exterior or wedge product, by
dxµ1 ∧ · · · ∧ dxµk = ∑
P∈Sk
sgn(P )dxµP (1) ⊗ · · · ⊗ dxµP (k) (2.13)
where the sum is over all permutations P of 1, . . . , k and sgn(P ) is the sign of P , defined as
(−1)t(P ) where t(P ) is the number of transpositions in P . For example, for 2 cotangent basis
vector elements
dx ∧ dy = dx⊗ dy − dy ⊗ dx (2.14)
The space of all linear combinations of the basis elements (2.13),
α =
1
k!
αµ1···µk(x)dx
µ1 ∧ · · · ∧ dxµk (2.15)
is the antisymmetrization A(T ∗xM)⊗k of the k-th tensor power of the cotangent bundle. The
disjoint union, over all x ∈ M, of these vector spaces is called the k-th exterior power ΛkM
ofM. Its elements (2.15) are called differential k-forms whose components are C∞ functions
on M which are completely antisymmetric in their indices µ1, . . . , µk. Notice that by the
antisymmetry of the exterior product, if M is n-dimensional, then ΛkM = 0 for all k > n.
Furthermore, Λ0M = C∞(M), the space of smooth functions onM→ IR, and Λ1M = T ∗M
is the cotangent bundle of M.
The exterior product of a p-form α and a q-form β is the (p+ q)-form α ∧ β = 1
(p+q)!
(α ∧
β)µ1···µp+q(x)dx
µ1 ∧ · · · ∧ dxµp+q with local components
(α ∧ β)µ1···µp+q(x) =
∑
P∈Sp+q
sgn(P )αµP (1)···µP (p)(x)βµP (p+1)···µP (p+q)(x) (2.16)
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The exterior product of differential forms makes the direct sum of the exterior powers
ΛM =
n⊕
k=0
ΛkM (2.17)
into a graded-commutative algebra called the exterior algebra of M. In ΛM, the exterior
product of a p-form α and a q-form β obeys the graded-commutativity property
α ∧ β = (−1)pqβ ∧ α , α ∈ ΛpM, β ∈ ΛqM (2.18)
On the exterior algebra (2.17), we define a linear operator
d : ΛkM→ Λk+1M (2.19)
on k-forms (2.15) by
(dα)µ1···µk+1(x) =
∑
P∈Sk+1
sgn(P )∂µP (1)αµP (2)···µP (k+1)(x) (2.20)
and dα = 1
(k+1)!
(dα)µ1···µk+1(x)dx
µ1 ∧ · · · ∧ dxµk+1 . The operator d is called the exterior
derivative and it generalizes the notion of the differential of a function
df =
∂f(x)
∂xµ
dxµ , f ∈ Λ0M = C∞(M) (2.21)
to generic differential forms. It is a graded derivation, i.e. it satisfies the graded Leibniz
property
d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ , α ∈ ΛpM, β ∈ ΛqM (2.22)
and it is nilpotent,
d2 = 0 (2.23)
which follows from the commutativity of multiple partial derivatives of C∞ functions. Thus
the exterior derivative allows one to generalize the common notion of vector calculus to more
general spaces other than IRn. The collection of vector spaces {ΛkM}nk=0 and nilpotent
derivations d form what is called the DeRham complex Λ∗(M) of the manifold M.
There are 2 important subspaces of the exterior algebra (2.17) as far as the map d is
concerned. One is the kernel of d,
ker d = {α ∈ ΛM : dα = 0} (2.24)
whose elements are called closed forms, and the other is the image of d,
im d = {β ∈ ΛM : β = dα for some α ∈ ΛM} (2.25)
whose elements are called exact forms. Since d is nilpotent, we have im d ⊂ ker d. Thus we
can consider the quotient of the kernel of d by its image. The vector space of closed k-forms
modulo exact k-forms is called the k-th DeRham cohomology group (or vector space) of M,
Hk(M; IR) = ker d|ΛkM/im d|Λk−1M (2.26)
The elements of the vector space (2.26) are the equivalence classes of differential k-forms
where 2 differential forms are equivalent if and only if they differ only by an exact form, i.e. if
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the closed form α ∈ ΛkM is a representative of the cohomology class [α] ∈ Hk(M; IR), then
so is the closed form α+ dβ for any differential form β ∈ Λk−1M.
One important theorem in the context of DeRham cohomology is Poincare´’s lemma. This
states that if dω = 0 in a star-shaped region S of the manifoldM (i.e. one in which the affine
line segment joining any 2 points in S lies in S), then one can write ω = dθ in that region for
some other differential form θ. Thus each representative of a DeRham cohomology class can
be locally written as an exact form, but globally there may be an obstruction to extending
the form θ over the entire manifold in a smooth way depending on whether or not [ω] 6= 0 in
the DeRham cohomology group.
The DeRham cohomology groups are related to the topology of the manifoldM as follows.
Consider the following q-dimensional subspace of IRq+1,
∆q =
{
(x0, x1, . . . , xq) ∈ IRq+1 : xi ≥ 0,
q∑
i=0
xi = 1
}
(2.27)
which is called the standard q-simplex. Geometrically, ∆q is the convex hull generated by the
vertices placed at unit distance along the axes of IRq+1. We define the geometric boundary of
the standard q-simplex as
∂∆q =
q∑
i=0
(−1)i∆ˆq(i) (2.28)
where ∆ˆq(i) is the (q − 1)-simplex generated by all the vertices of ∆q except the i-th one, and
the sum on the right-hand side is the formal algebraic sum of simplices (where a minus sign
signifies a change of orientation). A singular q-simplex of the manifold M is defined to be a
continuous map σ : ∆q →M. A formal algebraic sum of q-simplices with integer coefficients
is called a q-chain, and the collection of all q-chains in a manifold M is called the q-th chain
group Cq(M) ofM. It defines an abelian group under the formal addition. The boundary of
a q-chain is the (q − 1)-chain
∂σ =
q∑
i=0
(−1)iσ
∣∣∣
∆ˆq
(i)
(2.29)
which is easily verified to give a nilpotent homomorphism
∂ : Cq(M)→ Cq−1(M) (2.30)
of abelian groups. The collection of abelian groups {Cq(M)}q∈ZZ+ and nilpotent homomor-
phisms ∂ form the singular chain complex C∗(M) of the manifold M.
Nilpotency of the boundary map (2.30) means that every q-chain in the image of ∂|Cq+1 ,
the elements of which are called the q-boundaries of M, lies as well in the kernel of ∂|Cq ,
whose elements are called the q-cycles of M. The abelian group defined as the quotient of
the group of all q-cycles modulo the group of all q-boundaries is called the q-th (singular)
homology group of M,
Hq(M; ZZ) = ker ∂|Cq/im ∂|Cq+1 (2.31)
These groups are homotopy invariants of the manifold M (i.e. invariant under continuous
deformations of the space), and in particular they are topological invariants and diffeomor-
phism invariants (i.e. invariant under C∞ invertible bi-continuous mappings of M). As
such, they are invariant under local deformations of the space and depend only on the global
characteristics of M. Intuitively, they measure whether or not a manifold has ‘holes’ in it
or not. If Hq(M; ZZ) = 0, then every q-cycle (intuitively a closed q-dimensional curve or
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surface) encloses a q + 1-dimensional chain and M has no ‘q-holes’. For instance, if M is
simply-connected (i.e. every loop inM can be contracted to a point) then H1(M; ZZ) = 0. A
star-shaped region, such as a simplex, is simply-connected.
Given the abelian groups (2.31), we can form their duals using the universal coefficient
theorem
Hq(M; ZZ) ≃ HomZZ (Hq(M; ZZ),ZZ)⊕ ExtZZ(Hq−1(M; ZZ),ZZ) (2.32)
which is called the q-th singular cohomology group of M with integer coefficients. Here
HomZZ(Hq(M; ZZ),ZZ) = Hq(M; ZZ)∗ is the free part of the cohomology group, and ExtZZ is
the torsion subgroup of Hq(M; ZZ). The DeRham theorem then states that the DeRham
cohomology groups are naturally isomorphic to the singular cohomology groups with real
coefficients,
Hq(M; IR) = Hq(M; ZZ)⊗ IR = Hq(M; IR)∗ (2.33)
where the tensor product with the reals means that Hq is considered as an abelian group
with real instead of integer coefficients, i.e. a vector space over IR (this eliminates the torsion
subgroup in (2.32)).
The crux of the proof of DeRham’s theorem is Stokes’ theorem,
∫
c
dω =
∮
∂c
ω , ω ∈ ΛqM , c ∈ Cq+1(M) (2.34)
which relates the integral of an exact (q + 1)-form over a smooth (q + 1)-chain c in M
to an integral over the closed q-dimensional boundary ∂c of c. The map (ω, c) → ∫c ω on
Hq(M; IR) ⊗ Hq(M; IR) → IR defines a natural duality pairing between Hq(M; IR) and
Hq(M; IR) and is the basis of the DeRham isomorphism. In particular, (2.34) generalizes
to the global version of Stokes’ theorem,
∫
M
dω =
∮
∂M
ω , ω ∈ Λn−1M (2.35)
which relates the integral of an exact form over M to an integral over the closed (n − 1)-
dimensional boundary ∂M ofM. Here integration over a manifold is defined by partitioning
the manifold up into open sets homeomorphic to IRn, integrating a top form (i.e. a differential
form of highest degree n on M) locally over IRn as usual2, and then summing up all of these
contributions. In this way, we see how the DeRham cohomology of a manifold measures its
topological (or global) features in an analytic way suited for the differential calculus of C∞
manifolds. We refer to [94] and [32] for a more complete and leisurely introduction to this
subject.
2.3 The Cartan Model of Equivariant Cohomology
We shall now generalize the constructions of the last Subsection to the case where there is
a Lie group (i.e. a continuous group with a smooth structure whose group multiplication is
also smooth) acting on the space. Then the construction of topological invariants for these
spaces (i.e. structures that are the same for homeomorphic spaces) will be the foundation for
the derivation of general integration formulas in the subsequent Sections.
2The integral over M of a p-form with p < dimM is always understood here to be zero.
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Many situations in theoretical physics involve not only a differentiable manifold M, but
also the action of some Lie group G acting on M, which we denote symbolically by
G×M→M
(g, x)→ g · x
(2.36)
By a group action we mean that g · x = x, ∀x ∈ M if g is the identity element of G, and the
group action represents the multiplication law of the group, i.e. g1 ·(g2 ·x) = (g1g2)·x, ∀g1, g2 ∈
G. We shall throughout assume that G is connected and that its action on M is smooth,
i.e. for fixed g ∈ G, the function x → g · x is a diffeomorphism of M. Usually G is taken
to be the symmetry group of the given physical problem. The common (infinite-dimensional)
example in topological field theory is where M is the space of gauge connections of a gauge
theory and G is the group of gauge transformations. The spaceM modulo this group action
is then the moduli space of gauge orbits. Another example is in string theory where M
is the space of metrics on a Riemann surface (a connected orientable 2-manifold) and G is
the semi-direct product of the Weyl and diffeomorphism groups of that 2-surface. Then M
modulo this group action is the moduli space of the Riemann surface. In such instances we
are interested in knowing the cohomology of the manifold M given this action of the group
G. This cohomology is known as the G-equivariant cohomology of M. Given the G-action
onM, the space of orbitsM/G is the set of equivalence classes where x and x′ are equivalent
if and only if x′ = g · x for some g ∈ G (the topology of M/G is the induced topology from
M). If the G-action on M is free, i.e. g · x = x if and only if g is the identity element
of G, ∀x ∈ M, then the space of orbits M/G is also a differentiable manifold of dimension
dimM− dimG and the G-equivariant cohomology is defined simply as the cohomology of
the coset space M/G,
HkG(M) = Hk(M/G) (2.37)
However, if the group action is not free and has fixed points on M, the space M/G can
become singular. The dimension of the orbit G · x = {g · x : g ∈ G} of a point x ∈ M is
dimG−dimGx, where Gx = {g ∈ G : g·x = x} is the isotropy subgroup of x. Consequently, in
a neighbourhood of a fixed point x, the dimension dimM−dimG·x ofM/G can be larger than
the dimension dimM− dimG of other fixed-point free coordinate neighbourhoods (because
then the isotropy subgroup Gx of that fixed point x is non-trivial), and there is no smooth
notion of dimensionality for the coset M/G. A singular quotient space M/G is called an
orbifold. In such instances, one cannot define the equivariant cohomology of M in a smooth
way using (2.37) and more elaborate methods are needed to define this cohomology. This is
the “right” cohomology theory that properly accounts for the group action and it is always
defined in a manner such that if the group action is trivial, the cohomology reduces to the
usual cohomological ideas of the classical DeRham theory.
There are many approaches to defining the equivariant cohomology of M, but there is
only one that will be used extensively in this Review. This is the Cartan model of equivariant
cohomology and it is defined in a manner similar to the analytic DeRham cohomology which
was reviewed in the last Subsection. However, the other models of equivariant cohomology
are equally as important – the Weil algebra formulation relates the algebraic models to the
topological definition of equivariant cohomology using universal bundles of Lie groups [9, 33,
78, 95], while the BRST model relates the Cartan and Weil models and moreover is the basis
for the superspace formulation of topological Yang-Mills theory in 4-dimensions and other
cohomological field theories [34, 78, 125]. These other models are outlined in Appendix B.
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We begin by generalizing the notion of a differential form to the case where there is a
group action on M as above. We say that a map f : M1 →M2 between 2 manifolds with
G-actions on them is equivariant with respect to the group action if
f(g · x) = g · f(x) ∀x ∈M1 , ∀g ∈ G (2.38)
We want to extend this notion of equivariance to differential forms. Consider the symmetric
polynomial functions from the Lie algebra g of G ≡ exp(g) into the exterior algebra ΛM
of the manifold M. These maps form the algebra S(g∗) ⊗ ΛM, where S(g∗) is called the
symmetric algebra over the dual vector space g∗ of g and it corresponds to the algebra of
polynomial functions on g. The action of g ∈ G on an element α ∈ S(g∗)⊗ ΛM is given by
(g · α)(X) = g ·
(
α(g−1Xg)
)
(2.39)
where X ∈ g. Here we have used the natural coadjoint action of G on g∗ and the induced
G-action on ΛM from that on M as dictated by the tensor transformation law (2.12) with
x′(x) = g · x. From this it follows immediately that the equivariance condition (2.38) is
satisfied for the polynomial maps α : g→ ΛM in the G-invariant subalgebra
ΛGM = (S(g∗)⊗ ΛM)G (2.40)
where the superscript G denotes the (infinitesimal) G-invariant part. The elements of (2.40)
are called equivariant differential forms [19, 21].
Elements of G are represented in terms of elements of the Lie algebra g through the
exponential map,
g = ec
aXa (2.41)
where ca are constants and Xa are the generators of g obeying the Lie bracket algebra
[
Xa, Xb
]
= fabcXc (2.42)
with fabc the antisymmetric structure constants of g. Here and in the following we shall
assume an implicit sum over the Lie algebraic indices a, b, c, . . .. The space where the ca’s in
(2.41) lie defines the group manifold of G. The generators Xa can be written as Xa = ∂
∂ca
g|c=0
and so the Lie algebra g can be regarded as the tangent space to the identity on the group
manifold of the Lie group G. The strucutre constants in (2.42) define a natural representation
of G of dimension dimG, called the adjoint representation, whose (Hermitian) generators have
matrix elements (ad Xa)bc ≡ ifabc.
The smooth G-action on M can be represented locally as the continuous flow
gt · x = x(t) , t ∈ IR+ (2.43)
where gt is a path in G starting at the identity gt=0. The induced action on differential forms
is defined by pullback, i.e. as
(gt · α)(x) = α(x(t)) (2.44)
For example, we can represent the group action on C∞ functions by diffeomorphisms on M
which are connected to the identity, i.e.
(gt · f)(x) = f(x(t)) = etV (x(t))f(x) , f ∈ Λ0M (2.45)
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The action (2.45) represents the flow of the group on C∞ functions on M, where V (x) =
V µ(x) ∂
∂xµ
is a vector field on M representing a Lie algebra element. It is related to the flows
(2.43) on the manifold by
x˙µ(t) = V µ(x(t)) (2.46)
which defines a set of curves in M which we will refer to as the integral curves of the group
action. If V a is the vector field representing the generator Xa of g, then the Lie algebra (2.42)
is represented on C∞ functions by[
V a, V b
]
(h) = fabcV c(h) , ∀h ∈ Λ0M (2.47)
with Lie bracket represented by the ordinary commutator bracket. This defines a represen-
tation of G by vector fields in the tangent bundle TM. In this setting, the group G is
represented as a subgroup of the (infinite-dimensional) connected diffeomorphism group of
M whose Lie algebra is generated by all vector fields of M with the commutator bracket.
The infinitesimal (t→ 0) action of the group on Λ0M can be expressed as
V (f) = iV df (2.48)
where
iV : Λ
kM→ Λk−1M (2.49)
is the nilpotent contraction operator, or interior multiplication, with respect to V and it is
defined locally on k-forms (2.15) by
iV α =
1
(k − 1)!V
µ1(x)αµ1µ2···µk(x)dx
µ2 ∧ · · · ∧ dxµk (2.50)
The operator iV is a graded derivation (c.f. (2.22)) and the quantity iV T represents the
component of a tensor T along the vector field V . The infinitesimal G-action on the higher-
degree differential forms is generated by the Lie derivative along V
LV : ΛkM→ ΛkM (2.51)
where
LV = diV + iV d (2.52)
generates the induced action of G on ΛM, i.e.
LV α(x(0)) = d
dt
α(x(t))
∣∣∣∣
t=0
(2.53)
This can be verifed by direct computation from expanding (2.44) about t = 0 using (2.12)
and (2.46), and by noting that
[LV a ,LV b] (α) = fabcLV c(α) , ∀α ∈ ΛM (2.54)
Thus the Lie derivative in general defines a representation of G on ΛM. The local com-
ponents of LV T for a general (k, ℓ) tensor field T are found by substituting into the tensor
transformation law (2.12) the infinitesimal coordinate change x′µ(x) = xµ(t) = xµ + tV µ(x).
For example, on a vector field W =W µ(x) ∂
∂xµ
we have
(LVW )µ =W ν∂νV µ − V ν∂νW µ ≡ [W,V ]µ (2.55)
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Furthermore, the Lie derivative LV is an ungraded derivation and its action on contractions
is
[iV a ,LV b] (α) = fabciV c(α) (2.56)
We are now ready to define the Cartan model for the G-equivariant cohomology of M
[21, 33, 95]. We assign a ZZ-grading3 to the elements of (2.40) by defining the degree of an
equivariant differential form to be the sum of its ordinary form degree and twice the polynomial
degree from the S(g∗) part. Let {φa}dimGa=1 be a basis of g∗ dual to the basis {Xa}dimGa=1 of g,
so that
φa(Xb) = δab (2.57)
With the above grading, the basis elements φa have degree 2. We define a linear map
Dg : Λ
k
GM→ Λk+1G M (2.58)
on the algebra (2.40) by
Dgφ
a = 0 , Dgα = (1⊗ d− φa ⊗ iV a)α ; α ∈ ΛM (2.59)
The operator Dg is called the equivariant exterior derivative and it is a graded derivation. Its
definition (2.59) means that its action on forms α ∈ S(g∗)⊗ ΛM is
(Dgα)(X) = (d− iV )(α(X)) (2.60)
where V = caV a is the vector field onM representing the Lie algebra element X = caXa ∈ g.
However, unlike the operators d and iV , Dg is not nilpotent in general, but its square is given
by the Cartan-Weil identity
D2g = −φa ⊗ (diV a + iV ad) = −φa ⊗LV a (2.61)
Thus the operator Dg is nilpotent on the algebra ΛGM of equivariant differential forms. The
set of G-invariant algebras {ΛkGM}k∈ZZ+ and nilpotent derivations Dg thereon defines the
G-equivariant complex Λ∗G(M) of the manifold M.
Thus, just as in the last Subsection, we can proceed to define the cohomology of the
operator Dg. The space of equivariantly closed forms, i.e. Dgα = 0, modulo the space of
equivariantly exact forms, i.e. α = Dgβ, is called the G-equivariant cohomology group ofM,
HkG(M) = ker Dg|ΛkGM/im Dg|Λk−1G M (2.62)
With this definition, the cohomology of the operator Dg for a fixed-point free G-action onM
reduces to the DeRham cohomology of the quotient spaceM/G, as in (2.37). The definition
(2.62) of equivariant cohomology is known as the Cartan model [21, 33, 95]. Note that the
definition of Dg in (2.60) resembles a gauge-covariant derivative.
We close this Subsection with a few remarks concerning the above construction. First
of all, it follows from these definitions that HkG(M) coincides with the ordinary DeRham
cohomology ofM if G is the trivial group consisting of only the identity element (i.e. V ≡ 0
in the above), and that the G-equivariant cohomology of a point is the algebra of G-invariant
polynomials on g, HG(pt) = S(g
∗)G, of the given degree. Secondly, if a form α ∈ ΛGM
3A ZZ-grading is usually refered to as a ‘ghost number’ in the physics literature. The equivalence between
the 2 notions will become clearer when we deal with path integrals in Section 4 – see Appendices A and B for
this algebraic correspondence.
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is equivariantly exact, α = Dgβ, then its top-form component α
(n) ∈ ΛnM is exact in the
ordinary DeRham sense. This follows because the iV part of Dg lowers the form-degree by
1 so there is no way to produce a top-form by acting with iV . Finally, in what follows we
shall have occasion to also consider the C∞ extension Λ∞GM of ΛGM to include arbitrary G-
invariant smooth functions from g to ΛM. In this extension we lose the ZZ-grading described
above, but we are left with a ZZ2-grading corresponding to the differential form being of even
or odd degree [21] (ZZ2 = ZZ/2ZZ is the cyclic group of order 2).
2.4 Fiber Bundles and Equivariant Characteristic Classes
The ‘bundles’ we introduced in Subsection 2.2 (tangent, cotangent, etc.) are all examples of
a more general geometric entity known as a fiber bundle. The geometry and topology of fiber
bundles will play an important role in the development of equivariant localization theory, and
in this Subsection we briefly review the essential features that we shall need (see [22, 41, 34]
for more detailed discussions). A fiber bundle consists of a quadruple (E,M, F, π), where E
is a topological space called the total space of the fiber bundle,M is a topological space called
the base space of the fiber bundle (usually we take M to be a manifold), F is a topological
space called the fiber, and π : E → M is a surjective continuous map with π−1(x) = F ,
∀x ∈ M, which is called the projection of the fiber bundle. A fiber bundle is also defined so
that locally it is trivial, i.e. locally the bundle is a product U × F of an open neighbourhood
U ⊂ M of the base and the fibers, and π : U × F → U is the projection onto the first
coordinate4. In the case of the tangent bundle, for instance, the fibers are F = TxIR
n ≃ IRn
and the projection map is defined on TM → M by π : TxM → x. In fact, in this case
the fibration spaces are vector spaces, so that the tangent bundle is an example of a vector
bundle. If the fiber of a bundle is a Lie group G, then the fiber bundle is called a principal
fiber bundle with structure group G. It has a right, smooth and free action of G on the total
space E and the base M which gives a local representation of the group in the fibers. This
action also embeds a copy of the group G inside E.
The vector and tensor fields introduced in Subsection 2.2 should more precisely be defined
as ‘sections’ of the associated bundles, i.e. smooth maps s : M → E which take a point
x ∈ M into the fiber π−1(x) over x. Although we shall be a bit abusive in our discussion by
considering these as genuine functions onM, for simplicity and ease of notation, it should be
kept in mind that it is only locally where these objects admit such a functional interpretation.
Thus, for instance, the tangent bundle is TM = {(x, V ) : x ∈ M, V ∈ TxM} and locally a
section of TM can be written as (x, V µ(x) ∂
∂xµ
).
The set of frames (i.e. bases) on the tangent bundle TM form a principal GL(n, IR)-
bundle over M, called the frame bundle, whose points are (x; (e1, . . . , en)) where x ∈M and
(e1, . . . , en) is a linear basis for TxM. IfM has a metric (i.e. a globally defined inner product
on each tangent space TxM), then we can restrict the basis to an orthonormal basis and
obtain a principal O(n − N,N)-bundle, where (n − N,N) is the signature of the metric. If
M is furthermore orientable, then we can further restrict to an oriented orthonormal basis,
defined by the equivalence classes with respect to the equivalence relation e ≡ M · f where
detM > 0, and get a principal SO(n−N,N)-bundle. WhenM is a space-time manifold, the
Lie group SO(n−N,N) is then referred to as the local Lorentz group ofM (or of the tangent
4The topology on the total spaces E =
⊔
x∈M pi
−1(x) of fiber bundles is usually taken as the induced
topology from the erection of points from M.
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bundle TM). The associated spin group spin(n − N,N) is defined as a double cover of the
local Lorentz group, i.e. SO(n− N,N) ≃ spin(n −N,N)/ZZ2 (for instance, spin(2) = U(1)
and spin(3) = SU(2)). A principal spin(n−N,N)-bundle overM whose fibers form a double
cover of those of the oriented orthonormal frame bundle is called a spin bundle and is said to
define a spin structure on the manifold M.
Conversely, to any principal G-bundle P →M there is an associated vector bundle. LetW
be the representation space for a representation ρ ofG. SinceG acts smoothly and freely on the
right of P , locally on P ×W there is the G-action (p, v)→ (p ·g−1, ρ(g) ·v) where g ∈ G. This
defines the associated vector bundle (P ×W )/G→ P/G for the representation ρ, which has
fiber the vector spaceW . For instance, for the trivial representation ρ, (P×W )/G = P/G×W .
In this way, we can naturally identify sections (e.g. differential forms) on (P ×W )/G with
equivariant functions f : P → W , i.e. f(p · g) = ρ(g−1) · f(p). Notice that for a vector bundle
E →M, the bundle of differential forms on M with values in E is defined as
Λk(M, E) ≡ ΛkM⊗ E (2.63)
where tensor products and direct (Whitney) sums of bundles are defined locally by the cor-
responding algebraic combination of their fiber spaces.
Intuitively, a fiber bundle ‘pins’ some geometrical or topological object over each point of
a manifold M (e.g. a vector space in the case of a vector bundle). For instance, if M = IRn,
then the tangent bundle T IRn associates the vector space W = IRn to each point of IRn. In
fact in this case, the tangent bundle is globally given by T IRn = IRn ×W , the product of its
base and fibers. We then say that the bundle is trivial, in that the erecting of points into
vector spaces is done without any ‘twistings’ of the fibers. However, a general vector bundle
is only locally trivial and globally the fibers can twist in a very complicated fashion. One way
to characterize the non-triviality of fiber bundles is through special cohomology classes of the
base manifold M called characteristic classes [100]. A non-trivial characteristic class in this
sense signifies the non-triviality of the vector bundle.
As we shall see, all of these notions can be generalized to the case of the equivariant
cohomology of a manifold which signifies the non-triviality of an equivariant bundle. First,
we define what we mean by an equivariant bundle [19, 20]. We say that a fiber bundle
E
π−→ M is a G-equivariant bundle if there are G-actions on both E and M which are
compatible with each other in the sense that
g · π(x) = π(g · x) ∀x ∈ E , ∀g ∈ G (2.64)
This means that the bundle projection π is a G-equivariant map. The action of the group G
on differential forms with values in the bundle is generated by the Lie derivatives LV a .
In the ordinary DeRham case, when there are ‘twists’ in the given bundle one needs
to specify how to ‘connect’ different fibers. This is done using a connection Γ which is a
geometrical object (such as a 1-form) defined over M with values in E whose action on
sections of the bundle specifies their parallel transport along fibers, as required. The parallel
transport is generated by the covariant derivative associated with Γ,
∇ = d+ Γ (2.65)
The derivative operator (2.65) is a linear derivation which associates to each section of the
given vector bundle a 1-form in Λ1(M, E). If V is a tangent vector on M, its action on a
section s is defined in local coordinates by
(∇s)α(V ) = V µ(∂µsα + (Γµ)αβsβ) (2.66)
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where (Γµ)
α
βdx
µ is a 1-form onM with values in End(E) (α, β are the vector space indices in
E). If x(t) is a path in M, then x˙(t) is a tangent vector along the path and the equation
(∇s)(x˙(t)) = 0 (2.67)
determines parallel transport along the path allowing us to connect different fibers of the
bundle. The first order differential equation (2.67) can admit topologically non-trivial solu-
tions if either the spaceM is multiply-connected (H1(M; ZZ) 6= 0), or if the connection Γ has
non-trivial curvature F 6= 0 (see below). The latter condition characterizes the non-triviality
of the bundle, so that F = 0 on a trivial bundle and the solutions to (2.67) are straight lines.
At each point p of the total space E, there is a natural vertical tangent space Vp in the tangent
space TpE along the fiber of E. A choice of connection above is just equivalent to a choice of
horizontal component Hp in the tangent space so that TpE = Vp ⊕Hp.
When the bundle P →M is a principal G-bundle, we require further that this splitting
into horizontal and vertical components be G-equivariant (i.e. Hp → Hp·g under the action
of g ∈ G). In this case, Vp ≃ g so that the connection Γ is a globally-defined 1-form with
values in the Lie algebra g, i.e. Γ ∈ Λ1(P, g). The horizontal subspace can then be taken to
be Hp = ker Γ. Horizontality and G-equivariance mean, respectively, that Γ satisfies
iV Γ = X , LV Γ = − ad(X)Γ ≡ −[X,Γ] (2.68)
where V is the vector field on P representing X ∈ g and ad(X) denotes the infinitesimal
adjoint action of X. This infinitesimal action can be exponentiated to give the finite, total
adjoint action of the group on Γ as
Γp·g = Ad(g−1)Γ = g−1Γg (2.69)
Let us briefly look at some examples. If G is a matrix group (e.g. SU(N), SO(N), etc.),
then we can regard matrix elements of g ∈ G as functions on G and G → pt as a principal
G-bundle. Then the unique solution to the connection conditions (2.68) for a Lie group is
called the Cartan-Maurer (matrix) 1-form
Ξ = g−1dg (2.70)
For a general G-bundle P
π−→ M, in a local trivialization U × G→ π−1(U), the connection
must look like
Γ(x,g) = g
−1dg + g−1Aµgdxµ (2.71)
where A = Aµdx
µ = AaµX
a⊗dxµ is a Lie algebra valued 1-form onM, which is usually refered
to in this context as a gauge connection or gauge field. The transformation laws across local
patch boundaries on M, labelled by a G-valued transition matrix g (the automorphisms of
the bundle), act on gauge connections via pull-back,
A→ Ag ≡ g−1Ag + g−1dg (2.72)
which is the familiar form of the gauge transformation law in a gauge field theory [22]. Another
example is where the bundle is the tangent bundle TM equipped with a Riemannian metric
g. Then Γ is the (affine) Levi-Civita-Christoffel connection Γλµν(g) associated with g. Its
transformation law under local changes of coordinates is determined by (2.72) when the
diffeomorphisms of the tangent bundle are regarded as the automorphisms of the associated
frame bundle. In this case, the parallel transport equation (2.67) determines the geodesics of
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the Riemannian manifold (M, g) (i.e. the “straight lines”, or paths of minimal distance, with
respect to the curved geometry g).
The failure of the covariant derivative ∇ on a principal G-bundle to define a complex is
measured by its curvature
F ≡ ∇2 = dA+ [A ∧, A]/2 (2.73)
The curvature 2-form (2.73) is horizontal,
iV F = 0 (2.74)
and in a local trivialization of the bundle, F transforms in the adjoint representation of G,
F → g−1Fµν(x)gdxµ ∧ dxν = (g−1Xag)F aµν ⊗ dxµ ∧ dxν (2.75)
and so it can be regarded as an element of Λ2(M,Ad P ), where Ad P is the vector bundle
associated to P by the adjoint representation of G. Furthermore, from its definition (2.73),
the curvature F obeys the Bianchi identity
[∇, F ] = dF + [A ∧, F ] = 0 (2.76)
When the bundle being considered is a G-equivariant bundle, we assume that the covariant
derivative (2.65) is G-invariant,
[∇,LV a ] = 0 (2.77)
Mimicking the equivariant exterior derivative (2.58), we define the equivariant covariant
derivative
∇g = 1⊗∇− φa ⊗ iV a (2.78)
which is considered as an operator on the algebra ΛG(M, E) of equivariant differential forms
onM with values in E. In a local trivialization E = U ×W , U ⊂M, this algebra looks like
ΛG(U,E) = (S(g
∗)⊗ ΛU ⊗W )G (2.79)
Recalling the Cartan-Weil identity (2.61), we define the equivariant curvature of the connec-
tion (2.78)
Fg = (∇g)2 + φa ⊗ LV a (2.80)
which, using (2.77), then satisfies the equivariant Bianchi identity
[∇g, Fg] = 0 (2.81)
Notice that if G is the trivial group, these identities reduce to the usual notions of curvature,
etc. discussed above. Expanding out (2.80) explicitly using (2.77) gives
Fg = 1⊗ F + µ (2.82)
where
µ = φa ⊗ LV a − [φa ⊗ iV a , 1⊗∇] (2.83)
is called the moment map of the G-action with respect to the connection ∇. The moment
map µ is a G-equivariant extension of the ordinary curvature 2-form (2.73) from a covariantly-
closed 2-form, in the sense of (2.76), to an equivariant one in the sense of (2.81).
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When evaluated on an element X ∈ g, represented by a vector field V ∈ TM⊗W , we
write
Fg(X) = F + µ(X) ≡ F + µV ≡ FV (2.84)
where
µV = LV − [iV ,∇] (2.85)
generates the induced G-action on the fibers of the bundle. The moment map in this way
can be regarded locally as a function µ : ΛU ⊗W → g∗. Furthermore, using the equivariant
Bianchi identity (2.81) we see that it obeys the important property
∇µV = iV F (2.86)
so that a non-trivial moment map produces a non-zero vertical component of the curvature
of the connection ∇ (c.f. (2.74)). Later on, we shall encounter 2 important instances of
equivariant bundles onM, one associated with a Riemannian structure, and the other with a
symplectic structure. In the latter case the moment map is associated with the Hamiltonian
of a dynamical system.
Now we are ready to define the notion of an equivariant characteristic class. First, we
recall how to construct conventional characteristic classes [100]. Given a Lie group H with
Lie algebra h, we say that a real- or complex-valued function P is an invariant polynomial on
h if it is invariant under the natural adjoint action of H on h,
P (h−1Y h) = P (Y ) ∀h ∈ H, ∀Y ∈ h (2.87)
An invariant polynomial P can be used to define characteristic classes on principal fiber
bundles with structure group H . If we consider the polynomial P in such a setting as a
function on h-valued 2-forms on M, then the H-invariance (2.87) of P implies that
dP (α) = rP (∇α) , α ∈ Λ2M⊗ h (2.88)
where r is the degree of P . In particular, taking the argument α to be the curvature 2-form
α = F = ∇2 on the principal H-bundle E π−→ M (which is locally an h-valued 2-form), we
have
dP (F ) = 0 (2.89)
as a consequence of the Bianchi identity (2.76) for F . This means that P (F ) defines a
(DeRham) cohomology class of M.
What is particularly remarkable about this cohomology class is that it is independent of
the particular connection ∇ used to define the curvature F . To see this, consider the simplest
case where the invariant polynomial is just P (α) = tr αn 5, with tr the invariant Cartan-
Killing linear form of the Lie algebra h (usually the ordinary operator trace). Consider a
continuous one-parameter family of connections ∇t, t ∈ IR, with curvatures Ft = ∇2t . Then
d
dt
Ft =
[
∇t, d
dt
∇t
]
(2.90)
and applying this to the invariant polynomial tr F nt gives
d
dt
tr F nt = n tr
(
d
dt
Ft
)
F n−1t = n tr
[
∇t,
(
d
dt
∇t
)
F n−1t
]
= d tr
(
d
dt
∇t
)
F n−1t (2.91)
5Occasionally, for ease of notation, we shall denote exterior products of differential forms as ordinary
multiplication. For instance, we define α∧n ≡ αn.
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where d is the exterior derivative and in the last equality we have applied (2.88). This means
that any continuous deformation of the 2n-form tr F n changes it by an exact form, so that
the cohomology class determined by it is independent of the choice of connection. In general,
the invariant polynomial P (F ) ∈ ΛM is called a characteristic class of the given H-bundle.
This notion and construction of characteristic classes can be generalized almost verbatum
to the equivariant case [21]. Taking instead theG-equivariant curvature (2.80) as the argument
of the G-invariant polynomial P , (2.89) generalizes to
DgP (Fg) = rP (∇gFg) = 0 (2.92)
and now the resulting equivariant characteristic classes P (Fg) of the given G-equivariant
bundle are elements of the algebra ΛGM. These are denoted by Pg(F ), or when evaluated
on an element X ∈ g with associated vector field V ∈ TU ⊗W , we write
Pg(F )(X) = P (FV ) ≡ PV (F ) (2.93)
The equivariant cohomology class of Pg(F ) is independent of the chosen connection on the
bundle. Consequently, on a trivial vector bundle M×W we can choose a flat connection6,
F = 0, and then
PM×W (Fg)(X) = PM×W (µV ) = P (ρ(X)) (2.94)
where ρ is the representation of G defined by the G-action on the fibers W .
There are 4 equivariant characteristic classes that commonly appear in the localization
formalism for topological field theories, all of which are to be understood as elements of the
completion Λ∞GM. These can all be found and are extensively discussed in [21]. The first
one is related to the invariant polynomial tr eα and is used for G-equivariant complex vector
bundles (i.e. one in which the fibers are vector spaces over the complex numbers C). It is
called the G-equivariant Chern character
chg(F ) = tr e
Fg (2.95)
The other 3 are given by determinants of specific polynomials. On a G-equivariant real vector
bundle we define the equivariant Dirac Aˆ-genus
Aˆg(F ) =
√√√√det
[
1
2
Fg
sinh(1
2
Fg)
]
(2.96)
where the inverse of an inhomogeneous polynomial of differential forms is always to be un-
derstood in terms of the power series
(1 + x)−1 =
∞∑
k=0
(−1)kxk (2.97)
On a complex fiber bundle, the complex version of the equivariant Aˆ-genus is the equivariant
Todd class
tdg(F ) = det
[
Fg
eFg − 1
]
(2.98)
6A non-trivial vector bundle can always be considered as a trivial one endowed with a non-trivial curvature
F 6= 0. This point of view is quite useful in certain applications to topological gauge theories.
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When G is the trivial group, these all reduce to the conventional characteristic classes [100]
defined by replacing Fg → F in the above. Just as for the ordinary Aˆ-genus and Todd classes,
their equivariant generalizations inherit the multiplicativity property under Whitney sums of
bundles,
AˆE⊕Fg = Aˆ
E
g Aˆ
F
g , td
E⊕F
g = td
E
g td
F
g (2.99)
Finally, on an orientable real bundle we can define the equivariant generalization of the
Euler class,
Eg(F ) = Pfaff(Fg) (2.100)
where the Pfaffian (or Salam-Mathiews determinant) of a 2N × 2N antisymmetric matrix
M = [Mij ] is defined as
Pfaff M = ǫi1···i2NMi1i2 · · ·Mi2N−1i2N =
1
2NN !
∑
P∈S2N
sgn(P )
N∏
k=1
MP (2k−1),P (2k) (2.101)
with the property that
detM = (Pfaff M)2 (2.102)
The sign of the Pfaffian when written as the square root of the determinant as in (2.102) is cho-
sen so that it is the product of the upper skew-diagonal eigenvalues in a skew-diagonalization
of the antisymmetric matrix M . In (2.101), ǫi1···iN is the antisymmetric tensor with the con-
vention ǫ123···N = +1. Pfaffians arise naturally, as we will see, as fermionic determinants
from the integration of fermion bilinears in supersymmetric and topological field theories.
Transformations which change the orientation of the bundle change the sign of the Pfaffian.
When F = R is the Riemann curvature 2-form associated with the tangent bundle TM
(which can be regarded as a principal SO(2n)-bundle) of a closed manifoldM of even dimen-
sion 2n, the integral over M of the ordinary Euler class is the integer
χ(M) = (−1)
n
(4π)nn!
∫
M
E(R) (2.103)
where
χ(M) =
2n∑
k=0
(−1)kdimIRHk(M; IR) (2.104)
is the famous topological invariant called the Euler characteristic of the manifold M. That
(2.104) can be written as an integral of a density in (2.103) is a celebrated result of differential
topology known as the Gauss-Bonnet theorem. The generalization of (2.103) to the case of
an arbitrary vector bundle with Euler class E(F ) of a curvature 2-form F ∈ Λ2(M, E) is
called the Gauss-Bonnet-Chern theorem. In that case, the cohomology groups appearing in
the alternating sum (2.104) get replaced by the cohomology groups Hk(M;E) of the twisted
derivative operator ∇ : Λk(M, E)→ Λk+1(M, E).
Similarly, with F = FA the curvature of a gauge connection A on a principle H-bundle
over a 2k-dimensional manifold M, the integral over M of the k-th term in the expansion of
the conventional version of the Chern class (2.95) (which defines the k-th Chern class) is the
number
ck(M) =
(
− 1
2πi
)k ∫
M
tr F kA (2.105)
which is a topological invariant ofM called the k-th Chern number ofM (or, more precisely,
of the complex vector bundle (E,M,W, π)). The Chern number is always an integer for
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closed orientable manifolds. Thus the equivariant characteristic classes defined above lead
to interesting equivariant generalizations of some classical topological invariants. In the next
Section we will see that their topological invariance in both the ordinary DeRham and the
equivariant cases are a consequence of the topological invariance of the integrations there.
We shall see later on that they appear in most interesting ways within the formalism of
localization formulas and topological field theory functional integration.
2.5 The Equivariant Localization Principle
We now discuss a very interesting property of equivariant cohomology which is the funda-
mental feature of all localization theorems. It also introduces the fundamental geometric
constraint that will be one of the issues of focus in what follows. In most of our applications
we will be concerned with the following situation. Let M be a compact orientable manifold
without boundary and let V be a vector field over M corresponding to some action of the
circle group G = U(1) ∼ S1 onM. In this case the role of the multiplier φ ∈ S(u(1)∗), which
is a linear functional on the 1-dimensional Lie algebra of U(1), will not be important for the
discussion that follows. Indeed, we can regard φ as just some external parameter in this case
and ‘localize’ algebraically by setting φ = −1. As shown in [9] (see also Appendix B), the
operations of evaluating φ on Lie algebra elements and the formation of equivariant cohomol-
ogy commute for abelian group actions, so that all results below will coincide independently
of the interpretation of φ. In particular, for a free U(1)-action on M we have
(S(u(1)∗)⊗ ΛM)U(1) = S(u(1)∗)⊗ Λ(M/U(1)) (2.106)
so that in this case the multipliers φ play no cohomological role and the equivariant coho-
mology just restricts to the cohomology of the quotient space M/U(1). The corresponding
equivariant exterior derivative is now denoted as
Du(1) ≡ DV = d+ iV (2.107)
and it is now considered as an operator on the algebra
ΛVM = {α ∈ ΛM : LV α = 0} (2.108)
It was Atiyah and Bott [9] and Berline and Vergne [19, 20] who first noticed that equiv-
ariant cohomology is determined by the fixed point locus of the G-action. In our simplified
case here, this is the set
MV = {x ∈M : V (x) = 0} (2.109)
This fact is at the very heart of the localization theorems in both the finite dimensional
case and in topological field theory, and it is known as the equivariant localization principle.
In this Subsection we shall establish this property in 2 analytic ways. For a more algebraic
description of this principle using the Weil algebra and the topological definition of equivariant
cohomology, see [9].
Our first argument for localization involves an explicit proof at the level of differential
forms. Given an integral
∫
M α overM of an equivariantly closed differential form α ∈ ΛVM,
DV α = 0, we wish to show that this integral depends only on the fixed-point set (2.109) of
the U(1)-action on M. To show this, we shall explicitly construct a differential form λ on
M−MV satisfying DV λ = α. This is just the equivariant version of the Poincare´ lemma.
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Thus the form α is equivariantly exact away from the zero locus MV , and we recall that
this implies that the top-form component of α is exact. Since integration over M picks up
the top-form component of any differential form, and since ∂M = ∅ by hypothesis here, it
follows from Stokes’ theorem (2.35) that the integral
∫
M α only receives contributions from
an arbitrarily small neighbourhood ofMV inM, i.e. the integral ‘localizes’ onto the smaller
subspace MV of M.
To construct λ, we need to impose the following geometric restriction on the manifoldM.
We assume that M has a globally-defined U(1)-invariant Riemannian structure on it, which
means that it admits a globally-defined metric tensor
g =
1
2
gµν(x)dx
µ ⊗ dxν (2.110)
which is invariant under the U(1)-action generated by V , i.e. for which
LV g = 0 (2.111)
or in local coordinates on M,
gµλ∂νV
λ + gνλ∂µV
λ + V λ∂λgµν = 0 (2.112)
Alternatively, this Lie derivative constraint can be written as
gνλ∇µV λ + gµλ∇νV λ = 0 (2.113)
where ∇ is the covariant derivative (2.65) constructed from the Levi-Civita-Christoffel con-
nection
Γλµν =
1
2
gλρ (∂µgνρ + ∂νgµρ − ∂ρgµν) (2.114)
associated with g on the tangent bundle TM. Here gµν is the matrix inverse of gµν and the
covariant derivative acts on the vector field V in the usual way as
∇µV ν = ∂µV ν + ΓνλµV λ (2.115)
with a plus sign for (0, k)-tensors and a minus sign for (k, 0)-tensors in front of Γ, as in (2.115).
Notice that by construction the Levi-Civita-Christoffel connection is torsion-free, Γλµν = Γ
λ
νµ,
and it is compatible with the the metric g, ∇λgµν = 0, which together mean that ∇ preserves
the inner product in the fibers of the tangent bundle.
The equivalent equations (2.111)–(2.113) are called the Killing equations and in this case
we say that V is a Killing vector field of the metric g. Since the map V → LV is linear, the
space of Killing vectors of a Riemannian manifold (M, g) generate the Lie algebra of a Lie
group acting onM by diffeomorphisms which is called the isometry group of (M, g). We shall
describe this group in detail in Sections 5 and 6. The Killing equations here are assumed to
hold globally over the entire manifoldM. If bothM and G are compact, then such a metric
can always be obtained from an arbitrary Riemannian metric h on M by averaging h over
the group manifold of G in its (G-invariant) Haar measure, i.e. g =
∫
GDg˜ (g˜ · h). However,
we shall have occasion to also consider more general vector field flows which aren’t necessarily
closed or when the manifoldM isn’t compact, as are the cases in many physical applications.
In such cases the Lie derivative constraint (2.111) is a very stringent one on the manifold. This
feature of the localization formalism, that the manifold admit a globally defined metric with
the property (2.111) whose components gµν(x) = gνµ(x) are globally-defined C
∞ functions on
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M, is the crux of all finite- and infinite-dimensional localization formulas and will be analysed
in detail later on in this Review. For now, we content ourselves with assuming that such a
metric tensor has been constructed.
Any metric tensor defines a duality between vector fields and differential 1-forms, i.e. we
can consider the metric tensor (2.110) as a map
g : TM→ T ∗M (2.116)
which takes a vector field V into its metric dual 1-form
β ≡ g(V, ·) = gµν(x)V ν(x)dxµ (2.117)
Non-degeneracy, det g(x) 6= 0, ∀x ∈ M, of the metric tensor implies that this defines an
isomorphism between the tangent and cotangent bundles of M. The 1-form β satisfies
D2V β = LV β = 0 (2.118)
since LV V = 0 and V is a Killing vector of g. This means that β is an equivariant differential
1-form. Furthermore, we have
DV β = KV + ΩV (2.119)
where KV is the globally-defined C
∞-function
KV = g(V, V ) = gµν(x)V
µ(x)V ν(x) (2.120)
and
ΩV = dβ = dg(V, ·) (2.121)
is the 2-form with local components
(ΩV )µν = gµλ∇νV λ − gνλ∇µV λ (2.122)
Consequently, away from zero locus MV of the vector field V , the 0-form part KV of DV β
is non-zero and hence DV β is invertible on M−MV . Again we understand here the inverse
of an inhomogeneous differential form with non-zero scalar term in analogy with the formula
(2.97).
We can now define an inhomogenous differential form by
ξ = β(DV β)
−1 (2.123)
on M−MV , which satisfies DV ξ = 1 and LV ξ = 0 owing to the equivariance (2.118) of
β. Thus we can define an equivariant differential form λ = ξα, and since α is equivariantly
closed it follows that
α = 1 · α = (DV ξ)α = DV (ξα) (2.124)
Thus, as claimed above, any equivariantly closed form is equivariantly exact away fromMV ,
and in particular the top-form component of an equivariantly closed form is exact away from
MV . This establishes the equivariant localization property mentioned above.
The other argument we wish to present here for equivariant localization is less explicit and
involves cohomological arguments. First, consider an ordinary closed form ω, dω = 0. For
any other differential form λ, we have∫
M
(ω + dλ) =
∫
M
ω (2.125)
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by Stokes’ theorem (2.35) since ∂M = ∅. This means that the integral ∫M ω of a closed form
ω depends only on the cohomology class defined by ω, not on the particular representative.
Since the map ω → ∫M ω in general defines a linear map on ΛkM → Λn−k(pt) = δnkIR, it
follows that this map descends to a map on Hn(M; IR)→ H0(pt; IR) = IR. The same is true
for equivariant integration. Since, for a general G-action on M, integration of a differential
form picks up the top-form component which for an equivariantly exact form is exact, for any
equivariantly-closed differential form α we can again invoke Stokes’ theorem to deduce∫
M
(α +Dgλ) =
∫
M
α (2.126)
so that the integral of an equivariantly closed form depends only on the equivariant coho-
mology class defined by it, and not on the particular representative. Note, however, that
equivariant integration for general Lie groups G takes a far richer form. In analogy with
the DeRham case above, the integration of equivariant differential forms defines a map on
HG(M)→ HG(pt) = S(g∗)G. This we define by(∫
M
α
)
(X) =
∫
M
α(X) , X ∈ g (2.127)
with integration over the ΛM part of α in the ordinary DeRham sense. Later on, we shall
also consider the dual Lie algebra elements φa in a more ‘dynamical’ situation where they
are a more integral part of the cohomological description above. We shall see then how this
definition of integration should be accordingly modified. In any case, the arguments below
which lead to the equivariant localization principle generalize immediately to the non-abelian
case as well.
Given that the integral
∫
M α depends only on the equivariant cohomology class defined by
α, we can choose a particular representative of the cohomology class making the localization
manifest. Taking the equivariant differential form β defined in (2.117), we consider the integral
Z(s) =
∫
M
α e−sDV β (2.128)
viewed as a function of s ∈ IR+. We assume that (2.128) is a regular function of s ∈ IR+ and
that its s→ 0 and s→∞ limits exist. Its s→ 0 limit is the integral of interest, ∫M α, while
from the identities (2.119) and (2.120) we see that the integrand of (2.128) is an increasingly
sharply Gaussian peaked form aroundMV ⊂M as s→∞. The crucial point here is that the
equivariant differential form which is the integrand of (2.128) is equivariantly cohomologous
to α for all s ∈ IR+. This can be seen by applying Stokes’ theorem to get
d
ds
Z(s) = −
∫
M
α(DV β) e
−sDV β
= −
∫
M
{
DV (αβ e
−sDV β) + βDV (α e−sDV β)
}
= s
∫
M
αβ(LV β) e−sDV β = 0
(2.129)
where we have used the fact that α is equivariantly closed and the equivariance property
(2.118) of β. Therefore the integral (2.128) is independent of the parameter s ∈ IR+, and so
its s→ 0 and s→∞ limits coincide. Hence, we may evaluate the integral of interest as∫
M
α = lim
s→∞
∫
M
α e−sDV β (2.130)
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which establishes the localization of
∫
M α to MV .
It should be pointed out though that there is nothing particularly unique about the choice
of β in (2.130). Indeed, the same steps leading to (2.130) can be carried out for an arbitrary
equivariant differential form β, i.e. any one with the property (2.118). In this general case,
the localization of
∫
M α is onto the subspace of M which is the support for the non-trivial
equivariant cohomology of α, i.e.
∫
M α localizes to the points where DV β = 0. Different
choices of representatives β for the equivariant cohomology classes then lead to potentially
different localizations other than the one onto MV . This would lead to seemingly different
expressions for the integral in (2.130), but of course these must all coincide in some way.
In principle this argument for localization could also therefore work without the assumption
that V is a Killing vector for some metric on M, but it appears difficult to make general
statements in that case. Nonetheless, as everything at the end will be equivariantly closed by
our general arguments above, it is possible to reduce the resulting expressions further toMV
by applying the above localization arguments once more, now to the localized expression. We
shall examine situations in which V isn’t necessarily a Killing vector field in Section 7.
2.6 The Berline-Vergne Theorem
The first general localization formula using only the general equivariant cohomological ar-
guments presented in the last Subsection was derived by Berline and Vergne [19, 20]. This
formula, as well as some of the arguments leading to the equivariant localization principle,
have since been established in many different contexts suitable to other finite dimensional
applications and also to path integrals [9, 11, 21, 23, 24]. The proof presented here introduces
a method that will generalize to functional integrals. For now, we assume the fixed-point set
MV of the U(1)-action onM consists of discrete isolated points, i.e. MV is a submanifold of
M of codimension n = dimM 7. We shall discuss the generalization to the case where MV
has non-zero dimension later on. If we assume thatM is compact, thenMV is a finite set of
points.
We wish to evaluate explicitly the right-hand side of the localization formula (2.130). To
do this, we introduce an alternative way of evaluating integrals over differential forms which
is based on a more algebraic description of the exterior bundle of M. We introduce a set of
nilpotent anticommuting (fermionic) variables ηµ, µ = 1, . . . , n,
ηµην = −ηνηµ (2.131)
which generate the exterior algebra ΛM. The variables ηµ are to be identified with the local
basis vectors dxµ of Λ1M = T ∗M with the exterior product of differential forms replaced
by the ordinary product of the ηµ variables with the algebra (2.131). The k-th exterior
power ΛkM is then generated by the products ηµ1 · · · ηµk and this definition turns ΛM into
a graded Grassmann algebra with the generators ηµ having grading 1. For instance, suppose
the differential form α is the sum
α = α(0) + α(1) + . . .+ α(n) , α(k) ∈ ΛkM (2.132)
with α(k) the k-form component of α and α(0)(x) its 0-form component which is a C∞-function
on M. The k-form component of α for k > 0 then has the form
α(k)(x, η) = α(k)µ1···µk(x)η
µ1 · · ·ηµk , k > 0 (2.133)
7We shall assume here that n is even. This restriction is by no means necessary but it will allow us to
shorten some of the arguments in this Subsection.
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and from this point of view differential forms are functions α(x, η) on the exterior bundle
which is now the 2n-dimensional supermanifold M⊗ ΛM with local coordinates (x, η).
The integration of a differential form is now defined by introducing the Berezin rules for
integrating Grassmann variables [17],
∫
dηµ ηµ = 1 ,
∫
dηµ 1 = 0 (2.134)
Since the ηµ’s are nilpotent, any function of them is a polynomial in ηµ and consequently the
rules (2.134) unambiguously define the integral of any function of the anticommuting variables
ηµ. For instance, it is easily verified that with this definition of integration we have8
∫
dnη e
1
2
ηµMµνην = Pfaff M (2.135)
where dnη ≡ dηn dηn−1 · · · dη1. Note that under a local change of basis ηµ → Aµνην of the
Grassmann algebra the antisymmetry property (2.131) and the Berezin rules (2.134) imply
that
∫
dnη → detA ∫ dnη. It follows from this that the Berezin integral in (2.135) is invariant
under similarity transformations. (2.135) is the fermionic analog of the Gaussian integration
formula (1.2). The differentiation of Grassmann variables, for which the integration in (2.134)
is the antiderivative thereof, is defined by the anticommutator
[
∂
∂ηµ
, ην
]
+
= δνµ (2.136)
With these definitions, the integration by parts formula
∫
dηµ d
dηµ
f(ηµ) = 0 always holds,
since
∫
dηµ f(ηµ) = d
dηµ
f(ηµ).
Given these definitions, we can now alternatively write the integral of any differential
form overM as an integral over the cotangent bundleM⊗Λ1M. Thus given the localization
formula (2.130) with the 1-form β in (2.117) and the identities (2.119)–(2.122), we have
∫
M
α = lim
s→∞
∫
M⊗Λ1M
dnx dnη α(x, η) exp
(
−sgµν(x)V µ(x)V ν(x)− s
2
(ΩV )µν(x)η
µην
)
(2.137)
where the measure dnx dnη on M⊗ Λ1M is coordinate-independent because the measures
dnx ≡ dx1∧ · · ·∧dxn and dnη transform inversely to each other. To evaluate the large-s limit
of (2.137), we use the delta-function representations
δ(V ) = lim
s→∞
(
s
π
)n/2√
det g e−sgµνV
µV ν (2.138)
δ(η) = lim
s→∞(−s)
−n/2 1
Pfaff ΩV
e−
s
2
(ΩV )µνη
µην (2.139)
8If we introduce a second independent set {η¯µ} of Grassmann variables, then the formula (2.135) generlizes
to arbitrary (not necessarily even) dimensions n as
∫ n∏
µ=1
dη¯µ dηµ e−η¯
µMµνη
ν
= detM
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as can be seen directly from the respective integrations in local coordinates onM and Λ1M.
Notice that from the Killing equations (2.113), the matrix (ΩV )µν is given by
(ΩV )µν = 2gµλ∇νV λ (2.140)
Thus using (2.138) and (2.139) we can write (2.137) as∫
M
α = (−π)n/2
∫
M⊗Λ1M
dnx dnη α(x, η)
Pfaff ΩV (x)√
det g(x)
δ(V (x))δ(η) (2.141)
where we note the cancellation of the factors of sn/2 between (2.138) and (2.139). The integra-
tion over Λ1M in (2.141) kills off all k-form components of the form α except its C∞-function
part α(0)(x) ≡ α(x, 0), while the integration over M localizes it onto a sum over the points
in MV . This yields ∫
M
α = (−π)n/2 ∑
p∈MV
α(0)(p)
| det dV (p)|
Pfaff ΩV (p)√
det g(p)
(2.142)
where the factor | det dV (p)| comes from the Jacobian of the coordinate transformation x→
V (x) used to transform δ(V (x)) to a sum of delta-functions
∑
p∈MV δ(x − p) localizing onto
the zero locus MV . Substituting in the identity (2.140) and noting that at a point p ∈ MV
we have ∇V (p) = dV (p), the expression (2.142) reduces to
∫
M
α = (−2π)n/2 ∑
p∈MV
α(0)(p)
Pfaff dV (p)
(2.143)
where we emphasize the manner in which the dependence of orientation in the Pfaffian has
been transfered from the numerator to the denominator in going from (2.142) to (2.143).
This is the (non-degenerate form of) the Berline-Vergne integration formula, and it is our
first example of what we shall call a localization formula. It reduces the original integral
over the n-dimensional space M to a sum over a discrete set of points in M and it is valid
for any equivariantly-closed differential form α on a manifold with a globally-defined circle
action (and Riemannian metric for which the associated diffeomorphism generator is a Killing
vector). In general, the localization formulas we shall encounter will always at least reduce
the dimensionality of the integration of interest. This will be particularly important for
path integrals, where we shall see that localization theory can be used to reduce complicated
infinite-dimensional integrals to finite sums or finite-dimensional integrals.
We close this Section by noting the appearence of the operator in the denominator of the
expression (2.143). For each p ∈ MV , it is readily seen that the operator dV (p) appearing
in the argument of the Pfaffian in (2.143) is just the invertible linear transformation LV (p)
induced by the Lie derivative acting on the tangent spaces TpM, i.e. by the induced infinites-
imal group action on the tangent bundle (see (2.55)). Explicitly, this operator is defined on
vector fields W = W µ(x) ∂
∂xµ
|x=p ∈ TpM by
LV (p)W = ∂νV
µ(p)W ν(p)
∂
∂xµ
∣∣∣∣
x=p
(2.144)
Note however that dV (p) is not covariant in general and so this is only true right on the tangent
space TpM and not in general on the entire tangent bundle TM. A linear transformation
on the whole of TM can only be induced from the Lie derivative by introducing a (metric
or non-metric) connection Γλµν of TM and inducing an operator from ∇V , as in the matrix
(2.140). We shall return to this point later on in a more specific setting.
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3 Finite-dimensional Localization Theory for Dynami-
cal Systems
We shall now proceed to study a certain class of integrals that can be considered to be
toy models for the functional integrals that we are ultimately interested in. The advantage of
these models is that they are finite-dimensional and therefore rigorous mathematical theorems
concerning their behaviour can be formulated. In the infinite-dimensional cases, although the
techniques used will be standard methods of supersymmetry and topological field theory,
a lot of rigor is lost due the ill-definedness of infinite-dimensional manifolds and functional
integrals. A lot can therefore be learned by looking closely at some finite-dimensional cases.
We shall be interested in certain oscillatory integrals
∫
M dµ e
iTH representing the Fourier-
Laplace transform of some smooth measure dµ on a manifoldM in terms of a smooth function
H . The common method of evaluating such integrals is the stationary phase approximation
which expresses the fact that for large-T the main contributions to the integral come from the
critical points of H . The main result of this Section is the Duistermaat-Heckman theorem [39]
which provides a criterion for the stationary phase approximation to an oscillatory integral to
be exact. Although this theorem was originally discovered within the context of symplectic
geometry, it turns out to have its most natural explanation in the setting of equivariant
cohomology and equivariant characteristic classes [9],[19]–[21]. The Duistermaat-Heckman
theorem, and its various extensions that we shall discuss towards the end of this Section, are
precisely those which originally motivated the localization theory of path integrals.
For physical applications, we shall be primarily interested in a special class of differentiable
manifolds known as ‘symplectic’ manifolds. As we shall see in this Section, the application of
the equivariant cohomological ideas to these manifolds leads quite nicely to the notion of a
Hamiltonian from a mathematical perspective, as well as some standard ideas in the geometri-
cal theory of classical integrability. Furthermore, the configuration space of a topological field
theory is typically an (infinite-dimensional) symplectic manifold (or phase space) [22] and
we shall therefore restrict our attention for the remainder of this Review to the localization
theory for oscillatory integrals over symplectic manifolds.
3.1 Symplectic Geometry
Symplectic geometry is the natural mathematical setting for the geometrical formulation of
classical mechanics and the study of classical integrability [1, 6]. It also has applications in
other branches of physics, such as geometrical optics [62]. In elementary classical mechanics
[55], one is introduced to the Hamiltonian formalism of classical dynamics as follows. For a
dynamical system defined on some manifold M (usually IRn) with coordinates (q1, . . . , qn),
we introduce the canonical momenta pµ conjugate to each variable q
µ from the Lagrangian of
the system and then the Hamiltonian H(p, q) is obtained by a Legendre transformation of the
Lagrangian. In this way one has a description of the dynamics on the 2n-dimensional space
of the (p, q) variables which is called the phase space of the dynamical system. With this
construction the phase space is the cotangent bundleM⊗Λ1M of the configuration manifold
M. The equations of motion can be represented through the time evolution of the phase
space coordinates by Hamilton’s equations. For most elementary dynamical systems, this
description is sufficient. However, there are relatively few examples of mechanical systems
whose equations of motion can be solved by quadratures and it is desirable to seek other
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more general formulations of this elementary situation in the hopes of being able to formulate
rigorous theorems about when a classical mechanical system has solvable equations of motion,
or is ‘integrable’. Furthermore, the above notion of a ‘phase space’ is very local and is strictly
speaking only globally valid when the phase space is IR2n, a rather restrictive class of systems.
Motivated by the search for more non-trivial integrable models in both classical and quantum
physics, theoretical physicists have turned to the general theory of symplectic geometry which
encompasses the above local description in a coordinate-free way suitable to the methods of
modern differential geometry. In this Subsection we shall review the basic ideas of symplectic
geometry and how these descriptions tie in with the more familiar ones of elementary classical
mechanics.
A symplectic manifold is a differentiable manifoldM of even dimension 2n together with
a globally-defined non-degenerate closed 2-form
ω =
1
2
ωµν(x)dx
µ ∧ dxν (3.1)
called the symplectic form of M. By closed we mean as usual that
dω = 0 (3.2)
or in local coordinates
∂µωνλ + ∂νωλµ + ∂λωµν = 0 (3.3)
Thus ω defines a DeRham cohomology class in H2(M; IR). By non-degenerate we mean that
the components ωµν(x) of ω define an invertible 2n × 2n antisymmetric matrix globally on
the manifold M, i.e.
detω(x) 6= 0 ∀x ∈M (3.4)
The manifold M together with its symplectic form ω defines the phase space of a dynamical
system, as we shall see below.
Since ω is closed, it follows from the Poincare´ lemma that locally there exists a 1-form
θ = θµ(x)dx
µ (3.5)
such that
ω = dθ (3.6)
or in local coordinates
ωµν = ∂µθν − ∂νθµ (3.7)
The locally-defined 1-form θ is called the symplectic potential or canonical 1-form of M.
When ω is generated globally as above by a symplectic potential θ it is said to be integrable.
Diffeomorphisms of M that leave the symplectic 2-form invariant are called canonical or
symplectic transformations. These are determined by C∞-maps that act on the symplectic
potential as
θ
F−→ θF = θ + dF (3.8)
or in local coordinates
θµ(x)
F−→ θF,µ(x) = θµ(x) + ∂µF (x) (3.9)
so that by nilpotency of the exterior derivative it follows that ω is invariant under such
transformations,
ω = dθ
F−→ ωF = dθF ≡ ω (3.10)
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The function F (x) is called the generating function of the canonical transformation.
The symplectic 2-form determines a bilinear function {·, ·}ω : Λ0M⊗Λ0M→ Λ0M called
the Poisson bracket. It is defined by
{f, g}ω = ω−1(df, dg) , f, g ∈ Λ0M (3.11)
or in local coordinates
{f, g}ω = ωµν(x)∂µf(x)∂νg(x) (3.12)
where ωµν is the matrix inverse of ωµν . Note that the local coordinate functions themselves
have Poisson bracket
{xµ, xν}ω = ωµν(x) (3.13)
The Poisson bracket is anti-symmetric,
{f, g}ω = −{g, f}ω , (3.14)
it obeys the Leibniz property
{f, gh}ω = g{f, h}ω + h{f, g}ω (3.15)
and it satisfies the Jacobi identity
{f, {g, h}ω}ω + {g, {h, f}ω}ω + {h, {f, g}ω}ω = 0 (3.16)
This latter property follows from the fact (3.3) that ω is closed. These 3 properties of the
Poisson bracket mean that it defines a Lie bracket. Thus the Poisson bracket makes the space
of C∞-functions on M into a Lie algebra which we call the Poisson algebra of (M, ω).
The connection with the elementary formulation of classical mechanics discussed above
is given by a result known as Darboux’s theorem [62], which states that this connection is
always possible locally. More precisely, Darboux’s theorem states that locally there exists a
system of coordinates (pµ, q
µ)nµ=1 on M in which the symplectic 2-form looks like
ω = dpµ ∧ dqµ (3.17)
so that they have Poisson brackets
{pµ, pν}ω = {qµ, qν}ω = 0 , {pµ, qν}ω = δνµ (3.18)
These coordinates are called canonical or Darboux coordinates onM and from (3.18) we see
that they can be identified with the usual canonical momentum and position variables on the
phase space M [55]. In these coordinates the symplectic potential is
θ = pµdq
µ (3.19)
and the transformation (3.8) becomes
θ = pµdq
µ F−→ θ + dF = θF = PµdQµ (3.20)
where (Pµ, Q
µ)nµ=1 are also canonical coordinates according to (3.10). It follows that
pµdq
µ − PµdQµ = dF (3.21)
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where both (pµ, q
µ) and (Pµ, Q
µ) are canonical momentum and position variables on M.
(3.21) is the usual form of a canonical transformation determined by the generating function
F [55].
Smooth real-valued functions H on M (i.e. elements of Λ0M) will be called classical
observables. Exterior products of ω with itself determine non-trivial closed 2k-forms on M
(i.e. non-zero cohomology classes [ωk] ∈ H2k(M; IR)). In particular, the 2n-form
dµL = ω
n/n! =
√
detω(x) d2nx (3.22)
defines a natural volume element on M which is invariant under canonical transformations.
It is called the Liouville measure, and in the local Darboux coordinates (3.17) it becomes the
familiar phase space measure [55]
(−1)n(n−1)/2ωn/n! = dp1 ∧ · · · ∧ dpn ∧ dq1 ∧ · · · ∧ dqn (3.23)
3.2 Equivariant Cohomology on Symplectic Manifolds
In this Subsection we shall specialize the discussion of Section 2 to the case where the differ-
entiable manifold M is a symplectic manifold of dimension 2n. Consider the action of some
connected Lie group G onM generated by the vector fields V a with the commutator algebra
(2.47). We assume that the action of G onM is symplectic so that it preserves the symplectic
structure,
LV aω = 0 (3.24)
or in other words G acts on M by symplectic transformations. Since ω is closed this means
that
diV aω = 0 (3.25)
Let L →M be a complex line bundle with connection 1-form the symplectic potential θ. If
θ also satisfies
LV aθ = 0 (3.26)
then the associated covariant derivative ∇ = d+θ is G-invariant, and according to the general
discussion of Subsection 2.4 this defines a G-equivariant bundle. By definition (see Subsection
2.4) the structure group of this symplectic line bundle acts by canonical transformations. As
such, ω represents the first Chern class of this U(1)-bundle, and, if M is closed, it defines
an integer cohomology class in H2(M; ZZ) (as the Chern numbers generated by ω are then
integers).
The associated moment map H :M→ g∗ evaluated on a Lie algebra element X ∈ g with
associated vector field V is called the Hamiltonian corresponding to V ,
HV = LV − [iV ,∇] = iV θ = V µθµ (3.27)
From (3.6) and (3.26) it then follows that
dHV = −iV ω (3.28)
or equivalently this follows from the general property (2.86) of the moment map since ω is
the curvature of the connection θ. In local coordinates, this last equation reads
∂µHV (x) = V
ν(x)ωµν(x) (3.29)
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In particular, the components Ha of the moment map
H = φa ⊗Ha (3.30)
satisfy
dHa = −iV aω (3.31)
Comparing with the symplecticity condition (3.25) on the group action, we see that this is
equivalent to the statement that the closed 1-forms iV aω are exact. If H
1(M; IR) = 0 this is
certainly true, but in the following we will want to consider multiply connected phase spaces
as well. We therefore impose this exactness requirement from the onset on the action of G
on M, i.e. the equivariance requirement (3.26) on the symplectic potential θ. When such a
Hamiltonian function exists as a globally-defined C∞-map onM, we shall say that the group
action is Hamiltonian. A vector field V which satisfies (3.28) is said to be the Hamiltonian
vector field associated with HV , and we shall call the triple (M, ω,HV ), i.e. a symplectic
manifold with a Hamiltonian G-action on it, a Hamiltonian system or a dynamical system.
The integral curves (2.46) defined by the flows (or time-evolution) of a Hamiltonian vector
field V as in (3.29) define the Hamilton equations of motion
x˙µ(t) = ωµν(x(t))∂νHV (x(t)) = {xµ, HV }ω (3.32)
The Poisson bracket of the Hamiltonian with any other function f determines the (infinitesi-
mal) variation (or time-evolution) of f along the classical trajectories of the dynamical system
(compare with (2.55)),
{f,HV }ω = LV f = d
dt
f(x(t))
∣∣∣∣
t=0
(3.33)
In the canonical coordinates defined by (3.17) the equations (3.32) read
q˙µ =
∂H
∂pµ
, p˙µ = −∂H
∂qµ
(3.34)
which are the usual form of the Hamilton equations of motion encountered in elementary
classical mechanics [55]. Thus we see that the above formalisms for symplectic geometry
encompass all of the usual ideas of classical Hamiltonian mechanics in a general, coordinate-
independent setting.
The equivariant curvature of the above defined equivariant bundle is given by the equiv-
ariant extension of the symplectic 2-form,
ωg = 1⊗ ω + φa ⊗Ha (3.35)
and evaluated on X ∈ g we have
(Dgωg)(X) = (d− iV )(ω +HV ) = 0 (3.36)
which is equivalent to the definition (3.28) of the Hamiltonian vector field V . In fact, the
extension (3.35) is the unique equivariant extension of the symplectic 2-form ω [125], i.e. the
unique extension of ω from a closed 2-form to an equivariantly-closed one. Thus, we see that
finding an equivariantly-closed extension of ω is equivalent to finding a moment map for the
G-action. If ω defines an integer cohomology class [ω] ∈ H2(M; ZZ), then the line bundle
L → M introduced above can be thought of as the prequantum line bundle of geometric
quantization [166], the natural geometric framework (in terms of symplectic geometry) for
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the coordinate independent formulation of quantum mechanics. Within this framework, the
equivariant curvature 2-form ωV = ωg(X) above is refered to as the prequantum operator.
We shall say more about some of the general ideas of geometric quantization later on. Notice
that if (3.26) (or (3.27)) does hold, then θ is also the equivariant symplectic potential for the
equivariant extension (3.35), i.e. ωg = Dgθ.
From (3.31) it follows that the Poisson algebra of the Hamiltonians Ha is given by
{
Ha, Hb
}
ω
= ω(V a, V b) = ωµνV
a,µV b,ν = V a,µ∂µH
b = LV aHb = −LV bHa (3.37)
From the Jacobi identity (3.16) it follows that the map Ha → V a is a homomorphism of the
Lie algebras (Λ0M, {·, ·}ω)→ (TM, [·, ·]) since
V {H
a,Hb}ω =
[
V a, V b
]
(3.38)
However, the inverse of this map does not necessarily define a homomorphism. The Hamil-
tonian function which corresponds to the commutator of 2 group generators may differ from
the Poisson bracket of the pertinent Hamiltonian functions as
{
Ha, Hb
}
ω
= fabcHc + cab (3.39)
where cab ≡ c(Xa, Xb) = −cba is a 2-cocycle in the Lie algebra cohomology of G [74] (see
Appendix A), i.e.
c([X1, X2], X3) + c([X2, X3], X1) + c([X3, X1], X2) = 0 ∀X1, X2, X3 ∈ g (3.40)
If H2(G) = 0 then we can set cab = 0 and the map Xa → Ha determines a homomorphism
between the Lie algebra g and the Poisson algebra of C∞-functions on M.
The appearence of the 2-cocycle cab in (3.39) is in fact related to the possible non-invariance
of the symplectic potential under G (c.f. eq. (3.26)). From the symplecticity (3.24) of the
group action and (3.31) it follows that
LV aθ = (iV ad+ diV a)θ = dga (3.41)
locally in a neighbourhood N in M wherein ω = dθ and V a 6= 0. Here the locally-defined
linear functions ga ≡ g(Xa) = −Ha + iV aθ obey the consistency condition
{H(X1), g(X2)}ω − {H(X2), g(X1)}ω = g([X1, X2]) ∀X1, X2 ∈ g (3.42)
which follows from (3.39). However, if there exists a locally-defined function f such that
ga = {Ha, f}ω , a = 1, . . . , dimG (3.43)
then we can remove the functions ga by the canonical transformation θ → θf = θ+df so that
the symplectic potential θf is G-invariant. Indeed, the 1-form θf obeys
LV aθf = 0 (3.44)
which implies that in the neighbourhood N ,
iV aθf = H
a + C (3.45)
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where C is a constant. This constant is irrelevant here because we can introduce a function
K in N such that
{Ha, K}ω = V a,µ∂µK = 1 (3.46)
and defining F = f + CK we find
iV aθF = H
a (3.47)
However, notice that the G-invariance (3.47) of the symplectic potential in general holds
only locally in M, and furthermore the canonical transformation θ → θf above does not
remove the functions ga for the entire Lie algebra g, but only for a closed subalgebra of g
which depends on the function f and on the phase space M where G acts [62, 119]. In
this subspace, the symplectic potential is G-invariant and the identity (3.27) relating the
Hamiltonians to the symplectic potential by Ha = iV aθ holds (so that θ is a local solution
to the equivariant Poincare´ lemma). In general though, on the entire Lie algebra g, defining
ha = −iV adF in the above we have
iV aθ = H
a + ha (3.48)
and then the Poisson bracket (3.37) implies that the 2-cocycle appearing in (3.39) is given by
cab = fabchc − LV ahb + LV bha (3.49)
Thus it is only when cab = 0 for all a, b that the G-action of the vector fields V a lifts isomor-
phically to the Poisson action of the corresponding Hamiltonians Ha onM. Notice that this
is certainly true on the Cartan subalgebra of the Lie algebra g (i.e. its maximal commuting
subalgebra), since H2(U(1)) = H2(S1) = 0. We shall see in Section 4 that the dynamical
systems for which the equivariance condition (3.27) holds determine a very special class of
quantum theories.
3.3 Stationary-phase Approximation and the Duistermaat-Heckman
Theorem
We now start examining localization formulas for a specific class of phase space integrals. We
shall concentrate for the time being on the case of an abelian circle action on the manifoldM,
as we did in Subsection 2.6. We shall also assume that the Hamiltonian H defined as in the
last Subsection is a Morse function. This means that the critical points p of the Hamiltonian,
defined by dH(p) = 0, are isolated and the Hessian matrix of H ,
H(x) =
[
∂2H(x)
∂xµ∂xν
]
(3.50)
at each critical point p is a non-degenerate matrix, i.e.
detH(p) 6= 0 (3.51)
The Hamiltonian vector field V is defined by (3.29) and it represents the action of some 1-
parameter group on the phase space M. We shall assume here that the orbits (2.46) of V
generate the circle group U(1) ∼ S1. Later on we shall consider more general cases. Notice
that the critical points of H coincide with zero locus MV of the vector field V .
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There is an important quantity of physical interest for the statistical mechanics of a
classical dynamical system called the partition function. It is constructed as follows. Each
point x of the phase space M represents a classical state of the dynamical system which in
canonical coordinates is specified by its configuration q and its momentum p. The energy of
this state is determined by the Hamiltonian H of the dynamical system which as usual is its
energy function. According to the general principles of classical statistical mechanics [139] the
partition function is built by attaching to each point x ∈ M the Boltzmann weight eiTH(x)
and ‘summing’ them over all states of the system. Here the parameter iT is ‘physically’ to be
identified with −β/kB where kB is Boltzmann’s constant and β is the inverse temperature.
However, for mathematical ease in the following, we shall assume that the parameter T is
real. In the canonical position and momentum coordinates we would just simply integrate
up the Boltzmann weights. However, we would like to obtain a quantity which is invariant
under transformations which preserve the (symplectic) volume of the phase space M (i.e.
those which preserve the classical equations of motion (3.32) and hence the density of classical
states), and so we integrate using the Liouville measure (3.22) to obtain a canonically invariant
quantity. This defines the classical partition function of the dynamical system,
Z(T ) =
∫
M
ωn
n!
eiTH =
∫
M
d2nx
√
detω(x) eiTH(x) (3.52)
The partition function determines all the usual thermodynamic quantities of the dynamical
system [139], such as its free energies and specific heats, as well as all statistical averages in
the canonical ensemble of the classical system.
However, it is very seldom that one can actually obtain an exact closed form for the
partition function (3.52) as the integrals involved are usually rather complicated. But there
is a method of approximating the integral (3.52), which is very familiar to both physicists
and mathematicians, called the stationary-phase approximation [62, 69, 166]. This method
is often employed when one encounters oscillatory integrals such as (3.52) to obtain an idea
of its behaviour, at least for large T . It works as follows. Notice that for T → ∞ the
integrand of Z(T ) oscillates very rapidly and begins to damp to 0. The integral therefore has
an asymptotic expansion in powers of 1/T . The larger T gets the more the integrand tends
to localize around its stationary values wherever the function H(x) has extrema (equivalently
where dH(p) = 0)9. To evaluate these contributions, we expand both H and the Liouville
density in (3.52) in a neighbourhood Up about each critical point p ∈MV in a Taylor series,
where as usual integration in Up can be thought of as integration in the more familiar IR
2n. We
expand the exponential of all derivative terms in H of order higher than 2 in the exponential
power series, and in this way we are left with an infinite series of Gaussian moment integrals
with Gaussian weight determined by the bilinear form defined by the Hessian matrix (3.50)
of H at p. The lowest order contribution is just the normalization of the Gaussian (see (1.2)),
while the k-th order moments are down by powers of 1/T k compared to the leading term.
Carrying out these Gaussian integrations, taking into careful account the signature of the
Hessian at each point, and summing over all points p ∈ MV , in this way we obtain the
9Usually one argues that the phase will concentrate around the points where H is minimized (the ground
state) since this should be the dominant contribution for T → ∞. However, the localization is properly
determined by all points where dH(p) = 0 since the contribution from other extrema turn out to be of the
same order of magnitude as those from the minima [69].
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standard lowest-order stationary-phase approximation to the integral (3.52),
Z(T ) =
(
2πi
T
)n ∑
p∈MV
(−i)λ(p) eiTH(p)
√√√√ detω(p)
detH(p) +O(1/T
n+1) (3.53)
where λ(p) is the Morse index of the critical point p, defined as the number of negative
eigenvalues in a diagonalization of the symmetric Hessian matrix of H at p. We shall always
ignore a possible regular function of T in the large-T expansion (3.53). The higher-order
terms in (3.53) are found from the higher-moment Gaussian integrals [152] and they will be
analysed in Section 7. For now, we concern ourselves only with the lowest-order term in the
stationary-phase series of (3.52).
The field of equivariant localization theory was essentially born in 1982 when Duistermaat
and Heckman [39] found a general class of Hamiltonian systems for which the leading-order
of the stationary-phase approximation gives the exact result for the partition function (3.52)
(i.e. for which the O(1/T n+1) correction terms in (3.53) all vanish). Roughly speaking, the
Duistermaat-Heckman theorem goes as follows. Let M be a compact symplectic manifold.
Suppose that the vector field V defined by (3.29) generates the global Hamiltonian action of
a torus group T = (S1)m on M (where we shall usually assume that m = 1 for simplicity).
Since the critical point set of the Hamiltonian H coincides with the fixed-point setMV of the
T -action on M we can apply the equivariant Darboux theorem to the Hamiltonian system
at hand [62]. This generalization of Darboux’s theorem tells us that not only can we find
a local canonical system of coordinates in a neighbourhood of each critical point in which
the symplectic 2-form looks like (3.17), but these coordinates can further be chosen so that
the origin pµ = q
µ = 0 of the coordinate neighbourhood represents the fixed point p of the
given compact group action onM. This means that in these canonical coordinates the torus
action is (locally) linear and has the form of n canonical rotation generators (rotations in each
(pµ, q
µ) plane) [39]
V =
n∑
µ=1
λµ(p)
i
(
pµ
∂
∂qµ
− qµ ∂
∂pµ
)
, p ∈MV (3.54)
where λµ(p) are weights that will be specified shortly. From the Hamilton equations (3.29) it
follows that the Hamiltonian near each critical point p can be written in the quadratic form
H(x) = H(p) +
n∑
µ=1
iλµ(p)
2
(
p2µ + q
2
µ
)
(3.55)
In these coordinates the flows determined by the Hamilton equations of motion (3.34) are the
circles pµ(t), q
µ(t) ∼ eiλµt about the critical points, which gives an explicit representation of
the Hamiltonian T -action locally on M and the group action preserves the Darboux coordi-
nate neighbourhood. Thus each neighbourhood integration above is purely Gaussian and so
all higher-order terms in the stationary-phase evaluation of (3.52) vanish and the partition
function is given exactly by the leading term in (3.53) of its stationary-phase series10. This
theorem therefore has the potential of supplying a large class of dynamical systems whose
partition function (and hence all thermodynamic and statistical observables) can be evaluated
exactly.
10Of course the proof is completed by showing that there is no regular function of T contributing in this
case to (3.53) – for details we refer to [39].
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Atiyah and Bott [9] pointed out that the basic principle underlying the Duistermaat-
Heckman theorem is not that of stationary-phase, but rather of the more general localization
properties of equivariant cohomology that we discussed in the last Section. Suppose that the
Hamiltonian vector field V generates a global, symplectic circle action on the phase space
M. Suppose further that M admits a globally defined Riemannian structure for which V is
Killing vector, as in Subsection 2.5. Recall from the last Subsection that the symplecticity
of the circle action implies that ω +H is the equivariant extension of the symplectic 2-form
ω, i.e. DV (ω +H) = 0. Since integration over the 2n-dimensional manifold M picks up the
2n-degree component of any differential form, it follows that the partition function (3.52) can
be written as
Z(T ) =
∫
M
α (3.56)
where α is the inhomogeneous differential form
α =
1
(iT )n
eiT (H+ω) =
1
(iT )n
eiTH
n∑
k=0
(iT )k
k!
ωk (3.57)
whose 2k-form component is α(2k) = eiTHωk/(iT )n−kk!. Since H + ω is equivariantly closed,
it follows that DV α = 0. Thus we can apply the Berline-Vergne localization formula (2.143)
to the integral (3.56) to get
Z(T ) =
(
2πi
T
)n ∑
p∈MV
eiTH(p)
Pfaff dV (p)
(3.58)
In the case at hand the denominator of (3.58) at a critical point p is found from the
Hamilton equations (3.29) which give
dV (p) = ω−1(p)H(p) (3.59)
and so we see how the determinant factors appear in the formula (3.53). However, we have
to remember that the Pfaffian also encodes a specific choice of sign when taking the square
root determinant. The sign of the Pfaffian Pfaff dV (p) can be determined by examining it in
the equivariant Darboux coordinates above in which the matrix ω(p) is skew-diagonal with
skew-eigenvalues 1 and the Hessian H(p) which comes from (3.55) is diagonal with eigenvalues
iλµ(p) each of multiplicity 2. It follows that in these coordinates the matrix dV (p) is skew-
diagonal with skew-eigenvalues iλµ(p). Introducing the eta-invariant η(H(p)) of H(p), defined
as the difference between the number of positive and negative eigenvalues of the Hessian of
H at p, i.e. its spectral asymmetry, we find
η(H(p)) = 2
n∑
µ=1
sgn iλµ(p) (3.60)
which is related to the Morse index of H at p by
η(H(p)) = 2n− 2λ(p) (3.61)
Using the identity ±1 = eiπ2 (±1−1) it follows that
sgn Pfaff dV (p) =
n∏
µ=1
sgn iλµ(p) = e
iπ
2
( 1
2
η(H(p))−n) = e−i
π
2
λ(p) = (−i)λ(p) (3.62)
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and so substituting (3.59) and (3.62) into (3.58) we arrive finally at the Duistermaat-Heckman
integration formula
Z(T ) =
(
2πi
T
)n ∑
p∈MV
(−i)λ(p) eiTH(p)
√√√√ detω(p)
detH(p) (3.63)
Recall from Subsection 2.6 that dV (p) is associated with the anti-self-adjoint linear opera-
tor LV (p) which generates the infinitesimal circle (or torus) action on the tangent space TpM.
From the above it then follows that the complex numbers λµ(p) introduced in (3.54) are just
the weights (i.e. eigenvalues of the Cartan generators) of the complex linear representation of
the circle (or torus) action in the tangent space at p and the determinant factors from (3.58)
appear in terms of them as the products
e(p) = (−1)λ(p)/2
n∏
µ=1
λµ(p) (3.64)
as if each unstable mode contributes a factor of i to the integral for Z(T ) above. In fact,
the Pfaffian Pfaff dV (p) which appears in (3.58) is none other than the equivariant Euler
characteristic class EV (Np) = Pfaff dV (p) (see (2.100)) of the normal bundle Np in M of
each critical point p ∈MV . The normal bundle is defined as the bundle of points normal to the
directions of the critical point setMV , so that in a neighbourhood nearMV we can write the
local coordinates as x = p+p⊥ with p ∈MV and p⊥ ∈ Np. By its construction, Pfaff dV (p) is
taken over Np (see Subsection 2.6). Thus the terms in (3.58) define an equivariant cohomology
class in H2nU(1)(M). From (3.54) it follows that the induced circle action on Np is through
non-trivial irreducible representations and we can therefore decompose the normal bundle at
p ∈MV into a direct (Whitney) sum of 2-plane bundles with respect to this group action,
Np =
n⊕
µ=1
N (µ)p (3.65)
(3.54) then implies that the equivariant Euler class of N (µ)p is simply EV (N
(µ)
p ) = iλµ(p)/2.
Taking into account the proper orientation of Np induced by the Hamiltonian vector field
near x = p and the Liouville measure, and using the multiplicativity of the Euler class under
Whitney sums of bundles [21], we find that the equivariant Euler class of the normal bundle
at p is
EV (Np) =
n∏
µ=1
EV (N
(µ)
p ) ≡ e(p) (3.66)
which is just the weight product (3.64). Thus, for Hamiltonians that generate circle actions,
the 1-loop contribution to the classical partition function (i.e. the Duistermaat-Heckman
formula in the form (3.58)) describes the equivariant cohomology of the phase space with
respect to the Hamiltonian circle action on M. The particular value of the Duistermaat-
Heckman formula depends on the equivariant cohomology groupH2nU(1)(M) of the manifoldM.
All the localization formulas we shall derive in this Review will be represented by equivariant
characteristic classes, so that the partition functions of the physical systems we consider
provide representations for the equivariant cohomology of the phase space M. This is a
consequence of the cohomological localization principle of Subsection 2.5.
Given the remarkable cohomological derivation of the Duistermaat-Heckman formula above
which followed from the quite general principles of equivariant cohomology of the last Section,
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one could try to develop more general types of localization formulas from these general prin-
ciples in the hopes of being able to generate more general types of integration formulas for
the classical partition function. Moreover, given the localization criteria of the last Section
this has the possibility of expanding the set of dynamical systems whose partition functions
are exactly solvable. We stress again that the crucial step in this cohomological derivation is
the assumption that the Hamiltonian flows of the dynamical system globally generate isome-
tries of a metric g on M, i.e. the Hamiltonian vector field V is a global Killing vector of
g (equivalently, as we will see, for M compact, the classical flows x(t) trace out a torus T
in M). This geometric condition and a classification of the dynamical systems for which
these localization constraints do hold true will be one of our main topics in what follows.
The extensions and applications of the Duistermaat-Heckman localization formula and the
general formalism of equivariant cohomology for dynamical systems will be the focus of the
remainder of this Section.
3.4 Morse Theory and Kirwan’s Theorem
There is a very interesting and useful connection between the Duistermaat-Heckman theorem
and the Morse theory determined by the non-degenerate HamiltonianH . Morse theory relates
the structure of the critical points of a Morse function H to the topology of the manifoldM
on which it is defined. We very briefly now review some of the basic ideas in Morse theory
(see [107] for a comprehensive introduction). Given a Morse function H as above, we define
its Morse series
MH(t) =
∑
p∈MV
tλ(p) (3.67)
which is a finite sum because the non-degeneracy of H implies that its critical points are
all discrete and the compactness of M implies that the critical point set MV is finite. The
topology of the manifoldM now enters the problem through the Poincare´ series ofM, which
is defined by
PM(t; IF) =
2n∑
k=0
dimIFH
k(M; IF)tk (3.68)
where IF is some algebraic field (usually IR or C). The fundamental result of Morse theory is
the inequality
MH(t) ≥ PM(t; IF) (3.69)
for all fields IF. If equality holds in (3.69) for all fields IF, then we say that H is a perfect
Morse function. The inequality (3.69) leads to various relations between the critical points of
H and the topology of M. These are called the Morse inequalities, and the only feature of
them that we shall really need in the following is the fact that the number of critical points
of H of a given Morse index k ≥ 0 is always at least the number dimIRHk(M; IR). This puts
a severe restriction on the types of non-degenerate functions that can exist as C∞-maps on a
manifold of a given topology.
Another interesting relation is obtained when we set t = −1 in the Morse and Poincare´
series. In the former series we get
MH(−1) =
∑
p∈MV
sgn detH(p) (3.70)
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while (2.104) shows that in the latter series the result is the Euler characteristic χ(M) of
M. That these 2 quantities are equal is known as the Poincare´-Hopf theorem, and employing
further the Gauss-Bonnet-Chern theorem (2.103) we find
∑
p∈MV
sgn detH(p) = (−1)
n
(4π)nn!
∫
M
E(R) (3.71)
with E(R) the Euler class constructed from a Riemann curvature 2-form R on M. This
relation gives a very interesting connection between the structure of the critical point set
of a non-degenerate function and the topology and geometry of the phase space M. We
remark that one can also define equivariant versions of the Morse and Poincare´ series using
the topological definition of equivariant cohomology [107] which is suitable to the equivariant
cohomological ideas that we formulated earlier on. These equivariant generalizations which
localize topological integrals such as (3.71) onto the zero locus of a vector field is the basis
of the Mathai-Quillen formalism and its application to the construction of topological field
theories [27, 29, 34, 78, 95, 117]. We shall discuss some of these ideas in Section 8.
In regards to the Duistermaat-Heckman theorem, there is a very interesting Morse theo-
retical result due to Kirwan [84]. Kirwan showed that the only Morse functions for which the
stationary phase approximation can be exact are those which have only even Morse indices
λ(p). This theorem includes the cases where the Duistermaat-Heckman integration formula is
exact, and under the assumptions of the Duistermaat-Heckman theorem it is a consequence
of the circle action (see the previous Subsection). However, this result is even stronger – it
means that when one constructs the full stationary-phase series as described in the last Sub-
section [130], if that series converges uniformly in 1/T to the exact partition function Z(T ),
then the Morse index of every critical point of H must be even. From the Morse inequali-
ties mentioned above this furthermore gives a relation between equivariant localization and
the topology of the phase space of interest – if the manifold M has non-trivial cohomology
groups of odd dimension, then the stationary phase series diverges for any Morse function
defined onM and in particular the Duistermaat-Heckman localization formula for such phase
spaces can never give the exact result for Z(T ). In this way, Kirwan’s theorem rules out a
large number of dynamical systems for which the stationary phase approximation could be
exact in terms of the topology of the underlying phase space where the dynamical system
lives. Moreover, an application of the Morse lacunary principle [107] shows that, when the
stationary-phase approximation is exact so that H has only even Morse indices, H is in fact
a perfect Morse function and its Morse inequalities become equalities. We shall not go into
the rather straightforward proof of Kirwan’s theorem here, but refer to [84] for the details.
In the following we can therefore use Kirwan’s theorem as an initial test using the topology
of the phase space to determine which dynamical systems will localize in the sense of the
Duistermaat-Heckman theorem. In Section 7 we shall see the direct connection between the
higher order terms in the saddle-point series for the partition function and Kirwan’s theorem,
and more generally the geometry and topology of the manifold M.
3.5 Examples: The Height Function of a Riemann Surface
We now present some concrete examples of the equivariant localization formalism presented
above. One of the most common examples in both Morse theory and localization theory is
the dynamical system whose phase space is a compact Riemann surface Σg of genus g (i.e.
a closed surface with g ‘handles’) and whose Hamiltonian hΣg is the height function on Σ
g
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[29, 81, 107, 148, 152]. For instance, we have already encountered the case of the Riemann
sphere Σ0 = S2 in Subsection 2.1 with the height function hΣ0 given by (2.1). The symplectic
2-form is the usual volume form
ωΣ0 = d cos θ ∧ dφ (3.72)
induced by the Euclidean metric gµν = δµν of IR
3 from the embedding of S2 in 3-dimensional
space. The partition function
ZΣ0(T ) =
∫
Σ0
ωΣ0 e
iThΣ0 (3.73)
is given by the expression (2.3) which is precisely the value anticipated from the Duistermaat-
Heckman theorem. The relative minus sign in the last line of (2.3) comes from the fact that
the Morse index of the maximum θ = π is 2 while that of θ = 0 is 0. The vector field
generating the compact group action on S2 associated with rigid rotations of the sphere is
V = ∂
∂φ
, and the corresponding moment map is just hΣ0.
The Poincare´ series of the 2-sphere is11
PS2(t; IF) =
2∑
k=0
dimIFH
k(S2; IF)tk = 1 + t2 (3.74)
which coincides with the Morse series (3.67) for the height function hΣ0. Thus, consistent
with Kirwan’s theorem, we see that hΣ0 is a perfect Morse function with even Morse indices.
Notice that the Hamiltonian vector field V = ∂
∂φ
here generates an isometry of the standard
round metric dθ ⊗ dθ + sin2 θ dφ ⊗ dφ induced by the flat Euclidean metric of IR3. The
differential form (2.123) with this metric is ξ = dφ, which as expected is ill-defined at the 2
poles of S2. Now the partition function can be written as
ZΣ0(T ) = − 1
iT
∫
Σ0
d
(
eiThΣ0dφ
)
(3.75)
thus receiving contributions from only the critical points θ = 0, π, the endpoints of the
integration range for cos θ, in agreement with the explicit evaluation in Subsection 2.1. The
partition function (2.3) represents the equivariant cohomology classes in12
H2U(1)(S
2) = ZZ⊕ ZZ (3.76)
Intuitively, (3.76) follows from the fact that the single Lie algebra generator Φ ∈ IR and
the invariant volume form (3.72) of S2 are linearly independent, i.e. for any 2 functions
f1, f2 ∈ S(u(1)∗), the equivariant cohomology classes are spanned by the linearly independent
generators f1(Φ)(ωΣ0 + ΦhΣ0) and f2(Φ).
As we shall see later on, the above example for the Riemann sphere is essentially the only
Hamiltonian system to which the geometric equivariant localization constraints apply on a
simply-connected phase space (i.e. H1(M; ZZ) = 0). The situation is much different on a
multiply-connected phase space, which as we shall see is due to the fact that the non-trivial
first homology group of the phase space severely restricts the allowed U(1) group actions on it
11In general, if M is path-connected, as we always assume here, then H0(M; ZZ) = ZZ and if M is closed,
then H2n(M; ZZ) = ZZ. The intermediate homology groups depend on whether or not M has ‘holes’ in it or
not.
12Equivariant cohomology groups are usually computed using so-called classifying bundles of Lie groups
(the topological definition of equivariant cohomology) – see [107], for example.
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and hence the Morse functions thereon. For example, consider the case of a genus 1 Riemann
surface [81, 148, 152], i.e. Σ1 is the 2-torus T 2 = S1 × S1. The torus can be viewed as a
parallelogram in the complex plane with its opposite edges identified. We take as horizontal
edge the line segment from 0 to 1 along the real axis and the other slanted edge the line
segment from 0 to some complex number τ in the complex plane. The number τ is called the
modular parameter of the torus and we can take it to lie in the upper complex half-plane
C+ = {z ∈C : Im z > 0} (3.77)
Geometrically, τ determines the inner and outer radii of the 2 circles of the torus, and it labels
the inequivalent complex structures of Σ1 13.
We view the torus embedded in 3-space as a doughnut standing on end on the xy-plane
and centered symmetrically about the z-axis. If (φ1, φ2) are the angle coordinates on S
1×S1,
then the height function on Σ1 can be written as
hΣ1(φ1, φ2) = r2 − (r1 + Im τ cosφ1) cosφ2 (3.78)
where r1 = |Re τ | + Im τ and r2 = |Re τ | + 2 Im τ label the inner and outer radii of the
torus. The symplectic volume form on T 2 is just that induced by the identification of Σ1 as
a parallelogram in the plane with its opposite edges identified, i.e. the Darboux 2-form
ωD = dφ1 ∧ dφ2 (3.79)
The associated Hamiltonian vector field for this dynamical system has components
V 1Σ1 = −(r1 + Im τ cos φ1) sinφ2 , V 2Σ1 = Im τ sinφ1 cosφ2 (3.80)
The Hamiltonian (3.78) has 4 isolated non-degenerate critical points on S1 × S1 – a
maximum at (φ1, φ2) = (0, π) (top of the outer circle), a minimum at (0, 0) (bottom of
the outer circle), and 2 saddle points at (π, 0) and (π, π) (corresponding to the bottom and
top of the inner circle, respectively). The Morse index of the maximum is 2, that of the
minimum is 0, and those of the 2 saddle points are both 1. According to Kirwan’s theorem,
the appearence of odd Morse indices, or equivalently the fact that
H1(Σ
1; ZZ) = ZZ⊕ ZZ (3.81)
with each ZZ labelling the windings around the 2 independent non-contractable loops associ-
ated with each S1-factor, implies that the Duistermaat-Heckman integration formula should
fail in this case. Indeed, evaluating the right-hand side of the Duistermaat-Heckman formula
(3.63) gives
2πi
T
∑
p∈MV
Σ1
eiThΣ1 (p)
e(p)
=
2πi
T
√
Im τ
[
r
−1/2
2
(
1 + e2iT r2
)
+ |Re τ |−1/2 e2iT Imτ
(
1− e2iT |Reτ |
)] (3.82)
13In algebraic geometry one would therefore say that C+ is the Teichmu¨ller space of the torus. The Te-
ichmu¨ller space of a simply-connected Riemann surface is a point, so that there is a unique complex structure
(i.e. a unique way of defining complex coordinates) in genus 0. This is a consequence of the celebrated
Riemann uniformization theorem. We refer to [107] and [140] for an elementary introduction to Teichmu¨ller
spaces in algebraic geometry, while a more extensive treatment can be found in [71].
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which for the parameter values iT = 1 and τ = 1 + i gives the numerical value
2π e3
(
2√
3
sinh 3 + 2 cosh 1
)
∼ 1849.33 (3.83)
On the other hand, an explicit evaluation of the partition function gives
ZΣ1(T ) =
∫ 2π
0
∫ 2π
0
dφ1 dφ2 e
iThΣ1 (φ1,φ2) = 2π er2
∫ 2π
0
dφ1 J0 (iT (r1 + Im τ cosφ1)) (3.84)
with J0 the regular Bessel function of order 0 [57]. For the parameter values above, a numerical
integration in (3.84) gives ZΣ1 ∼ 2117.13 14, contradicting the result (3.83). Thus even though
in this case the Hamiltonian hΣ1 is a perfect Morse function, it doesn’t generate any torus
action on the phase space here.
This argument can be extended to the case where the phase space is a hyperbolic Riemann
surface Σg, g > 1 [148]. For g > 1, Σg = Σ1# · · ·#Σ1 is the g-fold connected sum of 2-tori
and therefore its first homology group is
H1(Σ
g; ZZ) =
2g⊕
i=1
ZZ (3.85)
It can be viewed in IR3 as g doughnuts stuck together on end and standing on the xy-
plane. The height function on Σg now has 2g + 2 critical points consisting of 1 maximum, 1
minimum and 2g saddle points. Again the maximum and minimum have Morse indices 2 and
0, respectively, while those of the 2g saddle points are all 1. As a consequence the perfect
Morse function hΣg generates no torus action on Σ
g.
The above non-exactness of the stationary-phase approximation (and even worse the di-
vergence of the stationary-phase series for (3.78)) is a consequence of the fact that the orbits
of the vector field (3.80) do not generate a global, compact group action on Σ1. Here the
orbits of the Hamiltonian vector field bifurcate at the saddle points (like the classical tra-
jectories of the simple pendulum which cross each other in figure eights), and we shall see
explicitly in Section 7 why its flows cannot generate isometries of any metric on Σ1 as well
as how this makes the stationary phase series diverge. The extensions of the equivariant
localization principle to non-compact group actions and to non-compact phase spaces are
not always immediate [29]. A version of the Duistermaat-Heckman theorem appropriate to
both abelian and non-abelian group actions on non-compact manifolds has been presented
by Prato and Wu in [136]. This non-compact version of the Duistermaat-Heckman theorem
assumes that there is a component of the moment map which is regular and bounded from
below (so that the Fourier-Laplace transform Z(T ) exists). The above examples illustrate the
strong topological dependence of the dynamical systems to which equivariant localization is
applicable. The height function restricted to a compact Riemann surface can only be used
for Duistermaat-Heckman localization in genus 0, and the introduction of more complicated
topologies restricts even further the class of Hamiltonian systems to which the localization
constraints apply. We shall investigate this phenomenon in a more detailed geometric setting
later on when we consider quantum localization techniques.
14All numerical integrations in this Review were performed using the mathematical software package
MATHEMATICA.
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3.6 Equivariant Localization and Classical Integrability
In this Subsection we discuss an interesting connection between the equivariant localization
formalism and integrable Hamiltonian systems [80, 81]. By an integrable dynamical system
we mean this in the sense of the Liouville-Arnold theorem which is a generalized, coordinate
independent version of the classical Liouville theorem that dictates when a given Hamiltonian
system will have equations of motion whose solutions can be explicitly found by integrating by
quadratures [35, 55]. The Liouville-Arnold theorem is essentially a global version of Darboux’s
theorem and it states that a Hamiltonian is integrable if one can find canonically conjugated
action-angle variables (Iµ, φ
µ)nµ=1,
{Iµ, φν}ω = δνµ (3.86)
defined almost everywhere on the phase space M, such that the Hamiltonian H = H(I) is a
functional of only the action variables [6]. The action variables themselves are supposed to
be functionally-independent and in involution,
{Iµ, Iν}ω = 0 (3.87)
and from the Hamilton equations of motion (3.32) it follows that
I˙µ(t) = {Iµ, H(I)}ω = 0 (3.88)
so that the time-evolution of the action variables is constant. Consequently, (3.87) implies
that the action variables generate a Cartan subalgebra (S1)n of the Poisson algebra of the
phase space, and the Iµ therefore label a set of canonically invariant tori on the phase space
which are called Liouville tori. The motion of H(I) is constrained to the Liouville tori, and
the system is therefore integrable in the sense that we have found n independent degrees
of freedom for the classical motion. The Iµ’s in simple problems are conserved quantities
such as the total energy or angular momentum which generate a particular symmetry of
the dynamics, such as time-independence or radial symmetry. The symplectic 2-form in the
action-angle variables is
ω = dIµ ∧ dφµ (3.89)
and the corresponding symplectic potential which generates the Hamiltonian as the moment
map of a global U(1) group action on M as in (3.47) is
θF ≡ θ + dF = Iµdφµ (3.90)
The connection between integrability and equivariant localization now becomes rather
transparent. The above integrability requirement that H be a functional of some torus action
generators is precisely the requirement of the Duistermaat-Heckman theorem. The global
solutions to the Hamilton equations of motion in this case are
Iµ(t) = Iµ(0) , φ
µ(t) = φµ(0) + ωµ(I)t (3.91)
where ωµ(I) = ∂IµH(I). The classical trajectories of the dynamical system therefore move
along the Liouville tori with constant angular velocity φ˙µ = ωµ (equivalently they share a
common period) which represents a large symmetry of the classical mechanics. The Hamil-
tonian vector field ∂
∂φµ
associated with the action variable Iµ generates the µ-th circle action
component of the full torus action onM, and consequently any Hamiltonian which is a linear
combination of the action variables will generate a torus action onM and meet the criteria of
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the Duistermaat-Heckman theorem. For quadratic and higher-order functionals of the action
variables the associated Hamiltonian vector field in general generates a circle action which
does not have a constant angular velocity on the phase space and the Duistermaat-Heckman
formula will not hold. We shall see, however, that modified versions of the Duistermaat-
Heckman localization formula can still be derived, so that any integrable model will provide
an example of a partition function that localizes. For the height function of S2 above, the
action-angle variables are I1 = hΣ0 = a − cos θ, φ1 = φ. We shall see some more general
(higher-dimensional) examples in Section 5.
Recall that one of the primary assumptions in the localization framework above was that
the phase space admit a Riemannian metric g which is globally invariant under the U(1)
action on it. The existence of a Riemannian geometry which is globally invariant under the
classical dynamics of a given Hamiltonian system is a very strong requirement. A U(1)-
invariant metric tensor always exists locally in the regions where H has no critical points.
To see this, introduce local equivariant Darboux coordinates (p1, . . . , pn, q
1, . . . , qn) in that
region in which the Hamiltonian vector field generates translations in q1. This means that
H = p1 is taken as the radius of this equivariant Darboux coordinate system. The U(1)-
invariant metric tensor can then be taken to be any metric tensor whose components are
independent of the coordinate q1 (e.g. gµν = δµν), which follows from the Killing equations
(2.112). However, there may be global obstructions to extending these local metrics to metrics
defined globally on the entire phase space in a smooth way. This feature is just equivalent to
the well-known fact that any Hamiltonian system is locally integrable. This is easily seen from
the local representation (3.54),(3.55) where we can define pµ = Iµ cosφ
µ, qµ = Iµ sinφ
µ. Then
H ∼ ∑nµ=1 I2µ and V ∼ ∑nµ=1 ∂∂φµ generates translations in the local angle variables φµ (rigid
rotations of the local coordinate neighbourhood). Then locally the metric tensor components
gµν should be taken to depend only on the action variables Iµ (i.e. g is radially symmetric in
the coordinate neighbourhood).
However, local integrability does not necessarily ensure global integrability. For the latter
to follow, it is necessary that the neighbourhoods containing the conserved charges Iµ be
patched together in such a way as to yield a complete set of conserved charges defined almost
everywhere on the phase space M. Furthermore, global integrability also implements strong
requirements on the behaviour of H in the vicinity of its critical points. As we shall see later
on, the isometry group of a compact Riemannian manifold is also compact, so that the global
existence of an invariant metric tensor in the above for a compact phase space is equivalent to
the requirement thatH generates the global action of a circle (or more generally a torus). This
means that the Hamiltonian vector field V is a Cartan element of the algebra of isometries
of the metric g (or equivalently H is a Cartan element of the corresponding Poisson algebra).
In other words, H is a globally-defined action variable (or a functional thereof), so that the
applicable Hamiltonians within the framework of equivariant localization determine integrable
dynamical systems. Thus it is the isometry condition that puts a rather severe restriction on
the Hamiltonian functions which generate the circle action through the relation (3.28). These
features also appear in the infinite-dimensional generalizations of the localization formalism
above and they will be discussed at greater length in Sections 5 and 6.
We note also that for an integrable Hamiltonian H we can construct an explicit represen-
tation of the function F which appears in (3.47) and (3.90) above. Indeed, the function K
in (3.46) can be constructed locally outside of the critical point set of H by assuming that a
given action variable Iµ is such that
∂H(I)
∂Iµ
6= 0 (3.92)
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In this case, the function K can be realized explicitly by
K(I, φ) = φµ ·
(
∂H
∂Iµ
)−1
(3.93)
and the condition (3.47) becomes
iV θF = Iµ
∂H
∂Iµ
+ {H,F}ω = H (3.94)
which is satisfied by
F = K ·
(
H − Iµ∂H
∂Iµ
)
+G(I) (3.95)
where G(I) is an arbitrary function of the action variables. Consequently, in a neighbourhood
where action-angle variables can be introduced and where H does not admit critial points, we
get an explicit realization of the function F in (3.47) and thus a locally invariant symplectic
potential θF .
In fact, given the equivariantly closed 2-form KV +ΩV introduced in (2.119), we note that
ΩV is a closed 2-form (but not necessarily non-degenerate) and that the function KV satisfies
dKV = −iVΩV (3.96)
as a consequence of (2.121) and (2.118), respectively. It follows that
V µ = ΩµνV ∂νKV = ω
µν∂νH (3.97)
and so the classical equations of motion for the 2 Hamiltonian systems (M, ω,H) and (M,ΩV , KV )
coincide15,
x˙µ(t) = {xµ, H}ω = {xµ, KV }ΩV (3.98)
This means that these 2 dynamical systems determine a bi-Hamiltonian structure. There are
2 interesting consequences of this structure. The first follows from the fact that if H = H(I)
as above is integrable, then these action-angle variables can be chosen so that in addition
KV = KV (I) is an integrable Hamiltonian. We can therefore replace H everywhere in (3.92)–
(3.95) by the function KV and ω by ΩV , and after a bit of algebra we find that the 1-form
θ
(V )
F above which generates ΩV satisfies
KV + ΩV = DV θ
(V )
F (3.99)
and likewise
H + ω = DV θF (3.100)
Since both H + ω and KV + ΩV are equivariantly closed, we see that for an integrable bi-
Hamiltonian system we can solve explicitly the equivariant version of the Poincare´ lemma. The
global existence of the 1-forms θF and θ
(V )
F is therefore connected not only to the non-triviality
of the DeRham cohomology ofM, but also to the non-triviality of the equivariant cohomology
15Here we assume that ΩV is non-degenerate on M except possibly on submanifolds of M of codimension
at least 2, since when it is degenerate some of the equations in (3.96) should be considered as constraints.
On these submanifolds, the Hamiltonian KV must then vanish in order to keep the equations of motion
non-singular [6].
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associated with the equivariant exterior derivative DV . Note that this derivation could also
have been carried out for an arbitrary equivariant differential 1-form β with the definition
(2.119) (c.f. eq. (2.124)). This suggests an intimate relationship between the localization
formalism, and more generally equivariant cohomology, and the existence of bi-Hamiltonian
structures for a given phase space.
Furthermore, it is well-known that the existence alone of a bi-Hamiltonian system is di-
rectly connected to integrability [6, 35]. If the symplectic 2-forms ω and ΩV are such that the
rank (1,1) tensor
L = ΩV · ω−1 (3.101)
is non-trivial, then one can straightforwardly show [80] that
L˙ = V µ∂µL = [L, dV ] (3.102)
which is just the Lax equation, so that (L, dV ) determines a Lax pair [35]. Under a certain
additional assumption on the tensor L it can then be shown [80] that the quantities
Iµ =
1
µ
tr Lµ (3.103)
give variables which are in involution and which are conserved, i.e. which commute with the
Hamiltonian H . If these quantities are in addition complete, i.e. the number of functionally
independent variables (3.103) is half the phase space dimension, then the Hamiltonian system
(M, ω,H) is integrable in the sense of the Liouville-Arnold theorem. We refer to [80] for
more details of how this construction works. Therefore the equivariant localization formalism
for classical dynamical systems presents an alternative, geometric approach to the problem
of integrability.
3.7 Degenerate Version of the Duistermaat-Heckman Theorem
In these last 3 Subsections of this Section we shall quickly run through some of the gener-
alizations of the Duistermaat-Heckman theorem which can be applied to more general dy-
namical systems. The first generalization we consider is to the case where H isn’t necessarily
non-degenerate and its critical point set MV is now a submanifold of M of co-dimension
r = dimM−dimMV [9, 19, 21, 23, 24, 39, 117]. In this case some modifications are required
in the evaluation of the canonical localization integral (2.137) which was used in the deriva-
tion of the Berline-Vergne theorem with the differential form α given in (3.57). The Hessian
of H now vanishes everywhere onMV (because dH = 0 everywhere onMV ), but we assume
that it is non-vanishing in the directions normal to the critical submanifold MV [107]. This
defines the normal bundle NV of MV in M, and the phase space is now locally the disjoint
union
M =MV ⊔ NV (3.104)
so that in a neighbourhood near MV we can decompose the local coordinates on M as
xµ = xµ0 + x
µ
⊥ (3.105)
where x0 are local coordinates on MV , i.e. V (x0) = 0, and x⊥ are local coordinates on NV .
Similarly, the tangent space at any point x near MV can be decomposed as
TxM = TxMV ⊕ TxNV (3.106)
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where TxNV is the space of vectors orthogonal to those in TxMV . We can therefore decompose
the Grassmann variables ηµ which generate the exterior algebra of M as
ηµ = ηµ0 + η
µ
⊥ (3.107)
where ηµ0 generate the exterior algebra ΛMV and ηµ⊥ generate ΛNV .
Under the usual assumptions used in deriving the equivariant localization principle, it
follows that the tangent bundle, equipped with a Levi-Civita-Christoffel connection Γ asso-
ciated with a U(1)-invariant metric tensor g as in (2.114), is an equivariant vector bundle.
Recall that the Lie derivative LV induces a non-trivial action of the group on the fibers of the
tangent bundle which is mediated by the matrix dV . More precisely, this action is given by
LV = V µ∂µ + dV µiV µ − dV (3.108)
and so the moment map associated with this equivariant bundle is the Riemann moment map
[21]
µV = ∇V (3.109)
which as always is regarded as a matrix acting on the fiber spaces. Given the Killing equations
for V , this moment map is related to the 2-form ΩV by
(ΩV )µν = 2gµλ(µV )
λ
ν (3.110)
and the equivariant curvature of the bundle is
RV = R + µV (3.111)
where the Riemann curvature 2-form of the tangent bundle is
Rµν =
1
2
Rµνλρ(x)η
ληρ (3.112)
and
Rρσµν = ∂µΓ
ρ
νσ − ∂νΓρµσ + ΓρµλΓλνσ − ΓρνλΓλµσ (3.113)
are the components of the associated Riemann curvature tensor R = dΓ + Γ ∧ Γ. Note
that, from the decomposition (3.106), the normal bundle inherits a U(1)-invariant connection
from TM, and the curvature and moment map on TNV are just the restrictions of the
corresponding objects defined on TM.
Given these features of the 2-form ΩV , it follows that the generators η
µ
0 of ΛMV satisfy
(ΩV )µν(x0)η
ν
0 = 2(gµλ∂νV
λ)(x0)η
ν
0 = 0 (3.114)
since ηµ0 ∼ dxµ0 lie in a direction cotangent to MV . For large s ∈ IR+ in (2.137) the integral
will localize exponentially to a neighbourhood of MV , and so, in the linearization (3.105)
of the coordinates perpendicular to MV wherein we approximate this neighbourhood with a
neighbourhood of the normal bundle NV , we can extend the integration over all values of x⊥
there. We now introduce the scaled change of integration variables
xµ = xµ0 + x
µ
⊥ → xµ0 + xµ⊥/
√
s , ηµ = ηµ0 + η
µ
⊥ → ηµ0 + ηµ⊥/
√
s (3.115)
and expand the argument of the large-s exponential in (2.137) using the decompositions
(3.115). The Jacobian determinants from the anticommuting ηµ⊥ variables and the commuting
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xµ⊥ variables cancel each other, and so the integral (2.137) remains unchanged under this
coordinate rescaling. A tedious but straightforward calculation using observations such as
(3.114) shows that the large-s expansion of the argument of the exponential in (2.137) is
given by [117]
s
2
ΩV
s→∞−→ 1
2
(ΩV )µν(x0)η
µ
⊥η
ν
⊥ +
1
2
(ΩV )µσ(x0)R
σ
νλρ(x0)x
µ
⊥x
ν
⊥η
λ
0η
ρ
0 +O(1/
√
s)
sKV
s→∞−→ 1
2
(µV )
ρ
µ(x0)(ΩV )ρν(x0)x
µ
⊥x
ν
⊥ +O(1/
√
s)
(3.116)
where we have expanded the C∞-functions in (3.116) in their respective Taylor series about
the critical points.
Thus with the coordinate change (3.115), the integration over the normal part of the full
integration domain
M⊗ Λ1M =
(
MV ⊗ Λ1MV
)
⊔
(
NV ⊗ Λ1NV
)
, (3.117)
i.e. over (x⊥, η⊥) in (2.137), is Gaussian and can be carried out explicitly. The result is an
integral over the critical submanifold
Z(T )
=
(
2πi
T
) r
2
∫
MV ⊗Λ1MV
drx0 d
rη0 e
iT (H(x0)+ω(x0,η0))
Pfaff ΩV (x0)√
detΩV (x0)(µV (x0) +R(x0, η0))
=
(
2πi
T
) r
2
∫
MV
chV (iTω)|MV
EV (R)|NV
(3.118)
where we have identified the equivariant Chern and Euler characters (2.95) and (2.100) of the
respective fiber bundles. In (3.118) the equivariant Chern and Euler characters are restricted
to the critical submanifold MV , and the determinant and Pfaffian there are taken over the
normal bundle NV . Note that the above derivation has assumed that the critical submanifold
MV is connected. IfMV consists of several connected components, then the formula (3.118)
means a sum over the contributions from each of these components. Notice also the role that
the large equivariant cohomological symmetry of the dynamical system has played here – it
renders the Jacobian for the rescaling transformation (3.115) trivial and reduces the required
integrations to Gaussian ones. This symmetry appears as a sort of supersymmetry here (i.e.
a symmetry between the scalar xµ and Grassmann ηµ coordinates).
There are several comments in order here. First of all, if MV consists of discrete isolated
points, so that r = 2n, then, since the curvature of the normal bundle of a point vanishes and
so the Riemann moment map µV coincides with the usual moment map dV on TM calculated
at that point, the formula (3.118) reduces to the non-degenerate localization formula (3.58)
and hence to the Duistermaat-Heckman theorem. Secondly, we recall that the equivariant
characteristic classes in (3.118) provide representatives of the equivariant cohomology of M
and the integration formula (3.118) is formally independent of the chosen metric on M.
Thus the localization formulas are topological invariants of M, as they should be, and they
represent types of ‘index theorems’. This fact will have important implications later on in
the formal applications to topological field theory functional integration. Finally, we point
out that Kirwan’s theorem generalizes to the degenerate case above [84]. In this case, since
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the Hessian is a non-singular symmetric matrix along the directions normal to MV , we can
orthogonally decompose the normal bundle, with the aid of some locally-defined Riemannian
metric on MV , into a direct sum of the positive- and negative-eigenvalue eigenspaces of
H. The dimension of the latter subspace is now defined as the index of MV and Kirwan’s
theorem now states that the index of every connected component ofMV must be even when
the localization formula (3.118) holds. The Morse inequalities for this degenerate case [107]
then relate the exactness or failure of (3.118) as before to the homology of the underlying
phase space M. One dynamical system to which the formula (3.118) could be applied is the
height function of the torus when the torus is now viewed in 3-space as a doughnut sitting on
a dinner plate (the xy-plane). This function has 2 extrema but they are now circles, instead
of points, which are parallel to each other and one is a minimum and the other is a maximum.
The critical submanifold of T 2 in this case consists of 2 connected components, T 2V = S
1⊔S1.
3.8 The Witten Localization Formula
We have thus far only applied the localization formalism to abelian group actions onM. The
first generalization of the Duistermaat-Heckman theorem to non-abelian group actions was
presented by Guilleman and Prato [60] in the case where the induced action of the Cartan
subgroup (or maximal torus) of G has only a finite number of isolated fixed points pi and the
stabalizer {g ∈ G : g · pi = pi} of all these fixed points coincides with the Cartan subgroup.
The Guilleman-Prato localization formula reduces the integrals over the dual Lie algebra g∗
to integrals over the dual of the Cartan subalgebra using the so-called Weyl integral formula
[29]. With this reduction one can apply the standard abelian localization formalism above.
This procedure of abelianization thus reduces the problem to the consideration of localization
theory for functions of Cartan elements of the Lie group G, i.e. integrable Hamiltonian
systems. Witten [165] proposed a more general non-abelian localization formalism and used
it to study 2-dimensional Yang-Mills theory. In this Subsection we shall outline the basic
features of Witten’s localization theory.
Given a Lie group G acting on the phase space M, we wish to evaluate the partition
function with the general equivariant extension (3.35),
ZG =
∫
M
ωn
n!
e−φ
a⊗Ha (3.119)
where as usual the Boltzmann weights are given by the symplectic moment map of the G-
action on M. There are 2 ways to regard the dual algebra functions φa in (3.119). We can
give the φa fixed values, regarding them as the values of elements of S(g∗) acting on algebra
elements, i.e. the φa are complex-valued parameters, as is unambiguously the case if G is
abelian [9] (in which case we set φ = −iT in (3.119)). In this case we are integrating with a
fixed element of the Lie group G, i.e. we are essentially in the abelian case. We shall see that
various localization schemes reproduce features of character formulas for the action of the Lie
group G on M at the quantum level. The other possibility is to regard the φa as dynamical
variables and integrate over them. This case allows a richer intepretation and is the basis of
non-abelian localization formulas and the localization formalism in topological field theory.
To employ this latter interpretation for the symmetric algebra elements, we need a def-
inition for equivariant integration. The definition (2.127) gives a map on ΛGM → S(g∗)G,
but in analogy with ordinary DeRham integration we wish to obtain a map on ΛGM → C.
The group G has a natural G-invariant measure on it, namely its Haar measure. Since g
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is naturally isomorphic to the tangent space of G at the identity, it inherits from the Haar
measure a natural translation-invariant measure. Given this measure, the definition we take
for equivariant integration is [165]
∮
M⊗g∗
α ≡ lim
s→∞
1
vol(G)
∫
g∗
dimG∏
a=1
dφa
2π
e−
1
2s
(φa)2
∫
M
α (3.120)
for α ∈ ΛGM, where vol(G) = ∫GDg = ∫g∗ ∏a dφa/2π is the volume of the group G in its
Haar measure. The parameter s ∈ IR+ in (3.120) is used to regulate the possible divergence
on the completion Λ∞GM. The definition (3.120) indeed gives a map on ΛGM→ C, and the
φa’s in it can be regarded as local Euclidean coordinates on g∗ such that the measure there
coincides with the chosen Haar measure at the identity of G. Setting α = eωg in (3.120),
with ωg the equivariant extension (3.35) of the symplectic 2-form of M, and performing the
Gaussian φa-integrals, we arrive at Witten’s localization formula for the partition function
(3.119),
ZG = lim
s→∞
(
s
2π
)dimG/2 1
vol(G)
∫
M
ωn
n!
e−
s
2
∑
a
(Ha)2 (3.121)
The right-hand side of (3.121) localizes onto the extrema of the square of the moment
map
∑
a(H
a)2. The absolute minima of this function are the solutions to H = φa ⊗Ha = 0.
The contribution of the absolute minimum to ZG (the dominant contribution for s → ∞) is
given by a simple cohomological formula [165]
ZminG = lims→∞
(2π)dimG/2
vol(G)
∫
M0
eω+
1
2s
Θ
∣∣∣∣M0 (3.122)
where M0 = H−1(0)/G is the Marsden-Weinstein reduced phase space [93] (or symplectic
quotient) and the localization of the global minima onto M0 is a consequence of the G-
equivariance of the integration in (3.120) (as one can then integrate over the fibers of the
bundle H−1(0)→ H−1(0)/G, with bundle projection π that takes x ∈ H−1(0) into its equiv-
alence class [x] ∈ M0). Here we have assumed that G acts freely on H−1(0), and Θ is a
certain element of the cohomology group H4(M0; IR) that is defined as follows. In integrating
over the φa’s in (3.120) we note that
∑
a(φ
a)2/2 ∈ H4G(M), so that when restricted to H−1(0)
it is the pullback of some Θ ∈ H4(M0; IR). Therefore the equivariant cohomology class of∑
a(φ
a)2/2 ∈ H4G(M) is determined by this form Θ which then serves as a characteristic class
of the principal G-bundle H−1(0) → M0. The Witten localization formula can in this way
be used to describe the cohomology of the reduced phase space M0 of the given symplectic
G-action on M. We refer to [165] for further details of this construction.
However, the contributions from the other local extrema of
∑
a(H
a)2, which correspond
to the critical points of H as in the Duistermaat-Heckman integration formula, are in general
very complicated functions of the limiting parameter s ∈ IR+. For instance, in the simple
abelian example of Subsections 2.1 and 3.5 above where G = U(1), M = S2 and H = hΣ0 is
the height function (2.1) of the sphere, the Witten localization formula (3.121) above becomes
ZΣ0 = lims→∞
(
s
2π
)1/2 ∫ +1
−1
d cos θ e−s(a−cos θ)
2/2 = lim
s→∞ (1− I+(s)− I−(s)) (3.123)
where we have assumed that |a| < 1, and I±(s) are the transcendental error functions [57]
I±(s) = ±
(
s
2π
)1/2 ∫ ±∞
±1
dx e−s(a−x)
2/2 (3.124)
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The 3 final terms in (3.123) are the anticipated contributions from the 3 critical points of
h2Σ0 = (cos θ−a)2 – the absolute minimum at cos θ = a contributes +1, while the local maxima
at cos θ = ±1 contribute negative terms −I± to the localization formula. The complicated
error functions arise because here the critical point at cos θ = a is a degenerate critical point
of the canonical localization integral in (2.137). The appearence of these error functions is
in marked contrast with the elementary functions that appear as the contributions from the
critical points in the usual Duistermaat-Heckman formula.
Another interesting application of the Witten localization formalism is that it can be used
to derive integration formulas when the argument of the Boltzmann weight in the partition
function is instead the square of the moment map. This can be done by reversing the argu-
ments which led to the localization formula (3.121), and further localizing the Duistermaat-
Heckman type integral (3.119) using the localization principle of Subsection 2.5. The result
(for finite s) is then a sum of local contributions
∑
m Zm(s), where the functions Zm(s) can
only be determined explicitly in appropriate instances [75, 165, 167] (see the simple abelian
example above). Combining these ideas together, we arrive at the localization formula
1
vol(G)
(
−iT
π
)dimG/2 ∫
M
ωn
n!
eiT
∑
a
(Ha)2
=
1
vol(G)
∫
g∗
dimG∏
a=1
dφa
2π
e−
1
4iT
(φa)2
∫
M
ωn
n!
e−φ
a⊗Ha
=
1
vol(G)
lim
s→∞
∫
g∗
dimG∏
a=1
dφa
2π
e−
1
4iT
(φa)2
∫
M
ωn
n!
e−φ
a⊗Ha−sDgλ
(3.125)
where λ ∈ Λ1GM and we have applied the localization principle to the Duistermaat-Heckman
type integral over M on the right-hand side of the first equality in (3.125). The localization
1-form λ is chosen just as before using a G-invariant metric on M and the Hamiltonian
vector field associated with the square of the moment map. In Section 8 we shall outline how
the formal infinite-dimensional generalization of this last localization formula can be used to
evaluate the partition function of 2-dimensional Yang-Mills theory [165].
Finally, we point out the work of Jeffrey and Kirwan [75] who rigorously derived, in
certain special cases, the contribution to ZG from the reduced phase space M0 = H−1(0)/G
in (3.122). Let HC ⊂ G be the Cartan subgroup of G, and assume that the fixed points p of
the induced HC-action on M are isolated and non-degenerate. Then for any equivariantly-
closed differential form α of degree dimM0 in ΛGM, we have the so-called residue formula
[75] ∫
M0
α|M0 =
∑
p∈MHC
Res

 e−φa⊗Ha(p)
(∏
β β
)
α(0)(p)
e(p)

 (3.126)
where β are the roots associated to HC ⊂ G (the eigenvalues of the generators of HC in
the adjoint representation of G), and Res is Jeffrey-Kirwan-Kalkman residue, defined as the
coefficient of 1
φ
where φ is the element of the symmetric algebra S(g∗) representing the induced
HC-action onM (see [75] and [79] for its precise definition). This residue, whose explicit form
was computed by Kalkman [79], depends on the fixed-point setMHC of the HC-action onM
and it can be expressed in terms of the weight determinants e(p) in (3.64) of the HC-action
and the values H(p) = φa⊗Ha(p). It is in forms similar to (3.126) that the first non-abelian
generalizations of the Duistermaat-Heckman theorem due to Guilleman and Prato appeared
[60]. The residue formula can explicitly be used to obtain information about the cohomology
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ring of the reduced phase space M0 above [75, 79]. This is particularly useful in applications
to topological gauge theories (see Section 8).
3.9 The Wu Localization Formula
The final generalization of the Duistermaat-Heckman theorem that we shall present here is an
interesting application, due to Wu [167], of Witten’s localization formula in the form (3.125)
when applied to a global U(1)-action on M. This yields a localization formula for Hamilto-
nians which are not themselves the associated symplectic moment map, but are functionals
of such an observable H . This is accomplished via the localization formula
ZU(1)(T ) =
∫
M
ωn
n!
eiTH
2
=
(
− 1
4πiT
)1/2
lim
s→∞
∫ 2π
0
dφ e−
1
4iT
φ2
∫
M
ωn
n!
e−φ⊗H−sDu(1)λ (3.127)
The final integral on the right-hand side of (3.127) is just that which appears in the canonical
localization integral (2.128) used in the derivation of the Duistermaat-Heckman formula.
Working this out just as before and performing the resulting Gaussian φ-integral yields Wu’s
localization formula for circle actions [167]
ZU(1)(T ) =
(2π)n
(n− 1)!
∑
p∈MV
1
e(p)
∫ ∞
0
ds sn−1 eiT (s+|H(p)|)
2
+
∫
M0
eω+iF/4T
∣∣∣M0 (3.128)
where F = dA is the curvature of an abelian gauge connection on the (non-trivial) principal
U(1)-bundle H−1(0) → M0. The formula (3.128) can be used to determine the symplectic
volume of the Marsden-Weinstein reduced phase space M0 [167]. This gives an alternative
localization for Hamiltonians which themselves do not generate an isometry of some metric
g on M, but are quadratic in such isometry generators. As we shall see, the path integral
generalizations of Wu’s formula are rather important for certain physical problems.
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4 Quantum Localization Theory for Phase Space Path
Integrals
In quantum mechanics there are not too many path integrals that can be evaluated explicitly
and exactly, while the analog of the stationary phase approximation, i.e. the semi-classical
approximation, can usually be obtained quite readily. In this Section we shall investigate
the possibility of obtaining some path integral analogs of the Duistermaat-Heckman formula
and its generalizations. A large class of examples where one has an underlying equivariant
cohomology which could serve as a structure responsible for localization is provided by phase
space path integrals, i.e. the direct loop space analogs of (3.52). Of course, as path integrals
in general are mathematically awkward objects, the localization formulas that we will obtain
in this way are not really definite predictions but rather suggestions for what kind of results
to expect. Because of the lack of rigor that goes into deriving these localization formulas it is
perhaps surprising then that some of these results are not only conceptually interesting but
also physically reasonable.
Besides these there are many other field-theoretic analogies with the functional integral
generalization of the Duistermaat-Heckman theorem, the common theme being always some
underlying geometrical or topological structure which is ultimately responsible for localization.
We have already mentioned one of these in the last Section, namely the Witten localization
formula which is in principle the right framework to apply equivariant localization to a coho-
mological formulation of 2-dimensional quantum Yang-Mills theory (see Section 8). Another
large class of quantum models for which the Duistermaat-Heckman theorem seems to make
sense isN = 1
2
supersymmetric quantum mechanics [8]. This formal application, due to Atiyah
and Witten, was indeed the first encouraging evidence that such a path integral generalization
of the rigorous localization formulas of the last Section exists. Strictly speaking though, this
example really falls into the category of the Berline-Vergne localization of Subsection 2.6 as
the free loop space of a configuration manifold is not quite a symplectic manifold in general
[21]. More generally, the Duistermaat-Heckman localization can be directly generalized to the
infinite-dimensional case within the Lagrangian formalism, if the loop space defined over the
configuration space has on it a natural symplectic structure. This is the case, for example, for
geodesic motion on a Lie group manifold, where the space of based loops is a Ka¨hler manifold
[137] and the stationary phase approximation is well-known to be exact [38, 141]. This formal
localization has been carried out by Picken [134, 135].
We will discuss these specific applications in more detail, but we are really interested
in obtaining some version of the equivariant localization formulas available which can be
applied to non-supersymmetric models and when the partition functions cannot be calculated
directly by some other means. The Duistermaat-Heckman theorem in this context would
now express something like the exactness of the one-loop approximation to the path integral.
These functional integral formulas, and their connections to the finite-dimensional formulas
of Section 3, will be discussed at length in this Section. The formal techniques we shall
employ throughout use ideas from supersymmetric and topological field theories, and indeed
we shall see how to interpret an arbitrary phase space path integral quite naturally both as
a supersymmetric and as a topological field theory partition function. In the Hamiltonian
approach to localization, therefore, topological field theories fit quite naturally into the loop
space equivariant localization framework. As we shall see, this has deep connections with
the integrability properties of these models. In all of this, the common mechanism will be
a fundamental cohomological nature of the model which can be understood in terms of a
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supersymmetry allowing one to deform the integrand without changing the integral.
4.1 Phase Space Path Integrals
We begin this Section by deriving the quantum mechanical path integral for a bosonic quantum
system with no internal degrees of freedom. For simplicity, we shall present the calculation
for n = 1 degree of freedom in Darboux coordinates on M, i.e. we essentially carry out the
calculation on the plane IR2. The extension to n > 1 will then be immediate, and then we
simply add the appropriate symplectic quantities to obtain a canonically-invariant object on
a general symplectic manifold M to ensure invariance under transformations which preserve
the density of states.
To transform the classical theory of the last Section into a quantum mechanical one (i.e.
to ‘quantize’ it), we replace the phase space coordinates (p, q) with operators (pˆ, qˆ) which
obey an operator algebra that is obtained by replacing the Poisson algebra of the Darboux
coordinates (3.18) by allowing the commutator bracket of the basis operators (pˆ, qˆ) to be
simply equal to the Poisson brackets of the same objects as elements of the Poisson algebra
of C∞-functions on the phase space, times an additional factor of ih¯ where h¯ is Planck’s
constant,
[pˆ, qˆ] = ih¯ (4.1)
The operators (pˆ, qˆ) with the canonical commutation relation (4.1) make the space of C∞-
functions onM into an infinite-dimensional associative operator algebra called the Heisenberg
algebra16. This algebra can be represented on the space L2(q) of square integrable functions
of the configuration space coordinate q by letting the operator qˆ act as multiplication by q
and pˆ as the derivative
pˆ = ih¯
∂
∂q
(4.2)
This representation of the Heisenberg algebra is called the Schro¨dinger picture and the ele-
ments of the Hilbert space L2(q) are called the wavefunctions or physical quantum states of
the dynamical system17.
The eigenstates of the (Hermitian) position and momentum operators are denoted by the
usual Dirac bra-ket notation
qˆ|q〉 = q|q〉 , pˆ|p〉 = p|p〉 (4.3)
These states are orthonormal,
〈q|q′〉 = δ(q − q′) , 〈p|p′〉 = δ(p− p′) (4.4)
and they obey the momentum and position space completeness relations
∫ ∞
−∞
dp |p〉〈p| =
∫ ∞
−∞
dq |q〉〈q| = 1 (4.5)
16More precisely, the operators (pˆ, qˆ) generate the universal enveloping algebra of an extended affine Lie
algebra which is usually identified as the Heisenberg algebra.
17Strictly speaking, these function spaces should be properly defined as distribution spaces in light of the
discussion which follows.
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with 1 the identity operator on the respective space. In the representation (4.2) on L2-
functions the momentum and configuration space representations are related by the usual
Fourier transformation
|q〉 =
∫ ∞
−∞
dp√
2πh¯
e−ipq/h¯|p〉 (4.6)
which identifies the matrix element
〈p|q〉 = 〈q|p〉∗ = 1√
2πh¯
e−ipq/h¯ (4.7)
The basis operators have the matrix elements
〈p|qˆ|q〉 = q〈p|q〉 , 〈p|pˆ|q〉 = p〈p|q〉 = ih¯ ∂
∂q
〈p|q〉 (4.8)
All observables (i.e. real-valued C∞-functions of (p, q)) now become Hermitian operators
acting on the Hilbert space. In particular, the Hamiltonian of the dynamical system now
becomes a Hermitian operator Hˆ ≡ H(pˆ, qˆ) with the matrix elements
〈p|Hˆ|q〉 = H(p, q)〈p|q〉 = H(p, q) e
−ipq/h¯
√
2πh¯
(4.9)
and the eigenvalues of this operator determine the energy levels of the physical system.
The time evolution of any quantum operator is determined by the quantum mapping above
of the Hamilton equations of motion (3.32). In particular, the time evolution of the position
operator is determined by
˙ˆq(t) =
1
ih¯
[
qˆ, Hˆ
]
(4.10)
which may be solved formally by
qˆ(t) = eiHˆt/h¯qˆ(0) e−iHˆt/h¯ (4.11)
so that the time evolution is determined by a unitary transformation of the position operator
qˆ(0). In the Schro¨dinger representation, we treat the operators as time-independent quantities
using the unitary transformation (4.11) and consider the time-evolution of the quantum states.
The configuration of the system at a time t is defined using the unitary time-evolution operator
in (4.11) acting on an initial configuration |q〉 at time t = 0,
|q, t〉 = eiHˆt/h¯|q〉 (4.12)
which is an eigenstate of (4.11) for all t.
An important physical quantity is the quantum propagator
K(q′, q;T ) = 〈q′, T |q, 0〉 = 〈q′| e−iHˆT/h¯|q〉 (4.13)
which, according to the fundamental principles of quantum mechanics [97], represents the
probability of the system evolving from a state with configuration q to one with configuration
q′ in a time interval T . The propagator (4.13) satisfies the Schro¨dinger wave equation
ih¯
∂
∂T
K(q′, q;T ) = HˆK(q′, q;T ) (4.14)
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where the momentum operators involved in the Hamiltonian Hˆ on the right-hand side of
(4.14) are represented in the Schro¨dinger polarization (4.2). The Schro¨dinger equation is to
be solved with the Dirac delta-function initial condition
K(q′, q;T = 0) = δ(q′ − q) (4.15)
The function K(q′, q;T ) acts as an integration kernel which determines the time-evolution of
the wavefunctions as
Ψ(q′;T ) =
∫ ∞
−∞
dq K(q′, q;T )Ψ(q; 0) (4.16)
where Ψ(q; t) ≡ 〈q, t|Ψ〉 are the time-dependent configuration space representations of the
physical states |Ψ〉 of the system. Thus the propagator represents the fundamental quantum
dynamics of the system and the stationary state solutions to the Schro¨dinger equation (4.14)
determine the energy eigenvalues of the dynamical system.
The phase space path integral provides a functional representation of the quantum prop-
agator in terms of a ‘sum’ over continuous trajectories on the phase space. It is constructed
as follows [142]. Between the initial and final configurations q and q′ we introduce N − 1
intermediate configurations q0, . . . , qN with q0 ≡ q and qN ≡ q′, and each separated by the
time interval
∆t = T/N (4.17)
Introducing intermediate momenta p1, . . . , pN and inserting the completeness relations∫ ∞
−∞
dqj−1 dqj dpj |qj〉〈qj|pj〉〈pj|qj−1〉〈qj−1| = 1 , j = 1, . . . , N (4.18)
into the matrix element (4.13) we obtain
K(q′, q;T ) = 〈q′|( e−iHˆ∆t/h¯)N |q〉
=
∫ ∞
−∞
N∏
j=1
dqj−1 dqj dpj 〈q′|qj〉〈qj | e−iHˆ∆t/h¯|pj〉〈pj|qj−1〉〈qj−1|q〉
=
∫ ∞
−∞
N−1∏
j=1
dqj
N∏
j=1
dpj
2πh¯
exp
{
i
h¯
N∑
i=1
(
pi
qi − qi−1
∆t
−H(pi, qi)
)
∆t
}
(4.19)
×δ(q0 − q)δ(qN − q′)
where we have used the various identities quoted above. In the limit N →∞, or equivalently
∆t→ 0, the discrete points (pj, qj) describe paths (p(t), q(t)) in the phase space between the
configurations q and q′, and the sum in (4.19) becomes the continuous limit of a Riemann
sum representing a discretized time integration. Then (4.19) becomes
K(q′, q;T ) = lim
N→∞
∫ ∞
−∞
N−1∏
j=1
dqj
N∏
j=1
dpj
2πh¯
exp
{
i
h¯
∫ T
0
dt (p(t)q˙(t)−H(p, q))
}
×δ(q(0)− q)δ(q(T )− q′)
(4.20)
Note that the argument of the exponential in (4.20) is just the classical action of the dynamical
system, because its integrand is the usual Legendre transformation between the Lagrangian
and Hamiltonian descriptions of the classical dynamics [55]. Notice also that, in light of the
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Heisenberg uncertainty principle ∆q∆p ∼ 2πh¯, the normalization factors 2πh¯ there can be
physically interpreted as the volume of an elementary quantum state in the phase space.
The integration measure in (4.20) formally gives an integral over all phase space paths
defined in the time interval [0, T ]. This measure is denoted by
[dp dq] ≡ lim
N→∞
N∏
j=1
dpj
2πh¯
N−1∏
j=1
dqj ≡
∏
t∈[0,T ]
dp(t)
2πh¯
dq(t) (4.21)
and it is called the Feynman measure. The last equality means that it is to be understood as a
‘measure’ on the infinite-dimensional functional space of phase space trajectories (p(t), q(t)),
where for each fixed time slice t ∈ [0, T ], dp(t) dq(t) is ordinary Riemann-Lebesgue measure.
Being an infinite-dimensional quantity, it is not rigorously defined, and some special care
must be taken to determine the precise meaning of the limit N →∞ above. This has been a
topic of much dispute over the years and we shall make no attempt in this Review to discuss
the ill-defined ambiguities associated with the Feynman measure. Many rigorous attempts at
formulating the path integral have been proposed in constructive quantum field theory. For
instance, it is possible to give the limit (4.21) a somewhat precise meaning using the so-called
Lipschitz functions of order 1
2
which assumes that the paths which contribute in (4.20) grow
no faster than O(√t) (these functional integrals are called Wiener integrals)18. We shall at
least assume that the integration measure (4.21) is supported on C∞ phase space paths and
that the quantum mechanical propagator given by (4.20) is a tempered distribution, i.e. it
can diverge with at most a polynomial growth. This latter restriction on the path integral
is part of the celebrated Wightman axioms for quantum field theory which allows one to at
least carry out certain formal rigorous manipulations from the theory of distributions.
However, a physicist will typically proceed without worry and succeed in extracting a
surprising amount of information from formulas such as (4.20) without the need to investigate
in more detail the implications of the limit N → ∞ above. To actually carry out functional
integrations such as (4.20) one uses formal functional analogs of the usual rules of Riemann-
Lebesgue integration in the straightforward sense, where all time integrals are treated as
continuous sums on the functional space (i.e. the time parameter t is regarded as a continuous
index).
If we set q = q′ and integrate over all q, then the left-hand side of (4.20) yields∫ ∞
−∞
dq 〈q| e−iHˆT/h¯|q〉 ≡ tr ‖ e−iHˆT/h¯‖ =
∫∑
dE e−iET/h¯ (4.22)
where E are the energy eigenvalues of Hˆ and the symbol ‖ · ‖ will be used to emphasize that
the matrix of interest is considered as an infinite dimensional one over either the Hilbert space
of physical states or the functional trajectory space. On the other hand, the right-hand side
of (4.20) becomes
Z(T ) =
∫
[dp dq] exp
{
i
h¯
∫ T
0
dt (p(t)q˙(t)−H(p, q))
}
δ(q(0)− q(T )) (4.23)
which is called the quantum partition function. From (4.22) we see that the quantum partition
function describes the spectrum of the quantum Hamiltonian of the dynamical system and
18Note that the transition from the multiple integral representation in (4.19) to the representation
(4.20),(4.21) in terms of phase space paths requires that these trajectories can at least be approximated
by piecewise-linear functions.
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that the poles of its Fourier transform
G(E) =
∫ ∞
0
dT eiET/h¯Z(T ) (4.24)
give the bound state spectrum of the system [97]. The quantity (4.24) is none other than the
energy Green’s function G(E) = tr‖(E − Hˆ)−1‖ which is associated with the Schro¨dinger
equation (4.14). Thus the quantum partition function is in some sense the fundamental
quantity which describes the quantum dynamics (i.e. the energy spectrum) of a Hamiltonian
system.
Finally, the generalization to an arbitrary symplectic manifold (M, ω) of dimension 2n is
immediate. The factor pq˙ becomes simply pµq˙
µ in higher dimensions, and, in view of (3.19),
the canonical form of this is θµ(x)x˙
µ in an arbitrary coordinate system on M. Likewise, the
phase space measure dp∧dq according to (3.23) should be replaced by the canonically-invariant
Liouville measure (3.22). Thus the quantum partition function for a generic dynamical system
(M, ω,H) is defined as
Z(T ) =
∫
LM
[dµL(x)] e
iS[x] =
∫
LM
[d2nx]
∏
t∈[0,T ]
√
det ‖ω(x(t))‖ eiS[x] (4.25)
where
S[x] =
∫ T
0
dt (θµ(x)x˙
µ −H(x)) (4.26)
is the classical action of the Hamiltonian system. Here and in the following we shall set h¯ ≡ 1
for simplicity, and the functional integration in (4.25) is taken over the loop space LM of
M, i.e. the infinite-dimensional space of paths x(t) : [0, T ]→M obeying periodic boundary
conditions xµ(0) = xµ(T ). Although much of the formalism which follows can be applied
to path integrals over the larger trajectory space of all paths, we shall find it convenient
to deal mostly with the loop space over the phase space. The partition function (4.25) can
be regarded as the formal infinite-dimensional analog of the classical integral (3.52), or, as
mentioned before, the prototype of a topological field theory functional integral regarded as
a (0 + 1)-dimensional quantum field theory. In the latter application the discrete index sums
over µ contain as well integrals over the manifold on which the fields are defined.
Notice that the symplectic potential θ appearing in (4.25),(4.26) is only locally defined,
and so some care must be taken in defining (4.25) when ω is not globally exact. We shall
discuss this procedure later on. Note also that the Liouville measure in (4.25), which is
defined by the last equality in (4.21), differs from that of (4.23) in that in the latter case
there is one extra momentum integration in the phase space Feynman measure (4.21), so
that the endpoints are fixed and we integrate over all intermediate momenta. Thus one
must carefully define appropriate boundary conditions for the integrations in (4.25) for the
Schro¨dinger path integral measure in order to maintain a formal analogy between the finite
and infinite dimensional cases. We shall elaborate on this point in the next Section. Further
discussion of this and the proper discretizations and ordering prescriptions that are needed
to define the functional integrations that appear above can be found in [142] and [89].
67
4.2 Example: Path Integral Derivation of the Atiyah-Singer Index
Theorem
As we did at the start of Section 2 above, we shall motivate the formal manipulations that
will be carried out on the phase space path integral (4.25) with an explicit example which
captures the essential ideas we shall need. At the same time, this particular example sets the
stage for the analogies with topological field theory functional integrals which will follow and
will serve as a starting point for some of the applications which will be discussed in Section
8. We will consider the derivation, via the evaluation of a path integral for supersymmetric
quantum mechanics [5, 48], of the Atiyah-Singer index theorem which expresses the fact that
the analytical index of a Dirac operator is a topological invariant of the background fields
in the quantum field theory in which it is defined. This theorem and its extensions have
many uses in quantum field theory, particularly for the study of anomalies and the fractional
fermion number of solitons [41, 121, 153].
Consider a Dirac operator i∇/ on an even-dimensional compact orientable Riemannian
manifold M with metric g of Minkowski signature,
i∇/ ≡ iγµ∇µ ≡ iγµ
(
∂µ +
1
8
ωµjk
[
γj, γk
]
+ iAµ
)
(4.27)
Here γµ(x) are the Dirac matrices which generate the Clifford algebra of M,
γµγν + γνγµ = 2gµν(x) (4.28)
and Aµ is a connection on a principal fiber bundle E → M (i.e. a gauge field). We shall
assume for simplicity that the structure group of the principal bundle is G = U(1), so that
A is a connection on a line bundle L → M. The spin-connection ωjµi is defined as follows.
At each point x ∈M we introduce a local basis of orthonormal tangent vectors eiµ(x), called
a vielbein, where µ labels the basis components in TM and i = 1, . . . , dimM parametrizes
the fibers of TM (i.e. the local rotation index in the tangent space). Orthonormality means
that gµν(x)eiµ(x)e
j
ν(x) = η
ij is the flat Minkowski metric in TM, or equivalently
ηije
i
µ(x)e
j
ν(x) = gµν(x) (4.29)
In this vielbein formalism, γi ≡ eiµ(x)γµ(x) in (4.27) and the spin-connection (i.e. connection
on the spin bundle SM of M, defined by the dimM-dimensional spinor representations of
the local Lorentz group of the tangent bundle) is
ωiµj = e
i
ν(∂µE
ν
j + Γ
ν
µλE
λ
j ) (4.30)
and Eµi (x) are the inverse vielbein fields, i.e. E
µ
i e
j
µ = δ
j
i . The spin-connection (4.30) is
a gauge field of the local Lorentz group of the tangent bundle, i.e. under a local Lorentz
transformation eiµ(x) → Λij(x)ejµ(x), Λ(x) ∈ SO(2n − 1, 1), on the frame bundle of M, the
gauge field ωµ transforms in the usual way as ωµ → ΛωµΛ−1− ∂µΛ ·Λ−1. It is defined so that
the covariant derivative in (4.27) coincides with the Levi-Civita-Christoffel connection, i.e.
∇µeiν ≡ ∂µeiν −Γλµνeiλ+ωiµjejν = 0. The covariant derivative in (4.27) is in general regarded as
a connection on the bundle TM⊗ SM⊗ L which together define the twisted spin complex
of M (the ‘twisting’ being associated with the presence of the gauge field A).
The chiral representation of the Dirac matrices is that in which the chirality matrix γc ≡
iγ1γ2 · · · γ2n, with the properties (γc)2 = 1 and (γc)† = γc, is diagonal. Since the Dirac
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operator (4.27) commutes with γc, in this representation of the Clifford algebra (4.28) these
2 operators can be written in the block forms
γc =

 1 0
0 −1

 , i∇/ =

 0 D
D† 0

 (4.31)
The analytical index of i∇/ is then defined as the difference between the dimensions of the
kernel and co-kernel of the elliptic operator D,
index(i∇/ ) ≡ dim ker D − dim coker D = dim ker D − dim ker D† (4.32)
In the chiral representation (4.31), the Dirac spinors, i.e. the solutions Ψ of the Dirac equation
i∇/ Ψ =

 0 D
D† 0



Ψ+
Ψ−

 = EΨ (4.33)
are determined by their positive and negative chirality spin components Ψ±. Since the zero
mode solutions, E = 0, satisfy D†Ψ+ = DΨ− = 0, the index (4.32) is just the difference be-
tween the number of positive and negative chirality zero-mode solutions of the Dirac equation
(4.33), i.e.
index(i∇/ ) = TrE=0γc (4.34)
Moreover, since [i∇/ , γc] = 0, the chirality operator provides a one-to-one mapping between
positive and negative non-zero energy states. Thus the index (4.34) can be written as a trace
over the full Hilbert space H spanned by the Dirac spinors as
index(i∇/ ) = trH‖γc e−T (DD†+D†D)‖ (4.35)
where we have used the fact that the spinors satisfying the eigenvalue equation (4.33) also
obey the Schro¨dinger equations
DD†Ψ+ = E2Ψ+ , D†DΨ− = E2Ψ− (4.36)
The parameter T > 0 in (4.35) regulates the operator trace.
The representation (4.34) of the index of a Dirac operator is known as the Witten index
[22, 160, 161]. We can identify the positive and negative chirality spinors as bosons and
fermions, respectively, and then the chirality operator can be written as γc = (−1)F where
F is the fermion (or ghost) number operator. The operator D† can then be identified with a
supersymmetry generator Q, which provides a mapping between fermions and bosons, associ-
ated with a supersymmetric theory with Hamiltonian given by the graded BRST commutator
(see (4.35) above)
H = {Q,Q†} ≥ 0 (4.37)
as is standard in a supersymmetric model. This is equivalent to the statement above that
bosonic and fermionic states of non-zero energy in the supersymmetric theory are always
paired. Since QQ† and Q†Q are positive-definite Hermitian operators, the zero modes |0〉 of
H are supersymmetric, Q|0〉 = Q†|0〉 = 0, and thus they provide a (trivial) 1-dimensional
representation of the supersymmetry. Small perturbations of the background gravitational
and gauge fields g and A may excite the E = 0 states, but bosonic and fermionic states must
always be lifted in pairs. Consequently, the Witten index
index(i∇/ ) = trH‖(−1)F e−TH‖ ≡ str‖ e−TH‖ (4.38)
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is a topological invariant that is independent of the choice of spin and gauge connections. Here
str denotes the supertrace and, since M is compact by assumption, there are only finitely
many modes which contribute in (4.38). Thus all these quantities are independent of the
parameter T . In the low temperature limit (T → ∞) only zero modes contribute to (4.38)
according to their chirality.
The physical relevence of the Witten index is immediate. As the zero energy states in
general need not be paired, the non-vanishing of the Witten index (4.38) implies that there
is at least one zero energy state which is then an appropriate supersymmetric ground state
of the underlying supersymmetric theory. Thus the non-vanishing of (4.38) is a sufficient
condition for the presence of supersymmetric ground states. Conversely, a necessary criterion
for dynamical supersymmetry breaking is that TrE=0(−1)F should vanish.
Using the standard path integral techniques of the last Subsection, it is straightforward to
write down a path integral representation of (4.38) [5]. The collection of all fields Φ will clearly
involve both bosonic and fermionic degrees of freedom which will be connected by a super-
symmetry, i.e. the appropriate path integral representation will be that of a supersymmetric
field theory. Furthermore, the integral over the function space of fields onM will be restricted
to fields which satisfy periodic boundary conditions for both the space and time coordinates,
Φ(t + T ) = Φ(t). This restriction is necessary for the pairing of states discussed above, and
the reason for this condition in the time direction for the fermionic fields is because of the
presence of the Klein operator (−1)F in the supertrace. The path integral representation of
the index (4.38) is then [5, 48]
index(i∇/ ) =
∫
LM⊗LΛ1M
[d2nx] [d2nψ] eiT I1/2[x,ψ] (4.39)
where ψµ(t) are anticommuting periodic paths on M (which, according to Subsection 2.6,
can be taken to lie in LΛ1M) with path integration defined using functional analogs of the
Berezin integration rules discussed in Subsection 2.6. The action in (4.39) is that of N = 1
2
(Dirac) supersymmetric quantum mechanics, i.e. the invariant action for a spinning particle
in background gravitational and gauge fields19
I1/2[x, ψ] =
∮
S1
dτ
(
1
2
gµν x˙
µx˙ν + x˙µAµ +
1
2
gµνψ
µ∇τψν − 1
2
ψµFµνψ
ν
)
(4.40)
where ψµ are the Grassmann (superpartner) coordinates for the particle configurations xµ ∈
M, and we have rescaled the time by T so that time integrations lie on the unit circle S1.
Here
∇τW µ(x(τ)) = ∂τW µ(x(τ)) + Γµνλ(x(τ))x˙ν(τ)W λ(x(τ)) (4.41)
is the covariant derivative along the loop x(τ) induced by the Riemannian connection ∇ on
M, and Fµν = ∂µAν − ∂νAµ is the gauge field strength tensor. In (4.40), the particle current
x˙µ is minimally coupled to the gauge field Aµ, and its spinor degrees of freedom couple to
the electromagnetic field of Aµ by the usual Pauli magnetic moment interaction. The action
(4.40) has the (infinitesimal) supersymmetry
Sxµ(τ) = ψµ(τ) , Sψµ(τ) = x˙µ(τ) (4.42)
19In general an N -component supersymmetric model contains N fermion chiral conjugate pairs (ψ¯i, ψi) with
2N associated superpartner bosonic fields Fi, and N corresponding supersymmetry charges (Q
†
i , Qi) which
mix the fields with their superpartners.
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The action (4.40) arises from the standard supersymmetric non-linear (Wess-Zumino) sigma-
model, and we shall see in Section 8 how to write this supersymmetric model in a more
conventional fashion using superspace coordinates and superfields.
Let us briefly describe how one arrives at the path integral representation (4.39) (see [68]
for details). The local Dirac algebra of the spin bundle is represented by the anticommutator
[ψi, ψj]+ = η
ij , so that the Clifford algebra of M is represented is represented as
[ψµ, ψν ]+ = g
µν(x) (4.43)
where as always ψµ = Eµi ψ
i. The zero-mode equation for the Dirac operator i∇/ can therefore
be realized as the graded constraint equation
S ≡ ψµ
(
∂µ +
1
4
ωµijψ
iψj + iAµ
)
= 0 (4.44)
where the supersymmetry generator S associated with (4.27) generates the (graded) N = 1
2
supersymmetry algebra20
{S,S} = H = gµν
(
∂µ +
1
4
ωµijψ
iψj + iAµ
)(
∂ν +
1
4
ωνkℓψ
kψℓ + iAν
)
+
1
2
ψµFµνψ
ν
{S, H} = {H,H} = 0
(4.45)
In arriving at (4.45) we have used the various symmetry properties of the Riemann curvature
tensor. Notice that the Hamiltonian H vanishes on physical (supersymmetric) ground states,
so that there are no local propagating degrees of freedom and the model can only describe the
global topological characteristics of the manifold M, i.e. this supersymmetric model defines
a topological field theory.
The constraint algebra (4.45) contains first class constraints, i.e. it defines a closed algebra
between H and S (see Appendix A) such that H is supersymmetric under the infinitesimal
supersymmetry transformations generated by S. The constraints H = S = 0 ensure the
reparametrization invariance of the trajectories xµ(τ). It is straightforward to now construct
the BRST gauge fixed path integral associated with this constraint algebra (in the proper
time gauge). Since the various ghost degrees of freedom only couple to world line quantities
and not to the metric structure ofM, (4.39) coincides with the canonical BRST gauge-fixed
path integral describing the propagation of a Dirac particle on the configuration space M
(with the identification pµ ∼ ∂µ as the canonical momentum conjugate to xµ). The gauge-
fixed quantum action (4.40) is written only modulo the ghost field and other contributions
that decouple from the background metric ofM, as these fields only contribute to the overall
normalization in (4.39). The necessity to use periodic boundary conditions in the path integral
follows from the identification ψi ∼ γcγi of the Dirac matrices.
There are several ways to evaluate explicitly the supersymmetric path integral (4.39). The
traditional method is to exploit the T -independence and use, in the high-temperature limit
(T → 0), either a heat kernel expansion of the trace in (4.35) [41] or a normal coordinate
expansion to evaluate the partition function (4.39) [5, 48]. Here, however, we wish to empha-
size the observation of Atiyah and Witten [8] (and the later generalizations to twisted Dirac
operators by Bismut [23, 24] and Jones and Petrack [77]) that the path integral for N = 1
2
supersymmetric quantum mechanics admits a formal equivariant cohomological structure on
20See Appendix A for the convention for the graded commutator {·, ·}.
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the superloop space LM⊗LΛ1M. To see how this structure arises, we introduce a geometric
framework for manipulating the path integral (4.39). These geometric manipulations will be
the starting point for the general analyses of generic phase space path integrals which will
follow. Given any functional F [x] of closed paths in the loop space LM, we define functional
differentiation, for which functional integration is the anti-derivative thereof, by the rule
δ
δxµ(τ)
F [x(τ ′)] = δ(τ − τ ′)F ′[x(τ ′)] (4.46)
and the rules for functional differentiation of the periodic Grassmann-valued paths by the
anti-commutator [
δ
δψµ(τ)
, ψν(τ ′)
]
+
= δνµδ(τ − τ ′) (4.47)
The crucial point is that the fermionic part of the supersymmetric action (4.40) is bilinear
in the fermion fields so that the functional Berezin integration induces a determinant factor
det1/2‖Ωˆ‖ which makes the remaining integration over LM in (4.39) resemble the phase space
path integral (4.25). More precisely, the loop space fermionic bilinear form appearing in (4.40)
is
Ωˆ[x, ψ] =
∮
S1
dτ
1
2
ψµ(τ) (gµν∇τ − Fµν(x(τ)))ψν(τ) (4.48)
which, after Berezin integration, induces a loop space Liouville measure [d2nx]
√
det ‖Ωˆ‖.
Introducing the nilpotent graded derivative operator
D =
∮
S1
dτ ψµ(τ)
δ
δxµ(τ)
(4.49)
we see that (4.48) can be expressed as a D-exact quantity
Ωˆ[x, ψ] = DΣˆ[x, ψ] (4.50)
where
Σˆ[x, ψ] =
∮
S1
dτ {gµν(x(τ))x˙ν(τ) + Aµ(x(τ))}ψµ(τ) ≡
∮
S1
dτ Σˆµ(x(τ))ψ
µ(τ) (4.51)
The functional (4.48) can be interpreted as a loop space symplectic structure. Strictly speak-
ing though, it is properly termed a ‘pre-symplectic’ structure because although it is D-closed,
DΩˆ[x, ψ] = 0, it is not necessarily non-degenerate on the loop space. It is this interpretation
of supersymmetric theories in general that makes infinite-dimensional generalizations of the
equivariant localization formalisms of Section 3 very powerful tools.
In particular, the N = 1
2
supersymmetry (4.42) can be represented by a loop space equiv-
ariant derivative operator. To see this, introduce the nilpotent graded contraction operator
Ix˙ =
∮
S1
dτ x˙µ(τ)
δ
δψµ(τ)
(4.52)
and define the corresponding graded equivariant exterior derivative operator
Dx˙ = D + Ix˙ =
∮
S1
dτ
(
ψµ(τ)
δ
δxµ(τ)
+ x˙µ(τ)
δ
δψµ(τ)
)
(4.53)
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Then the supersymmetry (4.42) is immediately recognized as the action of the derivative
Dx˙ ∼ S on LM⊗ LΛ1M. The square of Dx˙ is the generator of time translations on the
superloop space LM⊗ LΛ1M,
D2x˙ =
∮
S1
dτ
(
x˙µ(τ)
δ
δxµ(τ)
+ ψ˙µ(τ)
δ
δψµ(τ)
)
=
∮
S1
dτ
d
dτ
(4.54)
so that its action on a loop space functional W [x, ψ] is
D2x˙W [x, ψ] =
∮
S1
dτ
d
dτ
W [x, ψ] = W [x(1), ψ(1)]−W [x(0), ψ(0)] (4.55)
Consequently, (4.53) is a nilpotent operator provided we restrict to single-valued loop space
functionals W [x, ψ]. Hence the action of N = 1
2
supersymmetric quantum mechanics defines
an equivariant structure on LM⊗LΛ1M and on the basis of the general arguments of Section
2 we expect its path integral to localize to an integral over M, the zero locus of the vector
field x˙µ(τ) (i.e. the constant paths x(t) = x(0) ∈ M ∀t). This is well-known to be the case
[5, 48].
In fact, the full action (4.40) is Dx˙-exact,
I1/2[x, ψ] =
∮
S1
dτ Σˆµ(x(τ))x˙
µ(τ) + Ωˆ[x, ψ] = Ix˙Σˆ[x, ψ] + Ωˆ[x, ψ] ≡ Dx˙Σˆ[x, ψ] (4.56)
and its bosonic part resembles the general phase space action functional (4.26) with H ≡ 0
there. As mentioned before, the vanishing of the Hamiltonian is the topological feature of
such supersymmetric field theories. Now the equivariant localization principle applied to the
case at hand would imply on its own that the path integral
index(i∇/ ) =
∫
LM⊗LΛ1M
[d2nx] [d2nψ] eiTDx˙Σˆ[x,ψ] (4.57)
is formally independent of the parameter T , and thus it manifestly localizes onto x˙µ(τ) = 0
(for T → ∞). Of course, we cannot simply set T = 0 in (4.57) because the bosonic integra-
tion would yield ∞ while the fermionic one would give 0, leading to an ill-defined quantity.
In any case, if we think of the coefficient T in front of the action as Planck’s constant h¯,
then this is just another way of seeing that the semi-classical approximation is exact. The T -
independence can be understood from the point of view that if we differentiate the right-hand
side of (4.57) with respect to T , then we obtain the vacuum expectation value 〈0|Dx˙Σˆ|0〉 in
the supersymmetric quantum field theory above. If the vacuum itself is invariant under the
N = 1
2
supersymmetry of the model, then Dx˙|0〉 = 0 and the vacuum expectation value of this
operator vanishes. It is these same sorts of arguments which establish the topological invari-
ance of BRST-exact path integrals (also known as cohomological or Witten-type topological
field theories) in general [22]. The above connection between the formalisms of the previ-
ous Sections and the Atiyah-Singer index theorem is the usual intimate connection between
standard supersymmetric models (for instance those which arise in the Duistermaat-Heckman
interpretation of the quantum mechanics of spin [151, 4]) and equivariant cohomology [26].
We now use the fact that (4.57) can be evaluated for T → ∞ and use a trick similar to
that in Subsection 3.7. We introduce based loops on LM⊗ LΛ1M,
xµ(τ) = xµ0 + xˆ
µ(τ) , ψµ(τ) = ψµ0 + ψˆ
µ(τ) (4.58)
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with (x0, ψ0) ∈ M ⊗ Λ1M the constant modes of the fields and (xˆ, ψˆ) the non-constant
fluctuations about these zero-modes, and define the path integral measure by21
[d2nx] [d2nψ] ≡ d2nx0 d2nψ0
∏
τ∈S1
d2nxˆ(τ) d2nψˆ(τ) (4.59)
We then rescale the non-constant modes as
xˆµ(τ)→ xˆµ(τ)/
√
T , ψˆµ(τ)→ ψˆµ(τ)/
√
T (4.60)
With this rescaling, we find after some algebra that in the limit T → ∞ the action (4.40)
becomes
T · I1/2[x, ψ] T→∞−→
∮
S1
dτ
(
1
2
gµν(x0) ˙ˆx
µ
(τ) ˙ˆx
ν
(τ) +
1
2
ψˆi(τ)ηij∂τ ψˆ
j(τ)− 1
2
ψµ0Fµν(x0)ψ
ν
0
+
1
2
Rijµν(x0)ψ
i
0ψ
j
0
˙ˆx
µ
(τ) ˙ˆx
ν
(τ)
)
+O(1/
√
T )
(4.61)
where we have Taylor expanded the quantities in (4.40) about (x0, ψ0) using (4.58) and (4.60).
The Jacobians for the scaling by
√
T cancel out from the bosonic and fermionic integration
measures in (4.59), and the remaining functional integrations over non-constant modes are
Gaussian. This illustrates the strong role that supersymmetry plays here in reducing the
complicated integrations in (4.39) to Gaussian ones.
Evaluating these Gaussian integrations in (4.39) leads to
index(i∇/ ) =
∫
M⊗Λ1M
d2nx0 d
2nψ0 e
i
4π
Fµν(x0)ψ
µ
0ψ
ν
0 (det′‖δµν∂τ −Rµν (x0, ψ0)‖)−1/2 (4.62)
where we have ignored (infinite) constant factors arising from the Gaussian functional inte-
grations and normalized the U(1) connection. Here the prime on the determinant means that
it is taken over the fluctuation modes with periodic boundary conditions (i.e. the determinant
with zero modes excluded). The exponential factor in (4.62) is immediately seen to be the (or-
dinary) Chern character ch(F ) of the given complex line bundle L→M, while the functional
determinant coincides (modulo overall signs to be discussed below) with the Euler form of the
normal bundle toM in LM (this is the bundle spanned by the non-constant modes of x(τ)).
Thus (4.62) coincides with a formal application of the degenerate Duistermaat-Heckman inte-
gration formula (3.118) (more precisely the degenerate version of the Berline-Vergne theorem)
to the infinite-dimensional integral (4.39).
Finally, we discuss how to calculate the Euler form in (4.62). A regularization scheme in
general must always be chosen to evaluate infinite-dimensional determinants [98]. Notice first
that here the infinite-dimensional Pfaffian arising from the fermionic integration cancels from
the result of the infinite-dimensional Gaussian integral over the bosonic fluctuation modes.
Thus, just as in the finite-dimensional case, the sign dependence of the Pfaffian gets transfered
to the inverse square root of the determinant. The spectral asymmetry associated with the
sign of the infinite-dimensional Pfaffian (see (3.62)) has to be regulated and is given by the
Atiyah-Patodi-Singer eta-invariant [41, 153] of the Dirac operator ∂τ − R,
η(∂τ − R) = lim
s→0
∫∑
dλ sgn(λ)|λ|−s + dim ker(∂τ − R)
= lim
s→0
1
Γ
(
s+1
2
) ∫ ∞
0
dt t(s−1)/2 tr
∥∥∥(∂τ −R) e−t(∂τ−R)2∥∥∥ (4.63)
21In Subsection 4.6 we shall be a bit more precise about this decomposition over a general superloop space
LM⊗ LΛ1M. For now, we are just concerned with using this to evaluate the index.
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where the integration (and/or sum) is over all non-zero eigenvalues λ of ∂τ −R and
Γ(x) =
∫ ∞
0
dt tx−1 e−t , x > 0 (4.64)
is the Euler gamma-function.
Next, we evaluate the determinant using standard supersymmetry regularizations [5, 48]
for first-order differential operators defined on a circle. The most convenient such choice
is Riemann zeta-function regularization. The non-constant single-valued eigenfunctions of
the operator ∂τ on S
1 are e2πikτ , where k are non-zero integers. Since the matrix R is
antisymmetric, it can be skew-diagonalized into n 2× 2 skew-diagonal blocks R(j) with skew
eigenvalues λj, where j = 1, . . . , n. For each such block R
(j), we get the formal contribution
to the determinant in (4.129),
det′‖∂τ − R(j)‖ =
∏
k 6=0
(2πik + λj) (2πik − λj) = g(λj/2πi)g(−λj/2πi)
∏
k 6=0
(2πi)2 (4.65)
where we have defined the function g(z) as the formal product
g(z) =
∏
k 6=0
(k + z) (4.66)
We can determine the regulated form of the function g(z) by examining its logarithmic deriva-
tive g′(z)/g(z) [48]. This is, as a function of z ∈ C, a function with simple poles of residue
1 at z = k a non-zero integer. Thus we take g′(z)/g(z) = π cotπz − 1/z + b and integrating
this we get
g(z) = sin πz ebz/πz (4.67)
where we have normalized g(z) so that g(0) = 1. The arbitrary phase in (4.67) appears
because the zeroes of the function (4.66) occur at z = k ∈ ZZ which determine it up to
a function without zeroes, i.e. an exponential function. When substituted into (4.65), it
is related to the sign of the determinant, and hence to the eta-invariant (4.63). In certain
instances (see Subsection 5.4) it is necessary to make a specific choice for the regularization
of this phase [98] (i.e. a choice for b). In our case here, however, the phase b will cancel out
explicitly in (4.65) and so we can neglect its effect.
The infinite prefactor in (4.65) is regularized using the Riemann zeta-function
ζ(s) =
∞∑
k=1
1
ks
(4.68)
which is finite for s ≥ 0 with ζ(0) = −1/2 [57]. We find that
∏
k 6=0
(2πi)2 =
∏
k>0
(2πi)4 = (2πi)4(
∑∞
k=1
1
ks
)|s=0 = (2πi)4ζ(0) = (2πi)−2 (4.69)
and thus the block contribution (4.65) to the functional determinant in (4.62) is
det′‖∂τ − R(j)‖ = 1
π2

sin iλj2
λj


2
=
(
1
2πi
)2
det
[
sinh 1
2
R(j)
1
2
R(j)
]
(4.70)
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Multiplying the blocks together we see that the fluctuation determinant appearing in (4.62)
is just given by the ordinary V = 0 Aˆ-genus (2.96) with respect to the curvature R, and thus
the index is
index(i∇/ ) =
∫
M
ch(F ) ∧ Aˆ(R) (4.71)
The result (4.71) is the celebrated Atiyah-Singer index theorem for a twisted spin complex
[41]. We see then that a formal application of the Berline-Vergne theorem yields the well-
known Atiyah-Singer geometrical representation of the index of i∇/ . This result can be
generalized to include the coupling of fermions to a non-abelian gauge field A on a vector
bundle E →M. Now the functional Ωˆ[x, ψ] above is no longer closed (F = dA + [A ∧, A]/2
obeys the Bianchi identity), but the construction above can still be carried through using the
coadjoint orbit representation of the structure group of the principal fiber bundle [3, 68] (see
Subsection 5.1). The above representation of the Witten index in terms of a supersymmetric
path integral can also be generalized to other differential operators, not just the Dirac operator
(4.27). For instance, the Witten index for the DeRham exterior derivative operator d describes
the DeRham complex of the manifold M [160]. The index is now the Euler characteristic of
M, the supersymmetric path integral is that of N = 1 (DeRham) supersymmetric quantum
mechanics, and the localization formula reproduces the Gauss-Bonnet-Chern theorem. An
equivariant generalization then yields the Poincare´-Hopf theorem of classical Morse theory
[160]. We shall elaborate on some of these ideas, as well as how they extend to infinite-
dimensional cases relevant to topological field theories, in Section 8.
Finally, we point out that the equivariant cohomological interpretation above is partic-
ularly well-suited to reproduce the Callias-Bott index theorems [67], i.e. the analog of the
Atiyah-Singer index theorem for a Dirac operator on an odd-dimensional non-compact man-
ifold [41]. The supersymmetric model is now that of N = 1 supersymmetric quantum me-
chanics with background monopole and soliton configurations. The trace over zero modes
representing the Witten index can in this case be infinite-dimensional, and it is simply not
true that the partition function is independent of the parameter T (the index being obtained
for T → ∞) so that one cannot simplify matters by taking the T → 0 limit. The canoni-
cal realization of the N = 1 supersymmetry by considering an equivariant structure over an
extended superloop space, defined by a larger mixing of bosonic and fermionic coordinates,
preserves the contributions of the zero modes which would otherwise be lost [103, 104] and the
localization tricks used above become directly applicable. We shall discuss this a bit more in
Section 8. Furthermore, the index in these cases can be computed from a higher-dimensional
Atyah-Singer index theorem by introducing a simple first class constraint (i.e. one that is a
symmetry of the Hamiltonian, or equivalently a constant of the motion) that eliminates the
extra dimensions. We refer to [67] for more details about this approach to index theorems in
general.
4.3 Loop Space Symplectic Geometry and Equivariant Cohomol-
ogy
The example of the last Subsection has shown that a formal generalization of symplectic
geometry and equivariant cohomology to the loop space of a physical problem can result
in a (correct) localization formula in the same spirit as those of Sections 2 and 3. The
localization principle in this context was just a manifestation of the supersymmetry of that
model. It has also provided us with some important functional space tools that will be used
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throughout this Review, as well as hints on how to proceed to loop space generalizations
of the results of the earlier Sections. Following these lessons we have learned, we shall now
focus on developing some geometric methods of determining quantum partition functions of
generic (not necessarily supersymmetric) dynamical systems. Given the formulation of the
path integral in Subsection 4.1 above on a general symplectic manifold, we wish to treat the
problem of its exact evaluation within the geometric context of Section 3. As exemplified
by the example of the previous Subsection, for this we need a formulation of exterior and
symplectic differential geometry on the loop space LM over the phase space M. This will
ultimately lead to a formal, infinite-dimensional generalization of the equivariant localization
priniciple for path integrals, and thus formal conditions and methods for evaluating exactly
these functional integrations which in general are far more difficult to deal with than their
classical counterparts. As with the precise definition of the functional integrals above, we shall
be rather cavalier here about the technicalities of infinite-dimensional manifolds. The loop
space LM →M is an infinite-dimensional vector bundle – the fiber over a point x ∈ M is
the space of all loops x(t) based at x, x(T ) = x(0) = x, which is an infinite-dimensional non-
abelian group with group multiplication of loops (x1x2)(t) defined by first traversing the loop
x1(t), and then the loop x2(−t) in the opposite direction. These quantities should therefore
be properly defined using Sobolev completions of the infinite-dimensional groups and spaces
involved. This can always be done in an essentially straightforward and routine manner [22].
We define the exterior algebra LΛM of the loop space by lifting the Grassmann generators
ηµ of ΛM to anti-commuting periodic paths ηµ(t) which generate LΛM and which are to
be identified as the basis dxµ(t) of loop space 1-forms. With this, we can define loop space
differential k-forms
α =
∫ T
0
dt1 · · ·dtk 1
k!
αµ1···µk [x; t1, . . . , tk]η
µ1(t1) · · ·ηµk(tk) (4.72)
and the loop space exterior derivative is defined by lifting the exterior derivative of the phase
space M,
dL =
∫ T
0
dt ηµ(t)
δ
δxµ(t)
(4.73)
The loop space symplectic geometry is determined by a loop space symplectic 2-form
Ω =
∫ T
0
dt dt′
1
2
Ωµν [x; t, t
′]ηµ(t)ην(t′) (4.74)
which is closed
dLΩ = 0 (4.75)
or in local coordinates xµ(t) on LM,
δ
δxµ(t)
Ωνλ[x; t
′, t′′] +
δ
δxν(t)
Ωλµ[x; t
′, t′′] +
δ
δxλ(t)
Ωµν [x; t
′, t′′] = 0 (4.76)
Thus we can apply the infinite-dimensional version of Poincare´’s lemma to represent Ω locally
in terms of the exterior derivative of a loop space 1-form
ϑ =
∫ T
0
dt ϑµ[x; t]η
µ(t) (4.77)
as
Ω = dLϑ (4.78)
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We further assume that (4.74) is non-degenerate, i.e. the matrix Ωµν [x; t, t
′] is invertible on
the loop space.
The canonical choice of symplectic structure on LM which coincides with the loop space
Liouville measure introduced in (4.25) is that which is induced from the symplectic structure
of the phase space,
Ωµν [x; t, t
′] = ωµν(x(t))δ(t− t′) (4.79)
which is diagonal in its loop space indices t, t′. We shall use similar liftings of other quantities
from the phase space to the loop space. In this way, elements α(x) of LΛxM (or LTxM) at
a loop x ∈ LM are regarded as deformations of the loop, i.e. as elements of ΛM (or TM)
restricted to the loop xµ(t) such that α[x; t] ∈ Λx(t)M (or Tx(t)M). This means that these
vector bundles over LM are infinite-dimensional spaces of
sections of the pull-back of the phase space bundles to [0, T ] by the map x(t) : [0, T ]→M.
In particular, we define loop space canonical transformations as loop space changes of variable
F [x(t)] that leave Ω invariant. These are the transformations of the form
ϑ
F−→ ϑF = ϑ+ dLF (4.80)
Thus in the context of the loop space symplectic geometry determined by (4.79), the quantum
partition function is an integral over the infinite-dimensional symplectic manifold (LM,Ω)
with the loop space Liouville measure there determined by the canonically-invariant closed
form on LM given by exterior products of Ω with itself,
[dµL(x)] = [d
2nx]
√
det ‖Ω‖ (4.81)
The loop space Hamiltonian vector field associated with the action (4.26) has components
V µS [x; t] =
∫ T
0
dt′ Ωµν [x; t, t′]
δS[x]
δxν(t′)
= x˙µ(t)− V µ(x(t)) (4.82)
with V µ = ωµν∂νH as usual the Hamiltonian vector field on M. The zeroes of VS
LMS = {x(t) ∈ LM : VS[x(t)] = 0} (4.83)
are the extrema of the action (4.26) and coincide with the classical trajectories of the dynam-
ical system, i.e. the solutions of the classical Hamilton equations of motion. The loop space
contraction operator with respect to a loop space vector field W µ[x; t] is given by
iW =
∫ T
0
dt W µ[x; t]
δ
δηµ(t)
(4.84)
Thus we can define a loop space equivariant exterior derivative
QW = dL + iW (4.85)
whose square is the Lie derivative along the loop space vector field W ,
Q2W = dLiW + iWdL = LW =
∫ T
0
dt
(
W µ
δ
δxµ
+ ∂νW
µην
δ
δηµ
)
(4.86)
When W = VS is the loop space Hamiltonian vector field, we shall for ease denote the
corresponding operators above as iVS ≡ iS , etc.
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The partition function can be written as in the finite-dimensional case using the functional
Berezin integration rules to absorb the determinant factor into the exponential in terms of
the anti-commuting periodic fields ηµ(t),
Z(T ) =
∫
LM⊗LΛ1M
[d2nx] [d2nη] exp
{
iS[x] +
i
2
∫ T
0
dt ωµν(x(t))η
µ(t)ην(t)
}
=
∫
LM⊗LΛ1M
[d2nx] [d2nη] ei(S[x]+Ω[x,η])
(4.87)
so that in this way Z(T ) is written in terms of an augmented action S +Ω on the super-loop
space LM⊗LΛ1M. From this we can now formally describe the S1-equivariant cohomology
of the loop space.
The operator QS is nilpotent on the subspace
LΛSM = {α ∈ LΛM : LSα = 0} (4.88)
of equivariant loop space functionals. The loop space observable S[x] defines the loop space
Hamiltonian vector field through
dLS = −iSΩ (4.89)
from which it follows that the integrand of the quantum partition function (4.87) is equivari-
antly closed,
QS(S + Ω) = (dL + iS)(S + Ω) = 0 (4.90)
and so the augmented action S + Ω can be locally represented as the equivariant exterior
derivative of a 1-form ϑˆ,
S + Ω = QSϑˆ =
∫ T
0
dt
(
V µS ϑˆµ +
1
2
Ωµνη
µην
)
(4.91)
From (4.90) we find that
Q2Sϑˆ = LSϑˆ = 0 (4.92)
and so ϑˆ lies in the subspace (4.88). If ΦS is some globally defined loop space 0-form with
LS(dLΦS) = 0 (4.93)
then we see that ϑˆ is not unique but the augmented action (4.91) is invariant under the loop
space canonical transformation
ϑˆ→ ϑˆ+ dLΦS (4.94)
Thus the partition function (4.87) has a very definite interpretation in terms of the loop space
equivariant cohomology HS(LM) determined by the operator QS on LΛSM.
4.4 Hidden Supersymmetry and the Loop Space Localization Prin-
ciple
The fact that the integrand of the partition function above can be interpreted in terms of
a loop space equivariant cohomology suggests that we can localize it by choosing an ap-
propriate representative of the loop space equivariant cohomology class determined by the
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augmented action S + Ω. However, the arguments which showed in the finite-dimensional
cases that the partition function integral is invariant under such topological deformations
cannot be straightforwardly applied here since there is no direct analog of Stokes’ theorem
for infinite-dimensional manifolds. Nonetheless, the localization priniciple can be established
by interpreting the equivariant cohomological structure on LM as a “hidden” supersymme-
try of the quantum theory. In this way one has a sort of Stokes’ theorem in the form of a
Ward identity associated with this supersymmetry (as was the case in Subsection 4.2 above),
where we interpret the fundamental localization property (2.126) as an infinitesimal change
of variables in the integral. The partition function (4.87) can be interpreted as a BRST
gauge-fixed path integral [22] with the ηµ(t) viewed as fermionic ghost fields and xµ(t) as the
fundamental bosonic fields of the model. The supersymmetry is suggested by the ungraded
structure of QS on LΛSM which maps even-degree, commuting loop space forms (bosons)
into odd-degree, anti-commuting forms (fermions)22. Since the fermion fields ηµ(t) appear
by themselves without a conjugate partner, this determines an N = 1
2
supersymmetry. The
N = 1
2
supersymmetry algebra Q2S = LS implies that QS is a supersymmetry charge on
the subspace LΛSM, and the augmented action is supersymmetric, QS(S + Ω) = 0. Thus
here LΛSM coincides with the BRST complex of physical (supersymmetric) states, and the
BRST transformations of the fundamental bosonic fields xµ(t) and their superpartners ηµ(t)
are given by the action of the infinitesimal supersymmetry generator QS
23
QSx
µ(t) = ηµ(t) , QSη
µ(t) = V µS [x; t] (4.95)
This formal identification of the equivariant cohomological structure as a hidden supersym-
metry allows one to interpret the (non-supersymmetric) quantum theory as a supersymmetric
or topological field theory. It was Blau, Keski-Vakkuri and Niemi [30] who pointed out that a
quite general localization principle could be formulated for path integrals using rather formal
functional techniques introduced in the BRST quantization of first class constrained systems
[114]. In these theories a BRST transformation produces a super-Jacobian on the super-loop
space LM⊗ LΛ1M whose corrections are related to anomalies and BRST supersymmetry
breaking. The arguments below are therefore valid provided that the QS-supersymmetry
above is not broken in the quantum theory.
The argument for infinite-dimensional localization proceeds as follows. Consider the 1-
22In this interpretation the form degree can be thought of as a ghost number, so that the physical observables
of the system (i.e. those with ghost number 0) are the smooth functions on M. Furthermore, at this point
it is useful to recall the analogy between QS = dL + iS and the gauge-covariant derivative in a gauge theory
for the following analogies with BRST quantization of gauge theories. See Appendix A for a brief review of
some of the ideas of BRST quantization.
23In supersymmetric quantum field theories the BRST transformations of operators and fields are repre-
sented by a graded BRST commutator {QS, ·}. This commutator in the case at hand can be represented by
the Poisson structure of the phase space as follows. We introduce periodic trajectories λµ(t) in LM conjugate
to xµ(t) and anticommuting periodic paths η¯µ(t) conjugate to η
µ(t), i.e.
{λµ(t), xν (t′)}ω = {η¯µ(t), ην(t′)}ω = δνµδ(t− t′)
which are to be identified as the Poisson algebra realization of the operators λµ(t) ∼ δδxµ(t) and η¯µ(t) ∼ δδηµ(t)
acting in the usual way. This gives a Poisson bracket realization of the actions of the operators dL and iS ,
and then the action of QS is represented by the BRST commutator {QS , ·}ω. In the following, one can keep
in mind this representation which maintains a complete formal analogy with supersymmetric theories.
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parameter family of phase space path integrals
Z(λ) =
∫
LM⊗LΛ1M
[d2nx] [d2nη] ei(S[x]+Ω[x,η]+λQSψ[x,η]) (4.96)
where λ ∈ IR and ψ ∈ LΛ1SM is a gauged fermion field which is homotopic to 0 under the
supersymmetry transformation generated by QS (i.e. ψ ≡ ψs=1, where ψs, s ∈ [0, 1], is a 1-
parameter family of gauge fermions with Q2Sψs = 0 and ψs=0 = 0). As in the finite-dimensional
case, we wish to establish the λ-independence of this path integral, i.e. that (4.96) depends
only on the BRST cohomology class determined by the augmented action, so that a choice of
λ 6= 0 amounts to a choice of representative of S+Ω in its loop space equivariant cohomology
class and different choices of non-trivial representatives then lead to the desired localization
schemes. Consider an infinitesimal variation λ → λ + δλ of the argument of (4.96), i.e. let
ψ → ψ + δψ with
δψ = δλ · ψ (4.97)
and consider the infinitesimal supersymmetry transformation on the super-loop space parametrized
by the gauge fermion δψ ∈ LΛ1SM,
xµ → x¯µ = xµ + δxµ = xµ + δψ ·QSxµ = xµ + δψ · ηµ
ηµ → η¯µ = ηµ + δηµ = ηµ + δψ ·QSηµ = ηµ + δψ · V µS
(4.98)
Since QS(S + Ω) = LSψ = 0, the argument of the path integral (4.96) is BRST-invariant.
However, the corresponding super-Jacobian arising in the Feynman measure in (4.96)
on LM⊗ LΛ1M is non-trivial and it has precisely the same functional form as that in a
standard BRST transformation [114]. The pertinent super-Jacobian here is given by the
super-determinant
[d2nx¯] [d2nη¯] = sdet
∥∥∥∥∥∥∥∥∥∥
δx¯
δx
δx¯
δη
δη¯
δx
δη¯
δη
∥∥∥∥∥∥∥∥∥∥
[d2nx] [d2nη] (4.99)
and the path integral (4.96) is invariant under arbitrary smooth changes of variables. For
infinitesimal δλ, the identity
tr log ‖A‖ = log det ‖A‖ (4.100)
implies that the super-determinant in (4.99) can be computed in terms of the super-trace, the
super-loop space sum of the diagonal entries in (4.99), as sdet‖A‖ = 1 + str‖A‖. This gives
[d2nx¯] [d2nη¯] =
{
1 +
∫ T
0
dt
(
δ
δxµ
(δψ)ηµ − δ
δηµ
(δψ)V µS
)}
[d2nx] [d2nη]
=
{
1−
∫ T
0
dt
(
ηµ
δ
δxµ
+ V µS
δ
δηµ
)
δψ
}
[d2nx] [d2nη]
= (1−QSδψ)[d2nx] [d2nη] ∼ e−δλ·QSψ[d2nx] [d2nη]
(4.101)
Thus substituting the change of variables (4.98) with super-Jacobian (4.101) into the path
integral (4.96) we immediately see that
Z(λ) = Z(λ− δλ) (4.102)
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which establishes the independence of the path integral (4.96) under homotopically-trivial
deformations which live in the subspace (4.88). This proof of the λ-independence (or the ψ-
independence more generally) of (4.96) is a specialization of the Fradkin-Vilkovisky theorem
[13, 14, 114] to the supersymmetric theory above, which states that local supersymmetric
variations of gauge fermions in a supersymmetric BRST gauge-fixed path integral leave it
invariant. Indeed, the addition of the BRST-exact term QSψ can be regarded as a gauge-
fixing term (the reason why ψ is termed here a ‘gauge fermion’) which renormalizes the theory
but leaves it invariant under these perturbative deformations. The addition of this term to
the action of the quantum theory above is therefore regarded as a topological deformation,
in that it does not change the value of the original partition function which is the λ → 0
limit of (4.96) above. This is consistent with the general ideas of topological field theory, in
which a supersymmetric BRST-exact action is known to have no local propagating degrees
of freedom and so can only describe topological invariants of the underlying space. We shall
discuss these more topological aspects of BRST-exact path integrals, also known as Witten-
type topological field theories [22], in due course. In any case, we can now write down the
loop space localization principle
Z(T ) = lim
λ→∞
∫
LM⊗LΛ1M
[d2nx] [d2nη] ei(S[x]+Ω[x,η]+λQSψ[x,η]) (4.103)
so that the quantum partition function localizes onto the zeroes of the gauge fermion field ψ.
Given the localization property (4.103) of the quantum theory, we would now like to pick a
suitable representative ψ making the localization manifest. As in the finite dimensional cases,
the localizations of interest both physically and mathematically are usually the fixed point
locuses of loop space vector fields W on LM. To translate this into a loop space differential
form, we introduce a metric tensor G on the loop space and take ψ to be the associated
metric-dual form
ψ =
∫ T
0
dt dt′ Gµν [x; t, t′]W µ[x; t]ην(t′) (4.104)
of the loop space vector field W . The supersymmetry condition LSψ = 0 is then equivalent
to the Killing equation LSG = 0 and the additional requirement LSW = 0 on W 24, where
LSW =
∫ T
0
dt
(
d
dt
− LV (x(t))
)
W [x; t] (4.105)
In principle there are many useful choices for W obeying such a restriction, but we shall be
concerned mostly with those which can be summarized in
W µ[x; t] = rx˙µ(t)− sV µ(x(t)) (4.106)
where the parameters r, s are chosen appropriate to the desired localization scheme.
As for the metric in (4.104), there are also in principle many possibilities. However, there
only seems to be 1 general class of loop space metric tensors to which general arguments
and analyses can be applied. To motivate these, we note first that the equivariant exterior
derivative QS can be written as
QS = Qx˙ − iV = dL + ix˙ − iV (4.107)
24We also require that the combination (4.104) be such that it determines a homotopically trivial element
as above, so that it introduces no extra topological effects into the path integral (4.103) when evaluated on
contractable loops. For the most part, we shall be rather cavalier about this requirement and discuss it only
towards the end of this Review.
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and the square of the operator Qx˙ is just the generator of time translations
Q2x˙ = Lx˙ =
∫ T
0
dt
(
x˙µ(t)
δ
δxµ(t)
+ η˙µ(t)
δ
δηµ(t)
)
=
∫ T
0
dt
d
dt
(4.108)
This operator arises when we assume that the loop space Hamiltonian vector field generates
an S1-flow on the loop space, parametrized by a parameter τ ∈ [0, 1] so that the flow is
xµ(t) → xµ(t; τ) with xµ(t; 0) = xµ(t; 1), such that in the selected loop space coordinates
xµ(t) the flow parameter τ also shifts the loop (time) parameter t → t + τ . In this case we
have
V µS [x; t] =
∂xµ(t; τ)
∂τ
∣∣∣∣
τ=0
= x˙µ(t) (4.109)
and the supersymmetry transformation (4.95) becomes
Qx˙x
µ(t) = ηµ(t) , Qx˙η
µ(t) = x˙µ(t) (4.110)
which we recall is the infinitesimal supersymmetry discussed in Subsection 4.2 above. In
particular, the effective action is now (locally) of the functional form
S + Ω =
∫ T
0
dt
(
θµ(x)x˙
µ +
1
2
ωµν(x(t))η
µην
)
= (dL + ix˙)ϑ = Qx˙ϑˆ (4.111)
and the topological invariance of the quantum theory, i.e. the invariance of (4.111) under
BRST-deformations by elements ψ of the subspace LΛ1SM, is according to (4.108) determined
by arbitrary globally defined single-valued functionals on LM, i.e. ψ(0) = ψ(T ). This form
of the U(1)-equivariant cohomology on the loop space is called the model-independent circle
action.
We shall therefore demand that the localization functionals in (4.104) be invariant under
the model-independent S1-action on LM (i.e. rigid rotations x(t) → x(t + τ) of the loops).
This requires that the loop space metric tensor above obey Lx˙G = 0, or equivalently that
Gµν [x; t, t
′] = Gµν [x; t − t′] is diagonal in its loop space indices. Since the quantum theory is
to describe the dynamics of a given Hamiltonian system for which we know the underlying
manifoldM, the best way to pick the Riemannian structure on LM is to lift a metric tensor
g from M so that G takes the ultra-local form
Gµν [x; t, t
′] = gµν(x(t))δ(t− t′) (4.112)
and its action on loop space vector fields is given by
G(V1, V2) =
∫ T
0
dt gµν(x(t))V
µ
1 [x; t]V
ν
2 [x; t] (4.113)
Because of the reparametrization invariance of the integral (4.113), the metric tensor G is
invariant under the canonical flow on LM generated by x˙. The Lie derivative condition on
G is then equivalent to the Lie derivative condition (2.111) with respect to the Hamiltonian
vector field V on M. Thus infinite-dimensional localization requires as well that the phase
space M admit a globally-defined U(1)-invariant Riemannian structure on M with respect
to the classical dynamics of the given Hamiltonian system. As discussed before, the condition
that the Hamiltonian H generates an isometry of a metric g on M (through the induced
Poisson structure on (M, ω)) is a very restrictive condition on the Hamiltonian dynamics.
Essentially it means that H must be related to the global action (2.36) of a group G onM, so
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that the classical mechanics generates a very large degree of symmetry. As mentioned before,
the infinite-dimensional results above, in particular the evaluation of the super-Jacobian in
(4.101), are as reliable as the corresponding calculations in standard BRST quantization,
provided that the boundary conditions in (4.96) are also supersymmetric. Provided that
the assumptions on the classical properties of the Hamiltonian are satisfied (as for the finite-
dimensional cases), the above derivation will stand correct unless the supersymmetry Q2S = LS
is broken in the quantum theory, for instance by a scale anomaly in the rescaling of the metric
Gµν → λ ·Gµν above. See Appendices A and B for the precise correspondence between BRST
quantization, equivariant cohomology and localization.
4.5 The WKB Localization Formula
We shall now begin examining the various types of localization formulas that can be derived
from the general principles of the last Subsection. The first infinite-dimensional localization
formula that we shall present is the formal generalization of the Duistermaat-Heckman integra-
tion formula, whose derivation follows the loop space versions of the steps used in Subsections
2.6 and 3.3. We assume that the action S has (finitely-many) isolated and non-degenerate
critical trajectories, so that the zero locus (4.83) consists of isolated classical loops in LM, i.e.
we assume that the determinant of the associated Jacobi fields arising from a second-order
variation of S is non-vanishing on these classical trajectories. Under these assumptions, we
set r = s = 1 in (4.106), so that
ψ =
∫ T
0
dt gµνV
µ
S η
ν , QSψ =
∫ T
0
dt
[
gµνV
µ
S V
ν
S + η
µ
(
gµν∂t − gνλ∂µV λ + V λS ∂µgνλ
)
ην
]
(4.114)
Proceeding just as in the finite-dimensional case, the evaluation of the localization integral
(4.103) gives
Z(T ) ∼
∫
LM
[d2nx]
√
det ‖Ω‖
√
det ‖δVS‖ δ(VS) eiS[x]
∼
∫
LM
[d2nx]
√
det ‖Ω‖
√
det ‖δµν∂t − ∂ν(ωµλ∂λH)‖ δ(x˙µ − ωµν∂νH) eiS[x]
∼ ∑
x(t)∈LMS
√
det ‖ω(x(t))‖ eiS[x]√
det ‖δµν∂t − ∂ν(ωµλ∂λH)‖
(4.115)
where here and in the following the symbol ∼ will be used to signify the absorption of infinite
prefactors into the determinants which arise from the functional Gaussian integrations. The
functional determinant in the denominator of (4.115) can be evaluated in the same manner as
in Subsection 4.2 above with R→ dV there and the eigenfunctions of ∂t are now the periodic
functions on [0, T ] instead of S1 so that the eigenvalues are replaced as 2πik → 2πik/T in
(4.65). The result can be written in terms of the Dirac Aˆ-genus of the tangent bundle of M
det ‖δµν∂t − ∂νV µ‖ =
(
T
2πi
)2n
det
[
sinh T
2
dV
T
2
dV
]
= Aˆ(T · dV )−2 (4.116)
using the ordinary moment map for the U(1)-action here.
This result is the famous WKB approximation to the partition function [142], except that
it is summed over all classical paths and not just those which minimize the action S. If we
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reinstate the factors of h¯, then it is formally the leading term of the stationary phase expansion
of the partition function in powers of h¯ as h¯ → 0. The limit h¯ → 0 is called the classical
limit of the quantum mechanics problem above, since then according to (4.1) the operators pˆ
and qˆ behave as ordinary commuting c-numbers as in the classical theory. For h¯→ 0 we can
naturally evaluate the path integral by the stationary-phase method discussed in Subsection
3.3, i.e. we expand the trajectories x(t) = x0(t) + δx(t) in the action, with x0(t) ∈ LMS
and δx(t) the fluctuations about the classical paths x0(t) with δx(0) = δx(T ) = 0, and then
carry out the leading Gaussian functional integration over these fluctuations. Indeed, this
was the way Feynman originally introduced the path integral to describe quantum mechanics
as a sum over trajectories which fluctuate around the classical paths of the system. This
presentation of quantum mechanics thus leads to the dynamical Hamilton action principle of
classical mechanics [55], i.e. the classical paths of motion of a dynamical system are those
which minimize the action, as a limiting case. If the classical trajectories were unique, then
we would only obtain the factors eiS[x]/h¯ above as h¯ → 0. Quantum mechanics can then
be interpreted as implying fluctuations (the one-loop determinant factors in (4.115)) around
these classical trajectories.
We should point out here that the standard WKB formulas are usually given for configu-
ration space path integrals where the fluctuation determinant (det ‖LS(x(t))‖)−1/2 appearing
in (4.115) is the so-called Van Vleck determinant which is essentially the Hessian of S in
configuration space coordinates q. Here the determinant is the functional determinant of the
Jacobi operator which arises from the usual Legendre transformation to phase space coordi-
nates (p, q). This operator is important in the Hamilton-Jacobi theory of classical mechanics
[6, 55], and this determinant can be interpreted as the density of classical trajectories. The
result (4.115) and the assumptions that went into deriving it, such as the non-vanishing of
the determinant of the Jacobi fields and the existence of an invariant phase space metric,
are certainly true for the classic examples in quantum mechanics and field theory where the
semi-classical approximation is known to be exact, such as for the propagator of a particle
moving on a group manifold [38, 134, 141]. The above localization principle yields sufficient,
geometric conditions for when a given path integral is given exactly by its WKB approxima-
tion, and it therefore has the possibility of expanding the set of quantum systems for which
the Feynman path integral is WKB exact and localizes onto the classical trajectories of the
system.
4.6 Degenerate Path Integrals and the Niemi-Tirkkonen Localiza-
tion Formula
There are many instances in which the WKB approximation is unsuitable for a quantum
mechanical path integral, such as a dynamical system whose classical phase space trajectories
coalesce at some point. It is therefore desirable to seek alternative, more general localization
formulas which can be applied to larger classes of quantum systems. Niemi and Palo [117]
have investigated the types of degeneracies that can occur for phase space path integrals and
have argued that for Hamiltonians which generate circle actions the classical trajectories can
be characterized as follows. In general, the critical point set of the action S with non-constant
periodic solutions xµ(T ) = xµ(0) = xµ0 lie on a compact submanifold LMS of the phase space
M. In this context, LMS is refered to as the moduli space of T -periodic classical solutions
and it is in general a non-isolated set for only some discrete values of the propagation time
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T . For generic values of T the periodic solutions with xµ(T ) = xµ(0) = xµ0 exist only if x
µ
0
lies on the critical submanifold MV of the Hamiltonian H . Then the classical equations of
motion reduce to x˙µ = V µ = ωµν∂νH = 0 and so the moduli space LMS coincides with the
critical point setMV ⊂M. Notice that in this case the functional determinants involving the
symplectic 2-form in (4.115) cancel out and one is left with only the regularized determinant
in (4.116). We shall see some specific examples of this later on.
With this in mind we can derive a loop space analog of the degenerate Duistermaat-
Heckman formula of Subsection 3.7. We decompose LM and LΛ1M into classical modes and
fluctuations about the classical solutions and scale the latter by 1/
√
λ,
xµ(t) = x¯µ(t) + xµf (t)/
√
λ , ηµ(t) = η¯µ(t) + ηµf (t)/
√
λ (4.117)
where x¯(t) ∈ LMS are the solutions of the classical equations of motion, i.e. V µS (x¯(t)) =
˙¯x
µ − ωµν(x¯)∂νH(x¯) = 0, and η¯µ(t) ∼ dx¯µ(t) ∈ Λ1LMS span the kernel of the loop space
Riemann moment map,
(ΩS)µν(x¯)η¯
ν = 0 (4.118)
where
ΩS = dLψ =
∫ T
0
dt
δ
δxµ
(
gνλV
λ
S
)
ηµην (4.119)
with ψ given in (4.114). In particular, this implies that η¯µ(t) are Jacobi fields, i.e. they obey
the fluctuation equation
(δµν∂t − ∂νV µ(x¯)) η¯ν = 0 (4.120)
The fluctuation modes in (4.117) obey the boundary conditions xµf (0) = x
µ
f (T ) = 0 and
ηµf (0) = η
µ
f (T ) = 0.
The super-loop space measure with this decomposition is then
[d2nx] [d2nη] = d2nx¯(t) d2nη¯(t)
∏
t∈[0,T ]
d2nxf (t) d
2nηf(t) (4.121)
where as usual the change of variables (4.117) has unit Jacobian because the determinants
from the bosonic and fermionic fluctuations cancel (this is the powerful manifestation of the
“hidden” supersymmetry in these theories). The calculation now proceeds analogously to
that in Subsection 3.7, so that evaluating the Gaussian integrals over the fluctuation modes
localizes the path integral to a finite-dimensional integral over the moduli space LMS of
classical solutions,
Z(T ) ∼
∫
LMS
d2nx¯(t)
√
detω(x¯) eiS[x¯]
Pfaff‖δµν∂t − (µS)µν (x¯)− Rµν (x¯)‖
∣∣∣NLMS
(4.122)
where µS = g
−1 ·ΩS and R is as usual the Riemann curvature 2-form of the metric g evaluated
on LMS. In (4.122) the Pfaffian is taken over the fluctuation modes xµf (t) about the classical
trajectories x¯µ(t) ∈ LMS (i.e. along the normal bundle NLMS in LM), and the measure
there is an invariant measure over the moduli space of classical solutions which is itself a sym-
plectic manifold. The localization formula (4.122) is the loop space version of the degenerate
localization formula (3.118) in which the various factors can be interpreted as loop space ex-
tensions of the equivariant characteristic classes. In particular, in the limit where the solutions
to the classical equations of motion V µS (x(t)) = 0 become isolated and non-degenerate paths
the integration formula (4.122) reduces to the standard WKB localization formula (4.115).
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However, the degenerate localization formula (4.122) is hard to use in practise because
in general the moduli space of classical solutions has a complicated, T -dependent structure,
i.e. it is usually a highly non-trivial problem to solve the classical equations of motion for
the T -periodic classical trajectories of a dynamical system25. We would therefore like to
obtain alternative degenerate localization formulas which are applicable independently of the
structure of the moduli space LMS above. Given the form of (4.122), we could then hope
to obtain a localization onto some sort of equivariant characteristic classes of the manifold
M. The first step in this direction was carried out by Niemi and Tirkkonen in [123]. Their
localization formula can be derived by setting s = 0, r = 1 in (4.106) so that
ψ =
∫ T
0
dt gµν x˙
µην , QSψ =
∫ T
0
dt
[
gµν x˙
µ(x˙ν − V ν) + ηµ
(
gµν∂t + x˙
λgµρΓ
ρ
λν
)
ην
]
(4.123)
Here the zero locus of the vector field (4.106) consists of the constant loops x˙µ = 0, i.e.
points on M, so that the canonical localization integral will reduce to an integral over the
finite-dimensional manifold M (as in Subsection 4.2), rather than a sum or integral over the
moduli space of classical solutions as above.
To evaluate the right-hand side of (4.103) with (4.123), we use the standard trick. We
decompose LM and LΛ1M into constant modes and fluctuation modes and scale the latter
by 1/
√
λ,
xµ(t) = xµ0 + xˆ
µ(t)/
√
λ , ηµ(t) = ηµ0 + ηˆ
µ(t)/
√
λ (4.124)
where
xµ0 =
1
T
∫ T
0
dt xµ(t) , ηµ0 =
1
T
∫ T
0
dt ηµ(t)
∂tx
µ
0 = ∂tη
µ
0 = 0 ,
∫ T
0
dt xˆµ(t) =
∫ T
0
dt ηˆµ(t) = 0
(4.125)
The decomposition (4.124) is essentially a Fourier decomposition in terms of some complete
sets of states {xµk(t)}k∈ZZ and {ηµk (t)}k∈ZZ, so that
xˆµ(t) =
∑
k 6=0
sµkx
µ
k(t) , ηˆ
µ(t) =
∑
k 6=0
σµkη
µ
k (t) (4.126)
and the Feynman measure in the path integral is then defined just as before as
[d2nx] [d2nη] = d2nx0 d
2nη0
∏
t∈[0,T ]
d2nxˆ(t) d2nηˆ(t) = d2nx0 d
2nη0
∏
k 6=0
d2nsk d
2nσk (4.127)
With the rescaling in (4.124) of the fluctuation modes, the gauge fixing term QSψ is
QSψ =
∫ T
0
dt
[
xµ
(
(ΩV )µν∂t − gµν∂2t
)
xν +
1
2
Rµνx
µx˙ν + ηˆµgµν∂tηˆ
ν
]
+O(1/
√
λ) (4.128)
where we have integrated by parts over t and used the periodic boundary conditions.
In (4.128) we see the appearence of the equivariant curvature of the Riemannian manifold
(M, g). Since ΩV and R there act on the fluctuation modes, as usual they can be interpreted
as forming the equivariant curvature of the normal bundle of M in LM. With the above
rescaling the fluctuation and zero modes decouple in the localization limit λ → ∞, just as
25Some features of the space of T -periodic classical trajectories for both energy conserving and non-
conserving Hamiltonian systems have been discussed recently by Niemi and Palo in [115, 118].
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before. The integrations over the fluctuations are as usual Gaussian, and the result of these
integrations is
Z(T ) ∼
∫
M
chV (−iTω) ∧ (det′‖δµν∂t − (RV )µν‖)−1/2 (4.129)
This form of the partition function is completely analogous to the degenerate localization
formula of Subsection 3.7, and it is also similar to the formula (4.122), except that now
the domain of integration has changed from the moduli space LMS of classical solutions to
the entire phase space M. This makes the formula (4.129) much more appealing, in that
there is no further reference to the T -dependent submanifold LMS of M. Note that (4.129)
differs from the classical partition function for the dynamical system (M, ω,H) by a one-
loop determinant factor which can be thought of as encoding the information due to quantum
fluctuations. The classical Boltzmann weight e−iTH comes from evaluating the action S[x] on
the constant loops x ∈M ⊂ LM, so that (4.129) is another sort of semi-classical localization
of the Feynman path integral.
The fluctuation determinant in (4.129) can be again evaluated just as in Subsection 4.2
and it now yields the equivariant Aˆ-genus (2.96) with respect to the equivariant curvature
RV . The localization formula (4.129) is therefore
Z(T ) ∼
∫
M
chV (−iTω) ∧ AˆV (TR) (4.130)
This is the Niemi-Tirkkonen localization formula [123] and it expresses the quantum partition
function as a (finite-dimensional) integral over the phase spaceM of equivariant characteristic
classes in the U(1)-equivariant cohomology generated by the Hamiltonian vector field V onM.
The huge advantage of this formula over the localization formula of the last Subsection is that
no assumptions appear to have gone into its derivation (other than the standard localization
constraints). It thus applies not only to the cases covered by the WKB localization theorem,
but also to those where the WKB approximation breaks down (e.g. when classical paths
coalesce in LM). Indeed, being a localization onto time-independent loops it does not detect
degenerate types of phase space trajectories that a dynamical system may possess.
In fact, the localization formula (4.130) can be viewed as an integral over the equivariant
generalization of the Atiyah-Singer index density of a Dirac operator with background grav-
itational and gauge fields, and it therefore represents a sort of equivariant generalization of
the Atiyah-Singer index theorem for a twisted spin complex. Indeed, when H, V → 0 the
effective action in the canonical localization integral is
(S + Ω+ λQSψ)|H=V=0 =
∫ T
0
dt
[
λgµν x˙
µx˙ν + θµx˙
µ + λgµνη
µ∇tην + 1
2
ηµωµνη
ν
]
(4.131)
On the other hand, the left-hand side of the localization formula (4.103) becomes
Z(T )|H=0 = tr‖ e−iHˆT‖
∣∣∣
T=0
= dimHM (4.132)
which is an integer representing the dimension of the free Hilbert space associated with
S(H = 0) and which can therefore only describe the topological characteristics of the man-
ifold M. Recalling the discussion of Subsection 4.2, we see that the action (4.131) is the
supersymmetric action for a bosonic field xµ(t) and its Dirac fermion superpartner field ηµ(t)
in the background of a gauge field θµ and a gravitational field gµν , i.e. the action of N =
1
2
Dirac supersymmetric quantum mechanics. Moreover, the integer (4.132) coincides with the
V = 0 limit of (4.130) which is the ordinary Atiyah-Singer index for a twisted spin complex
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(the ‘twisting’ here associated with the usual symplectic line bundle L →M). Thus the lo-
calization formalism here is just a more general case of the localization example of Subsection
4.2 above which reproduced quite beautifully the celebrated Atiyah-Singer index theorem26.
We shall describe some more of these cohomological field theoretical aspects of equivariant
localization in Subsection 4.10, and the connections between the localization formalism and
other supersymmetric quantum field theories in Section 8. The equivariant cohomological
structure of these theories is consistent with the topological nature of supersymmetric models
(the basic topological field theories – see Subsection 4.10 below) and they always yield certain
topological invariants of the underlying manifolds such as the Atiyah-Singer index.
4.7 Connections with the Duistermaat-Heckman Integration For-
mula
In this Subsection we shall point out some relations between the path integral localization
formulas derived thus far and their relations to the finite-dimensional Duistermaat-Heckman
formula. Since the localization formulas are all derived from the same fundamental geometric
constraints, one would expect that, in some limits at least, they are all related to each other. In
particular, when 2 localization formulas hold for a certain quantum mechanical path integral,
they must both coincide somehow. We can relate the various localization formulas by noting
that the integrand of (4.130) is an equivariantly closed differential form on M (being an
equivariant characteristic class) with respect to the finite-dimensional equivariant cohomology
defined by the ordinary Cartan derivative DV = d+iV . Thus we can apply the Berline-Vergne
theorem (in degenerate form – compare with Subsection 3.7) of Subsection 2.6 to localize the
equivariant Atiyah-Singer index onto the critical points of the Hamiltonian H to obtain
Z(T ) ∼
∫
MV
chV (−iTω)
EV (R)|NV
∧ AˆV (TR)
∣∣∣∣MV (4.133)
so that a (degenerate) Hamiltonian gives a localization of the path integral ontoMV in terms
of the equivariant Chern class restricted toMV , and the equivariant Euler class and Aˆ-genus
of the normal bundle NV . Note that this differs from the finite-dimensional localization
formula (3.118) only in the appearence of the equivariant Aˆ-genus which arises from the eval-
uation of the temporal determinants which occur. This factor therefore encodes the quantum
fluctuations about the classical values, and its appearence is quite natural according to the
general supersymmetry arguments above (as the Dirac Aˆ-genus quite frequently arises from
supersymmetric field theory path integrals). Furthermore, the localization formula (4.133)
follows from the moduli space formula (4.122) for certain values of the propagation time T
(see the discussion at the beginning of the last Subsection).
The connection between the WKB and Niemi-Tirkkonen localization formulas is now im-
mediate if we assume that the critical point set MV of the Hamiltonian consists of only
isolated and non-degenerate points (i.e. the Hamiltonian H is a Morse function). Then in
the canonical localization vector field (4.106) we can set r = 0 and s = −1 so that
ψ = iV g =
∫ T
0
dt gµνV
µην , QSψ =
∫ T
0
dt
[
1
2
(ΩV )µνη
µην + V µgµν (x˙
ν − V ν)
]
(4.134)
26This analogy, as well as the localization of the quantum partition function in general, requires that
boundary conditions for the path integral be selected which respect the pertinent supersymmetry. We shall
say more about this requirement later on.
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We use the rescaled decomposition (4.124) again which decouples the zero modes from the
fluctuation modes because of the “hidden” supersymmetry. The Gaussian integrations over
the fluctuation modes then yields
Z(T ) ∼
∫
M
d2nx0 e
−iTH
√
detΩV
det′‖∂t − ΩV ‖ δ(V ) ∼
∑
p∈MV
e−iTH(p)√
detΩV
Aˆ(TΩV ) (4.135)
where the (ordinary) Dirac Aˆ-genus arises from evaluating the temporal determinant in (4.135)
as described before and we recall that ΩV (p) = 2dV (p) = 2ω
−1(p)H(p) at a critical point p ∈
MV . Thus under these circumstances we can localize the partition function path integral onto
the time-independent classical trajectories of the dynamical system, yielding a localization
formula that differs from the standard Duistermaat-Heckman formula (3.63) only by the
usual quantum fluctuation term.
The localization formula (4.135) of course also follows directly from the degenerate formula
(4.133) in the usual way, and it can be shown [81] to also follow from the WKB formula (4.115)
using the Weinstein action invariant [26, 159] which probes the first cohomology group of the
symplectomorphism group of the symplectic manifold (i.e. the diffeomorphism subgroup of
canonical transformations). This latter argument requires that M is compact, the classical
trajectories are non-intersecting and each classical trajectory can be contracted to a critical
point of H through a family of classical trajectories (for instance when H1(M; IR) = 0), and
that the period T is such that the boundary condition xµ(0) = xµ(T ) admits only constant
loops as solutions to the classical equations of motion. The localization onto the critical points
of the Hamiltonian is not entirely surprising, since as discussed at the beginning of the last
Subsection for Hamiltonian circle actions on M the zero locuses LMS and MV in general
coincide. Drawing from the analogy of (4.135) with the Duistermaat-Heckman theorem (i.e.
that the equivariant Atiyah-Singer index (4.130) is given exactly by its stationary phase
approximation), one can, in particular, in this case conclude from Kirwan’s theorem that the
Hamiltonian H is a perfect Morse function that admits only even Morse indices [81]. We see
therefore that localization formulas and various Morse theoretic arguments (such as Kirwan’s
theorem) follow (formally) for path integrals in exactly the same way that they followed for
ordinary finite-dimensional phase space integrals.
4.8 Equivariant Localization and Quantum Integrability
For the remainder of this Section we shall discuss some more formal features of the localization
formalism for path integrals, as well as some extensions of it. We have shown in Section 3 that
there is an intimate connection between classical integrability and the localization formalism
for dynamical systems. With this in mind, we can use the localization formalism to construct
an alternative, geometric formulation of the problem of quantum integrability [47, 116] (in the
sense that the quantum partition function can be evaluated exactly) which differs from the
usual approaches to this problem [35]. As in Subsection 3.6 we consider a generic integrable
Hamiltonian which is a functional H = H(I) of action variables Ia which are in involution
as in (3.87). From the point of view of the localization constraints above, the condition that
H generates a circle action which is an isometry of some Riemannian geometry onM means
that the action variables Ia generate the Cartan subalgebra of the associated isometry group
of (M, g) in its Poisson bracket realization on (M, ω).
For such a dynamical system, we use a set of generating functionals Ja(t) to write the
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quantum partition function as
Z(T )
= exp
(
−i
∫ T
0
dt H
[
δ
iδJ(t)
]) ∫
LM
[d2nx]
√
det ‖Ω‖ exp
{
i
∫ T
0
dt (θµx˙
µ − JaIa)
} ∣∣∣∣
J=0
(4.136)
To evaluate the path integral in (4.136), we consider an infinitesimal variation of its action
δ(θµx˙
µ − JaIa) = δxµ(ωµν x˙ν − Ja∂µIa) (4.137)
with the infinitesimal Poisson bracket variation
δxµ = ǫa {Ia, xµ}ω = −ǫaωµν∂νIa (4.138)
where ǫa are infinitesimal coordinate-independent parameters. The transformation (4.137),(4.138)
corresponds to the leading order infinitesimal limit of the canonical transformation
xµ → xµ +
{
e−ǫ
aIa , xµ eǫ
aIa
}
ω
= xµ + ǫa {xµ, Ia}ω +
1
2
ǫaǫb
{
{xµ, Ia}ω , Ib
}
ω
+ . . . (4.139)
and it gives
δ(θµx˙
µ − JaIa) = −ǫ˙aIa (4.140)
after an integration by parts over time. Since the Liouville measure in (4.136) is invariant
under canonical transformations, it follows that the only effect of the variation (4.140) on the
loop space coordinates in (4.136) is to shift the external sources as Ja → Ja + ǫ˙a. Note that
if we identify Ja(t) as the temporal component Aa0 of a gauge field then this shift has the
same functional form as a time-dependent abelian gauge transformation [116]. Thus if for
some reason the quantum theory breaks the invariance of the Liouville measure under these
coordinate transformations, we would expect to be able to relate the non-trivial Jacobian that
arises to conventional gauge anomalies [146].
Thus if we Fourier decompose the fields Ja(t) into their zero modes Ja0 and fluctuation
modes Jˆa(t) as in (4.124), we can use this canonical transformation to ‘gauge’ away the time-
dependent parts of Ja in (4.136) so that the path integral there depends only on the constant
modes Ja0 of the generating functionals and the partition function is given by
Z(T ) = exp
(
−iTH
[
1
i
∂
∂J0
]) ∫
LM
[d2nx]
√
det ‖Ω‖ exp
{
i
∫ T
0
dt (θµx˙
µ − Ja0 Ia)
} ∣∣∣∣
J0=0
(4.141)
Since the Hamiltonian Ja0 I
a in the action in (4.141) generates an abelian group action onM,
we can localize it using the Niemi-Tirkkonen formula (4.130) to arrive at
Z(T ) ∼ exp
(
−iTH
[
1
i
∂
∂J0
]) ∫
M
chJa0 Ia(−iTω) ∧ AˆJa0 Ia(TR)
∣∣∣∣
J0=0
(4.142)
and so the path integral now localizes to a derivative expansion of equivariant characteristic
classes. The localization formula (4.142) is valid for any integrable Hamiltonian system whose
conserved charges Ja0 I
a generate a global isometry on M, and consequently the localization
formalism can be used to establish the exact quantum solvability of generic integrable models.
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Indeed, there are several non-trivial examples of integrable models where the WKB local-
ization formula (4.115) is known to be valid, and this has led to the conjecture that for a large
class of integrable field theories a “proper” version of the semi-classical approximation should
yield a reliable reproduction of the features of the exact quantum theory [169]. The formula
(4.142) is one such candidate, and thus it yields an explicit realization of this conjecture.
However, one may also hope that the localization principle of Subsection 4.4 could be used to
derive weaker versions of the localization formulas above for some dynamical systems which
are not necessarily completely integrable [81] (in the sense that the localization formalism
above does not carry through). For this, we consider a Hamiltonian with r < n conserved
charges Ia which are in involution as in (3.87),(3.88), and which have the classical equations
of motion I˙a = 0. We then set
ψ =
∫ T
0
dt Ia∂µI
aηµ , QSψ =
∫ T
0
dt
(
I˙a
)2
(4.143)
in the canonical localization integral (4.103). The cohomological relation Q2Sψ = LSψ = 0
follows from the involutary property of the charges Ia. Then the right-hand side of (4.103)
yields a localization of the path integral onto the constant values of the conserved charges Ia,
Z(T ) ∼
∫
LM
[d2nx]
√
det ‖Ω‖
r∏
a=1
δ(I˙a) eiS[x] (4.144)
The formula (4.144) is a weaker version of the above localization formulas which is valid
for any non-integrable system that admits conserved charges. It can be viewed as a quantum
generalization of the classical reduction theorem [7] which states that conserved charges in
involution reduce the dynamics onto the symplectic subspace of the original phase space
determined by the constant (classical) values of the integrals of motion Ia. When H is
completely integrable this subspace coincides with the invariant Liouville tori discussed in
Subsection 3.6. Thus even when there are corrections to the various localization formulas
above (e.g. the WKB approximation), the supersymmetry arguments of Subsection 4.4 can
be used to derive weaker versions of the localization formulas. Notice that, as anticipated,
the localization formula (4.144) does not presume any isometric structure on the phase space
(see the discussion of Subsection 3.6). Equivariant cohomology might therefore provide a
natural geometric framework for understanding quantum integrability, and the localization
formulas associated with general integrable models represent equivariant characteristic classes
of the phase space. For more details about this and other connections between equivariant
localization and integrability, see [47, 80, 81].
4.9 Localization for Functionals of Isometry Generators
In the last Subsection we considered a particular class of Hamiltonians which were functionals
of action variables and we were able to derive a quite general localization formula for these
dynamical systems. It is natural to explore now whether or not localization formulas could
be derived for Hamiltonians which are more general types of functionals. We begin with the
case where the Hamiltonian of a dynamical system is an a priori arbitrary functional F(H)
of an observable H which generates an abelian isometry through the Hamiltonian equations
for H in the usual sense. Thus we want to evaluate the path integral [124]
Z(T |F(H)) =
∫
LM
[d2nx]
√
det ‖Ω‖ exp
{
i
∫ T
0
dt (θµx˙
µ −F(H))
}
(4.145)
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We shall see that such path integrals are important for certain physical applications. Note,
however, that although such functionals may seem arbitrary, we must at least require that
F(H) be a semi-bounded functional of the observable H [154]. Otherwise, a Wick rotation
off of the real time axis to imaginary time may produce a propagator tr‖ e−iTF(H)‖ which
is not a tempered distribution and thus eliminating any rigorous attempts to make the path
integral a well-defined mathematical entity.
The formalism used to treat path integrals such as (4.145) is the auxilliary field formalism
for supersymmetric theories [68, 103, 104] which enables one to relate the loop space equiv-
ariant cohomology determined by the derivative QS to the more general model-independent
S1 loop space formalism, i.e. that determined by the equivariant exterior derivative Qx˙. We
recall from Subsection 4.4 that in this formulation the path integral action is BRST-exact,
as required for supersymmetric field theories. Here the auxilliary fields that are introduced
turn out to coincide with those used to formulate generic Poincare´ supersymmetric theories
in terms of the model-independent S1 loop space equivariant cohomology which renders their
actions BRST-exact. These supersymmetric models will be discussed in Section 8.
To start, we assume that there is a function φ(ξ) such that F(H) is a Gaussian functional
integral transformation of it,
exp
(
−i
∫ T
0
dt F(H)
)
=
∫
LIR
[dξ] exp
{
i
∫ T
0
dt
(
1
2
ξ2 − φ(ξ)H
)}
(4.146)
Because of the local integrability of F(H), locally such a function φ(ξ) can always be con-
structed, but there may be obstructions to constructing φ(ξ) globally on the loop space LM,
for the reasons discussed before. The transformation ξ → φ which maps the Gaussian in ξ
to a non-linear functional of φ is just the Nicolai transformation in supersymmetry theory
[22, 112], i.e. the change of variables that maps the bosonic part of the supersymmetric ac-
tion into a Gaussian such that the Jacobian for this change of variables coincides with the
determinant obtained by integrating over the bilinear fermionic part of the supersymmetric
action. This observation enables one to explicitly construct a localization for the path integral
(4.145).
Notice that when F(H) is either linear or quadratic in the observable H , the Nicolai
transform ξ is directly related to the functional Fourier transformation of F(H),
exp
(
−i
∫ T
0
dt F(H)
)
=
∫
LIR
[dφ] exp
(
−i
∫ T
0
dt Fˆ (φ)
)
exp
(
−i
∫ T
0
dt φH
)
(4.147)
However, for more complicated functionals F(H) this connection is less straightforward. In
particular, if we change variables ξ → φ in the Gaussian transformation (4.146), we find
exp
(
−i
∫ T
0
dt F(H)
)
=
∫
LIR
[dφ]
∏
t∈[0,T ]
ξ′(φ) exp
{
i
∫ T
0
dt
(
1
2
ξ2(φ)− φH
)}
(4.148)
so that the effect of this transformation is to isolate the isometry generator H and make it
contribute linearly to the effective action in (4.145) (as we did in the last Subsection). This
allows one to localize (4.145) using the general prescriptions of Subsection 4.4 above.
Substituting (4.148) into (4.145), we then carry out the same steps which led to the
Niemi-Tirkkonen localization formula (4.130). However, now there is an auxilliary, time-
dependent field φ which appears in the path integral action which must be incorporated into
the localization procedure. These fields appear in the terms φH above and are therefore
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interpreted as the dynamical generators of S(u(1)∗). We introduce a superpartner η for the
auxilliary field φ whose Berezin integration absorbs the Jacobian factor in (4.148). The path
integral (4.145) thus becomes a functional integral over an extended superloop space. As
discussed in Appendix B, one can now introduce an extended BRST-operator incorporating
the super-multiplet (φ, η) such that the partition function is evaluated with a BRST-exact
action whose argument lies in the BRST-complex of physical states and, as was the case
in Subsection 4.2, the Niemi-Tirkkonen localization onto constant modes becomes manifest.
This extended BRST-operator is the so-called Weil differential whose cohomology defines
the BRST model for the U(1)-equivariant cohomology [95, 125]. This more sophisticated
technique is required whenever the basis elements φa of the symmetric algebra S(g∗) are
made dynamical and are integrated out, as is the case here.
We shall not enter into the cumbersome details of this extended superspace evaluation of
(4.145), but merely refer to [124] for the details (see also Appendix B for a sketch of the idea).
The final result is the integration formula
Z(T |F(H)) ∼
∫ ∞
−∞
dφ0 ξ
′
0(φ0) e
iT ξ20(φ0)/2
∫
M
chφ0V (−iTω) ∧ Aˆφ0V (TR) (4.149)
where φ0 are the zero modes of the auxilliary field φ. (4.149) is valid (formally) for any
semi-bounded functional F(H) of an isometry generator H onM. Thus even for functionals
of Hamiltonian isometry generators the localization formula is a relatively simple expression
in terms of equivariant characteristic classes. The only computational complication in these
formulas is the identification of the function ξ(φ) (or the functional Fourier transform Fˆ (φ)).
We note that when F(H) = H , we have φ(ξ) = 1 and (4.149) reduces consistently to the
Niemi-Tirkkonen localization formula (4.130). In the important special case F(H) = H2, we
find φ(ξ) = ξ (i.e. Fˆ (φ) = φ2) and the localization formula (4.149) becomes
Z(T |H2) ∼
∫ ∞
−∞
dφ0 e
iTφ20/2
∫
M
chφ0V (−iTω) ∧ Aˆφ0V (TR) (4.150)
which is the formal path integral generalization of the Wu localization formula (3.128).
In fact, the above dynamical treatment of the multipliers φ suggests a possible non-abelian
generalization of the localization formulas and hence a path integral generalization of the
Witten localization formula of Subsection 3.8 [156]. At the same time we generalize the local-
ization formalism of Subsection 4.8 above to the case where the Hamiltonian is a functional of
the generators of the full isometry group of (M, g), and not just simply the Cartan subgroup
thereof. We consider a general non-abelian Hamiltonian moment map (3.30) where the com-
ponent functions Ha are assumed to generate a Poisson algebra realization of the isometry
group G of some Riemannian metric g on M. As mentioned in Subsection 3.8, when the φa
are fixed we are essentially in the abelian situation above and this case will be discussed in
more detail in what follows. Here we assume that the multipliers φa are time-dependent and
we integrate over them in the path integral following the same prescription for equivariant
integration introduced in Subsection 3.8. This corresponds to modelling the G-equivariant
cohomology of M in the Weil algebra using the BRST formalism [125, 156] (see Appendix
B). When the φa are fixed parameters, the action functional (4.26) generates the action of
S1 on LM in the model independent circle action described in Subsection 4.4 above. How-
ever, when the φa are dynamical quantities, S generates the action of the semi-direct product
LG×S1, where the action of S1 corresponds to translations of the loop parameter t and
LG = C∞(S1, G) is the loop group of the isometry group G. These actions are generated,
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respectively, by the loop space vector fields
VS1 =
∫ T
0
dt x˙µ(t)
δ
δxµ(t)
VLG =
∫ T
0
dt φa(t)ωµν(x(t))
(
δ
δxν(t)
Ha
)
δ
δxµ(t)
≡
∫ T
0
dt φa(t)V a(t)
(4.151)
The commutator algebra of the vector fields (4.151) is that of LG×S1 on LM,
[VS1, VLG] =
∫ T
0
dt φ˙aHa ,
[
V a(t), V b(t′)
]
= fabcV c(t)δ(t− t′) (4.152)
The equivariant extension of the symplectic 2-form Ω on LM is therefore S + Ω.
If the multipliers φa (now regarded as local coordinates on Lg∗) are integrated over directly,
then the isometry functionsHa become constraints because the φa appear linearly in the action
and so act as Lagrange multipliers. In this case we are left with a topological quantum theory
(i.e. there are no classical degrees of freedom) with vanishing classical action, in parallel to the
finite-dimensional case of Subsection 3.8. Alternatively, we can add a functional F = F (φa) to
the argument of the exponential term in the partition function such that the quantity S+Ω+F
is equivariantly closed. We then introduce a non-abelian generalization of the procedure
outlined above [156] (see Appendix B for details). Introducing an extended equivariant BRST
operator QT for the semi-direct product action of LG×S1 on LM (the non-abelian version
of that above), it turns out that S + Ω + F is equivariantly closed with respect to QT only
for either F = 0 or F = 1
2
(φa)2, where the latter is the invariant polynomial corresponding to
the quadratic Casimir element of G. Note that this is precisely the choice that was made in
our definition of equivariant integration in Subsection 3.8. As shown in Appendix B, within
this framework we can reproduce loop space generalizations of the cohomological formulation
of Subsection 3.2 for the Hamiltonian dynamics. The rest of the localization procedure now
carries through parallel to that above and in the Niemi-Tirkkonen localization, and it yields
the localization formula [156]
Z(T ) ∼
∫
g∗
dimG∏
a=1
dφa0 e
iT (φa0)
2/2
∫
M
chφa0V a(−iTω) ∧ Aˆφa0V a(TR) (4.153)
which is a non-abelian version of the quadratic localization formula (4.150) and is the path in-
tegral generalization of the Witten localization formula presented in Subsection 3.8 27. Notice
that the primary difference between this non-abelian localization and its abelian counterpart
is that in the latter the functional F (φ) is a priori arbitrary.
4.10 Topological Quantum Field Theories
In this last Subsection of this Section we return to the case where the dual basis elements
of S(g∗) are fixed numbers. We wish to study the properties of the quantum theory when
the effective action is BRST-exact as in (4.91) locally on the loop space [81, 119]. In this
27The procedure outlined above could also be employed in the discussion of the Witten localization formalism
in Subsection 3.8. This has been implicitly done in carrying out the equivariant integrations there (see
Appendix B).
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case the quantum theory is said to be topological, in that there are no local physical degrees
of freedom and the remaining partition function can only describe topological invariants of
the space on which it is defined [22]. We shall see this explicitly below, and indeed we have
already seen hints of this in the expressions for the path integral in terms of equivariant
characteristic classes above. To get a flavour for this, we first consider a quantum theory that
admits a model independent circle action globally on the loop space, i.e. whose loop space
Hamiltonian vector field generates a global constant velocity U(1) action on LM, so that its
action functional is given locally by (4.111). In this case, the determinant that appears in the
denominator of the WKB localization formula (4.115) is
det ‖δ2S‖
∣∣∣
x˙=0
= det ‖δ(Ω · x˙)‖
∣∣∣
x=x0
= det ‖Ω∂t‖
∣∣∣
x=x0
(4.154)
where the localization is now onto the constant loops x0 ∈M. Since the determinants on the
right-hand side of (4.115) now cancel modulo the factor det ‖∂t‖, only the zero modes of ∂t
can contribute. Thus the (degenerate) WKB localization formula in this case becomes
Z(T ) ∼
∫
M
d2nx0
√
det ‖Ω|∂t=0‖
∣∣∣
x=x0
(4.155)
and only the zero modes of the symplectic 2-form contribute. Since this path integral yields the
topological Witten index of the corresponding supersymmetric theory [161], the localization
formula identifies the loop space characteristic class which corresponds to the Witten index of
which the ensuing Atiyah-Singer index counts the zero modes of the associated Dirac operator.
This is one of the new insights gained into supersymmetric theories from the equivariant
localization formalism. (4.155) is a purely cohomological representative of the manifold M
which contains no physical information.
Next, consider the more general case of an equivariantly-exact action (4.91). Note that
this is precisely the solution to the problem of solving the loop space equivariant Poincare´
lemma for S + Ω. If we assume that the symplectic potential is invariant under the global
U(1)-action onM, as in (3.26), then the Hamiltonian is given by H = iV θ and the loop space
1-form ϑˆ in (4.91) is given by
ϑˆ =
∫ T
0
dt θµ(x(t))η
µ(t) (4.156)
The loop space localization principle naively implies that the resulting path integral should
be trivial. Indeed, since the 1-form (4.156) lies in the subspace (4.88), the partition function
can be written as
Z(T ) =
∫
LM⊗LΛ1M
[d2nx] [d2nη] eiλQS ϑˆ (4.157)
and it is independent of the parameter λ ∈ IR. In particular, it should be independent of the
action S.
However, the above argument for the triviality of the path integral assumes that θ is
homotopic to 0 in the subspace (4.88) under the supersymmetry generated by QS, i.e. that
(4.91) holds globally for all loops. For the remainder of this Section we will assume that
the manifold M is simply connected, so that H1(M; IR) = 0. Then the above argument
presumes that the second DeRham cohomology group H2(M; IR) = 0 is trivial. If this is not
the case, then one must be careful about arguing the λ-independence of the path integral
(4.157). Consider the family of symplectic 2-forms
ω(λ) = λdθ = λω (4.158)
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associated with the action in (4.157). We consider a closed loop γ(x) in the phase space M
parametrized by the periodic trajectory x(t) : [0, T ] →M. Since by assumption γ(x) is the
boundary of a 2-surface Σ1 in M, Stokes’ theorem implies that the kinetic term θ(λ) = λθ in
(4.157) can be written as
∫ T
0
dt θ(λ)µ (x(t))x˙
µ(t) =
∮
γ(x)
θ(λ) =
∫
Σ1
ω(λ) (4.159)
For consistency of the path integral (4.157), which is expressed as a sum over closed loops in
M, the phase (4.159) must be independent of the representative surface Σ1 spanning γ(x),
owing to the topological invariance of the partition function Z(T ) over LM. Thus if we
introduce another surface Σ2 (of opposite orientation to Σ1) with boundary γ(x) and let Σ
be the closed surface (sphere) which is divided into 2 halves Σ1 and Σ2 by γ(x), then we have
ei
∮
Σ
ω(λ) = e
i
∫
Σ1
ω(λ)
e
−i
∫
Σ2
ω(λ)
(4.160)
and consequently the integral of ω(λ) over any closed orientable surface Σ in M must satisfy
a version of the Dirac or Wess-Zumino-Witten (flux) quantization condition [162]
1
2π
∮
Σ
ω(λ) =
λ
2π
∮
Σ
ω ∈ ZZ (4.161)
This means that ω(λ) is an integral element of H2(M; IR), i.e. it defines an integer cohomology
class in H2(M; ZZ), which is possible only for certain discrete values of λ ∈ IR. It follows that
a continuous variation δλ of λ cannot leave the path integral (4.157) invariant and it depends
non-trivially on the localization 1-form ψ ≡ ϑ and thus also on the action S.
Thus the path integral (4.157) defines a consistent quantum theory only when the symplec-
tic 2-form (4.158) defines an integral curvature on M. However, if we introduce a variation
θ → θ + δθ of the symplectic potential in (4.157) corresponding to a variation ω → ω + δω
with δω = dα a trivial element of H2(M; IR) in the subspace (4.88), then the localization
principle implies that the path integral remains unchanged (using Stokes’ theorem for δω in
(4.161)). Thus the path integral depends only on the cohomology class of ω in H2(M; IR),
not on the particular representative ω = dθ, which means that the partition function (4.157)
determines a cohomological topological quantum field theory on the phase space M.
Furthermore, we note that within the framework of the Niemi-Tirkkonen localization for-
mula, the BRST-exact term QS(λψ + ϑˆ), with ϑˆ given by (4.156) and ψ given in (4.123),
gives the effective action in the canonical localization integral (4.96). We saw earlier that the
Qx˙-exact piece of this action corresponds to the Atiyah-Singer index of a Dirac operator i∇/
in the background of a U(1) gauge field θµ and a gravitational field gµν . The remaining terms
there, given by the iV -exact pieces, then coincide with the terms that one expects in a super-
symmetric path integral representation of the infinitesimal Lefschetz number (also known as
a character index or equivariant G-index)
indexH(i∇/ ;T ) = lim
λ→∞
tr‖ eiTH( e−λD†D − e−λDD†)‖ (4.162)
generated by the Hamiltonian H [21, 23, 24, 116, 123]. This follows from arguments similar
to those in Subsection 4.2 which arrived at the supersymmetric path integral representation
of the (ordinary) Atiyah-Singer index. In general, when the Dirac operator is invariant under
the action of the isometry group G on M, [V a, i∇/ ] = 0, then the eigenstates of i∇/ which
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correspond to a fixed eigenvalue E define a representation of the Lie algebra of G. It is
possible to show just as before that the right-hand side of the Lefschetz number (4.162) is
independent of λ ∈ IR+, and, therefore, when either D†D or DD† has no zero modes, we can
take the limit λ→ 0 there and only the zero modes of i∇/ contribute to (4.162). Consequently,
the equivariant index coincides with the character
indexH(i∇/ ;T ) = strR eiTH (4.163)
of the (reducible or irreducible) representation R of the Cartan element H of G determined
by the zero modes of i∇/ .
Consequently, in the case of Hamiltonian systems for which LV g = LV θ = 0, the Niemi-
Tirkkonen localization formula (4.130) reproduces the Lefschetz fixed point formulas of Bismut
[23, 24] and Atiyah, Bott and Singer [41], provided that boundary conditions for the path
integral have been properly selected. Thus a purely bosonic theory can be related to the
properties of a (functional) Dirac operator defined in the canonical phase space of the bosonic
theory, and this analogy leads one to the hope that the above localization prescriptions can
be made quite rigorous in a number of interesting infinite-dimensional cases. Note also that
the path integral (4.157) has the precise form of a Witten-type or cohomological quantum
field theory, which is characterized by a classical action which is BRST-exact with the BRST
charge QS representing gauge and other symmetries of the classical theory. These types of
topological field theories are known to have partition functions which are given exactly by
their semi-classical approximation – more precisely, they admit Nicolai maps which trivialize
the action and restrict to the moduli space of classical solutions [22]. Thus the topological
and localization properties of supersymmetric and topological field theories find their natural
explanation within the framework of loop space equivariant localization.
Of course, the above results rely heavily on the G-invariance condition (3.26) for the
symplectic potential θ. In the general case, we recall from Subsection 3.2 that we have the
relation (3.47) which holds locally in a neighbourhoodN inM away from the critical points of
H and in which ω = dθ. In this case, (3.47) gives a solution to the equivariant Poincare´ lemma
and although the action is locally BRST-exact, globally the quantum theory is non-trivial and
may not be given exactly by a semi-classical approximation. Then the path integral (4.96)
has the form of a gauge-fixed topological field theory, otherwise known as a Schwarz-type
or quantum topological field theory [22], with QS the BRST charge representing the gauge
degrees of freedom. With ϑˆ as in (4.156), the loop space equivariant symplectic 2-form can
be written in the neighbourhood LN as
S + Ω = QS(ϑˆ+ dLF )−
∫ T
0
dF (x(t)) (4.164)
and the path integral can be represented locally as
Z(T ) =
∫
LM⊗LΛ1M
[d2nx] [d2nη] e
iQS(ϑˆ+dLF )−i
∮
γ(x)
dF
(4.165)
If we assume that M is simply connected, so that H1(M; IR) = 0, then, by Stokes’ theorem,
the dF term in (4.165) can be ignored for closed trajectories on the phase space28. Since from
(4.164) we have
LS(ϑˆ+ dLF ) = QS(S + Ω) = 0 (4.166)
28This term is analogous to the instanton term F ∧ F in 4-dimensional Yang-Mills theory which can be
represented in terms of a locally exact form and is therefore non-trivial only for space-times which have
non-contractable loops [146].
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it follows that ϑˆ+dLF ∈ LΛ1SM and the effective classical action S+Ω is equivariantly-exact
in the neighbourhood LN .
The non-triviality of the path integral now depends on the non-triviality that occurs
when the local neighbourhoods N above are patched together. In particular, we can invoke
the above argument to conclude that the partition function (4.165) depends only on the
cohomology class of ω in H2(M; IR), in addition to the critical point set of the action S.
Thus the partition function in the general case locally determines a cohomological topological
quantum field theory. From the discussion of Subsection 3.6 we see that this is consistent
with the fact that the theory is locally integrable outside of the critical point set of H . We
recall also from that discussion that in a neighbourhood N where action-angle variables can
be introduced and where H does not have any critical points, we can construct an explicit
realization of the function F above and hence an explicit realization of the topological quantum
theory (4.165). For integrable models where action-angle variables can be defined almost
everywhere on the phase spaceM, the ensuing theory is topological, i.e. it can be represented
by a topological action of the form (4.164) almost everywhere on the loop space LM. Notice
that all of the above arguments stem from the assumption that H1(M; IR) = 0. In Section
6 we shall encounter a cohomological topological quantum field theory defined on a multiply-
connected phase space which obeys all of the equivariant localization criteria. We also remark
that in the general case, when ω is not globally exact, the Wess-Zumino-Witten prescription
above for considering the action (4.26) in terms of surface integrals as in (4.159) makes
rigorous the definition of the partition function on a general symplectic manifold, a point
which up until now we have ignored for simplicity. In this case the required consistency
condition (4.161) means that ω itself defines an integral curvature, which is consistent with
the usual ideas of geometric quantization [166]. We shall see how this prescription works on
a multiply-connected phase space in Section 6.
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5 Equivariant Localization on Simply Connected Phase
Spaces: Applications to Quantum Mechanics, Group
Theory and Spin Systems
When the phase spaceM of a dynamical system is compact, the condition that the Hamilto-
nian vector field V generate a global isometry of some Riemannian geometry onM automat-
ically implies that its orbits must be closed circles (see ahead Subsection 5.2). This feature
is usually essential for the finite-dimensional localization theorems, but within the loop space
localization framework, where the arguments for localization are based on formal supersym-
metry arguments on the infinite-dimensional manifold LM, the flows generated by V need
not be closed and indeed many of the formal arguments of the last Section will still apply
to non-compact group actions. For instance, if we wanted to apply the localization formal-
ism to an n-dimensional potential problem, i.e. on the non-compact phase space M = IR2n,
then we would expect to be allowed to use a Hamiltonian vector field which generates non-
compact global isometries. As we have already emphasized, the underlying feature of quantum
equivariant localization is the interpretation of an equivariant cohomological structure of the
model as a supersymmetry among the physical, auxilliary or ghost variables. But as shown
in Subsection 4.3, this structure is exhibited quite naturally by arbitrary phase space path
integrals, so that, under the seemingly weak conditions outlined there, this formally results
in the equivariant localization of these path integrals. This would in turn naively imply the
exact computability of any phase space path integral.
Of course, we do not really expect this to be the case, and there is therefore the need
to explore the loop space equivariant localization formalism in more detail to see precisely
what sort of dynamical systems will localize. In this Section we shall explore the range of
applicability of the equivariant localization formulas [40, 154] by presenting a more detailed
analysis of the meaning and implications of the required localization symmetries, and we
shall work out numerous explicit mathematical and physical applications of the formalisms
of the previous Sections. As we shall see, the global isometry condition on the Hamiltonian
dynamics is a very restrictive one, essentially meaning that H is related to a global group
action (2.36). The natural examples of such situations are the harmonic oscillator and free
particle Hamiltonians on IR2n (the trivial Gaussian, free field theories), and the quantization
of spin [113] (i.e. the height function on the sphere), or more generally the quantization of the
coadjoint orbits of Lie groups [4, 26, 81, 124, 151, 154] and the equivalent Kirillov-Kostant
geometric quantization of homogeneous phase space manifolds [2, 3]. Indeed, the exactness
of the semi-classical approximation (or the Duistermaat-Heckman formula) for these classes
of phase space path integrals was one of the most important inspirations for the development
of quantum localization theory and these systems will be extensively studied in this Section,
along with some generalizations of them. We shall see that the Hamiltonian systems whose
phase space path integrals can be equivariantly localized essentially all fall into this general
framework, and that the localization formulas in these cases always represent important group-
theoretical invariants called characters, i.e. the traces trRg = trR e
caXa evaluated in an
irreducible representation R of a group G which are invariant under similarity transformations
representing equivalent group representations, and they reproduce, in certain instances, some
classical formulas for these characters [83]. In our case the group G will be the group of
isometries of a Riemannian structure on M.
100
As it is essentially the isometry group G that determines the integrable structure of the
Hamiltonian system in the equivariant localization framework, we shall study the localization
formalism from the point of view of what the possible isometries can be for a given phase space
manifold. A detailed analysis of this sort will lead to a geometrical characterization of the
integrable dynamical systems from the viewpoint of localization and will lead to topological
field theoretical interpretations of integrability, as outlined in Subsection 4.10. It also promises
deeper insights into what one may consider to be the geometrical structure of the quantum
theory. This latter result is a particularly interesting characterization of the quantum theory
because the partition functions considered are all ab initio independent of any Riemannian
geometry on the underlying phase space (as are usually the classical and quantum mechanics).
Nonetheless, we shall see that for a given Riemannian geometry, the localizable dynamical
systems depend on this geometry in such a way so that they determine Hamiltonian isometry
actions.
Strictly speaking, most of this general geometric analysis in this Section and the next will
only carry through for a 2-dimensional phase space. The reason for this is that the topolog-
ical and geometrical classifications of Riemann surfaces is a completely solved problem from
a mathematical point of view. We may therefore invoke this classification scheme to in turn
classify the Hamiltonian systems which fit the localization framework. Such a neat math-
ematical characterization of higher dimensional manifolds is for the most part an unsolved
problem (although much progress has been made over the last 7 years or so in the classi-
fication of 3- and 4-manifolds), so that a classification scheme such as the one that follows
does not generalize to higher-dimensional models. We shall, however, illustrate how these
situations generalize to higher dimensions via some explicit examples which will show that
the 2-dimensional classifications do indeed tell us about the properties of general localizable
dynamical systems. In particular, we shall see that from certain points of view all the lo-
calizable Hamiltonians represent “generalized” harmonic oscillators, a sort of feature that is
anticipated from the previous integrability arguments and the local forms of Hamiltonians
which generate circle actions. These seemingly trivial behaviours are a reflection of the large
degree of symmetry that is the basis for the large reduction of the complicated functional inte-
grals to Gaussian ones. We will also analyse in full detail the localization formulas of the last
Section, which will therefore give explicit examples of the cohomological and integrable mod-
els that appear quite naturally in (loop space) equivariant localization theory. This analysis
will also provide new integrable quantum systems, as we shall see, which fall into the class of
the generalized localization formulas (e.g. the Niemi-Tirkkonen formula (4.130)), but not the
more traditional WKB approximation. Such examples represent a major, non-trivial advance
of localization theory and illustrate the potential usefulness of the localization formulas as
reliable calculational tools.
At the same time we can address some of the issues that arise when dealing with phase
space path integrals, which are generally regarded as rather disreputable because of the un-
usual discretization of momentum and configuration paths that occurs (in contrast to the
more conventional configuration space (Lagrangian) path integral [142]). For instance, we re-
call from Subsection 4.1 that the general identification between the Schro¨dinger picture path
integral and loop space Liouville measures was done rather artificially, basically by drawing an
analogy between them. For a generic phase space path integral to represent the actual energy
spectrum of the quantum Hamiltonian, one would have to carry out the usual quantization
of generic Poisson brackets {xµ, xν}ω = ωµν(x). However, unlike the Heisenberg canonical
commutation relations (4.1), the Lie algebra generated by this procedure is not necessarily
finite-dimensional (forM compact) and so the representation problem has no straightforward
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solution when the phase space is not a cotangent bundle M⊗ Λ1M [92], as is the case for
a Euclidean phase space. This approach is therefore hopelessly complicated and in general
hardly consistent. One way around this, as we shall see, is to use instead coherent state path
integrals. This enables one to obtain the desired identification above while maintaining the
original phase space path integral, and therefore at the same time keeping a formal analogy
between the finite-dimensional and loop space localization formulas. Furthermore, because of
their classical properties, coherent states are particularly well-suited for semi-classical studies
of quantum dynamics. We shall see that all the localizable dynamical systems in 2-dimensions
have phase space path integrals that can be represented in terms of coherent states, thus giv-
ing an explicit evaluation of the quantum propagator and the connection with some of the
conventional coadjoint orbit models.
In this Section we shall in addition confine our attention to the case of a simply-connected
phase space, leaving the case where M can have non-contractible loops for the next Section.
In both cases, however, we shall focus on the construction of localizable Hamiltonian systems
starting from a generic phase space metric, which will illustrate explicitly the geometrical
dependence of these dynamical systems and will therefore give a further probe into the geo-
metrical nature of (quantum) integrability. In this way, we will get a good general idea of what
sort of phase space path integrals will localize and a detailed description of the symmetries
responsible for localization, as well as what sort of topological field theories the localization
formulas will represent.
5.1 Coadjoint Orbit Quantization and Character Formulas
There is a very interesting class of cohomological quantum theories which arise quite naturally
within the framework of equivariant localization. These will set the stage for the discussion
of this Section wherein we shall focus on the generic equivariant Hamiltonian systems with
simply connected phase spaces and thus present numerous explicit examples of the localization
formalism. For a (compact or non-compact) semi-simple Lie group G (i.e. one whose Lie
algebra g has no abelian invariant subalgebras), we are interested in the coadjoint action of G
on the coset spaceMG = G/HC = {ghC : g ∈ G}, where HC ∼ (S1)r is the Cartan subgroup
of G. The coset obtained by quotienting a Lie group by a maximal torus is often called a ‘flag
manifold’. The coadjoint orbit
OΛ′ = {Ad∗(g)Λ′ : g ∈ G} ≃ MG , Λ′ ∈ h∗ (5.1)
is the orbit of maximal dimensionality of G. Here Ad∗(g)Λ′ denotes the coadjoint action of
G on Λ′, i.e.
(Ad∗(g)Λ′) (γ) = Λ′(g−1γg) , ∀γ ∈ g (5.2)
and h is the Cartan subalgebra of g. The natural isomorphism in (5.1) between the flag
manifold MG = G/HC and the coadjoint orbit OΛ′ is gHC → Ad∗(g)Λ′ with the maximal
torus HC identified as the stabalizer group of the point Λ
′ ∈ h∗. We assume henceforth that
H1(G) = H2(G) = 0. There is a natural G-invariant symplectic structure on the coadjoint
orbit (5.1) which is defined by the Kirillov-Kostant 2-form [2, 3]. This 2-form at the point
Λ ∈ g∗ is given by
ωΛ =
1
2
Λ([T ∧, T ]) (5.3)
where T is a 1-form with values in the Lie algebra g which satisfies the equation
dΛ(γ) = ad∗(T )Λ(γ) ≡ Λ([γ, T ]) , ∀γ ∈ g (5.4)
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and ad∗(T ) denotes the infinitesimal coadjoint action of the element T ∈ g.
The 2-form (5.3) is closed and non-degenerate on the orbit (5.1), and by construction the
group G acts on OΛ′ by symplectic (canonical) transformations with respect to the Kirillov-
Kostant 2-form. Its main characteristic is that the Poisson algebra with respect to (5.3)
isomorphically represents the group G,
{X1(Λ), X2(Λ)}ωΛ = [X1, X2](Λ) (5.5)
where Xi ∈ g are regarded as linear functionals on the orbit OΛ′ with Xi(Λ) ≡ Λ(Xi).
Alekseev, Faddeev and Shatashvili [2, 3] have studied the phase space path integrals for
such dynamical systems with Hamiltonians defined on the coadjoint orbit (5.1) (e.g. Cartan
generators of g) and have shown that, quite generally, the associated quantum mechanical
matrix elements correspond to matrix elements of the Hamiltonian generator of g in some
irreducible representation of the group G. We shall see this feature explicitly later on.
However, for our purposes here, there is a much nicer description of the orbit space (5.1)
using its representation as the quotient space MG = G/HC [65]. As a smooth space, MG
is an example of a complex manifold of complex dimension n (real dimension 2n), i.e. a
manifold which is covered by open sets each homeomorphic toCn and for which the coordinate
transformations on the overlap of 2 open sets are given by holomorphic functions. Here the
complexification of the group G is defined by exponentiating the complexification g ⊗C of
the finite-dimensional vector space g. Let us quickly review some facts about the differential
geometry of complex manifolds. In local coordinates x = (z1, . . . , zn) ∈ Cn, we can define
the tangent space T (0,1)x MG at x ∈ MG as the complex vector space spanned by the z¯
derivatives { ∂
∂z¯µ¯
}nµ¯=1, and analogously T (1,0)x MG is the complex vector space spanned by the z
derivatives { ∂
∂zµ
}nµ=1. The key feature is that barred and unbarred vectors do not mix under
a holomorphic change of coordinates, and therefore it makes sense (globally) to consider
tensors with definite numbers k and ℓ of holomorphic and anti-holomorphic indices of either
covariant or contravariant type. We refer to these as tensors of type (k, ℓ). The vector space
of (p+ q)-forms of type (p, q) is denoted Λ(p,q)MG and the exterior algebra ofMG now refines
to
ΛMG =
n⊕
p,q=0
Λ(p,q)MG (5.6)
The DeRham exterior derivative operator d ∼ ηµ ∂
∂xµ
: ΛkMG → Λk+1MG now decomposes
into holomorphic and anti-holomorphic exterior derivative operators as
d = ∂ + ∂¯ (5.7)
where ∂ ∼ ηµ ∂
∂zµ
: Λ(p,q)MG → Λ(p+1,q)MG (ηµ ∼ dzµ) and ∂¯ ∼ η¯µ¯ ∂∂z¯µ¯ : Λ(p,q)MG →
Λ(p,q+1)MG (η¯µ¯ ∼ dz¯µ¯). The anti-holomorphic exterior derivative ∂¯ is called the Dolbeault
operator, and the nilpotency of d now translates into the set of conditions
0 = ∂2 = ∂¯2 = ∂∂¯ + ∂¯∂ (5.8)
Finally, let us note that a complex manifold always possesses a globally defined rank (1,1)
tensor field J (i.e. an endomorphism of the space T (1,0)MG ⊕ T (0,1)MG) with J2 = −1. It
can be defined locally by
Jµν = iδ
µ
ν , J
µ¯
ν¯ = −iδµ¯ν¯ (5.9)
with all other components vanishing, and it is known as a complex structure.
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Given this important property of the coadjoint orbit, we now introduce local complex
coordinates (zµ, z¯µ¯) on MG which are generated by a complex structure J . The orbit (5.1)
has the topological features H1(MG; ZZ) = 0 and H2(MG; ZZ) = H1(HC ; ZZ) = ZZr, where
r = dimHC is the rank of G and ZZ
r corresponds to the lattice of roots of HC [157]. The
cohomology classes in H2(MG; ZZ) are then represented by r closed non-degenerate 2-forms
of type (1,1) [65]
ω(i) =
i
2
g
(i)
µν¯(z, z¯)dz
µ ∧ dz¯ν¯ (5.10)
The components gµν¯ of (5.10) define Hermitian matrices, g
∗
ν¯µ = gµν¯ , and the non-degeneracy
condition implies that they define metrics on T (1,0)MG ⊕ T (0,1)MG by
g(i) = g
(i)
µν¯(z, z¯)dz
µ ⊗ dz¯ν¯ (5.11)
The closure condition on the 2-forms (5.10) can be written in terms of the holomorphic and
anti-holomorphic components of the exterior derivative (5.7) as
∂ω(i) = ∂¯ω(i) = 0 (5.12)
The analogue of the Poincare´ lemma for the Dolbeault operator ∂¯ is the Dolbeault-Grothendieck
lemma. Since the 2-forms ω(i) in the case at hand are closed under both ∂ and ∂¯, the Dolbeault-
Grothendieck lemma implies that locally they can be expressed in terms of C∞-functions F (i)
on MG as
ω(i) = −i∂∂¯F (i) (5.13)
or in local coordinates
g
(i)
µν¯(z, z¯) =
∂2F (i)(z, z¯)
∂zµ∂z¯ν¯
(5.14)
In general, a complex manifold with a symplectic structure such as (5.10) is called a Ka¨hler
manifold. The closed 2-forms (5.10) are then refered to as Ka¨hler classes or Ka¨hler 2-forms,
the associated metrics (5.11) are called Ka¨hler metrics, and the locally-defined functions F (i)
in (5.14) are called Ka¨hler potentials. For an elementary, comprehensive introduction to
complex manifolds and Ka¨hler structures, we refer to [41] and [58]. In the case at hand here,
the above construction yields a G-action on MG by symplectic (canonical) transformations
[65], i.e. holomorphic functions f(z) on MG which act on the Ka¨hler potentials by
F (i)(z, z¯)
f−→ F˜ (i)(z, z¯) = F (i)(z, z¯) + f(z) + f¯(z¯) (5.15)
This follows from the fact that the cotangent bundle of G is
T ∗G = G× g∗ (5.16)
so that the natural symplectic action of G on T ∗G is g · (g˜,Λ) = (g · g˜,Λ). Consequently, the
closed 2-forms ω(i) define G-invariant integral symplectic structures onMG. Since H2(G) = 0,
the 2-cocycles in (3.39) vanish and this G-action determines group isomorphisms into the
Poisson algebras of M. This also follows directly from the property (5.5) of the Kirillov-
Kostant 2-form above. Notice that the only non-vanishing components (up to permutation
of indices and complex conjugation) of the Riemannian connection and curvature associated
with the Ka¨hler metric (5.11) are
Γµνλ = g
µρ¯∂νgλρ¯ , R
λ
µνρ¯ = −∂ρ¯Γλµν (5.17)
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The Cartan basis of g is defined by the root space decomposition
g = h⊕
(⊕
α
gα
)
(5.18)
of g, where α = (α1, . . . , αr) are the roots of g (i.e. the eigenvalues of the Cartan generators
in the adjoint representation of G) and gα are one-dimensional subspaces of g [53, 157]. In
this basis, the generators have the non-vanishing Lie brackets
[Hi, Eα] = αiEα , [Eα, Eβ] =


NαβEα+β , α + β 6= 0
r∑
i=1
αiHi , β = −α
(5.19)
where α, β are the roots of g, Hi = H
†
i , i = 1, . . . , r, are the generators of the Cartan
subalgebra h ⊗C of g ⊗C, and Eα = E†−α are the step operators of g ⊗C which, for each
α, span gα in (5.18) and which act as raising operators by α > 0 (relative to some Weyl
chamber hyperplane in root space) on the representation states |λ〉 which diagonalize the
Cartan generators (the weight states), i.e. Hi|λ〉 ∝ |λ〉 and Eα|λ〉 ∝ |λ + α〉 for α > 0. The
unitary irreducible representations of G are characterized by highest weights λi, i = 1, . . . , r.
For each i, λi is an eigenvalue of Hi whose eigenvector is annihilated by all the Eα for α > 0.
Corresponding to each highest weight vector λ = (λ1, . . . , λr) we introduce the G-invariant
symplectic 2-form
ω(λ) =
r∑
i=1
λiω
(i) (5.20)
The symplectic potentials associated with (5.20) are
θ(λ) =
r∑
i=1
λi
(
∂F (i)
∂zµ
dzµ − ∂F
(i)
∂z¯µ¯
dz¯µ¯
)
+ dF (5.21)
To construct a topological path integral from this symplectic structure, we need to con-
struct a Hamiltonian satisfying (3.27), i.e. a Hamiltonian which is given by generators of
the subalgebra of g ⊗C which leave the symplectic potential (5.21) invariant. These are the
canonical choices that give well-defined functions on the coadjoint orbit (5.1). As remarked at
the end of Subsection 3.2, there usually exists a choice of function F (z, z¯) in (5.21) for which
this subalgebra contains the Cartan subalgebra h⊗C of g⊗C. Let H(λ)i be the generators of
h⊗C in the representation with highest weight vector λ. Then the Hamiltonian
H(λ) =
r∑
i=1
hiH
(λ)
i (5.22)
satisfies the required conditions and the corresponding path integral will admit the topological
form (4.157). Note that this is also consistent with the integrability arguments of the previous
Sections, which showed that the localizable Hamiltonians were those given by the Cartan
generators of an isometry group G. Thus the path integral for the above dynamical system
determines a cohomological topological quantum field theory which depends only on the
second cohomology class of the symplectic 2-form (5.20), i.e. on the representation with
highest weight vector λ = (λ1, . . . , λr).
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To apply the equivariant localization formalism to these dynamical systems, we note that
since the Ka¨hler metrics g(i) above are G-invariant, the metric
g(λ) =
r∑
i=1
λig
(i) (5.23)
obeys the usual localization criteria. We shall soon see that these group theoretic struc-
tures are in fact implied by the localization constraints, in that they are the only equivariant
Hamiltonian systems associated with homogeneous symplectic manifolds as above. Through
numerous examples of such systems and others we shall verify the localization formulas of
the last Section and discuss the common features that these quantum theories all represent.
For now, however, we will just explore what the localization formulas will represent for the
propagators tr eiTH
(λ)
assuming that they admit the phase space path integral form of the
last Section with the above symplectic structure. This will introduce some important group
theoretic notions, and later we shall show more precisely how to arrive at these path inte-
gral representations and discuss some of the intricacies involved in evaluating the localization
formulas.
To apply the Niemi-Tirkkonen localization formula (4.130) to the dynamical system above,
we first observe that the tangent and normal bundles of OΛ′ in g
∗ are related by [21]
TΛ′g
∗ = TOΛ′ ⊕NOΛ′ = OΛ′ × g∗ (5.24)
From the construction of the coadjoint orbit it follows that the normal bundle NOΛ′ in g∗ is a
trivial bundle with trivial G-action on the fibers, and the product OΛ′ ×g∗ is a trivial bundle
over g∗ with the coadjoint action of G in the fibers. Then using (2.94) and the multiplicativity
property (2.99), we can write the G-equivariant Aˆ-genus of the orbit OΛ′ as
AˆV =
√√√√det
[
ad X
sinh(ad X)
]
≡ 1√
j(ad X)
(5.25)
where ad X is the Cartan element X ∈ h in the adjoint representation of g. We now choose
the radius of the orbit to be the Weyl shift of the weight vector λ, i.e. Λ′ = λ+ ρ where
ρ =
1
2
∑
α>0
α (5.26)
is the Weyl vector (the half-sum of positive roots of G), where λ and α are regarded as linear
functions on g by returning the total value of the weight or root associated to X ∈ h. Then
the localization formula (4.130) is none other than the celebrated Kirillov character formula
[83, 135]
trλ e
iTX =
1√
j(ad TX)
∫
Oλ+ρ
(ω(λ))n
n!
eiTH
(λ)
(5.27)
where trλ denotes the trace in the representation with highest weight vector λ and H
(λ) is
the Hamiltonian (5.22) associated with the Cartan element X ∈ h. If we further apply the
finite-dimensional Duistermaat-Heckman theorem to the Fourier transform of the orbit on
the right-hand side of (5.27) (i.e. the localization formula (4.135)) we arrive at the famous
Harish-Chandra formula [21, 64, 135].
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The resulting character formula associated with the Harish-Chandra formula for the
Fourier transform of the orbit is the classical Weyl character formula of G [2]–[4], [51, 83,
113, 138, 151, 157]. Let W (HC) = N(HC)/HC be the Weyl group of HC , where N(HC) is the
normalizer subgroup of HC , i.e. the subgroup of g ∈ G with hgHC = gHC , ∀h ∈ HC , so that
N(HC) is the subgroup of fixed points of the left action of HC on the orbit MG = G/HC .
Given w = nHC ∈ W (HC), with n = eiN ∈ N(HC), let X(w) = n−1Nn be the respective
adjoint representation eiX
(w)
= n−1 eiXn. The Weyl character formula can then be written
as
trλ e
iTX =
∑
w∈W (HC)
eiT (λ+ρ)(X
(w))
∏
α>0
1
2i sin T
2
α(X(w))
(5.28)
where α(X(w)) are the roots associated to the Cartan elements X(w). We shall see explicitly
later on how these character formulas arise from the equivariant localization formulas of the
last Section, but for now we simply note here the deep group theoretical significance that
the localization formulas will represent for the path integral representations of the characters
trλ e
iTX in that the equivariant localization formalism reproduces some classical results of
group theory. Note that the Weyl character formula writes the character of a Cartan group
element as a sum of terms, one for each element of the Weyl group, the group of symmetries of
the roots of the Lie algebra g. In the context of the formalism of Section 4, the Weyl character
formula will follow from the coadjoint orbit path integral over LOλ+ρ. It was Stone [151] who
first related this derivation of the Weyl character formula to the index of a Dirac operator
from a supersymmetric path integral and hence to the semi-classical WKB evaluation of the
spin partition function, as we did quite generally in Subsection 4.2 above. The path integral
quantization of the coadjoint orbits of semi-simple Lie groups is essential to the quantization
of spin systems. One important feature of the above topological field theories is that there is a
one-to-one correspondence between the points on the orbits G/HC and the so-called coherent
states associated with the Lie group G in the representation with highest weight vector λ
[132]. The above character formulas can therefore be represented in complex polarizations
using coherent state path integrals. We shall discuss these and other aspects of the path
integral representations of character formulas as we go along in this Section.
From the point of view of path integral quantization, the necessity of performing a Weyl
shift λ→ λ+ρ in the above is rather unsatisfactory. This Weyl shift problem has been a point
of some controversy in the literature [49]. As we shall see, the Weyl character formula follows
directly from theWKB formula for the spin partition function [151], and a proper discretization
of the trace in (5.27) really does give the path integral over the orbit Oλ [3, 113]. The Weyl
shift is in fact an artifact of the regularization procedure [3, 98, 113, 138, 155] discussed
in Subsection 4.2 in evaluating the fluctuation determinant there which led to the Niemi-
Tirkkonen localization formula (4.130) and which leads directly to the Kirillov character
formula (5.27). As the Aˆ-genus is inherently related to tangent bundles of real manifolds,
the problem here essentially is that the regularization discussed in Subsection 4.2 does not
respect the complex structure defined on the orbit. We shall see later on how a coherent state
formulation avoids this problem and leads to a correct localization formula without the need
to introduce an explicit Weyl shift.
5.2 Isometry Groups of Simply Connected Riemannian Spaces
Given the large class of localizable dynamical systems of the last Subsection and their novel
topological and group theoretical properties, we now turn to an opposite point of view and
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begin examining what Hamiltonian systems in general fit within the framework of equivariant
localization. For this we shall analyse the fundamental isometry condition on the physical
theory in a quite general setting, and show that the localizable systems “essentially” all fall
into the general framework of the coadjoint orbit quantization of the last Subsection. Indeed,
this will be consistent with the integrability features implied by the equivariant localization
criteria.
We consider a simply-connected, connected and orientable Riemannian manifold (M, g) of
dimension d (not necessarily symplectic for now) and with metric g of Euclidean signature, for
definiteness. The isometry group I(M, g) is the diffeomorphism subgroup of C∞ coordinate
transformations x→ x′(x) which preserve the metric distance onM, i.e. for which g′µν(x′) =
gµν(x
′). The generators V a of the connected component of I(M, g) form the vector field Lie
algebra
K(M, g) = {V ∈ TM : LV g = 0} (5.29)
and obey the commutation relations (2.47). For a generic simply-connected space, the Lie
group I(M, g) is locally compact in the compact-open topology induced by M [65]. In
particular, if M is compact then so is I(M, g). When dimK(M, g) 6= 0, we shall say that
the Riemannian manifold (M, g) is a symmetric space.
We shall now quickly run through some of the basic facts concerning isometries of simply-
connected Riemannian manifolds, all of whose proofs can be found in [42, 43, 65, 154, 158].
First of all, by analysing the possible solutions of the first order linear partial differential
equations LV g = 0, it is possible to show that the number of linearly independent Killing
vectors (i.e. generators of (5.29)) is bounded as
dimK(M, g) ≤ d(d+ 1)/2 (5.30)
whenM has dimension d, so that the infinitesimal isometries of (M, g) are therefore character-
ized by finitely-many linearly independent Killing vectors in K(M, g). There are 2 important
classes of metric spaces (M, g) characterized by their possible isometries. We say that a
metric space (M, g) is homogeneous if there exists infinitesimal isometries V that carry any
given point x ∈ M to any other point in its immediate neighbourhood. (M, g) is said to be
isotropic about a point x ∈ M if there exists infinitesimal isometries V that leave the point
x fixed, and, in particular, if (M, g) is isotropic about all of its points then we say that it
is isotropic. The homogeneity condition means that the metric g must admit Killing vectors
that at any given point ofM take on all possible values (i.e. any point onM is geometrically
like any other point). The isotropy condition means that an isotropic point x0 ofM is always
a fixed point of an I(M, g)-action on M, V (x0) = 0 for some V ∈ K(M, g), but whose first
derivatives take on all possible values, subject only to the Killing equation LV g = 0.
It follows that a homogeneous metric space always admits d = dimM linearly independent
Killing vectors (intuitively generating translations in the d directions), and a space that is
isotropic about some point admits d(d−1)/2 Killing vector fields (intuitively generating rigid
rotations about that point). The connection between isotropy and homogeneity of a metric
space lies in the fact that any metric space which is isotropic is also homogeneous. The spaces
which have the maximal number d(d+1)/2 of linearly independent Killing vectors enjoy some
very special properties, as we shall soon see. We shall refer to such spaces as maximally
symmetric spaces. The above dimension counting shows that a homogeneous metric space
which is isotropic about some point is maximally symmetric, and, in particular, any isotropic
space is maximally symmetric. The converse is also true, i.e. a maximally symmetric space is
homogeneous and isotropic. In these cases, there is only one orbit under the I(M, g)-action
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on M, i.e. M can be represented as the orbit M = I(M, g) · x of any element x ∈ M, and
the space of orbits M/I(M, g) consists of only a single point. In this case we say that the
group I(M, g) acts transitively on M.
Conversely, if a Lie group G acts transitively on a C∞-manifold M, then M is a homo-
geneous space and the stabalizer Gx = {g ∈ G : g · x = x} of any point x ∈ M is a closed
subgroup of G. The map hGx → h · x defines a homeomorphism G/Gx ≃ M with the quo-
tient topology on G/Gx induced by the natural (continuous and surjective) projection map
π : G→ G/Gx. On the other hand, if G is locally compact and H is any closed subgroup of
G, then there is a natural action of G on G/H defined by g ·π(h) = π(gh), g, h ∈ G, which is
transitive and for which H is the stabalizer of the point π(1). In other words, homogeneous
spaces are essentially coadjoint orbits G/H of Lie groups [65], with H = GΛ the stabalizer
group of a point Λ ∈ g∗ under the coadjoint action OΛ ≡ Ad∗(G)Λ ⊂ g∗ of G on g∗. A
sufficient condition for the coset space G/H = {gH : g ∈ G} to be a symmetric space is that
g admit a reductive decomposition, i.e. an orthogonal decomposition g = h ⊕ h⊥ such that
[h⊥,h⊥] ⊂ h [65]. Furthermore, it is possible to introduce Ka¨hler structures (the Kirillov-
Kostant 2-form introduced in the previous Subsection) on the group orbits for which G is
the associated isometry group. These spaces therefore generalize the maximal coadjoint orbit
models of the last Subsection where H was taken as the Cartan subgroup HC and which can
in fact be shown to be maximally symmetric [65]. We shall see explicit examples later on.
We shall now describe the rich features of maximally symmetric spaces. It turns out that
these spaces are uniquely characterized by a special curvature constantK. Specifically, (M, g)
is a maximally symmetric Riemannian manifold if and only if there exists a constant K ∈ IR
such that the Riemann curvature tensor of g can be written locally almost everywhere as
Rλρσν ≡ gλµRµρσν = K(gσρgλν − gνρgλσ) (5.31)
In dimension d ≥ 3, Schur’s lemma [65] states that the existence of such a form for the
curvature tensor automatically implies the constancy of K. For d = 2, however, this is not
the case, and indeed dimension counting shows that the curvature of a Riemann surface always
takes the form (5.31). In this case K is called the Gaussian curvature of (M, g) and it is in
general not constant. The above result implies that the Gaussian curvature K of a maximally
symmetric simply connected Riemann surface is constant.
The amazing result here is the isometric correspondence between maximally symmetric
spaces. Any 2 maximally symmetric spaces (M1, g1) and (M2, g2) of the same dimension
and with the same curvature constant K are isometric, i.e. there exists a diffeomorphism
f : M1 → M2 between the 2 manifolds relating their metrics by g1(x) = g2(f(x)). Thus
given any maximally symmetric space we can map it isometrically onto any other one with the
same curvature tensor (5.31). We can therefore model maximally symmetric spaces by some
“standard” spaces, which we now proceed to describe. Consider a flat (d + 1)-dimensional
space with coordinates (xµ, z) and metric
ηd+1 =
1
|K|dxµ ⊗ dx
µ +
1
K
dz ⊗ dz (5.32)
where K is a real-valued constant. A d-dimensional space can be embedded into this larger
space by restricting the variables xµ and z to the surface of a (pseudo-)sphere,
sgn(K)x2 + z2 = 1 (5.33)
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Using (5.33) to solve for z(x) and substituting this into (5.32), the metric induced on the
surface by this embedding is then
gK =


1
K
(
dxµ ⊗ dxµ + xµxν
1− x2dx
µ ⊗ dxν
)
for K > 0
1
|K|
(
dxµ ⊗ dxµ − xµxν
1− x2dx
µ ⊗ dxν
)
for K < 0
dxµ ⊗ dxµ for K = 0
(5.34)
These 3 cases represent, respectively, the standard metrics on the d-sphere Sd of radius K−1/2,
the hyperbolic Lobaschevsky space Hd of constant negative curvature K, and Euclidean d-
space IRd with its usual flat metric ηEd.
From the embedding condition (5.33) and the manifest invariances of the embedding space
geometry (5.32) it is straightforward to show that the above spaces all admit a d(d + 1)/2-
parameter group of isometries. These consist of d(d−1)/2 rigid rotations about the origin and
d (quasi-)translations. The first set of isometries always leave some points on the manifold
fixed, while the second set translate any point onM to any other point in its vicinity. The 3
spaces above are therefore the 3 unique (up to isometric equivalence) maximally symmetric
spaces in d-dimensions, and any other maximally symmetric space will be isometric to one of
these spaces, depending on whether K = 0, K > 0 or K < 0. It is this feature of maximally
symmetric spaces that allows the rather complete isometric correspondence which will follow.
The Killing vector fields that generate the above stated isometries are, respectively,
VK =


(
Ωµνx
ν + αµ
[
1− sgn(K)x2
]1/2) ∂
∂xµ
for K 6= 0
(Ωµνx
ν + αµ)
∂
∂xµ
for K = 0
(5.35)
where Ωµν = −Ωνµ and αµ are real-valued parameters. These Killing vectors generate the
respective isometry groups
I(Sd) = SO(d+ 1) , I(Hd) = SO(d, 1) , I(IRd) = Ed (5.36)
where Ed denotes the Euclidean group in d-dimensions, i.e. the semi-direct product of the
rotation and translation groups in IRd, SO(d+1) is the rotation group of IRd+1, and SO(d, 1)
is the Lorentz group in (d+1)-dimensional Minkowski space. From this we see therefore what
sort of group actions should be considered within the localization framework for maximally
symmetric spaces. Note that the maximal symmetry of the spaces Sd and Hd are actually
implied by that of IRd, because Sd can be regarded as the one-point compactification of IRd,
i.e. Sd = IRd ∪ {∞} (also known as stereographic projection), and Hd can be obtained from
Sd by Wick rotating one of its coordinates to purely imaginary values.
The next situation of interest is the case where (M, g) is not itself maximally symmetric,
but contains a smaller, dH-dimensional maximally symmetric subspace M0 (e.g. a homoge-
neous but non-isotropic space). The general theorem that governs the structure of such spaces
is as follows. We can distinguish M0 from M−M0 by d − dH coordinates vα, and locate
points within the subspace M0 with dH coordinates ui. It can then be shown [65, 158] that
it is possible to choose the local u-coordinates so that the metric of the entire space M has
the form
g =
1
2
gµν(x)dx
µ ⊗ dxν = 1
2
gαβ(v)dv
α ⊗ dvβ + 1
2
f(v)g˜ij(u)du
i ⊗ duj (5.37)
110
where gαβ(v) and f(v) are functions of the v-coordinates alone, and g˜ij(u) is a function of only
the u-coordinates that is itself the metric of M0. As (M0, g˜) is a dH-dimensional maximally
symmetric space, it is isometric to one of the 3 standard spaces in dH-dimensions above and
g˜ can be represented in one of the forms given in (5.34) depending on the curvature of the
maximally symmetric subspace M0.
Our final general result concerning Killing vectors on generic d-dimensional simply con-
nected manifolds is for the cases where the isometry group of (M, g) has the opposite feature
of maximal symmetry, i.e. when I(M, g) is 1-dimensional. Consider a 1-parameter group of
isometries acting on the metric space (M, g). Let V = V µ(x) ∂
∂xµ
∈ TM be a generator of
I(M, g), and let χµ(x) be differentiable functions on M such that the change of variables
x′µ = χµ(x) has non-trivial Jacobian
det
[
∂χµ
∂xν
]
6= 0 (5.38)
For µ = 2, . . . , d we can choose the diffeomorphisms χµ(x) to in addition be the d− 1 linearly
independent solutions of the first order linear homogeneous partial differential equation
V (χµ) = LV χµ = V ν∂νχµ = 0 , µ = 2, . . . , d (5.39)
given by the constant coordinate lines χµ(x) = constant embedded into M from IRd−1. The
functions χµ(x) for µ = 2, . . . , d also have an invertible Jacobian matrix since then
rank2≤µ,ν≤d
[
∂χµ
∂xν
]
= d− 1 (5.40)
which owes to the existence of paths under the flow of the isometry group such that
dx1
V 1
=
dx2
V 2
= · · · = dx
d
V d
(5.41)
as implied by (5.39) and the flow equation (2.46).
If we now choose the function χ1(x) so that ∂χ
1
∂xµ
6= 0 for µ = 1, . . . , d, then the coordinate
transformation xµ → x′µ(x) = χµ(x) changes the components of the vector field V to
V ′µ = V ν
∂
∂xν
χµ , µ = 1, . . . , d (5.42)
It follows from (5.39) that in these new x′-coordinates V therefore has components V ′1 6= 0
and V ′µ = 0 for µ = 2, . . . , d. Now further change coordinates x′ → x′′ defined by
x′′1 =
∫ x′
x′0
dx′1
V ′1(x′)
, x′′µ = x′µ = χµ for µ = 2, . . . , d (5.43)
where x0 is a fixed basepoint in M. In this way we have shown that, in the case of a 1-
parameter isometry group action on (M, g), there exists a local system of x′′-coordinates
defined almost everywhere onM−MV in which the Killing vector of the isometry group has
components
V ′′1 = 1 , V ′′µ = 0 for µ = 2, . . . , d (5.44)
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Furthermore, an application of the Killing equation (2.112) shows that (M, g) admits a Killing
vector if and only if there are local coordinates x′′ onM in which the metric tensor components
g′′µν(x
′′) are independent of the coordinate x′′1,
∂g′′µν(x
′′)
∂x′′1
= 0 (5.45)
and then the integral curves of x′′1 parametrize the paths of the infinitesimal isometry and
of the finite total isometry according to (2.46). Moreover, the above derivation also shows
that 2 distinct isometries V1 and V2 of (M, g) cannot have the same path, since they can be
independently chosen to have the single non-vanishing components V ′′11 = V
′′2
2 = 0. These
results mean that locally any isometry of g looks like translations in a single coordinate, and
this therefore gives the representation of a 1-parameter isometry as an explicit IR1-action on
(M, g) (which is either bounded or is a U(1)-action when M is compact). We shall refer to
this system of coordinates as a prefered set of coordinates with respect to a Killing vector
field V .
For simplicity, we shall now concentrate on the cases where M is a simply connected
2-dimensional symplectic manifold with metric g. Notice that the standard Cauchy-Riemann
equations of complex analysis imply that a Riemann surface is always a complex manifold.
The advantage of this insofar as the localization formalism is concerned is that the Riemann
uniformization theorem [71, 107, 140] tells us that gµν(x) has globally only 1 independent
component. This situation is therefore amenable to a detailed analysis of the equivariant
localization constraints in terms of the single degree of freedom of the metric g. Defining
complex coordinates z, z¯ = x1 ± ix2, we can represent the metric as
g = λ(dz + µdz¯)⊗ (dz¯ + µ¯dz) (5.46)
where
λ = ( tr g + 2
√
det g)/4 , µ = (g11 − g22 + 2ig12)/4λ (5.47)
Orientation-preserving diffeomorphisms ofM which only change the function λ > 0 above are
called conformal transformations. The function µ determines the complex structures of M,
and therefore the set of inequivalent complex structures ofM is in a one-to-one correspondence
with the space of conformal equivalence classes of metrics on M. A complex coordinate w is
said to be an isothermal coordinate for g if g = ρ dw⊗dw¯ for some function ρ > 0. Using the
tensor transformation law for g, it follows from (5.46) that an isothermal coordinate w for g
exists if and only if the Beltrami partial differential equation
∂w
∂z¯
= µ
∂w
∂z
(5.48)
has a C∞-solution w(z, z¯). Such a solution always exists provided that the function µ(z, z¯) is
uniformly bounded as ‖µ‖∞ < 1. A complex structure onM can therefore be identified with
the conformal structure represented by the Riemannian metric g.
The simple-connectivity of a 2-manifold M implies that via a diffeomorphism and Weyl
rescaling g → eϕg of the coordinates the metric can be put globally29 into the isothermal
form
gµν(x) = e
ϕ(x)δµν or g = e
ϕ(z,z¯)dz ⊗ dz¯ (5.49)
29The fact that this holds globally follows from an application of the classical Riemann-Roch theorem, or
the more modern Atiyah-Singer index theorem [41, 58, 107].
112
where ϕ(x) is a globally-defined real-valued function on M which we shall refer to as the
conformal factor of the metric. This means that there is a unique complex structure on
the Riemann surface M which we can define by the standard local complex coordinates
z, z¯ = x1 ± ix2. Notice that these remarks are not true if H1(M; ZZ) 6= 0, because then the
metric has additional degrees of freedom from moduli parameters (see the torus example in
Subsection 3.5), i.e. (5.49) should be replaced by
g = eϕgˆ(τ) (5.50)
where τ labels the additional modular degress of freedom of the metric. We shall discuss the
case of multiply-connected phase spaces in the next Section.
With this complex structure we define V z,z¯ = V 1 ± iV 2 for any vector field V , and we
set ∂, ∂¯ = 1
2
( ∂
∂x1
∓ i ∂
∂x2
). The Killing equations (2.112) in these complex coordinates can be
written as
∂¯V z = ∂V z¯ = 0 , ∂V z + ∂¯V z¯ + V z∂ϕ + V z¯∂¯ϕ = 0 (5.51)
The first set of equations in (5.51) are the Cauchy-Riemann equations and they imply that
in these local coordinates the Killing vector field V z is a holomorphic function on M. The
other equation is a source equation for V z and V z¯ that explicitly determines the Killing fields
in terms of the single degree of freedom of the metric g (i.e. the conformal factor ϕ).
The Gaussian curvature scalar K(x) of (M, g), which is always defined by (5.31) in 2
dimensions, can be written in these isothermal coordinates as
K(x) = −1
2
e−ϕ(x)∇2ϕ(x) (5.52)
where ∇2 = gµν∇µ∇ν = ∂∂¯ is the 2-dimensional scalar Laplacian on M associated with the
metric (5.49). This follows from noting that the only non-vanishing connection coefficients of
the metric (5.49) are
Γzzz = ∂ϕ , Γ
z¯
z¯z¯ = ∂¯ϕ (5.53)
The Gaussian curvature of (M, g) then uniquely characterizes the isometry group acting
on the phase space. If K is constant, then (M, g) is maximally symmetric with 3 linearly
independent Killing vectors. Moreover, in this case (M, g) is isometric to either the 2-sphere
S2, the Lobaschevsky plane H2 or the Euclidean plane IR2. We shall soon examine these 3
distinct Riemannian spaces in detail. Notice, however, that ifM = Σh is a compact Riemann
surface of genus h, then the Gauss-Bonnet-Chern theorem (2.103) in the case at hand reads∫
Σh
dvol(g(x)) K(x) = 4π(1− h) (5.54)
where dvol(g(x)) = d2x
√
det g(x) is the metric volume form of (M, g). Thus a maximally
symmetric compact Riemann surface of constant negative curvature must have genus h ≥ 2.
It follows, under the simple-connectivity assumption of this Section, that when K = 0 or
K > 0 the phase space M can be either compact or non-compact, but when K < 0 it is
necessarily non-compact.
The other extremal case is where (M, g) admits only a 1-parameter group of isometries.
From the above general discussion it follows that in this case there exist 2 differentiable
functions χ1 and χ2 on M and local coordinates x′ on M such that
V µ
∂
∂xµ
χ2(x1, x2) = 0 , x′2 = χ2(x1, x2) (5.55)
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and in these coordinates the Killing vector field has components V ′1 = 1, V ′2 = 0. Moreover,
the characteristic curves of the coordinate x′2 = χ2, defined by the initial data surfaces of the
partial differential equation in (5.55), can be chosen to be orthogonal to the paths defined by
the isometry generator V , i.e. we can choose the initial conditions for the solutions of (5.55)
to lie on a non-characteristic surface. This means that in these new coordinates g′12(x
′) = 0.
Thus in this case the metric can be written locally as
g = g′11dx
′1 ⊗ dx′1 + g′22dx′2 ⊗ dx′2 (5.56)
and from (5.45) it follows that g′11 and g
′
22 are functions only of x
′2. The phase space therefore
describes a surface of revolution, for example a cylinder or the ‘cigar-shaped’ geometries that
are described in typical black hole theories [158].
The only other case left to consider here is when (M, g) has a 2-dimensional isometry
group. In this case we have 2 independent vector fields V1 = V
µ
1
∂
∂xµ
and V2 = V
µ
2
∂
∂xµ
which
obey the Lie algebra (2.47) with a, b, c = 1, 2. There are 2 possibilities for this Lie algebra –
either the isometry group is abelian, fabc = 0, or it is non-abelian, fabc 6= 0 for some a, b, c.
Since V1 and V2 cannot have the same path in M, we can choose paths for the constant
coordinate lines so that V 21 = V
1
2 = 0. In the abelian case, the commutativity of V1 and V2
[V1, V2] = 0 (5.57)
implies that V 11 is a function of x
1 alone and V 22 is a function only of x
2. As above, we
can choose local coordinates almost everywhere on M in which V 11 = V 22 = 1. In these
coordinates, the Killing equations imply that the metric components gµν(x) are all constant.
Thus in this case (M, g) is isometric to flat Euclidean space, which contradicts the standard
maximal symmetry arguments above.
In the non-abelian case, we can choose linear combinations of the isometry generators V1
and V2 so that their Lie algebra is
[V1, V2] = V1 (5.58)
which implies that
∂1V
2
2 = 0 , ∂2 log V
1
1 = −1/V 22 (5.59)
and so we can choose local coordinates almost everywhere on M in which V 22 = 1 and
V 11 = e
−x2 . The Killing equations then become
∂2gµν = ∂1g11 = 0 , ∂1g12 = g11 , ∂1g22 = 2g12 (5.60)
which have solutions
g11 = α , g12 = αx
1 + β , g22 = α(x
1)2 + 2βx1 + γ (5.61)
where α, β and γ are real-valued constants. It is then straightforward to compute the Gaussian
curvature of g from the identity
K(x) = −R1212(x)/ det g(x) (5.62)
which givesK(x) as the constantK = α/(β2−αγ), again contradicting the maximal symmetry
theorems quoted above.
Thus a 2-dimensional phase space is either maximally symmetric with a 3-dimensional
isometry group, or it admits a 1-parameter group of isometries (or, equivalently, has a single
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1-dimensional maximally symmetric subspace), because the above arguments show that it
clearly cannot have a 2-dimensional isometry group. The fact that there are only 2 distinct
classes of isometries in 2 dimensions is another very appealing feature of these cases for the
analysis which follows. For the remainder of this Section we shall analyse the equivariant
Hamiltonian systems which can be studied on the various isometric types of spaces discussed
in this Subsection and discuss the features of the integrable quantum models that arise from
the localization formalism. We shall primarily develop these systems in 2 dimensions, and
present higher-dimensional examples in Subsections 5.7 and 5.8. This will provide a large set
of explicit examples of the formalism developed thus far and at the same time clarify some
other issues that arise within the formalism of path integral quantization.
5.3 Euclidean Phase Spaces and Holomorphic Quantization
We begin our study of general localizable Hamiltonian systems with the case where the phase
spaceM is locally flat, i.e. K = 0. The conformal factor ϕ in (5.49) and (5.52) then satisfies
the 2-dimensional Laplace equation
∇2ϕ(z, z¯) = ∂∂¯ϕ(z, z¯) = 0 (5.63)
whose general solutions are
ϕ(z, z¯) = f(z) + f¯(z¯) (5.64)
where f(z) is any holomorphic function onM. The Riemannian manifold (M, g) is isometric
to the flat Euclidean space (IR2, ηE2) and from the metric tensor transformation law it follows
that this coordinate change z → w taking the metric (5.49) to dw ⊗ dw¯ satisfies
∂w
∂z
∂w¯
∂z¯
+
∂w¯
∂z
∂w
∂z¯
= eϕ(z,z¯) = ef(z) ef¯(z¯) ,
∂w
∂z
∂w¯
∂z
=
∂w
∂z¯
∂w¯
∂z¯
= 0 (5.65)
It follows from (5.65) that this isometric transformation is the 2-dimensional conformal trans-
formation z → wf(z) (i.e. an analytic rescaling of the standard flat Euclidean metric of the
plane) where
wf(z) =
∫
Cz
dξ ef(ξ) (5.66)
and Cz ⊂M is a simple curve from some fixed basepoint inM to z. From the last Subsection
(eq. (5.35)) we know that the Killing vectors of (IR2, ηE2) in the complex coordinates (w, w¯)
take on the general form
V wIR2 = −iΩw + α , V w¯IR2 = iΩw¯ + α¯ (5.67)
where Ω ∈ IR and α ∈C are constants. The Killing vectors (5.67) follow directly from (5.51)
with ϕ = 0 there, and they generate the groups of 2-dimensional rotations w → eiΩw and
translations w → w+α whose semi-direct product forms the Euclidean group E2 of the plane.
In these local complex coordinates on IR2 the Hamiltonian equations dH = −iV ω take the
form
∂H =
i
2
ω(w, w¯)V w¯ , ∂¯H = − i
2
ω(w, w¯)V w (5.68)
where
ω =
i
2
ω(w, w¯)dw ∧ dw¯ (5.69)
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The symplectic 2-form (5.69) can be explicitly determined here by recalling that the Hamil-
tonian group action on the phase space is symplectic so that LV ω = 0. In local coordinates
this means that
∂µ(V
λωνλ)− ∂ν(V λωµλ) = 0 (5.70)
for each µ and ν. Requiring this symplecticity condition for the full isometry group action
of E2 on IR2, we substitute into (5.70) each of the 3 linearly independent Killing vectors
represented by (5.67) (corresponding to Ω = 0, α1 = 0 and α2 = 0 there). The differential
equations (5.70) for the function ω(w, w¯) now easily imply that it is constant on IR2 with
these substitutions. Thus ω(w, w¯) is the Riemannian volume (and in this case the Darboux)
2-form globally on IR2. Substituting the Darboux value ω(w, w¯) = 1 and the Killing vectors
(5.67) into the Hamiltonian equations above and integrating them up to get H(w, w¯), we see
that the most general equivariant Hamiltonian on a planar phase space M is
H0(z, z¯) = Ωwf(z)w¯f (z¯) + α¯wf(z) + αw¯f(z¯) + C0 (5.71)
where C0 ∈ IR is a constant of integration and wf(z) is the conformal transformation (5.66)
from the flat Euclidean space back onto the original phase space.
The fact that the symplectic 2-form here is uniquely determined to be the volume form
associated with the phase space geometry is a general feature of any homogeneous symplectic
manifold. Indeed, when a Lie group G acts transitively on a symplectic manifold there is a
unique G-invariant measure [65], i.e. a unique solution for the d(d− 1)/2 functions ωµν from
the d(d−1) ·d(d+1)/4 differential equations (5.70). Thus ωn/n! is necessarily the maximally
symmetric volume form of (M, g) and the phase space is naturally a Ka¨hler manifold, as in
Subsection 5.1. We shall soon see the precise connection between maximally symmetric phase
spaces and the coadjoint orbit models of Subsection 5.1. In the present context, this is one of
the underlying distinguishing features between the maximally symmetric and inhomogeneous
cases. In the latter case ω is not uniquely determined from the requirement of symplecticity
of the isometry group action on M, leading to numerous possibilities for the equivariant
Hamiltonian systems. In the case at hand here, the Darboux 2-form on IR2 is the unique
2-form which is invariant under the full Euclidean group, i.e. invariant under rotations and
translations in the plane, and on M it is the Ka¨hler form associated with the Ka¨hler metric
(5.49) and (5.64).
The form (5.71) for the planar equivariant Hamiltonian systems illustrates how the in-
tegrable dynamical systems which obey the localization criteria depend on the phase space
geometry which needs to be introduced in this formalism. These systems are all, however,
holomorphic copies of the same initial dynamical system on IR2 defined by the Darboux
Hamiltonian
HD0 (z, z¯) = Ωzz¯ + α¯z + αz¯ + C0 ; z ∈C (5.72)
or identifying z, z¯ = p ± iq with (p, q) canonical momentum and position variables, these
dynamical Hamiltonians are of the form
HD0 (p, q) = Ω(p
2 + q2) + α1p + α2q + C0 (5.73)
Thus the dependence on the phase space Riemannian geometry is trivial in the sense that
these systems all lift to families of holomorphic copies of the planar dynamical systems (5.72).
This sort of trivial dependence is to be expected since the (classical or quantum) dynamical
problem is initially independent of any Riemannian geometry of the phase space. It is also
anticipated from the general topological field theory arguments that we presented earlier.
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Nonetheless, the general functions H0(z, z¯) in (5.71) illustrate how the geometry required
for equivariant localization is determined by the different dynamical systems, and vice versa,
i.e. the geometries that make these dynamical systems integrable. This probes into what
one may consider to be the geometry of the classical or quantum dynamical system, and it
illustrates the strong interplay between the Hamiltonian and Riemannian symmetries that
are responsible for localization.
Thus essentially the only equivariant Hamiltonian system on a planar symplectic manifold
is the displaced harmonic oscillator Hamiltonian
HD0 = Ω(z + a)(z¯ + a¯) = Ω
{
(p+ a1)
2 + (q + a2)
2
}
+ C0 (5.74)
and in this case we can replace the requirement that H generate a circle action with the
requirement that it generate a semi-bounded group action. To compare the localization
formulas with some well-known results from elementary quantum mechanics, we note that the
Hamiltonian (5.73) can only describe 2 distinct 1-dimensional quantum mechanical models.
These are the harmonic oscillator 1
2
zz¯ = 1
2
(p2 + q2) wherein we take Ω = 1
2
and α = 0 in
(5.72) and apply either the WKB or the Niemi-Tirkkonen localization formulas of the last
Section, and the free particle 1
2
p2 where we take Ω = 0 and α = 1/2
√
2 in (5.72) and apply the
quadratic localization formula (4.150) (or equivalently (4.142)). In fact, these are the original
classic examples, which were for a long time the only known examples, where the Feynman
path integral can be evaluated exactly because then their functional (and classical statistical
mechanical) integrals are Gaussian. For the same reasons, these are also the basic examples
where the WKB approximation is known to be exact [142].
It is straightforward to verify the Niemi-Tirkkonen localization formula (4.130) for the
harmonic oscillator. In polar coordinates z = r eiθ with r ∈ IR+ and θ ∈ [0, 2π], we have
ωrθ = r, (ΩV )θr = −2r and R = 0 on flat IR2, so that the integral in (4.130) gives
Zharm(T ) ∼
∫ ∞
0
dr
T
2 sin T
2
e−iT r
2/2 =
1
2i sin T
2
(5.75)
That this is the correct result can be seen by noting that the energy spectrum determined by
the Schro¨dinger equation for the harmonic oscillator is Ek = k +
1
2
, k ∈ ZZ+ [97], so that
tr‖ e−iT (pˆ2+qˆ2)/2‖ =∑
k
e−iTEk =
∞∑
k=0
e−iT (k+
1
2
) =
1
2i sin T
2
(5.76)
This result also follows from the WKB formula (4.115) after working out the regularized
fluctuation determinant as described there. Here the classical trajectories determined by the
flows of the vector field V z = iz/2 are the circular orbits z(t) = z(0) eit/2. Note that the
only way these orbits can be defined on the loop space LC is to regard z(t) = z(0) eit/2
and z¯(t) = z¯(T ) ei(T−t)/2 as independent complex variables. This means that the functional
integral should be evaluated in a holomorphic polarization. We shall return to this point
shortly.
Alternatively, we note that for T 6= 2πn the only T -periodic critical trajectories of this
dynamical system are the critical points z, z¯ = 0 of the harmonic oscillator Hamiltonian zz¯
and (5.76) also follows from (4.135) which gives
Zharm(T ) ∼ 1
Pfaff

 0 1
−1 0


1
2i
sin T
2
=
1
2i sin T
2
(5.77)
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For the discretized values T = 2πn any initial condition z(0) ∈ C leads to T -periodic orbits,
and the moduli space of critical trajectories is non-isolated and coincides with the entire phase
space M = IR2. In that case the degenerate path integral formula (4.122) yields the correct
result. These results therefore all agree with the general assertions made at the beginning of
Subsection 4.6 concerning the structure of the moduli space of T -periodic classical trajectories
for a Hamiltonian circle action on the phase space.
For the free particle partition function, we have R = ΩV = 0, and so the Aˆ-genus term
in the localization formula (4.150) contributes 1. The φ0-integral in (4.150) is thus a trivial
Gaussian one and we find
Zfree(T ) ∼
∫ ∞
−∞
dp dq
∫ ∞
−∞
dφ0 e
iTφ20−iTφ0p/2
√
2 ∼
∫ ∞
−∞
dp dq e−iTp
2/2 (5.78)
which also coincides with the exact propagator tr‖ e−iT pˆ2/2‖ in the phase space representation.
In this case the Hamiltonian 1
2
p2 is degenerate on IR2, so that the WKB localization formula is
unsuitable for this dynamical system and the result (5.78) follows from the degenerate formula
(4.122) by noting that LMS = IR2 in this case. Notice also that (5.78) coincides exactly with
the classical partition function of this dynamical system as there are no quantum fluctuations.
There is another way to look at the path integral quantization of the Darboux Hamiltonian
system (5.72) which ties in with some of the general ideas of Subsection 5.1 above. The
Heisenberg-Weyl algebra gHW [97] is the algebra generated by the usual harmonic oscillator
creation and annihilation operators
aˆ, aˆ† =
1√
2
(pˆ± iqˆ) (5.79)
in the canonical quantum theory associated with the phase space IR2 and the operator algebra
(4.1). The Lie algebra gHW is generated by the operators aˆ
†, aˆ and Nˆ ≡ aˆ†aˆ = 1
2
(pˆ2+ qˆ2− 1)
with the commutation relations [
aˆ†, aˆ
]
= 1 (5.80)
The (infinite-dimensional) Hilbert space which defines a representation of these operators is
spanned by the bosonic number basis |n〉, n ∈ ZZ+, which form the complete orthonormal
system of eigenstates of the number operator Nˆ with eigenvalue n,
Nˆ |n〉 = aˆ†aˆ|n〉 = n|n〉 (5.81)
and on which aˆ† and aˆ act as raising and lowering operators, respectively,
aˆ†|n〉 = √n+ 1|n+ 1〉 , aˆ|n〉 = √n|n− 1〉 (5.82)
We now define the canonical coherent states [45, 97, 132] associated with this representa-
tion of the Heisenberg-Weyl group GHW as
|z) ≡ ezaˆ† |0〉 =
∞∑
n=0
zn√
n!
|n〉 ; z ∈C (5.83)
These states are normalized as
(z|z) = ezz¯ (5.84)
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with (z| ≡ |z)†, and they obey the completeness relation
∫
d2z
2π
|z))((z| =
∫
d2z
2π
e−zz¯
∑
n,m
znz¯m√
n!m!
|n〉〈m|
=
1
2π
∫ ∞
0
dr r e−r
2 ∑
n,m
rn+m√
n!m!
∫ 2π
0
dθ ei(n−m)θ|n〉〈m|
=
1
2π
∫ ∞
0
dr r e−r
2 ∑
n,m
rn+m√
n!m!
· 2πδnm|n〉〈m| =
∞∑
n=0
|n〉〈n| = 1
(5.85)
where we have as usual written z = r eiθ and
|z)) ≡ |z)/
√
(z|z) = e−zz¯/2|z) (5.86)
are the normalized coherent states.
The normalized matrix elements of the algebra generators in these states are
((z|aˆ†aˆ|z)) = zz¯ , ((z|aˆ|z)) = z¯ , ((z|aˆ†|z)) = z (5.87)
Thus the 3 independent terms in the Darboux Hamiltonian (5.72) are none other than the
normalized canonical coherent state matrix elements of the Heisenberg-Weyl group generators.
These 3 observables represent the Poisson Lie group action of the Euclidean group E2 on the
coadjoint orbit GHW/HC = GHW/U(1) =C
1 with the Darboux Poisson bracket
{z, z¯}ωD = 1 (5.88)
which is the Poisson algebra representation of the Heisenberg-Weyl algebra (5.80). This
correspondence with the coset space GHW/HC and the general framework of Subsection 5.1
is not entirely surprising, since homogeneous symplectic manifolds are in general essentially
coadjoint orbits of Lie groups [65], i.e. they can be represented as the quotient of their isometry
groups by a maximal torus according to the general discussion of the last Subsection. The
integrable Hamiltonian systems in this case are functionals of Cartan elements of gHW (e.g.
the harmonic oscillator aˆ†aˆ or the free particle (aˆ + aˆ†)2).
The canonical coherent states (5.83) are those quantum states which minimize the Heisen-
berg uncertainty principle ∆q ·∆p ≥ 1
2
[97], because they diagonalize the annihilation operator
aˆ, aˆ|z) = z|z), and they can be generalized to arbitrary Lie groups [132], as we shall soon see.
The Darboux 2-form
ωD =
i
2
dz ∧ dz¯ (5.89)
is defined globally on C and, since IR2 is contractable and hence H2(IR2; ZZ) = 0, it can be be
generated globally by the symplectic potential
θD = − i
2
(z¯dz − zdz¯) (5.90)
The canonical 1-form (5.90) and the flat Ka¨hler metric associated with (5.89) on IR2 can be
written in terms of the coherent states (5.83) as
θD =
i
2
((z|d|z)) (5.91)
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gD = dz ⊗ dz¯ = ‖ d|z)) ‖ ⊗ ‖ d|z)) ‖ − ((z|d|z))⊗ ((z|d|z))∗ (5.92)
and the globally-defined Ka¨hler potential associated with (5.90) is
FIR2(z, z¯) = zz¯ (5.93)
The path integral here then coincides with the standard coherent state path integral
tr e−iT Hˆ =
∫
d2z
2π
((z| e−iT Hˆ|z))
=
∫
LIR2
∏
t∈[0,T ]
dz(t) dz¯(t)
2π
exp
{
i
∫ T
0
dt (z ˙¯z − z¯z˙ −H(z, z¯))
} (5.94)
where
H(z, z¯) = ((z|Hˆ|z)) (5.95)
is the coherent state matrix element of some operator Hˆ = Hˆ(aˆ, aˆ†) on the underlying repre-
sentation space of the Heisenberg-Weyl algebra. The derivation of (5.94) is identical to that
in Subsection 4.1 except that now we use the modified completeness relation (5.85) for the
coherent state representation. This manner of describing the quantum dynamics goes under
the names of holomorphic, coherent state or Ka¨hler polarization. One of its nice features in
general is that it provides a natural identification of the path integral and loop space Liouville
measures. We recall from (4.21) that in the former measure there is one unpaired momentum
in general and, besides the periodic boundary conditions, there is a formal analog between
the measures in (4.21) and (4.25) only if the initial configuration of the propagator depends
on the position variables q and the final configuration on the momentum variables p, or vice
versa. In the holomorphic polarization above, however, the initial configuration depends on
the z variables, the final one on the z¯ variables, and the path integral measure is the formal
N →∞ limit of ∏Ni=1 dzi dz¯i/2π. Since the number of z and z¯ integrations are the same, we
obtain the desired formal identifications. Besides providing one with a formal analog between
the path integral localization formulas and the Duistermaat-Heckman theorem and its gener-
alizations, this enables one to also ensure that the loop space supersymmetry encountered in
Subsection 4.4, which is intimately connected with the definition of the path integral measure
(as are the boundary conditions for the propagator), is consistent with the imposed boundary
conditions.
Thus on a planar phase space essentially the only equivariant Hamiltonian systems are
harmonic oscillators, generalized as in (5.71) to the inclusion of a generic flat geometry so
that the remaining Hamiltonian systems are merely holomorphic copies of these displaced
oscillators defined by the analytic coordinate transformation (5.66). These systems generate
a topological quantum theory of the sort discussed in Subsections 4.10 and 5.1, with the
Darboux Hamiltonian (5.72) related to the symplectic potential (5.90) by the usual topological
condition HD0 = iVIR2θD reflecting the fact that (5.90) is invariant under the action of the
rotation group of the plane. It is not, however, invariant under the translation group action,
so that the translation generators do not determine a Witten-type topological field theory
like the harmonic oscillator Hamiltonians do. This means that there are no E2-invariant
symplectic potentials on the plane, i.e. it is impossible to find a function F in (5.21) that
gives an invariant potential simultaneously for all 3 of the independent generators in (5.72).
The harmonic oscillator nature of these systems is consistent with their global integrability
properties. The holomorphic polarization of the quantum theory associates the canonical
quantum theory above with the topological coadjoint orbit quantum theory of Subsection 5.1
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and the coherent state path integral (5.94) yields character formulas for the isometry group
of the phase space. This will be the general characteristic feature of all localizable systems
we shall find. In the case at hand, the character formulas are associated with the Cartan
elements of the Heisenberg-Weyl group.
5.4 Coherent States on Homogeneous Ka¨hler Manifolds and Holo-
morphic Localization Formulas
Before carrying on with our geometric determination of the localizable dynamical systems
and their path integral representations, we pause to briefly discuss how the holomorphic
quantization introduced above on the coadjoint orbit IR2 can be generalized to the action
of an arbitrary semi-simple Lie group G [17, 86, 132]. This representation of the quantum
dynamics proves to be the most fruitful on homogeneous spaces G/HC , and later on we
shall generalize this construction to apply to non-homogeneous phase spaces and even non-
symmetric multiply connected phase spaces. As the coherent states are those which are closest
to “classical” states, in that they are the most tightly peaked ones about their locations, they
are the best quantum states in which to study the semi-classical localizations for quantum
systems. We shall also see that they are related to the geometric quantization of dynamical
systems [166].
Given any irreducible unitary representation D(G) of the group G and some normalized
state |0〉 in the representation space, we define the (normalized) state |g〉 by
|g〉 = D(g)|0〉 (5.96)
If Dg denotes Haar measure of G, then Schur’s lemma [157] and the completeness of the
representation D(G) implies the completeness relation
dimD(G)
vol(G)
∫
G
Dg |g〉〈g| = 1 (5.97)
Following the derivation of Subsection 4.1, it follows that the partition function associated
with an operator Hˆ acting on the representation space of D(G) can be represented by the
path integral
trD(G) e
−iT Hˆ =
∫
G
Dg 〈g| e−iT Hˆ|g〉
=
∫
LG
∏
t∈[0,T ]
dimD(G)
vol(G)
Dg(t) exp
{
i
∮
γ(g)
〈g|d|g〉 − i
∫ T
0
dt 〈g|Hˆ|g〉
} (5.98)
However, if we take |0〉 to be a simultaneous eigenstate of the generators of HC ⊂ G (i.e.
a weight state), then the ‘coherent’ states |g〉 associated with any one coset of G/HC are
all phase multiples of one another. Thus the set of coherent states form a principal HC-
bundle L→MG over G/HC and the coherent state path integral (5.98) is in fact taken over
paths in the homogeneous space G/HC . This geometrical method for constructing irreducible
representations of semi-simple Lie groups as sections of a line bundle L→MG associated to
the principal fiber bundle G → G/HC is known as the Borel-Weil-Bott method [137]. The
holomorphic sections of this complex line bundle (the coherent states) form a basis for the
irreducible representation.
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What is most interesting about the character representation (5.98) is that it is closely
related to the Ka¨hler geometry of the homogeneous space G/HC. To see this, we first define
the Borel subgroups B± of G which are the exponentiations of the subalgebras B± spanned
by Hi ∈ h ⊗C and Eα for α > 0 and α < 0, respectively (see (5.18)). The complexification
of the coadjoint orbitMG is then provided by the isomorphism G/HC ≃ Gc/B±, where Gc is
the complexification of G [157]. Almost any g ∈ G can be factored as a Gauss decomposition
g = ζ+hζ− (5.99)
where h ∈ HcC and
ζ+ = e
∑
α>0
zαEα , ζ− = e
∑
α<0
zαEα (5.100)
Here zα ∈C, and if we now apply the representation operator D(g) to a lowest weight state,
then ζ− acts as the identity and the set of physically distinct states are in a one-to-one
correspondence with the coset space Gc/B+. Since B+ is a closed subalgebra of g ⊗C, the
parameters zα ∈ C define a complex structure on MG. In this way, we can now write down
coherent state path integral representations of the character formulas of Subsection 5.1 above.
The choice of |0〉 ≡ |λ〉 above as a lowest weight state ensures that the coherent states
|z) ≡ ζ+|λ〉 (5.101)
are holomorphic. Note that their coherency follows from the fact that E−α|z) = zα|z) for
α > 0.
The coherent state representation can be used to provided the one-to-one identification of
the given representation space with the coadjoint orbit of Subsection 5.1. This is provided by
the injective mapping on g → IR defined by X → 〈g|X|g〉. The Kirillov-Kostant 2-form on
the coadjoint orbit is then mapped onto the flag manifold MG as
ωλ = 〈λ|D(g−1dg) ∧D(g−1dg)†|λ〉 (5.102)
and likewise for the canonical G-invariant orbit metric
gλ = 〈λ|D(g−1dg)⊗D(g−1dg)†|λ〉 (5.103)
in terms of the Cartan-Maurer 1-form g−1dg in the representation D(G). (5.102) coincides
with the appropriate symplectic potential θλ associated with the kinetic term 〈g|g˙〉 = 〈g| ddt |g〉
in (5.98). Furthermore, the matrix element 〈g|Hˆ|g〉 in (5.98) for Hˆ ∈ D(HC) generates the
Hamiltonian flow (g, t) → etHˆg for the action of the direct product LS1 ⊗HC on LG [133].
This follows from the identity iV (g
−1dg) = g−1Hˆg, so that the action in (5.98) admits the
usual topological form ig˙+V θˆλ. The Ka¨hler potentials are thus given by the normalizations
eF
(h)(z,z¯) = (z|z) ≡ 〈λ|g|λ〉 = 〈λ|h|λ〉 (5.104)
with the potentials F (i)(z, z¯), i = 1, . . . , r, each associated with the Cartan generator Hi
in (5.104) (compare eqs. (5.84) and (5.93)). From this it follows that the associated Ka¨hler
metrics g(i) and symplectic potentials θ(i) can be represented as coherent state matrix elements
as in (5.91) and (5.92). In this way the kinetic term in the coherent state path integral (5.98)
coincides with the usual one induced by the symplectic Ka¨hler structures of the homogeneous
space MG and the path integral measure becomes the loop space Liouville measure.
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A particularly important aspect of the holomorphic quantization scheme above is that it
resolves some ambiguities in the localization formulas when compared with the classical group
character formulas [98]. For this, we consider the usual symplectic line bundle L(λ) → MG
associated with the principal G-bundle G→MG with connection 1-form θ(λ) given in (5.21).
On this line bundle we then define the twisted (covariant) Dolbeault derivative
∂¯λ = ∂¯ + θ
(λ)
z¯ (5.105)
The Riemann-Roch-Hirzebruch index theorem (the analog of the Atiyah-Singer index theorem
for the twisted elliptic Dolbeault exterior derivative) [21, 98, 151] relates the analytical index
of (5.105) to the topological invariant
index(∂¯λ) =
∫
Oλ
ch(ω(λ)) ∧ td(R(λ)) (5.106)
Furthermore, the index of the twisted Dolbeault complex is
index(∂¯λ) =
n∑
k=0
(−1)k dimH(0,k)(MG;L(λ)) (5.107)
where we recall that Λ(p,q)(MG;L(λ)) ≡ Λ(p,q)MG ⊗ L(λ). When the line bundle L(λ) →MG
is trivial, the index (5.107) is called the arithmetic genus of the complex manifold MG and
the expression (5.106) for it in terms of the Todd class is called the Riemann-Roch theorem
[41, 107]. This is the complex analog of the Gauss-Bonnet theorem for the Euler characteristic
(the index of the DeRham complex) and it can also be generalized to higher-dimensional
complex vector bundles.
The crucial point here is that the twisted Dolbeault operator (5.105) annihilates the
normalized coherent states |z)) = |z)/(z|z), so that |z)) ∈ H(0,0)(MG;L(λ)). An applica-
tion of the Lichnerowicz vanishing theorem [4, 21] shows that all other cohomology groups
H(0,q)(MG;L(λ)) for q > 0 are trivial, so that the dimension of the representation Rλ with
highest weight vector λ coincides with dimH(0,0)(MG;L(λ)) which is just the index of the
twisted Dolbeault complex,
dimRλ = trλ1 = index(∂¯λ) (5.108)
Since [157]
dimRλ =
∏
α>0
α(λ+ ρ)
α(ρ)
(5.109)
where α(λ˜) ≡ ∑ri=1 αiλ˜i, we see that the holomorphic polarization above naturally incorpo-
rates the Weyl shift λ→ λ + ρ of the highest weight vector λ. Furthermore, in this case the
Dirac operator ∂¯†λ has no zero modes and according to the arguments used in Subsection 4.10
above the Lefschetz number
indexH(λ)(∂¯λ;T ) = lim
β→∞
tr‖ eiTH(λ)( e−β∂¯†λ∂¯λ − e−β∂¯λ∂¯†λ)‖ (5.110)
coincides with the character of the zero mode representation defined by ∂¯λ, i.e.
indexH(λ)(∂¯λ;T ) = strλ e
iTH(λ) (5.111)
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The character of the representation Rλ is therefore the equivariant index of the twisted
Dolbeault complex.
This identification with the holomorphic properties of the complex manifold MG moti-
vates another way to regularize the fluctuation determinants discussed in Subsection 4.2. The
proper way in this case to carry out the regularization procedure is to attach different signs
to the factors of b in Subsection 4.2 (see (4.67)) corresponding to the holomorphic and an-
tiholomorphic sectors in the regularization (4.65),(4.67) [98]. This restores the holomorphic
properties of the path integral wherein the skew-eigenvalues (λj ,−λj) of the block R(j)V corre-
spond, respectively, to the holomorphic and anti-holomorphic components of the equivariant
curvature 2-form. The above argument implies that the correct way to treat the complex
tangent bundle here is to then restrict to the holomorphic component of this curvature. In
doing this, the fluctuation determinant in (4.129) is not under a square root in this complex
case, because now it arises from Berezin integration over complex Grassmann variables, i.e.
the localization symmetries in a Ka¨hler polarization are determined now by a larger N = 1
“hidden” supersymmetry. Now the determinant (4.65) for the case at hand is replaced with
det′hol‖∂t − R(j)V (λ)‖ =
∏
k 6=0
(
2πik
T
− λj
)
(5.112)
where the determinant in (5.112) is taken only over those eigenvalues corresponding to the
holomorphic indices. To regularize (5.112) properly we now have to take into account that
the Dirac operator ∂t − R(j)V (λ) has an infinite number of negative eigenvalues, i.e. its spectral
asymmetry must be regularized using the eta-invariant (4.63). Thus we take the fluctuation
regularization factor of Subsection 4.2 to be b = π
2
, which explicitly takes into account the
spectral asymmetry determined by the Atiyah-Patodi-Singer eta-invariant and maintains the
original symmetry of the path integral under the “large gauge transformations” RV (λ) →
RV (λ) + 2πn/T , n ∈ ZZ. The evaluation of the fluctuation determinant in (4.129) now leads
instead to the equivariant Todd class (2.98) of the complex tangent bundle,
1
det′hol‖∂t −R(j)V (λ)‖
=
n∏
j=1
λj/2
sinh(Tλj/2)
eiTλj/2 =
1
T n
tdV (λ)(TR
(λ)) (5.113)
Then, using the usual Niemi-Tirkkonen localization prescription, we arrive at the Kirillov
character formula without an explicit Weyl shift,
trλ e
iTX ∼
∫
Oλ
chV (λ)(−iTω(λ)) ∧ tdV (λ)(TR(λ)) (5.114)
which can be derived as well from the coadjoint orbit path integral over LOλ (as opposed to
LOλ+ρ as in (5.27))
30. The corresponding localization onto the critical points of the Hamil-
tonian H(λ) (c.f. Subsection 4.7), or equivalently the Weyl group, is
trλ e
iTX ∼ ∑
z∈M
V (λ)
e−iTH
(λ)(z,z¯)
det+holdV
(λ)(z, z¯)
td(dV (λ)(z, z¯)) (5.115)
30The analog of the Weyl shift ambiguity for the coadjoint orbit models of the last Subsection is associated
with the appearence of the correct zero-point energy E0 =
1
2 for the harmonic oscillator Hamiltonian aˆ
†aˆ in
certain ordering prescriptions. See [98] for details.
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where we have identified the Pfaffian in the real polarization with the determinant over the
holomorphic eigenvalues of the matrix dV (λ). We recall from Subsection 4.10 that the Atiyah-
Singer index contribution to (5.27) evaluates the spectral asymmetry of the zero mode rep-
resentation of g determined by the pertinent Dirac operator, while the Lefschetz number
coincides with the character of that representation of the spin complex. From the formulas
(5.114),(5.110), however, we see that the character of a Lie group G is a Lefschetz number
related to the G-index theorem of the holomorphic Dolbeault complex, rather than to the
Atiyah-Singer index theorem of the spin complex. The localizations onto the (equivariant)
Todd classes hold quite generally for any phase space path integral in a holomorphic represen-
tation. One just replaces the Aˆ-genus factors everywhere in Section 4 with the corresponding
Todd classes.
5.5 Spherical Phase Spaces and Quantization of Spin Systems
We are now ready to continue with our general isometric classification and hence work out
some more explicit examples. The next case we consider is when the phase space M has
a positive constant Gaussian curvature K > 0. In this case the conformal factor solves the
Liouville field equation
∇2ϕ(z, z¯) = −2K eϕ(z,z¯) (5.116)
which is a completely integrable system [35] whose general solutions are
ϕ(z, z¯) = log

 ∂f(z)∂¯f¯(z¯)(
K
4
+ f(z)f¯(z¯)
)2

 (5.117)
By the essential uniqueness of maximally symmetric spaces, we know that in this case (M, g)
is isometric to the sphere S2 of radius K−1/2 with its standard round metric given in (5.34).
From the transformation law of the metric tensor g and (5.117) it is straightforward to work
out the explicit diffeomorphism (z, z¯) → (w(z, z¯), w¯(z, z¯)) which accomplishes this isometric
correspondence.
First of all, we rewrite the spherical metric in (5.34) in complex coordinates w, w¯ = x1±ix2,
with xµ the spherical coordinates defined in (5.34), to get
gS2 =
1
4K
[
w¯2
1− ww¯dw ⊗ dw +
w2
1− ww¯dw¯ ⊗ dw¯ + 2
(
2 +
ww¯
1− ww¯
)
dw ⊗ dw¯
]
(5.118)
where ww¯ ≤ 1. If we view the unit sphere as centered in the x′y′-plane in IR3 and sym-
metrically about the z′-axis, then we can map S2 onto the complex plane via the standard
stereographic projection from the south pole z′ = −1,
w =
2w′
1 + w′w¯′
, z′ =
√
1− ww¯ = 1− w
′w¯′
1 + w′w¯′
(5.119)
This gives a diffeomorphism of S2 with the compactified plane C ∪ {∞}. From (5.118), the
metric tensor transformation law and (5.117) we find after some algebra that the coordinate
transformation above must satisfy
1
(1 + w′w¯′)2
(
∂w′
∂z
∂w¯′
∂z¯
+
∂w′
∂z¯
∂w¯′
∂z
)
= K eϕ(z,z¯) = K
∂f(z)∂¯f¯(z¯)(
K
4
+ f(z)f¯(z¯)
)2 (5.120)
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From (5.120) and (5.119) it then follows that the desired coordinate transformation from
(M, g) to S2 with the standard round metric (5.118) is given by
w(z, z¯) =
4K−1/2f(z)
1 + 4K−1f(z)f¯(z¯)
(5.121)
The mapping (5.121) is just a generalized stereographic projection from the south pole of S2
where f(z) maps (M, g) onto the entire complex plane with the usual Ka¨hler geometry of S2
defined by the coordinates in (5.119),
gS2 = 4∂∂¯FS2(z, z¯)dz ⊗ dz¯ = 4
(1 + zz¯)2
dz ⊗ dz¯
ωS2 = 2i∂∂¯FS2(z, z¯)dz ∧ dz¯ = 2i
(1 + zz¯)2
dz ∧ dz¯
(5.122)
where the associated Ka¨hler potential is
FS2(z, z¯) = log(1 + zz¯) (5.123)
Notice that the diffeomorphism (5.121) obeys ww¯ ≤ 1, as required for (w, w¯) ∈ S2, and that
the Ka¨hler metric gS2 in (5.122) coincides with the original phase space geometry (5.49) when
f(z) = 1
2
K1/2z in (5.117) above.
From the general considerations of Subsection 5.2 above we know that the Killing vectors
of the metric (5.118) are
V wS2 = −iΩw + α(1− ww¯)1/2 , V w¯S2 = iΩw¯ + α¯(1− ww¯)1/2 (5.124)
The Killing vectors (5.124) generate the rigid rotations w → eiΩw of the sphere and the
quasi-translations w → w + α(1− ww¯)1/2 (i.e. translations along the geodesical great circles
of S2), and they together generate the Lie group SO(3). Requiring the symplecticity condition
(5.70) again under the full SO(3) group action generated by (5.124) on the symplectic 2-form
(5.69), we find after some algebra that the equations (5.70) are uniquely solved by
ωS2(w, w¯) = 1/K(1− ww¯)1/2 (5.125)
This symplectic 2-form is again the volume form associated with (5.118). It is a non-trivial
element of H2(S2; ZZ) = ZZ and it coincides with the Ka¨hler classes in (5.122) in the stere-
ographic coordinates (5.119). We now substitute (5.124) and (5.125) into the Hamiltonian
equations (5.68), which are easily solved on S2 in the w-coordinates above, and then apply the
generalized stereographic projection (5.121) to get the most general equivariant Hamiltonian
on a spherical phase space as
H+(z, z¯) =
Ω
(
K
4
− f(z)f¯(z¯)
)
K
4
+ f(z)f¯(z¯)
+
αf¯(z¯) + α¯f(z)
K
4
+ f(z)f¯ (z¯)
+ C0 (5.126)
Thus, again the Riemannian geometry of the phase space M is realized (or even deter-
mined) by the equivariant Hamiltonian systems which can be defined onM. The transforma-
tion to Darboux coordinates on M, defined as usual as those coordinates (v, v¯) in which the
symplectic 2-form is locally ωS2 =
i
2
dv∧dv¯, can be found from the fact that ωS2 is the (Ka¨hler)
volume form associated with (5.117) and applying the tensor transformation law (2.12) for
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ω. After some algebra we find that the local Darboux coordinates on M are defined by the
diffeomorphism (z, z¯)→ (v(z, z¯), v¯(z, z¯)), where the function
v(z, z¯) =
f(z)(
K
4
+ f(z)f¯(z¯)
)1/2 (5.127)
maps M onto the unit disc
D2 = {z ∈C : zz¯ ≤ 1} (5.128)
which is the Darboux phase space associated with a general spherical phase space geome-
try. Thus, applying the transformation (5.127) to (5.126), we see that the general Darboux
Hamiltonians in the present case are
HD+ (z, z¯) = Ωzz¯ + (α¯z + αz¯)(1− zz¯)1/2 + C0 ; z ∈ D2 (5.129)
which correspond to the quasi-displaced harmonic oscillators
HD+ (z, z¯) = Ω
[
z + a(1− zz¯)1/2
] [
z¯ + a¯(1− zz¯)1/2
]
(5.130)
with compactified position and momentum ranges. Thus here the criterion of a (compact)
circle action cannot be removed, in contrast to the case of the planar geometries of Subsection
5.3 where the Darboux phase space was the entire complex planeC. Notice that all translations
in the planar case become quasi-translations in the spherical case, which is a measure of the
presence of a curved Riemannian geometry on M.
The mapping onto Darboux coordinates above shows that once again all the general spher-
ical Hamiltonians are holomorphic copies of each other, as they all define the same Darboux
dynamics. We shall therefore focus our attention to the quantum dynamics defined on the
phase space S2 (i.e. f(z) = K1/2z/2 above), and for simplicity we normalize the coordinates
so that nowK = 1, i.e. S2 has unit radius. First of all, we write the 3 independent observables
appearing in (5.126) above as
J
(j)
3 (z, z¯) = −j
1− zz¯
1 + zz¯
, J
(j)
+ (z, z¯) = 2j
z¯
1 + zz¯
, J
(j)
− (z, z¯) = 2j
z
1 + zz¯
(5.131)
where the parameter j will be specified below. Using (5.122) we define the Ka¨hler 2-form
ω(j) = jωS2 (5.132)
and working out the associated Poisson algebra of the functions (5.131)
{
J
(j)
3 , J
(j)
±
}
ω(j)
= ±J (j)± ,
{
J
(j)
+ , J
(j)
−
}
ω(j)
= 2J
(j)
3 (5.133)
shows that they realize the SU(2) (angular momentum) Lie algebra [157]. The functions
(5.131) therefore generate the Poisson-Lie group action of the S2 isometry group SO(3) on
the coadjoint orbit
G/HC = SU(2)/U(1) ≃ S3/S1 = S2 (5.134)
and we obtain the usual coadjoint orbit topological quantum theory by choosing the Hamil-
tonian to be an element of the Cartan subalgebra u(1) of su(2). The homogeneous space
SU(2) → SU(2)/U(1) = S2 is often called the magnetic monopole bundle. For the basic
representation space W = C of U(1), the associated vector bundle (SU(2) ×C)/U(1) is the
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usual symplectic line bundle over S2. The Borel-Weil-Bott wavefunctions in the presence of
a magnetic monopole take values in this bundle.
Notice that, comparing (5.131) with the stereographic coordinates (5.119), we see that
these observables just describe the Larmor precession of a classical spin vector of unit length
J = ±1. The coadjoint orbit path integral associated with the observables (5.131) will
therefore describe the quantum dynamics of a classical spin system, e.g. the system with
Hamiltonian H = J3 describes the Pauli magnetic moment interaction between a spin ~J and
a uniform magnetic field directed along the z-axis. Thus in this case S2 is actually naturally
the configuration space for a spin system [151], which has on it a natural symplectic structure
and so the corresponding path integral can be regarded as one for the Lagrangian formulation
of the theory, rather than the Hamiltonian one [134, 151]. This is also immediate from noting
that the stereographic complex coordinates above can be written as
z = e−iφ tan(θ/2) (5.135)
in terms of the usual spherical polar coordinates (θ, φ), so that the observable J3 in (5.131)
coincides with the height function (2.1) of S2 with a = 1 (up to an additive constant), the
Ka¨hler geometry above becomes the standard round geometry of S2, and the kinetic term in
the action is
θµ(x)x˙
µ = cos θφ˙ (5.136)
after an integration by parts over t. The classical partition function, evaluated in Subsection
2.1, yields the usual Langevin formula for the classical statistical mechanics of a spin system.
Alternatively, the motion of the precessing spin can be reduced to that of a charged particle
around a monopole which is isomorphic to the problem for the motion of an excited diatomic
molecule where the electrons are in a state with angular momentum j about the axis joining
the nuclei (i.e. a rigid rotator with fixed angular momentum j about its axis) [151]. It is
the balance between the the Lorentz force on the particle, due to the fictitious magnetic field
ω = dθ of the monopole located at the center of the sphere, and the potential force on the
moment, due to the real magnetic field, that leads to the characteristic Larmor precession
about the direction of the field.
To construct a topological Hamiltonian along the lines of the theory of Subsection 5.1,
we consider an irreducible spin-j representation of SU(2), where j = 1
2
, 1, 3
2
, 2, . . . [157]. The
state space for this representation with heighest weight j is spanned by the complete set of
orthonormal basis states |j,m〉, where m are the magnetic quantum numbers with the range
m = −j,−j + 1, . . . , j − 1, j. The SU(2) generators act on these states as
Jˆ3|j,m〉 = m|j,m〉 , Jˆ±|j,m〉 =
√
(j ∓m)(j ±m+ 1) |j,m± 1〉 (5.137)
Following the last Subsection, we define the SU(2) coherent states by successive applications
of the raising operator Jˆ+ to the lowest weight (vacuum) state |j,−j〉 [45, 132],
|z) = e−ijρ ezJˆ+|j,−j〉 = e−ijρ
j∑
m=−j

 2j
j +m


1/2
zj+m|j,m〉 ; z ∈C (5.138)
where for n,m ∈ ZZ+ with n ≥ m the binomial coefficient is defined by
 n
m

 = n!
m!(n−m)! (5.139)
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and where the function ρ(z, z¯) is an arbitrary phase which as we shall see is related to the
function F (z, z¯) in (5.21). It is easily verified that then the SU(2) generators (5.131) are
the normalized matrix elements of the operators Jˆ3, Jˆ± in the coherent states (5.138), respec-
tively31.
The coherent states (5.138) are normalized as
(z2|z1) = (1 + z1z¯2)2j eij[ρ(z2,z¯2)−ρ(z1,z¯1)] (5.140)
where we have used the binomial theorem
(x+ y)n =
n∑
k=0

n
k

xkyn−k (5.141)
They obey the completeness relation∫
dµ(j)(z, z¯) |z))((z| = 1(j) (5.142)
where 1(j) is the identity operator in the spin-j representation of SU(2) and the coherent
state measure is
dµ(j)(z, z¯) =
i
2π
2j + 1
(1 + zz¯)2
dz ∧ dz¯ (5.143)
which coincides with the symplectic 2-form of the spin system above. The identity (5.142)
follows from a calculation analogous to that in (5.85). Note that, as explained in the last
Subsection, the Ka¨hler structure is generated through the identity (z|z) = e2jFS2(z,z¯).
We want to evaluate the propagator
K(z2, z1;T ) = ((z2| e−iT Hˆ|z1)) (5.144)
for some SU(2) operator Hˆ given the one-to-one correspondence between the points on the
coadjoint orbit SU(2)/U(1) = S2 ≃C∪{∞} and the SU(2) coherent states (5.138). Dividing
the time interval in (5.144) up into N segments and letting N →∞, following the analogous
steps as in Subsection 4.1 using the completeness relation (5.142) we arrive at the coherent
state path integral
K(z2, z1;T ) = N
∫
LIR2
∏
t∈[0,T ]
dz(t) dz¯(t)
√
det ‖Ω(j)‖ exp {j log(1 + z2z¯2) + j log(1 + z1z¯1)
+i
∫ T
0
dt
[
ij
1 + zz¯
(z¯z˙ − z ˙¯z)− ij
(
∂ρ
∂z
z˙ +
∂ρ
∂z¯
˙¯z
)
−H(z, z¯)
]}
(5.145)
where
N = lim
N→∞
N−1∏
k=1
2j + 1
2jπ
(5.146)
is a normalization constant and H(z, z¯) denotes the matrix elements (5.95) in the coherent
states (5.138). Here we see once again the formal equivalence of the path integral and Liou-
ville measures defined by the Ka¨hler polarization above. In particular, the local symplectic
potential generating the Ka¨hler structures (5.132) are
θ(j) =
ij
1 + zz¯
(z¯dz − zdz¯)− ijdρ (5.147)
31The dimension dimRj = 2j + 1 of the spin-j representation of SU(2) can also be derived from the index
theorems of the last Subsection (see (5.108)).
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and they coincide with the standard coherent state canonical 1-forms (5.91). Similarly, the
Ka¨hler structure (5.122) can be represented in the standard coherent state form (5.92).
The Wess-Zumino-Witten quantization condition (4.161) applied to ω(j) implies that j
must be a half-integer, since
∫
S2 ωS2 = 4π, corresponding to the unitary irreducible repre-
sentations of G = SU(2) [157]. This is the topological (or Dirac) quantization of spin. The
quantization of the magnetic quantum numbers m above then follows from an application
of the semi-classical Bohr-Sommerfeld quantization condition [97] for the spin system. To
construct a topological quantum theory (or equivalently an integrable quantum system) as
described in Subsections 4.10 and 5.1, we need to choose the phase function ρ(z, z¯) in the
above so that iV θ
(j) = H . This problem was analysed in detail by Niemi and Pasanen [119]
who showed that it is impossible to satisfy this integrability requirement simultaneously for all
3 of the generators in (5.131). Again, this means that there are no SU(2)-invariant symplectic
potentials on the sphere S2. However, such 1-forms do exist on the cylindrical representation
of SU(2) [119], i.e. the complex plane with the origin removed, which is conformally equiv-
alent to the Ka¨hler representation of S2 above under the transformation z = es
1+is2 which
maps (s1, s2) ∈ IR × S1 to z ∈ C − {0}. In this latter representation, the Hamiltonian in
(5.145) can be taken to be an arbitrary linear combination of the SU(2) generators, and the
coherent state path integral (5.145) determines a topological quantum field theory with ρ = 0
in (5.147). This is not true, however, in the Ka¨hler representation above, but we do find,
for example, that the symplectic invariance condition can be fulfilled by choosing the basis
H(z, z¯) = J
(j)
3 (z, z¯) of the Cartan subalgebra u(1) and ρ(z, z¯) =
1
2
log(z/z¯). The ensuing
topological path integral (5.145) then describes the quantization of spin.
To evaluate this spin partition function, we set ρ = 0 above. Although the ensuing
quantum theory now does not have the topological form in terms of a BRST-exact action,
it still maintains the Schwarz-type topological form described in Subsection 4.10, since the
Hamiltonian then satisfies (3.45) with C = j and the function K in (3.46) is
K(z, z¯) =
i
2
log
(
z
z¯
)
(5.148)
so that (5.145) is a topological path integral of the form (4.165), i.e. the quantum theory
determines a Schwarz-type topological field theory, as opposed to a Witten-type one as above.
We first analyse the WKB localization formula (4.115) for the coadjoint orbit path integral
(5.145). We note first of all that the boundary conditions in (5.145) are z(0) = z1 and
z¯(T ) = z¯2. In particular, the final value z(T ) and the initial value z¯(0) are not specified,
and the boundary terms in (5.145) ensure that with these boundary conditions there is no
boundary contribution to the pertinent classical equations of motion
z˙ + iz = 0 , ˙¯z − iz¯ = 0 (5.149)
In general, if z(t) and z¯(t) are complex conjugates of each other, then there are no classical
trajectories that connect z(0) = z1 with z¯(T ) = z¯2 on the sphere S
2. But if we view the path
integral (5.145) instead as a matrix element between 2 configurations in different polarizations,
then there is always the following solution to the equations of motion (5.149) with the required
boundary conditions for arbitrary z1 and z¯2,
z(t) = z1 e
−it , z¯(t) = z¯2 e−i(T−t) (5.150)
The solution (5.150) is complex, and hence z(t) and z¯(t) must be regarded as independent
variables. This is one of the characteristic features behind the holomorphic quantization
130
formalism that makes it suitable to describe topological field theories. The trajectories (5.150)
are therefore regarded as describing a complex saddle-point of the path integral [44, 81, 138].
We shall see other forms of this feature later on.
Substituting the solutions (5.150) into the WKB formula (4.115) we find the propagator32
K(z2, z1;T ) = (1 + z1z¯2 e
−iT )2j e−ijT
(1 + z1z¯1)j(1 + z2z¯2)j
(5.151)
The exact propagator from a direct calculation is
((z2| e−iT Jˆ3 |z1)) = 1
(1 + z1z¯1)j(1 + z2z¯2)j
j∑
m=−j

 2j
j +m

 (z1z¯2 e−iT )j+m eijT (5.152)
which coincides with (5.151) upon application of the binomial theorem (5.141). In particular,
setting z1 = z2 = z and integrating over z ∈ C using the coherent state measure (5.143), we
find the partition function
ZSU(2)(T ) =
∫
dµ(j)(z, z¯) ((z| e−iT Jˆ3|z))
=
∫ ∞
0
dr r
(2j + 1)(1 + r2 e−iT )2j e−ijT
(1 + r2)2j
=
sin
(
T
2
(2j + 1)
)
sin T
2
(5.153)
which also coincides with the exact result
trj e
−iT Jˆ3 =
j∑
m=−j
e−iTm =
eiT j
1− e−iT j +
e−iT j
1− eiT j (5.154)
The right-hand side of (5.154) is precisely what one anticipates from the Weyl character
formula (5.28). The roots of SU(2) are α = ±1 [157], and the Cartan subalgebra is u(1)
consisting of the single element Jˆ3. The Weyl group is W = ZZ2 and it has 2 elements, the
identity map and the reflection map Jˆ3 → −Jˆ3. Thus the formula (5.154) is simply the Weyl
character formula (5.28) for the spin-j representation of SU(2).
Within the framework of the Duistermaat-Heckman theorem, the terms summed in (5.154)
are each associated with one of the poles of the sphere S2, i.e. with the critical points of the
height function on S2. Indeed, since this Hamiltonian is a perfect Morse function with even
Morse indices, we expect that the Weyl character formula above coincides with the pertinent
stronger version (4.135) of the localization formulas. Because of the Ka¨hler structure (5.122)
on S2 (see (5.53)), the Riemann moment map has the non-vanishing components
(µV (j))
z
z = −(µV (j))z¯z¯ = iJ (j)3 (z, z¯)/j (5.155)
and consequently the Dirac Aˆ-genus is
Aˆ(TΩV (j)) =
T
2j
J
(j)
3
sin
(
T
2j
J
(j)
3
) (5.156)
32In this case the fluctuation determinant in (4.115) is regulated using the generic non-periodic boundary
conditions discussed above.
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Substituting these into the localization formula (4.135) yields precisely the Weyl character
formula (5.154). This localization onto the critical points of the Hamiltonian, as for the
harmonic oscillator example of Subsection 5.3, agrees with the general arguments at the
beginning of Subsection 4.6. Substituting the stereographic projection map (5.135) into the
classical equations of motion (5.149) gives
θ˙ sin θ = 0 , φ˙+ 1 = 0 (5.157)
For T 6= 2πn, n ∈ ZZ, the only T -periodic critical trajectories coincide with the critical points
of the Hamiltonian j(1 − cos θ), i.e. θ = 0, π, and in this case the critical point set of the
action is isolated and non-degenerate. However, for T = 2πn, n ∈ ZZ, we find T -periodic
classical solutions for any initial value of θ and φ in (5.157) and the critical point set of the
classical action coincides with the original phase space S2. Thus the moduli space of classical
solutions in this case is LMS = S2, and the localization onto this moduli space is now easily
verified from (4.122) to give the correct anticipated result above. From the discussion of
Subsection 4.10, it also follows that the sum of the terms in (5.154) describes exactly the
properly normalized period group of the symplectic 2-form ω(j) on the sphere [81], i.e. the
integer-valued surface integrals of ω(j) as in (4.161). We shall see in the next Section that
quantizations of the propagation time T as above lead to interesting quantum theories in
certain other instances of the localization framework.
It is an instructive exercise to work out the Niemi-Tirkkonen localization formula (4.130)
for the above dynamical system. For this we note that, again because of the Ka¨hler geometry
of S2, the Riemann curvature 2-form has the non-vanishing components
Rzz = −Rz¯z¯ = −iω(j)/j (5.158)
and so combined with (5.155) we see that the equivariant Aˆ-genus here is
AˆV (j)(TR) =
T
2j
J
(j)
3 − ω(j)
sin
(
T
2j
(J
(j)
3 − ω(j))
) (5.159)
The equivariant extension of ω(j) is
J
(j)
3 − ω(j) = j
(
1− zz¯
1 + zz¯
− 2i
(1 + zz¯)2
ηη¯
)
= j
(
1− zz¯ − ηη¯
1 + zz¯ + ηη¯
)
(5.160)
where we have redefined the Grassmann variables ηµ → √i · ηµ. The Niemi-Tirkkonen local-
ization formula (4.130) can then be written as
ZSU(2)(T ) ∼ i
πT
∫
IR2⊗Λ1IR2
dz dz¯ dη dη¯ L(zz¯ + ηη¯) (5.161)
where
L(y) =
T
2
1−y
1+y
sin
(
T
2
(
1−y
1+y
)) exp
[
−ijT
(
1− y
1 + y
)]
(5.162)
Using the Parisi-Sourlas integration formula [131]
1
π
∫
IR2⊗Λ1IR2
d2x dη dη¯ L(x2 + ηη¯) =
∫ ∞
0
du
dL(u)
du
= L(∞)− L(0) (5.163)
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we obtain from (5.161) the partition function
ZSU(2)(T ) ∼ sin(Tj)/ sin(T/2) (5.164)
Introducing the Weyl shift j → j+ 1
2
in (5.164) then yields the correct Weyl character formula
(5.153) for SU(2) 33. Note that (5.163) shows explicitly how the localization in (5.161) comes
directly from the extrema of the height function at z =∞ and z = 0.
As a final application for the above dynamical system, we examine the quadratic localiza-
tion formula (4.150). Now the (degenerate) Hamiltonian is
F(J (j)3 ) = (J (j)3 )2 = j2
(
1− zz¯
1 + zz¯
)2
(5.165)
Following the same steps as above, the localization formula (4.150) can be written as
ZSU(2)(T |(J (j)3 )2) ∼
i√
4πiT
∫ ∞
−∞
dφ0
φ0
∫
IR2⊗Λ1IR2
dz dz¯ dη dη¯ L(φ0, zz¯ + ηη¯) (5.166)
where
L(φ0, y) =
Tφ0
2
1−y
1+y
sin
(
Tφ0
2
(
1−y
1+y
)) exp
[
iT
4
φ20 − ijTφ0
(
1− y
1 + y
)]
(5.167)
and we have redefined ηµ →
√
i/φ0 · ηµ. Using the Parisi-Sourlas integration formula (5.163)
again and introducing the Weyl shift j → j + 1
2
, we find
ZSU(2)(T |(J (j)3 )2) ∼
√
T
4πi
∫ ∞
−∞
dφ0 e
iTφ20/4
sin[(j + 1
2
)Tφ0]
sin(Tφ0/2)
=
j∑
m=−j
√
T
4πi
∫ ∞
−∞
dφ0 e
−iTmφ0 eiTφ
2
0/4 =
j∑
m=−j
e−iTm
2
(5.168)
which is again the correct character trj e
−iT Jˆ23 .
Thus on a spherical phase space geometry the equivariant Hamiltonian systems provide
a rich example of the topological quantum field theories discussed in Subsection 4.10, and
they are the natural framework for the study of the quantum properties of classical spin sys-
tems. The character formula path integrals above describe the quantization of the harmonic
oscillator on the sphere, and therefore the only integrable quantum system, up to holomor-
phic equivalence (i.e. modification by the general geometry of the phase space), that exists
within the equivariant localization framework on a general spherical geometry is the harmonic
oscillator defined on the reduced compact phase space D2.
5.6 Hyperbolic Phase Spaces
The situation for the case where the phase space is endowed with a Riemannian geometry of
constant negative Gaussian curvature K < 0 parallels that of the last Subsection, and we only
therefore briefly discuss the essential differences [154]. The phase spaceM is now necessarily
33Of course, we could alternatively obtain the Weyl character formula using instead the G-index localization
formula (5.114) without having to perform this Weyl shift [98].
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a non-compact manifold, and we can map it onto the maximally symmetric space H2, the
Lobaschevsky plane (or pseudo-sphere) of constant negative curvature, with its standard
curved hyperbolic metric gH2 [42, 43, 65]. The Killing vectors of this metric have the general
form
V wH2 = −iΩw + α(1 + ww¯)1/2 , V w¯H2 = iΩw¯ + α¯(1 + ww¯)1/2 (5.169)
and they generate the isometry group SO(2, 1). The rest of the analysis at the beginning
of the last Subsection now carries through analogously to the case at hand here, where we
replace the K factors everywhere by −|K| and the K1/2 factors by |K|1/2.
In particular, with these changes the generalized stereographic coordinate transformation
(5.121) is the same except that now the holomorphic function f(z) there maps the phase
space onto the Poincare´ disk of radius 1
2
|K|1/2, i.e. the disk D2 with the Poincare´ metric
gH2 =
4
(1− zz¯)2dz ⊗ dz¯ (5.170)
which defines a Ka¨hler geometry on the disk for which the associated symplectic 2-form is
the unique invariant volume form under the transitive SO(2, 1)-action. The Poincare´ disk
is the stereographic projection image for the Lobaschevsky plane when we regard it through
its embedding in IR3 as the pseudo-sphere, so that we can represent it by pseudo-spherical
coordinates (τ, φ) ∈ IR × [0, 2π] as x1 = sinh τ cosφ, x2 = sinh τ sinφ and z = cosh τ . The
stereographic projection is again taken from the projection center z′ = −1, and the boundary
of the Poincare´ disc corresponds to points at infinity of the hyperboloid H2. The pseudo-
sphere itself is represented by the interior of the disk. The explicit transformation in terms
of pseudo-spherical coordinates is
z =
w′
1 + z′
= e−iφ tanh(τ/2) (5.171)
We also note here that the Poincare´ disc is conformally equivalent to the upper half plane C+
via the Cayley transform ξ → z = (ξ − i)/(ξ + i) which takes ξ ∈C+ onto the Poincare´ disk,
and the Poincare´ metric (5.170) on the (Poincare´) upper-half plane is
gH2 = Im(ξ)
−2dξ ⊗ dξ¯ (5.172)
The path integral over such hyperbolic geometries arises in string theory and studies of quan-
tum chaos [31].
The most general localizable Hamiltonian in a hyperbolic phase space geometry is therefore
H−(z, z¯) =
Ω
( |K|
4
+ f(z)f¯(z¯)
)
|K|
4
− f(z)f¯(z¯) +
αf¯(z¯) + α¯f(z)
|K|
4
− f(z)f¯(z¯) + C0 (5.173)
The transformation to Darboux coordinates onM is now accomplished by the diffeomorphism
v(z, z¯) =
f(z)( |K|
4
− f(z)f¯(z¯)
)1/2 (5.174)
which mapsM onto the complement of the unit disk C− int(D2) in IR2. The general Darboux
Hamiltonians are therefore
HD− (z, z¯) = Ωzz¯ + (α¯z + αz¯)(1 + zz¯)
1/2 ; z ∈C− int(D2) (5.175)
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We note that here there are 2 inequivalent Hamiltonians, corresponding to a choice of “space-
like” and “timelike” Killing vectors, but the generic hyperbolic Hamiltonians are again all
holomorphic copies of one another, again reducing to a quasi-displaced harmonic oscillator.
However, given that the Darboux phase space is now non-compact, we can again weaken the
requirement of a global circle action on the phase space to a semi-bounded group action.
Considering therefore the quantum problem defined on the Poincare´ disk of unit radius,
we write the 3 independent observables in (5.173) as
S
(k)
3 (z, z¯) = k
1 + zz¯
1− zz¯ , S
(k)
+ (z, z¯) = 2k
z¯
1− zz¯ , S
(k)
− (z, z¯) = 2k
z
1− zz¯ (5.176)
Defining the Ka¨hler 2-form ω(k) = kωH2 , we see that the associated Poisson algebra of these
observables is just the SU(1, 1) Lie algebra
{
S
(k)
3 , S
(k)
±
}
ω(k)
= ±S(k)± ,
{
S
(k)
+ , S
(k)
−
}
ω(k)
= −2S(k)3 (5.177)
The Hamiltonians in (5.173) are therefore functions on the coadjoint orbit
SU(1, 1)/U(1) ≃ H2 (5.178)
of the non-compact Lie group SU(1, 1), and the generators (5.176) are the normalized matrix
elements of the SU(1, 1) generators in the SU(1, 1) coherent states
|z) = ezSˆ+|k, 0〉 =
∞∑
n=0

 2k + n+ 1
n


1/2
zn|k, n〉 ; z ∈ int(D2) (5.179)
for the discrete irreducible representation of SU(1, 1) characterized by k = 1, 3
2
, 2, 5
2
, . . . [132].
The representation spaces are now infinite-dimensional because of the non-compactness of
the group manifold of SU(1, 1), and the representation states |k, n〉 defined here are the
eigenstates of the generator Sˆ3 with eigenvalues
Sˆ3|k, n〉 = (k + n)|k, n〉 (5.180)
The coherent states (5.179) have the normalization
(z2|z1) = (1− z1z¯2)−2k (5.181)
where we have used the binomial series expansion
1
(1− x)n =
∞∑
m=0

m+ n− 1
m

xm (5.182)
which is valid for n ∈ ZZ+ and |x| < 1.
Again, the integrable Hamiltonian systems are obtained by taking H = S
(k)
3 , which is
the height function on H2, and the corresponding coherent state path integral describes the
quantization of the harmonic oscillator on the open infinite space H2 (and up to holomorphic
equivalence these are the only integrable systems on a general hyperbolic phase space). It is
straightforward to analyse the localization formulas for the coherent state path integral just
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as in the last Subsection. For instance, the WKB localization formula for the coadjoint orbit
path integral
ZSU(1,1)(T ) =
∫
LH2
[d cosh τ ] [dφ] exp
{
i
∫ T
0
dt
(
k cosh τφ˙− k(1 + cosh τ)
)}
(5.183)
can be shown to coincide with the exact Weyl character formula for SU(1, 1) [51, 138]
ZSU(1,1)(T ) = trk e
−iT Sˆ3 =
∞∑
n=0
e−iT (k+n) = 2i
e−iT (k−
1
2
)
sin T
2
(5.184)
5.7 Localization of Generalized Spin Models and Hamiltonian Re-
duction
The explicit examples we have given thus far of the localization formalism in both the classical
and quantum cases have, for simplicity, focused on dynamical systems with 2-dimensional
phase spaces. Our main examples have been the harmonic oscillator, where the localization
is trivial because the Hamiltonian is a quadratic function, and the spin partition function,
where the exactness of the stationary-phase approximation is a consequence of the conspiracy
between the phase space volume and energy which makes this dynamical system resemble a
harmonic oscillator. In Section 8 we shall present some true field theoretical applications of
equivariant localization, but in this Subsection and the next we wish to overview the results
which concern the exactness of the localization formulas for some higher-dimensional coadjoint
orbit models which can be considered as generalizations of the spin models of this Section
(and the previous ones) to larger Lie groups. We have already established quite generally
that these are always examples of localizable dynamical systems, and here we shall explicitly
examine their features in some special instances.
The generalization of the classical partition function for SU(2) is what is commonly refered
to as the Itzykson-Zuber integral [73]
I[X, Y ;T ] =
∫
U(N)
DU eiT tr(UXU
†Y ) (5.185)
where
DU ≡
N∏
i,j=1
dUij δ
(
N∑
k=1
UikU
∗
jk − δij
)
(5.186)
is Haar measure on the group U(N) of N × N unitary matrices U † = U−1 (or on SU(N) =
U(N)/(U(1)×ZZ2)). Here (X, Y ) = (X†, Y †) are Hermitian N ×N matrices (i.e. elements of
the U(N) Lie algebra) and which can be therefore diagonalized with eigenvalues xi, yi ∈ IR by
unitary transformations (X, Y ) → (V †XV,W †Y W ). By the invariance of the Haar measure
in (5.185) under the left-right action U → WUV † of U(N), we can thus assume without loss
of generality that the matrices X and Y in (5.185) are diagonal so that
I[X, Y ;T ] =
∫
U(N)
DU exp

iT N∑
i,j=1
xiyj|Uij|2

 (5.187)
The Itzykson-Zuber integral is a fundamental object that appears in matrix models of string
theories, low dimensional quantum gravity and higher-dimensional lattice gauge theories [36,
88, 102].
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The integration over unitary matrices in (5.185) can be carried out using the Duistermaat-
Heckman theorem via the following observation. If we define the Hermitian matrix
Λ¯ ≡ UY U † (5.188)
then we can explicitly compute the Jacobian for the change of integration variables U → Λ¯
in (5.185) to get [36, 102]
DΛ¯ ≡
N∏
i=1
dΛ¯ii
∏
1≤j<k≤N
d Re Λ¯jk d Im Λ¯jk = ∆[y]
2 DU (5.189)
where
∆[y] ≡ det
i,j
[
yj−1i
]
=
∏
1≤i<j≤N
(yi − yj) (5.190)
is the Vandermonde determinant. The Itzykson-Zuber integral can therefore be written as
I[X, Y ;T ] =
1
∆[y]2
∫
OY
DΛ¯ eiT tr(XΛ¯) (5.191)
Notice that the diagonal components of U do not act on a diagonal matrix Y under unitary
transformation. The integration in (5.191) is therefore over the coadjoint orbit of Y under
the action of the unitary group, and as such it is an integral over the symmetric space G/HC
where HC = U(1)
N is the Cartan subgroup of G = U(N). This can also be noted directly
from the definition (5.185) in which the integrand is unchanged if U is multiplied on the
right by a diagonal matrix so that the integration is really over the coset space obtained by
quotienting U(N) by the subgroup of diagonal unitary matrices (this extra integration then
produces a factor [vol(U(1))]N = (2π)N in front of the coadjoint orbit integral). This coset
space has (even) dimension
dimU(N)− dimU(1)N = N2 −N (5.192)
and DΛ¯ is the standard symplectic measure on the coadjoint orbit. The integral (5.191) was
explicitly evaluated in [3] using the so-called Gelfand-Tseytlin parametrization of the orbit.
To apply the Duistermaat-Heckman integration formula to the integral (5.187), we note
that the extrema of the Hamiltonian
HI [U ] =
N∑
i,j=1
xiyj|Uij|2 (5.193)
as a function of U ∈ U(N), given by differentiating (5.193) with respect to Uij and setting it
equal to zero, satisfy the stationary conditions
[
X,UY U †
]
= 0 (5.194)
It is easy to see that the solutions of (5.194) forX, Y diagonal are of the form U = Ud ·P where
Ud is a diagonal matrix and P is a permutation matrix that permutes the diagonal entries
of a matrix when acting by unitary conjugation. Diagonal matrices do not contribute to the
Hamiltonian (5.193) and thus the sum over extrema in the Duistermaat-Heckman formula
is over permutations P ∈ SN . To evaluate the pertinent fluctuation determinants, we write
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U = P · eiL in (5.193) where L is an infinitesimal Hermitian matrix. Then Taylor expanding
(5.193) to quadratic order in L we find
HI [U = P · eiL] =
N∑
i=1
xiyP (i) +
1
2
N∑
i,j=1
|Lij|2(xi − xj)(yP (i) − yP (j)) + . . . (5.195)
and the Duistermaat-Heckman formula yields
I[X, Y ;T ] =
∑
P∈SN
eiT
∑
i
xiyP (i)
N !
∫ ∞
−∞
∏
i,j
dLij e
(iT/2)
∑
i,j
|Lij |2(xi−xj)(yP (i)−yP (j))
=
(
2πi
T
)N(N−1)/2 1
N !
∑
P∈SN
sgn(P )
eiT
∑
i
xiyP (i)
∆[x]∆[y]
=
(
2πi
T
)N(N−1)/2 1
N !
deti,j
[
eiTxiyj
]
∆[x]∆[y]
(5.196)
where we have used
∏
i<j
(yP (i) − yP (j)) = sgn(P )
∏
i<j
(yi − yj) = sgn(P )∆[y] (5.197)
The sign of the permutation P in (5.197) arises from the eta-invariant of the Hessian of
(5.193).
The localization formula (5.196), which is a special case of the Harish-Chandra formula,
was discovered by Itzykson and Zuber [73] in the context of 2-matrix models which describe
conformal matter coupled to 2-dimensional quantum gravity [36] (e.g. the Ising model on
a random surface). It was originally derived using heat kernel and U(N) group character
expansion methods [73], and orthogonal polynomial techniques for the corresponding 2-matrix
model [36]. In matrix models, saddle-point approximations are always employed in the large-
N limit where the models describe the relevant continuum physical theories. Notice that the
classical spin partition function (2.3) is a special case of the above result where N = 2 and
X and Y are both proportional to the SU(2) Pauli spin matrix
σ3 =

 1 0
0 −1

 (5.198)
In the (defining or vector) spin-1
2
representation, we can represent an arbitrary matrix D ∈
SU(2) (obtained from a 3-dimensional rotation matrix in SO(3)) as
D =

−i e
i
2
(ψ−φ) sin θ
2
i e
i
2
(ψ+φ) cos θ
2
i e−
i
2
(ψ+φ) cos θ
2
i e−
i
2
(ψ−φ) sin θ
2

 (5.199)
where θ, φ and ψ ∈ [0, 4π] are the usual Euler angles. The projection map of the principal
fiber bundle SU(2) → SU(2)/U(1) is then the Hopf map (θ, φ, ψ) ∈ S3 → (θ, φ) ∈ S2 which
effectively sets ψ = 0 in (5.199). Substituting these identifications into the Itzykson-Zuber
integral (5.185), we recover (2.2) and (2.3) now follows from (5.196) (for a = 0 in Subsection
2.1).
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There are various extensions of the above generalized classical spin model which are rele-
vant in matrix model theories [88]. First of all, we can consider a unitary matrix integral of
the form
I[A;T ] =
∫
U(N)
DU exp

iT N∑
i,j=1
Aij |Uij|2

 (5.200)
The stationary conditions for the Hamiltonian in (5.200) are
N∑
j=1
Uij(Aji − Ajk)U †jk = 0 , i, k = 1, . . . , N (5.201)
whose solutions are again the permutation matrices U = P . The saddle-point expansion of
(5.200) thus yields (c.f. eq. (3.53))
I[A;T ] ∼ ∑
P∈SN
eiT
∑
k
Ak,P (k)∏
i<j(Ai,P (i) + Aj,P (j) −Ai,P (j) − Aj,P (i))
(1 +O(1/T · A)) (5.202)
In general, the higher-order corrections in (5.202) to the lowest-order stationary-phase ap-
proximation do not vanish because the Hamiltonian in (5.200) is not defined on any coadjoint
orbit in general but on the entire group manifold which is not even a symplectic space. The
corrections do, however, vanish in some interesting exceptions where (5.200) is a coadjoint
orbit integral. One case is that discussed above, namely when Aij is of rank 1, so that
Aij = xiyj. Another interesting case is when N = 2, so that (5.200) is slight modification of
the spin partition function. For the case of SU(2) one can check explicitly that the leading
order term in (5.201) is the exact result for the integral so that
ISU(2)[A;T ] ∼ e
iT (A11+A22) − eiT (A12+A21)
A11 + A22 − A12 −A21 (5.203)
The unitary matrix integrals of the form (5.200) are generating functions for the correlation
functions in the Itzykson-Zuber model (5.185),
I[X, Y ;T ]
k1l1···kplp
i1j1···ipjp =
∫
U(N)
DU Ui1j1 · · ·Uipjp(U †)k1l1 · · · (U †)kplp eiT tr(UXU
†Y ) (5.204)
which are the only non-vanishing correlators because of the U(1) phase invariance Uij → eiθUij
of the integral (5.185). The evaluation of the unitary matrix integrals (5.204) is very important
for matrix models of induced gauge theories and string theories [88] and has been a difficult
problem that has received much attention in the last few years. For instance, using Gelfand-
Tseytlin coordinates on the group manifold, Shatashvili [149] has shown that some of the
correlators (5.204) are explicitly given by very complicated formulas, such as
I[X, Y ;T ]
k1,1,k2,1···kp,1
1,j1,1,j2,···1,jp
=
δj1k1δj2k2 · · · δjpkp
(iT )(N−2)(N−1)
∏N−1
ℓ=1 ℓ!
∆[x]∆(y2, . . . , yN)
∫ ∞
−∞
N−1∏
k=1
dλk
n∏
l=1
∏N−1
q=1 (λq − xjl)∏
q 6=jl(xq − xjl)
× exp
{
iTy1
(
N∑
k=1
xk −
N−1∑
k=1
λk
)}
det
1≤i,j−1≤N−1
[
eiTλiyj
]
(5.205)
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where the delta-functions in (5.205) arise from the U(N) gauge invariance U → V UV † of the
Itzykson-Zuber integral (5.185). From the point of view of equivariant localization theory,
these types of integrals fall into the category of the problem of developing a description of
the corrections to the Duistermaat-Heckman formula in a universal way. This problem will
be discussed in Section 7.
There is also a more geometric generalization of the spin partition function in terms
of higher-dimensional generalizations of the Ka¨hler structure of S2. These examples will
also introduce another interpretation of the localization symmetries which is directly tied
to the integrability properties of these spin systems. Consider the complex N -dimensional
projective space CPN , defined as the space of all complex lines through the origin in CN+1. A
homogeneous Ka¨hler structure on the bundle CPN ≃ S2N+1/S1 is obtained by the symplectic
reduction of that from S2N+1, i.e. the restriction of the unique Ka¨hler structure of S2N+1 to
CPN (note that CP 1 = S2). The embedding of S2N+1 in CN+1 is defined by the constraint
P (z, z¯) ≡
N+1∑
µ=1
zµz¯µ¯ − 1 = 0 (5.206)
and the symplectic structure on the maximally symmetric space CN+1 is as usual defined by
the Darboux 2-form
ω
(N+1)
D = 2iJ
N+1∑
µ=1
dz¯µ¯ ∧ dzµ (5.207)
The standard complex structure on CPN is defined by the complex coordinates ξµ−1 = zµ/z1
for µ = 2, . . . , N + 1, where z1 = z¯1 6= 0 solves the constraint (5.206). Solving for z1 and
substituting it along with zµ = ξµz1 into (5.207), the descendent symplectic structure onCPN
from CN+1 is
ω
(J)
N+1 = 2iJ

 N∑
µ=1
dξ¯µ¯ ∧ dξµ
1 +
∑N
λ=1 ξ
λξ¯λ¯
−
N∑
µ,ν=1
ξµξ¯ ν¯dξ¯µ¯ ∧ dξν
(1 +
∑N
λ=1 ξ
λξ¯λ¯)2

 (5.208)
The Ka¨hler metric associated with (5.208) is usually refered to as the Fubini-Study metric
[41] of CPN , and the associated Ka¨hler potential is
F
(J)
N+1 = J log

1 + N∑
µ=1
ξµξ¯µ¯

 (5.209)
Since the symplectic 2-forms (5.208) define non-trivial elements of H2(CPN ; ZZ), for N > 1
the spaces CPN are not homeomorphic to any of the maximally symmetric spaces discussed
in Subsection 5.2 above and this symplectic manifold leads to our first example of localization
on a homogeneous space which is not maximally symmetric. This space for N > 1 has N
independent isometries which are the rotations in each of the N 2-planes (see below). In
the next Subsection we shall see how to explicitly relate the space CPN to a (non-maximal)
coadjoint orbit of SU(N + 1) so that, physically, this example describes the dynamics of a
particle with internal SU(N + 1) isospin degrees of freedom in an external magnetic field.
There we shall also encounter other examples of this situation, i.e. where the phase space
is not maximally symmetric but has a maximally symmetric subspace. For now, we shall
concentrate on the properties of the SU(N + 1) classical spin partition function associated
with an integrable model.
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An action of the torus TN+1 = (S1)N+1 on CN+1 is given by zµ → eiθµzµ, θµ ∈ [0, 2π),
which is generated by the Darboux Hamiltonian
H
(N+1)
D (z, z¯; θ) = 2J
N+1∑
µ=1
θµzµz¯µ¯ (5.210)
that describes the dynamics of N + 1 independent simple harmonic oscillators which each
correspond to a conserved charge of this integrable system. The classical partition function
is of course given by a trivial Gaussian integration
Z
(N+1)
D (T ) =
∫
IR2N+2
N+1∏
µ=1
2J dzµ dz¯µ¯
π
eiTH
(N+1)
D (z,z¯;θ) =
1
(−iT )N+1∏N+1µ=1 θµ (5.211)
which coincides with the Duistermaat-Heckman formula as always because the only fixed
point of the torus action generated by (5.210) is at zµ = 0. More interesting though is the
Hamiltonian TN -action on CPN , ξµ → eiθ˜µξµ. For each µ, the Hamiltonian function which
generates the circle action on the ξµ-plane in CPN is the conserved charge
Iµ(ξ, ξ¯; θ˜) =
2Jθ˜µξµξ¯µ¯
1 +
∑N
ν=1 ξ
ν ξ¯ ν¯
(5.212)
and an integrable Hamiltonian can be constructed as the sum of the N height-functions
(5.212),
H˜N(ξ, ξ¯; θ˜) =
N∑
µ=1
Iµ(ξ, ξ¯; θ˜) (5.213)
The conserved charges (5.212) are the action variables of the above integrable model and
the associated angle variables φµ ∈ [0, 2π] are the usual polar angles of the ξµ-planes (as for
the CN+1 example above). The Liouville-Arnold integrability of this dynamical system can
be made more explicit by considering the generalized stereographic projection onto CPN in
terms of the spherical coordinates (θµ, φµ) ∈ S2N+1 (where 0 ≤ θµ ≤ π),
ξ1 = tan(θ1/2) cos(θ2/2) e−iφ
1
, ξ2 = tan(θ1/2) sin(θ2/2) cos(θ3/2) e−iφ
2
. . . . . .
ξN−1 = tan(θ1/2) sin(θ2/2) · · · sin(θN−1/2) cos(θN/2) e−iφN−1
ξN = tan(θ1/2) sin(θ2/2) · · · sin(θN−1/2) sin(θN/2) e−iφN
(5.214)
The action variables (5.212) in these spherical coordinates are then
Iµ = 2Jθ˜
µ sin2(θ1/2) · · · sin2(θµ/2) cos2(θµ+1/2) , µ < N
IN = 2Jθ˜
N sin2(θ1/2) · · · sin2(θN−1/2) sin2(θN/2)
(5.215)
and it is straightforward to see that the symplectic 2-form (5.208) takes the usual integrable
form dIµ ∧ dφµ (for the oscillator above Iµ ∼ zµz¯µ¯ as usual). The explicit torus action on
CPN generated by the Hamiltonian vector field associated with (5.213) is thus
V˜N =
N∑
µ=1
iθ˜µ
(
ξµ
∂
∂ξµ
− ξ¯µ¯ ∂
∂ξ¯µ¯
)
=
N∑
µ=1
θ˜µ
∂
∂φµ
(5.216)
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This integrable system on the phase space CPN is therefore once again isomorphic to a linear
combination of independent harmonic oscillators as above, generalizing the dynamics of our
standard spin example.
The relation between such generalized spin systems and systems of harmonic oscillators,
and hence the exactness of the localization formulas, can be understood from a slightly differ-
ent perspective than the usual localization symmetries provided by the underlying equivariant
cohomological or supersymmetric structures of the dynamical system. To see this, we eval-
uate the classical partition function explicitly for the above dynamical system by extending
the integration over CPN to the whole of CN+1 via a Lagrange multiplier which enforces the
constraint (5.206). This leads to
ZN(T )
=
∫
S2N+1/S1
∏N
µ=1 2J dξ¯
µ¯ dξµ
πN(1 +
∑N
ν=1 ξ
ν ξ¯ ν¯)N+1
eiT H˜N (ξ,ξ¯;θ˜)
=
∫ ∞
−∞
dλ
2π
∫
IR2N+2
N+1∏
µ=1
dz¯µ¯ dzµ
π
exp

−TH(N+1)D (z, z¯; θ) + iλ

N+1∑
µ=1
zµz¯µ¯ − 1




(5.217)
where the angular parameters in (5.217) are related by θ˜µ = θµ−θN+1. The Gaussian integral
over CN+1 in (5.217) can be performed to yield
ZN(T ) =
∫ ∞
−∞
dλ e−iλ
N+1∏
µ=1
i
T θµ + λ
(5.218)
The remaining integration in (5.218) can be carried out by continuing the integration over
a large contour in the complex plane and using the residue theorem to pick up the N + 1
simple poles of the integrand at λ = −Tθµ, each of which have residue 1. Thus the classical
partition function is
ZN(T ) =
N+1∑
µ=1
eiT θ
µ ∏
ν 6=µ
i
T (θν − θµ) (5.219)
It is readily verified that (5.219) coincides the Duistermaat-Heckman integration formula for
the Hamiltonian (5.213) which has precisely N + 1 stationary points [52]. (5.219) therefore
represents the TN -equivariant cohomology of the manifold CPN .
The explicit evaluation above illustrates an interesting feature of the localization in these
cases, as was first pointed out in [44, 52]. This is seen in (5.217) – the dynamical system
describing the SU(N + 1) isospin is the Hamiltonian reduction of a larger dynamical system
which is described by a quadratic Hamiltonian on the Darboux symplectic manifold IR2N+2
and for which the localization is therefore trivial. The reduction constraint function (5.206)
commutes with the Darboux oscillator Hamiltonian (5.210), i.e.
{
P (z, z¯), H
(N+1)
D
}
ω
(N+1)
D
= 0 (5.220)
so that the constraint function P (z, z¯) determines a first class constraint on the Darboux
dynamical system and is therefore a symmetry (or conserved charge) of the classical dynamics.
This commutativity property is in fact the crucial mechanism for the correspondence between
the integrations in (5.217), as then the dynamics on CN+1 is restricted to the symplectic
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subspace determined by the constant values of the conserved charges P (z, z¯) (according to the
reduction theorem [7] – see (4.144)). Another important feature of the reduction mechanism
here is the action of SU(N + 1) on CN+1 defined by the usual matrix-vector multiplication
by matrices in the defining (vector) representation of SU(N + 1). This defines a symplectic
Hamiltonian action on the Darboux system above [44] which leaves invariant the sphere S2N+1
and hence restricts the dynamics to this submanifold of IR2N+2. From the U(1) invariance
of the harmonic oscillator Hamiltonian on CN+1 above, this restricts further to the coset
space CPN = S2N+1/U(1) and the conserved charges under the mapping by the symplectic
constraint function P (z, z¯) on CN+1 become the components of the projection map of the
generalized Hopf bundle U(1)→ S2N+1 →CPN [44]. It is easily seen that the critical points
of the quadratic Hamiltonian in (5.217) in the space of the λ and z variables coincide exactly
with the poles in (5.218) so that (5.219) coincides precisely with the Duistermaat-Heckman
formula for this Darboux system. The localization of the isospin partition function is thus
the reduction of that from IR2N+2.
We recall that such a reduction method in equivariant localization is also that which is
used to derive the Callias-Bott index theorems from higher-dimensional Atiyah-Singer index
theorems [67] (see comments at the end of Subsection 4.2). The above reduction procedure is
a standard method of integrating dynamical systems by associating to a given Hamiltonian
system a related one on a lower dimensional symplectic manifold [1]. In this scheme one
reduces the rank of the differential equations of motion or the number of degrees of free-
dom using invariant relations and constants of the motion onto a coadjoint orbit as above.
Furthermore, in the context of generic integrable models, there is the conjecture that every
integrable system is the Hamiltonian reduction of a larger linear dynamical system by first
class constraints [169]. If this conjecture were true, then the localization of generic integrable
systems could be cast in another formalism giving an even stronger connection between the
Duistermaat-Heckman theorem and the integrability properties of a dynamical system. Con-
versely, as the integration formulas we have encountered also always correspond to a sort of
Hamiltonian reduction of the original dynamical model, they yield realizations of this reduc-
tion conjecture as well as the quantum mechanical conjecture mentioned earlier about the
exactness of the semi-classical approximation for the description of the quantum dynamics of
generic integrable systems.
5.8 Quantization of Isospin Systems
Let us now quickly describe the quantum generalizations of the results of the last Subsection.
First, we note that, for a general group G, a point particle in an irreducible representation
R of the internal symmetry group G has its time-dependent isospin vectors R(t) living in a
fixed orbit of G in the adjoint representation [12]. As described earlier, this fixed coadjoint
orbit determines a unitary irreducible representation of G and if we let Λ′ denote a (time-
independent) fixed fiducial point on this orbit, then the internal isospin vectors can be written
as
R(t) = Ad∗(Λ′)g(t) = g(t)Λ′g(t)−1 (5.221)
with g(t) ∈ G time-dependent group elements. In the absence of any “external” motion of
the charged particle, the isospin vector is conserved, R˙(t) = 0. Thus the point particle action
describing its motion in a generalized external magnetic field B = BaR(Xa) is [12]
S[g,Λ′] =
∫ T
0
dt
(
tr(Λ′g−1g˙) + tr(R ·B)
)
(5.222)
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When Λ′ is taken to be a Cartan element, this action generalizes the spin action before
which described the dynamics of a particle moving in both monopole and external fields
(Hamiltonianly reduced from a free particle action on IR4) [12, 44]. Thus again we see that
the kinetic term in (5.222) is of first order in time derivatives and consequently the action
(5.222) is already cast in phase space. The phase space variables are the isospin vectorsR(Xa)
and the Poisson algebra of them is just the Lie algebra of the internal symmetry group G
[12]. Thus these generalized dynamical systems all fall into the class of those systems whose
configuration and phase spaces coincide so that their path integral interpretations on the
respective spaces are the same.
To describe the quantum dynamics of these models, we start with the quantization of the
classical SU(N + 1) isospin model of the last Subsection over the phase space CPN . Since
[138]
SU(N + 1) ≃ S2N+1 × SU(N) ≃ S2N+1 × S2N−1 × · · · × S3 (5.223)
it follows that this phase space is the coadjoint orbit O{N,1} = SU(N +1)/(SU(N)×U(1)) of
SU(N + 1) [65], and an integrable Hamiltonian on it will be a combination of the N Cartan
elements of SU(N + 1) which leave the maximal torus HC ∼ (S1)N ⊂ O{N,1} invariant.
Although the orbit space is not a flag manifold as before, it is still possible to generalize the
construction of the coherent states in Subsection 5.4. They are constructed by taking the
highest weight vector |0〉 = ∑ℓ nℓλ(f)ℓ where nℓ is a non-negative integer, λ(f)ℓ is a highest
weight vector of the fundamental representation, and the sum over ℓ is taken in such a
way that the maximum stabalizer group of |0〉 is SU(N) × U(1) (so that the loop space
path integral will be canonically associated with O{N,1} = OΛ′ ≃ Ad∗(SU(N + 1))Λ′ ≃
SU(N+1)/SU(N+1)Λ′) and so that |0〉 is appropriate to the geometry of the given coadjoint
orbit (e.g. the normalization of the coherent states generates the Ka¨hler potentials of the
orbits in the manner described in Subsection 5.4). The existence of such a weight state is in
general always guaranteed by the Borel-Weil-Bott theorem [65, 137].
We now define the coherent states associated with the irreducible [2J ] representation of
the SU(N + 1) group, where 2J ∈ ZZ+, 2J ≤ N + 1 [53, 83] (i.e. the representation with
fundamental highest weight J corresponding to a Young tableau representation by a single
column of 2J boxes). In this representation, the highest weight vector is denoted as |J ;N+1〉,
there are precisely N simple roots α = 1, 2, . . . , N (i.e. roots which cannot be decomposed
into the sum of 2 other positive roots) with E(N+1)α |J ;N + 1〉 = 0, and the Cartan generators
in the Gell-Mann basis have the (diagonal) matrix elements
[Hm]ij =
1√
2m(m+ 1)
(
m∑
k=1
δikδjk −mδi,m+1δj,m+1
)
, m = 1, . . . , N (5.224)
where we have normalized the generators so that tr(XaXb) = 1
2
δab. The dimension of this
representation is
dim [2J ] =

N + 1
2J

 = (N + 1)!
(2J)!(N + 1− 2J)! (5.225)
The generalized coherent states associated with this representation of SU(N + 1) are then
[132]
|ξ) ≡ e
∑N
α=1
ξαE
(N+1)
−α |J ;N + 1〉 , ξ = (ξ1, . . . , ξN) ∈CPN
=
∑
n1+...+nN+1=2J
√√√√ (2J)!
n1! · · ·nN+1! (ξ
1)n1 · · · (ξN)nN |{nk}N+1k=1 ;N + 1〉
(5.226)
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These coherent states have the normalizations
(ξ2|ξ1) =
(
1 +
N∑
α=1
ξα1 ξ¯
α¯
2
)2J
(5.227)
and they obey the completeness relation
PˆJ ≡
∫
dµ(J)(ξ, ξ¯) |ξ))((ξ| = 1(J) (5.228)
where
dµ(J)(ξ, ξ¯) =
(2J +N)!
(2J)!
∏N
α=1 dξ¯
α¯ ∧ dξα
πN(1 +
∑N
µ=1 ξ
µξ¯µ¯)N+1
(5.229)
is the associated coherent state measure.
Consider the quantum propagator
K(J)(ξ2, ξ1;T ) = ((ξ2| e−iT Hˆ|ξ1)) (5.230)
defined in terms of the invariant SU(N + 1) operator that is a linear combination of the
Cartan generators (5.224)
Hˆ = 2J
N∑
m=1
θ˜mHm + 2JC0 (5.231)
which leads as usual to a topological and integrable quantum theory. Then the standard
calculation yields the coherent state path integral
K(J)(ξ2, ξ1;T )
=
∫
L(S2N+1/S1)
[dµ(J)(ξ, ξ¯)] exp
{
2J log
(
1 +
N∑
α=1
ξα2 ξ¯
α¯
2
)
+ 2J log
(
1 +
N∑
α=1
ξα1 ξ¯
α¯
1
)
+i
∫ T
0
dt

 N∑
α=1
2iJ(ξ¯α¯ξ˙α − ξα ˙¯ξα¯)
1 +
∑
µ ξ
µξ¯µ¯
−H(ξ, ξ¯)




(5.232)
where the boundary conditions in the path integral are ξ(0) = ξ1 and ξ¯(T ) = ξ¯2, and
H(ξ, ξ¯) ≡ ((ξ|Hˆ|ξ)) = 2JC0 + 2J
N∑
α=1
θ˜αξαξ¯α¯
1 +
∑
µ ξ
µξ¯µ¯
(5.233)
is the generalized height function (5.213) on CPN . The WKB approximation for the coherent
state path integral has been discussed extensively in [52, 127]. In fact, all of the localization
formulas of Section 4 can be explicitly verified as the above dynamical system is just a multi-
dimensional generalization of the Ka¨hler polarization for the spin propagator in Subsection
5.5 above. The classical equations of motion are
ξ˙α + 2iJθ˜αξα = 0 , ˙¯ξα¯ − 2iJθ˜αξ¯α¯ = 0 (5.234)
whose solutions in the stereographic coordinates (5.214) are the conditionally periodic motions
θα(t) = θα(0) , φα(t) = φα(0) + 2Jθ˜αt (5.235)
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generalizing the results of Subsection 5.5.
In any case, we arrive at the propagator
K(J)(ξ2, ξ1;T ) =
(
1 +
∑N
α=1 ξ
α
1 ξ¯
α¯
2 e
−2iJθ˜αT
)2J
(1 +
∑
µ ξ
µ
1 ξ¯
µ¯
1 )
J(1 +
∑
µ ξ
µ
2 ξ¯
µ¯
2 )
J
e2iJC0T (5.236)
and the associated quantum partition function
ZSU(N+1)(T ) =
∫
dµ(J)(ξ, ξ¯) ((ξ| e−iHˆT |ξ)) =
N+1∑
α=1
e−2iJθ˜
αT
∏
β 6=α
1
1− e−2iJ(θ˜β−θ˜α)T (5.237)
where θ˜N+1 ≡ C0. These generalize the previous results for SU(2) and, in particular, (5.237)
coincides with the anticipated Weyl character formula for the [2J ] representation of G =
SU(N + 1). What is also interesting here is that the Hamiltonian reduction mechanism of
the last Subsection has a quantum counterpart which can be used to interpret the quantum
localization of this dynamical system. To see this, we recall from the last Subsection that the
Hamiltonian (5.233) is the reduction of an (N + 1)-dimensional simple harmonic oscillator
Hamiltonian, which in the quantum case is the Hermitian operator
Hˆ(D) = 2J
N+1∑
α=1
θ˜αaˆ†αaˆα (5.238)
acting on a multi-dimensional Heisenberg-Weyl algebra
⊕N+1
α=1 gHW , where aˆ
†
α, aˆα are N +
1 mutually commuting copies of the raising and lowering operators (5.79). Relating the
coordinates onCN+1 andCPN as usual via the constraint function (5.206), it is straightforward
to show that the projection operator in (5.228) is [52]
PˆJ =
∫ 2π
0
dλ
2π
eiλ(
∑
α
aˆ†αaˆα−2J) =
∑
n1+...+nN+1=2J
|n1, . . . , nN+1〉〈n1, . . . , nN+1| (5.239)
where
|n1, . . . , nN+1〉 ≡ 1√
n1! · · ·nN+1! (aˆ
†
1)
n1 · · · (aˆ†N+1)nN+1 |0〉 (5.240)
are the states of the orthonormal number basis for
⊕N+1
α=1 gHW . This identifies the weight
states of the SU(N + 1) representation above as |{nk}N+1k=1 ;N + 1〉 = |n1, . . . , nN+1〉 in terms
of the bosonic Fock space states (5.240). This method of constructing coherent states is known
as the Schwinger boson formalism [49]–[52].
The trace formula (5.237) can now be represented in terms of the canonical coherent states
|z)) ≡ e
∑N+1
α=1
aˆ†αz
α|0〉/ e 12
∑
µ
zµz¯µ¯
, z = (z1, . . . , zN+1) ∈CN+1 (5.241)
as
ZSU(N+1)(T ) =
∫ ∏N+1
α=1 dz¯
α¯ dzα
πN+1
((z|PˆJ e−iHˆ(D)T |z)) (5.242)
Then using the important property
[
Hˆ(D), PˆJ
]
= 0 (5.243)
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it is straightforward to show that (5.242) becomes [52]
ZSU(N+1)(T )
=
∫ 2π
0
dλ
2π
e−2iJλ
∫
LIR2N+2
∏
t∈[0,T ]
∏
µ dz¯
µ¯(t) dzµ(t)
πN+1
× exp
{
−
∫ T
0
dt
N+1∑
α=1
[
e−2iJT θ˜
α+iλ (z¯α¯z˙α − zα ˙¯zα¯)− zαz¯α¯
]}
(5.244)
where we have also used the resolution of unity for the canonical coherent states (5.241). The
Gaussian functional integration in (5.244) is now trivial to carry out and we find
ZSU(N+1)(T ) =
∫ 2π
0
dλ
2π
e−2iJλ
N+1∏
α=1
1
1− e−2iJθ˜αT+iλ =
∮
S1
dw
2π
w2J+N
N+1∏
α=1
1
w − e−2iJθ˜αT
(5.245)
where we have transformed the angular integration in (5.245) into a contour integral over
the unit circle S1. Carrying out the contour integration picks up N + 1 simple poles each of
residue 1 and leads to Weyl character formula (5.237).
Thus the classical Hamiltonian reduction mechanism discussed in the last Subsection also
implies localization at the quantum level, and again the terms summed over in the WKB
formula represent the singular points of the symplectic reduction of CN+1 to CPN . In the
quantum case the first class constraint algebra (5.243) is determined by the projection oper-
ator PˆJ which coincides with the identity operator on the group representation space when
restricted to the SU(N + 1) coherent states as above. This Hamiltonian reduction is always
just a manifestation of the fact that these localizable dynamical systems are always in some
way just a set of harmonic oscillators, because of the large “hidden” supersymmetry in these
problems. The above analysis can also be straightforwardly generalized to the non-compact
hyperbolic space DN,1 (the complex open (N +1)-dimensional Poincare´ ball [65]) with the as-
sociated SU(N, 1) coherent states, generalizing the results of Subsection 5.6 for SU(1, 1) [52].
In particular, the localization formulas all lead to the Weyl character formula for SU(N, 1)
ZSU(N,1)(T ) = e
−iC0KT
N∏
α=1
1
1− e−iθ˜αT (5.246)
The CPN model above is a special case of the more general Ka¨hler space called a Grass-
mann manifold. Geometrically, this is defined as the k · (N − k) complex-dimensional space
Gr(N, k) of k-planes through the origin of CN (note that Gr(N, 1) = CPN−1). Algebraically,
it is the space of N ×N Hermitian matrices obeying a quadratic constraint,
Gr(N, k) = {P : P † = P, P 2 = P, tr P = k} (5.247)
from which it can be shown to be isomorphic to the U(N) coadjoint orbit [65, 138]
Gr(N, k) ≃ U(N)/(U(k) × U(N − k)) (5.248)
with the transitive U(N) (coadjoint) action P → UPU † on Gr(N, k). Note that the quadratic
constraint in (5.247) implies that the operators P have eigenvalues 0 or 1. They can therefore
be interpreted as fermionic occupation number operators and the trace condition in (5.247)
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can be interpreted as the total number of fermions in a given state. The Grassmann manifolds
are therefore intimately related to an underlying free fermion theory [138]. The symplectic
structure on (5.247) is the associated Kirillov-Kostant 2-form
ω(N,k) = i tr(PdP ∧ dP ) (5.249)
whose explicit form can be written using the local coordinatization provided by the diffeomor-
phism (5.223) and U(N) ≃ SU(N) × S1 [49]. Similarly, the non-compact hyperbolic analog
of the Grassmann manifold is known as the Siegel disc DN,k [65]. It is defined algebraically
as
DN,k = {P˜ : P˜ † = P˜ , P˜ †η(N,k)P = η(N,k)} (5.250)
where η(N,k) is the flat Minkowski metric with diagonal elements consisting of N − k entries
of −1 and k entries of +1. It is isomorphic to the coadjoint orbit
DN,k ≃ U(N, k)/(U(N)× U(k)) (5.251)
of the non-compact Lie group U(N, k), and its Ka¨hler structure is defined by
ω˜(N,k) = tr
(
P˜ η(N,k)dP˜ ∧ η(N,k)dP˜η(N,k)
)
(5.252)
The Grassmann and Siegel spaces above are the representative spaces for homogeneous
manifolds [65]. The coherent state quantization and semi-classical exactness of these dy-
namical systems has been discussed extensively in [49, 138]. The integrable Hamiltonians on
(5.247) are parametrized by a constant N ×N Hermitian matrix X and are defined by
HX(P ) = tr(XP ) (5.253)
so that the partition function generalizes the Itzykson-Zuber integral (5.185). Their Poisson
algebra is
{HX , HY }ω(N,k) = H[X,Y ] (5.254)
so that the associated partition functions define topological theories. The Duistermaat-
Heckman formula
Z
Gr(N,k)
cl (T ) =
(
2πi
T
)k(N−k) ∑
1≤i1<...<ik≤N
eiT
∑k
l=1
hil∏k
l=1
∏
j 6=il(hj − hil)
, (5.255)
with hi ∈ IR the eigenvalues of the Hermitian matrix X in (5.253) parametrizing the Hamil-
tonian, has been verified for this dynamical system and shown to be associated with a Hamil-
tonian reduction mechanism as described above for the case of CPN . The construction of
coherent states via the algebraic or Schwinger boson formalisms parallels that above for the
CPN coherent states, although in the present case it is somewhat more involved. We shall
not go into the technical details here, but refer to [49] where it was also shown that the WKB
localization formula
Z
Gr(N,k)
U(N) (T ) ∼
∑
1≤i1<...<ik≤N
e−ikT
∑k
l=1
hil∏k
l=1
∏
j 6=il(1− e−iT (hj−hil))
=
deti,j
[
e−iThinj
]
∆[ e−iThi ]
(5.256)
yields the anticipated Weyl character formula in the representation defined by the coset space
(5.248). Here k ∈ ZZ+ characterizes the highest weight of the pertinent U(N) representation,
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the non-negative integers ni > ni+1 are the components of the vector λ + ρ (defined as
ni = N − i + bi where bi is the number of boxes in the i-th row of the associated Young
tableau representation), and here we have taken the basis of the Cartan subalgebra in which
(Hi)jk = δijδjk. Similarly, the integrable Hamiltonians on the hyperbolic space (5.250) are
HX˜(P˜ ) = − tr(η(N,k)X˜η(N,k)P˜ ) with X˜ a constant real-valued diagonal matrix.
These constructions of coherent states can also be generalized to the coadjoint orbit spaces
[63, 82, 126]
O{n1,n2,...,nℓ} ≡ SU(N)/(SU(n1)× · · · × SU(nℓ)× U(1)ℓ−1) (5.257)
of dimension N2 −∑ℓi=1 n2i , where ∑ℓi=1 ni = N and the dimension of the SU(N) subgroup
SU(n1) × . . . × SU(nℓ) × U(1)ℓ−1 is N − 1. The complex structure on the orbit (5.257)
is defined by the isomorphism O{n1,n2,...,nℓ} ≃ SL(N,C)/P{n1,n2,...,nℓ}, where SL(N,C) is the
complexification of SU(N) and P{n1,n2,...,nℓ} is a parabolic subgroup of SL(N,C) which is the
subgroup of block upper triangular matrices in the (n1 + . . . + nℓ) × (n1 + . . . + nℓ) block
decomposition of elements of SL(N,C). Note that for n1 = . . . = nN = 1 the coadjoint orbit
(5.257) is the SU(N) flag manifold (the maximal orbit) with P{1,1,...,1} the Borel subgroup
BN , while for n1 = N − 1 and n2 = 1 non-zero only, (5.257) coincides with the CPN manifold
discussed above (the minimal orbit). The isospin degrees of freedom on the coadjoint orbit
(5.257) are defined as [49, 126] (c.f. eq. (5.221))
Q = Ad∗(X)g = gXg−1 , g ∈ SU(N) (5.258)
where X is a diagonal matrix with entries xi ∈ IR satisfying ∑Ni=1 xi = 0 and x1 = x2 = . . . =
xn1 > xn1+1 = xn1+2 = . . . = xn2 > . . . = xnℓ−1 = xnℓ .
The complexification of any element g ∈ SU(N) can be parametrized by N column vectors
Zi ∈CN , i = 1, . . . , N , with
Z†iZj = δij , det[Z1, . . . , ZN ] = 1 (5.259)
The canonical 1-form on the orbit is then
θ{ni} = tr
(
Xg−1dg
)
= i
N−1∑
i=1
JiZ
†
i dZi (5.260)
where Ji = x1 + . . . + 2xi + . . . + xN−1 ≥ 0 and we have used the determinant constraint in
(5.259). The associated Ka¨hler 2-form is
ω{ni} = dθ{ni} = −i
N−1∑
i=1
JidZi ∧ dZ†i (5.261)
and the isospin element (5.258) can be expressed as
Q = i
N−1∑
i=1
(
JiZiZ
†
i −
Ji
N
1
)
(5.262)
Defining the isospin generators Qa = tr(QXa) with the normalization of the SU(N) gen-
erators defined as above for the CPN case, it is straightforward to see that these functions
generate the SU(N) Lie algebra in the Poisson bracket generated by the symplectic structure
(5.261) once the first set of orthonormal constraints in (5.259) are substituted into the above
relations. These functions generalize the angular momentum generators in the SU(2) case
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(where the only coadjoint orbit is the maximal one). The constraint functions in (5.259)
are easily seen to be first class constraint functions [49, 126] so that the coadjoint orbit is
determined again as the symplectic reduction of a larger space. These constraint functions
generate the subgroup SU(n1)× . . .× SU(nℓ)× U(1)ℓ−1 of SU(N). The localization proper-
ties of the topological Hamiltonians generated by the orbit functions (5.262) can therefore be
interpreted again in terms of generalized sorts of harmonic oscillator dynamical systems, the
characteristic feature of the equivariant localization mechanism. The coherent states in these
generic cases are defined analogously to those over CPN above, with the restrictions discussed
at the beginning of this Subsection.
The structure of the integrable models defined on these coset spaces has been discussed
in [63, 82]. The Poisson-Lie relations of the SU(N) symmetry of each orbit (5.257) lead to a
maximal number N2 −N of mutually commuting functions, which is equal to half the (real)
dimension of the maximal coadjoint orbit. In particular, the dynamical properties of the
flag manifold SU(N)/U(1)N−1 have been related to ideas in the theory of non-commutative
integrability. The coherent state quantization of this flag manifold in the case of SU(3) has
also been worked out in detail in [63, 82] (see also [76, 96]). In that case, the Ka¨hler potential
is [134]
FSU(3)(z, z¯) = log [(1 + z1z¯1 + z2z¯2)
p(1 + z3z¯3 + (z2 − z1z3)(z¯2 − z¯1z¯3))q] (5.263)
where p and q are integers. Using the usual integrable Hamiltonians Q3 and Q8 defined as
above, it is straightforward to construct a coherent state path integral representation for the
quantum dynamics of this localizable system and verify the localization formulas of Section
4 above. For instance, the semi-classical approximation has been verified for the dynamical
system with topological Hamiltonian function H =
∑
i=± θ˜iQi, where Q± = Q3 ±
√
3Q8
generate the symplectic circle actions (z1, z2, z3) → ( eiθ1z1, eiθ1z2, z3) and (z1, z2, z3) →
( eiθ2z1, z2, e
−iθ2z3), respectively [63, 82] (so that H generates the symplectic action of the 2-
torus group T 2 = S1×S1 on SU(3)/U(1)2). The WKB localization formula for the quantum
propagator in the coherent state representation for this integrable spin model can then be
worked out to be
KSU(3)(z¯′, z;T )
= (1 + z¯′1z1 e
i(θ˜++θ˜−)T + z¯′2z2 e
iθ˜+T )p(1 + z¯′3z3 e
−iθ˜−T + (z¯′2 − z¯′1z¯′3)(z2 − z1z3) eiθ˜+T )q
(5.264)
which can be shown to coincide with the exact result from a direct calculation.
Finally, we point out that one can also apply the nonabelian localization formalisms of
Subsections 3.8 and 4.9 to these generalized spin models regarding the associated partition
functions as defined on the coordinate manifolds. As such, they can be applied to problems
such as geodesic motion on group manifolds, and in particular we can reproduce the results of
Picken [134] in the Hamiltonian framework [156]. More precisely, we note that in these cases
there is the natural G-invariant metric
g = tr(Ξ⊗ Ξ†) (5.265)
defined on the group manifold of G, where Ξ = h−1dh is the adjoint representation of the
Cartan-Maurer 1-form which takes values in the Lie algebra g of G. For free geodesic motion
on G, the Hamiltonian operator in the Schro¨dinger polarization is given by the Laplace-
Beltrami operator
Hˆ(0) = −1
2
∇2g (5.266)
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with respect to the metric (5.265). The invariant measure on G is taken to be the Riemannian
volume form associated with (5.265), and it is possible to show that the space of trajectories
over G can be made into a Ka¨hler manifold by absorbing the Riemannian volume form into
an effective action in the usual way [134].
The generic classical trajectories generated by the Hamiltonian (5.266) are straight lines
in the Weyl alcove A = HC/W (HC) of the Lie group G because of the decomposition [157]
g1g
−1
2 = vhv
−1 ∀g1, g2 ∈ G (5.267)
where h ∈ HC and the elements v can be parametrized by the coset space G/HC . The geodesic
distance between g1 and g2 defined by (5.265) is independent of v. Then the sum over extrema
in the semi-classical approximation is given by a sum over the lattice ZZr in r-dimensional
Euclidean root space generated by the simple roots of g. The time-evolution kernel is therefore
a function of the r-dimensional vector ~a = (a1, . . . , ar) ∈ A and the localization formulas for
it can be shown to yield the anticipated result [38, 134, 141, 156]
K(~a;T ) ∼
(
1
2πiT
)dimG/2 ∑
~k=(k1,...,kr)∈ZZr
e
i
∑r
j=1
(aj+2πkj)2/2T
∏
α>0
α(~a+ 2π~k)
2 sin 1
2
α(~a+ 2π~k)
(5.268)
where α(~a + 2π~k) =
∑r
j=1 αj(aj + 2πkj). (5.268) is the configuration space analog of the
Weyl character formula (5.28). Applying the Poisson resummation formula [92] leads to a
spectral expansion of the quantum propagator which is a series over the unitary irreducible
representations of G given by
K(~a;T ) = ∑
λ∈ZZr
dimRλ (trλ~a) e−ic(λ)T (5.269)
where
c(λ) =
r∑
i=1
(
(λi + ρi)
2 − ρ2i
)
(5.270)
are the eigenvalues of the quadratic Casimir operator
∑
a(X
a)2 in the representation with
highest weight vector λ.
Similar considerations also apply to n-spheres Sn ≃ SO(n + 1)/SO(n) [92, 96] and their
hyperbolic counterparts Hn ≃ SO(n− 1, 1)/SO(n) obtained by the usual analytical contin-
uation of Sn [31]. The case of S2 we saw was associated with the Dirac monopole, that of
S3 ≃ SU(2) describes the emergence of spin, and S4 corresponds to the BPST instanton-
antiinstanton pair with 2 chiral spins [96]. Notice that these localizations also apply to the
basic integrable models which are well-known to be equivalent to the group geodesic motion
problems above, such as 2-dimensional Yang-Mills theory, supersymmetric quantum mechan-
ics and Calegoro-Moser type theories. These describe the quantum mechanics of integrable
models related to Hamiltonian reduction of free field theories [44, 56] and will be discussed
again in Section 8. Note that these free theory reductions again illustrate the isomorphism
between the localizable models and (trivial) harmonic oscillator type theories.
5.9 Quantization on Non-homogeneous Phase Spaces
Thus far in this Section we have examined the localizable dynamical systems on both those
phase spaces which are maximally symmetric and those with multi-dimensional maximally-
symmetric subspaces. This exhausts all spaces with constant curvature and which are sym-
metric, and we outlined both the physical and group theoretical features of these dynamical
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systems. In this final Subsection of this Section we consider the final remaining possible class
of Riemannian geometries on the phase space M, i.e. those with a Gaussian curvature K(x)
which is a non-constant function of the coordinates on M, so that dimK(M, g) = 1. For
simplicity we restrict attention again to 2-dimensional phase spaces. The geometries which
admit only a single Killing vector are far more numerous than the maximally symmetric or
homogeneous ones and it is here that one could hope to obtain more non-trivial applications
of the localization formulas. Another nice feature of these spaces is that the corresponding
Hamiltonian Poisson algebra will be abelian, so that the Hamiltonians so obtained will auto-
matically be Cartan elements, in contrast to the previous cases where the Lie algebra K(M, g)
was non-abelian. Thus the abelian localization formulas of the last Section can be applied
straightforwardly, and the resulting propagators will yield character formulas for the isometry
group elements defined in terms of a topological field theory type path integral describing the
properties of integrable quantum systems corresponding to Cartan element Hamiltonians.
Given a 1-parameter isometry group G(1) acting on (M, g), we begin by introducing a set
of prefered coordinates (x′1, x′2) defined in terms of 2 differentiable functions χ1 and χ2 as
described in Subsection 5.2, so that in these coordinates the Killing vector V has components
V ′1 = 1, V ′2 = 0. For now, the function χ1 is any non-constant function on M, but we shall
soon see how, once a given isometry of the dynamical system is identified, it can be fixed to
suit the given problem. For a Hamiltonian system (M, ω,H) which generates the flows of the
given isometry in the usual way via Hamilton’s equations, the defining condition (5.55) for
the coordinate function χ2 now reads{
H,χ2
}
ω
= LV χ2 = 0 (5.271)
which is assumed to hold away from the critical point set of H (i.e. the zeroes of V ) almost
everywhere on M. This means that χ2 is a conserved charge of the given dynamical system,
i.e. a G(1)-invariant function of action variables. In higher dimensions there would be many
such possibilities for the conserved charges depending on the integrability properties of the
system. However, in 2-dimensions this requirement fixes the action variable to be simply a
functional of the Hamiltonian H ,
χ2 = F(H) (5.272)
and so even in the non-homogeneous cases we see the intimate connection here between
the equivariant localization formalism and the integrability of a (classical or quantum) dy-
namical system. We note that this only fixes the requirement (5.271) that the coordinate
transformation function be constant along the integral curves of the Killing vector field V .
The isometry condition (5.70) on the symplectic 2-form now only implies that, in the new
x′-coordinates, ωµν(x′) is independent of x′1 (just as for the metric). The Hamiltonian equa-
tions with V ′1 = 1, V ′2 = 0 must be solved consistently now using (5.272) and an associated
symplectic structure. Notice that this construction is explicitly independent of the other co-
ordinate transformation function χ1 used in the construction of the prefered coordinates for
V (c.f. Subsection 5.2).
Thus for a general metric (5.49) that admits a sole isometry, the general “admissible”
Hamiltonians within the framework of equivariant localization are given by the functionals
in (5.272) determined by the transformation x → x′ to coordinates in which the (circle or
translation) action of the corresponding Killing vector is explicit. The rich structure now
arises because the integrability condition LV ω = 0 for the Hamiltonian equations does not
uniquely determine the symplectic 2-form ω, as it did in the case of a homogeneous symmetric
geometry. The above construction could therefore be started with any given symplectic 2-
form obeying this requirement, with the hope of being able to analyse quite general classes
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of Hamiltonian systems. This has the possibility of largely expanding the known examples of
quantum systems where the Feynman path integral could be evaluated exactly, in contrast to
the homogeneous cases where we saw that there was only a small number of few-parameter
Hamiltonians which fit the localization framework. However, it has been argued that the set
of Hamiltonian systems in general for which the localization criteria apply is still rather small
[40, 154]. For instance, we could from the onset take ω to be the Darboux 2-form onM = IR2
and hope to obtain localizable examples of 1-dimensional quantum mechanical problems with
static potentials. These are defined by the Darboux Hamiltonians
HQM(p, q) =
1
2
p2 + U(q) (5.273)
where U(q) is some potential which is a C∞-function of the position q ∈ IR1. It was Dykstra,
Lykken and Raiten [40] who first pointed out that the formalism in Section 4 above, which
naively seems like it would imply the exact solvability of any phase space path integral, does
not work for arbitrary potentials U(q).
To see this, we consider a generic potential U(q) which is bounded from below. By adding
an irrelevant constant to the Hamiltonian (5.273) if necessary, we can assume that U(q) ≥ 0
without loss of generality. We introduce a “harmonic” coordinate y ∈ IR and polar coordinates
(r, θ) ∈ IR+ × S1 by
p = r sin θ , U(q) =
1
2
y2 =
1
2
r2 cos2 θ (5.274)
where we further assume that U(q) is a monotone function. In these coordinates the Hamilto-
nian (5.273) takes the usual integrable harmonic oscillator form H = 1
2
r2, so that the function
χ2 above defines the radial coordinate r in (5.274) and F(H) = √2H in (5.272). The Hamil-
tonian vector field in these polar coordinates has the single non-vanishing component
V θ = −dy
dq
(5.275)
The metric tensor (5.49) will have in general have 3 components grr, gθθ and gθr under the
coordinate transformation (5.274), and the Killing equations (2.112) become
V θ∂θgθθ + 2gθθ∂θV
θ = 0 , ∂θ(grθV
θ) + gθθ∂rV
θ = 0 , V θ∂θgrr + 2grθ∂rV
θ = 0 (5.276)
The 3 equations in (5.276) can be solved in succession by integrating them and the general
solution has the form
gθθ =
f(r)
(V θ)2
, grθ =
f(r)
V θ
∫ θ
θ0
dθ′ ∂r
(
1
V θ′
)
+
h(r)
V θ
, grr =
(V θ)2
f(r)
g2rθ + k(r) (5.277)
where f(r), h(r) and k(r) are arbitrary C∞-functions that are independent of the angular
coordinate θ.
Note that, as expected, there is no unique solution for the conformal factor ϕ in (5.49),
only the requirement that it be radially symmetric (i.e. independent of θ). However, the
equations (5.277) impose a much stronger requirement, this time on the actual coordinate
transformation (5.274). If we impose the required single-valuedness property on the metric
components above, then the requirement that grθ(r, θ) = grθ(r, θ + 2π) is equivalent to the
condition
∂
∂r
∫ 2π
0
dθ
V θ
= 0 (5.278)
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or equivalently that ∫ 2π
0
dθ
dq
dy
= constant (5.279)
However, the only solution to (5.279) is when the function dq
dy
is independent of the radial
coordinate r, which from (5.274) is possible only when y = −q, so that U(q) = 1
2
q2 and HQM
is the harmonic oscillator Hamiltonian. Thus, with the exception of the harmonic oscillator,
equivariant localization fails for all 1-dimensional quantum mechanical Hamiltonians with
static potentials which are bounded below, due to the non-existence of a single-valued metric
satisfying the Lie derivative constraint in this case.
It is instructive to examine the localization formulas for the harmonic oscillator, which is
considered trivial from the point of view of localization theory, to see what role is played by the
degree of freedom remaining in the metric tensor which is not determined by the equivariant
localization constraints. The Hamiltonian vector field (5.275) in this case is V θ = 1 which
generates a global S1-action on M = IR2 given by translations of the angle coordinate θ.
Thus the localization formulas should be exact for the harmonic oscillator using any radially
symmetric geometry (5.49) to make manifest the localization principle. This is certainly true
of the WKB formula (4.115) which does not involve the metric tensor at all, but the more
general localization formulas, such as the Niemi-Tirkkonen formula (4.130), are explicitly
metric dependent through, e.g. the Aˆ-genus terms, although not manifestly so. Explicitly,
the non-vanishing components of the metric tensor (5.49) under the coordinate transformation
(5.274) in the case at hand are
grr = e
ϕ(r) , gθθ = r
2 eϕ(r) (5.280)
and it is straightforward to work out the Riemann moment map and curvature tensor which
with V θ = 1 lead to the non-vanishing components
(ΩV )θr = −(ΩV )rθ = r
2
eϕ(r)
(
2 + r
dϕ(r)
dr
)
, Rθrθr = −1
2
(ΩV )θr
d
dr
log λ(r) (5.281)
where we have introduced the function
λ(r) = e−ϕ(r)(ΩV )θr/2r (5.282)
Substituting the above quantities into the Niemi-Tirkkonen formula (4.130) with ωrθ = r
and working out the Grassmann and θ integrals there, after some algebra we find the following
expression for the harmonic oscillator partition function,
Zharm(T ) ∼ 1
i
∫ ∞
0
dr
d
dr
(
λ(r)
sinTλ(r)
e−iT r
2/2
)
=
1
i
lim
r→0
λ(r)
sinTλ(r)
(5.283)
Comparing with (5.75), we see that this result coincides with the exact result for the harmonic
oscillator partition function only if the function (5.282) behaves at the origin r = 0 as
lim
r→0λ(r) =
1
2
(5.284)
which using (5.281) and (5.282) means that the phase space metric must satisfy, in addition
to the radial symmetry constraint, the additional constraint
lim
r→0 r
d
dr
ϕ(r) = 0 (5.285)
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The requirement (5.285) means that the conformal factor ϕ(r) of the Riemannian geometry
must be an analytic function of r about r = 0, and this restriction on the general form of the
metric (5.49) (i.e. on the functional properties of the conformal factor ϕ) ensures that the
partition function is independent of this phase space metric, as it should be.
This analyticity requirement, however, simply means that the metric should be chosen so
as to eliminate the singularity at the origin of the coordinate transformation to polar coor-
dinates (r, θ) on the plane. That this transformation is singular at p = q = 0 is easily seen
by computing the Jacobian for the change of variables (5.274) with the harmonic oscillator
potential (or by noting that ω and g are degenerate at r = 0 in these coordinates). Since
the equivariant Atiyah-Singer index which appears as the Niemi-Tirkkonen formula for the
quantum mechanical path integral is an integral over characteristic classes, it is manifestly
invariant under C∞ deformations of the metric on M. The transformation to polar coordi-
nates is a diffeomorphism only on the punctured plane IR2−{0}, which destroys the manifest
topological invariance of the partition function (at r = 0 anyway). For λ(0) 6= 0, the metric
tensor describes a conical geometry [98] for which the parameter λ(0) represents the tip angle
of the cone. This example shows that for the localization to work the choice of metric tensor
is not completely arbitrary, since it has to respect the topology of the phase space on which
the problem is defined. As discussed in [40] and [154], this appears to be a general feature
of the generalized localization formalisms, in that they detect explicitly the topology of the
phase space and this can be used to eliminate some of the arbitrariness of the metric (5.49).
Indeed, in the set of prefered coordinates for V it has no zeroes and so the critical points are
“absorbed” into the symplectic 2-form ω and in general also the metric g. Thus the prefered
coordinate transformation for V is a diffeomorphism only on M−MV in general. Nonethe-
less, this simple example illustrates that quite general, non-homogeneous geometries can still
be used to carry out the equivariant localization framework for path integrals and describe
the equivariant Hamiltonian systems which lead to topological quantum theories in terms of
the generic phase space geometry.
Although the above arguments appear to have eliminated a large number of interesting
physical problems, owing to the fact that their Hamiltonian vector fields do not generate well-
defined orbits on the θ-circle, it is still possible that quantum mechanical Hamiltonians with
unbounded static potentials could fit the localization framework. Such dynamical systems
indeed do represent a rather large class of physically interesting quantum systems. The first
such attempt was carried out by Dykstra, Lykken and Raiten [40] who showed that the
Niemi-Tirkkonen localization formula for such models can be reduced to a relatively simple
contour integral. For example, consider the equivariant localization formalism applied to the
1-dimensional hydrogen atom Hamiltonian [91]
Hh(p, q) =
1
2
p2 − 1|q| (5.286)
The eigenvalues of the associated quantum Hamiltonian form a discrete spectrum with energies
En = −1/2n2 , n = 1, 2, . . . (5.287)
which resembles the bound state spectrum of the more familiar 3-dimensional hydrogen atom
[97]. What is even more interesting about this dynamical system is that the classical bound
state orbits all coalesce at the phase space points q = 0, p = ±∞ on IR2, so that a localiza-
tion onto classical trajectories (like the WKB formula) is highly unsuitable for this quantum
mechanical problem. This problem could therefore provide an example wherein although the
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standard WKB approximation cannot be employed, the more general localization formulas,
like the Niemi-Tirkkonen formula, which seem to have no constraints on them other than the
usual isometry restrictions on the phase space M, could prove of use in describing the exact
quantum theory of the dynamical system.
The key to evaluating the localization formulas for the Darboux Hamiltonian (5.286) is
the transformation to the hyperbolic coordinates (r, τ) with −∞ ≤ r, τ ≤ ∞,
p = |r| sinh τ , q = 2/r|r| cosh2 τ (5.288)
so that the Hamiltonian is again Hh = −12r2 and the Hamiltonian vector field has the single
non-vanishing component
V τ = −1
4
r3 cosh3 τ (5.289)
Now the Killing equations have precisely the same form as in (5.276), with (r, θ) replaced by
(r, τ) there, and thus the general solutions for the metric tensor have precisely the same form
as in (5.277). However, because of the non-compact range of the hyperbolic coordinate τ in
the case at hand, we do not encounter a single-valuedness problem in defining the components
grτ as C
∞ functions on IR2 and from (5.277) and (5.289) we find that it is given explicitly by
the perfectly well-defined function
grτ =
12f(r)
r4V τ
(
sinh τ
2 cosh2 τ
+
1
2
arctan(sinh τ)
)
+
h(r)
V τ
(5.290)
In the context of our isometry analysis above, we again choose the coordinate transforma-
tion function χ2 so that F(H) = √−2H in (5.272). The other coordinate function χ1 ≡ x′′1
is determined by noting that the above (r, τ) coordinates are the x′-coordinates in (5.43) from
which we wish to define the prefered set of x′′-coordinates for the Hamiltonian vector field V .
There we identify (x′1, x′2) = (τ, r) according to that prescription. Carrying out the explicit
integration over x′1 = τ using (5.289), and then substituting in the transformation (5.288)
back to the original Darboux coordinates, after some algebra we find
χ1(p, q) = −
∣∣∣∣∣ 2|q| − p2
∣∣∣∣∣
−3/2

p|q|
∣∣∣∣∣ 2|q| − p2
∣∣∣∣∣
1/2
+ 2 arctan

 p∣∣∣ 2|q| − p2
∣∣∣1/2



 (5.291)
Thus the Hamiltonian (5.286) is associated with the phase space metric tensor (5.49) which
is invariant under the translations χ1 → χ1 + a0 of the coordinate (5.291). The analysis
above shows explicitly that the phase space indeed does admit a globally well-defined metric
which is translation invariant in the variable (5.291). It is also possible to evaluate the
Niemi-Tirkkonen localization formula for this quantum problem in a similar fashion as the
harmonic oscillator example above. We shall not go into this computation here, but refer to
[40] for the technical details. The only other point we wish to make here is that one needs
to impose again certain regularity requirements on the conformal factor of the metric (5.49).
These conditions are far more complicated than above because of the more complicated form
of the translation function (5.291), but they are again associated with the cancelling of the
coordinate singularities in (5.288) which make the equivariant Atiyah-Singer index in (4.130)
an explicitly metric dependent quantity. With these appropriate geometric restrictions it is
enough to argue that the quantum partition function for the Darboux Hamiltonian (5.286)
has the form [40]
Zh(T ) ∼
∞∑
n=1
eiT/2n
2
(5.292)
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which from (5.287) we see is indeed the exact spectral propagator for the 1-dimensional
hydrogen atom [91].
This example shows that more complicated quantum systems can be studied within the
equivariant localization framework on a simply connected phase space, but only for those phase
spaces which admit Riemannian geometries which have complicated and unusual symmetries,
such as translations in the coordinate (5.291) above. Thus besides having to find a metric
tensor appropriate to the geometry and topology of a phase space, there is the further general
problem as to whether or not a geometry can in fact possess the required symmetry (e.g.
for Hamiltonians associated with bounded potentials, there is no such geometry). It is not
expected, of course, that any Hamiltonian will have an exactly solvable path integral, and
from the point of view of this Section the cases where the Feynman path integral fails to be
effectively computable within the framework of equivariant localization will be those cases
where a required symmetry of the phase space geometry does not lead to a globally well-
defined metric tensor appropriate to the given topology. Nonetheless, the analysis in [40] for
the 1-dimensional hydrogen atom is a highly non-trivial success of the equivariant localization
formulas for path integrals which goes beyond the range of the standard WKB method.
We conclude this Section by showing that it is possible to relate the path integrals for
generic dynamical systems on non-homogenous phase spaces which fall into the framework of
loop space equivariant localization to character formulas for the associated 1-parameter isom-
etry groups G(1) [154]. For this, we need to introduce a formalism for constructing coherent
states associated with non-transitive group actions on manifolds [85, 154]. We consider the
isothermal metric (5.49) in the prefered x′-coordinates for a Hamiltonian vector field V on
M. Using these coordinates, we define the complex coordinates z = x′2 eix′1 , in analogy with
the case where V defines a rotationally symmetric geometry (as for the harmonic oscillator).
Let f(zz¯) be a G(1)-invariant analytic solution of the ordinary differential equation
d
d(zz¯)
zz¯
d
d(zz¯)
log f(zz¯) =
1
2
eϕ(zz¯) (5.293)
For the symplectic 2-form of the phase space, we take the G(1)-invariant volume form associ-
ated with (M, g),
ω(ϕ) = i
d
d(zz¯)
zz¯
d
d(zz¯)
log f(zz¯) dz ∧ dz¯ (5.294)
whose associated symplectic potential is
θ(ϕ) =
i
2
d
d(zz¯)
log f(zz¯) (z¯dz − zdz¯) (5.295)
This definition turns the phase space into a non-homogeneous Ka¨hler manifold with Ka¨hler
potential
F (ϕ)(z, z¯) = log f(zz¯) (5.296)
such that ω(ϕ) determines the first Chern class of the usual symplectic line bundle L(ϕ) →M.
Let Nϕ, 0 < Nϕ ≤ ∞, be the integer such that the function f(zz¯) admits the Taylor series
expansion
f(zz¯) =
Nϕ∑
n=0
(zz¯)nfn (5.297)
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and let ρ(zz¯) be a G(1)-invariant integrable function whose moments are
∫ P
0
d(zz¯) (zz¯)nρ(zz¯) =
1
fn
, 0 ≤ n ≤ Nϕ (5.298)
where P is a real number with 0 < P ≤ ∞. Let aˆ† and aˆ be bosonic creation and annihilation
operators on some representation space of the isometry group (as in Subsection 5.3 above),
and let |n〉, n ∈ ZZ+, be the complete system of orthonormal eigenstates of the corresponding
number operator, aˆ†aˆ|n〉 = n|n〉. The desired coherent states are then defined as
|z) =
Nϕ∑
n=0
√
fn z
n|n〉 (5.299)
The states (5.299) have the normalization
(z|z) = f(zz¯) = eF (ϕ)(z,z¯) (5.300)
and they obey a completeness relation analogous to (5.142) in the isometry invariant measure
dµ(ϕ)(z, z¯) =
i
2π
f(zz¯)ρ(zz¯)Θ(P − zz¯) dz ∧ dz¯ (5.301)
where Θ(x) denotes the step function for x ∈ IR. The completeness of the coherent states
(5.299) follows from a calculation analogous to that in (5.85) using the definitions (5.297)–
(5.299) above.
Notice that for the functional values f(zz¯) = ezz¯, (1+zz¯)2j and (1−zz¯)−2k, (5.299) reduces
to, respectively, the Heisenberg-Weyl group, spin-j SU(2) and level-k SU(1, 1) coherent states
that we described earlier. Moreover, in that case we consistently find, respectively, the weight
functions ρ(zz¯) = e−zz¯ with P =∞, ρ(zz¯) = (2j+1)(1+zz¯)−2(j+1) with P =∞, and ρ(zz¯) =
(2k − 1)(1 − zz¯)2(k−1) with P = 1. This is anticipated from (5.293), as then the isothermal
metrics in (5.49) correspond to the standard maximally symmetric Ka¨hler geometries. Here
the isometry group acts on the states (5.299) as h(τ)|z) = | eiτz), h(τ) ∈ I(M, g) ≡ G(1),
τ ∈ IR1, which ensures that a Hamiltonian exists (as we shall see explicitly below) such that a
time-evolved coherent state remains coherent in this sense, regardless of the choice of ρ [85].
The (holomorphic) dependence of the non-normalized coherent state vectors |z) on only the
single complex variable z is, as usual, what makes them amenable to the study of the isometry
situation at hand. Notice also that the metric tensor (5.49) and canonical 1-form (5.295) can
as usual be represented in the standard coherent state forms (5.92) and (5.91), respectively.
Considering as usual the coherent state matrix elements (5.95) with respect to (5.299),
using (5.295) and (5.301) we can construct the usual coherent state path integral
Z(ϕ)(T |F(H)) =
∫
LM
∏
t∈[0,T ]
dµ(ϕ)(z(t), z¯(t))
× exp
{
i
∫ T
0
dt
[
1
2
d
d(zz¯)
log f(zz¯) (z ˙¯z − z¯z˙)− F(H)
]} (5.302)
where we have again allowed for a possible functional F(H) of the isometry generator H .
The observable H(z, z¯) in (5.302) can be found by substituting (5.294), written back in the
x′-coordinates using the standard radial form for z = x′2 eix
′1
given in (5.280), and V ′1 = a0,
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V ′2 = 0 into the Hamiltonian equations. Thus the equivariant localization constraints in these
cases determine H in terms of the phase space metric as
H(ϕ)(z, z¯) = a0 · zz¯ d
d(zz¯)
log f(zz¯) + C0 = a0 · ((z|aˆ†aˆ|z)) + C0 = iV θ(ϕ) (5.303)
where the function f(zz¯) is related to the metric (5.49) by (5.293). Notice that (5.303) re-
duces to the usual harmonic oscillator height functions in the maximally symmetric cases of
Subsections 5.3, 5.5 and 5.6 above. Thus (5.303) can be considered as the general localizable
Hamiltonian valid for any phase space Riemannian geometry, be it maximally symmetric or
otherwise (the same is true, of course, for the coherent state path integral (5.302)). This is
to be expected, because the localizable Hamiltonian functions in the case of a homogeneous
symmetry are simply displaced harmonic oscillators, and these oscillator Hamiltonians cor-
respond to the rotation generators of the isometry groups, i.e. translations in arg(z) = x′1
(this also agrees with the usual integrability arguments). In fact, (5.303) shows explicitly that
the function H is essentially just a harmonic oscillator Hamiltonian written in terms of some
generalized phase space geometry.
The main difference in the present context between the homogeneous and non-homogeneous
cases lies in the path integral (5.302) itself. In the former case the coherent state measure
dµ(ϕ)(z, z¯) which must be used in the Feynman measure in (5.302) coincides with the vol-
ume form (5.294), because as mentioned earlier if the isometry group acts transitively on
the Riemannian manifold (M, g) then there is a unique left-invariant measure (i.e. a unique
solution to (5.70)) and so dµ(ϕ) = ω(ϕ) yields the standard Liouville measure on the loop space
LM. In the latter case dµ(ϕ) 6= ω(ϕ), and (5.302) is not in the canonical form (4.145) for the
quantum partition function associated with the loop space symplectic geometry. Nonetheless,
by a suitable modification of the loop space supersymmetry associated with the dynamical
system by noting that the coherent state measure in (5.301) is invariant under the action of
the isometry group on M, it is still possible to derive appropriate versions of the standard
localization formulas with the obvious replacements corresponding to this change of integra-
tion measure. Of course, we can alternatively follow the analysis of the former part of this
Subsection and use the standard Liouville path integral measure, but then we lose the formal
analogies with the Duistermaat-Heckman theorem and its generalizations. It is essentially
this non-uniqueness of an invariant symplectic 2-form in the case of non-transitive isometry
group actions which leads to numerous possibilities for the localizable Hamiltonian systems
defined on such spaces, in marked contrast to the homogeneous cases where everything was
uniquely fixed. If one consistently makes the “natural” choice for ω as the Ka¨hler 2-form
(5.294), then indeed the only admissible Hamiltonian functions H are generalized harmonic
oscillators.
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6 Equivariant Localization onMultiply Connected Phase
Spaces: Applications to Homology and Modular Rep-
resentations
In the last Section we deduced the general features of the localization formalism on a simply-
connected symplectic manifold. We found general forms for the Hamiltonian functions in
terms of the underlying phase space Riemannian geometry which is required for their Feyn-
man path integrals to manifestly localize. This feature is quite interesting from the point
of view that, as the quantum theory is always ab initio metric-independent, this analysis
probes the role that the geometry and topology plays towards the understanding of quan-
tum integrability. For instance, we saw that the classical trajectories of a harmonic oscillator
must be embedded into a rotationally-invariant geometry and that as such its orbits were
always circular trajectories. For more complicated systems these quantum geometries are less
familiar and endow the phase space with unusual Riemannian structures (i.e. complicated
forms of the localization supersymmetries). In any case, all the localizable Hamiltonians were
essentially harmonic oscillators (e.g. the height function for a spherical phase space geom-
etry) in some form or another, and their quantum partition functions could be represented
naturally using coherent state formalisms associated with the Poisson-Lie group actions of
the isometry groups of the phase space. In the non-homogeneous cases we saw, in particular,
that to investigate equivariant localization in general one needs to determine if a Riemannian
geometry can possess certain symmetries imposed by some rather ad-hoc restrictions from the
dynamical system. In practice, the introduction of such a definite geometry into the problem
is highly non-trivial, although we saw that it was possible in some non-trivial examples. These
results also impose restrictions on the classes of topological quantum field theories and super-
symmetric models which fall into the framework of these geometric localization principles, as
we shall discuss at greater length in Section 8.
In this Section we shall extend the analysis of Section 5 to the case when the phase space
M is multiply-connected [148]. We shall primarily focus on the case where M is a compact
Riemann surface of genus h ≥ 1, again because of the wealth of mathematical characterizations
that are available for such spaces. We shall explore how the localization formalism differs from
that on a simply-connected manifold. Recall that much of the formalism developed in Section
4, in particular that of Subsection 4.10, relied quite heavily on this topological restriction. We
shall see that now the topological quantum field theories that appear also describe the non-
trivial first homology group of the Riemann surface, and that it is completely independent of
the geometrical structures that are used to carry out the equivariant localization onM, such
as the conformal factors and the modular parameters. This is typically what a topological field
theory should do (i.e. have only global features), and therefore the equivariant Hamiltonian
systems that one obtains in these cases are nice examples of how the localization formalism
is especially suited to describe the characteristics of topological quantum field theories on
spaces with much larger topological degrees of freedom. Again the common feature will be
the description of the quantum dynamics using a coherent state formalism, this time associated
with a non-symmetric spin system and some ideas from geometric quantization [22, 166]. We
shall in addition see that the coherent states span a multi- but finite-dimensional Hilbert space
in which the wavefunctions carry a non-trivial representation of the discrete first homology
group of the phase space. We shall verify the localization formulas of Section 4 in a slightly
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modified setting, pointing out the important subtleties that arise in trying to apply them
directly on a multiply-connected phase space.
Although we shall attempt to give a quite general description of the localizable dynamics
on such spaces, most of our analysis will only be carried out explicitly for genus 1, i.e. on the
2-torus T 2 = S1×S1. In particular, we shall view the torus in a way best suited to describe its
complex algebraic geometry, i.e. in the parallelogram representation of Subsection 3.5, so that
we can examine the topological properties of the quantum theory we find and get a good idea
of the features of the localization formalism on multiply-connected spaces in general. Another
more explicit way to view the torus is by embedding it in IR3 by revolving the circle (y−a)2+
x2 = b2 on the xy-plane around the x-axis, where 0 < b < a, i.e. embedding T 2 in 3-space by
x = b sinφ1, y = (a + b cosφ1) sinφ2 and z = (a + b cosφ1) cosφ2. The induced metric on the
surface from the flat Euclidean metric of IR3 is then b2dφ1⊗dφ1+(a+b cos φ1)2dφ2⊗dφ2, and
the modular parameter τ ∈ C+ of the parallelogram representation of T 2 is (c.f. Subsection
3.5)
τ = ib/
√
a2 − b2 (6.1)
If we now introduce the coordinate
θ = θ(φ1) =
∫ φ1
0
dφ′1
b
a + b cosφ′1
(6.2)
then it is straightforward to verify that w = φ2+iθ is an isothermal coordinate for the induced
metric on T 2 for which its isothermal form is ρ(θ)(dφ2⊗dφ2+dθ⊗dθ). This defines a complex
structure on T 2. Since this metric is invariant under translations in φ2, we could heuristically
follow the analysis of Subsection 5.9 to deduce that one class of localizable Hamiltonians
are those which are functions only of φ1. In order that these Hamiltonians be well-defined
globally on T 2 = S1 × S1, we require in addition that these be periodic functions of φ1.
As we shall soon see, this is consistent with the general localizable dynamical systems we
shall find. Topological invariance of the associated quantum theory in this context would be
something like the invariance of it under certain rescalings of the modular parameter (6.1),
i.e. under rescalings of the radius parameters a or b corresponding to a uniform ‘shift’ in
the local geometry of T 2. A topological quantum theory shouldn’t detect such shifts which
aren’t considered as ones modifying the topological properties of the torus. In other words,
the topological quantum theory should be independent of the phase space complex structure.
We shall see this in a more algebraic form later on in this Section.
6.1 Isometry Groups of Multiply Connected Spaces
To describe the isometries of a generic path connected, multiply-connected Riemannian man-
ifold (M, g), we lift these isometries up into what is known as the universal covering space
of the manifold. The multiple-connectivity of M means that it has loops in it which can-
not be contracted to a point (i.e. M has ‘holes’ in it). This is measured algebraically by
what is called the fundamental homotopy group π1(M) of M, a similar but rather different
mathematical entity as the first homology group H1(M; ZZ). Roughly speaking, this group is
defined as follows. We fix a basepoint x0 ∈ M and consider the loop space of periodic maps
σ : [0, 1]→M with σ(0) = σ(1) = x0. For any 2 loops σ and τ based at x0 in this way, the
product loop σ · τ is defined to be the loop obtained by first going around σ, and then going
around τ . The set π1(M) is the space of all equivalence classes [σ] of loops, where 2 loops are
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equivalent if and only if they are homotopic to each other, i.e. there exists a continuous defor-
mation between the loops. It can be shown that the above multiplication of loops then gives
a well defined multiplication in π1(M) and turns it into a group with identity the homotopy
class of the trivial loop [0, 1]→ x0 and with inverse defined by reversing the orientation of a
loop. In general, this group is non-abelian and discrete, and it is related to the first homology
group H1(M; ZZ) as follows. Let [G,G] denote the commutator subgroup of any group G,
i.e. [G,G] is the normal subgroup of G generated by the products ghg−1h−1, g, h ∈ G. The
homology group H1(M; ZZ) is then the abelianization of the fundamental group,
H1(M; ZZ) = π1(M)ab ≡ π1(M)/ [π1(M), π1(M)] (6.3)
If π1(M) is itself abelian, then the homology and homotopy of M coincide. We refer to [94]
for a more complete exposition of homotopy theory and how homology, in the sense of (6.3),
is the natural approximation of homotopy.
The universal covering space of M is now defined as the smallest simply connected man-
ifold M˜ covering M. By a covering space we mean that there is a surjective continuous
projection map π : M˜ → M such that its restriction to any neighbourhood of M˜ defines a
local diffeomorphism. This means that locally onM we can lift any quantity defined on it to
its universal cover and study it on the simply connected space M˜. The manifold M and its
universal covering space M˜ are related by the homeomorphism
M≃ M˜/π1(M) (6.4)
where the fundamental group acts freely on M˜ through what are known as deck or covering
transformations [94], i.e. the diffeomorphisms σ : M˜ → M˜ such that π(σ(x)) = π(x),
∀x ∈ M˜. Thus in this setting, the universal covering space is a principal fiber bundle where
the total space M˜ is locally regarded as the space of all pairs (x, [Cx]), where Cx is a curve in
M from x0 to x and [Cx] is its homotopy class34. The structure group of the bundle is π1(M)
and the bundle projection M˜ π−→ M takes a homotopy class of curves to their endpoint,
π : [Cx]→ x. Clearly, M is its own universal cover if it is simply connected, i.e. π1(M) = 0.
We shall see some examples in due course.
Consider now a Riemannian metric g defined on M, and let π∗g be its inverse image
under the canonical bundle projection of M˜ onto M. Then (M˜, π∗g) is a simply-connected
Riemannian manifold, and from the analysis of the last Section we are well acquainted with
the structure of its isometry groups. It is possible to show [90], from the principal fiber bundle
interpretation (6.4) above, that to every isometry h ∈ I(M, g) one can associate an isometry
h˜ ∈ I(M˜, π∗g) which is compatible with the universal covering projection in the sense that
π ◦ h˜ = h ◦ π (6.5)
To prove this one needs to show that the lifting h˜ ≡ π∗h gives a diffeomorphism of M˜ which
is a well-defined function on the homotopy classes of curves used for the definition of M˜
[90]. Thus the isometries of the Riemannian manifold (M, g) lift to isometries of the simply
connected space (M˜, π∗g) of which we have a complete description from the last Section. It
should be kept in mind though that there can be global obstructions from the homotopy of
M to extending an isometry of M˜ projected locally down onto M by the bundle projection
π. We shall see how this works in the next Subsection.
34Here a homotopy class of curves [Cx] can be identified with an element of pi1(M) by choosing another
basepoint x′0 and a grid of standard paths from x
′
0 to any other point in M. Then the associated homotopy
class is represented by the loop [x′0, x0] ∪ Cx ∪ [x, x′0].
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6.2 Equivariant Hamiltonian Systems in Genus One
Our prototypical model for a multiply-connected symplectic manifold will be the 2-torus
T 2 = S1 × S1 which we first studied in Subsection 3.5. Notice that the circle is multiply-
connected with π1(S
1) = ZZ with the integers labelling the number of times that a map
σ : S1 → S1 ‘winds’ around the circle, i.e. to each homotopy class [σ] ∈ π1(S1) we can
associated an integer which we call the winding number of the loop σ (where a change of
sign signifies a change in the direction of traversing the loop). We can describe the homotopy
of the torus by introducing 2 loops a and b, both fixed at the same basepoint on S1 × S1,
with a encircling once the inner circle of the torus (i.e. a : S1 → (φ1, 0) ∈ S1 × S1) and b
encircling once the outer circle (i.e. b : S1 → (0, φ2) ∈ S1 × S1). Since clearly any other loop
in T 2 is homotopic to some combination of the loops a and b, it follows that they generate
the fundamental group π1(T
2) of the torus, and furthermore they obey the relation
aba−1b−1 = 1 (6.6)
which is easily seen by simply tracing the loop product in (6.6) around S1 × S1. (6.6) means
that π1(T
2) is abelian and therefore coincides with the first homology group (3.81). Thus
the loops a and b defined above are also generators of the first homology group H1(Σ
1; ZZ),
and they will henceforth be refered to as the canonical homology cycles of the torus. Note
that any homology cycle in Σ1 which defines the homology class of a (respectively b) can be
labelled by the φ1 angle coordinates (respectively φ2). Thus any homology class of a genus 1
compact Riemann surface is labelled by a pair of integers (n,m) which represents the winding
numbers around the canonical homology cycles a and b.
Recall from Subsection 3.5 the description of the torus as a parallelogram with its opposite
edges identified in the plane, and with modular parameter τ ∈C+ which labels the inequivalent
complex analytic structures on the torus (or equivalently the conformal equivalence classes of
metrics on T 2) [107, 140]. This means that it can be represented as the quotient space
Σ1 =C/(ZZ⊕ τZZ) (6.7)
where the quotient is by the free bi-holomorphic action of the lattice group ZZ ⊕ τZZ on
the simply-connected complex plane C. In other words, the lattice group is the discrete
automorphism group of the complex plane and it acts on C by the translations35
z → z + 2π(n+ τm) , z¯ → z¯ + 2π(n+ τ¯m) ; n,m ∈ ZZ (6.8)
under which the canonical bundle projection C
π−→ Σ1 is invariant. That the plane is the
universal cover of the torus is easily seen by observing that the real line IR1 is the universal
cover of the circle S1 with the bundle projection π(x) = e2πix for x ∈ IR1.
With the identification (6.7), we can now consider the most general Euclidean signature
metric on Σ1. From our discussion in Subsection 5.2, we know that the most general metric
on C can be written in the global isothermal form (5.49). The covering projection in (6.7)
in this way induces the most general metric on the torus, which can therefore be written in
terms of a flat Ka¨hler metric as
gτ =
eϕ(z,z¯)
Im τ
dz ⊗ dz¯ (6.9)
35For an exposition of the various equivalent ways, such as above, of describing compact Riemann surfaces
in different geometric forms, see [106].
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or in terms of the angle coordinates (φ1, φ2) ∈ S1 × S1
[gφµφν ] =
eϕ(φ1,φ2)
Im τ

 1 Re τ
Re τ |τ |2

 (6.10)
The complex structure on Σ1 is now defined by the complex coordinates z = φ1+τφ2, z¯ = φ1+
τ¯φ2 which are therefore considered invariant under the transformations (6.8). The conformal
factor ϕ(z, z¯) is now a globally defined real-valued function on Σ1 (i.e. invariant under the
translations (6.8)), and the normalization in (6.9) is chosen for simplicity so that the associated
metric volume of the torus
volgτ (Σ
1) =
∫
Σ1
d2φ
√
det gτ =
∫
Σ1
d2φ eϕ(φ1,φ2) ≡ (2π)2v (6.11)
is finite and independent of the complex structure of Σ1 with v ∈ IR a fixed volume parameter
of the torus. The metric (6.9) is further constrained by its Gaussian curvature scalar
K(gτ) = −1
2
Im(τ) e−ϕ∇2τϕ (6.12)
which by the Gauss-Bonnet-Chern theorem (5.54) for genus h = 1 must obey∫
Σ1
d2φ ∇2τϕ(φ1, φ2) = 0 (6.13)
where ∇2τ = ∂∂¯ is the scalar Laplacian
∇2τ = ∂2φ1 + |τ |−2∂2φ2 + 2 Re(τ)|τ |−2∂φ1∂φ2 (6.14)
associated with the Ka¨hler structure in (6.9).
Given this general geometric structure of the 2-torus, following the analysis of the last
Section we would like to find the most general Hamiltonian system on it which obeys the
localization criteria. First of all, the condition that the Hamiltonian H generates a globally
integrable isometry of the metric (6.9) implies that the associated Hamiltonian vector fields
V µ(x) must be single-valued functions under the windings (6.8) around the non-trivial ho-
mology cycles of Σ1. This means that these functions must admit convergent 2-dimensional
harmonic mode expansions
V µ(φ1, φ2) =
∞∑
n,m=−∞
V µn,m e
i(nφ1+mφ2) (6.15)
In other words, the components of V must be C∞-functions which admit a 2-dimensional
Fourier series plane wave expansion (6.15) appropriate to globally-defined periodic functions
on S1 × S1. As we shall now demonstrate, these topological restrictions from the under-
lying phase space severely limit the possible Hamiltonian systems to which the equivariant
localization constraints apply.
From (2.112) it follows that the Killing equations for the metric (6.10) are
2∂φ1V
1 + 2 Re(τ)∂φ1V
2 + V µ∂φµϕ = 0
2 Re(τ)∂φ2V
1 + 2|τ |2∂φ2V 2 + |τ |2V µ∂φµϕ = 0
∂φ2V
1 + Re(τ)(∂φ2V
2 + ∂φ1V
1) + |τ |2∂φ1V 2 + Re(τ)V µ∂φµϕ = 0
(6.16)
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Substituting in the harmonic expansions (6.15) and using the completeness of the plane waves
there to equate the various components of the expansions in (6.16), we find after some algebra
that (6.16) generates 2 coupled equations for the Fourier components of the Hamiltonian
vector field,
(|τ |2n− Re(τ)m)V 1n,m = |τ |2(m− Re(τ)n)V 2n,m
(m− Re(τ)n)V 1n,m =
[
( Re(τ)2 − Im(τ)2)n− Re(τ)m
]
V 2n,m
(6.17)
which hold for all integers n and m. It is straightforward to show from the coupled equations
(6.17) that for τ ∈ C+, V 1n,m = V 2n,m = 0 unless n = m = 0. Thus the only non-vanishing
components of the harmonic expansions (6.15) are the constant modes,
V µΣ1(x) = V
µ
0 (6.18)
and the only Killing vectors of the metric (6.9) are the generators of translations (by V µ0 ∈
IR) along the 2 independent homology cycles of Σ1. Notice that this result is completely
independent of the structure of the conformal factor ϕ in (6.9), and it simply means that
although the torus inherits locally 3 isometries from the maximally symmetric plane, i.e. local
rotations and translations, only the 2 associated translations on Σ1 are global isometries.
The independence of this result on the conformal factor is not too surprising, since this just
reflects the fact that given any metric on a compact phase space we can make it invariant
under a compact group action by averaging it over the group in its Haar measure. The above
derivation gives an explicit geometric view of how the non-trivial topology of Σ1 restricts the
allowed global circle actions on the phase space, and we see therefore that the isometry group
of any globally-defined Riemannian geometry on the torus is U(1)× U(1).
The invariance condition (5.70) for the symplectic structure can be solved by imposing the
requirement of invariance of ωΣ1 independently under the 2 Killing vectors (6.18). This implies
that the components ωφµφν must be constant functions, i.e. that ω must be proportional to
the Darboux 2-form ωD, and thus we take
ωΣ1 = v dφ1 ∧ dφ2 (6.19)
to be an associated metric-volume form on Σ1 for the present Riemannian geometry (c.f.
(6.11)). The symplectic structure here is thus the symplectic reduction of that from the
universal bundle projection C
π−→ Σ1. It is straightforward to now integrate up the Hamil-
tonian equations with (6.18) and (6.19), and we find that the Hamiltonian HΣ1 is given by
displacements along the homology cycles of Σ1,
HΣ1(φ1, φ2) = h
1φ1 + h
2φ2 (6.20)
where
h1 = vV 20 , h
2 = −vV 10 (6.21)
are real-valued constants. Note that, as anticipated from (6.7), the invariant symplectic
structure here is uniquely determined just as for 2-dimensional maximally symmetric phase
spaces which have 3 (as opposed to just 2 as above) linearly independent Killing vectors.
Thus we see here that the localizable Hamiltonian systems in genus 1 are even more severely
restricted by the equivariant localization constraints as compared to the simply-connected
cases. Note that the Hamiltonian (6.20) does not determine a globally-defined single-valued
function on Σ1, a point which we shall return to shortly.
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6.3 Homology Representations and Topological Quantum Field The-
ory
The Hamiltonian (6.20) defines a rather odd dynamical system on the torus, but besides this
feature we see that the allotted Hamiltonians as determined from the geometric localization
constraints are in effect completely independent of the explicit form of the phase space geom-
etry and depend only on the topological properties of the manifold Σ1, i.e. (6.20) is explicitly
independent of both the complex structure τ and the conformal factor ϕ appearing in (6.9).
From the analysis of the last Section, we see that this is in marked contrast to what occurs in
the case of a simply connected phase space, where the conformal factor of the metric entered
into the final expression for the observable H and the equivariant Hamiltonian systems so
obtained depended on the phase space geometry explicitly. In the present case the partition
function with Hamiltonian (6.20) and symplectic 2-form (6.19) obtained as the unique solu-
tions of the equivariant localization constraints can be thought of in this way as defining a
topological quantum theory on the torus which is completely independent of any Riemannian
geometry on Σ1. Furthermore, the symplectic potential associated with (6.19) is
θΣ1 =
v
2
(φ1dφ2 − φ2dφ1) (6.22)
which we note is only locally defined because it involves multi-valued functions in this local
form, so that ωΣ1 is a non-trivial element of H
2(Σ1; ZZ) = ZZ. The Hamiltonian (6.20) thus
admits the local topological form HΣ1 = iVΣ1θΣ1 , so that the corresponding partition function
defines a cohomological field theory and it will be a topological invariant of the manifold Σ1.
To explore some of the features of this topological quantum field theory, we note first that
(6.20) is not defined as a global C∞-function on Σ1. However, this is not a problem from the
point of view of localization theory. Although for the classical dynamics the Hamiltonian can
be a multi-valued function on Σ1, to obtain a well-defined quantum theory we require single-
valuedness, under the windings (6.8) around the homology cycles of Σ1, of the time evolution
operator e−iT HˆΣ1 which defines the quantum propagator (and also of the Boltzmann weight
eiTHΣ1 if we wish to have a well-defined classical statistical mechanics). This implies that
the constants hµ in (6.20) must be quantized, i.e. hµ ∈ hZZ for some h ∈ IR, and then time
propagation in this quantum system can only be defined in discretized intervals of the base
time h−1, i.e. T = NTh−1 where NT ∈ ZZ+. Such quantizations of coupling parameters in
topological gauge theories is a rather common occurence to ensure the invariance of a quantum
theory under ‘large gauge transformations’ when the underlying space has non-trivial topology
[22].
In the quantum theory, the Hamiltonian (6.20) therefore represents the winding numbers
around the homology cycles of the torus, and therefore to each homology class of Σ1 we can as-
sociate a corresponding Hamiltonian system obeying the equivariant localization constraints.
The partition function is now denoted as
ZvΣ1(k, ℓ;NT ) ∼
∫
LΣ1
[d2φ] exp
{
i
∫ NT h−1
0
dt
(
vφ2φ˙1 + h(kφ1 + ℓφ2)
)}
(6.23)
where k and ℓ are integers and we have integrated the kinetic term in (6.23) by parts. This
path integral can be evaluated directly by first integrating over the loops φ2(t), which gives
ZvΣ1(k, ℓ;NT ) ∼
∫
LS1
[dφ1] δ(vφ˙1 + hℓ) exp
{
i
∫ NT h−1
0
dt hkφ1(t)
}
∼ e−ikℓN2T /2v (6.24)
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Thus the partition function of this quantum system represents the non-trivial homology classes
of the torus, through the winding numbers k and ℓ and the time evolution integer NT . In
fact, (6.24) defines a family of 1-dimensional unitary irreducible representations of the first
homology group of Σ1 through the family of homomorphisms
ZvΣ1(·, ·;NT ) : H1(Σ1; ZZ)→ U(1)⊗ U(1) (6.25)
from the additive first homology group (3.81) into a multiplicative circle group. Notice that
the associated homologically-invariant quantum theory is trivial, in that the sum over all
winding numbers of the partition function (6.24) vanishes,
∞∑
k,ℓ=−∞
ZvΣ1(k, ℓ;NT ) =
∞∑
k=−∞
(
1
1− e−ikN2T /2v +
1
1− eikN2T /2v − 1
)
= 0 (6.26)
This sum over all winding numbers is analogous to what one would do in 4-dimensional
Yang-Mills theory to include all instanton sectors into the quantum theory [146].
However, it is possible to modify slightly the definition of the quantum propagator on a
multiply-connected phase space so that we obtain a partition function which is independent
of the homology class defined by the Hamiltonian using a modification of the definition of
the path integral over a multiply connected space [142]. In general, if the phase space M
is multiply connected, i.e. π1(M) 6= 0, then the Feynman path integral representation of
the quantum propagator can contain parameters χ([σ]) which are not present in the classical
theory and which weight the homotopy classes [σ] of topologically inequivalent time evolutions
of the system36,
Zhom(T ) =
∑
[σ]∈π1(M)
χ([σ])
∫
x(t)∈[σ]
[d2nx]
√
det ‖Ω‖ eiS[x] (6.27)
Unitarity and completeness of the quantum theory (i.e. of the propagator (4.13)) yield,
respectively, the constraints that the parameters χ([σ]) are phases,
χ([σ])∗χ([σ]) = 1 (6.28)
and that they form a 1-dimensional unitary representation of π1(M),
χ([σ])χ([σ′]) = χ([σ · σ′]) (6.29)
Note that the restriction of the path integration to homotopy classes as in (6.27) makes well-
defined the representation of the partition function action S with a local symplectic potential
following the Wess-Zumino-Witten prescription of Subsection 4.10. In particular, we can
invoke the argument there to conclude that over each homotopy class [σ] ∈ π1(M), the path
integral depends only on the second cohomology class defined by ω.
In the case at hand, the partition function (6.24) is regarded as that obtained by restricting
the path integration in (6.23) to loops in the homology class labelled by (k, ℓ) ∈ ZZ2. In
particular, we can add to the sum in (6.26) the phases χ(k, ℓ) = eiα(k,ℓ) for each (k, ℓ) ∈ ZZ2,
which from (6.29) would then have to satisfy
α(k + k′, ℓ+ ℓ′) = α(k, ℓ) + α(k′, ℓ′) (6.30)
36This definition could also be applied to the full quantum propagator K(x′, x;T ) between 2 phase space
points. Then the sum in (6.27) is over all homotopy classes of curves [Cxx′ ] from x to x
′ which are identified
with elements of pi1(M) using a standard mesh of paths.
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The condition (6.30) means that the phase α(k, ℓ) defines a u(1)-valued 1-cocycle of the
fundamental (or homology) group ZZ ⊕ ZZ of Σ1 (see Appendix A) as required for them to
form a representation of it in the circle group S1. When they are combined with the character
representation (6.24) and the resulting quantity is summed as in (6.26), we can obtain a
propagator which is a non-trivial homological invariant of Σ1 and which yields a character
formula for the non-trivial topological groups of the phase space. We shall see how to interpret
these character formulas in a group-theoretic setting, as we did in the last Section, in the
Subsection 6.5. Notice that, strictly speaking, the volume parameter v in (6.24) should be
quantized in terms of h, k and ℓ so that the partition function yields a non-zero result when
integrated over the moduli space of T -periodic trajectories. In this way, (6.24) also represents
the cohomology class defined by the symplectic 2-form (6.19) through the parameter v. We
recall from Subsection 4.10 that for a simply-connected phase space, the localizable partition
functions depend only on the second cohomology class defined by ω. Here we find that the
multiple-connectivity of the phase space makes it depend in addition on the first homology
group of the manifold. Thus the partition function of the localizable quantum systems on the
torus yield topological invariants of the phase space representing its (co-)homology groups.
6.4 Integrability Properties and Localization Formulas
We now turn to a discussion of the structure of the localization formulas for these localizable
Hamiltonian systems. Of course, since the canonical U(1) × U(1) ∼ T 2 action on the torus
generated by (6.20) has no fixed points, this means that the classical partition function∫
T 2
v dφ1 dφ2 e
iTHΣ1 (φ1,φ2) =
1
T 2vV 10 V
2
0
(
e−2πiTvV
2
0 − 1
) (
1− e2πiTvV 10
)
(6.31)
isn’t given by the Duistermaat-Heckman formula. The reason can be traced back to the
Poisson algebra {φ1, φ2}ωΣ1 = −1/v which shows that the full Hamiltonian (6.20) is not a
functional of action variables in involution. Even if we choose a Hamiltonian which is a
Morse function on T 2 given by a functional of the components of the localizable isometry
generators on the torus (like the height function), Kirwan’s theorem forbids the exactness of
the stationary phase approximation for the associated classical partition functions.
We can also view this failure at the level of a Hamiltonian reduction as discussed in
Subsections 5.7 and 5.8 above. For instance, consider the following partition function that
does not fulfill the Duistermaat-Heckman theorem,
ZT
2
M (T ) ≡
∫
T 2
v dφ1 dφ2 e
iT (a cosφ1+b cosφ2) = (2π)2vJ0(−iTa)J0(−iT b) (6.32)
We can write the left-hand side of (6.32) as a reduction from a larger integral on C2 by
introducing 2 complex coordinates z1 = |z1| eiφ1 and z2 = |z2| eiφ2 with the constraints
P (z, z¯) ≡ zz¯ − 1 = 0 (6.33)
for z = z1, z2. Introducing Lagrange multipliers λ1 and λ2 whose integration over IR produces
delta-functions enforcing these constraints, we can write the integration in (6.32) as
ZT
2
M (T ) = v
∫ ∞
−∞
dλ1 dλ2
∫
IR4
d2z1 d
2z2
π2
exp
{
iT
(
a
2
(z1 + z¯1) +
b
2
(z2 + z¯2)
)
+iλ1(z1z¯1 − 1) + iλ2(z2z¯2 − 1)}
(6.34)
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This shows that, unlike the cases mentioned in Subsections 5.7 and 5.8, the Hamiltonian in
(6.34) from which the dynamical system in (6.32) is obtained by Hamiltonian reduction is not
a bilinear function and it does not commute with the constraint functions defined by (6.33), i.e.
the constraints of the reduction are not first class constraints. These alternative integrability
arguments therefore also serve as an indication of the breakdown of the localization formalism
when applied to multiply connected phase spaces, in addition to the usual topological criteria
provided by Kirwan’s theorem. We shall see again in Section 7 this sort of interplay between
integrability and Kirwan’s theorem.
The situation is better for the quantum localizations, even as far as the possibilities of
using functionals F(HΣ1) of the isometry generator (6.20) for localization as in Subsection 4.9.
Here the arbitrariness of these functionals is not as great as it was in the simply connected
cases of Section 5. There we required generally only that F be bounded from below, while
in the case at hand the discussion of Subsection 6.3 above shows that we need in addition
the requirement that F be formally a periodic functional of the observable (6.20). In general,
this will not impose any quantization condition on the time translation T , as it did before.
For such functionals, however, it is in general rather difficult to determine explicitly the
Nicolai transform in (4.148) required for the localization (4.149). Alternatively, one can try
to localize the system using (4.142) and the above description of the quantum theory as
a topological one, but then we lose the interpretation of the independent Hamiltonians in
(6.20) as conserved charges of some integrable dynamical system with phase space the torus.
These remarks imply, for example, that one cannot equivariantly quantize a free particle or
harmonic oscillator (with compactified momentum and position ranges) on the torus, so that
the localizable dynamical systems do not represent generalized harmonic oscillators as they
did in the simply connected cases. The same is true of the torus height function (3.78), as
anticipated. However, in these cases the periodicity of the Hamiltonian function leads to a
much better defined propagator in the sense of it being a tempered distribution represented
by a functional integral. Notice that this also shows explicitly, in a rather transparent way,
how the Hamiltonian functions on T 2 are restricted by Kirwan’s theorem, which essentially
means in the above context that the localization formalism loses its interpretation in terms
of integrability arguments on a multiply connected phase space. The topological field theory
interpretations do, however, carry through from the simply-connected cases but with a much
richer structure now.
The expression (6.24) for the quantum partition function also follows directly from sub-
stituting into the Boltzmann weight eiS[x] the value of the action in (6.23) evaluated on the
classical trajectories x˙µ(t) = V µΣ1 for the above quantum system, which here are defined by
φ˙1(t) = V
1
0 , φ˙2(t) = V
2
0 (6.35)
Thus the path integral (6.23) (trivially) localizes onto the classical loops as in the WKB lo-
calization formula (4.115), except that now even the 1-loop fluctuation term vanishes and the
path integral is given exactly by its tree-level value. This also independently establishes the
quantizations of the propagation time T and the volume parameter v, in that T -periodic so-
lutions to the classical equations of motion with the degenerate structure of the Hamiltonian
(6.20) only exist with the discretizations of the parameters hµ and T above. This is consistent
with the discussion at the beginning of Subsection 4.6 concerning the structure of the moduli
space of classical solutions, and again for these discretizations the path integral can be evalu-
ated using the degenerate localization formula (4.122) while for the non-discretized values the
critical trajectory set (trivially) coincides with the critical point set MV of the Hamiltonian.
Furthermore, the fact that the conformal factor ϕ is not involved at all in the solutions of the
169
localization constraints just reflects the fact that the torus is locally flat (as is immediate from
its parallelogram representation) and any global ‘curving’ of its geometry represented by ϕ in
(6.9) can only be done in a uniform periodic fashion around the canonical homology cycles of
Σ1 (c.f. eq. (6.13)). However, the Niemi-Tirkkonen formula (4.130) does depend explicitly on
ϕ. It is here that the geometry of the phase space enters explicitly into the quantum theory,
as it did in Section 5, if we demand that the metric (6.9) obey the appropriate regularity
conditions and therefore make the equivariant localization manifest. This ensures that the
localization formula (4.130) coincides with the exact result (6.24), as it should.
In the case at hand (4.130) becomes
ZvΣ1(k, ℓ;NT ) ∼
∫
Σ1
chVΣ1 (−iNTωΣ1/h) ∧ AˆVΣ1 (NTRτ/h)
=
∫
Σ1
d2φ
∫
d2η exp
[
−iNT
h
(
HΣ1(k, ℓ)− 1
2
(ωΣ1)µνη
µην
)]
×
√√√√√det

 NT (2(∇τ )µV νΣ1 + (Rτ )νµλρηληρ)/4h
sinh
(
NT (2(∇τ )µV νΣ1 + (Rτ )νµλρηληρ)/4h
)


(6.36)
Again, because of the Ka¨hler structure of (6.9), the Riemann moment map and curvature
2-form have the non-vanishing components
(µVΣ1 )
z
z¯ = −(µVΣ1 )z¯z = V zΣ1∂ϕ + V z¯Σ1 ∂¯ϕ , Rzz = −Rz¯z¯ = Im(τ) e−ϕ∇2τϕ ηη¯ (6.37)
We substitute (6.18)–(6.21) and (6.37) into (6.36) and carry out the Berezin integrations there.
Comparing the resulting expression with the exact one (6.24) for the partition function, we
arrive after some algebra at a condition on the conformal factor of the metric (6.9),
∫
Σ1
d2φ e−iNT (kφ1+ℓφ2)
√√√√1− N2T (ℓ∂φ1ϕ− k∂φ2ϕ)2
4v2 sinh2
(
NT
2v
(ℓ∂φ1ϕ− k∂φ2ϕ)
) = − 2i
NTv
e−ikℓN
2
T /2v (6.38)
The Fourier series constraint (6.38) on the metric is rather complicated and it represents a
similar sort of metric regularity condition that we encountered in Subsection 5.9 before. It fixes
the harmonic modes of the square-root integrand in (6.38) which should have an expansion
such as (6.15). Notice, however, that (6.38) is independent of the phase space complex
structure τ , and thus it only depends on the representative of the conformal equivalence class
of the metric (6.9). This is typical of a topological field theory path integral [22].
The condition (6.38) can be used to check if a given phase space metric really does result
in the correct quantum theory (6.24), and this procedure then tells us what (representatives
of the conformal equivalence classes of) quantum geometries in this sense are applicable to
the equivariant localization of path integrals on the torus. For example, suppose we tried to
quantize a flat torus using equivariant localization. Then from (6.12) the conformal factor
would have to solve the Laplace equation ∇2τϕ = 0 globally on Σ1. Since ϕ is assumed to be
a globally-defined function on Σ1, it must admit a harmonic mode expansion over Σ1 as in
(6.15). From (6.14) and this Fourier series for ϕ we see that the Laplace equation implies that
all Fourier modes of ϕ except the constant modes vanish, and so the left-hand side of (6.38) is
zero. Thus a flat torus cannot be used to localize the quantum mechanical path integral (6.23)
onto the equivariant Atiyah-Singer index in (4.130). This means that a flat Ka¨hler metric
(6.9) on Σ1 does not lead to a homotopically trivial localization 1-form ψ = iVΣ1gτ on the loop
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space LΣ1 within any homotopy class (c.f. Subsection 4.4). This simple example shows that
the condition (6.38), along with the Riemannian restrictions (6.11) and (6.13), give a very
strong probe of the quantum geometry of the torus. Moreover, when (6.38) does hold, we
can represent the equivariant characteristic classes in (4.130) in terms of the homomorphism
(6.24) of the first homology group of Σ1.
6.5 Holomorphic Quantization and Non-symmetric Coadjoint Or-
bits
In this Subsection we shall show that it is possible to interpret the topological path integral
(6.23) as a character formula associated with the quantization of a coadjoint orbit correspond-
ing to some novel sort of spin system described by Σ1, as was the situation in all of the simply
connected cases of the last Section. For this, we examine the canonical quantum theory de-
fined by the symplectic structure (6.19) in the Schro¨dinger picture representation. We first
rewrite the symplectic 2-form (6.19) in complex coordinates to get the Ka¨hler structure
ωΣ1 =
v
2i Im τ
dz ∧ dz¯ = −i∂∂¯FΣ1 (6.39)
with corresponding local Ka¨hler potential
FΣ1(z, z¯) = vzz¯/2 Im τ (6.40)
We then map the corresponding Poisson algebra onto the associated Heisenberg algebra by
the standard commutator prescription (c.f. beginning of Subsection 5.1). With this we obtain
the quantum commutator [
zˆ, ˆ¯z
]
= 2 Im(τ)/v (6.41)
We can represent the algebra (6.41) on the space Hol(Σ1; τ) of holomorphic functions Ψ(z)
on Σ1 by letting zˆ act as multipication by the complex coordinate z = φ1 + τφ2 and ˆ¯z as the
derivative operator
ˆ¯z = −2 Im τ
v
∂
∂z
(6.42)
With this holomorphic Schro¨dinger polarization, the operators zˆ and ˆ¯z with the commuta-
tor algebra (6.41) resemble the creation and annihilation operators (5.79) of the Heisenberg-
Weyl algebra with the commutation relation (5.80). In analogy with that situation, we can
construct the corresponding coherent states
|z) = e(−v/2 Im τ)zˆ¯z|0〉 ; z ∈ Σ1 (6.43)
which are normalized as
(z|z) = e(v/2 Im τ)zz¯ = eFΣ1 (z,z¯) (6.44)
and obey the completeness relation
∫
Σ1
d2z
(2π)2
|z))((z| = 1 (6.45)
These coherent states are associated with the quantization of the coadjoint orbit U(1)×U(1) =
S1 × S1. However, since Σ1 is a non-symmetric space, it cannot be considered as a Ka¨hler
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manifold associated with the coadjoint orbit of a semi-simple Lie group, as was the case in the
last Section. The orbits above are, however, associated with the action of the isometry group
U(1) × U(1) on Σ1, which has an interesting Lie algebraic structure that we shall discuss
below.
In the Schro¨dinger representation (6.42), we consistently find the action of the operator ˆ¯z
on the states (6.43) as ˆ¯z|z). The holomorphic representation space Hol(Σ1; τ) in this context
is then regarded as the space of entire functions Ψ(z) = (z|Ψ) for each state |Ψ) in the span
of the coherent states (6.43). An inner product on Hol(Σ1; τ) is then determined from the
completeness relation (6.45) and the normalization (6.44) as
(Ψ1|Ψ2) =
∫
Σ1
d2z
(2π)2
(Ψ1|z)(z|Ψ2)
(z|z) =
∫
Σ1
d2z
(2π)2
e−(v/2 Im τ)zz¯Ψ†1(z¯)Ψ2(z) (6.46)
With the inner product (6.46), we find that the operator ˆ¯z = zˆ† is the adjoint of zˆ, as it
consistently should be. An operator Hˆ acting on the space of coherent states (6.43) can now
be represented on Hol(Σ1; τ) as usual by an integral kernel as in (5.95) with the identification
of z¯ as the derivative operator (6.42). Furthermore, the quantum propagator associated with
such an operator
KΣ1(z¯′, z;T ) = ((z′| e−iT Hˆ|z)) (6.47)
determines the corresponding time-evolution of the coherent state wavefunctions as
Ψ(z;T ) =
∫
Σ1
d2z′
(2π)2
e−FΣ1 (z
′,z¯′)KΣ1(z¯′, z;T )Ψ(z′) (6.48)
with Ψ(z; t) ≡ (z, t|Ψ) and Ψ(z) ≡ Ψ(z; 0). In the following we shall build up the initial states
Ψ(z), and then the associated time evolution determined by the localizable Hamiltonians on
Σ1 (and hence the solutions of the Schro¨dinger wave equation) are determined by the path
integral above for the propagator (6.47).
The advantage of working with the holomorphic representation space Hol(Σ1; τ) is that we
shall want to discuss the explicit structure of the Hilbert space associated with the localizable
quantum systems we found above. With the Ka¨hler structure defined by the symplectic 2-form
ωΣ1 above, the Hilbert space of the quantum theory is then the space of holomorphic sections
of the usual symplectic complex line bundle L → Σ1, which in this context is usually called
the prequantum line bundle over Σ1. As such, ωΣ1 represents the first Chern characteristic
class of L, and so such a bundle exists only if ωΣ1 is an integral 2-form on Σ
1. This method
of quantizing the Hamiltonian dynamics in terms of the geometry of fiber bundles is called
geometric quantization [166] and it is equivalent to the Borel-Weil-Bott method of constructing
coherent states that we encountered in the last Section. In light of the requirement of single-
valuedness of the quantum propagator that we discussed in the Subsection 6.3, we require,
from the point of view of equivariant localization, that the wavefunctions Ψ(z) change only by
a unitary transformation under the winding transformations (6.8) on Σ1, so that all physical
quantities, such as the probability density Ψ†Ψ, are well-defined C∞-functions on the phase
space Σ1 and respect the symmetries of the quantum theory as defined by the quantum
Hamiltonian, i.e. by the supersymmetry making the dynamical system a localizable one. In
this setting, the multivalued wavefunctions, regarded as sections of the associated line bundle
L → Σ1 where the structure group π1(Σ1) = ZZ ⊕ ZZ acts through a unitary representation,
are single-valued functions on the universal cover C of the torus and so they can be thought of
as single-valued functions of homotopy classes [σ] of loops on Σ1. This also ensures that the
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coherent states (6.43) remain coherent under the time evolution determined by the localizable
Hamiltonians of the last Subsection (i.e. under the action of I(Σ1; gτ)) which will lead to a
consistent coherent state path integral representation of (6.23).
To explore this in more detail, we need a representation for the discretized equivari-
ant Hamiltonian generators above of the isometry group I(Σ1; gτ) on the space Hol(Σ1; τ)
[18, 148]. This group action then coincides with the automorphisms of the symplectic line
bundle above in the usual way. Note that translations by a ∈ C on z are generated on func-
tions of z by the action of the operator ea
∂
∂z , and likewise on functions of z¯ by ea¯
∂
∂z¯ . On the
holomorphic representation space Hol(Σ1; τ), we represent the latter operator using the com-
mutation relation (6.41) as e(v/2 Im τ)a¯z, in accordance with the coherent state representation
above. Thus the generators of large U(1) transformations around the homology cycles of Σ1
in the holomorphic Schro¨dinger polarization above are the unitary quantum operators
U(n,m) = exp
(
2π(n+mτ)
∂
∂z
+
πv
Im τ
(n+mτ¯ )z
)
; n,m ∈ ZZ (6.49)
which generate simultaneously both of the winding transformations in (6.8). By the above
arguments, the quantum states should be invariant (up to unitary equivalence) under their
action on the Hilbert space. Solving this invariance condition will then give a representation
of the equivariant localization symmetry constraints (i.e. of the pertinent cohomological
supersymmetry) and of the coadjoint orbit system directly in the Hilbert space of the canonical
quantum theory.
In contrast with their classical counterparts, the quantum operators (6.49) do not commute
among themselves in general and products of them differ from their reverse-ordered products
by a u(1)-valued 2-cocycle (see Appendix A). The Baker-Campbell-Hausdorff formula,
eX+Y = e−[X,Y ]/2 eX eY when [X, [X, Y ]] = [Y, [X, Y ]] = 0 (6.50)
implies
eX eY = e[X,Y ] eY eX (6.51)
Applying (6.51) to products of the operators (6.49) and using the commutation relation (6.41)
with (6.42), we find that they obey what is called a clock algebra,
U(n1, m1)U(n2, m2) = e
2πiv(n2m1−n1m2)U(n2, m2)U(n1, m1) (6.52)
To determine the action of the operators (6.49) explicitly on the wavefunctions Ψ(z), we apply
the Baker-Campbell-Hausdorff formula (6.50) to get
U(n,m) = exp
[
πv
Im τ
(
π|n+mτ |2 + (n+mτ¯ )z
)]
e2π(n+mτ)
∂
∂z (6.53)
so that the action of (6.53) on the quantum states of the theory is
U(n,m)Ψ(z) = exp
[
πv
Im τ
(
π|n+mτ |2 + (n +mτ¯ )z
)]
Ψ(z + 2π(n+mτ)) (6.54)
If the volume parameter v = volgτ (Σ
1)/(2π)2 is an irrational number, then it follows from
the clock algebra (6.52) that the U(1) generators above act as infinite-dimensional raising op-
erators in (6.54) and so the Hilbert space of quantum states in this case is infinite-dimensional.
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However, we recall the necessary quantization requirements for the parameters of the Hamilto-
nian system required for a consistent quantum theory. With this in mind, we instead consider
the case where the volume of the torus is quantized so that
v = v1/v2 ; v1, v2 ∈ ZZ+ (6.55)
is rational-valued. Alternatively, such a discretization of v is required in order that the sym-
plectic 2-form ωΣ1 define an integer cohomology class, as in (4.161). In this case, the cocycle
relation (6.52) shows that the operator U(v2n, v2m) commutes with all of the other U(1)
generators and the time evolution operator, and so they can be simultaneously diagonalized
over the same basis of states. This means that their action (6.54) on the wavefunctions must
produce a state that lies on the same ray in the Hilbert space as that defined by Ψ(z), i.e.
U(v2n, v2m)Ψ(z) = e
iη(n,m)Ψ(z) (6.56)
for some phases η(n,m) ∈ S1. The invariance condition (6.56), expressing the symmetry
of the wavefunctions under the action of the (non-simple) Lie group U(1) × U(1), is called
a projective representation of the symmetry group. It must obey a particular consistency
condition. The composition law for the group operations induces a composition law for the
phases in (6.56),
U(v2(n1 + n2), v2(m1 +m2))Ψ(z)
= U(v2n1, v2m1)U(v2n2, v2m2)Ψ(z)
= eiη(n1+n2,m1+m2)Ψ(z) · exp [i{η(n1, m1) + η(n2, m2)− η(n1 + n2, m1 +m2)}]
(6.57)
If the last phase in (6.57) vanishes, as in (6.30), then the projective phase η(n,m) is a 1-cocycle
of the symmetry group U(1)× U(1) and the wavefunctions carry a unitary representation of
the group, as required [74]. The determination of these 1-cocycles explicitly below will then
yield an explicit representation of the homologically-invariant partition function (6.27).
Comparing (6.56) and (6.54), we see that the invariance of the quantum states under the
U(1) action on the phase space can be expressed as
Ψ(z + 2πv2(n+mτ)) = exp
[
iη(n,m)− πv1
Im τ
(
πv2|n+mτ |2 + (n+mτ¯ )z
)]
Ψ(z) (6.58)
The only functions which obey quasi-periodic conditions like (6.58) are combinations of the
Jacobi theta functions [58, 105, 140]
Θ(D)

 c
d

 [z|Π] = ∑
{nℓ}∈ZZD
exp
[
iπ(nℓ + cℓ)Πℓp(n
p + cp) + 2πi(nℓ + cℓ)(zℓ + dℓ)
]
(6.59)
where cℓ, dℓ ∈ [0, 1]. The functions (6.59) are well-defined holomorphic functions of {zℓ} ∈CD
for D ×D complex-valued matrices Π = [Πℓp] in the Siegal upper half-plane (i.e. Im Π > 0).
They obey the doubly semi-periodic conditions
Θ(D)

 c
d

 [z+s+Π · t|Π] = exp [2πicℓsℓ − iπtℓΠℓptp − 2πitℓ(zℓ + dℓ)]Θ(D)

 c
d

 [z|Π] (6.60)
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where s = {sℓ} and t = {tℓ} are integer-valued vectors, and
Θ(D)

 c
d

 [z + αΠ · t|Π] = exp [−iπα2tℓΠℓptp − 2πiαtℓ(zℓ + dℓ)]Θ(D)

 c− αt
d

 [z|Π] (6.61)
for any non-integer constant α ∈ IR. We remark here that the transformations in (6.60) can
be applied in many different steps with the same final result, but successive applications of
(6.60) and (6.61) do not commute [18]. In the context of the action of the unitary operators
U(n,m) above, when these transformations are applied in different orders in (6.58), the final
results differ by a phase which forms a representation of the clock algebra (6.52). To avoid
this minor ambiguity, we simply define the operators U(n,m) by their action on the states
Ψ(z) with the convention that the transformation (6.60) is applied before (6.61).
After some algebra, we find that the algebraic constraints (6.58) are uniquely solved by
the v1v2 independent holomorphic wavefunctions
Ψp,r

 c
d

 (z) = e−(v/4 Im τ)z2Θ(1)

 c+2πv1p+v2r2πv1v2
d

 [v1z|2πv1v2τ ] (6.62)
where p = 1, 2, . . . , v2 and r = 1, 2, . . . , v1. The phases in (6.56) are then found to be the
non-trivial 1-cocycles
η(n,m)/2π = cn− dm+ πv1v2nm (6.63)
of the global U(1)×U(1) group acting on Σ1 here. Furthermore, the winding transformations
(6.54) can be written as
U(n,m)Ψp,r

 c
d

 (z) = v2∑
p′=1
[U(n,m)]pp′Ψp′,r

 c
d

 (z) (6.64)
where the finite-dimensional unitary matrices
[U(n,m)]pp′ = exp
[
2πi
v2
(cn− dm+ πv1n(m+ 2p))
]
δp+m,p′ (6.65)
form a v2-dimensional projective representation, which is cyclic of period v2, of the clock
algebra (6.52). The projective phase here is the non-trivial U(1)× U(1) 1-cocycle
η(p)(n,m)/2π = (cn− dm+ πv1n(m+ 2p))/v2 (6.66)
which could also therefore be used to construct an unambiguous partition function as in the
Subsection 6.3 by
Zhom(T ) =
∞∑
k,ℓ=−∞
eiη(k,ℓ)ZvΣ1(k, ℓ;NT ) (6.67)
Thus the Hilbert space is v1v2-dimensional and the quantum states carry a v2-dimensional
projective representation of the equivariant localization symmetries via the clock algebra
(6.52) which involves the u(1)-valued 2-cocycle
ξ(n1, m1;n2, m2)/2π = v1(n2m1 − n1m2)/v2 (6.68)
of the U(1) × U(1) isometry group of Σ1. This shows explicitly how the U(1) equivariant
localization constraints and the topological toroidal restrictions are realized in the canoni-
cal quantum theory, as then these conditions imply that the only invariant operators on the
175
Hilbert space here are essentially combinations of the generators (6.49). In particular, this
implies, by construction, that the coherent state wavefunctions (6.62) are complete. This
is much different than the situation for the coherent states associated with simply-connected
phase spaces where there are no such topological symmetries to be respected for the supersym-
metric localization of the path integral and the Hilbert space is 1-dimensional. Intuitively, the
finite-dimensionality of the Hilbert space of physical states is expected from the compactness
of the phase space Σ1.
Notice though that the wavefunctions (6.62) contain the 2 free parameters c and d. We
can eliminate one of them by requiring that the Hamiltonian (6.20) in this basis of states
does indeed lead to the correct propagator (6.24), i.e. that (6.24) be equal to the trace of the
time evolution operator on the finite dimensional vector space spanned by the coherent states
(6.62),
tr e−iNT HˆΣ1 (k,ℓ)/h =
v2∑
p=1
v1∑
r=1
(Ψp,r| e−iNT HˆΣ1 (k,ℓ)/h|Ψp,r) (6.69)
where the coherent state inner product is given by (6.46). With this inner product, it is
straightforward to show that the states (6.62) define an orthonormal basis of the Hilbert
space,
(Ψp1,r1|Ψp2,r2) = δp1,p2δr1,r2 (6.70)
Substituting the identity e−iNT HˆΣ1 (k,ℓ)/h = [U(ℓ,−k)]NT v2/2πv1 into (6.69) and using (6.64),
(6.65) and (6.70) we find
tr e−iNT HˆΣ1 (k,ℓ)/h = (−1)kℓNT eiNT (ck+dℓ)/v1 (6.71)
Comparing the result (6.71) with the exact one (6.24), we find that the parameter d appearing
in the wavefunctions (6.62) can be determined as
dkℓ = (kℓNT − 2ck)/2ℓ (6.72)
Another way to eliminate the parameters c and d appearing in (6.62) is to regard the
quantum theory as a topological field theory. The above construction produces a Hilbert space
Hτ of holomorphic sections of a complex line bundle Lτ → Σ1 for each modular parameter
τ . If we smoothly vary the complex structure τ , then this gives a family of finite-dimensional
Hilbert spaces which can be regarded as forming in this way a holomorphic vector bundle
(i.e. one with a holomorphic projection map) over the Teichmu¨ller space C+ of the torus
for which the projective representations above define a canonical projectively-flat connection.
This is a typical feature of the Hilbert space for a Schwarz-type topological gauge theory [22].
Equivalent complex structures (i.e. those which generate the same conformal equivalence
classes as (6.9)) in the sense of the topological field theory of this Section should be regarded
as leading to the same quantum theory, and this should be inherent in both the homological
partition functions of the Subsection 6.3 and in the canonical quantum theory above. It can
be shown [107] that 2 toroidal complex structures τ, τ ′ ∈ C+ define conformally equivalent
metrics (i.e. gτ = ρgτ ′ for some smooth function ρ > 0) if and only if they are related by the
projective transformation37
τ ′ =
ατ + β
γτ + δ
with α, β, γ, δ ∈ ZZ , αδ − βγ = 1 (6.73)
37That the 2 associated tori are conformally isomorphic can be seen intuitively by representing each as a
parallelogram in the complex plane and tracing out this transformation.
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on C+ → C+. The transformations (6.73) generate the action of the group SL(2,ZZ)/ZZ2
on C+, which is a discrete subgroup of the Mo¨bius group SL(2,C)/ZZ2 of linear fractional
transformations of C wherein we take α, β, γ, δ ∈C in (6.73). We call this discrete group the
modular or mapping class group ΓΣ1 of the Riemann surface Σ
1 and it consists of the discrete
automorphisms of Σ1 (i.e. the conformal diffeomorphisms of Σ1 which aren’t connected to
the identity and so cannot be represented as global flows of vector fields). The Teichmu¨ller
space C+ modulo this group action, i.e. the space of inequivalent complex structures on Σ1,
is called the moduli space MΣ1 ≡ C+/ΓΣ1 of Σ1. The topological quantum theory above
therefore should also reflect this sort of full topological invariance on the torus, because it is
independent of the conformal factor ϕ in (6.9).
Under the modular transformation (6.73), it is possible to show that, up to an overall
phase, the 1-dimensional Jacobi theta functions in (6.59) transform as [105]
Θ(1)

 c
d

 [z|τ ]→ Θ(1)

 c′
d′

 [z′|τ ′] = √γτ + δ eiπz2/(γτ+d)Θ(1)

 c
d

 [z|τ ] (6.74)
where
z′ = φ1 + τ ′φ2 = z/(γτ + δ) (6.75)
is the new (but equivalent) complex structure defined by (6.73) and the new parameters c′
and d′ are given by
c′ = δc− γd− γδ/2 , d′ = αd− βc− αβ/2 (6.76)
Using (6.74) we find after some algebra that the wavefunctions (6.62) transform under the
modular transformation of isomorphic complex structures as
Ψp,r

 c
d

 (z)→ 1√
γτ + δ
Ψp,r

 c˜′
d˜′

 (z′) (6.77)
with
c˜′ = δc− γd− πv1v2γδ , d˜′ = αd− βc− πv1v2αβ (6.78)
It follows that a set of modular invariant wavefunctions can exist only when the combination
v1v2 is an even integer, in which case the invariance condition requires c = d = 0. For v1v2 an
odd integer, we can take c, d ∈ {0, 1
2
}, and then the holomorphic wavefunctions carry a non-
trivial spinor representation of the modular group as defined by (6.77). These choices of c and
d correspond to the 4 possible choices of spin structure on the torus [58] (i.e. representations
of the 2-dimensional spinor group U(1) in the tangent bundle of Σ1) which are determined
by the mod 2 cohomology H1(Σ1; ZZ)⊗ ZZ2 = ZZ2⊕ ZZ2 [41, 58]. This increases the number of
basis wavefunctions (6.62) by a factor of 4.
It is in this way that one may adjust the parameters c and d so that the wavefunctions
(6.62) are modular invariants, as they should be since the topological quantum theory defined
by (6.23) is independent of the phase space complex structure. We note also that these
specific choices of the parameters in turn then fix the propagation time integers NT by (6.72),
so that these topological requirements completely determine the topological quantum field
theory in this case. Thus one can remove all apparent ambiguities here and obtain a situation
that parallels the topological quantum theories in the simply connected cases, although now
the emerging topological and group theoretical structures are far more complicated. With
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these appropriate choices of parameter values, the propagator (6.69) then coincides with the
coherent state path integral
ZvΣ1(k, ℓ;NT ) ∼
∫
LΣ1
∏
t∈[0,T ]
dz(t) dz¯(t)
(2π)2
× exp
{
1
2i Im τ
∫ NTh−1
0
dt
[
v1
2v2
(z¯z˙ − z ˙¯z) + ih ((ℓ− τk)z¯ − (ℓ− τ¯ k)z)
]} (6.79)
The coherent state path integral (6.79) models the quantization of some novel, unusual spin
system defined by the Hamiltonians (6.20) which are associated with the quantized, non-
symmetric coadjoint Lie group orbit U(1)×U(1) = S1×S1. This abelian orbit is an unreduced
one as it already is its own maximal torus, and we can therefore think of this spin system
as 2 independent planar spins each tracing out a circle. The points on this orbit are in one-
to-one correspondence with the coherent state representations above of the projective clock
algebra (6.52) of the discrete first homology group of the torus. The associated character
formula represented by (6.79) gives path integral representations of the homology classes of
Σ1, in accordance with the fact that it defines a topological quantum field theory, and these
localizable quantum systems are exactly solvable via both the functional integral and canonical
quantization formalisms, as above. In this latter formalism, the Hilbert space of physical states
is finite-dimensional and the basis states carry a non-trivial projective representation of the
first homology group of the phase space, in addition to the usual representation of H2(M; ZZ).
6.6 Generalization to Hyperbolic Riemann Surfaces
We conclude this Section by indicating how the above features of equivariant localization could
generalize to the case where the phase space is a hyperbolic Riemann surface [148], although
our conclusions are somewhat heuristic and more care needs to be exercised in order to study
these examples in detail. Since for h > 1, Σh can be regarded as h tori stuck together, its
homotopy can be described by the 2h loops ai, bi, i = 1, . . . , h, where each pair ai, bi encircle
the 2 holes of the i-th torus in the connected sum representation of Σh. The constraint (6.6)
on the fundamental homotopy generators now generalizes to
h∏
i=1
aibia
−1
i b
−1
i = 1 (6.80)
and so the commutator subgroup of π1(Σ
h) for h > 1 is non-trivial and the fundamental group
of a hyperbolic Riemann surface is non-abelian. Its first homology group is given by (3.85),
and, using an abusive notation, we shall denote its generators as well by ai, bi, i = 1, . . . , h
and call them a canonical basis of homology cycles for Σh.
According to the Riemann uniformization theorem [107], there are only 3 (compact or
non-compact) simply-connected Riemann surfaces – the 2-sphere S2, the plane C and the
Poincare´ upper half-plane H2, each equipped with their standard metrics as discussed in the
last Section. The sphere is its own universal cover (being simply-connected and having a
unique complex structure), while C is the universal cover of the torus. The hyperbolic plane
H2 is always the universal cover of a Riemann surface of genus h ≥ 2, which is represented as
Σh = H2/Fh (6.81)
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where Fh = π1(Σ
h) is in this context refered to as a discrete Fuchsian group. The quotient
in (6.81) is by the fixed-point free bi-holomorphic action of Fh on H2. The group of analytic
automorphisms of the upper half-planeH2 is PSL(2, IR) = SL(2, IR)/ZZ2, the group of projec-
tive linear fractional transformations as in (6.73) except that now the coefficients α, β, γ, δ are
taken to be real-valued. Then π1(Σ
h) is taken as a discrete subgroup of this PSL(2, IR)-action
on H2 and the different isomorphism classes of complex analytic structures of Σh are essen-
tially the different possible classes of discrete subgroups. Note that this generalizes the genus
1 situation above, where the automorphism group of C was the group PSL(2,C) of global
conformal transformations in 2-dimensions and π1(Σ
1) was taken to be the lattice subgroup.
Indeed, it is possible to regard Σh as a 4h-gon in the plane with edges identified appropriately
to generate the h ‘holes’ in Σh.
It is difficult to generalize the explicit constructions of the last few Subsections because of
the complicated, abstract fashion in (6.81) that the complex coordinatization of Σh occurs.
For the various ways of describing the Teichmu¨ller space and Fuchsian groups of hyper-
bolic Riemann surfaces without the explicit introduction of local coordinates, see [71]. The
Teichmu¨ller space of Σh can be naturally given the geometric structure of a non-compact
complex manifold which is homeomorphic to C3h−3, so that the coordinatization of Σh is far
more intricate for h ≥ 2 because it now involves 3h − 3 complex parameters, as opposed to
just 1 as before. Nonetheless, it is still possible to deduce the unique localizable Hamiltonian
system on a hyperbolic Riemann surface and deduce some general features of the ensuing
topological quantum field theory just as we did above.
We choose a complex structure on Σh for which the universal bundle projection in (6.81)
is holomorphic (as for the torus), and then the metric gΣh induced on Σ
h by this projection
involves a globally-defined conformal factor ϕ as in (6.9) and a constant negative curvature
Ka¨hler metric (the hyperbolic Poincare´ metric – see Subsection 5.6). The condition now
that the Killing vectors of this metric be globally-defined on Σh means that they must be
single-valued under windings around the canonical homology cycles {aℓ, bℓ}hℓ=1 ∈ H1(Σh; ZZ),
or equivalently that ∮
aℓ
dV µ =
∮
bℓ
dV µ = 0 , ℓ = 1, . . . , h (6.82)
Using this single-valued condition and the Killing equations
gΣh(dV, ·) = −iV dgΣh (6.83)
we can now deduce the general form of the Killing vectors of Σh. For this, we apply the Hodge
decomposition theorem [22, 32] to the metric-dual 1-form g(V, ·) ∈ Λ1Σh,
g(V, ·) = dχ+ ⋆dξ + λh (6.84)
where χ and ξ are C∞-functions on Σh and λh is a harmonic 1-form, i.e. a solution of the
zero-mode Laplace equation for 1-forms,
∆1λh ≡ (⋆d ⋆ d+ d ⋆ d⋆)λh = 0 (6.85)
In the above, ⋆ denotes the Hodge duality operator and, on a general d-dimensional Rie-
mannian manifold (M, g), it encodes the Riemannian geometry directly into the DeRham
cohomology. It is defined as the map
⋆ : ΛkM→ Λd−kM (6.86)
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which is given locally by
⋆α =
1
(d− k)!
√
det g(x) gj1λ1(x) · · · gjd−kλd−k(x)ǫλ1...λd−ki1...ikαi1...ik(x) dxj1∧· · ·∧dxjd−k (6.87)
and satisfies
(⋆)2 = (−1)(d−1)k (6.88)
on ΛkM. It defines an inner product ∫M α ∧ ⋆β on each vector space ΛkM. Using this inner
product it is possible to show that a differential form λh as above is harmonic if and only if
dλh = d ⋆ λh = 0 (6.89)
and the Hodge decomposition theorem (6.84) (which can be generalized to arbitrary degree
differential forms in the general case) implies that the DeRham cohomology groups ofM are
spanned by a basis of harmonic forms.
The Hodge decomposition (6.84) is unique and the components involved there are explicitly
given by
χ =
1
∇2Σh
⋆ d ⋆ g(V, ·) , ξ = 1∇2Σh
⋆ dg(V, ·) (6.90)
where the scalar Laplacians ∇2Σh ≡ ⋆d ⋆ d in (6.90) are assumed to have their zero modes
removed. The 1-form λh in (6.84) can be written as a linear combination of basis elements of
the DeRham cohomology groupH1(Σh; IR). According to the Poincare´-Hodge duality theorem
[32], we can in particular choose an orthonormal basis of harmonic 1-forms {αℓ, βℓ}hℓ=1 ∈
H1(Σh; IR) which are Poincare´-dual to the chosen canonical homology basis {aℓ, bℓ}hℓ=1 ∈
H1(M; ZZ) above, i.e. ∮
aℓ
αℓ′ =
∮
bℓ
βℓ′ = δℓℓ′ ,
∮
bℓ
αℓ′ =
∮
aℓ
βℓ′ = 0 (6.91)
We remark here that the local parts of the decomposition (6.84) simply form the decomposition
of the vector gΣh(V, ·) into its curl-free, longitudinal and divergence-free, transverse pieces as
∇Σhχ + ∇Σh × ξ. The harmonic part λh accounts for the fact that this 1-form may sit in a
non-trivial DeRham cohomology class of H1(Σh; IR).
We can now write the general form of the isometries of Σh. As before, Σh inherits 3 local
isometries via the bundle projection in (6.81) from the maximally symmetric Poincare´ upper
half-plane. However, only the 2 quasi-translations on H2 become global isometries of Σh, and
they can be expressed in terms of the canonical homology basis using the above relations.
This global isometry condition along with (6.82) and (6.83) imply that Hodge decomposition
(6.84) of the metric-dual 1-form to the Hamiltonian vector field VΣh is simply given by its
harmonic part which can be written as
gΣh(VΣh, ·) =
h∑
ℓ=1
(
V ℓ1 αℓ + V
ℓ
2 βℓ
)
(6.92)
The harmonic decomposition (6.92) is the generalization of (6.18). Indeed, on the torus we
can identify the canonical harmonic forms above as α = dφ1/2π and β = dφ2/2π. The
Killing vectors dual to (6.92) generate translations along the homology cycles of Σh, and
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the isometry group of Σh is
∏2h
i=1 U(1). The usual equivariance condition LVΣhω = 0 on the
symplectic 2-form of Σh now becomes
diV
Σh
ω =
h∑
ℓ=1
d
(
ω¯ ⋆
{
V ℓ1 αℓ + V
ℓ
2 βℓ
})
= 0 (6.93)
where ω¯(x) is the C∞-function on Σh defined by ωµν(x) = ω¯(x)ǫµν , and (6.93) implies that it
is constant on Σh, just as in (6.19).
Integrating up the Hamiltonian equations we see therefore that the unique equivariant
(Darboux) Hamiltonians have the form
HΣh(x) =
h∑
ℓ=1
∫
Cx
(
hℓ1αℓ + h
ℓ
2βℓ
)
(6.94)
where hℓµ are real-valued constants and Cx ⊂ Σh is a simple curve from some fixed basepoint
to x. The Hamiltonian (6.94) is multi-valued because it depends explicitly on the particular
representatives αℓ, βℓ of the DeRham cohomology classes in H
1(Σh; IR) = IR2h. As before,
single-valuedness of the time-evolution operator requires that hℓµ = n
ℓ
µh, for some n
ℓ
µ ∈ ZZ
and h ∈ IR, and the propagation times are again the discrete intervals T = NTh−1. Thus the
Hamiltonian (6.94) represents the windings around the non-trivial homology cycles of Σh and
the partition function defines a topological quantum field theory which again represents the
homology classes of Σh through a family of homomorphisms from
⊕2h
i=1 ZZ into U(1)
⊗2h. Again,
the partition function path integral should be properly defined in the homologically-invariant
form (6.27) to make the usual quantities appearing in the associated action S well-defined by
restricting the functional integrations to homotopically equivalent loops. We note that again
the general conformal factor involved in the metric gΣh obeys Riemannian restrictions from
the Gauss-Bonnet-Chern theorem and a volume constraint similar to those in Subsection 6.2
above. When the volume parameter is quantized as in (6.55), we expect that the Hilbert space
of physical states will be (v1v2)
3h−3 dimensional (one copy of the genus 1 Hilbert spaces for each
of the 3h− 3 modular degrees of freedom in this case) and the coherent state wavefunctions,
which can be expressed in terms of D = 3h−3 dimensional Jacobi theta functions (6.59), will
in addition carry a (v2)
3h−3 dimensional projective representation of the discrete first homology
group of Σh (i.e. of the equivariant localization constraint algebra). The explicit proofs of
all of the above facts appear to be difficult, because of the lack of complex coordinatization
for these manifolds which is required for the definition of coherent states associated with the
isometry group action
∏2h
i=1 U(1) =
∏2h
i=1 S
1 on the non-symmetric space Σh = (S1 × S1)#h.
Thus the general feature of abelian equivariant localization of path integrals on multi-
ply connected compact Riemann surfaces is that it leads to a topological quantum theory
whose associated topologically invariant partition function represents the non-trivial homol-
ogy classes of the phase space. The coherent states in the finite-dimensional Hilbert space
also carry a multi-dimensional representation of the discrete first homology group, and the
localizable Hamiltonians on these phases spaces are rather unusual and even more restricted
than in the simply-connected cases. The invariant symplectic 2-forms in these cases are non-
trivial elements of H2(Σh; ZZ) = ZZ, as in the maximally-symmetric cases, and it is essentially
the global topological features of these multiply-connected phase spaces which leads to these
rather severe restrictions. The coherent state quantization of these systems shows that the
path integral describes the coadjoint orbit quantization of an unusual spin system described
by the Riemann surface. These spin systems are exactly solvable both from the point of view
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of path integral quantization on the loop space and of canonical holomorphic quantization
in the Schro¨dinger polarization. The localizable systems that one obtains in these cases are
rather trivial in appearence and are associated with abelian isometry groups acting on the
phase spaces. However, these quantum theories probe deep geometric and topological features
of the phase spaces, such as their complex algebraic geometry and their homology. This is in
contrast with the topological quantum field theories that we found in the simply-connected
cases, where at best the topological path integral could only represent the possible non-trivial
cohomology classes in H2(M; ZZ). It is not completely clear though how these path integral
representations correspond to analogs of the standard character formulas on homogeneous
symplectic manifolds which are associated with semi-simple Lie groups, since, for instance,
the usual Ka¨hler structure between the Riemannian and symplectic geometries is absent in
these non-symmetric cases.
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7 Beyond the Semi-classical Approximation
In this Section we shall examine a different approach to the problem of localization [152].
We return to the general finite-dimensional analysis of Section 3 and consider a Hamiltonian
system whose Hamiltonian function is a Morse function38. From this we will construct the
full 1
T
-expansion for the classical partition function, as we described briefly in Subsection 3.3.
A proper covariantization of this expansion will then allow us to determine somewhat general
geometrical characteristics of dynamical systems whose partition functions localize, which in
this context will be the vanishing of all terms in the perturbative loop expansion beyond
1-loop order. The possible advantages of this analysis are numerous. For instance, we can
analyse the fundamental isometry condition required for equivariant localization and see more
precisely what mechanism or symmetry makes the higher-order terms disappear. This could
then expand the set of localizable systems beyond the ones we have already encountered that
are predicted from localization theory, and at the same time probe deeper into the geometrical
structures of the phase space or the whole dynamical system thus providing richer examples
of topological field theories. Indeed we shall find some noteworthy geometrical significances
of when a partition function is given exactly by its semi-classical approximation as well as
new geometric criteria for localization which expand the previous isometry conditions.
This approach to the Duistermaat-Heckman integration formula using the perturbative
loop-expansion has been discussed in a different context recently in [168] where the classical
partition function was evaluated for the dynamical system describing the kinematics of thin
vortex tubes in a 3-dimensional fluid whose Hamiltonian is similar to that considered at the
end of Subsection 5.8 for geodesic motion on group manifolds. For such fluid mechanics prob-
lems, the phase spaceM is neither finite-dimensional nor compact and the Hamiltonian flows
need not be periodic, but the dynamical system admits an infinite sequence of constants of
motion which are in involution so that it should be localizable [168]. The standard localiza-
tion analyses therefore do not apply and one needs to resort to an analysis of the sort which
will follow here. We shall indeed find extensions of the localization formalisms which cover
certain such cases.
Recalling that the isometry condition can always be satisfied at least locally on M, we
then present some ideas towards developing a novel geometric method for systematically
constructing corrections to the Duistermaat-Heckman formula. Given that a particular system
does not localize, the idea is that we can “localize” in local neighbourhoods onM where the
Killing equation can be satisfied. The correction terms are then picked up when these open sets
are patched back together on the manifold, as then there are non-trivial singular contributions
to the usual 1-loop term owing to the fact that the Lie derived metric tensor cannot be defined
globally in a smooth way over the entire manifoldM. Recalling from Subsection 3.6 that the
properties of such a metric tensor are intimately related to the integrability properties of the
dynamical system, we can explore the integrability problem again in a (different) geometric
setting now by closely examining these correction terms. This will provide a highly non-
trivial geometric classification of the localizability of a dynamical system which is related to
the homology of M, the integrability of the dynamical system, and is moreover completely
consistent with Kirwan’s theorem. Although these ideas are not yet fully developed, they do
provide a first step to a full analysis of corrections to path integral localization formulas (e.g.
corrections to the WKB approximation), and to uncovering systematically the reasons why
38The extension to degenerate Hamiltonians is fairly straightforward. In what follows all statements made
concerning the structure of the discrete critical point set MV of H will then apply to the full critical
submanifold.
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these approximations aren’t exact for certain dynamical systems [152]. The generalizations
of these ideas to path integrals are not yet known, but we discuss the situation somewhat
heuristically at the end of this Section.
7.1 Geometrical Characterizations of the Loop Expansion
Throughout this Section we return to the situation of Subsection 3.3 where the Hamiltonian
H is a Morse function on a (usually compact) symplectic manifold M. For now we assume
that ∂M = ∅, but later we shall also consider manifolds with boundary. We now explicitly
work out the full stationary phase series whose construction we briefly outlined in Subsection
3.3 [69]. We first expand the C∞-function H in a neighbourhood Up of a given critical point
p ∈MV in a Taylor series
H(x) = H(p) +H(p)µνxµpxνp/2 + g(x; p) , x ∈ Up (7.1)
where xp = x − p ∈ Up are the fluctuation modes about the extrema of H and g(x; p) is
the Gaussian deviation of H(x) in the neighbourhood Up (i.e. all terms in the Taylor series
beyond quadratic order). The determinant of the symplectic 2-form which appears in (3.52)
is similarly expanded in Up as
√
detω(x) =
√
detω(p) +
∞∑
k=1
1
k!
xµ1p · · ·xµkp ∂µ1 · · ·∂µk
√
detω(x)
∣∣∣
x=p
, x ∈ Up (7.2)
We substitute (7.1) and (7.2) into (3.52), expand the exponential function there in pow-
ers of the Gaussian deviation function, and then integrate over each of the neighbourhoods
Up ≃ IR2n. In this way we arrive at a series expansion of (3.52) for large-T in terms of
Gaussian moment integrals over the fluctuations xp, with Gaussian weight e
iTH(p)µνxµpxνp/2, as-
sociated with each open neighbourhood Up for p ∈MV . The Gaussian moments 〈xµ1 · · ·xµk〉
can be found from the Gaussian integration formula (1.2) in the usual way by applying the
operator ∂
∂λµ1
· · · ∂
∂λµk
to both sides of (1.2) and then setting all the λ’s equal to 0. The
odd-order moments vanish, since these integrands are odd functions, and the 2k-th order
moment contributes a term of order O(1/T n+k). Rearranging terms carefully, taking into
account the signature of the Hessian at each critical point, and noting that for large-T the
integral will localize around each of the disjoint neighbourhoods Up, we arrive at the standard
stationary-phase expansion39
Z(T ) =
(
2πi
T
)n ∑
p∈MV
(−i)λ(p) eiTH(p)
∞∑
ℓ=0
Aℓ(p)
(−2T )ℓ (7.3)
where
Aℓ(p) =
1√
detH(p)
2ℓ∑
j=0
(−1)j
2jj!(ℓ+ j)!
(H(p)µν∂µ∂ν)ℓ+j
(
g(x; p)j
√
detω(x)
) ∣∣∣∣
x=p
(7.4)
and H(x)µν is the matrix inverse of H(x)µν .
If the stationary-phase series diverges (e.g. applying Kirwan’s theorem in appropriate
instances), then (7.3) is to be understood formally as an asymptotic expansion order by order
39See [69] for the generalization of this formula to the case where H is a degenerate function.
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in 1
T
. Borrowing terminology from quantum field theory, we shall refer to the series (7.3) as the
loop-expansion of this zero-dimensional quantum field theory, because each of the 2ℓ+1 terms
in (7.4) can be understood from pairing fluctuation modes xµpx
ν
p (i.e. a loop) associated with
each derivative operator there. Indeed, the expansion (7.3),(7.4) is just the finite-dimensional
version of the perturbation expansion (for large-T ) in quantum field theory. We shall call the
O(1/T n+ℓ) contribution to the series (7.3) the (ℓ+ 1)-loop term.
In this Subsection we shall be interested in extracting information about the dynamical
system under consideration from the loop-expansion with the hope of being able to understand
the vanishing or non-vanishing of the k-loop contributions for k > 1 in terms of geometrical
and topological features of the phase space. Given our experience now with the Duistermaat-
Heckman theorem, we will remove any requirements on the flows of the Hamiltonian vector
field and leave these as quite arbitrary for now. When these orbits describe tori, we already
have a thorough understanding of the localization in terms of equivariant cohomology, and
we shall therefore look at dynamical systems which do not necessarily obey this requirement.
Thus any classification that we obtain below that is described solely by the vanishing of
higher-loop contributions will for the most part be of a different geometrical nature than the
situation that prevails in Duistermaat-Heckman localization. This then has the possibility of
expanding the cohomological symmetries usually resposible for localization.
The perturbative series (7.3), however, must be appropriately modified before we can
put it to use. The partition function (3.52) is invariant under arbitrary smooth changes of
local coordinates on M (i.e. Z(T ) is manifestly a topological invariant), and this should be
reflected order by order in the 1/T -expansion (7.3). This is explicitly observed in the lowest-
order Duistermaat-Heckman term A0(p) above, but the higher-order terms (7.4) in the loop
expansion are not manifestly scalar quantities under local diffeomorphisms of the coordinates.
This is a result of having to pick local coordinates onM to carry out explicitly the Gaussian
integrations in IR2n. At each order of the 1
T
-expansion we should have a manifestly coordinate
independent quantity, i.e. a scalar. To write the contributions (7.4) in such a fashion so as to
be manifestly invariant under local diffeomorphisms ofM, we have to introduce a Christoffel
connection Γλµν of the tangent bundle of M which makes the derivative operators appearing
in (7.4) manifestly covariant objects, i.e. we write them in terms of covariant derivatives
∇ = d+Γ. Because dH(p) = 0 at a critical point p ∈ MV , the Hessian evaluated at a critical
point is automatically covariant, i.e. ∇∇H(p) = H(p). This process, which we shall call
‘covariantization’, will then ensure that each term (7.4) is manifestly a scalar. We note that
the Morse index of any critical point is a topological invariant in this sense.
First, we cycle out the symplectic factors in (7.4) to get
Aℓ(p) = A0(p)
2ℓ∑
j=0
(−1)j
2jj!(ℓ+ j)!
(H(p)µνDµDν)ℓ+j g(x; p)j
∣∣∣∣
x=p
(7.5)
where
A0(p) =
√√√√ detω(p)
detH(p) (7.6)
is the Duistermaat-Heckman (1-loop) contribution to (7.3), and
D = d+ γ (7.7)
where we have introduced the one-component connection
γ = h−1L dhL (7.8)
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and
hL(x) =
√
detω(x) (7.9)
is the Liouville volume density. The derivative operator D transforms like an abelian gauge
connection under local diffeomorphisms x→ x′(x) of M,
Dµ(x) Λ−→ D′µ(x′) = Λνµ(x′)
[
Dν(x′) + tr Λ−1(x′)∂′νΛ(x′)
]
(7.10)
where
Λ−1(x) =
[
∂x′µ(x)
∂xν
]
∈ GL(2n, IR) (7.11)
is the induced change of basis transformation on the tangent bundle.
For example, consider the expression (7.5) for ℓ = 1. We expand out the 3 terms there in
higher-order derivatives of H and the connection γ, noting that only third- and higher-order
derivatives of g(x; p) when evaluated at x = p are non-vanishing. After some algebra, we
arrive at
A1(p) =
A0(p)
2
H(p)µν
{
Dµ(x)γν(x)− H(p)
λρ
4
(
∂µ∂λ∂ν∂ρH(x) + 4γµ(x)∂λ∂ν∂ρH(x)
+
H(p)αβ
12
[
3∂µ∂λ∂νH(x)∂ρ∂α∂βH(x) + 2∂µ∂λ∂αH(x)∂ν∂ρ∂βH(x)
])} ∣∣∣∣
x=p
(7.12)
It is readily checked, after some algebra, that this expression is indeed invariant under local
diffeomorphisms of M. To manifestly covariantize it, we introduce an arbitrary torsion-free
connection Γλµν of the tangent bundle TM. For now, we need not assume that Γ is the
Levi-Civita connection associated with a Riemannian metric on M. Indeed, as the original
dynamical problem is defined only in terms of a symplectic geometry, not a Riemannian geom-
etry, the expression (7.12) should be manifestly covariant in its own right without reference
to any geometry that is external to the problem. All that is required is some connection
that specifies parallel transport along the fibers of the tangent bundle and allows us to extend
derivatives of quantities to an entire neighbourhood, rather than just at a point, in a covariant
way.
The Hessian of H can be written in terms of this connection and the associated covariant
derivative as
H(x)µν = ∇µ∇νH(x) + Γλµν(x)∂λH(x) (7.13)
and, using d ≡ ∇−Γ, we can write the third and fourth order derivatives appearing in (7.12)
in terms of ∇ and Γ by taking derivatives of (7.13). Substituting these complicated derivative
expressions into (7.12) and using the fact that dH = 0 onMV , after a long and quite tedious
calculation we arrive at a manifestly covariant and coordinate-independent expression for the
2-loop correction,
A1(p) =
A0(p)
8
H(p)µν
{H(p)λρH(p)αβ
3
[
3∇µ∇ν∇λH(x)∇α∇β∇ρH(x)
+2∇µ∇λ∇αH(x)∇ν∇ρ∇βH(x)
]
−H(p)λρ∇ρ∇µ∇ν∇λH(x)
+4
(
∇µ +∆µ −H(p)λρ∇ρ∇µ∇λH(x)
)
∆ν(x) +Rµν(Γ)
} ∣∣∣∣
x=p
(7.14)
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where
Rµν(Γ) ≡ Rλµλν = ∂νΓλµλ − ∂λΓλµν + ΓαµλΓλαν − ΓαµνΓλαλ (7.15)
is the (symmetric) Ricci curvature tensor of Γ and we have introduced the 1-form ∆ =
∆µ(x)dx
µ with the local components
∆µ(x) = γµ(x)− Γλµλ(x) = ∇µ log hL(x) (7.16)
It is intriguing that the covariantization of the 2-loop expression simply involves replacing
ordinary derivatives d with covariant ones ∇, non-covariant connection terms γ with the
1-form ∆, and then the remainder terms from this process are simply determined by the
curvature of the Christoffel connection Γ which realizes the covariantization. Note that if Γ is
in addition chosen as the Levi-Civita connection compatible with a metric g, i.e. ∇g = 0, then
Γλµλ = ∂µ log
√
det g and the 1-form components (7.16) become ∆µ = ∂µ log
√
det(g−1 · ω).
The covariantization of the higher-loop terms is hopelessly complicated. We note that
if, however, the 2-loop correction A1(x) vanishes in an entire neighbourhood Up ⊂ M of
each critical point p, then this is enough to imply the vanishing of the corrections to the
Duistermaat-Heckman formula to all orders in the loop-expansion. To see this, we exploit
the topological invariance of (7.14) and apply the Morse lemma [107] to the correction terms
(7.5). This says that there exists a sufficiently small neighbourhood Up about each critical
point p in which the Morse function H looks like a “harmonic oscillator”,
H(x) = H(p)− (x1)2 − (x2)2 − . . .− (xλ(p))2 + (xλ(p)+1)2 + . . .+ (x2n)2 , x ∈ Up (7.17)
so that the critical point p is at x = 0 in this open set in M. We shall call these ‘harmonic
coordinates’, and this result simply means that the symmetric matrix H(x) can be diagonal-
ized constantly in an entire neighbourhood of the critical point. Given that the quantity (7.5)
must be independent of coordinates (although not manifestly), we can evaluate it in a har-
monic coordinate system. Then the Gaussian deviation function g(x; p) vanishes identically
in the neighbourhood Up and only the j = 0 term contributes to (7.5). Thus the series (7.3)
is simply
Z(T ) =
(
2πi
T
)n ∑
p∈MV
(−i)λ(p) eiTH(p)A0(p)
(
e−
H(p)µν
2T
Dµ(x)Dν(x)
)
· 1
∣∣∣
x=p
(7.18)
It follows that if the 2-loop term vanishes in the entire neighbourhood of the critical point p
(and not just at x = p), i.e.
H(p)µνDµ(x)Dν(x) ≡ 0 for x ∈ Up (7.19)
then, as all higher-loop terms in these coordinates can be written as derivative operators
acting on the 2-loop contribution A1(x) as prescribed by (7.18), all corrections to the semi-
classical approximation vanish. In the case of the Duistermaat-Heckman theorem, it is for
this reason that the Lie derivative condition LV g = 0 is generally required to hold globally on
M. In general, though, whether or not the vanishing of A1(p) implies the vanishing of all loop
orders is not that clear, because there is a large ambiguity in the structure of a function in a
neighbourhood ofMV which vanishes at each critical point p (any functional of ∇H will do).
The above vanishing property in an entire neighbourhood therefore need not be true. It is
hard to imagine though that the vanishing of the 2-loop correction term would not imply the
vanishing of all higher-orders, because then there would be an infinite set of conditions that
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a dynamical system would have to obey in order for its partition function to be WKB-exact.
This would then greatly limit the possibilities for localization.
In any case, from the point of view of localization, we can consider the vanishing of
the 2-loop contribution in (7.14) as an infinitesimal Duistermaat-Heckman localization of
the partition function. The expression (7.14) in general is extremely complicated. However,
besides being manifestly independent of the choice of coordinates, (7.14) is independent of the
chosen connection Γ, because by construction it simply reduces to the original connection-
independent term (7.12). We can exploit this degree of freedom by choosing a connection
that simplifies the correction (7.14) to a form that is amenable to explicit analysis. We shall
now describe 2 geometrical characteristics of the loop-expansion above which can be used to
classify the localizable or non-localizable dynamical systems [152].
The first such general geometric localization symmetry is a symmetry implied by (7.14)
between Hessian and metric tensors, i.e. that the Hessian essentially defines a metric on
M. This is evident in the correction term (7.14), where the inverse Hessians contract with
the other tensorial terms to form scalars, i.e. the Hessians in that expression act just like
metrics. This suggests that the non-degenerate Hessian of H could be used to define a metric
which is compatible with the connection Γ used in (7.14). This in general cannot be done
globally on the manifold M, because the signature of H(x) varies over M in general, but
for a C∞ Hamiltonian H it can at least be done locally in a sufficiently small neighbourhood
surrounding each critical point. For now, we concentrate on the case of a 2-dimensional phase
space. We define a Riemannian metric tensor g that is proportional to the covariant Hessian
in the neighbourhood Up of each critical point p,
∇∇H = Gg (7.20)
where G(x) is some globally-defined C∞-function onM, and for which the connection Γ used
in the covariant derivatives ∇ is the Levi-Civita connection for g. This means that, given
a Hamiltonian H on M, we try to locally solve the coupled system of non-linear partial
differential equations
G(x)gµν(x) = ∂µ∂νH(x)− Γλµν(x)∂λH(x)
Γλµν =
1
2
gλρ (∂µgρν + ∂νgρµ − ∂ρgµν)
(7.21)
consistently for g (or Γ).
This sort of “metric ansatz” may seem somewhat peculiar, and indeed impossible to solve
in the general case. The covariant constancy condition on g in (7.21) implies that
∂µG = Rλµ∂λH = R∂µH (7.22)
where R = gµνRµν is the scalar curvature of g. (7.22) follows from the defining identity for
the Riemann curvature tensor R = dΓ + Γ ∧ Γ,
∇µ∇ν∇λH = ∇ν∇µ∇λH +Rρλµν∇ρH (7.23)
Given H , (7.22) determines G locally in terms of g. This means that the above ansatz can be
written as an equation for the associated connection coefficients Γλµν ,
∇λ∇µ∇νH = Rµν∇λH (7.24)
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The existence of a local solution to (7.24) ‘almost’ all of the time can now be argued by
analysing this set of differential equations in local isothermal coordinates (5.49) for the con-
nection Γ above [152]. Notice, in particular, that if the metric (7.20) actually has a constant
curvature R, then the equation (7.22) can be integrated in each neighbourhood Up to give
G(x) = C0 +R ·H(x) (7.25)
We shall see examples and other evidences for this sort of geometric structure throughout this
Section.
The main advantage of using the inductively-defined metric in (7.21) is that it allows a
relatively straightforward analysis of the 2-loop correction terms to the Duistermaat-Heckman
formula. With this definition, (7.22) implies that the first order derivatives of G vanish at
each critical point p ∈ MV , and hence so do all third order covariant derivatives of H in
(7.14). The fourth order covariant derivatives contribute curvature terms according to (7.24),
which are then cancelled by the curvature tensor already present in (7.14). The final result
is an expression involving only the Liouville and Levi-Civita connections expressed in terms
of the 1-form ∆, which after some algebra we find can be written in the simple form
A1(p) =
A0(p)
2G g
µν [∇µ +∆µ(x)]∆ν(x)
∣∣∣∣
x=p
(7.26)
Requiring this correction term to vanish in an entire neighbourhood of each critical point
implies, from the definition (7.16), that the connection γ associated with the symplectic
structure coincides with the connection Γ associated with the Riemannian structure which
solves the relation (7.21). Thus the components of the symplectic 2-form ω and the metric
tensor g are proportional to each other in local complex isothermal coordinates for g. The
proportionality factor must be a constant so that this be consistent with the existence of local
Darboux coordinates for ω [152]. In other words, ω and g together locally define a Ka¨hler
structure on the phase space M.
Conversely, suppose that Γ is the Levi-Civita connection associated to some generic,
globally-defined metric tensor g on M, and consider the rank (1,1) tensor field
Jνµ =
√
detω
det g
gµλω
λν (7.27)
In 2-dimensions, it is easily seen that (7.27) defines a linear isomorphism J : TM → TM
satisfying J2 = −1. In general, if such a linear transformation J exists then it is called an
almost complex structure of the manifoldM [41, 58]. This means that there is a local basis of
tangent vectors in which the only non-vanishing components of J are given by (5.9), so that
there is “almost” a separation of the tangent bundle into holomorphic and anti-holomorphic
components. However, an almost complex structure does not necessarily lead to a complex
structure – there are certain sufficiency requirements to be met before J can be used to
define local complex coordinates in which the overlap transition functions can be taken to be
holomorphic [22]. One such case is when J is covariantly constant, ∇J = 0 – actually this
condition only ensures that a sub-collection of subsets of the differentiable structure determine
a local complex structure (but recall that any Riemann surface is a complex manifold). Again
in 2-dimensions this means that then ∇ω = 0 and the pair (g, ω) define a Ka¨hler structure on
M (again note that any 2-dimensional symplectic manifold is automatically a Ka¨hler manifold
for some metric defined by ω).
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Given these facts, suppose now that g and ω define a Ka¨hler structure on the 2n-dimensional
manifoldM with respect to an almost complex structure J , i.e. detω = det g, g is Hermitian
with respect to J ,
gµν = J
λ
µgλρJ
ρ
ν , (7.28)
and ω is determined from g by (7.27). In the local coordinates (5.9), this means the usual
Ka¨hler conditions that we encountered before, i.e. gµν = gµ¯ν¯ = 0, gµν¯ = g
∗
ν¯µ and ωµν¯ = −igµν¯ .
In this case, the flows of g under the action of the Hamiltonian vector field V ,
(LV g)µν = gµλ∇νωλρ∂ρH + gνλ∇µωλρ∂ρH + ωλρ(gµλ∇ν∇ρH + gνλ∇µ∇ρH) (7.29)
can be written using the almost complex structure as the anti-commutator
LV g = [∇∇H, J ]+ (7.30)
Thus if V is a global Killing vector of a Ka¨hler metric onM, then the covariant Hessian of H
is also Hermitian with respect to J , as in (7.28). Since the Ka¨hler metric of a Ka¨hler manifold
is essentially the unique Hermitian rank (2,0) tensor, it follows that the covariant Hessian is
related to the Ka¨hler metric by a transformation of the form
∇µ∇νH = KλµgλρKρν (7.31)
where K is some non-singular (1,1) tensor which commutes with J . In 2-dimensions, the
Hermiticity conditions imply that both the Hessian and g have only 1 degree of freedom and
(7.31) gets replaced by the much simpler condition (7.21). From the fundamental equivariant
localization principle we know that this implies the vanishing of the 2-loop correction term,
i.e. the Duistermaat-Heckman theorem. Indeed, from the analysis of the last 2 Sections we
have seen that most of the localizable examples fall into these Ka¨hler-type scenarios. Notice
that the covariant Hessian determined from the Hamiltonian equations is
∇µ∇νH = V λ∇µωνλ + ωνλ∇µV λ (7.32)
so that in the Ka¨hler case, when ∇ω = 0, the proportionality function G is determined in
terms of the Riemann moment map µV = ∇V as
G(x) =
√
detµV (x) (7.33)
On a homogeneous Ka¨hler manifold, when G is integrated to be (7.25), this relation generalizes
that observed for the height function of the sphere in Subsection 5.5.
What is particularly interesting here is that conversely the localization of the partition
function determines this sort of Ka¨hler structure on M. The Lie derivative (7.29) of the
metric (7.21) is easily seen to be zero in a neighbourhood of the critical point. Conversely, if
the Lie derivative of the metric in (7.21) vanishes on M, then it induces a Ka¨hler structure
(i.e. ∇ω = 0). Recalling from Subsection 3.3 the proof of the Duistermaat-Heckman theorem
using solely symplectic geometry arguments, we see that the main feature of the localization
is the possibility of simultaneously choosing harmonic and Darboux coordinates. This same
feature occurs similarly above, when we map onto local Darboux coordinates [152]. The
new insight gained here is the geometric manner in which this occurs – the vanishing of the
loop expansion beyond leading order gives the dynamical system a local Ka¨hler structure
(see (7.19)). Whether or not this extends to a global Ka¨hler geometry depends on many
things. If the topology of M allows this to be globally extended away from MV , then the
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Riemannian geometry so introduced induces a global Ka¨hler structure with respect to the
canonical symplectic structure of M 40. Furthermore, the coefficient function G(x) in (7.20)
must be so that the metric defined by that equation has a constant signature on the whole of
M. If H has odd Morse indices λ(p), then it is impossible to choose the function G in (7.20)
such that, say, g has a uniform Euclidean signature on the whole ofM. But if the correction
terms above vanish, then Kirwan’s theorem implies that H has only even Morse indices
and it may be possible to extend this geometry globally. In this way, the examination of the
vanishing of the loop expansion beyond leading order gives insights into some novel geometrical
structures on the phase space representing symmetries of the localization. Moreover, if such
a metric is globally-defined onM, then LV g = 0, and these classes of localizable systems fall
into the same framework as those we studied before.
The second general geometric symmetry of the loop expansion that we wish to point out
here is based on the observation that the symplectic connection (7.8) is reminescent of the
connection that appears when one constructs the Fubini-Study metric using the geometry of
a holomorphic line bundle L → M [41]. If we choose such a line bundle as the standard
symplectic line bundle over M and view the Liouville density (7.9) as a metric in the fibers
of this bundle, then from it one can construct a Ka¨hler structure on M from the curvature
2-forms of the associated connections (7.8), i.e.
Ω = −i(∂ + ∂¯)γz¯ = −i∂∂¯ log hL (7.34)
where we have restricted to the holomorphic and anti-holomorphic components of the connec-
tion (7.8). For instance, the symplectic structure (5.208) is the Fubini-Study metric associated
with the natural line bundle L→CPN which is a sub-bundle of the trivial bundleCPN×CN+1,
i.e. the fiber of L over a point p ∈CPN is just the set of points (z1, . . . , zN+1) ∈CN+1 which
belong to the line p. In that case, the natural fiber metric induced by the canonical complex
Euclidean metric of CN+1 is h(p; z1, . . . , zN+1) =
∑N+1
µ=1 |zµ|2 and (5.208) is determined as
the symplectic reduction of h as in (7.34). This construction generalizes to any holomorphic
line bundle once a fiber metric has been chosen. In the general case, if M itself is already
a Ka¨hler manifold, then whether or not (7.34) agrees with the original Ka¨hler 2-form will
depend on where these 2-forms sit in the DeRham cohomology of M. If we further adjust
the Christoffel connection Γ so that it is related to the Liouville connection by the boundary
condition Γλµλ = γµ, i.e. ∆ = 0, then the correction term (7.14) will involve only derivatives of
the Hamiltonian, but now the vanishing of the correction term can be related to the geometry
of a line bundle L→M.
This is as far as we shall go with a general geometric interpretation of localization from
the covariant loop expansion. The above discussion shows what deep structures could be
uncovered from further development of such analyses. It is in this way that the localization
of the partition function probes the geometry and topology of the phase space M and thus
can lead to interesting topological quantum field theories.
40The existence of an almost complex structure J for which the symplectic 2-form ω is Hermitian and
for which the associated Ka¨hler metric g = J · ω is positive-definite is not really an issue for a symplectic
manifold [165]. Such a J always exists (and is unique up to homotopy) because the Siegal upper-half plane is
contractible. Thus the existence of a Ka¨hler structure for which ∆ = ∇ log hL = 0 is not a problem. However,
for the Killing equation for g = J · ω to hold, J itself must be invariant under the flows of the Hamiltonian
vector field V , i.e. LV J = 0.
191
7.2 Conformal and Geodetic Localization Symmetries
In this Subsection we shall examine some alternative geometric symmetries which lead to a
localization of the partition function of a dynamical system and which extend the fundamental
symmetry requirement of the localization theorems we encountered earlier on [80, 130]. Let g
be a globally-defined metric tensor onM, and consider its flows under the Hamiltonian vector
field V . Instead of the usual assumption that V be an infinitesimal isometry generator for g,
we weaken this requirement and assume that instead V is globally an infinitesimal generator
of conformal transformations with respect to g, i.e.
LV g = Υg (7.35)
where Υ(x) is some C∞-function on M. Intuitively, this means that the diffeomorphisms
generated by V preserve angles in the space, but not lengths. The function Υ can be explicitly
determined by contracting both sides of (7.35) with g−1 to get
Υ = ∇µV µ/n = ∇µωµν∂νH/n (7.36)
which we note vanishes on the critical point set MV of the Hamiltonian H . This implies,
in particular, that either Υ ≡ 0 almost everywhere on M (in which case V is an isometry
of g) or Υ(x) is a non-constant function on M corresponding to non-homothetic or ‘special
conformal’ transformations (i.e. constant rescalings, or dilatations, of g are not possible under
the flow of a Hamiltonian vector field). Ordinary Killing vector fields in this context arise as
those which are covariantly divergence-free, tr µV = ∇µV µ = 0.
We shall show that this conformal symmetry requirement on the dynamical system also
leads to the Duistermaat-Heckman integration formula. First, we establish this at the level
of the perturbative loop expansion of the last Subsection by showing that the (infinitesimal)
corrections to the 1-loop term in the stationary phase series vanish. For simplicity we restrict
our attention here to the case of n = 1 degree of freedom. The extension to arbitrary
degrees of freedom is immediate, and indeed we shall shortly see how the condition (7.35)
explicitly implies the vanishing of the correction terms to the Duistermaat-Heckman formula
in arbitrary dimensions and in a much more general framework. We insert everywhere into the
covariant connection-independent expression (7.14) the covariant derivative ∇ associated with
g in (7.35). Using the covariant Hessian (7.32) and the conformal Killing equation (7.35) we
can solve for the covariant derivatives of the Hamiltonian vector field. Notice that, in contrast
to the ordinary Killing equations, one of the 3 components of the conformal Killing equation
(7.35) will be an identity since one of the Killing equations tells us that V is covariantly
divergence-free with respect to g (see (5.51)). In 2-dimensions, after some algebra we find
that the (symmetric) Hessian (7.32) can be written as
∇µ∇νH = −Ω Σ gµν +
(
∇µH ∇ν log Ω +∇νH ∇µ log Ω
)
/2 (7.37)
where we have introduced the C∞-functions
Σ(x) =
√
det∇V (x)− (∇λV λ(x)/2)2 , Ω(x) =
√√√√detω(x)
det g(x)
(7.38)
The covariant derivatives appearing in (7.14) are now easily found from (7.37) to be
∇ρ∇µ∇νH = 1
ΩΣ
∇ρ(ΩΣ)∇µ∇νH+ 1
2
∇µ log Ω∇ρ∇νH+ 1
2
∇ν log Ω∇ρ∇µH+F(∇H) (7.39)
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∇λ∇ρ∇µ∇νH
=
1
ΩΣ
(
∇λ∇ρ(ΩΣ)∇µ∇νH + 1
2
∇λ(Σ∇µΩ)∇ρ∇νH − 1
2
∇λ(Σ∇νΩ)∇ρ∇µH
)
+
1
2
∇λ∇ρH∇µ log Ω∇ν log Ω + 1
2
∇λ∇νH
(
1
2
∇µ log Ω∇ρ log Ω +∇ρ∇µ log Ω
)
+
1
2
∇λ∇µH
(
1
2
∇ν log Ω∇ρ log Ω +∇ρ∇ν log Ω
)
+ F(∇H)
(7.40)
where F(∇H) denotes terms involving single derivatives of H , and which therefore vanish
on I(H). Substituting (7.39) into (7.23) and then contracting (7.23) with H(x)µλ leads to
a relationship between the symplectic structure and the flows generated by the Hamiltonian
vector field,
∇µ log Ω + 2∇µ log Σ = F(∇H) (7.41)
We now use a covariant derivative of (7.23) to rewrite the curvature term in (7.14) in terms
of covariant derivatives of the Hamiltonian, substitute (7.39) and (7.40) into (7.14), and use
everywhere the identity (7.41). Since ∆µ = ∇µ log Ω for the metric connection Γ, it follows
after some algebra that the generally-covariant expression (7.14) for the first-order correction
to the Duistermaat-Heckman formula is F(∇H). This establishes the claim above.
We shall now establish quite generally that this conformal localization symmetry is in
some sense the most general one that can be construed for a classical partition function [130].
For this, we return to the general localization principle of Subsection 2.5 and re-evaluate the
function Z(s) in (2.128) for a generic (not necessarily equivariant) metric-dual 1-form β = iV g
of the Hamiltonian vector field V (i.e. with no assumptions for now about the symmetries of
g) and the equivariantly-closed form α = eiT (H+ω)/(iT )n with respect to V , i.e. DV α = 0,
but LV β 6= 0 in general. We also assume, for full generality, that the manifoldM can have a
boundary ∂M. The derivative (2.129) need not vanish now and the second equality there can
be evaluated using Stokes’ theorem and the Cartan-Weil identity. Then using the identity
Z(0) = lim
s→∞Z(s)−
∫ ∞
0
ds
d
ds
Z(s) (7.42)
it follows that the partition function Z(T ) =
∫
M α can be determined in general by
Z(T ) = lim
s→∞
∫
M
α e−sDV β +
∫ ∞
0
ds
{∮
∂M
αβ e−sDV β − s
∫
M
αβ(LV β) e−sDV β
}
(7.43)
The large-s limit integral in (7.43) can be worked out in the same way as we did in Subsection
2.6 to arrive at the same expression (2.142), except that now the 2-form ΩV = dβ there is
given quite arbitarily as
ΩV = 2g · µV −LV g (7.44)
so that
lim
s→∞
∫
M
α e−sDV β = (−2π)n/2 ∑
p∈MV
α(0)(p)
| det dV (p)| Pfaff
(
dV (p)− g(p)−1LV g(p)/2
)
(7.45)
Using (3.59) to rewrite derivatives of V in (7.45) in the usual way, substituting in the
definitions in Subsection 2.5 for the geometric quantities in (7.43), and then expanding expo-
nentials in the 2-forms ω and ΩV to the highest degrees that the manifold integrations pick
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up, we arrive at an expression for the partition function in terms of geometrical characteristics
of the phase space [130]
Z(T ) =
(
2πi
T
)n ∑
p∈MV
(−i)λ(p)
√√√√ detω(p)
detH(p) e
iTH(p)
√
det (1−H−1ωg−1LV g/2) (p)
+
1
(iT )n
∫ ∞
0
ds
∮
∂M
eiTH−sKV
(n− 1)! g(V, ·) ∧ (iTω − sΩV )
n−1
− 1
(iT )n
∫ ∞
0
ds s
∫
M
eiTH−sKV
(n− 1)! g(V, ·) ∧ (LV g)(V, ·) ∧ (iTω − sΩV )
n−1
(7.46)
which holds for an arbitrary Riemannian metric g on M. From the expression (7.46) and
the fact that g(V, ·)∧2 ≡ 0, we can see explicitly now how the conformal Lie derivative condi-
tion (7.35) collapses this expression down to the Duistermaat-Heckman formula (3.63) when
∂M = ∅, as we saw by more explicit means above. Note that we cannot naively carry out the
s-integrations quite yet, because the function KV = g(V, V ) has zeroes onM. The expression
(7.46), although quite complicated, shows explicitly how the Lie derivative conditions make
the semi-classical approximation to the partition function exact. This is in contrast to the
loop-expansion we studied earlier, where the corrections to the Duistermaat-Heckman formula
were not just some combinations of Lie derivatives. (7.46) therefore represents a sort of re-
summation of the loop-expansion that explicitly takes into account the geometric symmetries
that make the 1-loop approximation exact. We shall see soon that it is quite consistent with
the results predicted from the loop-expansion, and moreover that it gives many new insights.
There are several points to make at this stage. First of all we note the appearence of
the boundary contribution in (7.43). If we assume that LV β = 0, that the group action
represented by the flows of the Hamiltonian vector field V preserves the boundary ofM (i.e.
g · ∂M = ∂M) and that the action is free on ∂M, then the s-integral in the boundary term
in (7.43) can be carried out explicitly and we find the extra contribution to the Duistermaat-
Heckman formula for manifolds with boundary,
Z∂M(T ) = −
∮
∂M
β ∧ α
DV β
(7.47)
In this context β = iV g is the connection 1-form for the induced group action on the boundary
∂M, because as we have seen earlier dβ is the moment map for this action. This boundary
term can be determined using the Jeffrey-Kirwan-Kalkman residue that was introduced in
Subsection 3.8, i.e. the coefficient of 1
φ
in the quantity (β ∧ α)/DV β, where φ is the element
of the symmetric algebra S(g∗) representing the given circle action [79].
Secondly, notice that the conformal localization symmetry gives an explicit realization in
(7.37) of the Hessian-metric ansatz which was discussed in the last Subsection. In particular,
(7.46) establishes that with this Hessian-metric substitution and the appropriate extension
away from the critical points of H (the terms proportional to ∇H in (7.37)) the corrections
to the Duistermaat-Heckman integration formula vanish to all orders of the loop-expansion
(and not just to 2-loop order as was established in the last Subsection). Notice, however,
that because of (7.36) any conformal Killing vector on a Ka¨hler manifold is automatically an
isometry. In fact, the generic case of a non-vanishing scaling function Υ(x) in (7.35) is similar
to the isometry case from the point of view of the equivariant localization priniciple. Note
that away from the critical points of H we can rescale β → β¯ ≡ g(V, ·)/g(V, V ). With this
choice for the localization 1-form β it is easy to show from (7.35) that away from the critical
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point set of the Hamiltonian it satisfies LV β¯ = 0, i.e. β¯ is then an equivariant differential
form on M−MV . Thus away from the subset MV ⊂ M the conformal Killing condition
can be cast into the same equivariant cohomological framework as the isometry condition by
a rescaling of the metric tensor in (7.35), gµν → Gµν = gµν/g(V, V ), for which LVG = 0.
The rescaled metric Gµν(x) is only defined on M−MV , but we recall from Subsection 2.5
that all that is needed to establish the localization of (3.52) onto the zeroes of the vector field
V (i.e. the equivariant localization principle) is an invariant metric tensor (or equivalently
an equivariant differential form β) which is defined everywhere on M except possibly in
an arbitrarily small neighbourhood of MV . The fact that the weaker conformal symmetry
condition is equivalent to the isometry condition in this respect is essentially a consequence
of the fact that the differential form β = iV g above is still a connection 1-form that specifies
a splitting of the tangent bundle into a component overMV (represented by the discrete sum
over MV in (7.46)) and a component orthogonal to MV (represented by the Lie derivative
integral in (7.46)). This is in fact implicit in the proof by Atiyah and Bott in [9] using the
Weil algebra.
One may ask as to the possibilities of using other localization forms to carry out the
localization ontoMV , but it is readily seen that, up to components orthogonal to V , β = iV g
is the most general localization form up to multiplication by some strictly positive function.
This follows from the fact that in order to obtain finite results in the limit s → ∞ in (7.45)
we need to ensure that the form DV β has a 0-form component to produce an exponential
damping factor, since higher-degree forms will contribute only polynomially in the Taylor
expansion of the exponential. This is guaranteed only if β has a 1-form component. Thus it
is only the 1-form part of β that is relevant to the localization formula, and so without loss
of generality the most general localization principle follows from choosing β to be a 1-form.
Furthermore, the 0-form part V µβµ of DV β must attain its global minimum at zero so that
the large-s limit in (7.45) yields a non-zero result. This boundedness requirement is equivalent
to the condition that the component of β along V has the same orientation as V , i.e. that β
be proportional to the metric dual 1-form of V with respect to a globally-defined Euclidean
signature Riemannian structure on the phase space M.
In addition, for a compact phase spaceM the conformal group is in general non-compact,
so that conformal Killing vectors need not automatically generate circle actions in these cases
as opposed to isometry generators where this would be immediate. To explore whether this
larger conformal group symmetry of the Duistermaat-Heckman localization leads to globally
different sorts of dynamical systems, one would like to construct examples of systems with
non-trivial (i.e. Υ 6= 0) conformal symmetry. For this, one has to look at spaces which
have a Riemannian metric g for which the Hamiltonian vector field V is a generator of both
the conformal group Conf(M, g) and the symplectomorphism group Sp(M, ω) of canonical
transformations on the phase space. From the analysis thus far we have a relatively good idea
of what the latter group looks like. The conformal group for certain Riemannian manifolds
is also well-understood [54]. For instance, the conformal group of flat Euclidean space of
dimension d ≥ 3 is locally isomorphic to SO(d + 1, 1). The (global) conformal group of the
Riemann sphere C∪{∞} was already encountered in Section 6 above (in a different context),
namely the group SL(2,C)/ZZ2 ≃ SO(3, 1) of projective conformal transformations. In these
cases, the conformal group consists of the usual isometries of the space, along with dilatations
or scale transformations (e.g. translations of r in z = r eiθ) and the d-dimensional subgroup
of so-called special conformal transformations.
An interesting example is provided by the flat complex planeC. Here the conformal algebra
is infinite-dimensional and its Lie algebra is just the classical Virasoro algebra [54]. Indeed,
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the conformal Killing equations in this case are just the first set of Cauchy-Riemann equations
in (5.51) (the other one represents the divergence-free condition tr µV = 0). This means that
the conformal Killing vectors in this case are the holomorphic functions V z = f(z), V z¯ = f¯(z¯).
The Hamiltonian flows of these vector fields are therefore the arbitrary analytic coordinate
transformations
z˙(t) = f(z(t)) , ˙¯z(t) = f¯(z¯(t)) (7.48)
As an explicit example, consider the conformal Killing vector which describes a Hamiltonian
system with n + 1 distinct stationary points,
V z = iβz(1− α1z) · · · (1− αnz) (7.49)
at z = 0 and z = 1/αi, where β, αi ∈C. The associated scaling function in (7.35) is then
Υ(z, z¯) = ∂zV
z + ∂z¯V
z¯ (7.50)
The symplecticity condition LV ω = 0 leads to the first-order linear partial differential equation
V z∂zωzz¯ + V
z¯∂z¯ωzz¯ = −Υ(z, z¯)ωzz¯ (7.51)
which is easily solved by separation of the variables z, z¯. The solution for the symplectic
2-form with arbitrary separation parameter λ ∈ IR is
ω
(λ)
zz¯ (z, z¯) = wλ(z)w¯λ(z¯)/V
zV z¯ (7.52)
where
wλ(z) = e
iλ
∫
dz/V z =
(
z
(1− α1z)A1 · · · (1− αnz)An
)λ/β
(7.53)
and the constants
Ai(α1, . . . , αn) = (αi)
n−1∏
j 6=i
1
αi − αj (7.54)
are the coefficients of the partial fraction decomposition
(V z)−1 =
1
iβ
(
1
z
+
n∑
i=1
Ai
1− αiz
)
(7.55)
To ensure that (7.52) is a single-valued function on C, we restrict the αk’s to all have
the same phase, so that Ai(α1, . . . , αn) ∈ IR, and the parameter β to be real-valued. The
Hamiltonian equations (5.68) can now be integrated up with the vector field (7.49) and the
symplectic 2-form (7.52), from which we find the family of Hamiltonians
H
(λ)
β,αi
(z, z¯) =
1
λ
(
z
(1− α1z)A1 · · · (1− αnz)An
)λ/β (
z¯
(1− α¯1z¯)A1 · · · (1− α¯nz¯)An
)λ/β
(7.56)
To ensure that this Hamiltonian has only non-degenerate critical points we set λ = β. This
also guarantees that the level (constant energy) curves of this Hamiltonian coincide with the
curves which are the solutions of the equations of motion (7.48) [130].
Since the Hamiltonian (7.56) either vanishes or is infinite on its critical point set, it
is easy to show that the partition function (3.52) is independent of αk and coincides with
the anticipated result from the Duistermaat-Heckman integration formula, namely Z(T ) =
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2πiβ/T . This partition function coincides with that of the simple harmonic oscillator zz¯/β, as
expected since for αi = 0, ω
(β)
zz¯ becomes the Darboux 2-form and H
(β)
β,0 the harmonic oscillator
Hamiltonian. In fact, we can integrate up the flow equation (7.48) in the general case and we
find that the classical trajectories z(t) are determined by the equation
eiβ(t−t0) = wβ(z(t)) =
z(t)
(1− α1z(t))A1 · · · (1− αnz(t))An (7.57)
The coordinate change z → wβ(z) is just the finite conformal transformation generated by the
vector field (7.49) and it maps the dynamical system (ω
(β)
zz¯ , H
(β)
β,αi
) onto the harmonic oscillator
H ∝ ww¯, ω ∝ ωD with the usual circular classical trajectories w(t) = eiβ(t−t0) associated with
a U(1) generator corresponding to an isometry. This transformation is in general multi-valued
and has singularities at the critical points z = 1/αi of the Hamiltonian H
(β)
β,αi
. It is therefore
not a diffeomorphism of the plane for αi 6= 0 and the Hamiltonian system (IR2, ω(β)zz¯ , H(β)β,αi)
is not globally isomorphic to the simple harmonic oscillator. For more details about the
global differences between these systems and those associated with isometry generators, see
[130]. The conformal group structures on phase spaces like S2 yield novel generalizations of
the localizable systems which are associated with coadjoint orbits of isometry groups as we
discussed in Section 5. The appearence of the larger (non-compact) conformal group may
lead to interesting new structures in other instances which usually employ the full isometry
group of the phase space, such as the Witten localization formalism of Subsection 3.8.
Other geometric alternatives to the Lie derivative condition LV g = 0 have also been
discussed by Ka¨rki and Niemi in [80]. For instance, consider the alternative condition
V λ∇λV µ = 0 (7.58)
to the Killing equation, which means that the Hamiltonian flows x˙µ = V µ are geodetic to g
(see Subsection 2.4). From (7.58) it follows that the Lie derivative of the localization 1-form
β = iV g can be written as
LV β = V ρ(gρλ∇µV λ + gµλ∇ρV λ)dxµ = V ρgρλ∇µV λdxµ = 1
2
diV β (7.59)
Comparing this with the Cartan-Weil identity LV = diV + iV d for the Lie derivative acting
on differential forms we find the relation
iV dβ = −1
2
diV β (7.60)
which leads to the equivariance condition [80]
DV (KV /2 + ΩV ) = 0 (7.61)
so that the dynamical systems (1
2
KV ,ΩV ) and (H,ω) determine a bi-Hamiltonian structure.
Moreover, in this case it is also possible to explicitly solve the equivariant Poincare´ lemma
[80], just as we did in Subsection 3.6. Thus given that 1
2
KV + ΩV is an equivariantly-closed
differential form, the condition (7.58) has the potential of leading to possibly new localization
formulas.
However, there are 2 things to note about the geometric condition (7.58). The first is its
connection with a non-trivial conformal Killing equation LV g = Υg, which follows from the
identity
V νgαµ(LV g)µν = V λ∇λV α + gαµ∇µKV /2 (7.62)
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Contracting both sides of (7.62) with gαρV
ρ leads to
ΥKV = 2gµνV
νV λ∇λV µ (7.63)
when (7.35) holds. This implies that if (7.58) is satisfied, then Υ ≡ 0 away from the zeroes of
V . Thus Υ ≡ 0 almost everywhere on M and so the geometric condition (7.58) can only be
compatible with the Killing equation, and not the inhomogeneous conformal Killing equation.
Secondly, the exact 2-form ΩV ≡ diV g is degenerate on M, because an application of the
Leibniz rule and Stokes’ theorem gives
n!
∫
M
d2nx
√
det ΩV (x) =
∫
M
ΩnV =
∫
M
d
(
iV g ∧ Ωn−1V
)
= 0 (7.64)
when ∂M = ∅. Thus det ΩV (x) = 0 on some submanifold of M, and so the Hamiltonian
system determined by (1
2
KV ,ΩV ) is degenerate. As mentioned in Subsection 3.6, this isn’t
so crucial so long as the support of det ΩV (x) is a submanifold of M of dimension at least
2 (so that there exists at least 1 degree of freedom from the classical equations of motion).
It would be interesting to investigate these geometric structures in more detail and see what
localization schemes they lead to.
7.3 Corrections to the Duistermaat-Heckman Formula: A Geo-
metric Approach
The integration formula (7.46) suggests a geometric approach to the evaluation of corrections
to the Duistermaat-Heckman formula in the cases where it is known to fail. Recall that
there is always locally a metric tensor on M −MV for which V is a Killing vector (see
the discussion at the beginning of Subsection 3.6). For the systems where the semi-classical
approximation is not exact, there are global obstructions to extending these locally invariant
metric tensors to globally-defined geometries on the phase space which are invariant under
the full group action generated by the Hamiltonian vector field V on M, i.e. there are
no globally defined single-valued Riemannian geometries on M for which V is globally a
Killing vector. This means that although the Killing equation LV g = 0 can be solved for
g locally on patches covering the manifold, there is no way to glue the patches together to
give a single-valued invariant geometry on the whole of M (c.f. Subsection 5.9). In this
Subsection we shall describe how the expression (7.46) could be used in this sense to evaluate
the corrections to the sum over critical points there [152], and we shall see that not only does
this method encompass much more of the loop-expansion than the term-by-term analysis of
Subsection 7.1 above, but it also characterizes the non-exactness of the Duistermaat-Heckman
formula in a much more transparent and geometric way than Kirwan’s theorem. In this
way we can obtain an explicit geometric picture of the failure of the Duistermaat-Heckman
theorem and in addition a systematic, geometric method for approximating the integral (3.52).
Furthermore, this analysis will show explicitly the reasons why for certain dynamical systems
there are no globally defined Riemannian metrics on the given symplectic manifold for which
any given vector field with isolated zeroes is a Killing vector, and as well this will give
another geometric description of the integrability properties of the given dynamical system.
The analysis presented here is by no means complete and deserves a more careful, detailed
investigation.
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The idea is to define a set of patches coveringM in each of which we can solve the Killing
equations for g, but for which the gluing of these patches together to give a globally defined
metric tensor is highly singular. The non-triviality that occurs when these subsets are patched
back together will then represent the corrections to the Duistermaat-Heckman formula, and
from our earlier arguments we know that this will be connected with the integrability of
the Hamiltonian system. We introduce a set of preferred coordinates x′′ for the vector field
V following Subsection 5.2. In general, this diffeomorphism can only be defined locally on
patches overM and the failure of this coordinate transformation in producing globally-defined
C∞-coordinates on M gives an analytic picture of why the Hamiltonian vector field fails to
generate global isometries. Notice in particular that these coordinates are only defined on
M−MV . In this way we shall see geometrically how Kirwan’s theorem restricts dynamical
systems whose phase spaces have non-trivial odd-degree homology and explicitly what type
of flow the Hamiltonian vector field generates.
Recall that the coordinate functions x′′ map the constant coordinate lines (x20, . . . , x
2n
0 ) ∈
IR2n−1 onto the integral curves of the isometry defined by the classical Hamilton equations of
motion x˙µ(t) = V µ(x(t)), i.e. in the coordinates x′′(x), the flows generated by the Hamiltonian
vector field look like
x′′1(t) = x10 + t ; x
′′µ(t) = xµ0 , µ > 1 (7.65)
In general, this coordinate transformation function will have singularities associated with the
fact that there is no Riemannian metric tensor on M for which the Lie derivative condition
LV g = 0 holds. Otherwise, if these transformation functions were globally defined on M−
MV , then we could take the metric on M to be any one whose components in the x′′-
coordinates are independent of x′′1 thereby solving the Killing equations directly, and hence
from (7.46) the WKB approximation would be exact. For a non-integrable system, there
must therefore be some sort of obstructions to defining the x′′-coordinate system globally over
M. In light of the above comments, these singularities will partition the manifold up into
patches P , each of which is a 2n-dimensional contractable submanifold ofM with boundaries
∂P which are some other (2n − 1)-dimensional submanifolds of M induced by the constant
coordinate line transformation from IR2n−1 above. By dropping some of these coordinate
surfaces if necessary, we can assume that these patches induced from the singularities of the
above coordinate transformation form a disjoint cover of the manifold, M = ⊔P P 41. Then
we can write the partition function as
Z(T ) =
∑
P
∫
P
α|P (7.66)
where as usual α is the equivariantly-closed differential form (3.57).
By the choice of the patches P , in their interior there is a well-defined (bounded) transla-
tion action generated by V ′′µ. Since the patches P are diffeomorphic to hypercubes in IR2n,
we can place a Euclidean metric on them,
gP = e
ϕP (x
′′)dx′′µ ⊗ dx′′µ (7.67)
where the conformal factor ϕP (x
′′) is a globally-defined real-valued C∞-function on P . If we
choose it so that it is independent of the coordinate x′′1, then the metric (7.67) satisfies the
41Here we assume that M is compact, but we shall see that this formalism can also be extended to the
phase space IR2n.
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Killing equation on P . Thus on each patch P , by the given choice of coordinates, we can
solve the Lie derivative constraint, even though this cannot be extended to the whole of M.
Then each integral over P in (7.66) can be written using the formula (7.46), restricted to the
patch P , to get
∫
P
α|P =
(
2πi
T
)n ∑
p∈MV ∩P
(−i)λ(p)
√√√√ detω(p)
detH(p) e
iTH(p)
+
1
(iT )n
∫ ∞
0
ds
∮
∂P
eiTH−sKV
(n− 1)! g(V, ·) ∧ (iTω − sΩV )
n−1 ∣∣∣
∂P
(7.68)
The first term here, when (7.68) is substituted back into (7.66), represents the lowest-order
term in the semi-classical expansion of the partition function over M, i.e. the Duistermaat-
Heckman term Z0(T ) in (3.63), while the boundary terms give the general corrections to this
formula and represent the non-triviality that occurs rendering inexact the stationary-phase
approximation. The result is
Z(T ) = Z0(T ) + δZ(T ) (7.69)
where
δZ(T ) =
1
(iT )n
∫ ∞
0
ds
∑
P
∮
∂P
eiTH−sKV
(n− 1)! g(V, ·) ∧ (iTω − sΩV )
n−1 ∣∣∣
∂P
(7.70)
The contributions from the patch terms in (7.70) therefore represent an alternative geometric
approach to the loop-expansion of Subsection 7.1 above.
To evaluate the correction term δZ(T ), we recall from Subsection 5.2 (eqs. (5.39),(5.43))
that the coordinate functions χµ(x) for µ = 2, . . . , 2n are local conserved charges of the
Hamiltonian system, i.e.
{χµ, H}ω = V ν∂νχµ = 0 (7.71)
Thus we can take one of them, say χ2, to be a functional of the Hamiltonian, which we
choose to be x′′2(x) = χ2(x) =
√
H(x), where by adding an irrelevant constant to H we may
assume that it is a positive function on the (compact) manifold M. Then, using the metric
tensor transformation law, we find that the metric (7.67) when written back into the original
(unprimed) coordinates has the form
gP = e
ϕP (x)
(
1
(V λ∂λχ1)2
∂µχ
1∂νχ
1 +
1
4H
∂µH∂νH +
∑
α>2
∂µχ
α∂νχ
α
)
dxµ ⊗ dxν (7.72)
so that the metric-dependent quantities appearing in (7.70) can be written as
gP (V, ·) = e
ϕP (x)
V λ(x)∂λχ1(x)
∂µχ
1(x)dxµ , KV (x)|P = gP (V, V ) = eϕP (x) (7.73)
ΩV |P = e
ϕP (x)
2(V λ∂λχ1)2
{
∂λχ
1
(
∂µV
λ∂νχ
1 − ∂νV λ∂µχ1
)
+V λ∂λχ
1
(
∂µϕP∂νχ
1 − ∂νϕP∂µχ1
)}
dxµ ∧ dxν (7.74)
When these expressions are substituted back into the correction term (7.70), we find that the
integrands of δZ(T ) depend only on the coordinate function χ1(x). This is not surprising,
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since the only effect of the other coordinate functions, which define local action variables of
the dynamical system, is to make the effect of the partitioning ofM into patches above non-
trivial, reflecting the fact that the system is locally integrable, but not globally (otherwise,
the partition function localizes).
In general, the correction term (7.70) is extremely complicated, but we recall that there
is quite some freedom left in the choice of χ1. All that is required of this function is that
it have no critical points in the given coordinate neighbourhood. We can therefore choose it
appropriately so as to simplify the correction δZ(T ) somewhat. Given this choice, in general
singularities will appear from the fact that it cannot be defined globally on M, and we can
use these identifications to identify the specific regions P above. The form of the function χ1
is at the very heart of this approach to evaluating corrections to the Duistermaat-Heckman
formula. We shall see how this works in some explicit examples in the next Subsection.
Notice that a similar phenomenon to what occured in Subsection 5.9 has happened here –
the function KV in (7.73) is non-zero, as the zeroes of the vector field V have been absorbed
into the metric term gP (V, ·) thereby making it singular. We can therefore now carry out the
explicit s-integral in (7.70), as the singularities on MV are already present in the integrand
there. Although this may seem to make everything hopelessly singular, we shall see that they
can be regulated with special choices of the function χ1 thereby giving workable forms. We
shall see in fact that when such divergences do occur, they are related to those predicted by
Kirwan’s theorem which we recall dictates also when the full stationary-phase series diverges
for a given function H .
There does not seem to be any immediate way of simplifying the patch corrections δZ(T )
above due to the complicated nature of the integrand forms. However, as usual in 2-dimensions
things can be simplified rather nicely and the analysis reveals some very interesting properties
of this formalism which could be generalized to higher-dimensional symplectic manifolds. To
start, we notice that in 2-dimensions, ifM is a compact manifold, then the union above over
all of the patch boundaries ∂P ⊂M will in general form a sum over 1-cycles aℓ ∈ H1(M; ZZ).
Next, we substitute (7.73) and (7.74) into (7.70) with n = 1, and after working out the easy
s-integration we find that the 2-dimensional correction terms can be written as
δZ(T ) =
1
iT
∑
ℓ
∮
aℓ
eiTH(x)
V λ(x)∂λχ1(x)
∂µχ
1(x)dxµ (7.75)
As for the function χ1, we need to choose one which is independent of the other coordinate
transformation function χ2 to ensure that these 2 functions truly do define a (local) diffeo-
morphism of M. The simplest choice, as far as the evaluation of (7.75) is concerned, is to
choose χ1 as the solution of the first-order linear partial differential equation
V 1(x)∂1χ
1(x) = V 2(x)∂2χ
1(x) (7.76)
With this choice of χ1, the functions χ1 and χ2 are independent of each other wherever
∂µχ
ν(x) 6= 0, µ, ν = 1, 2, which follows from working out the Jacobian for the coordinate
transformation defined by χµ and using their defining partial differential equations above.
With this and the Hamiltonian equations dH = −iV ω, the correction terms (7.75) become
δZ(T ) = − 1
2iT
∑
ℓ
∮
aℓ
F |aℓ (7.77)
where we have introduced the 1-form
F = ω12(x) e
iTH(x)
(
1
∂2H(x)
dx1 − 1
∂1H(x)
dx2
)
(7.78)
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The expression (7.77) leads to a nice geometric interpretation of the corrections above to
the Duistermaat-Heckman formula. To each of the homology cycles aℓ ∈ H1(M; ZZ), there
corresponds a cohomology class ηℓ ∈ H1(M; IR), called their Poincare´ dual [32], which has
the property that it localizes integrals of 1-forms α ∈ Λ1M to aℓ, i.e.∮
aℓ
α|aℓ =
∫
M
α ∧ ηℓ (7.79)
Defining
η =
∑
ℓ
ηℓ ∈ H1(M; IR) (7.80)
we see that the correction term (7.77) can be written as
δZ(T ) = − 1
2iT
∫
M
F ∧ η (7.81)
Noting also that the original partition function itself can be written as
Z(T ) =
1
2
∫
M
F ∧ dH (7.82)
it then follows from Z(T ) = Z0(T ) + δZ(T ) that
∫
M
F ∧ (iTdH + η) = −4π ∑
p∈MV
(−i)λ(p)
√√√√ detω(p)
detH(p) e
iTH(p) (7.83)
Thus in this sense, the partition function represents intersection numbers ofM associated to
the homology cycles aℓ.
This last equation is particularly interesting. It shows that the corrections to the Duistermaat-
Heckman formula generate the Poincare´ duals to the homology cycles which signify that the
Hamiltonian vector field does not generate a globally well-defined group action onM. When
the correction 1-form η/iT is added to the 1-form dH = −ω(V, ·) which defines the flow of
the Hamiltonian vector field onM, the resulting 1-form is enough to render the Duistermaat-
Heckman formula exact for the new “effective” partition function. This means that although
the initial Hamiltonian flow dH doesn’t ‘close enough’ to satisfy the conditions required for
the Duistermaat-Heckman theorem, adding the cohomological Poincare´ dual to the singular
homology cycles of the flow is enough to close the flows so that the partition function is now
given exactly by the lowest-order term Z0(T ) of its semi-classical expansion. One now can
solve for the vector field W satisfying the “renormalized” Hamiltonian equations
dH + η/iT = −ω(W, ·) (7.84)
We can considerW as a “renormalization” of the Hamiltonian vector field V which renders the
stationary-phase series convergent and the Duistermaat-Heckman formula exact. Note that
since the symplectic form ω defines a cohomology class in H2(M; IR), this just corresponds
to choosing a different, possibly non-trivial representative in H1(M; IR) for ω(V, ·) (recall
η ∈ H1(M; IR)). Thus in our approach here, the corrections to the Duistermaat-Heckman
formula compute (possibly) non-trivial cohomology classes of the manifold M and express
geometrically what symmetry is missing from the original dynamical system that prevents
its saddle-point approximation from being exact. The explicit constructions of the Poincare´
duals above are well-known [32] – one takes the embedding σℓ : S
1 →M of S1 in M which
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corresponds to the loop aℓ, and constructs its DeRham current which is the Dirac delta-
function 1-form δ(1,1)(x, σℓ(y)) ∈ Λ1M(x)⊗ Λ1M(y) with the property (7.79) [18].
There is one crucial point that needs to be addressed before we turn to some explicit
examples. In general we shall see that there are essentially 2 types of homology cycles that
appear in the above when examining the singularities of the diffeomorphisms χµ that prevent
them from being global coordinate transformations of M. The first type we shall call ‘pure
singular cycles’. These arise solely as a manifestation of the choice of equation satisfied by
χ1. The second type shall be refered to as ‘critical cycles’. These are the cycles on which at
least one of the components of the Hamiltonian vector field vanish, V µ(x) = 0 for µ = 1 or
2. On these latter cycles the above integrals in δZ(T ) become highly singular and require
regularization. Notice in particular that if, say, V 1(x) = 0 but V 2(x) 6= 0 on some cycle aℓ,
then the equations (7.71) and (7.76) which determine the functions χµ imply that ∂2χ
µ(x) = 0
while leaving the derivatives ∂1χ
µ(x) undetermined. Recall that it was precisely at these points
where the Jacobian of the coordinate transformation defined by χµ vanished.
In this case one must regulate the 1-form F defined above by letting ∂1χ
1 and ∂2χ
1 both
approach zero on this cycle aℓ in a correlated manner so as to cancel the resulting divergence
in the integrand of (7.75). Note that this regularization procedure now requires that x1 and
x2 transform identically, particularly under rescalings, so that the tensorial properties of the
differential form F are unaffected by this definition. In this case, the 1-form F which appears
above gets replaced by the 1-form
F |aℓ = −
1
V 2(x)
(
dx1 + dx2
)
eiTH(x) =
ω12(x)
∂1H(x)
(
dx1 + dx2
)
eiTH(x) (7.85)
which follows from the general expression (7.75). This procedure for defining F can be thought
of as a quantum field theoretic ultraviolet regularization for the higher-loop corrections to
the partition function. In general, we shall always obtain such singularities corresponding
to the critical points of the Hamiltonian because, as mentioned before, the diffeomorphism
equations above become singular at the points where V µ(x) = 0. Note that (7.85) will also
diverge when the cycle aℓ crosses a critical point, i.e. on aℓ ∩ MV . Such singularities, as
we shall see, will be just a geometric manifestation of Kirwan’s theorem and the fact that in
general the stationary-phase expansion does not converge for the given Hamiltonian system.
We shall also see that in general the pure singular cycles do not contribute to the corrections,
as anticipated, as they are only a manifestation of the particular coordinate system used,
of which the covariant corrections should be independent. It is only the critical cycles that
contribute to the corrections and mimick in some sense the sum over critical points series for
the partition function.
7.4 Examples
In this Subsection we illustrate some of the formalism of this Section with 2 classes of explicit
examples. The first class we shall consider is the height function of a Riemann surface, a set
of examples with which we have become well-acquainted. In the case of the Riemann sphere
we have little to add at this point since the height function (2.1) localizes. The only point
we wish to make here is that the covariant Hessian in this case with respect to the standard
Ka¨hler geometry of S2 (see Subsection 5.5) is related to the Ka¨hler metric gS2 by
∇∇hΣ0 = 2 1− zz¯
(1 + zz¯)3
dz ⊗ dz¯ = 2(1− hΣ0)gS2 (7.86)
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which is in agreement with the analysis of Subsection 7.1 above. This shows the precise
mechanism (i.e. the Hessian of hΣ0 generates covariantly the Ka¨hler structure of S
2) that
makes the loop corrections vanish.
An interesting check of the above formalisms is provided by a modified version of the
height function hΣ0 which is the quadratic functional
h
(2)
Σ0 = hΣ0 − h2Σ0 = (1− cos θ)− (1− cos θ)2 = −
2zz¯
1 + zz¯
−
(
2zz¯
1 + zz¯
)2
(7.87)
which has the same critical behaviour as hΣ0 . Now we find that the metric equations (7.21)
are solved by taking the isothermal solution [152]
Γzzz ≡ gzz¯∂zgzz¯ = ∂2zh(2)Σ0/∂zh(2)Σ0 , gzz¯(z, z¯) = H ′(zz¯) (7.88)
for H = h
(2)
Σ0 , which follows from (7.24) written in local isothermal coordinates for the implic-
itly defined metric. Thus the solution to (7.21) is
∇∇h(2)Σ0 =
2zz¯
(1 + zz¯)3
(zz¯ − 1) dz ⊗ dz¯ = gzz¯dz ⊗ dz¯ (7.89)
As (7.89) does not coincide with the standard Ka¨hler geometry of S2, the 1-loop approximation
to the partition function in this case is not exact, as expected. However, the partition function
still localizes, in the sense that it can be computed via the Gaussian integral transform
Z(T ) =
∫
M
dµL e
iT (H−H2) =
∫ ∞
−∞
dφ√
2πi
e−iφ
2/2
∫
M
dµL e
i(T−2i√Tφ)H (7.90)
of the usual equivariant characteristic classes. Thus since (7.87) is a functional of an isometry
generator (i.e. a conserved charge), it is still localizable, as anticipated from the discussions in
Subsections 4.8 and 4.9. This is also consistent with the formalism of the previous Subsection.
In this case, the preferred coordinates for the Hamiltonian vector field are θ and x = φ/(1−
cos θ). Although these coordinates are singular at the poles of S2 (i.e. the critical points of
(7.87)), the correction terms δZ(T ) do not localize onto any cycles and just represent the
terms in the characteristic class expansion for Z(T ) here. This just reflects the fact that S2 is
simply connected, and also that the geometric terms δZ(T ) detect the integrability features
of a dynamical system (as (7.87) is an integrable Hamiltonian).
Next, we consider the height function on the torus, with the Ka¨hler geometry in Subsection
6.2 adjusted so that ϕ = 0 in (6.9) and v = 1 in (6.39). The covariant Hessian of the
Hamiltonian (3.78) in this case is
H(φ1, φ2) = Im τ cos φ1 cos φ2dφ1 ⊗ dφ1 − 2 Im τ sin φ1 sinφ2dφ1 ⊗ dφ2
+(r1 + Im τ cosφ1) cosφ2dφ2 ⊗ dφ2
(7.91)
In the complex coordinatization used to define the Ka¨hler structure this Hessian is not of the
standard Hermitian form and the analysis used to show the exactness of the stationary phase
approximation in the case of the height function on S2 using the loop-expansion will not
work here. Indeed, we do not expect that any metric on T 2 will be defined from the covariant
Hessian here as we did in Subsection 7.1, and we already know that the Duistermaat-Heckman
formula is not exact for this example. This is because of the saddle-points at (φ1, φ2) = (0, π)
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and (π, π). The Hessian at these points will always determine an indefinite metric which is
not admissible as a globally-defined geometry on the torus.
This is also apparent from examination of the connection (7.8) and its associated Fubini-
Study geometry defined by (7.34). In this case γ ≡ 0 and the curvature (7.34) is trivial. The
2-form Ω does not determine the same cohomology class as the Ka¨hler 2-form of Σ1 does, so
that there is not enough “mixing” of the Hessian and Liouville terms in the loop expansion to
cancel out higher-order corrections. For the sphere, the Fubini-Study metric coincides with
the standard Ka¨hler metric and thus the appropriate mixing is there to make the dynamics
integrable (recall that CP 1 = S2). It is the lack of formation of a non-trivial Ka¨hler structure
on the torus here that makes almost all dynamical systems on it non-integrable.
Although the failure of the Duistermaat-Heckman theorem in this case can be understood
in terms of the non-trivial first homology of T 2 via Kirwan’s theorem, we can examine analyt-
ically the obstructions in extending the Hamiltonian vector field (3.80) to a global isometry
of the standard Ka¨hler metric (6.9) of T 2 which defines the unique Riemannian geometry for
equivariant localization on the torus. We shall find that the local translation action defined
by the vector field (3.80) cannot be extended globally in a smooth way to the whole of T 2.
The set of coordinates (x, y) on the torus in which the components of the Hamiltonian vector
field are V x = 1 and V y = 0 as prescribed before are first defined by taking χ2(φ1, φ2) to
be the square root of the height function (3.78) and χ1(φ1, φ2) to be the C
∞-function with
non-vanishing first order derivatives which is the solution of the partial differential equation
(7.76). In the case at hand (7.76) can be written as
− (r1 + Im τ cos φ1)∂χ
1
∂φ1
= Im τ sinφ1 cotφ2
∂χ1
∂φ2
(7.92)
which is solved by
χ1(φ1, φ2) = log(r1 + Im τ cosφ1)− log(cosφ2) (7.93)
and integrating (7.93) as in (5.43) yields the desired set of coordinates (x, y). This gives
x(φ1, φ2) =
1
2 Im τ

 2 Im τ√
r2|Re τ | sinφ2
arctan


√
|Re τ |
r2
tan
φ1
2

− log
(
tan φ2
2
)
cosφ1


y(φ1, φ2) =
√
r2 − (r1 + Im τ cosφ1) cosφ2 (7.94)
which hold provided that Re τ 6= 0.
In the coordinates defined by the diffeomorphism (7.94) the Hamiltonian vector field gen-
erates the local action of the group IR1 of translations in x. However, this diffeomorphism
cannot be extended globally to the whole of T 2 because it has singularities along the coordi-
nate circles
a1 =
{
(π/2, φ) ∈ T 2
}
, a2 =
{
(3π/2, φ) ∈ T 2
}
(7.95)
b1 =
{
(φ, 0) ∈ T 2
}
, b2 =
{
(φ, π) ∈ T 2
}
(7.96)
This means that VΣ1 cannot globally generate isometries of any Riemannian geometry on
T 2. Although translations in the coordinate x represent some unusual local symmetry of the
torus, it shows that the existence of non-trivial homology cycles on T 2 lead to singularities in
the circle action of the Hamiltonian vector field on T 2. These singularities do not appear on
the Riemann sphere because any closed loop on S2 is contractable, so that the singular circles
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above collapse to points which can be identified with the critical points of the Hamiltonian
function. In fact, as we saw in Section 6, the only equivariant Hamiltonians on the torus are
precisely those which generate translations along the homology cycles of T 2, and so we see
that the Hamiltonian (3.78) generates a circle action that is singular along those cycles which
are exactly the ones required for a globally equivariantly-localizable system on the torus. This
is equivalent to the fact that the flow generated by VΣ1 bifurcates at the saddle points of hΣ1
(like the equations of motion for a pendulum), and the above shows analytically why there
is no single-valued, globally-defined Riemannian geometry on the torus for which the height
function hΣ1 generates isometries.
The local circle action defined by the diffeomorphism (7.94) however partitions the torus
into 4 open sets Pi which are the disjoint sets that remain when one removes the 2 canonical
homology cycles discussed above. Each of these sets Pi is diffeomorphic to an open rectangle
in IR2 on which the Hamiltonian vector field VΣ1 generates a global IR
1-action. Thus the
above formalism implies that the corrections to the Duistermaat-Heckman formula for the
partition function in this case is given by (7.75) evaluated on the pure singular cycles a1 and
a2 above, and on the critical cycles b1 and b2 (see the previous Subsection). Summing the 2
contributions from the 1-form F in (7.78) along the pure homology cycles shows immediately
that
∮
a1
F |a1+
∮
a2
F |a2 = 0, as anticipated. As for the integrals along the critical cycles, taking
proper care of orientations induced by the contractable patches, we find that the contributions
from b1 and b2 are the same and that the corrections can be written as
δZT 2(T )
= − 1
iT Im τ
(
eiT (r2−r1)
∫ π
0
dφ
e−iT Im τ cosφ
sinφ
− eiT (r2+r1)
∫ π
0
dφ
eiT Im τ cos φ
sinφ
) (7.97)
After a change of variables we find that the integrals in (7.97) can be expressed in terms of
the exponential integral function [57]
Ei(x) = −
∫ ∞
−x
− dt e
−t
t
(7.98)
which diverges for x ≤ 0. Here the integral denotes a Cauchy principal value integration.
After some algebra we find
δZT 2(T )
= − 1
iT Im τ
[
eiT (r2−r1)
{
eiT Im τ
2
(
Ei(−2iT Im τ)− Ei
(
−2iT Im τ cos2 y
2
))
− e
−iT Im τ
2
(
Ei
(
2iT Im τ sin2
ǫ
2
)
− Ei(2iT Im τ)
)}
− eiT (r2+r1)
{
e−iT Im τ
2
(
Ei(2iT Im τ)− Ei
(
2iT Im τ cos2
y
2
))
− e
iT Im τ
2
(
Ei
(
−2iT Im τ sin2 ǫ
2
)
− Ei(−2iT Im τ)
)}]
(7.99)
where y = π − ǫ and ǫ → 0 is used to regulate the divergence of the integrals in (7.97) at
φ = 0 and φ = π.
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The correction term (7.99) tells us quite a bit. First of all, note that it is a sum of 4 terms
which can be identified with the contributions from the critical points of the Hamiltonian hΣ1 .
However, these terms are resummed, since the above correction terms take into account the
full loop corrections to the Duistermaat-Heckman formula. Next, the terms involving ǫ are
divergent, and the overall divergence of δZT 2(T ) is anticipated from Kirwan’s theorem, which
says that the full saddle-point series for this Hamiltonian diverges. The exponential integral
function can be expanded as the series [57]
Ei(x) = γ + log x+
∞∑
n=1
xn
nn!
(7.100)
for x small, where γ is the Euler-Mascheroni constant. Thus the divergent pieces in (7.99) can
be explicitly expanded in powers of 1
T
, giving a much simpler way to read off the coefficients
of the loop-expansion (note the enormous complexity of the series coefficients in (7.3) for
this Hamiltonian – a direct signal of the messiness of its stationary-phase series). Finally, the
finite terms (those independent of the regulator ǫ), can be evaluated for T = −i and τ = 1+ i,
and we find δZT 2 = 123.086. In Subsection 3.5 we saw that the exact value of the partition
function for this dynamical system was 2117.12, while the Duistermaat-Heckman formula gave
Z0 = 1849.327. Thus Z0 + δZT 2 = 1972.41, which is a better approximation to the partition
function than the Duistermaat-Heckman formula. Of course, given the large divergence of the
stationary phase series, we do not expect that the finite contributions in (7.99) will give the
exact result for the partition function, but we certainly do get much closer. As the function
χ1 which generates the set of preferred coordinates is by no means unique, perhaps a refined
definition of it could lead to a better approximation Z0+ δZ. Then, however, we lose a lot of
the geometrical interpretation of the corrections that we gave in the last Subsection.
The second set of examples we consider here are the potential problems (5.273) defined
on the plane IR2, where U(q) is a C∞ potential which is a non-degenerate function. In this
case the equation (7.76) becomes
p
∂χ1
∂q
= −U ′(q)∂χ
1
∂p
(7.101)
which is solved by
χ1(q, p) = p2/2− U(q) (7.102)
Then proceeding as above the local coordinates (x¯, y¯) in which the Hamiltonian vector field
generates translations are
x¯(q, p) =
1
pU ′(q)
(
qU ′(q)− p2
)
, y¯(q, p) =
√
p2
2
+ U(q) (7.103)
Thus here there are only critical ‘cycles’ given by the infinite lines
P =
{
(0, q) ∈ IR2
}
, Ui =
{
(p, qi) ∈ IR2
}
(7.104)
where qi are the extrema of the potential U(q).
Since for the Darboux Hamiltonian (5.273), V p and V q vanish on the ‘cycles’ P and Ui
respectively, we must use the renormalized version of (7.78), namely (7.85). Combining (7.85)
with (7.77) we find, for an even potential function, that the corrections are
δZIR2(T ) = −
1
iT
{∫ ∞
0
dq
eiTU(q)
U ′(q)
−
(∑
qi
eiTU(qi)
)∫ ∞
0
dp
eiTp
2/2
p
}
(7.105)
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and we note the manner in which the divergences are cancelled here. From this we immediately
see that for the harmonic oscillator potential U(q) = aq2, the corrections (7.105) vanish
(note that the integration measures in (7.105) contain implicit factors of ω12 that maintain
covariance). Similarly, it is easily verified, by a simple change of variables, that for a potential
of the form U(q) = aq + bq2 these correction terms vanish, again as expected. Finally, for a
quartic potential U(q) = q
2
2
+ q
4
4
(the anharmonic oscillator), a numerical integration of (7.105)
for T = i gives δZIR2 = −0.538 and the Duistermaat-Heckman formula yields Z0 = 2π. A
numerical integration of the original partition function gives Z = 4.851, which differs from
the value Z0 + δZIR2 = 5.745. The corrections do not give the exact value here, but again
at least they are a better approximation than the Duistermaat-Heckman formula. Again, a
refinement of the preferred coordinates could lead to a better approximation. The method of
the last Subsection has therefore “stripped” off any potentially divergent contributions to the
loop-expansion and at the same time approximated the partition function in a much better
way. These last few examples illustrate the applicability and the complete consistency of
the geometric approach of the last Subsection to the saddle-point expansion. Indeed, we see
that it reproduces the precise analytic features of the loop-expansion but avoids many of the
cumbersome calculations in evaluating (7.3). It would be interesting to develop some of these
ideas further.
We would next like to check, following the analysis of Subsection 5.9, if there are any
conformally-invariant geometries for this dynamical system when the potential U(q) ≥ 0
is bounded from below. In the harmonic-polar coordinates (5.274), the conformal Killing
equations (7.35) can be determined by setting the right-hand sides of the Killing equations
(5.276) equal to instead (∇θV θ)gµν = (∂θV θ + ΓθθθV θ)gµν . After some algebra, we find that
they generate the 2 equations
∂θ log
(
(V θ)2gθθ
grr
)
= 2
grθ
grr
∂r log V
θ (7.106)
∂θ log
(
V θ
gθθ
grθ
)
=
gθθ
grθ
∂r log V
θ (7.107)
(7.107) can be formally solved as
grθ = −V θgθθ
∫ θ
θ0
dθ′ ∂rV θ
′
+ f(r) (7.108)
from which we see that again single-valuedness grθ(r, θ + 2π) = grθ(r, θ) holds only when
(5.279) is true, i.e. when U(q) is the harmonic oscillator potential with V θ = 1. Even for the
harmonic oscillator, the equations (7.106) and (7.107) only seem to admit radially-symmetric
solutions gµν = gµν(r) so that V
θ = 1 is a global isometry of g. Thus, even though we
lose the third equation in (5.276) which established the results of Subsection 5.9 using the
Killing equations, we still arrive at the conclusion that there are no single-valued metric
tensors obeying the conformal Lie derivative requirement for essentially all potentials which
are bounded from below (and the harmonic oscillator only seems to generate isometries).
Thus the conformal symmetry requirement in the case at hand does not lead to any new
localizable systems.
Finally, we examine what can be learned in these cases from the vanishing of the 2-loop
correction (7.19) in harmonic coordinates. In these coordinates, the connection 1-form (7.8)
has components
γp = 0 , γy =
dq
dy
(7.109)
and the condition (7.19) reads
d
dy
γy = −γ2y (7.110)
There are 2 solutions to (7.110). Either γy = 0, in which case U(q) is the harmonic oscillator
potential, or γy = (y+a)
−1, where a is an integration constant. This latter solution, however,
yields q(y) = C1y
2 + ay + C0, which gives a potential U(q) which is not globally defined
as a C∞-function on IR2. Thus the only potential which is bounded from below that leads
to a localizable partition function is that of the simple-harmonic oscillator. This example
illustrates how the deep geometric analyses of this Section serve of use in examining the
localizability properties of dynamical systems. As for these potential problems, it could prove
of use in examining the localization features of other more complicated integrable systems
[56].
7.5 Heuristic Generalizations to Path Integrals: Supersymmetry
Breaking
The generalization of the loop expansion to functional integrals is not yet known, although
some formal suggestive techniques for carrying out the full semi-classical expansion can be
found in [89] and [142]. It would be of utmost interest to carry out an analysis along the lines of
this Section for path integrals for several reasons. There the appropriate loop space expansion
should again be covariantized, but this time the functional result need not be fully independent
of the loop space coordinates. This is because the quantum corrections could cause anomalies
for many of the symmetries of the classical theory (i.e. of the classical partition function).
In particular, the larger conformal dynamical structures discussed in Subsection 7.2 above
could play an important role in path integral localizations which are expressed in terms of
trajectories on the phase space [130]. It would be very interesting to see if these general
conformal symmetries of the classical theory remain unbroken by quantum corrections in a
path integral generalization. The absence of such a conformal anomaly could then lead to a
generalization of the above extended localizations to path integral localization formulas. As
this symmetry in the finite-dimensional case is not represented by a nilpotent operator, such
as an exterior derivative, one would need some sort of generalized supersymmetry arguments
to establish the localization with these sorts of symmetries. When these supersymmetries
are globally present, the vanishing of higher-loop terms in the path integral loop expansion
is a result of the usual non-renormalizations of 1-loop quantities in supersymmetric quantum
field theories that arise from the mutual cancellations between bosonic and fermionic loops
in perturbation theory (where the fermionic loops have an extra minus sign compared to the
bosonic ones).
Quite generally though, one also has to keep in mind that the loop space localization
formulas are rather formal. We have overlooked several formal functional aspects, such as
difficulties associated with the definition of the path integral measure. There may be anomalies
associated with the argument in Subsection 4.4 that the path integral is independent of the
limiting parameter λ ∈ IR, for instance the supersymmetry may be broken in the quantum
theory (e.g. by a scale anomaly in the rescaling of the phase space metric g → λ · g). The
same sort of anomalies could also break the larger conformal symmetry we have found for
the classical theory above. However, even if the localization formulas are not correct as they
stand, it would then be interesting to uncover the reasons for that. This could then provide
209
one with a systematic geometric method for analysing corrections to the WKB approximation.
The ideas presented in this Section are a small step forward in this direction. In particular,
it would be interesting to generalize the construction of Subsection 7.3, as this is the one that
is intimately connected to the integrability features of the dynamical system. The Poincare´
duality interpretation there is one possible way that the construction could generalize to path
integrals. For path integrals, we would expect the feature of an invariant metric tensor that
cannot be extended globally to manifest itself as a local (i.e. classical) supersymmetry of
the theory which is dynamically broken globally on the loop space. This has been discussed
by Niemi and Palo [118] in the context of the supersymmetric non-linear sigma-model (see
Section 8). Another place where the metric could enter into a breakdown of the localization
formulas is when the localization 1-form ψ ∼ iW g does not lead to a homotopically-trivial
element under the (infinitesimal) supersymmetry transformation described by QS. Then
additional input into the localization formalism should be required on a topologically non-
trivial phase space to ensure that QSψ indeed does reside in the trivial homotopy class. These
inputs could follow from an appropriate loop space extension of the correction terms δZ(T )
discussed above, which will then always reflect global properties of the quantum theory. Other
directions could also entail examining the connections between equivariant localization and
other ideas we have discussed in this Review. One is the Parisi-Sourlas supersymmetry that
we encountered in the evaluation of the Niemi-Tirkkonen localization formula for the height
function on the sphere (Subsection 5.5), although this feature seems to be more intimately
connected to the Ka¨hler geometry of S2, as we showed above. The Ka¨hler symmetries we
found in Subsection 7.1 would be a good probe of the path integral correction formulas, and
it would interesting to see if they could also be generalized to some sort of supersymmetric
structure.
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8 Equivariant Localization in Cohomological Field The-
ory
We have seen that the equivariant localization formalism is an excellent, conceptual geomet-
ric arena for studies of supersymmetric and topological field theories, and more generally of
(quantum) integrability. Given that the Hamiltonians in an integrable hierarchy are func-
tionals of action variables alone [102], the equivariant localization formalism might yield a
geometric characterization of quantum integrability, and perhaps some deeper connection be-
tween quantum-integrable bosonic theories and supersymmetric quantum field theories. This
is particularly interesting from the point of view of examining corrections to the localization
formulas, which in the last Section we have seen reflect global properties of the theory. This
would be of particular interest to analyse more closely, as it could then lead to a unified
description of localization in the symplectic loop space, the supersymmetric loop space and
in topological quantum field theory.
In this final Section we shall discuss some of the true field theoretical models to which
the equivariant localization formalism can be applied. We shall see that the quantum field
theories which fall into this framework always have, as anticipated, some large symmetry
group (such as a topological gauge symmetry or a supersymmetry) that serves to provide an
equivariant cohomological structure on the space of fields that can be understood as a “hidden”
supersymmetry of the theory. Furthermore, the configuration spaces of these models must
always admit some sort of (pre-)symplectic structure in order that the localization properties
of phase space path integrals can be applied. Because of space considerations we have not
attempted to give a detailed presentation here and simply present an overview of the various
constructions and applications, mainly just presenting results that have been obtained. The
interested reader is refered to the extensive list of references that are cited throughout this
Section for more details. We shall emphasize here the connections eluded to throughout this
Review between the localization formalism for dynamical systems and genuine topological
quantum field theories. Exploring the connections between the topological field theories and
more conventional physical quantum field theories will then demonstrate how the equivariant
localization formalism for phase space path integrals serves as the correct arena for studying
the (path integral) quantization of real physical systems.
8.1 Two-dimensional Yang-Mills Theory: Equivalences between
Physical and Topological Gauge Theories
In Subsection 3.8 we first pointed out that, instead of circular actions, one can consider the
Poisson action of some non-abelian Lie group acting on the phase space. Then the non-
abelian generalizations of the equivariant localization formulas, discussed in Subsections 3.8,
4.9 and 5.8, lead to richer structures in the quantum representations discussed earlier and one
obtains intriguing path integral representations of the groups involved. In this Subsection
we shall demonstrate how a formal application of the Witten localization formalism can be
used to study a cohomological formulation of 2-dimensional QCD (equivalently the weak-
coupling limit of 2-dimensional pure Yang-Mills theory). This leads to interesting physical
and mathematical insights into the structures of these theories. We shall also discuss how
these results can be generalized to topological field theory limits of other models.
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First, we briefly review some of the standard lore of 2-dimensional QCD. The action for
pure Yang-Mills theory on a 2-dimensional surface Σh of genus h is
SYM [A] = − 1
2e2
∫
Σh
tr FA ⋆ FA (8.1)
where A is a gauge connection of a trivial prinicipal G-bundle over Σh, FA is its curvature
2-form (c.f. Subsection 2.4), and e2 is the coupling constant of the gauge field theory. Since
φ ≡ ⋆FA is a scalar field in 2-dimensions, the action (8.1) depends on the metric of Σh only
through its dependence on the area A(Σh) =
∫
Σh ⋆1 of the surface. A deformation of the
metric can therefore be compensated by a change in the coupling constant e2. The action
(8.1) is invariant under the gauge transformations (2.72). The corresponding quantum field
theory is described by the path integral
ZΣh(e
2) ≡
∫
A
[dA] eiSYM [A] (8.2)
where A is the space of gauge connections over Σh.
We can write the partition function in a much simpler (first order) form by treating the
g-valued scalar field φ = ⋆FA ∈ C∞(Σh, g) as a Lagrange multiplier to write
ZΣh(e
2) =
∫
A
[dA]
∫
C∞(Σh,g)
[dφ] e
−i
∫
Σh
tr
(
iφFA+
e2
2
φ⋆φ
)
(8.3)
In the weak coupling limit e2 → 0, the action in (8.4) reduces to the topological one ∫Σh tr iφFA
(i.e. one that is independent of the metric of Σh and which consequently determines a coho-
mological quantum field theory)42. The gauge invariance of the action S[φ,A] appearing in
(8.3) is expressed as S[g−1φg,Ag] = S[φ,A] where g ∈ g and φ transforms under the adjoint
representation of the gauge group. Because of this gauge invariance, it is necessary to fix a
gauge and restrict the integration in (8.3) to the equivalence classes A/G of gauge connections
modulo gauge transformations. This can done by the standard BRST gauge fixing procedure
(see Appendix A for a brief account).
For this, we introduce an auxilliary, g-valued fermion field ψµ, which is an anti-commuting
1-form in the adjoint representation of g, and write (8.3) as
ZΣh(e
2) =
1
vol C∞(Σh, g)
∫
A⊗Λ1A
[dA] [dψ]
∫
C∞(Σh,g)
[dφ]
× exp
{
−
∫
Σh
tr
(
φFA − 1
2
ψ ∧ ψ
)
− ie
2
2
∫
Σh
tr φ ⋆ φ− i
∫
Σh
⋆{Q,Ψ}
} (8.4)
In (8.4) we have introduced the usual BRST and Faddeev-Popov gauge fixing terms defined by
the graded BRST commutator of a gauge fermion Ψ = ψµΠµ(x) with the usual BRST charge
Q. The square of Q is Q2 = −iδφ where δφ is the generator of a gauge transformation with
infinitesimal parameter φ. Thus Q is nilpotent on the space of physical (i.e. gauge-invariant)
states of the quantum field theory. The system of fields (A,ψ, φ) is the basic multiplet of
cohomological Yang-Mills theory. The (infinitesimal) gauge invariance of (8.4) is manifested
in its invariance under the infinitesimal BRST supersymmetry transformations
δAµ = iǫψµ , δψµ = −ǫ(∇A)µφ = −ǫ(∂µ + [Aµ, φ]) , δφ = 0 (8.5)
42This sort of topological field theory is called a ‘BF theory’ and it is the prototype of a Schwarz-type
topological gauge theory [22].
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where ǫ is an anticommuting parameter. The supersymmetry transformations (8.5) are gen-
erated by the graded BRST commutator δΦ = −i{Q,Φ} for each field Φ in the multiplet
(A,ψ, φ). The ghost quantum numbers (ZZ-gradings) of the fields (A,ψ, φ) are (0, 1, 2).
We shall not enter here into a discussion of the physical characteristics of 2-dimensional
Yang-Mills theory. It is a super-renormalizable quantum field theory which is exactly solvable
and whose simplicity therefore allows one to explore the possible structures of more compli-
cated non-abelian gauge theories such as higher-dimensional cohomological field theories and
other physical models such as 4-dimensional QCD. It can be solved using group character
expansion methods [34] or by diagonalization of the functional integration in (8.3) onto the
Cartan subalgebra using the elegant Weyl integral formula [29]. Here we wish to point out
the observation of Witten [165] that the BRST gauge-fixed path integral (8.4) is an infinite-
dimensional version of the partition function in the last line of (3.125) used for non-abelian
localization. Indeed, the integration over the auxilliary fermion fields ψ acts to produce a
field theoretical analog of the super-loop space Liouville measure introduced in Section 4.
The “Hamiltonian” here is the field strength tensor FA while the Lagrange multiplier fields
φ serve as the dynamical generators of the symmetric algebra S(g∗) used to generate the
G-equivariant cohomology. The “phase space” M is now the space A of gauge connections,
and the Cartan equivariant exterior derivative
D =
∫
Σh
⋆
(
ψµ
δ
δAµ
− iφaV a,µ δ
δψµ
)
(8.6)
in this case coincides with the action of the BRST charge Q, i.e. DΦ = −{Q,Φ}. The gauge
fermion Ψ thus acts as the localization 1-form λ and, by the equivariant localization principle,
the integration will localize onto the field configurations where λ(V a) = V a,µΠµ = 0 where
V a = V a,µ ∂
∂xµ
are the vector fields generating g.
The equivalence between the first and last lines of (3.125) is the basis of the mapping
between “physical” Yang-Mills theory with action (8.1) and the cohomological Yang-Mills
theory with action
∫
Σh tr iφFA which is defined essentially by the steps which lead to the
non-abelian localization principle, but now in reverse. The extrema of the action (8.1) are the
classical Yang-Mills field equations FA = 0. Thus the localization of the partition function will
be onto the symplectic quotient M0 which here is the moduli space of flat gauge connections
modulo gauge transformations associated with the gauge group G. This mapping between
the physical gauge theory and the cohomological quantum field theory is the basis for the
localization of the 2-dimensional Yang-Mills partition function. Thus the large equivariant
cohomological symmetry of this theory explains its strong solvability properties that have been
known for quite some time now. More generally, as mentioned at the end of Subsection 5.8,
the equivariant localization here also applies to the basic integrable models which are related
to free field theory reductions of 2-dimensional Yang-Mills theory, such as Calegoro-Moser
integrable models [56].
To carry out the localization onto M0 explicitly, we choose a G-invariant metric g on Σh
and take the localization 1-form in (3.125) to be
λ =
∫
Σh
tr ψ ∧ ⋆Df =
∫
Σh
dvol(g(x)) tr ψµDµf (8.7)
where f = ⋆FA. The localization onto λ(V ) = 0 is then identical to localization onto the
solutions of the classical Yang-Mills equations. We shall not enter into the cumbersome details
of the evaluation of the partition function (8.4) at weak coupling e2 → 0 (the localization
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limit) using the Witten non-abelian localization formalism. For details, the reader is refered
to [165]. As in Subsection 5.8, the final integration formula can be written as a sum over the
unitary irreducible representations of G,
ZΣh(e
2) = e−
e2
2
∑
i
ρ2i
∏
α>0
α(ρ)2−2h
∑
λ∈ZZr
(dimRλ)2−2h e− e
2
2
∑
i
(λ+ρ)2i (8.8)
This result follows from expanding the various (G-invariant) physical quantities appearing in
the localization formula in characters of the group G (c.f. Subsection 5.8). From a physical
standpoint the localization formula (8.8) is interesting because although it expresses the exact-
ness of a loop approximation to the partition function, it is a non-polynomial function of the
coupling constant e2. This non-polynomial dependence arises from the contributions of the un-
stable classical solutions to the functional integral as described in Section 3. Such behaviours
are not readily determined using the conventional perturbative techniques of quantum field
theory. Thus the mapping provided above between the physical and topological gauge theories
(equivalently the generalization of the Duistermaat-Heckman integration formula to problems
with non-abelian symmetries) provides an unexpected and new insight into the structure of
the partition function of 2-dimensional Yang-Mills theory. This simple mapping provides a
clearer picture of this quantum field theoretical equivalence which is analogous to the more
mysterious equivalence of topological and physical gravity in 2 dimensions. From a mathemat-
ical perspective, the quantity (8.8) is the correct one to use for determining the intersection
numbers of the moduli space of flat G-connections on Σh [75, 79, 165]. This approach to
2-dimensional Yang-Mills theory has also been studied for genus h = 0 in [101].
The intriguing mapping between a physical gauge theory, with propagating particle-like
local degrees of freedom, and a topological field theory with only global degrees of freedom has
also been applied to more complicated models. In [28], similar considerations were applied
to the non-linear cousin of 2-dimensional topological Yang-Mills theory, the gauged G/G
Wess-Zumino-Witten model. This model at level k ∈ ZZ is defined by the action
SG/G[g, A] = − k
8π
∫
Σh
tr g−1∇Ag ∧ ⋆g−1∇Ag + k
12π
∫
M
tr(g−1dg)∧3
− k
4π
∫
Σh
tr
(
A ∧ dgg−1 + A ∧Ag
) (8.9)
where g ∈ C∞(Σh, g) is a smooth group-valued field, M is a 3-manifold with boundary the
surface Σh, and A is a gauge field for the diagonal G subgroup of the GL × GR symmetry
group of the ordinary (ungauged) Wess-Zumino-Witten model defined by the action SG[g] =
SG/G[g, A = 0] [54]. Since the Hodge duality operator ⋆ is conformally invariant when acting
on 1-forms, the action (8.9) depends only on the chosen complex structure of Σh. As for the
Yang-Mills theory above, the geometric interpretation of the theory comes from adding to the
bosonic action (8.9) the term Ω(ψ) = 1
2π
∫
Σh ψzψz¯ quadratic in Grassmann-odd variables ψ
which represents the symplectic form
∫
Σh δAδA on the space A of gauge fields on Σh. Again
the resulting theory is supersymmetric and the infinitesimal supersymmetry transformations
are
δAz = ψz , δψz = A
g
z −Az ; δAz¯ = ψz¯ , δψz¯ = Az¯ − (Agz¯)−1 (8.10)
with the supplemental condition δg = 0. Unlike its Yang-Mills theory counterpart, the square
of this supersymmetry ∆ = δ2 does not generate infinitesimal gauge transformations but
rather ‘global’ gauge transformations (generated by the cohomological elements of the gauge
group which are not connected to the identity).
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Thus the action (8.9) here admits a supersymmetry which does not manifest itself as the
local gauge symmetry of the quantum field theory. Nonetheless, this implies a supersymmet-
ric structure for equivariant cohomology which can be used to obtain a localization of the
corresponding path integral in the usual way. The localization formula of [23] for equivariant
Ka¨hler geometry has a field theoretic realization in this model [28] and the fixed-point local-
ization formula is the algebraic Verlinde formula for the dimension of the space of conformal
blocks of the ordinary Wess-Zumino-Witten model. For example, in the case G = SU(2) the
localization formula gives
ZΣh(SU(2), k) =
∫
C∞(Σh,su(2))
[dg]
∫
A
[dA] eiSSU(2)/SU(2)[g,A]
=
(
2
k + 2
)2−2h k+1∑
ℓ=1
(
sin
πℓ
k + 2
)2−2h (8.11)
Thus the equivariant localization formalism can also be used to shed light on some of the
more formal structures of 2-dimensional conformal field theories.
Perret [133] has used the path integral for a version of the ordinary Wess-Zumino-Witten
model to give a field theoretical generalization of Stone’s derivation for the Weyl-Kac character
formula for Kac-Moody algebras (i.e. loop groups). This is done by exploiting the GL ×
GR Kac-Moody symmetry associated with the quantum field theory with action SG[g] as a
supersymmetry of the model along the same lines as in Section 5 before. Let us now briefly
describe Perret’s derivation. The Kac-Moody group G˜ is a central extension of the loop group
S1 → G˜ → LG of a compact semi-simple Lie group G, and it looks locally like the direct
product LG⊗S1, i.e. an element g˜ ∈ G˜ looks locally like g˜ = (g(x), c) where g : S1 → G and
c ∈ S1. The coherent state path integral for the character is
trλ e
iHqL0 =
∫
LG˜
[dg˜] e
∮
g˜
〈g˜|d+i(H+τL0)dt|g˜〉 (8.12)
where H =
∑
i hiHi ∈ HC , q = eiτ and L0 is the generator of rotations of the loops. The
action in (8.12) depends on 2 coordinates, the coordinate x along the loop in Lg and the
time coordinate t of the path integral. The central S1-part of the coherent states in the path
integral drops out due to gauge invariance, and thus the character representation (8.12) will
define a 2-dimensional quantum field theory on the torus T 2 (i.e. the quotient of loops in the
loop group LG).
It can be shown [133] that the coherent state path integral (8.12) is the quantum field
theory with action
SKM =
1
2π
∫
T 2
dx dt tr
(
λg−1(∂¯ +H)g +
k
2
g−1∂x(∂¯ + 2H)g
)
+
k
12π
∫
M
tr(g−1dg)∧3 (8.13)
Here k ∈ ZZ is the given central extension of the loop group, λ is a dominant weight of G, and
∂¯ = ∂t − τ∂x so that the Cartan angle τ becomes the modular parameter of the torus. When
λ = H = 0 the action (8.13) becomes the chiral Wess-Zumino-Witten model with the single
Kac-Moody symmetry g → k(z)g. This symmetry is still present for generic λ 6= 0, and we
can gauge the action SKM with respect to an arbitrary subgroup of G by replacing H with a
vector field (see (8.9)). One can now evaluate the infinite-dimensional Duistermaat-Heckman
integration formula for this path integral. The critical points of the action (8.13) are in one-
to-one correspondence with the affine Weyl group Waff(HC) = W (HC)×HˆC , where HˆC is
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the set of co-roots. Let r(w) denote the rank of an element w ∈ W (HC), and let h be the
dual Coxeter number of the Lie group G [157]. Using modular invariance of the character to
fix the conventional zero-point energy (associated with the usual SL(2, IR)-invariance of the
conformal field theory vacuum [54]), it can be shown that the WKB localization formula for
the coherent state path integral (8.12) coincides with the Weyl-Kac character formula [133]
(for notation see Subsection 5.1)
trλ e
iHqL0 =
∑
w∈W (HC),η∈HˆC
(−1)r(w) q
∑
i
((λ+ρ)i+(k+h)η
2
i−ρ2i )/2(k+h)
× ei(λ+ρ+(k+h)η)(H(w)) e−iρ(H(w))
× ∏
n>0
(1− qn)−r ∏
α>0
(
1− eiα(H(w))qn
)−1 (
1− e−iα(H(w))qn−1
)−1
(8.14)
which arises from the expansions of various quantities defined on the torus in terms of Jacobi
theta-functions. Thus infinite dimensional analogs of the localization formulas in quantum
field theory can also lead to interesting generalizations of the character formulas that the
topological field theories of earlier Sections represented.
Finally, it is possible to use some of these ideas in the context of abelian localization as
well. For instance, in [122] the abelian gauge theory with action
SCSP [A] =
k
8π
∫
M
A ∧ dA− m
2
∫
M
A ∧ ⋆A (8.15)
defined on a 3-manifold M was studied within the equivariant localization framework. The
first term in (8.15) is the Chern-Simons action which defines a topological field theory43,
while the second term is the Proca mass term for the gauge field which gives a propagating
degree of freedom with mass m and thus breaks the topological invariance of the quantum
field theory. In a canonical formalism where M = Σh × IR1, one can naturally write the
model (8.15) as a quantum mechanics problem on the phase space Σh and apply the standard
abelian equivariant localization techniques to evaluate the path integral from the ensuing
supersymmetry generated by the gauge invariance of (8.15) (in the Lorentz gauge ∂µAµ = 0)
[26]. The path integral localization formula coincides with that of a simple harmonic oscillator
of frequency ωh = 8πm/k, i.e. Z = 1/2 sin(T · 4πm/k), indicating a mapping once again to
a topological field theory using the equivariant localization framework. The infrared limit
m → 0 of the model leads to the usual topological quantum mechanical models associated
with Chern-Simons theory [26] and the supersymmetry, which is determined by a loop space
equivariant cohomology, emerges from the symplectic structure of the theory on Σh and could
yield interesting results in the full 3-dimensional quantum field theory defined by (8.15).
8.2 Symplectic Geometry of Poincare´ Supersymmetric Quantum
Field Theories
In the last Subsection we showed how loop space equivariant localization provides a corre-
spondence between certain physical gauge theories and topological ones which makes manifest
43The Cherns-Simons action is in fact another prototype of a Schwarz-type topological field theory [22].
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the localization properties of the physical models. In these cases the original theory contains
a large gauge symmetry which leads to a localization supersymmetry and a limit where the
model becomes topological that gives the usual localization limit. It is now natural to ask
what happens when the original quantum field theory is explicitly defined with a supersym-
metry (i.e. one that is not “hidden”). In Subsection 4.2 we saw that N = 1
2
supersymmetric
quantum mechanics admits a loop space equivariant cohomological structure as a result of
the supersymmetry which provides an alternative explanation for the well-known localization
properties of this topological field theory (where the topological nature now arises because the
bosonic and fermionic degrees of freedom mutually cancel each other out). From the point of
view of path integration, this approach in fact led to a nice, geometric interpretation on the
functional loop space of the features of this theory. It has been argued [103, 104, 129] that
this interpretation can be applied to generic quantum field theories with Poincare´ supersym-
metry. In this Subsection we shall briefly discuss how this works and how the techniques of
equivariant localization could lead to new geometrical interpretations of such models.
To start, let us quickly review some of the standard ideas in Poincare´ supersymmetric
quantum field theories. The idea of supersymmetry was first used to relate particles of different
spins to each other (e.g. the elementary representation theory of SU(3) which groups particles
of the same spin into multiplets) by joining the internal (isospin) symmetries and space-
time (Poincare´) symmetries into one large symmetry group (see [150] for a comprehensive
introduction). This is not possible using bosonic commutation relations because then charges
of internal symmetries have to commute with space-time transformations so that dynamical
breaking of these symmetries (required since in nature such groupings of particles are not
observed) is not possible. However, it is possible to consider anti-commutation relations, i.e.
supersymmetries, and then the imposition of the Jacobi identity for the symmetry group leads
to a very restricted set of commutation relations. Here we shall be concerned only with those
anti-commutation relations satisfied by the infinitesimal supersymmetry generators Qiα, Q¯
i
α˙,
{Qiα, Q¯jβ˙} = 2δijΣ
µ
αβ˙
Pµ + Z
ij
αβ˙
; i, j = 1, . . . , N (8.16)
where Σµ = γµC with γµ the Dirac matrices and C the charge conjugation matrix, Pµ = −i∂µ
is the generator of space-time translations, and Z ij is an antisymmetric matrix of operators
proportional to the generators of the internal symmetry group. For the rest of the relations
of the super-Poincare´ group, see [150]. We assume here that the spacetime has Minkowski
signature.
We shall be interested in using the relations of the super-Poincare´ algebra to obtain a
symplectic structure on the space of fields. For this, it turns out that only the i = j terms
in (8.16) are relevant. It therefore suffices to consider an N = 1 supersymmetry with no
internal Z ij symmetry group terms. The most expedient way to construct supersymmetric
field theories (i.e. those with actions invariant under the full super-Poincare´ group) is to use
a superspace formulation. We introduce 2 Weyl spinors θα and θ¯α˙ which parametrize the
infinitesimal supersymmetry transformations. Then the N = 1 supersymmetry generators in
4 dimensions can be written as
Qα =
∂
∂θα
− iΣµαα˙θ¯α˙∂µ , Q¯α˙ = −
∂
∂θ¯α˙
+ iΣµαα˙θ
α∂µ (8.17)
Kinetic terms in the supersymmetric action are constructed from the covariant superderiva-
tives
Dα =
∂
∂θα
+ iΣµαα˙θ¯
α˙∂µ , D¯α˙ = − ∂
∂θ¯α˙
− iΣµαα˙θα∂µ (8.18)
217
It can be readily verified that with the representation (8.17) the relations of the N = 1 super-
Poincare´ algebra are satisfied. In this superspace notation, a general group element of the
supersymmetry algebra is eθ
αQα+θ¯α˙Q¯α˙ and, using the supersymmetry algebra along with the
Baker-Campbell-Hausdorff formula, its action on a field A(x) is eθ
αQα+θ¯α˙Q¯α˙A(x) = eθ
αQα eθ¯
α˙Q¯α˙A(y)
where yµ = xµ + iθαΣµαα˙θ¯
α˙ are coordinates in superspace. Thus the supersymmetry transfor-
mation parameters live in superspace and the fields of the supersymmetric field theory are
defined on superspace.
To incorporate the supersymmetry algebra as the symmetry algebra of a physical sys-
tem, we need some representation of it in terms of fields defined over the space-time. The
lengthy algorithm to construct supermultiplets associated with a given irreducible or reducible
spin representation of the super-Poincare´ algebra can be found in [150]. For instance, in 4
dimensions chiral superfields (satisfying D¯α˙Φ = 0) are given by
Φµ(x, θ, θ¯) = φµ(y) + θαψµα(y) + θ
αθαF
µ(y) (8.19)
where (φ, ψ) are spin (0, 1
2
) fields, and F are auxilliary fields use to close the supersymmetry
representation defined by the chiral superfields. In the following we shall consider multiplets
of highest spin 1. Other multiplets can be obtained by imposing some additional constraints.
The most general N = 1 supermultiplet in 4 space-time dimensions consists of a scalar field
M , 3 pseudoscalar fields C, N and D, a vector field Aµ and 2 Dirac spinor fields χ and
λ. The supersymmetry charges Qiα and Q¯
i
α˙ respectively raise and lower the (spin) helicity
components of the mulitplets by 1
2
. The super-Poincare´ algebra can be represented in the
Majorana representation where γ0 = −σ2⊗1, γ1 = −iσ3⊗σ1, γ2 = iσ1⊗1 and γ3 = −iσ3⊗σ3,
with σi the usual Pauli spin matrices. Then the 4 × 4 Σ-matrices on the right-hand side of
(8.16) are
Σ0 =

−1 0
0 −1

 , Σ1 =

 0 1
1 0

 , Σ2 =

 0 −i · 1
i · 1 0

 , Σ3 =

1 0
0 −1


(8.20)
The Majorana representation selects the preferred light-cone coordinates x± = x2 ± x0 for
the translation generators Pµ in (8.16) above. Different representations of the Dirac gamma-
matrices would then define different preferred light-cone directions.
The general supersymmetry transformations of the complex N = 1 supermultiplet V =
(C;χ;M,N,Aµ;λ;D) and the action of the supersymmetry charges Q
i
α, Q¯
i
α˙ on V can be found
in [129]. There it was shown that the infinitesimal supersymmetry transformations can be
written in a much simpler form using the auxilliary fields
M ′ = M + A3 + ∂1C , N ′ = N + A1 − ∂3C , D′ = D + ∂1A3 − ∂3A1
λ′1 = λ1 − ∂3χ1 , λ′2 = λ2 − ∂1χ1 , λ′3 = 2λ3 − ∂−χ1
(8.21)
These are precisely the (non-standard) auxilliary fields introduced in [103, 104] which, as
we discussed in Subsection 4.9, form the basis for equivariant localization in supersymmetric
quantum field theories and phase space path integrals whose Hamiltonians are functionals
of isometry generators. Using these auxilliary fields we now define 2 functional derivative
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operators on the space of fields,
D =
∫
d3x
∮ T
0
dt
{
χ2
δ
δC
+ iA+
δ
δχ1
+ iM ′
δ
δχ3
+ iN ′
δ
δχ4
−λ′3
δ
δA−
− λ′2
δ
δA1
− λ′1
δ
δA3
− iD′ δ
δλ4
} (8.22)
IV + =
∫
d3x
∮ T
0
dt
{
i∂+C
δ
δχ2
+ ∂+χ3
δ
δM ′
+ ∂+χ4
δ
δN ′
+ ∂+χ1
δ
δA+
−∂+A3 δ
δλ′1
− ∂+A1 δ
δλ′2
− ∂+A− δ
δλ′3
− ∂+λ4 δ
δD′
} (8.23)
Here we have imposed the boundary conditions on the fields Φ(x, t) that they vanish at spatial
infinity and that they be periodic in time t = x0,
lim
|x|→∞
Φ(x, t) = 0 , Φ(x, t+ T ) = Φ(x, t) (8.24)
so that the space of fields can be thought of as a loop space.
The operators (8.22) and (8.23) are nilpotent. If we now define
Q+ = D + IV + (8.25)
then it can be checked that
Q2+ = DIV + + IV +D = LV + =
∫
d3x
∮ T
0
dt i∂+ (8.26)
The operator (8.25) generates the appropriate N = 1 supersymmetry transformations on
the field multiplet and the supersymmetry algebra (8.26) coincides with the pertinent N =
1 supersymmetry algebra (8.16). The above construction therefore provides a geometric
representation of the superalgebra (8.16) on the space of fields of the supersymetric field
theory. A different representation of Σµ leads to a different choice of preferred Qα in (8.26)
and a different decomposition of the fields into loop space coordinates and 1-forms in (8.22)
and (8.23). It is now possible to examine how various supersymmetric quantum field theories
decompose with respect to the above equivariant cohomological structure on the space of
fields. The canonical choice is the Wess-Zumino model which is defined by the sigma-model
action
SWZ =
∫
d3x
∮ T
0
dt
∫
dθ dθ¯
(
1
2
D¯Φ¯ ·DΦ +W [Φ]
)
(8.27)
where W [Φ] is some super-potential. With respect to the above decompositions it is possible
to show that the supersymmetric action decomposes into a sum of a loop space scalar H
and a loop space 2-form Ω, S = H + Ω. Because of the boundary conditions on the fields
of the theory, the supersymmetry charges, which geometrically generate translations in the
chosen light-cone direction, are nilpotent on the spaces of fields. By separating the loop space
forms of different degrees, we find that the supersymmetry of the action, Q+S = 0, implies
separately that DΩ = 0 and DH = −IV +Ω. Thus the supersymmetric model admits a loop
space symplectic structure and the corresponding path integral can be written as a super-loop
space (i.e. phase space) functional integration. Furthermore, because Q2+ = 0 on the space of
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fields, the symplectic potential ϑ with Dϑ = Ω obeys IV +ϑ = H, so that the action is always
locally a supersymmetry variation, S = Q+ϑ = (D + IV +)ϑ.
Thus, any generic quantum field theory with Poincare´ supersymmetry group admits a loop
space symplectic structure and a corresponding U(1) equivariant cohomology responsible for
localization of the supersymmetric path integral. The key feature is an appropriate auxilliary
field formalism which defines a splitting of the fields into loop space “coordinates” and their
associated “differentials” 44. Notice that in general although the fields of the supersymmet-
ric theory always split up evenly into loop space coordinates and 1-forms, the coordinates
and 1-forms involve both bosonic and fermionic fields. It is only in the simplest cases (e.g.
N = 1
2
supersymmetric quantum mechanics) that the pure bosonic fields are identified as
coordinates and the pure fermionic ones as 1-forms. In the auxilliary field formalism outlined
above, the supersymmetry of the model is encoded within the model independent loop space
equivariant cohomology defined by Q+. In this way, one obtains a geometric interpretation
of general Poincare´ supersymmetric quantum field theories and an explicit localization of the
supersymmetric path integral onto the constant modes (zeroes of ∂+).
We shall not present any explicit examples of the above general constructions here. They
have been verified in a number of cases. To check this formalism in special instances one
needs to impose certain additional constraints on the multiplets [129] (e.g. the chirality
condition mentioned above). The above constructions have been in this way explictly carried
out in [103, 104] for N = 1 supersymmetric quantum mechanics (i.e. the (0 + 1)-dimensional
Wess-Zumino model (8.27)), the Wess-Zumino model (8.27) in both 2 and 4 dimensions, and
4-dimensional N = 1 supersymmetric SU(N) Yang-Mills theory defined by the action
SYM =
∫
d4x
(
−1
4
F aµνF
a,µν +
i
2
ψ¯∇/Aψ
)
(8.28)
where ψ are Majorana fermion fields in the adjoint representation of the gauge group. The
model (8.28) can be reduced to a Wess-Zumino model by eliminating the unphysical degrees
of freedom and representing the theory directly in terms of transverse (physical) degrees
of freedom. The equivariant localization framework has also been applied to the related
supersymmetries of Parisi-Sourlas stochastic quantization [131] in [104]. Palo [129] applied
these constructions to the 2-dimensional supersymmetric non-linear sigma-model (i.e. the
Wess-Zumino model (8.27) with a curved target space – see the next Subsection).
8.3 Supergeometry and the Batalin-Fradkin-Vilkovisky Formalism
The role that the Cartan exterior derivative of equivariant cohomology plays in localization
resembles a Lagrangian BRST quantization in terms of the gauge-fixing of a Lagrangian field
theory over M with a gauge field θµ [22]. In [108, 109] equivariant localization was inter-
preted in terms of the Batalin-Vilkovisky Langrangian anti-field formalism. In this formalism,
a theory with first-stage reducible constraints or with open gauge algebras is quantized by
introducing an antibracket [13]–[15] which naturally introduces a new supersymmetry element
into the BRST quantization scheme. This formulation is especially important for the con-
struction of the complete quantum actions for topological gauge theories (especially those of
44Note that the problem of choosing an appropriate set of auxilliary fields is the infinite-dimensional analog
of finding a preferred set of coordinates for an isometry generator (c.f. Subsection 5.2).
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Schwarz-type) [22]. In this Subsection we shall sketch some of the basic conceptual and com-
putational ideas of this formalism, which in the context of localization for dynamical systems
lead to more direct connections with supersymmetric and topological field theories.
We return to the simpler situation of a generic Hamiltonian system (M, ω,H). We have
seen that the localization prescription naturally requires a formulation of objects defined over
a super-manifold (i.e. one with bosonic and Grassmann coordinates), namely the cotangent
bundle MS ≡M⊗ T ∗M. In the case of the supersymmetric quantum field theories that we
considered in the previous Subsection, our fields where defined on a superspace and the path
integral localizations were carried out over a superloop space. We would now like to try to
exploit the mathematical characteristics of a super-manifold and reformulate the localization
concepts in the more rigorous framework of supergeometry. This is particularly important
for some of the other localization features of topological field theories that we shall discuss in
the next 2 Subsections.
First, we shall incorporate the natural geometrical objects of the Batalin-Vilkovisky for-
malism into the equivariant localization framework. The local coordinates on the super-
manifold MS are denoted as z
A = (xµ, ηµ). We define a Grassmann-odd degree symplectic
structure on MS by the non-degenerate odd symplectic 2-form
Ω1 = dzA ∧ Ω1ABdzB = ωµνdxµ ∧ dην +
∂ωµν
∂xλ
ηλdηµ ∧ dην (8.29)
The 2-form (8.29) determines an odd Poisson bracket on MS called the anti-bracket. It is
defined by
{{A,B}}1 = ∂A
∂zA
ΩAB1 B
←−
∂
∂zB
= ωµν

 ∂A
∂xµ
B
←−
∂
∂ην
− ∂B
∂xµ
A
←−
∂
∂ην

+ ∂ωµν
∂xλ
ηλ
∂A
∂ηµ
B
←−
∂
∂ην
(8.30)
where A(x, η) and B(x, η) are super-functions on MS . The grading and antisymmetry prop-
erties are opposite to those of the ordinary graded Poisson bracket,
{{A,B}}1 = −(−1)(p(A)+1)(p(B)+1){{B,A}}1
{{A,BC}}1 = {{A,B}}1C + (−1)p(B)(p(A)+1)B{{A, C}}1
{{A, {{B, C}}1}}1 − (−1)(p(A)+1)(p(C)+1){{B, {{A, C}}1}}1 = {{{{A,B}}1, C}}1
(8.31)
where p(A) is the Grassmann degree of the super-functionA(x, η) with the property p({{A,B}}) =
p(A) + p(B) + 1. In particular, the super-coordinate antibrackets are
{{xµ, xν}}1 = 0 , {{xµ, ην}}1 = −{{ην , xµ}}1 = ωµν , {{ηµ, ην}}1 = −{{ην , ηµ}}1 = ∂ω
µν
∂xλ
ηλ
(8.32)
We define a mapping on C∞(M)→ C∞(MS) using the super-function ω(z) = 12ωµν(x)ηµην
by
f(x)→ Qf(z) = {{f, ω}}1 = ∂f
∂xµ
ηµ (8.33)
Then the antibracket coincides with the original Poisson bracket of the phase space, {{A, f}}1 =
{A, f}ω. In particular, the dynamical systems (M, ω,H) and (MS,Ω1,QH) determine a bi-
Hamiltonian pair. The corresponding equations of motion are
x˙µ = {{xµ,QH}}1 = {xµ, H}ω = V µ , η˙µ = {{ηµ,QH}}1 = ∂νV µην (8.34)
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Generally, it is readily seen that the operation {{ω, ·}}1 acts as exterior differentiation d,
{{H, ·}}1 acts like interior multiplication iV with respect to the Hamiltonian vector field V ,
and {{QH , ·}}1 acts as the Lie derivative LV along V . The antibracket provides an equivalent
supersymmetric generalization of the ordinary Hamiltonian dynamics.
The key feature is that the supersymmetry of the odd Hamiltonian system (MS,Ω
1,QH)
is equivalent to the equivariant cohomology determined by the equivariant exterior dervia-
tive DV = d + iV . If M admits an invariant Riemannian metric tensor g (the equivariant
localization constraints), then the super-function
IH = 1
2
gµνV
µην (8.35)
is an integral of motion for the Hamiltonian system (MS,Ω
1,QH), i.e. {{QH , IH}}1 = 0.
Furthermore, IH determines the usual bi-Hamiltonian structure on M because {{ω, IH}}1 =
1
2
(ΩV )µνη
µην and {{H, IH}}1 = KV . With these observations one can easily now establish the
(classical) equivariant localization principle. The usual localization integral (2.128) can be
written as an integral over the super-manifold MS,
Z(s) = 1
(iT )n
∫
MS
d4nz eiT (H+ω)−s{H−ω,IH} 1 (8.36)
where as always the classical partition function is Z(T ) = Z(0). The volume form d4nz =
d2nx d2nη is invariant under the equivariant transformations of DV and LV determined by the
anti-brackets. Furthermore, we have
{{H − ω, eiT (H+ω)−s{H−ω,IH} 1}}1 = {{QH , eiT (H+ω)−s{H−ω,IH} 1}}1 = 0
{{QH , IH eiT (H+ω)−s{H−ω,IH} 1}}1 = 0
(8.37)
The first 2 vanishing conditions just represent the invariance of the integrand in (8.36) under
the actions of the operators DV and LV , so that the usual equivariant cohomological structure
for localization in (8.36) is manifested in the supersymmetry of the antibracket formalism.
With the identities (8.37), it is straightforward to establish that d
ds
Z(s) = 0, and hence the
localization principle (i.e. the Duistermaat-Heckman theorem).
Thus the lifting of the original Hamiltonian system to the odd one defined over a super-
manifold has provided another supersymmetric way to interpret the localization, this time in
terms of the presence of supersymmetric bi-Hamiltonian dynamics with even and odd sym-
plectic structures which is the usual Batalin-Vilkovisky procedure for the evaluation of BRST
gauge-fixed path integrals. The representation (8.36) of the canonical localization integral
formally coincides with the representation of differential forms in the case where the original
space M is a supermanifold. In [145], Schwarz and Zaboronsky derived some general local-
ization formulas for integrals over a finite-dimensional supermanifoldM where the integrand
is invariant under the action of an odd vector field W . Using the supergeometry of M, they
formulated sufficient conditions which generalize those above under which the integral local-
izes onto the zero locus of the c-number part W (η = 0) of W . Their theorems quite naturally
generalize the usual equivariant localization principles and could apply to physical models
such as those where the Batalin-Vilkovisky formalism is applicable [144] or in the dimensional
reduction mechanism of the Parisi-Sourlas model [131].
Nersessian has also demonstrated how to incorporate the anti-bracket structure into the
other models of equivariant cohomology (other than the Cartan model – see Appendix B)
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in [111] and how the usual equivariant characteristic class representations of the localiza-
tion formulas appear in the Batalin-Vilkovisky formalism in [109]. The superspace structure
of cohomological field theories in this context has been studied by Niemi and Tirkkonen in
[125]. They discussed the role of the BRST model of equivariant cohomology in non-abelian
localization (see Appendix B) and topological field theories and showed how an appropriate
superfield formulation can be used to relate these equivariant cohomological structures to the
Batalin-Fradkin-Vilkovisky Hamiltonian quantization of constrained systems with first stage
reducible constraints. This suggests a geometric (superspace) picture of the localization prop-
erties of some topological quantum field theories such as 4-dimensional topological Yang-Mills
theory (defined by the action
∫
tr FA ∧ FA). This picture is similar to those of the Poincare´
supersymmetric theories described in the previous Subsection in that the BRST charge of
the cohomological field theory can be taken to generate translations in the η-direction in
superspace and then the connection between equivariant cohomology and Batalin-Fradkin-
Vilkovisky quantization of 4-dimensional topological Yang-Mills theory becomes transparent.
These superfield formalisms therefore describe both equivariant cohomology in the symplec-
tic setting relevant for localization and the BRST structure of cohomological field theories.
This seems to imply the existence of a unified description of localization in the symplectic
loop space, the supersymmetric loop space of the last Subsection, and in cohomological field
theory. Indeed, it is conjectured that all lower dimensional integrable models are obtainable
as dimensional reductions of 4-dimensional self-dual Yang-Mills theory (i.e. FA = ⋆FA) which
is intimately connected to topological Yang-Mills theory.
Finally, the incorporation of the Batalin-Vilkovisky formalism into loop space localization
has been discussed recently by Miettinen in [99]. For path integral quantization, one needs an
even Hamiltonian and symplectic structure. This can be done provided that M has on it a
Riemannian structure. An even symplectic structure on MS is given by the super-symplectic
2-form
Ωi =
1
2
(
ωiµν +Rµνλρη
ληρ
)
dxµ ∧ dxν + 1
2
gµνDgη
µ ∧Dgην (8.38)
where
Dgη
µ = dηµ + Γµνλη
νdxλ (8.39)
is the covariant derivative on M, and the subscript i = 0, 2 labels the Hamiltonian systems
(M, ω0 = ω,H0 = H) and (M, ω2 = ΩV , H2 = KV ). The corresponding symplectic 1-forms,
with Ωi = dΘi, are then
Θ0 = θµdx
µ + gµνη
µDgη
ν , Θ2 = gµνV
νdxµ + gµνη
µDgη
ν (8.40)
The 2-forms Ωi determine the even Poisson brackets on MS
[[A,B]]i = (∇µA)[ωiµν +Rµνλρηληρ]−1∇νB + gµν
∂A
∂ηµ
B
←−
∂
∂ην
(8.41)
where
∇µ = ∂µ − Γλµνην
∂
∂ηλ
(8.42)
Then the equations of motion for the odd and even Poisson brackets onMS coincide, [[z
A,Hi]]i =
{{zA,QH}}1, where Hi = Hi + ΩV . Thus the odd and even Poisson brackets provide bi-
Hamiltonian structures also on the super-symplectic manifold MS and therefore the Hamil-
tonian system is also integrable on MS .
223
Given this integrability feature onMS, we can now examine the corresponding localizations
[145]. We write the partition functions Zi(T ) = str‖ e−iTHi‖ as path integrals over a super-
loop space corresponding to LMS by absorbing the Liouville measure factors associated with
Ωi into the argument of the action in the usual way (c.f. Section 4). Then the Hamiltonian
systems (MS,Ω
i,Hi) have the quantum actions [99]
S0 =
∫ T
0
dt
(
θµx˙
µ −H + 1
2
ηµgµν
Dgη
ν
dt
+
1
2
(ΩV )µνη
µην +
1
2
ωµνλ
µλν
+
1
2
Rµνλρλ
µλνηληρ +
1
2
gµνF
µF ν
)
S2 =
∫ T
0
dt
(
gµνV
ν x˙µ −KV + 1
2
ηµgµν
Dgη
ν
dt
+
1
2
(ΩV )µνη
µην +
1
2
(ΩV )µνλ
µλν
+
1
2
Rµνλρλ
µλνηληρ +
1
2
gµνF
µF ν
)
(8.43)
where the quantum partition functions are
Zi(T ) =
∫
LMS⊗LΛ1MS
[d2nx] [d2nη] [d2nF ] [d2nλ] eiSi[x,η;F,λ] (8.44)
and we have introduced auxilliary anticommuting variables λµ ∼ dxµ and bosonic variables
F µ ∼ dηµ to exponentiate the determinant factors in the usual way. If H = 0 (the topo-
logical limit), then the action S0 +
∫ T
0 dt
1
2
gµν x˙
µx˙ν is that of the (0 + 1)-dimensional N = 1
supersymmetric non-linear sigma-model, i.e. the action of N = 1 DeRham supersymmetric
quantum mechanics in background gravitational and gauge fields45.
One can now develop the standard machinery to evaluate these path integrals using super-
loop space equivariant cohomology. This has been done explicitly in [118]. The super-loop
space equivariant exterior derivative is
Q =
∫ T
0
dt
(
λµ
δ
δxµ
+ F µ
δ
δηµ
+ (x˙µ − V µ) δ
δλµ
+ (η˙µ + ∂µV νην)
δ
δF µ
)
(8.45)
with Q2 = LS = Lx˙ − LV where S is the classical action associated with the original Hamil-
tonian system (M, ω,H). Notice that a canonical conjugation Q→ e−ΦQ eΦ ≡ Q˜ does not
alter the cohomology groups of the derivative operator Q. Choosing the loop space functional
Φ =
∫ T
0
dt Γλµνηλλ
ν δ
δF µ
(8.46)
the (topologically equivalent) operator Q˜ can be explicitly worked out (see [118]). With
regards to this supersymmetry charge, the pertinent action S0 in (8.43) can be obtained
from the 2-dimensional N = 1 supersymmetric sigma-model by partial localization of it
to a 1-dimensional model. This is done by breaking its (left-right) (1, 1) supersymmetry
explicitly by the Hamiltonian flow. In this procedure the usual boson kinetic term (in light-
cone coordinates) gµν∂+φ
µ∂−φν drops out. The path integral Z0(T ) can be evaluated by
45The action for N = 1 supersymmetric quantum mechanics can be obtained from the Wess-Zumino model
action (8.27) by integrating out the auxilliary field Fµ resulting from the chiral superfields (8.19) and inte-
grating over the θ coordinates of the superspace. The action for N = 12 supersymmetric quantum mechanics
discussed in Subsection 4.2 can be obtained from the N = 1 model by setting λµ = ηµ above. Notice that the
Riemann curvature term then drops out because of its symmetry properties.
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adding an explicit gauge-fixing term Q˜ψ to the action for an appropriate gauge fermion ψ.
Taking ψ =
∫ T
0 dt (gµνF
µην + s
2
gµν(x˙
µ−V µ)λν) localizes the path integral in the limit s→∞
onto the T -periodic classical trajectories of the original action S,
Z0(T ) =
∑
x(t)∈LMS
sgn[det ‖δ2S(x(t))‖] eiS[x(t)] (8.47)
On the other hand, selecting ψ =
∫ T
0 dt (gµνF
µην + s
2
gµν x˙
µλν) we find that the path integral
localizes onto an ordinary integral over equivariant characteristic classes of the phase space
M,
Z0(T ) =
∫
M
chV (−iTω) ∧ EV (R) (8.48)
The equality of these 2 expressions for the quantum partition function Z0(T ) can be
thought of as an equivariant, loop space generalization of the relation (3.71) in Morse theory
between the Gauss-Bonnet-Chern and Poincare´-Hopf theorems for the representation of the
Euler characteristic χ(M) of the manifold M. Indeed, in the limit H, θµ → 0 the quantities
(8.47) and (8.48) reproduce exactly the relation (3.71). These relations have been used to
study the set of Hamiltonian systems which satisfy the Arnold conjecture on the space of
T -periodic classical trajectories for (time-dependent) classical Hamiltonians [115, 118]. Thus,
the path integrals associated with the supermanifolds defined by the Batalin-Vilkovisky for-
malism for dynamical systems lead to loop space and equivariant generalizations of other
familiar topological invariants. Furthermore, these models are closely related to supersym-
metric non-linear sigma-models which ties together the “hidden” supersymmetry of the given
Hamiltonian system with the Poincare´ supersymmetry of the localizable quantum field theo-
ries. These ideas lead us naturally into the final topic of this Review which emphasizes these
sorts of relations between equivariant cohomology and topological quantum field theories.
The discussion of this Subsection then shows how this next topic is related to the equivariant
localization formalism for dynamical systems.
8.4 Equivariant Euler Numbers, Thom Classes and the Mathai-
Quillen Formalism
We have now almost completed the connections between the equivariant localization formal-
ism, cohomological field theories and their relations to physical systems, thus uniting most
of the ideas presented in this Review. The last Subsection showed how the localization for-
malism connects phase space path integrals of dynamical systems to some basic topological
field theory models (namely supersymmetric sigma-models). Conversely, in Subsection 8.2
we demonstrated that arbitrary field theoretical models of these types could be placed into
the loop space equivariant localization framework so that there is a sort of equivalence be-
tween dynamical systems and field theory models in this geometric context. The discussion
of Subsection 8.1 then illustrated certain genuine, geometrical equivalences between physical
and topological gauge theories which demonstrates the power of the formalisms of both topo-
logical field theory and equivariant localization of path integrals in describing the quantum
characteristics of physical systems.
There is one final step for this connection which is the Atiyah-Jeffrey geometric inter-
pretation of generic cohomological field theories [10] which is based on the Mathai-Quillen
construction of Gaussian-shaped Thom forms [95]. This construction is the natural arena for
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the study of the localization properties of topological field theories, and in its infinite dimen-
sional versions it can be used to build up topological gauge models. This approach, although
based on equivariant cohomology, is rather different in spirit than the equivariant localization
formalisms we have discussed thus far and we therefore only very briefly highlight the details
for the sake of completeness. At the end of this Section, we will discuss a bit the connections
with the other ideas of this Review. More detailed reviews of the Mathai-Quillen formalism
in topological field theory can be found in [27, 29, 34].
The basic idea behind the Mathai-Quillen formalism is the relation (3.71) between the
Poincare´-Hopf and Gauss-Bonnet-Chern representations of the Euler characteristic. It rep-
resents the localization of an explicit differential form representative of the Euler class of a
vector bundle onto the zero locus of some section of that bundle. The original idea for the
application and generalization of this relation to cohomological field theories traces back to
Witten’s connection between supersymmetric quantum mechanics and Morse theory [160].
Let us start with a simple example in this context. Given the local coordinates (x, η) on the
cotangent bundle M⊗ T ∗M of some phase space M, we denote pµ ≡ ∂∂xµ and η¯µ ≡ ∂∂ηµ .
In the spirit of the previous Subsection, we then interpret (x, η¯) as local coordinates on a
supermanifold S∗M and ηµ ∼ dxµ, pµ ∼ dη¯µ as the local basis for the cotangent bundle of
S∗M.
The nilpotent exterior derivative operator on S∗M can be written as
d = ηµ
∂
∂xµ
+ pµ
∂
∂η¯µ
(8.49)
The invertible conjugation d→ e−Φd eΦ produces another linear derivation which generates
the same cohomology as d. If M has metric g, then we can select Φ = −Γλµνην η¯λ ∂∂pµ (as in
(8.46)) so that (8.49) conjugates to
d = ηµ
∂
∂xµ
+ (pµ + Γ
λ
µνη
ν η¯λ)
∂
∂η¯µ
+ (Γλµνpλη
ν − 1
2
Rλµρνη
νηρη¯λ)
∂
∂pµ
(8.50)
The action of (8.50) on the local coordinates of the cotangent bundle of the supermanifold
S∗M
dxµ = ηµ , dpµ = Γ
λ
µνpλη
ν − 1
2
Rλµρνη
νηρη¯λ
dηµ = 0 , dη¯µ = pµ + Γ
λ
µνη
ν η¯λ
(8.51)
coincides with the standard infinitesimal transformation laws of N = 1 DeRham supersym-
metric quantum mechanics.
We now consider the following integral
Z∗ =
∫
S∗M⊗T ∗(S∗M)
d2nx d2np d2nη d2nη¯ edψ[x,p;η,η¯] (8.52)
Since d2 = 0 the integral (8.52) is formally independent of the function ψ on the super-
manifold S∗M⊗ T ∗(S∗M), i.e. δZ∗
δψ
= 0. We can therefore evaluate (8.52) in 2 equivalent
ways. First, we introduce a Hamiltonian vector field V on M and take ψ = ψV = 12V µη¯µ so
that
dψV = pµV
µ + ηµ∇µV ν η¯ν (8.53)
The integration in (8.52) can then be carried out explicitly. The integration over pµ produces
a delta-function δ(V ) localizing the integral onto the zero locusMV of the vector field V . The
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integration over the Grassmann coordinates in (8.53) yields a determinant of ∇V . Computing
the relevant Jacobian for the transformation x→ V (x) (c.f. Subsection 2.6), we arrive finally
at
Z∗ = ∑
p∈MV
sgn detH(p) (8.54)
Next, we take ψ = ψg = g
µνpµη¯ν so that
dψg = g
µνpµpν − 1
2
Rλµρνη
νηρη¯λg
µση¯σ (8.55)
Evaluating the Gaussian integrals over pµ and η¯µ in (8.52) leads to
Z∗ =
∫
M⊗T ∗M
d2nx d2nη Pfaff
(
1
2
Rµνλρη
ληρ
)
(8.56)
which we recognize as the Euler class of the tangent bundle TM. Thus the equality of (8.54)
and (8.56) leads immediately to the relation (3.71).
The exterior derivative operator (8.50) produces the Mathai-Quillen representative of the
Euler class of the tangent bundle of M. The above derivation is a special case of a more
general construction of explicit differential form representatives for the Euler numbers of
vector bundles E → M. These representatives are so-called Gaussian-shaped Thom forms
whose constructions are best understood within the framework of equivariant cohomology.
The idea is that one realizes the vector bundle E →M as its associated principal G-bundle
P ×W (with W the standard fiber space of E) and constructs a particular representative
(the Thom class) of the G-equivariant cohomology of P ×W . Given a section V :M→ E,
the regularized Euler class EV (FA) (with FA the curvature of a connection A of the bundle)
is then the pullback of the Thom class to M under this section. It can be expressed as
EV (FA) =
∫
dmη e−
1
2
‖V ‖2+ 1
2
ηµF
µν
A
ην+i∇AV µηµ (8.57)
where m = dimM and ηµ are Grassmann variables. The norm ‖V ‖2 is with respect to a
fixed fiber metric on E and ∇A is a compatible connection. We shall not go into the details
of the construction of Thom classes using equivariant cohomology, but refer the reader to
[27, 34, 78] for lucid accounts of this formalism. The important features of the Mathai-
Quillen representative (8.57) are as follows. For general V , integrating out the Grassmann
variables shows that EV (FA) is a 2m-form, and the fact that it is closed follows from the
invariance of the exponent in (8.57) under the supersymmetry transformations
δV µ = ∇AV µ , δηµ = iV µ (8.58)
with the additional condition δxµ = ηµ when (8.57) is integrated over x ∈ M. Note that
setting V = 0 in (8.57) and integrating out the Grassmann coordinates we see that it coincides
with the usual Euler characteristic class E(FA) = Pfaff(FA). Since the associated Thom class
is closed, (8.57) is independent of the chosen section V , i.e. EV (FA) is cohomologous to
E(FA) for any V . This means that the Euler characteristic χ(E → M) = ∫MEV (FA) can
be evaluated by rescaling V by s ∈ IR and localizing the integral in the limit s → ∞ onto
the zeroes of the section V (note the curvature term in this limit does not contribute), thus
reproducing in this way the standard relation between the Poincare´-Hopf and Gauss-Bonnet-
Chern theorems for generic vector bundles over M. Thus the Thom class not only yields a
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representative of the Euler class of a vector bundle, but it also produces the Poincare´-dual
form of the zero locus of a given section of the bundle. The use of equivariant cohomology
and localization techniques therefore also reproduce some classical results from geometry and
topology.
Niemi and Palo [117] have shown how to construct equivariant generalizations of the
Mathai-Quillen formalism. For this one considers the usual Cartan equivariant exterior deriva-
tive DV and the associated Lie derivative LV = D2V on the super-manifold S∗M. If the
Christoffel connection satisfies LV Γ = 0, then the conjugation by Φ introduced above of these
operators produces an action on the local coordinates of the cotangent bundle of S∗M for LV
which generates the usual covariant coordinate transformation laws with respect to coordinate
change defined by the Hamiltonian vector field V . Thus the integral
Z∗V =
∫
S∗M⊗T ∗(S∗M)
d2nx d2np d2nη d2nη¯ eiφ⊗(H+ω)+DV ψ (8.59)
is formally independent of any generally covariant function ψ on the cotangent bundle of
S∗M. This is again just the equivariant localization principle. The measure in (8.59) is
the invariant Liouville measure on the extended phase space. Evaluating (8.59) using the 2
choices for ψ mentioned above, we arrive at the relation
∑
p∈MV
eiφ⊗H(p) sgn detH(p) =
∫
M⊗T ∗M
d2nx d2nη eiφ⊗(H+ω) Pfaff
[
∇νV µ + 1
2
Rµνλρη
ληρ
]
(8.60)
which can be recognized as an equivariant generalization of (3.71). Thus an appropriate
equivariantization leads to a Mathai-Quillen representative for the equivariant Euler number
of an equivariant vector bundle. In the limit V, φ → 0, (8.60) reduces to the usual relation.
The non-degenerate cases are also possible to treat in this way [117].
8.5 The Mathai-Quillen Formalism for Infinite-dimensional Vector
Bundles
In this final Subsection of this Review, we shall discuss briefly the explicit connection to coho-
mological field theories. This will make explicit the relations of localization quite generically
to topological field theory that we have mentioned through out this Paper. As originally
pointed out by Atiyah and Jeffrey [10], although the Euler number itself does not make sense
for an infinite dimensional vector bundle, the Mathai-Quillen form EV (FA) can be used to de-
fine regularized Euler numbers χV (E →M) = ∫MEV (FA) of such bundles for those choices
of V whose zero locus is finite-dimensional so that the localization makes these quantities
well-defined. Although these numbers are not independent of V as in the finite-dimensional
cases, they are naturally associated with M for certain choices. The functional integrals
which arise in this way are equivalent to ordinary finite-dimensional integrals and represent
the fundamental property of topological field theories, i.e. that their path integrals repre-
sent characteristic classes. This has been noted throughout this review as our central theme,
and indeed most topological field theories can be obtained or interpreted in terms of the
infinite-dimensional Mathai-Quillen formalism [34].
The simplest example is the regularized Euler number of the loop space LM→M over
a manifold M. The canonical vector field associated with this bundle is x˙µ(t). Now the loop
space version of the integral (8.52) is a path integral over an extended superloop space, and
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we replace the exterior derivative d there by the equivariant, loop space one Qx˙ on L(S
∗M).
The Lie derivative Lx˙ = Q2x˙ as before is the generator of time translations, and employing
the standard conjugation above the path integral can be localized using any single-valued
functional ψ on L(S∗M). This follows from the equivariant localization principle for the
model independent S1-action. Choosing the natural loop space extensions of the functionals ψ
used in the finite-dimensional calculations above, we arrive at precisely the same results (8.54)
and (8.56) for the Euler characteristic of M. The path integral analog of (8.57) with V = x˙
yields the action of N = 1 DeRham supersymmetric quantum mechanics. In Subsection 4.2
we saw that the path integral for N = 1
2
Dirac supersymmetric quantum mechanics localized
onto constant modes and yielded the index of the twisted spin complex ofM. In the present
case the localization of this Witten index onto constant loops yields the index of the DeRham
complex ofM (i.e. the Euler characteristic). This was the fundamental observation of Witten
[160] and was one of the main ingredients in the birth of topological field theory. If the target
space manifold has a Ka¨hler structure then the sigma-model actually has 2 independent
(holomorphic and anti-holomorphic) supersymmetries. Restricting the computation of the
supersymmetric quantum mechanics partition function to the anti-holomorphic sector of the
Hilbert space as described earlier leads to the representation of the index of the Dolbeault
complex in terms of the Todd class.
Equivariant generalizations of this simple example are likewise possible. In (8.59) the path
integration now involves the action S rather than the Hamiltonian, and DV gets replaced by
QS in the usual routine of Section 4. Now we conjugate the relevant operators and find that
the localization priniciple requires the localization functionals ψ to be generally covariant and
single-valued. The resulting path integrations yield precisely the computation at the end of
Subsection 8.3 above. For Hamiltonians which generate circle actions, the right-hand side of
(8.47) coincides with the left-hand side of (8.60) because of the structure of the set LMS
discussed at the beginning of Subsection 4.6. Thus in this case we again obtain the ordinary
finite-dimensional relation (8.60). These relations play a deeper role when the Hamiltonian
depends explicitly on time t. Then the right-hand side of (8.47) represents a regularized
measure of the number of T -periodic classical trajectories of the given dynamical system
[115, 118]. Thus the classical dynamics of a physical system can be characterized in this way
via the localization properties of supersymmetric non-linear sigma-models. In [120], these
relations were related to a functional Euler character in the quantum cohomology defined by
the topological non-linear sigma-model and also to a loop space generalization of the Lefschetz
fixed point theorem.
Besides supersymmetric quantum mechanics the localization features of more complicated
topological gauge theories can be studied by the computing the Euler numbers of vector
bundles over the infinite-dimensional space A/G of gauge connections modulo gauge trans-
formations of a principal G-bundle. One can either start with a given topological field theory
and analyse its localization characteristics using the techniques of this Section, or conversely
by applying the Mathai-Quillen formalism to some vector bundle over A/G and reconstruct-
ing the action of the corresponding topological gauge theory from there. The resulting path
integrals always compute sorts of intersection numbers on moduli space. A discussion of these
models is beyond the scope of this review and we refer to [34] for an extensive discussion of
the theories which can be viewed in this way. The basic example is Donaldson theory [22]
which is the prime example of a cohomological field theory and is used to calculate intersection
numbers of moduli spaces of instantons for the study of 4-manifolds. Topological Yang-Mills
theory in 4-dimensions is another interesting application of this formalism. The field theoretic
generalization of supersymmetric quantum mechanics, i.e. the topological sigma-model [22],
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is the appropriate setting for studying the quantum symmetries of string theory and more gen-
erally super-conformal field theories. The Mathai-Quillen formalism applied to 2-dimensional
topological gravity could presumably shed light on its equivalence with physical gravity in
2 dimensions. The coupling of the topological sigma-model to topological gravity can be
interpreted as topological string theory and studied using these methods. Finally, viewing
2-dimensional Yang-Mills theory as a topological field theory (see Subsection 8.1 above) leads
in this way to a localization onto the rather complicated Hurwitz space of branched covers
of the Riemann surface. This construction has been exploited recently as a candidate for a
string theoretical realization of 2-dimensional Yang-Mills theory [34].
Thus, the Mathai-Quillen formalism serves as the natural arena for the localization prop-
erties of cohomological field theories. However, the connection between the localization for-
malisms of the earlier Sections of this Review (i.e. the stationary-phase formula) and the
constructive Mathai-Quillen formalism above has yet to be completely clarified, as the latter
relies on quite different cohomological symmetries than the ordinary BRST supersymmetries
responsible for equivariant localization [117]. Recall these models all possess a Grassmann-
odd symmetry δ that defines a supersymmetry transformation (8.58) which resembles the
usual BRST supersymmetries of equivariant localization. It is possible to argue [29, 34] that
the δ-action is not free and that the path integral receives contributions from some arbi-
trarily small δ-invariant tubular neighbourhood of the fixed point set of δ. The integration
over the directions normal to this fixed point set can be calculated in a stationary-phase ap-
proximation. One readily sees from (8.58) that the fixed point set of δ is the precisely the
moduli spaceMV described by the zero locus of V and its tangents ψ satisfying the linearized
equation ∇AV (ψ) = 0. In this way the topological field theory path integral reduces to an
integration of differential forms over MV . It remains though to still obtain a more precise
connection between these BRST fixed points, localization, and the interpretation of the geo-
metrical and topological features of path integrals in terms of the Mathai-Quillen formalism
which shows how such infinite-dimensional integrations are a priori designed to represent
finite-dimensional integrals. The antibracket formalism developed in Subsection 8.3 above is
a key stepping stone between the Mathai-Quillen localization features of topological field the-
ory path integrals, and the path integral localizations of generic Hamiltonian systems. The
supersymmetric formulation of equivariant cohomology developed in [125], and its connec-
tions with 4-dimensional topological Yang-Mills theory, could serve as another approach to
this connection. This might give a more direct connection between localization and some of
the more modern theories of quantum integrability [35], such as R-matrix formulations and
the Yang-Baxter equation. This has been discussed somewhat in [56]. These connections are
all important and should be found in order to have full understandings of the structures of
topological and integrable quantum field theories, and hence generic physical models, from
the point of view of loop space equivariant localization.
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Appendix A BRST Quantization
BRST quantization was first introduced in the quantization of Yang-Mills theory as a useful
device for proving the renormalizability of non-abelian gauge theories in 4 dimensions. It
was shown that a global fermionic symmetry was present after Yang-Mills gauge fixing which
incorporated the original gauge invariance of the model and ultimately led to straightforward
derivations of the Ward identities associated with the gauge symmetry in both quantum elec-
trodynamics and quantum chromodynamics. New impetus came when the BRST theory was
applied to the quantization of Hamiltonian systems with first class constraints [66]. For com-
pleteness, in this Appendix we shall outline the essential features of the BRST quantization
scheme of which the loop space localization principle can be thought of as a special instance.
Consider any physical system with symmetry operatorsKa that (possibly locally) generate
a closed Lie algebra g,
[Ka, Kb] = fabcKc (A.1)
Introduce Faddeev-Popov ghost and anti-ghost fields θa, θ¯a ∼ ∂
∂θa
which are anticommut-
ing Grassmann variables that transform in the adjoint representation of g. They have the
canonical anticommutator
[θ¯a, θb]+ = δ
ab (A.2)
We define the ghost number operator as
U = θaθ¯a (A.3)
whose eigenvalues are integers running from 0 to dim g.
We now introduce the operator
Q = θaKa − 1
2
fabcθaθbθ¯c (A.4)
In the physics literature the operator Q is known as the BRST charge, while in the mathe-
matics literature it is the Lie algebra coboundary operator that computes the cohomology of
the Lie algebra g with values in the representation defined by the operators Ka. The crucial
property of Q is that it is nilpotent, Q2 = 0, which can be seen from (A.1) and the identity
fabcf cde + f bdcf cae + fdacf cbe = 0 (A.5)
which follows from (A.1) via the Jacobi identity for the Lie bracket. Let Hk be the Hilbert
space of states of ghost number k, i.e. UΨ = k · Ψ for Ψ ∈ Hk. We say that a state
Ψ ∈ Hk is BRST invariant if it is annihilated by Q, QΨ = 0, where in general the action
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of Q on any state raises the ghost number by 1. Any other state Ψ′ = Ψ + Qχ of ghost
number k is regarded as equivalent to Ψ ∈ Hk for any other state χ ∈ Hk−1. The space
of Q-equivalence classes of ghost number k is called the BRST-cohomology in the physics
literature. Mathematically, it forms the k-th cohomology group Hk(g;R) of the Lie algebra
g with values in the representation R carried by the symmetry operators Ka.
Of particular interest from a physical standpoint are the BRST-invariant states of ghost
number 0. From (A.3) it follows that a state Ψ of ghost number 0 must be annihilated by all
of the anti-ghost fields θ¯a, so that the action of Q on such a state is
QΨ = θaKaΨ , Ψ ∈ H0 (A.6)
The anticommutation relations (A.2) imply that a state annihilated by all θ¯a cannot be
annihilated by any of the ghost fields θa, and so the condition QΨ = 0 is equivalent to
KaΨ = 0 , a = 1, . . . , dimg ; Ψ ∈ H0(g;R) (A.7)
Therefore a state Ψ of ghost number 0 is BRST-invariant if and only if it is g-invariant, and
thus the cohomology group H0(g;R) coincides with the space of g-invariant states that do
not contain any ghosts, i.e. the physical states.
In a gauge theory with gauge group G, the partition function must be evaluated as always
with gauge-fixing functions ga, a = 1, . . . , dimG, which specify representatives of the gauge
equivalence classes of the theory and restrict the functional integration to a subspace U0 of
the original configuration space of the field theory defined by the zeroes of the functions ga.
Then the path integral can be written symbolically as
∫
U0
eiS = vol(G)
∫
U0
dimG∏
a=1
δ(ga) det ‖V b(gc)‖ eiS (A.8)
where V a are as usual vector fields associated with an orthonormal basis {Xa} of g (i.e.
tr(XaXb) = δab). Here S is the classical G-invariant gauge field action and the volume factor
vol(G) is infinite for a local gauge field theory. Modulo this infinite factor, the right-hand side
of (A.8) is what is taken as the definition of the quantum gauge theory partition function.
Introducing Faddeev-Popov ghost fields and additional auxilliary fields φa, we can absorb the
additional factors on the right-hand side of (A.8) into the exponential to write
∫
U0
eiS = vol(G)
∫
U0
eiSq (A.9)
where
Sq = S + φ
aga + θ¯aV a(gb)θb (A.10)
is the gauge-fixed, quantum action.
The BRST-symmetry of this model is defined by the following differential,
s(Φ) = V a(Φ)θa , s(φa) = 0 ; s(θa) = −1
2
fabcθbθc , s(θ¯a) = −φa (A.11)
where Φ is any scalar-valued functional of the gauge fields of the theory. With this definition
we have s2 = 0, s(S) = 0 and the quantum action (A.10) can be written as
Sq = S + s(−gaθ¯a) (A.12)
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Thus s is a BRST operator that determines an N = dimG supersymmetry of the gauge-fixed
field theory, and the statement that the partition function (A.8) is independent of the choice
of gauge-fixing functions ga is equivalent to the fact that the path integral depends only on the
BRST-cohomology class of the action S, not on its particular representative. Thus the BRST-
supersymmetry here represents the local gauge symmetry of the theory. The gauge variation
of any functional O of the fields of the theory is then represented as a graded commutator
{s,O} = sO − (−1)pOs (A.13)
with the fermionic charge s, where p is the ghost-degree of O. The physical (i.e. gauge-
invariant) Hilbert space of the gauge theory is the space of BRST-cohomology classes of
ghost number 0.
(A.8) and (A.12) demonstrate the explicit relationship between equivariant localization of
path integrals and BRST quantization (see the localization principle in Subsection 4.4). In
the next Appendix we shall make this connection a bit more explicit. As we have mentioned,
BRST-cohomology is the fundamental structure in topological field theories [22]. By defini-
tion, a topological action is a Witten-type action if the the classical action S is BRST-exact,
while it is a Schwarz-type action if the gauge-fixed, quantum action Sq is BRST-exact (but
not the classical one). In the case of the localization formalism for phase space path integrals,
the BRST-operator is identified with the loop space equivariant exterior derivative of the
underlying equivariant cohomological structure, and the “Hilbert space” of physical states
consists of loop space functionals which are invariant under the flows of the loop space Hamil-
tonian vector field. This BRST-supersymmetry is always the symmetry that is responsible for
localization in these models. The BRST formalism can also be applied to Hamiltonian sys-
tems with first-class constraints, i.e. those whose constraint functions Ka generate a Poisson
subalgebra representation of a Lie algebra (A.1). The supersymmetric states then represent
the observables which respect the constraints of the dynamical system (as in a gauge theory).
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Appendix B Other Models of Equivariant Cohomology
In this Appendix we shall briefly outline some of the other standard models for the G-
equivariant cohomology of a differentiable manifold M and compare them with the Cartan
model which was used extensively throughout this Review. We shall also discuss how these
other models apply to the derivation of some of the more general localization formulas which
were just briefly sketched in Subsection 4.9, as well as their importance to other ideas in
topological quantum field theory.
B.1 The Topological Definition
As with ordinary cohomology, equivariant cohomology has a somewhat direct interpretation in
terms of topological characteristics of the manifoldM (and in this case also the Lie group G)
[9]. This can be used to develop an axiomatic formulation of equivariant cohomology which in
the usual way provides properties that uniquely characterize the cohomology groups [34]. This
topological definition resides heavily in the topology of the Lie group G through the notion of a
classifying space [70]. A classical theorem of topology tells us that to G we can associate a very
special space EG which is characterized by the fact that it is contractible and that G acts on
it without fixed points. The space EG is called the universal G-bundle. The classifying space
BG for G-bundles is then defined as the base space of a universal bundle whose total space is
EG. The space BG is unique up to homotopy and EG is unique up to equivariant homotopy
(i.e. smooth continuous equivariant deformations of the space). The bundle EG → BG has 2
remarkable universal properties. The first one is that any given principal G-bundle E →M
over a manifoldM has an isomorphic copy sitting inside EG → BG. The isomorphism classes
of principal G-bundles are therefore in one-to-one correspondence with the homotopy classes
of maps f :M→ BG. The second property is that all natural ways of measuring the topology
of E →M can be obtained from H∗(BG).
For example, when G =
⊕n
i=1 ZZ, we have EZZn = IR
n and BZZn = (S
1)n, while for G = U(1)
we get EU(1) = S(H) =
⋃∞
n=0 S
2n+1 (the Hilbert sphere) and BU(1) = CP
∞ =
⋃∞
n=0CP
n. In
gauge theories G is the group of local gauge transformations, so that EG is the space A of
Yang-Mills potentials while BG = A/G is the space of gauge orbits. In string theory G is the
semi-direct product of the diffeomorphism and Weyl groups of a Riemann surface Σh of genus
h, EG is the space of metrics on Σ
h, and BG is the moduli spaceMΣh of Σh. From this point
of view, one can define topological field theory and topological string theory as the study of
H∗(BG) and related cohomologies using the language of local quantum field theory.
Given a smooth G-action on a manifold M, we thus have 2 spaces EG and M on which
G acts. Thus G also acts on the Cartesian product space M×EG via the diagonal action
G× (M×EG)→M× EG
(g, x, e)→ (g · x, g · e)
(B.1)
Like the G-action on EG, this action is also free and thus the quotient space
MG = (M× EG)/G (B.2)
is a smooth manifold called the homotopy quotient of M by G. Since EG is contractible,
M×EG is homotopic toM. Furthermore, if the G-action onM is free thenMG is homotopic
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to M/G, so that both spaces have the same (ordinary) cohomology groups. In the general
case we can regard MG as a bundle over BG with fiber M. These observations motivate the
topological definition of equivariant cohomology as
HkG,top(M) = Hk(MG) (B.3)
Notice that if M is the space consisting of a single point, then MG ≃ EG/G = BG. Thus
HkG,top(pt) = H
k(BG) (B.4)
and so the G-equivariant cohomology of a point is the ordinary cohomology of the classifying
space BG. This latter cohomology can be quite complicated [9], and the topological defini-
tion therefore shows that the equivariant cohomology measures much more than simply the
cohomology of a manifold modulo a group action on it. It is this feature that makes the
non-abelian localization formalisms of topological field theories and integrable models very
powerful techniques.
B.2 The Weil Model
The topological definition of theG-equivariant cohomology above can be reformulated in terms
of nilpotent differential operators [9, 78]. In this formulation, the equivariant cohomology is
obtained in a more algebraic way by exploiting differential properties of the Lie algebra g of
the group G. More precisely, to describe the exterior differential calculus of the symmetric
algebra S(g∗), we introduce the Weil algebra
W (g) = S(g∗)⊗ Λg∗ (B.5)
As in Subsection 2.6, (B.5) algebraically describes the exterior bundle of S(g∗) where the
exterior algebra Λg∗ consists of multilinear antisymmetric forms on g and it is generated
by an anti-commuting basis of Grassmann numbers θa, a = 1, . . . , dimG (i.e. the 1-forms
θa ∼ dφa). The Weil algebra has the usual ZZ-grading (ghost number), i.e. the generators φa
of S(g∗) have degree 2 while the generators θa of Λg∗ have degree 1. Both of these sets of
generators are dual to the same fixed basis {Xa}dimGa=1 of g.
There are 2 differential operators of interest acting on W (g). The first is the “abelian”
exterior derivative on Λg∗
d0 = φ
a ⊗ Ia (B.6)
where Ia =
∂
∂θa
is the interior multiplication of degree −1 on W (g). (B.6) identifies φa as the
superpartner of θa and its non-vanishing actions are
d0θ
a = φa , d0
∂
∂φa
= −Ia (B.7)
Next, we introduce the linear derivations of degree 0
La = −fabc
(
φb
∂
∂φc
+ θbIc
)
(B.8)
which generate the coadjoint action of G on W (g) explicitly by
Laφ
b = fabcφc , Laθ
b = fabcθc (B.9)
235
and which yield a representation of G on W (g),
[La, Lb] = f
abcLc (B.10)
Using (B.8), we define our second differential operator, the coboundary operator
dg = θ
aLa +
1
2
fabcθaθbIc (B.11)
which computes the W (g)-valued Lie algebra cohomology of g, i.e. it is the BRST operator
associated with the constraint operators La acting on W (g) (see (A.4)).
The sum of (B.6) and (B.11) is known as the Weil differential,
dW = d0 + dg (B.12)
whose action on the generators of W (g) is
dWθa = φa − 1
2
fabcθbθc , dWφa = −fabcθbφc (B.13)
These 3 differential operators are all nilpotent derivations of degree 1,
d2W = d
2
0 = d
2
g = 0 (B.14)
and they act as exterior derivatives on W (g). (B.12) makes the Weil algebra into an exterior
differential algebra. However, the cohomology of the Weil differential dW on W (g) is trivial.
This can be seen by redefining the basis of W (g) by the shift φa → φa − 1
2
fabcθbθc. In the
new basis, φa = dWθa are exact and the cohomology of dW coincides with that of d0 on W (g)
so that
Hk(W (g), dW) = IR (B.15)
The cohomology can be made non-trivial using the 2 derivations Ia and La on W (g)
introduced above. We notice first of all the analogy between (B.13) and the algebra of
connections and curvatures. The first relation in (B.13) is the definition of the curvature of
a connection 1-form A ∼ θa on a principal G-bundle E → M, while the second one is the
Bianchi identity for the curvature 2-form F ∼ φa, i.e.
dA = F − 1
2
[A ∧, A] , dF = −[A ∧, F ] (B.16)
Here we recall that the characteristic classes of E →M are constructed from A ∈ Λ1(E, g),
which can be regarded as a map A : g∗ → Λ1E, and from the field strength F ∈ Λ2(E, g),
which can be regarded as a map F : g∗ → Λ2E. These maps generate a differential algebra
homomorphism (W (g), dW) → (ΛE, d) which is called the Chern-Weil homomorphism. This
homomorphism is unique and it maps the algebraic connection and curvature (θa, φa) to the
geometric ones (A,F ) [95]. In this setting, a connection on a principal G-bundle E →M is
just the same thing as a homomorphism W (g)→ ΛE. Thus the Weil algebra is an algebraic
analog of the universal G-bundle EG. Like EG, it possesses universal properties, and therefore
it provides a universal model of connections on G-bundles. In particular, the contractibility
of EG is the analog of the triviality (B.15) of the cohomology of the Weil algebra.
Pursuing this analogy between EG and W (g), we can find non-trivial and universal coho-
mology classes by considering the so-called “basic forms” [9]. First, we note that the operators
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Ia and La above are the algebraic analogues of the interior multiplication and Lie derivative
of differential forms with respect to the infinitesimal generators φa of the G-action on W (g).
Indeed, the operator (B.8) can be expressed in terms of the Weil differential as
La = IadW + dWIa ≡ [dg, Ia]+ (B.17)
and furthermore we have
[Ia, Ib] = 0 , [La, Ib] = f
abcIc (B.18)
Thus the derivation La has the natural structure of a Lie derivative on W (g) that commutes
with all the derivatives above,
[dW , La] = [dg, La] = [d0, La] = 0 (B.19)
In particular, the (anti-)commutation relations above among dW , La and Ia are all independent
of the choice of basis of g. As we saw in Subsection 2.3, these relations also reflect the
differential geometric situation on a manifold M with a G-action on it, and the Chern-Weil
homomorphism above maps (dW , La, Ia) → (d,LV a , iV a) between the differential algebras
W (g)→ ΛM.
We can finally define the Weil model for equivariant cohomology. For this we consider the
tensor product W (g)⊗ ΛM of the Weil algebra with the exterior algebra over the manifold
M. The replacement ΛM→ W (g)⊗ΛM for the description of the equivariant cohomology
is the algebraic equivalent of the replacement M→ EG ×M in Subsection B.1 above. The
basic subalgebra (W (g) ⊗ ΛM)basic of W (g) ⊗ ΛM consists of those forms which have no
vertical component (i.e. the horizontal forms) and which are G-invariant (i.e. have no vertical
variation). These 2 conditions mean, respectively, that the basic forms are those annihilated
by all the operators Ia ⊗ 1+ 1⊗ iV a and La ⊗ 1+ 1⊗LV a (recall that iV α is the component
of α along the (vertical) vector field V ∈ TM), so that
(W (g)⊗ ΛM)basic =
(
dimG⋂
a=1
ker (Ia ⊗ 1+ 1⊗ iV a)
)
∩
(
dimG⋂
b=1
ker (La ⊗ 1+ 1⊗ LV a)
)
(B.20)
This subalgebra is stable under the action of the extended DeRham exterior derivative
dT = dW ⊗ 1+ 1⊗ d (B.21)
and the cohomology of (B.21) on (B.20) is the algebraic definition of the G-equivariant coho-
mology of M,
HkG,alg(M) = Hk((W (g)⊗ ΛM)basic, dT ) (B.22)
The Chern-Weil homomorphism W (g)→ ΛE with E = EG then reduces to an isomorphism
of cohomology groups if G is compact and connected [9] and we have
HkG,alg(M) ≃ HkG,top(M) (B.23)
so that the algebraic and topological definitions of equivariant cohomology are equivalent.
We close this Subsection with a remark concerning the basic subcomplex Bg of W (g)
(V a = 0 in (B.20)). Since dW vanishes on this basic subcomplex, we have Hk(Bg, dW) = Bg.
Horizontality in this case means θa-independence, so that the basic forms in W (g) lie in only
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S(g∗). G-invariance in this case translates into invariance under the coadjoint action of G on
g∗. Thus
Hk(Bg, dW) = Bg = S(g∗)G (B.24)
and so the basic subalgebra of the Weil algebra coincides with the algebra of invariant polyno-
mial functions on the Lie algebra g, i.e. Bg is the algebra of corresponding Casimir invariants.
It is known [9] that if G is a compact connected Lie group, then Hk(BG) = H
k(Bg, dW), and
so comparing (B.24) with (B.4) we find that the G-equivariant cohomology of a point is sim-
ply the algebra of G-invariant polynomials on g. This is in agreement with what we found in
Subsection 2.3 from the Cartan model. In the next Subsection we shall indeed find that this
correspondence is no accident.
B.3 The BRST Model
The final model for the G-equivariant cohomology of a manifold M interpolates between
the Cartan and Weil models, and it therefore relates the Cartan model to the topological
characteristics of this cohomology theory. It also ties in with the BRST quantization ideas
that are directly related to the localization formalisms and it is the model of equivariant
cohomology which arises naturally in the physical context of topological field theories. The
(unrestricted) BRST algebra B of topological models on quotient spaces is the same as that for
the Weil model as a vector space, B =W (g)⊗ ΛM [78, 128]. Now, however, the differential
on it is the BRST operator
δ = dW ⊗ 1+ 1⊗ d+ θa ⊗ LV a − φa ⊗ iV a (B.25)
which is a nilpotent graded derivation of degree 1 on B. The BRST operator is the natural
nilpotent extension of the Cartan equivariant exterior derivative Dg defined in (2.59). The
Weil differential dW in (B.25) takes care of the non-nilpotency (2.61) of the Cartan model
derivative.
The Kalkman parametric model for the equivariant cohomology is defined by the Kalkman
differential [78]
δt = e
tθa⊗iV adT e−tθ
a⊗iV a = dT + tθa ⊗LV a − tφa ⊗ iV a + 1
2
t(1− t)fabcθaθb ⊗ iV c (B.26)
where t ∈ [0, 1]. Notice that δ0 = dT and δ1 = δ, so that (B.26) interpolates between the
differentials of the Weil and BRST models. Furthermore, it satisfies
[δt, Ia ⊗ 1 + (1− t)1⊗ iV a ] = La ⊗ 1+ 1⊗ LV a (B.27)
so that we obtain in this way a family of Lie super-algebras acting on W (g)⊗ ΛM. Notice
also that
dT = e
− 1
2
fabcθaθb ∂
∂φc (d+ d0) e
1
2
fabcθaθb ∂
∂φc (B.28)
and thus the cohomology of δ on B coincides with the DeRham cohomology of d on ΛM.
Thus the BRST operator δ does not capture the G-equivariant cohomology ofM, because
the W (g) part of (B.25) can be conjugated to the cohomologically trivial operator (B.6)
(equivalently the cohomology of dW is trivial). We have to accompany δ with a restriction of
its domain in the same way that (2.59) computes the equivariant cohomology when restricted
to the G-invariant subspace (2.40). The appropriate restriction is to the θa-independent and
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G-invariant subalgebra of B. This reduction maps B to ΛGM and δ to Dg, so that the
mapping θa → 0, B → S(g∗)⊗ ΛM induces the isomorphism of complexes
(Bbasic, dW) ≃ (ΛGM, Dg) (B.29)
between the Weil and Cartan models. This restriction can be formulated by introducing
another nilpotent operator W whose kernel is the desired G-invariant and θa-independent
subalgebra [125, 128].
For this, we introduce another copy W¯ (g) of the Weil algebra. It is generated by φ¯a
and θ¯a which are the g∗-valued coefficients corresponding, respectively, to θa-independence
(generated by Ia) and G-invariance (generated by La ⊗ 1 + 1 ⊗ LV a). A nilpotent operator
with kernel ΛGM is
W = dg¯ ⊗ 1⊗ 1+ θ¯a ⊗ (La ⊗ 1+ 1⊗LV a)− φ¯a ⊗ Ia ⊗ 1 (B.30)
where dg¯ is the Lie algebra coboundary operator (B.11) on W¯ (g) which makes the overall
combination in (B.30) nilpotent. The action of δ on W¯ (g) is taken as that of the abelian
differential (B.6) so that δ commutes with W. As the cohomology of d0¯ on W¯ (g) is trivial,
this alteration of δ does not affect its cohomology. The equivariant BRST operator is therefore
δ = 1⊗ dW ⊗ 1+ 1⊗ 1⊗ d+ d0¯ ⊗ 1⊗ 1 + 1⊗ θa ⊗ LV a − 1⊗ φa ⊗ iV a (B.31)
and δ and W satisfy the nilpotent algebra
δ2 = [W, δ]+ =W2 = 0 (B.32)
The G-equivariant cohomology ofM is isomorphic to the cohomology of δ on the subalgebra
of W¯ (g)⊗W (g)⊗ΛM which is annihilated byW. This defines the BRST model of equivariant
cohomology.
We remark that it is also possible to formulate the restriction onto the basic subcomplex
in the Weil model using the nilpotent operator
WW = dg¯ ⊗ 1⊗ 1+ θ¯a ⊗ (La ⊗ 1+ 1⊗ LV a)− φ¯a ⊗ (Ia ⊗ 1 + 1⊗ iV a) (B.33)
and the corresponding extension of the Weil differential is
d¯W = 1⊗ dT + d0¯ ⊗ 1⊗ 1 (B.34)
The operators (B.33) and (B.34) are similarity transforms of (B.30) and (B.31), respectively,
just as in (B.28). They therefore obey the algebra (B.32) as well, as required for the appro-
priate restriction process above.
It is this model that is relevant for the construction of non-abelian generalizations of the
Duistermaat-Heckman integration formula, such as the Witten localization formalism (see
Subsection 3.8). Modelling the equivariant cohomological structure as above is the correct
way to incorporate the idea of equivariant integration that we discussed earlier. In these
models the generators φa of the symmetric algebra S(g∗) generate dynamics of their own
and only after they are fully incorporated as above can one define properly the required
equivariant localization. All 4 equivariant derivations discussed in this Review – the Cartan,
Weil, Kalkman and BRST differentials, have been related by Nersessian [110, 111] to the
geometric anti-bracket structure of the Batalin-Vilkovisky formalism (see Subsection 8.3). In
these formalisms, one constructs antibrackets for W (g) in addition to the usual ones for the
cotangent bundle M⊗ Λ1M.
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B.4 Loop Space Extensions
Loop space generalizations of the constructions above have been presented by Tirkkonen in
[156] in the context of the dynamical localizations of Subsection 4.9. For this, we introduce
superpartners θa(t) for the multipliers φa(t) and make them dynamical by adding a kinetic
term for the Grassmann coordinates θa to the action,
S → ST = S +
∫ T
0
dt θa(t)θ˙a(t) (B.35)
The circle action generator in (4.151) is also extended to include θa, i.e.
VS1 → VS1 +
∫ T
0
dt θ˙a(t)
δ
δθa(t)
(B.36)
Thus the path integral is now formulated over a superloop space with local coordinates (x, θ)
(recall from (B.7) that θa are coordinates and φa = d0θ
a are the corresponding 1-forms in
the Weil algebra). To exploit the loop space isometry generated by the semi-direct product
LG×S1, we need to construct the corresponding equivariant operators. Because the fields φa
and θa are dynamical and are therefore an important part of the path integration, this has to
be done in terms of the BRST model above.
In the corresponding equivariant BRST operator, the part corresponding to the LG-action
in (4.151) generated by VLG on LM is just lifted from the corresponding equivariant BRST
operator (B.31) for theG-action onM. The part associated with the circle action in (4.151) as
generated by (B.36) on the superloop space is given by the Cartan model operatorQx˙ = dL−ix˙.
Since Q2x˙ =
∫ T
0 dt
d
dt
, the operator Qx˙ is nilpotent on the loop space LM. The total equivariant
BRST operator for the semi-direct product LG×S1 then combines (B.31) lifted to the loop
space with Qx˙,
QT = dL + d
(L)
W +
∫ T
0
dt
(
θaLV a − φaiV a + x˙µ δ
δηµ
+ θ˙a
δ
δφa
)
(B.37)
where d
(L)
W is the Weil differential (B.12) lifted to the superloop space in the standard way.
Furthermore, to the restriction operator (B.30) we add a piece corresponding to the S1-action
[156]
WT =WL +
∫ T
0
dt ˙¯θ
a
(t)
δ
δφa(t)
(B.38)
with WL the lifting of the restriction operator (B.30) to the superloop space. The algebra of
QT and WT is then
Q2T =
∫ T
0
dt
d
dt
, W2T = [QT ,WT ]+ = 0 (B.39)
The function F (φ) = 1
2
(φa)2 which is effectively added to the action as discussed in
Subsection 4.9 can now be interpreted as a symplectic 2-form on the Weil algebra W (g) (as
φa are interpreted as super 1-forms). The superloop space symplectic 2-form is then
ΩT = Ω+
∫ T
0
dt
1
2
(φa(t))2 (B.40)
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and the equivariance properties of the phase space path integral are summarized by the
equations
QT (ST + ΩT ) =WT (ST + ΩT ) = 0 (B.41)
The first vanishing condition in (B.41) identifies the superloop space action ST as the moment
map for the action of the semi-direct product LG×S1 on LM, while the second one states
that this group action is symplectic. To carry out the Niemi-Tirkkonen localization procedure
over the superloop space with the BRST operator QT , we generalize the gauge fermion field
(4.123) to the Weil algebra,
ψT =
∫ T
0
dt
(
gµν x˙
µην + φˆaθˆa
)
(B.42)
where we have left the zero mode part of φaθa out of ψT . We can now carry out the same
localization procedure which led to the Niemi-Tirkkonen formula, and thus arrive at the
localization formula (4.153) [156].
The above construction is a non-abelian generalization of the model-independent auxilliary
field formalism which we discussed in Subsection 4.9. In the abelian case where we can a priori
fix any function F (φ) for the localization, instead of modifying the loop space symplectic
structure as in (B.40), which in the model-independent formalism appears as the functional
determinant det ‖∂t‖, we shift the gauge fermion field (B.42) as
ψT → ψT −
∫ T
0
dt
(
θµη
µ −
{
ξ(φ)− 1
2
φ¯
}
θ¯
)
(B.43)
The standard Niemi-Tirkkonen localization procedure then leads to the localization formula
(4.149) [124]. For the generic, non-abelian group actions discussed above, the situation for loop
space localization is different, and even the second Weil algebra copy W¯ (g) is made dynamical.
For discussions of the relations between the BRST model of equivariant cohomology and
Witten-type topological field theories, see [27, 34, 125].
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