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Quantum theory of the gauge models in the causal approach leads to some cohomology
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1 Introduction
The general framework of perturbation theory consists in the construction of the chrono-
logical products such that Bogoliubov axioms are verified [1], [5], [4], [11]; for every set of
Wick monomials W1(x1), . . . ,Wn(xn) acting in some Fock space H one associates the opera-
tor TW1,...,Wn(x1, . . . , xn); all these expressions are in fact distribution-valued operators called
chronological products. It will be convenient to use another notation: T (W1(x1), . . . ,Wn(xn)).
The construction of the chronological products can be done recursively according to Epstein-
Glaser prescription [5], [6] (which reduces the induction procedure to a distribution splitting of
some distributions with causal support) or according to Stora prescription [13] (which reduces
the renormalization procedure to the process of extension of distributions). These products
are not uniquely defined but there are some natural limitation on this arbitrariness. If the
arbitrariness does not grow with n we have a renormalizable theory. An equivalent point of
view uses retarded products [17].
Gauge theories describe particles of higher spin. Usually such theories are not renormal-
izable. However, one can save renormalizablility using ghost fields. Such theories are defined
in a Fock space H with indefinite metric, generated by physical and un-physical fields (called
ghost fields). One selects the physical states assuming the existence of an operator Q called
gauge charge which verifies Q2 = 0 and such that the physical Hilbert space is by definition
Hphys ≡ Ker(Q)/Im(Q). The space H is endowed with a grading (usually called ghost number)
and by construction the gauge charge is raising the ghost number of a state. Moreover, the
space of Wick monomials in H is also endowed with a grading which follows by assigning a
ghost number to every one of the free fields generating H. The graded commutator dQ of the
gauge charge with any operator A of fixed ghost number
dQA = [Q,A] (1.1)
is raising the ghost number by a unit. It means that dQ is a co-chain operator in the space of
Wick polynomials. From now on [·, ·] denotes the graded commutator.
A gauge theory assumes also that there exists a Wick polynomial of null ghost number T (x)
called the interaction Lagrangian such that
[Q, T ] = i∂µT
µ (1.2)
for some other Wick polynomials T µ. This relation means that the expression T leaves invariant
the physical states, at least in the adiabatic limit. In all known models one finds out that there
exist a chain of Wick polynomials T µ, T µν , T µνρ, . . . such that:
[Q, T ] = i∂µT
µ, [Q, T µ] = i∂νT
µν , [Q, T µν ] = i∂ρT
µνρ, . . . (1.3)
It so happens that for all these models the expressions T µν , T µνρ, . . . are completely antisym-
metric in all indices; it follows that the chain of relation stops at the step 4 (if we work in
four dimensions). We can also use a compact notation T I where I is a collection of indices
I = {ν1, . . . , νp} (p = 0, 1, . . . , ); all these polynomials have the same canonical dimension
ω(T I) = ω0, ∀I (1.4)
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and because the ghost number of T ≡ T ∅ is null, then we also have:
gh(T I) = |I|. (1.5)
One can write compactly the relations (1.3) as follows:
dQT
I = i ∂µT
Iµ. (1.6)
For concrete models the equations (1.3) can stop earlier: for instance in the Yang-Mills case
we have T µνρ = 0 and in the case of gravity T µνρσ = 0.
Now we can construct the chronological products
T I1,...,In(x1, . . . , xn) ≡ T (T
I1(x1), . . . , T
In(xn))
according to the recursive procedure. We say that the theory is gauge invariant in all orders of
the perturbation theory if the following set of identities generalizing (1.6):
dQT
I1,...,In = i
n∑
l=1
(−1)sl
∂
∂xµl
T I1,...,Ilµ,...,In (1.7)
are true for all n ∈ N and all I1, . . . , In. Here we have defined
sl ≡
l−1∑
j=1
|I|j (1.8)
(see also [3]). In particular, the case I1 = . . . = In = ∅ it is sufficient for the gauge invariance
of the scattering matrix, at least in the adiabatic limit.
Such identities can be usually broken by anomalies i.e. expressions of the type AI1,...,In which
are quasi-local and might appear in the right-hand side of the relation (1.7). These expressions
verify some consistency conditions - the so-called Wess-Zumino equations. One can use these
equations in the attempt to eliminate the anomalies by redefining the chronological products.
All these operations can be proven to be of cohomological nature and naturally lead to descent
equations of the same type as (1.6) but for different ghost number and canonical dimension.
If one can choose the chronological products such that gauge invariance is true then there is
still some freedom left for redefining them. To be able to decide if the theory is renormalizable
one needs the general form of such arbitrariness. Again, one can reduce the study of the
arbitrariness to descent equations of the type as (1.6).
Such type of cohomology problems have been extensively studied in the more popular ap-
proach to quantum gauge theory based on functional methods (following from some path inte-
gration method). In this setting the co-chain operator is non-linear and makes sense only for
classical field theories. On the contrary, in the causal approach the co-chain operator is linear
so the cohomology problem makes sense directly in the Hilbert space of the model. One needs
however a classical field theory machinery to analyze the descent equations more easily.
In this paper we want to give a general description of these methods and we will apply them
for Yang-Mills models. In the next Section we remind the axioms verified by the chronological
products and consider the particular case of gauge models.
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In Section 3 we give some general results about the structure of the anomalies and reduce
the proof of (1.7) to descent equations. In Section 4 we provide a convenient geometric setting
for our problem. We will prove an algebraic form of the Poincare´ lemma valid for on-shell fields
(The usual Poincare´ cannot be applied because the homotopy operator of de Rham does not
leave invariant the space of on-shell polynomials.) In Section 5 we determine the cohomology
of the operator dQ for Yang-Mills models. Using this cohomology and the algebraic Poincare´
lemma we can solve the descent equations in various ghost numbers in Section 6. We make some
comments about higher orders of perturbation theory in Section 7. For the case of quantum
electro-dynamics we give the shortest proof of gauge invariance in all orders.
The present paper includes the results of some previous papers [8], [9],[10], [11] but many
the proofs are new and use in an optimal way various cohomological structures. In [14] and
[15] one can find similar results but the cohomological methods are not used for the proofs.
3
2 General Gauge Theories
We give here the essential ingredients of perturbation theory.
2.1 Bogoliubov Axioms
The chronological products T (W1(x1), . . . ,Wn(xn)) n = 1, 2, . . . are verifying the following set
of axioms:
• Skew-symmetry in all arguments W1(x1), . . . ,Wn(xn) :
T (. . . ,Wi(xi),Wi+1(xi+1), . . . , ) = (−1)
fifi+1T (. . . ,Wi+1(xi+1),Wi(xi), . . .) (2.1)
where fi is the number of Fermi fields appearing in the Wick monomial Wi.
• Poincare´ invariance: for all (a, A) ∈ inSL(2,C) we have:
Ua,AT (W1(x1), . . . ,Wn(xn))U
−1
a,A = T (A ·W1(A · x1 + a), . . . , A ·Wn(A · xn + a)); (2.2)
Sometimes it is possible to supplement this axiom by other invariance properties: space
and/or time inversion, charge conjugation invariance, global symmetry invariance with
respect to some internal symmetry group, supersymmetry, etc.
• Causality: if xi ≥ xj , ∀i ≤ k, j ≥ k + 1 then we have:
T (W1(x1), . . . ,Wn(xn)) = T (W1(x1), . . . ,Wk(xk)) T (Wk+1(xk+1), . . . ,Wn(xn)); (2.3)
• Unitarity: We define the anti-chronological products according to
(−1)nT¯ (W1(x1), . . . ,Wn(xn)) ≡
n∑
r=1
(−1)r
∑
I1,...,Ir∈Part({1,...,n})
ǫ TI1(X1) · · ·TIr(Xr) (2.4)
where the we have used the notation:
T{i1,...,ik}(xi1 , . . . , xik) ≡ T (Wi1(xi1), . . . ,Wik(xik)) (2.5)
and the sign ǫ counts the permutations of the Fermi factors. Then the unitarity axiom is:
T¯ (W1(x1), . . . ,Wn(xn)) = T (W
∗
1 (x1), . . . ,W
∗
n(xn)) (2.6)
• The “initial condition”
T (W (x)) =W (x). (2.7)
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It can be proved that this system of axioms can be supplemented with
T (W1(x1), . . . ,Wn(xn))
=
∑
ǫ < Ω, T (W ′1(x1), . . . ,W
′
n(xn))Ω > : W1”(x1), . . . ,Wn”(xn) : (2.8)
where W ′i and Wi” are Wick submonomials of Wi such that Wi =: W
′
iWi” : the sign ǫ takes
care of the permutation of the Fermi fields and Ω is the vacuum state. This is called the Wick
expansion property.
We can also include in the induction hypothesis a limitation on the order of singularity
of the vacuum averages of the chronological products associated to arbitrary Wick monomials
W1, . . . ,Wn; explicitly:
ω(< Ω, TW1,...,Wn(X)Ω >) ≤
n∑
l=1
ω(Wl)− 4(n− 1) (2.9)
where by ω(d) we mean the order of singularity of the (numerical) distribution d and by ω(W )
we mean the canonical dimension of the Wick monomial W ; in particular this means that we
have
T (W1(x1), . . . ,Wn(xn)) =
∑
g
tg(x1, . . . , xn) Wg(x1, . . . , xn) (2.10)
where Wg are Wick polynomials of fixed canonical dimension and tg are distributions with the
order of singularity bounded by the power counting theorem [5]:
ω(tg) + ω(Wg) ≤
n∑
j=1
ω(Wj)− 4(n− 1) (2.11)
and the sum over g is essentially a sum over Feynman graphs.
Up to now, we have defined the chronological products only for Wick monomialsW1, . . . ,Wn
but we can extend the definition for Wick polynomials by linearity.
One can modify the chronological products without destroying the basic property of causal-
ity iff one can make
T (W1(x1), . . . ,Wn(xn))→ T (W1(x1), . . . ,Wn(xn))
+RW1,...,Wn(x1, . . . , xn) (2.12)
where R are quasi-local expressions; by a quasi-local expression we mean an expression of the
form
RW1,...,Wn(x1, . . . , xn) =
∑
g
[Pg(∂)δ(X)]Wg(x1, . . . , xn) (2.13)
with Pg monomials in the partial derivatives and Wg are Wick polynomials; here δ(X) is the n-
dimensional delta distribution δ(X) ≡ δ(x1−xn) · · · δ(xn−1−xn). Because of the delta function
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we can consider that Pg is a monomial only in the derivatives with respect to, say x2, . . . , xn.
If we want to preserve (2.9) we impose the restriction
deg(Pg) + ω(Wg) ≤
n∑
j=1
ω(Wj)− 4(n− 1) (2.14)
and some other restrictions are following from the preservation of Lorentz covariance and uni-
tarity.
The redefinitions of the type (2.12) are the so-called finite renormalizations. Let us note
that this arbitrariness, described by the number of independent coefficients of the polynomials
Pg can grow with n and in this case the theory is called non-renormalizable. This can happen
if some of the Wick monomials Wj, j = 1, . . . , n have canonical dimension greater than 4.
If all the monomials have canonical dimension less of equal to 4 then the arbitrariness is
bounded independently of n and the theory is called renormalizable. However, even in the
non-renormalizable case if the theory verifies some additional symmetry properties it could
happen that the number of arbitrary coefficients from Pg is finite. This seems to be the case
for quantum gravity. We will analyze this case in another paper.
It is not hard to prove that any finite renormalization can be rewritten in the form
R(x1, . . . , xn) = δ(X) W (x1) +
n∑
j=1
∂
∂xµl
Rl(X) (2.15)
where the expressions Rl(X) are also quasi-local. But it is clear that the sum in the above
expression is null in the adiabatic limit. This means that we can postulate that the finite
renormalizations have a much simpler form, namely
R(x1, . . . , xn) = δ(X) W (x1) (2.16)
where the Wick polynomial W is constrained by
ω(W ) ≤
n∑
j=1
ω(Wj)− 4(n− 1). (2.17)
2.2 Gauge Theories and Anomalies
From now on we consider that we work in the four-dimensional Minkowski space and we have
the Wick polynomials T I such that the descent equations (1.6) are true and we also have
T I(x1) T
J(x2) = (−1)
|I||J | T J(x2) T
I(x1) (2.18)
for x1 − x2 space-like i.e. these expressions causally commute in the graded sense.
The equation (1.6) are called a relative cohomology problem. The co-boundaries for this
problem are of the type
T I = dQB
I + i ∂µB
Iµ. (2.19)
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Next we construct the associated chronological products
T I1,...,In(x1, . . . , xn) = T (T
I1(x1), . . . , T
In(xn)).
Because of the previous assumption, it follows from the skew-symmetry axiom that we can
choose them such that we have the graded symmetry property:
T (. . . , T Ik(xk), T
Ik+1(xk+1), . . .) = (−1)
|Ik||Ik+1| T (. . . , T Ik+1(xk+1), T
Ik(xk), . . .). (2.20)
We also have
gh(T I1,...,In) =
n∑
l=1
|Il|. (2.21)
In the case of a gauge theory there are renormalizations of the type (2.13) which call trivial,
namely those of the type
R...(X) = dQB
...(X) + i
n∑
l=1
∂
∂xµl
Bl;...(X) (2.22)
Indeed, as it was remarked above, any co-boundary operator induces the null operator on
the physical Hilbert space. Also any total divergence gives a null contribution in the adiabatic
limit.
We now write the gauge invariance condition (1.7) in a compact form. We consider the
space Cn of co-chains of the form CI1,...,In(X) which are distribution-valued operators in the
Hilbert space with antisymmetry in all indices from every Ij, (j = 1, . . . , n) and also verifying:
C ...,Ik,Ik+1,...(. . . , xk, xk+1, . . .) = (−1)
|Ik||Ik+1| × C ...,Ik+1,Ik,...(. . . , xk+1, xk, . . .). (2.23)
Then we can define the operator δ : Cn −→ Cn+1 according to:
δ CI1,...,In ≡
n∑
l=1
(−1)sl
∂
∂xµl
CI1,...,Ilµ,...,In. (2.24)
It is easy to prove that we have:
δ2 = 0; (2.25)
we also note that δ commutes with dQ. One can now write the equation (1.7) in a more compact
way:
dQT
I1,...,In = iδT I1,...,In. (2.26)
We now determine the obstructions for the gauge invariance relations (2.26). These relations
are true for n = 1 according to (1.6). If we suppose that they are true up to order n− 1 then
it follows easily that in order n we must have:
dQT
I1,...,In = iδT I1,...,In + AI1,...,In (2.27)
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where the expressions AI1,...,In(x1, . . . , xn) are quasi-local operators and are called anomalies.
It is clear that we have from (2.20) a similar symmetry for the anomalies: namely we have
complete antisymmetry in all indices from every Ij , (j = 1, . . . , n) and
A...,Ik,Ik+1,...(. . . , xk, xk+1, . . .) = (−1)
|Ik||Ik+1| × A...,Ik+1,Ik,...(. . . , xk+1, xk, . . .). (2.28)
i.e. AI1,...,In(x1, . . . , xn) are also co-chains. We also have
gh(AI1,...,In) =
n∑
l=1
|Il|+ 1. (2.29)
Let ω0 ≡ ω(T ); then one has:
AI1,...,In(X) = 0 iff
n∑
l=1
|Il| > n(ω0 − 1) + 4 (2.30)
We can write a more precise form for the anomalies, namely:
AI1,...,In(x1, . . . , xn) =
∑
k
∑
i1,...,ik>1
[∂i1ρ1 . . . ∂
ik
ρk
δ(X)]W I1,...,In;ρ1,...,ρki1,...,ik (x1) (2.31)
and in this expression the Wick polynomials W I1,...,In;ρ1,...,ρki1,...,ik are uniquely defined. Now from
(2.11) we have
ω(W I1,...,In;ρ1,...,ρk) ≤ n(ω0 − 4) + 5− k (2.32)
which gives a bound on k in the previous sum. We also have some consistency conditions on
the expressions verified by the anomalies. If one applies the operator dQ to (2.27) one obtains
the so-called Wess-Zumino consistency conditions:
dQA
I1,...,In = −i δAI1,...,In. (2.33)
Suppose now that we have fixed the gauge invariance (2.26) and we investigate the renor-
malizability issue i.e. we make the redefinitions
T (T I1(x1), . . . , T
In(xn))→ T (T
I1(x1), . . . , T
In(xn)) +R
I1,...,In(x1, . . . , xn) (2.34)
where R are quasi-local expressions. As before we have
R...,Ik,Ik+1,...(. . . , xk, xk+1, . . .) = (−1)
|Ik||Ik+1| × R...,Ik+1,Ik,...(. . . , xk+1, xk, . . .). (2.35)
We also have
gh(RI1,...,In) =
n∑
l=1
|Il|. (2.36)
and
RI1,...,In = 0,
n∑
l=1
|Il| > n(ω0 − 1) + 4. (2.37)
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If we want to preserve (1.7) it is clear that the quasi-local operators RI1,...,In should also
verify
dQR
I1,...,In = i δRI1,...,In (2.38)
i.e. equations of the type (2.33). In this case we note that we have more structure; according
to the previous discussion we can impose the structure (2.13):
RI1,...,In(x1, . . . , xn) = δ(X) W
I1,...,In(x1) (2.39)
and we obviously have:
gh(W I1,...,In) =
n∑
l=1
|Il| (2.40)
and
W I1,...,In = 0,
n∑
l=1
|Il| > n(ω0 − 1) + 4. (2.41)
From (2.38) we obtain after some computations that there are Wick polynomials RI such
that
W I1,...,In = (−1)s RI1∪...∪In. (2.42)
where
s ≡
∑
k<l≤n
|Ik||Il|. (2.43)
Moreover, we have
gh(RI) = |I| (2.44)
and
RI = 0, |I| > n(ω0 − 1) + 4. (2.45)
Finally, the following descent equations are true:
dQR
I = i ∂µR
Iµ (2.46)
and have obtained another relative cohomology problem similar to (2.19) but in another ghost
sector and canonical dimensions. The relative Co-boundaries of this problem correspond to the
relative Co-boundaries from (2.12).
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3 A Particular Case of the Wess-Zumino Consistency
Conditions
In this Section we consider a particular form of (2.27) and (2.33) namely the case when all
polynomials T I have canonical dimension ω0 = 4. In this case (2.30) becomes:
AI1,...,In(X) = 0 iff
n∑
l=1
|Il| > 4 (3.1)
and this means that only a finite number of the equations (2.27) can be anomalous. It is
convenient to define
A1 ≡ A
∅,...,∅, Aµ2 ≡ A
[µ],∅,...,∅, A
[µν]
3 ≡ A
[µν],∅,...,∅,
Aµ;ν4 ≡ A
[µ],[ν],∅,...,∅, A
[µν];ρ
5 ≡ A
[µν],ρ,∅,...,∅, A
[µν];[ρσ]
6 ≡ A
[µν],[ρσ],∅,...,∅,
Aµ;ν;ρ7 ≡ A
[µ],[ν],[ρ],∅,...,∅, A
[µν];ρ;σ
8 ≡ A
[µν],[ρ],[σ],∅,...,∅, Aµ;ν;ρ;σ9 ≡ A
[µ],[ν],[ρ],[σ],∅,...,∅ (3.2)
where we have emphasized the antisymmetry properties with brackets. We have from (2.27)
the following anomalous gauge equations:
dQT (T (x1), . . . , T (xn)) =
i
n∑
l=1
∂
∂xµl
T (T (x1), . . . , T
µ(xl), . . . , T (xn)) + A1(X) (3.3)
dQT (T
µ(x1), T (x2), . . . , T (xn)) = i
∂
∂xµ1
T (T µν(x1), T (x2), . . . , T (xn))
−i
n∑
l=2
∂
∂xνl
T (T µ(x1), T (x2), . . . , T
ν(xl), . . . , T (xn)) + A
µ
2 (X) (3.4)
dQT (T
µν(x1), T (x2), . . . , T (xn)) =
i
n∑
l=2
∂
∂xρl
T (T µν(x1), T (x2), . . . , T
ρ(xl), . . . , T (xn)) + A
[µν]
3 (X) (3.5)
dQT (T
µ(x1), T
ν(x2), T (x3), . . . , T (xn)) =
i
∂
∂xρ1
T (T µρ(x1), T
ν(x2), T (x3), . . . , T (xn))− i
∂
∂xρ2
T (T µ(x1), T
νρ(x2), T (x3), . . . , T (xn))
+i
n∑
l=3
∂
∂xρl
T (T µ(x1), T
ν(x2), T (x3), . . . , T
ρ(xl), . . . , T (xn)) + A
µ;ν
4 (X) (3.6)
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dQT (T
µν(x1), T
ρ(x2), T (x3), . . . , T (xn)) =
i
∂
∂xσ2
T (T µν(x1), T
ρσ(x2), T (x3), . . . , T (xn))
−i
n∑
l=3
∂
∂xσl
T (T µν(x1), T
ρ(x2), . . . , T
σ(xl), . . . , T (xn)) + A
[µν];ρ
5 (X) (3.7)
dQT (T
µν(x1), T
ρσ(x2), T (x3), . . . , T (xn)) =
i
n∑
l=3
∂
∂xλl
T (T µν(x1), T
ρσ(x2), T (x3), . . . , T
λ(xl), . . . , T (xn))
+A
[µν];[ρσ]
6 (X) (3.8)
dQT (T
µ(x1), T
ν(x2), T
ρ(x3), T (x4), . . . , T (xn)) =
i
∂
∂xσ1
T (T µσ(x1), T
ν(x2), T
ρ(x3), T (x4), . . . , T (xn))
−i
∂
∂xσ2
T (T µ(x1), T
νσ(x2), T
ρ(x3), T (x4), . . . , T (xn))
+i
∂
∂xσ3
T (T µ(x1), T
ν(x2), T
ρσ(x3), T (x4), . . . , T (xn))
−i
n∑
l=4
∂
∂xσl
T (T µ(x1), T
ν(x2), T
ρ(x3), T (x4), . . . , T
σ(xl), . . . , T (xn))
+Aµ;ν;ρ7 (X) (3.9)
dQT (T
µν(x1), T
ρ(x2), T
σ(x3), T (x4), . . . , T (xn)) =
i
∂
∂xλ2
T (T µν(x1), T
ρλ(x2), T
σ(x3), T (x4), . . . , T (xn))
−i
∂
∂xλ3
T (T µν(x1), T
ρ(x2), T
σλ(x3), T (x4), . . . , T (xn))
+i
n∑
l=4
∂
∂xλl
T (T µν(x1), T
ρ(x2), T
σ(x3), T (x4), . . . , T
λ(xl), . . . , T (xn))
+A
[µν];ρ;σ
8 (X) (3.10)
dQT (T
µ(x1), T
ν(x2), T
ρ(x3), T
σ(x4), . . . , T (xn)) =
i
∂
∂xλ1
T (T µλ(x1), T
ν(x2), T
ρ(x3), T
σ(x4), T (x5), . . . , T (xn))
−i
∂
∂xλ2
T (T µ(x1), T
νλ(x2), T
ρ(x3), T
σ(x4), T (x5), . . . , T (xn))
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+i
∂
∂xλ3
T (T µ(x1), T
ν(x2), T
ρλ(x3), T
σ(x4), T (x5), . . . , T (xn))
−i
∂
∂xλ4
T (T µ(x1), T
ν(x2), T
ρ(x3), T
σλ(x4), T (x5), . . . , T (xn))
+i
n∑
l=5
∂
∂xλl
T (T µ(x1), T
ν(x2), T
ρ(x3), T
σ(x4), T (x5), . . . , T
λ(xl), . . . , T (xn))
+Aµ;ν;ρ;σ9 (X) (3.11)
where we can assume that:
Aµ;ν4 (X) = 0, A
µν;ρ
5 = 0, A
µν;ρσ
6 = 0, |X| = 1,
Aµ;ν;ρ7 (X) = 0, A
µν;ρ;σ
8 = 0, |X| ≤ 2,
Aµ;ν;ρ;σ9 (X) = 0, |X| ≤ 3 (3.12)
without losing generality.
From (2.28), we get the following symmetry properties:
A1(x1, . . . , xn) is symmetric in x1, . . . , xn; (3.13)
Aµ2(x1, . . . , xn) is symmetric in x2, . . . , xn; (3.14)
A
[µν]
3 (x1, . . . , xn) is symmetric in x2, . . . , xn; (3.15)
Aµ;ν4 (x1, . . . , xn) is symmetric in x3, . . . , xn; (3.16)
A
[µν];ρ
5 (x1, . . . , xn) is symmetric in x3, . . . , xn; (3.17)
A
[µν];[ρσ]
6 (x1, . . . , xn) is symmetric in x3, . . . , xn; (3.18)
Aµ;ν;ρ7 (x1, . . . , xn) is symmetric in x4, . . . , xn; (3.19)
A
[µν];ρ;σ
8 (x1, . . . , xn) is symmetric in x4, . . . , xn; (3.20)
Aµ;ν;ρ;σ9 (x1, . . . , xn) is symmetric in x5, . . . , xn (3.21)
and we also have:
Aµ;ν4 (x1, . . . , xn) = −A
ν;µ
4 (x2, x1, x3, . . . , xn); (3.22)
A
[µν];[ρσ]
6 (x1, . . . , xn) = A
[ρσ];[µν]
6 (x2, x1, x3, . . . , xn); (3.23)
Aµ;ν;ρ7 (x1, . . . , xn) = −A
ν;µ;ρ
7 (x2, x1, x3, . . . , xn) = −A
µ;ρ;ν
7 (x1, x3, x2, x4, . . . , xn); (3.24)
A
[µν];ρ;σ
8 (x1, x2, . . . , xn) = −A
[µν];σ;ρ
8 (x1, x3, x2, x4, . . . , xn); (3.25)
Aµ;ν;ρ;σ9 (x1, . . . , xn) = −A
ν;µ;ρ;σ
9 (x2, x1, x3, . . . , xn)
= −Aµ;ρ;ν;σ9 (x1, x3, x2, x4, . . . , xn) = −A
µ;ν;σ;ρ
9 (x1, x2, x4, x3, x5, . . . , xn). (3.26)
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The Wess-Zumino consistency conditions are in this case:
dQA1(x1, . . . , xn) = −i
n∑
l=1
∂
∂xµl
Aµ2 (xl, x1, . . . , xˆl, . . . , xn) (3.27)
dQA
µ
2 (x1, . . . , xn) = −i
∂
∂xν1
A
[µν]
3 (x1, . . . , xn) + i
n∑
l=2
∂
∂xνl
Aµ;ν4 (x1, xl, x2, . . . , xˆl, . . . , xn) (3.28)
dQA
[µν]
3 (x1, . . . , xn) = −i
n∑
l=2
∂
∂xρl
A
[µν];ρ
5 (x1, xl, x2, . . . , xˆl, . . . , xn) (3.29)
dQA
µ;ν
4 (x1, . . . , xn) = −i
∂
∂xρ1
A
[µρ];ν
5 (x1, . . . , xn) + i
∂
∂xρ2
A
[νρ];µ
5 (x2, x1, x3, . . . , xn)
−i
n∑
l=3
∂
∂xρl
Aµ;ν;ρ7 (x1, x2, xl, x3, . . . , xˆl, . . . , xn) (3.30)
dQA
[µν];ρ
5 (x1, . . . , xn) = −i
∂
∂xσ2
A
[µν];[ρσ]
6 (x1, . . . , xn)
+i
n∑
l=3
∂
∂xσl
A
[µν];ρ;σ
8 (x1, x2, xl, x3, . . . , xˆl, . . . , xn) (3.31)
dQA
[µν];[ρσ]
6 (x1, . . . , xn) = 0; (3.32)
dQA
µ;ν;ρ
7 (x1, . . . , xn) = −i
∂
∂xσ1
A
[µσ];ν;ρ
8 (x1, . . . , xn)
+i
∂
∂xσ2
A
[νσ];µ;ρ
8 (x2, x1, x3, . . . , xn)− i
∂
∂xσ3
A
[ρσ];µ;ν
8 (x3, x1, x2, x4, . . . , xn)
+i
n∑
l=4
∂
∂xρl
Aµ;ν;ρ;σ9 (x1, x2, x3, xl, x4, . . . , xˆl, . . . , xn) (3.33)
dQA
[µν];ρ;σ
8 (x1, . . . , xn) = 0; (3.34)
dQA
µ;ν;ρ;σ
9 (x1, . . . , xn) = 0. (3.35)
We recall that the generic form of the anomalies is given by (2.31). We propose to simplify
this expression using appropriate redefinitions of the chronological products. It is better to
work out first the case n = 2 and one will see how to proceed for higher orders. In the case
n = 2 we have the following possible anomalous gauge invariance relations:
dQT (T (x1), T (x2)) = i
∂
∂xµ1
T (T µ(x1), T (x2)) + i
∂
∂xµ2
T (T (x1), T
µ(x2)) + A1(x1, x2) (3.36)
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dQT (T
µ(x1), T (x2)) = i
∂
∂xµ1
T (T µν(x1), T (x2))− i
∂
∂xν2
T (T µ(x1), T
ν(x2)) + A
µ
2(x1, x2) (3.37)
dQT (T
µν(x1), T (x2)) = i
∂
∂xρ2
T (T µν(x1), T
ρ(x2)) + A
[µν]
3 (x1, x2) (3.38)
dQT (T
µ(x1), T
ν(x2)) = i
∂
∂xρ1
T (T µρ(x1), T
ν(x2))−i
∂
∂xρ2
T (T µ(x1), T
νρ(x2))+A
µ;ν
4 (x1, x2) (3.39)
dQT (T
µν(x1), T
ρ(x2)) = i
∂
∂xσ2
T (T µν(x1), T
ρσ(x2)) + A
[µν];ρ
5 (x1, x2) (3.40)
dQT (T
µν(x1), T
ρσ(x2)) = A
[µν];[ρσ]
6 (x1, x2). (3.41)
We have the following result:
Theorem 3.1 One can redefine the chronological products such that
A1(x1, x2) = δ(x1 − x2) W (x1), A
µ
2 (x1, x2) = δ(x1 − x2) W
µ(x1)
A
[µν]
3 (x1, x2) = δ(x1 − x2) W
[µν](x1), A
µ;ν
4 (x1, x2) = −δ(x1 − x2) W
[µν](x1),
A
[µν];ρ
5 (x1, x2) = 0, A
[µν];[ρσ]
6 (x1, x2) = 0. (3.42)
Moreover one has the following descent equations:
dQW = −i ∂µW
µ, dQW
µ = i ∂νW
[µν], dQW
[µν] = 0. (3.43)
The expressions W and W µ are relative co-cyles and are determined up to relative co-
boundaries. The expression W [µν] is a cocycle and it is determined up to a co-boundary.
Proof: The symmetry properties are in this case
A1(x1, xn) = A1(x2, x1) (3.44)
Aµ;ν4 (x1, x2) = −A
ν;µ
4 (x2, x1); (3.45)
A
[µν];[ρσ]
6 (x1, x2) = A
[ρσ];[µν]
6 (x2, x1) (3.46)
and the corresponding Wess-Zumino consistency conditions
dQA1(x1, x2) = −i
∂
∂xµ1
Aµ2 (x1, x2)− i
∂
∂xµ2
Aµ2 (x2, x1) (3.47)
dQA
µ
2 (x1, x2) = −i
∂
∂xν1
Aµν3 (x1, x2) + i
∂
∂xν2
Aµ;ν4 (x1, x2) (3.48)
dQA
[µν]
3 (x1, x2) = −i
∂
∂xρ2
A
[µν];ρ
5 (x1, x2) (3.49)
dQA
µ;ν
4 (x1, x2) = −i
∂
∂xρ1
A
[µρ];ν
5 (x1, x2) + i
∂
∂xρ2
A
[νρ];µ
5 (x2, x1) (3.50)
14
dQA
[µν];ρ
5 (x1, x2) = −i
∂
∂xσ2
A
[µν];[ρσ]
6 (x1, x2) (3.51)
dQA
[µν];[ρσ]
6 (x1, x2) = 0 (3.52)
will be enough to obtain the result from the statement.
(i) From (2.31) we have:
A1(x1, x2) =
∑
k≤4
∂µ1 . . . ∂µkδ(x2 − x1)W
{µ1,...,µk}
1 (x1) (3.53)
where we have emphasized the symmetry properties by curly brackets. We have the restrictions
ω(W
{µ1,...,µk}
1 ) ≤ 5− k, gh(W
{µ1,...,µk}
1 ) = 1 (3.54)
for all k = 0, . . . , 4. We perform the finite renormalization:
T (T µ(x1), T (x2))→ T (T
µ(x1), T (x2)) + ∂ν∂ρ∂σ δ(x2 − x1)U
µ;{ν,ρ,σ}
2 (x1) (3.55)
and it is easy to see that if we choose U
µ;{ν,ρ,σ}
2 = −
i
2
W
{µ,ν,ρ,σ}
1 then we obtain a new expression
(3.53) for the anomaly A1 where the sum goes only up to k = 3. (Although the monomials
W
{µ1,...,µk}
1 will be changed after this finite renormalization we keep the same notation.) Now
we impose the symmetry property (3.44) and consider only the terms with three derivatives on
δ; it easily follows that W
{µ,ν,ρ}
1 = 0 i.e. in the expression (3.53) for the anomaly A1 the sum
goes only up to k = 2.
Next we perform the finite renormalization:
T (T µ(x1), T (x2))→ T (T
µ(x1), T (x2)) + ∂νδ(x2 − x1)U
µ;ν
2 (x1) (3.56)
and it is easy to see that if we choose Uµ;ν2 = −
i
2
W
{µ,ν}
1 then we obtain a new expression (3.53)
for the anomaly A1 where the sum goes only up to k = 1. Again we impose the symmetry
property (3.44) and consider only the terms with one derivative on δ; it easily follows that
W µ1 = 0 i.e. the expression (3.53) has the form from the statement.
(ii) From (2.31) we have:
Aµ2 (x1, x2) =
∑
k≤3
∂ρ1 . . . ∂ρkδ(x2 − x1)W
µ;{ρ1,...,ρk}
2 (x1) (3.57)
and we have the restrictions
ω(W
µ;{ρ1,...,ρk}
2 ) ≤ 5− k, gh(W
µ;{ρ1,...,ρk}
2 ) = 2 (3.58)
for all k = 0, . . . , 3. We use Wess-Zumino consistency condition (3.47); if we consider only the
terms with four derivatives on δ we obtain that the completely symmetric part of W
µ;{ν,ρ,σ}
2 is
null: W
{µ;ν,ρ,σ}
2 = 0. In this case it is easy to prove that one can write W
µ;{ν,ρ,σ}
2 in the following
form:
W
µ;{ν,ρ,σ}
2 =
1
3
(W˜
[µν];{ρσ}
2 + W˜
[µρ];{νσ}
2 + W˜
[µσ];{νρ}
2 ) (3.59)
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with
W˜
[µν];{ρσ}
2 ≡
3
4
W
µ;{ν,ρ,σ}
2 − (µ↔ ν). (3.60)
We perform the finite renormalization
T (T [µν](x1), T (x2))→ T (T
[µν](x1), T (x2)) + ∂ρ∂σδ(x2 − x1) U
[µν];{ρσ}
3 (x1) (3.61)
with U
[µν];{ρσ}
3 = −i W˜
[µν];{ρσ}
2 and we eliminate the contributions corresponding to k = 3 from
(3.57). Now we consider the contribution corresponding to k = 2; again we use the Wess-
Zumino consistency condition (3.47); if we consider only the terms with three derivatives on δ
we obtain that the completely symmetric part of W
µ;{ν,ρ}
2 is null W
{µ;ν,ρ}
2 = 0 and write:
W
µ;{νρ}
2 =
1
2
(W˜
[µν];ρ
2 + W˜
[µρ];ν
2 ) (3.62)
with
W˜
[µν];ρ
2 =
2
3
W
µ;{νρ}
2 − (µ↔ ν). (3.63)
Now we consider the finite renormalization
T (T [µν](x1), T (x2))→ T (T
[µν](x1), T (x2)) + ∂ρδ(x2 − x1) U
[µν];ρ
3 (x1) (3.64)
with U
[µν];ρ
3 = i W˜
[µν];ρ
2 and we get a new expressions (3.57) for which W
µ;{νρ}
2 = 0, i.e. the
summation in (3.57) goes only up to k = 1. It is time again to use the Wess-Zumino equation
(3.47); if we consider only the terms with two derivatives on δ we obtain that the completely
symmetric part of W µ;ν2 is null i.e. W
µ;ν
2 =W
[µ;ν]
2 . Now we consider the finite renormalizations
T (T [µν](x1), T (x2))→ T (T
[µν](x1), T (x2)) + δ(x2 − x1) U
[µν]
3 (x1) (3.65)
with U
[µν]
3 = −i W
[µ;ν]
2 we will get a new expression (3.57) with only the contributions k = 0
i.e. the expression (3.57) has the form from the statement.
It is easy to prove that the Wess-Zumino equation (3.47) is now equivalent to:
dQW1 = −i ∂µW
µ
2 . (3.66)
(iii) From (2.31) we have:
A
[µν]
3 (x1, x2) =
∑
k≤2
∂ρ1 . . . ∂ρkδ(x2 − x1)W
[µν];{ρ1,...,ρk}
3 (x1) (3.67)
and we have the restrictions
ω(W
[µν];{ρ1,...,ρk}
3 ) ≤ 5− k, gh(W
[µν];{ρ1,...,ρk}
3 ) = 3 (3.68)
for all k = 0, 1, 2.
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We perform the finite renormalization
T (T [µν](x1), T
ρ(x2))→ T (T
[µν](x1), T
ρ(x2)) + ∂σδ(x2 − x1) U
[µν];ρ;σ
5 (x1) (3.69)
with U
[µν];ρ;σ
5 = i W
[µν];{ρσ}
3 and we eliminate the contributions corresponding to k = 2 from
(3.67). Now we consider the finite renormalization
T (T [µν](x1), T
ρ(x2))→ T (T
[µν](x1), T
ρ(x2)) + δ(x2 − x1) U
[µν];ρ
3 (x1) (3.70)
with U
[µν];ρ
5 = i W
[µν];ρ
3 and we get a new expressions (3.67) with only the contributions k = 0
i.e. the expression (3.67) has the form from the statement.
(iv) From (2.31) we have:
Aµ;ν4 (x1, x2) =
∑
k≤2
∂ρ1 . . . ∂ρkδ(x2 − x1)W
µ;ν;{ρ1,...,ρk}
4 (x1) (3.71)
and we have the restrictions
ω(W
µ;ν;{ρ1,...,ρk}
4 ) ≤ 5− k, gh(W
µ;ν;{ρ1,...,ρk}
4 ) = 3 (3.72)
for all k = 0, 1, 2.
We will have to consider the (anti)symmetry (3.45). From the terms with two derivatives
on delta we obtain that W
µ;ν;{ρ,σ}
4 is antisymmetric in the first two indices i.e. we have the
writing W
µ;ν;{ρ,σ}
4 = W
[µν];{ρσ}
4 .
Next we consider the Wess-Zumino consistency condition (3.48). From the terms with three
derivatives on delta we obtain
W
[µν];{ρσ}
4 +W
[µρ];{σν}
4 +W
[µσ];{νρ}
4 = 0. (3.73)
We note now that in the finite renormalization (3.69) we have used only the expression
U
[µν];{ρ;σ}
5 i.e. U
[µν];[ρ;σ]
5 is still available. It is not so complicated to prove (using the preceding
relation) that the choice: U
[µν];[ρ;σ]
5 =
i
4
(W
[µρ];{νσ}
4 −W
[νρ];{µσ}
4 −W
[µσ];{νρ}
4 +W
[νσ];{µρ}
4 ) is possible
i.e. it verifies the (anti)symmetry properties; moreover after this finite renormalization we get
a new expression (3.71) for which the term corresponding to k = 2 is absent. We can enforce
now the (anti)symmetry property (3.45): it is equivalent to:
W µ;ν;ρ4 = W
ν;µ;ρ
4
W µ;ν4 +W
ν;µ
4 + ∂ρW
ν;µ;ρ
4 = 0. (3.74)
We also make explicit the Wess-Zumino consistency condition (3.48); it is:
dQW
µ
2 = i ∂νW
[µν]
3
W µ;ν4 = −W
[µν]
3
W µ;ν;ρ4 = −W
µ;ρ;ν
4 . (3.75)
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We note immediately that we have W µ;ν;ρ4 = 0 i.e. the expression (3.71) has the form from
the statement. We are left from (3.48) only with
dQW
µ
2 = i ∂νW
[µν]
3 . (3.76)
(v) From (2.31) we have:
A
[µν];ρ
5 (x1, x2) = δ(x2 − x1)W
[µν]
5 (x1) + ∂σδ(x2 − x1)W
[µν];ρ;σ
5 (x1) (3.77)
and we have the restrictions
ω(W
[µν];ρ
5 ) ≤ 5, ω(W
[µν];ρσ
5 ) ≤ 4
gh(W
[µν];ρ
5 ) = gh(W
[µν];ρ;σ
5 ) = 4. (3.78)
We consider the Wess-Zumino consistency conditions (3.49). From the terms with two
derivatives on delta we obtain:
W
[µν];ρ;σ
5 = −W
[µν];σ;ρ
5 (3.79)
i.e. we have the writing W
[µν];ρ;σ]
5 = W
[µν];[ρσ]
5 . From the Wess-Zumino consistency conditions
(3.50) we consider again the terms with two derivatives on delta and we obtain after some
computations:
W
[µν];[ρσ]
5 = W
[ρσ];[µν]
5 . (3.80)
We now make the finite renormalization
T (T [µν](x1), T
[ρσ](x2))→ T (T
[µν](x1), T
[ρσ](x2)) + δ(x1 − x2) U
[µν];[ρσ]
6 (x1) (3.81)
with U
[µν];[ρσ]
6 = i W
[µν];[ρσ]
5 and we eliminate the second contributions from (3.77). The Wess-
Zumino consistency conditions (3.49) becomes equivalent to
dQW
[µν]
3 = 0
W
[µν];ρ
5 = 0. (3.82)
In particular we have
A
[µν];ρ
5 = 0. (3.83)
and from (3.49) we are left with:
dQW
[µν]
3 = 0. (3.84)
The Wess-Zumino consistency conditions (3.50) is equivalent to
dQW
µ;ν
4 = 0 (3.85)
which follows from the preceding relation if we remember the connection between W
[µν]
3 and
W µ;ν4 obtained at (iv).
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(vi) From (2.31) we have:
A
[µν];[ρσ]
6 (x1, x2) = δ(x1 − x2)W
[µν];[ρσ]
6 (x1) (3.86)
and we have the restrictions
ω(W
[µν];[ρσ]
6 ) ≤ 5 gh(W
[µν];[ρσ]
6 ) = 5. (3.87)
From the symmetry property (3.46) we also have
W
[µν];[ρσ]
6 = W
[ρσ];[µν]
6 . (3.88)
However from the Wess-Zumino consistency condition (3.52) we have
W
[µν];[ρσ]
6 = 0 (3.89)
so in fact:
A
[µν];[ρσ]
6 = 0. (3.90)
(vii) Finally we observe that we can make some redefinitions of the chronological products
without changing the structure of the anomalies. Indeed we have
T (T (x1), T (x2))→ T (T (x1), T (x2)) + δ(x1 − x2) B(x1) (3.91)
which makes
W →W + dQB (3.92)
and
T (T µ(x1), T (x2))→ T (T
µ(x1), T (x2)) + δ(x1 − x2) B
µ(x1) (3.93)
which makes
W → W + i ∂µB
µ, W µ →W µ + dQB
µ. (3.94)
We also observe that we can consider the finite renormalizations (3.65) and
T (T µ(x1), T
ν(x2))→ T (T
µ(x1), T
ν(x2)) + δ(x2 − x1) U
[µν]
4 (x1) (3.95)
such that the we have the (anti)symmetry property (2.20). If we take
U
[µν]
3 = B
[µν], U
[µν]
4 = −B
[µν] (3.96)
we have the redefinitions
W µ → W µ + i ∂νB
[µν], W [µν] →W [µν] + dQB
[µν]. (3.97)
All these redefinitions do not modify the form of the anomalies from the statement and we have
obtained the last assertion of the theorem. 
As we can see one can simplify considerably the form of the anomalies if one makes conve-
nient redefinitions of the chronological products. Moreover, the result is of purely cohomological
nature i.e. we did not use the explicit form of the expressions T, T µ, T [µν]. The main difficulty
of the proof is to find a convenient way of using Wess-Zumino equations, the (anti)symmetry
properties and a succession of finite renormalizations. It is a remarkable fact that the preceding
result stays true for arbitrary order of the perturbation theory i.e. we have:
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Theorem 3.2 Suppose that we have gauge invariance up to the order n−1 of the perturbation
theory. Then, by convenient redefinitions of the chronological products, the anomalies from the
equations (3.3) - (3.11) can be taken of the form:
A1(X) = δ(X) W (x1), A
µ
2 (X) = δ(X) W
µ(x1)
A
[µν]
3 (X) = δ(X) W
[µν](x1), A
µ;ν
4 (X) = −δ(X) W
[µν](x1),
A...j (X) = 0, j = 5, . . . , 9. (3.98)
The expressions W,W µ and W [µν] are relative cocyles and are determined up to relative
co-boundaries.
Proof: For the sake of completeness we provide a minimum number of details for the first
anomaly A1. From (2.31) we have
A1(X) =
∑
2≤l≤n
∂lµ∂
l
ν∂
l
ρ∂
l
σδ(X)W
{µνρσ}
1 (x1) +
∑
2≤k 6=l≤n
∂lµ∂
l
ν∂
l
ρ∂
k
σδ(X)W
{µνρ};σ
1 (x1)
+
∑
2≤k<l≤n
∂kµ∂
k
ν∂
l
ρ∂
l
σδ(X)W
{µν};{ρσ}
1 (x1) + · · · (3.99)
where by · · · we mean the terms with three or less derivatives on the delta function and the
symmetry property (3.13) is true if we put some supplementary restrictions on the preceding
expression. We perform the finite renormalization:
T (T µ(x1), T (x2), . . . , T (xn))→ T (T
µ(x1), T (x2), . . . , T (xn))
+
∑
2≤l≤n
∂lν∂
l
ρ∂
l
σδ(X)U
µ;{νρσ}
21 (x1) +
∑
2≤k 6=l≤n
∂kν∂
k
ρ∂
l
σδ(X)U
µ;{νρ};σ
22 (x1) (3.100)
and if we choose it conveniently we can obtain a new expression (3.53) for the anomaly A1
without terms with four derivatives on delta, i.e.
A1(X) =
∑
2≤l≤n
∂lµ∂
l
ν∂
l
ρδ(X)W
{µνρ}
1 (x1) +
∑
2≤k 6=l≤n
∂kµ∂
k
ν∂
l
ρδ(X)W
{µν};ρ
1 (x1) + · · · (3.101)
where by · · · we mean the terms with two or less derivatives on the delta function. We impose
the symmetry property (3.13) and we can perform a finite renormalization:
T (T µ(x1), T (x2), . . . , T (xn))→ T (T
µ(x1), T (x2), . . . , T (xn)) +
∑
2≤l≤n
∂lν∂
l
ρδ(X)U
µ;{νρ}
2 (x1)
(3.102)
such that we eliminate the terms with three derivatives on delta, i.e.
A1(X) =
∑
2≤l≤n
∂lµ∂
l
νδ(X)W
{µν}
1 (x1) +
∑
2≤k 6=l≤n
∂kµ∂
l
νδ(X)W
µ;ν
1 (x1) + · · · (3.103)
where by · · · we mean the terms with one or no derivatives on the delta function.
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Finally we perform a convenient finite renormalization:
T (T µ(x1), T (x2), . . . , T (xn))→ T (T
µ(x1), T (x2), . . . , T (xn)) +
n∑
l=2
∂lνδ(X)U
µ;ν
2 (x1) (3.104)
and we get an expression for A1 as in the statement of the theorem. Proceeding in the same we
arrive after some non-trivial combinatorics at the result from the statement for all anomalies.

We have proved that renormalization of gauge theories leads to some descent equations. We
have the expressions T I and RI (with ghost numbers gh(T I) = gh(RI) = |I| and canonical
dimension ≤ 4) for the interaction Lagrangian and the finite renormalizations compatible with
gauge invariance; we also have the expressions W I (with ghost numbers gh(W I) = |I|+ 1 and
canonical dimension ≤ 5) for the anomalies. In the next Sections we give the most simpler way
to solve in general such type of problems.
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4 A Geometric Setting for the Gauge Invariance Prob-
lem
The cohomology of the operator dQ can be reformulated in the language of classical field theory
(with Grassmann variables).
The kinematical structure of a classical field theory is based on fibered bundle structures.
Let π : Y 7→ X be fiber bundle, where X and Y are differentiable manifolds of dimensions
dim(X) = n, dim(Y ) = m + n and π is the canonical projection of the fibration. Usually
X is interpreted as the “space-time” manifold and the fibers of Y as the field variables. An
adapted chart to the fiber bundle structure is a couple (V, ψ) where V is an open subset of
Y and ψ : V → Rn × Rm is the so-called chart map, usually written as ψ = (xµ, yα) (µ =
1, ..., n; α = 1, ..., m) such that (π(V ), φ) where φ = (xµ) (µ = 1, ..., n) is a chart on X and
the canonical projection has the following expression: π(xµ, yα) = (xµ). If p ∈ Y then the real
numbers xµ(p), yα(p) are called the (fibered) coordinates of p. For simplicity we will give up
the attribute adapted in the following. Also we will refer frequently to the first entry V of (V, ψ)
as a chart.
Next, one considers the r-jet bundle extensions JrnY 7→ X (r ∈ N). The construction is
the following (see for instance [7]).
Theorem 4.1 Let x ∈ X, and y ∈ π−1(x). We denote by Γ(x,y) the set of sections γ : U → Y
such that: (i) U is a neighborhood of x; (ii) γ(x) = y. We define on Γ(x,y) the relationship
“γ ∼ δ” iff there exists a chart (V, ψ) on Y such that γ and δ have the same partial derivatives
up to order r in the given chart i.e.
∂k
∂xµ1 ...∂xµk
ψ ◦ γ ◦ φ−1(φ(x)) =
∂k
∂xµ1 ...∂xµk
ψ ◦ δ ◦ φ−1(φ(x)), k ≤ r. (4.1)
Then this relationship is chart independent and it is an equivalence relation.
A r-order jet with source x and target y is, by definition, the equivalence class of some
section γ with respect to the equivalence relationship defined above and it is denoted by jrxγ.
Let us define Jr(x.y)π ≡ Γ(x,y)/ ∼ Then the r-order jet bundle extension is, set theoretically
JrY ≡
⋃
x J
r
(x,y)π. Let (V, ψ), ψ = (x
µ, yσ) be a chart on Y . Then we define the couple
(V r, ψr), where: V r = (πr,0)−1(V ) and
ψ = (xµ, yα, yαµ , ..., y
α
µ1,...,µk
, ..., yαµ1,...,µr), j1 ≤ j2 ≤ · · · ≤ jk, k = 1, ..., r (4.2)
where
yαµ1,...,µk(j
r
xγ) =
∂k
∂xµ1 · · ·∂xµk
yα ◦ γ ◦ φ−1
∣∣∣∣
φ(x)
, k = 1, ..., r
xµ(jrxγ) = x
µ(x), yα(jrxγ) = y
α(γ(x)). (4.3)
Then (V r, ψr) is a chart on JrY called the associated chart of (V, ψ).
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Remark 4.2 The expressions yαµ1,...,µk(j
r
xγ) are defined for all indices µ1, ..., µk = 1, ..., n, and
the restrictions j1 ≤ j2 ≤ · · · ≤ jk in the definition of the charts are in order to avoid over-
counting and are a result of the obvious symmetry property:
yαµP (1),...,µP (k)(j
r
xγ) = y
α
µ1,...,µk
(jrxγ), (4.4)
for any permutation P ∈ Pk, k = 2, ..., r.
Now we have the following result.
Theorem 4.3 If a collection of (adapted) charts (V, ψ) are the elements of a differentiable
atlas on Y then (V r, ψr) are the elements of a differentiable atlas on Jrn(Y ) which admits a
fiber bundle structure over Y .
To be able to use the summation convention over the dummy indices we consider yαµ1,...,µk
for all values of the indices µ1, ..., µk ∈ {1, ..., n} as smooth functions on the chart V r defined
in terms of the independent variables yαµ1,...,µk , µ1 ≤ µ2 ≤ ... ≤ µk k = 1, 2, ..., r according to
the formula (4.4) and we make a similar convention for the partial derivatives ∂
∂yαµ1,...,µk
.
Then we define on the chart V r the following vector fields:
∂µ1,...,µkα ≡
r1!...rn!
k!
∂
∂yαµ1,...,µk
, k = 1, ..., r (4.5)
for all values of the indices µ1, ..., µk ∈ {1, ..., n}. Here rl, l = 1, ..., n is the number of times
the index l enters into the set {µ1, ..., µk}.
One can easily verify the following formulas:
∂µ1,...,µkβ y
α
ν1,...,νl
= 0, (k 6= l) (4.6)
∂µ1,...,µkβ y
α
ν1,...,νk
= δαβ S
+
µ1,...,µk
δµ1ν1 · · · δ
µk
νk
(4.7)
where S+j1,...,jk is the symmetrization projector operator in the indices µ1, ..., µk.
Also we have for any smooth function f on the chart V r :
df =
∂f
∂xµ
dxµ +
r∑
k=0
(∂µ1,...,µkα f)dy
α
µ1,...,µk
=
∂f
∂xµ
dxµ +
∑
|J |≤r
(∂Jαf)dy
α
J . (4.8)
In the last formula we have introduced the multi-index notations in an obvious way. This
formula also shows that the coefficients appearing in the definition (4.5) are exactly what is
needed to use the summation convention over the dummy indices without over-counting.
We now define the expressions
drρ ≡
∂
∂xρ
+
r−1∑
k=0
yαρ,µ1,...,µk∂
µ1,...,µk
α (4.9)
called formal derivatives. When it is no danger of confusion we denote simply dµ = d
r
µ.
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Remark 4.4 The formal derivatives are not vector fields on JrY.
Next one immediately sees that
dµy
α
ν1,...,νk
= yαµ,ν1,...,νk, k = 0, ..., r − 1. (4.10)
From the definition of the formal derivatives it easily follows by direct computation that:
[∂µ1,...,µkα , dρ] =
1
k
k∑
l=1
δµlρ ∂
µ1,...,µˆl,...,µk
α , k = 0, ..., r (4.11)
where we use Bourbaki conventions
∑
∅ ≡ 0,
∏
∅ ≡ 1.
The formalism presented above extends easily to the Grassmann case. We denote by ǫα
the Grassmann parity of the variable yα. We only have to replace commutators with graded
commutators and distinguish between left and right derivatives; we will consider here only left
derivatives. Then we can interpret equation
dQR = 0 (4.12)
as an equation in classical field theory where we also suppose that the polynomials are restricted
to the mass shell and we replace the derivative ∂µ by dµ.
A final word about the notations. Because yαµ1...µn = dµ1 . . . dµny
α we freely use both nota-
tions. When the index α are downstairs we write yα;µ1...µn .
We now prove a sort of Poincare´ lemma adapted to our conditions. There are two obstacles
in applying the usual Poincare´ lemma: first our co-cycles are polynomials and second we are
working on the mass shell. If only the first obstacle would be present then we could apply the
so-called algebraic Poincare´ lemma [2], but unfortunately this nice result breaks down if we
work on shell. We make the assumption that we are on the mass shell because the Epstein-
Glaser construction is done from the very beginning in a Fock space of some free particles. We
will prove below that the obstacles to the Poincare´ lemma are easy to describe. Basically we
want to find the general solution of equations of the type:
dµS
I;µ = 0. (4.13)
There are some trivial solutions of this equation namely of this equation namely of the type
SI;µ = dνS
I;µν (4.14)
where the expression SI;µν is antisymmetric in the last two indices. We will be able to describe
the obstruction relevant to this equation i.e. solutions which are not trivial. We start first with:
Proposition 4.5 Let the expression SI;µ be of canonical dimension ω(SI;µ) = 2 and verifying
the relation (4.13). Then it is of the form
SI;µ = cIα d
µyα + dνS
I;µν (4.15)
with the expression SI;µν antisymmetric in the last two indices.
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Proof: The generic form for SI;µ is:
SI;µ =
1
2
∑
α,β
cI;µαβ y
α yβ + total divergence (4.16)
where the expressions cI;µαβ are constants and we note that the second contribution is linear in
the fields. Also we can impose cI;µαβ = ǫα ǫβ c
I;µ
βα .
Now it is easy to prove that the condition (4.13) gives cI;µαβ = 0 so we have S
I;µ = dνS
I;µν
with ω(SI;µν) = 1. We split now the expression SI;µν in the symmetric and the antisymmetric
part in the indices µ and ν denoted by SI;µν± . The condition (4.13) gives dµdνS
I;µν
+ = 0 so
we necessarily have SI;µν+ = η
µνAI ; obviously we must have AI = cIα y
α and we obtain the
expression from the statement. 
The case ω = 3 is harder.
Proposition 4.6 Let the expression SI;µ be of canonical dimension ω(SI;µ) = 3 and verifying
the relation (4.13). Then it is of the form
SI;µ =
∑
α,β
cIαβ y
α dµyβ +
∑
α
cIνα d
µdνy
α + dνS
I;µν (4.17)
with cIαβ, c
Iν
α some constants, one has c
I
αβ = −ǫα ǫβ c
I
βα and S
I;µν is antisymmetric in the last
two indices.
Proof: From the equation (4.13) we get with (4.11):
dµ
∂SI;µ
∂yα
= 0 (4.18)
for any yα. So we can use the preceding proposition and find out
∂SI;µ
∂yα
=
∑
β
cIαβ d
µyβ + dνS
I;µν
α (4.19)
with the last expression antisymmetric in µ and ν. Here cIαβ are constants and S
I;µν
α have
canonical dimension ω = 1 so we have the generic form:
SI;µνα =
∑
β
sI;µναβ y
β (4.20)
where sI;µναβ are constants and we have antisymmetry in µ and ν. So we have:
∂SI;µ
∂yα
=
∑
β
cIαβ d
µyβ +
∑
β
sI;µναβ dνy
β (4.21)
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which can be integrated:
SI;µ =
∑
α,β
cIαβ y
α dµyβ +
∑
α,β
sI;µναβ y
α dνy
β + SI;µ1 (4.22)
where SI;µ1 depends only on derivatives i.e. is of the form:
SI;µ1 =
∑
α
cIµνρα dν dρy
α (4.23)
with cIµνρα some constants with symmetry in ν and ρ. Now we obtain from (4.13) the following
equations:
cIαβ = −ǫα ǫβ c
I
βα
sI;µναβ = ǫα ǫβ s
I;µν
βα
cIµνρα = a1 η
νρ cI;µα +
1
2
a2 (η
µν dI;ρα + η
µρ dI;να ) (4.24)
and we easily obtain the expression from the statement. 
Now we give the main result of this Section.
Theorem 4.7 Let SI;µ be of canonical dimension ω(SI;µ) ≥ 4 at least tri-linear in the fields
(and derivatives) fulfilling the relation (4.13). Then it is of the following generic form:
SI;µ = dνS
I;µν (4.25)
where the expression SI;µν is antisymmetric in µ, ν i.e. it gives a trivial contribution.
Proof: (i) We first consider the case ω(SI;µ) = 4 and we have from (4.13)
dµ
(
∂SI;µ
∂yα
)
= 0; (4.26)
but the expression ∂S
I;µ
∂yα
has the canonical dimension 3 so we can apply the preceding proposition
and obtain:
∂SI;µ
∂yα
=
∑
β,γ
cIαβγ y
β dµyγ + dνS
I;µν
α (4.27)
with the expressions SI;µνα antisymmetric in µ, ν; the term ∼ d
µ dνyα does not appear because
we have supposed the expression SI;µ at least tri-linear in the fields. We also have the generic
form:
SI;µνα =
1
2
∑
β,γ
sI;µναβγ y
β yγ (4.28)
with sI;µναβγ some constants and
cIαβγ = −ǫβ ǫγ c
I
αγβ
sI;µναβγ = −s
I;νµ
αβγ
sI;µναβγ = ǫβ ǫγ s
I;µν
αγβ . (4.29)
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It follows that
∂SI;µ
∂yα
=
∑
β,γ
cIαβγ y
β dµyγ +
∑
β,γ
sI;µναβγ y
β dνy
γ (4.30)
We impose the condition
∂2SI;µ
∂yβ∂yα
= ǫα ǫβ
∂2SI;µ
∂yα∂yβ
(4.31)
and obtain:
cIαβγ = ǫα ǫβ c
I
βαγ , s
I;µν
αβγ = ǫα ǫβ s
I;µν
βαγ . (4.32)
From the first relations of (4.29) and (4.32) we obtain
cIαβγ = 0. (4.33)
Using the second relation (4.32) we can integrate (4.30) and get:
∂SI;µ
∂yα
=
1
2
∑
α,β,γ
sI;µναβγ y
α yβ dµyγ + SI;µ1 (4.34)
where SI;µ1 depends only on derivatives so it is null (because it must be trilinear). Now we have
from (4.29) and (4.32) that the expression sI;µναβγ is completely symmetric (in the graded sense)
in the indices α, β, γ so we can integrate the preceding relation:
SI;µ =
1
6
∑
αβ,γ
sI;µναβγ dν(y
α yβ yγ) (4.35)
i.e. we have the expression from the statement with
SI;µν =
1
6
∑
αβ,γ
sI;µναβγ y
α yβ yγ. (4.36)
(ii) Now we consider the statement of the theorem valid for ω(SI;µ) = 4, . . . , N (N ≥ 4)
and we have from (4.13)
dµ
(
∂SI;µ
∂yα
)
= 0; (4.37)
we can apply the induction hypothesis and get
∂SI;µ
∂yα
= dνS
I;µν
α . (4.38)
the expression SI;µνα is of maximal degree N − 1 in y
α so we have the generic form
SI;µνα0 =
n∑
k=0
1
k!
sI;µνα0...αky
α1 · · · yαn (4.39)
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where the expression sI;µνα0...αk do not depend on y
β are antisymmetric in µ, ν and (graded)
antisymmetric in α1, . . . , αn; moreover n ≤ N − 1 is the maximal degree in yβ and ω(sI;µνα0...αk) =
N−1−k. Let us also note that we must have sI;µνα0...αk−1 = 0 because this expression has canonical
dimension 1 according to the preceding formula but it must have at least a factor dρyβ which
has canonical dimension grater than 2. We have two cases:
(a) n = N − 1.
In this case the expression sI;µνα0...αn are in fact constants. It is easy to prove from Frobenius
condition of integrability that this expression is completely antisymmetric (in the graded sense)
in all indices α0, . . . , αn; now we can integrate (4.38) with respect to the variables y
β and we
have
SI;µ =
1
(N − 1)!
sI;µνα0...αN−1y
α0 · · · yαN−2 dνy
αN−1 + · · · (4.40)
where by · · · we mean terms of degree < N − 1 in yβ. From here
SI;µ =
1
N !
dν(s
I;µν
α0...αN−1
yα0 · · · yαN−1) + · · · (4.41)
The first term is a trivial solution and can be eliminated. The new SI;µ will be of degree
< N − 1 in the variables yβ; the new SI;µ verifies again (4.38) and (4.39) with n = N − 3.
(b) n ≤ N − 3.
In this case Frobenius condition of integrability shows that the expression dνs
I;µν
α0...αn
is com-
pletely antisymmetric (in the graded sense) in all indices α0, . . . , αn; again we can integrate the
system (4.38) and get
SI;µ =
1
(n + 1)!
(dνs
µνI
α0...αn)y
α0 · · · yαn + · · · (4.42)
where by · · · we mean terms of degree < n− 1 in yβ. From here
SI;µ =
1
(n + 1)!
dν(s
I;µν
α0...αn
yα0 · · · yαn) + · · · (4.43)
The first term is a trivial solution and can be eliminated. The new SI;µ will again verify
(4.38) and (4.39). Because sI;µνα0...αn−1 = 0 we will now obtain from Frobenius condition of
integrability that the expression sI;µνα0...αn is completely antisymmetric (in the graded sense) in
all indices α0, . . . , αn and we can repeat the argument from case (a). As a result we obtain a
new SI;µ verifying (4.38) and (4.39) with n→ n− 1.
(iii) By recursion we end up with an expressions SI;µα and S
I;µν
α independent of the variables
yβ. Because the expressions are at least tri-linear in the fields they can be non-zero only for
N ≥ 2.3 = 6.We can repeat the line of argument with yα → yαµ because ω(
∂SI;µ
∂yαµ
) = N−2 ≥ 4
and we will eliminate the dependence on the first order derivatives. After a finite number of
steps we get SI;µ = 0. 
Let us denote by yA any of the variables yα and their derivatives. We also denote by ǫA the
Grassmann parity of yA. Then we have the following simple corollary:
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Corollary 4.8 Suppose that in the preceding theorem we renounce at the hypothesis of tri-
linearity. Then the solutions of the equation (4.13) are of the form:
SI;µ =
∑
A,B
cIAB y
A dµyB +
∑
A
cIA d
µyA + dνS
I;µν (4.44)
where cIAB, c
I
A are constants verifying
cIAB = −ǫA ǫB c
I
BA (4.45)
and the last contribution is the trivial solution.
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5 The Cohomology of the Gauge Charge Operator
We consider a vector space H of Fock type generated (in the sense of Borchers theorem) by
the vector field vµ (with Bose statistics) and the scalar fields u, u˜ (with Fermi statistics). The
Fermi fields are usually called ghost fields. We suppose that all these (quantum) fields are of
null mass. Let Ω be the vacuum state in H. In this vector space we can define a sesquilinear
form < ·, · > in the following way: the (non-zero) 2-point functions are by definition:
< Ω, vµ(x1)vµ(x2)Ω >= i ηµν D
(+)
0 (x1−x2), < Ω, u(x1)u˜(x2)Ω >= −i D
(+)
0 (x1−x2) (5.1)
and the n-point functions are generated according to Wick theorem. Here ηµν is the Minkowski
metrics (with diagonal 1,−1,−1,−1) andD(+)0 is the positive frequency part of the Pauli-Villars
distribution D0 of null mass. To extend the sesquilinear form to H we define the conjugation
by
v†µ = vµ, u
† = u, u˜† = −u˜. (5.2)
Now we can define in H the operator Q according to the following formulas:
[Q, vµ] = i ∂µu, [Q, u] = 0, [Q, u˜] = −i ∂µv
µ
QΩ = 0 (5.3)
where by [·, ·] we mean the graded commutator. One can prove that Q is well defined. Indeed,
we have the causal commutation relations
[vµ(x1), vµ(x2)] = i ηµν D0(x1 − x2) · I, [u(x1), u˜(x2)] = −i D0(x1 − x2) · I (5.4)
and the other commutators are null. The operator Q should leave invariant these relations, in
particular
[Q, [vµ(x1), u˜(x2)]] + cyclic permutations = 0 (5.5)
which is true according to (5.3). It is useful to introduce a grading in H as follows: every state
which is generated by an even (odd) number of ghost fields and an arbitrary number of vector
fields is even (resp. odd). We denote by |f | the ghost number of the state f . We notice that
the operator Q raises the ghost number of a state (of fixed ghost number) by an unit. The
usefullness of this construction follows from:
Theorem 5.1 The operator Q verifies Q2 = 0. The factor space Ker(Q)/Ran(Q) is isomor-
phic to the Fock space of particles of zero mass and helicity 1 (photons).
Proof: (i) The fact that Q squares to zero follows easily from (5.3): the operator Q2 = 0
commutes with all field operators and gives zero when acting on the vacuum.
(ii) The generic form of a state Ψ ∈ H(1) ⊂ H from the one-particle Hilbert subspace is
Ψ =
[∫
fµ(x)v
µ(x) +
∫
g1(x)u(x) +
∫
g2(x)u˜(x)
]
Ω (5.6)
30
with test functions fµ, g1, g2 verifying the wave equation equation. We impose the condition
Ψ ∈ Ker(Q) ⇐⇒ QΨ = 0; we obtain ∂µfµ = 0 and g2 = 0 i.e. the generic element
Ψ ∈ H(1) ∩Ker(Q) is
Ψ =
[∫
fµ(x)v
µ(x) +
∫
g(x)u(x)
]
Ω (5.7)
with g arbitrary and fµ constrained by the transversality condition ∂
µfµ = 0; so the elements
of H(1) ∩Ker(Q) are in one-one correspondence with couples of test functions (fµ, g) with the
transversality condition on the first entry. Now, a generic element Ψ′ ∈ H(1) ∩Ran(Q) has the
form
Ψ′ = QΦ =
[∫
∂µg
′(x)vµ(x)−
∫
∂µf ′µ(x)u(x)
]
Ω (5.8)
so if Ψ ∈ H(1) ∩Ker(Q) is indexed by the couple (fµ, g) then Ψ + Ψ′ is indexed by the couple
(fµ+∂µg
′, g−∂µf ′µ). If we take f
′
µ conveniently we can make g = 0.We introduce the equivalence
relation f
(1)
µ ∼ f
(2)
µ ⇐⇒ f
(1)
µ − f
(2)
µ = ∂µg
′ and it follows that the equivalence classes from
(H(1) ∩ Ker(Q))/(H(1) ∩ Ran(Q)) are indexed by equivalence classes of wave functions [fµ];
it remains to prove that the sesquilinear form < ·, · > induces a positively defined form on
(H(1) ∩ Ker(Q))/(H(1) ∩ Ran(Q)) and we have obtained the usual one-particle Hilbert space
for the photon.
(iii) We go now to the 2-particle space. We borrow an argument from the proof of Ku¨nneth
formula [2]. Any 2-particle state is generated by states of the form:
Ψ =
n∑
j=1
fj ⊗ gj (5.9)
with fj , gj one-particle states. We impose the condition Ψ ∈ Ker(Q) and observe that it
is sufficient to take fj , gj states of fixed ghost number. Moreover, we can take fj such that
their span does not intersect Ran(Q). Indeed if we have constants βj not all null such that∑n
j=1 βj fj ∈ Ran(Q) then by a redefinition of the vectors fj we can arrange such that f1 =∑n
j=2 β
′
j fj +Qh. We substitute this in the formula for Ψ and get: Ψ =
∑n
j=2 fj ⊗ (β
′
jg1+ gj)+
Q(h⊗ g1)− (−1)|h| h⊗Qg1 so if we eliminate the co-boundary we can replace the state Ψ by
an equivalent one in which f1 → h. In this way we replace the expression (5.9) by an equivalent
expression for which
∑n
j=1 |fj | decreases by an unit. Recursively we obtain another expression
(5.9) modulo Ran(Q) for which Span (fj)
n
j=1 ∩ Ran(Q) = {0}. Now the condition QΨ = 0
writes
∑n
j=1(Qfj ⊗ gj + (−1)
|fj | fj ⊗ Qgj) = 0 and it easily follows that both sums must be
separately null i.e. we must have Qgj = 0 and Qfj = 0 for all j = 1, . . . , n. It means that we
have the canonical isomorphism (H(2) ∩Ker(Q))/(H(2) ∩Ran(Q)) ∼= (H(1) ∩Ker(Q))/(H(1) ∩
Ran(Q))⊗ (H(1) ∩Ker(Q))/(H(1) ∩Ran(Q)).
Now we can proceed by induction to the general n-particle states. 
We see that the condition [Q, T ] = i ∂µT
µ means that the expression T leaves invariant the
physical Hilbert space (at least in the adiabatic limit).
Now we have the physical justification for solving another cohomology problem namely to
determine the cohomology of the operator dQ = [Q, ·] induced by Q in the space of Wick
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polynomials. To solve this problem it is convenient to use the formalism from the preceding
Section. We consider that the (classical) fields yα are vµ, u, u˜ of null mass and we consider the
set P of polynomials in these fields and their derivatives. We note that on P we have a natural
grading. We introduce by convenience the notation:
B ≡ dµv
µ (5.10)
and define the graded derivation dQ on P according to
dQvµ = idµu, dQu = 0, dQu˜ = −i B
[dQ, dµ] = 0. (5.11)
Then one can easily prove that d2Q = 0 and the cohomology of this operator is isomorphic to
the cohomology of the preceding operator (denoted also by dQ) and acting in the space of Wick
monomials. The operator dQ raises the grading and the canonical dimension by an unit. To
determine the cohomology of dQ it is convenient to introduce the field strength
Fµν ≡ dµvν − dνvµ = vν;µ − vµ;ν (5.12)
and observe that
dQFµν = 0,
dνF
µν = dµB,
Fµν;ρ + Fνρ;µ + Fρµ;ν = 0; (5.13)
the last relation is called Bianchi identity. Next we prove that the tensor
F (0)µν;ρ1,...,ρn ≡ Fµν;ρ1,...,ρn +
1
n + 1
n∑
l=1
[ηµρl Bρ1,...,ρˆl,...,ρn − (µ↔ ν)] (5.14)
is traceless in all indices and the expressions F
(0)
µν;ρ also verify the Bianchi identities. Now we
define
gµ1,...,µn ≡
1
n
n∑
l=1
vµl;µ1,...,µˆl,...,µn (5.15)
which is the completely symmetric part of the derivative vµ1;µ2,...,µn and prove that
vµ1;µ2,...,µn = gµ1,...,µn +
1
n
n∑
l=2
dµ2 . . . dˆµl . . . dµnFµlµ1 . (5.16)
Finally we define
g(0)µ1,...,µn ≡ gµ1,...,µn −
2
n(2n+ 1)
∑
1≤p<q≤n
ηµpµq Bµ1,...,µˆp,...,µˆq ,...,µn (5.17)
which is completely symmetric and traceless.
We will use repeatedly the Ku¨nneth theorem:
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Theorem 5.2 Let P be a graded space of polynomials and d an operator verifying d2 = 0 and
raising the grading by an unit. Let us suppose that P is generated by two subspaces P1,P2 such
that P1 ∩ P2 = {0} and dPj ⊂ Pj , j = 1, 2. We define by dj the restriction of d to Pj . Then
there exists the canonical isomorphism H(d) ∼= H(d1) × H(d2) of the associated cohomology
spaces.
The proof goes in a similar way to the preceding theorem (see [2]). Now we can prove an
important result describing the cohomology of the operator dQ; we denote by ZQ and BQ the
co-cyles and the co-boundaries of this operator.
Theorem 5.3 Let p ∈ ZQ. Then p is cohomologous to a polynomial in u and F
(0)
µν;ρ1,...,ρn. If
we factorize the space P0 ⊂ P of such polynomials to the Bianchi identities we obtain a space
which is isomorphic to the cohomology space HQ of dQ.
Proof: (i) The idea is to define conveniently two subspaces P1,P2 and apply Ku¨nneth theorem.
First we use on P new variables. We eliminate the variables vµ1;µ2,...,µn (n ≥ 2) in terms of
gµ1,...,µn (n ≥ 2) and Fµν;ρ1,...,ρn−2 using (5.16). Next we eliminate Fµν;ρ1,...,ρn−2 in terms of
F
(0)
µν;ρ1,...,ρn−2 and Bρ1,...,ρn−2 using (5.14). Finally we eliminate gµ1,...,µn (n ≥ 2) in terms of
g
(0)
µ1,...,µn (n ≥ 2) and Bµ1,...,µn−2 according to (5.17).
(ii) Now we can take in Ku¨nneth theorem P1 = P0 from the statement and P2 the subspace
generated by the variables Bµ1,...,µn (n ≥ 0), g
(0)
µ1,...,µn (n ≥ 2), u˜µ1,...,µn (n ≥ 0), uµ1,...,µn(n > 0)
and vµ. We have dQP1 = {0} and
dQuµ1,...,µn = 0
dQg
(0)
µ1,...,µn
= i uµ1,...,µn
dQu˜µ1,...,µn = −i Bµ1,...,µn
dQBµ1,...,µn = 0
dQvµ = iuµ (5.18)
so we meet the conditions of Ku¨nneth theorem. Let us define in P2 the graded derivation h by:
huµ = −i vµ
huµ1,...,µn = −i g
(0)
µ1,...,µn
(n ≥ 2)
hBµ1,...,µn = i u˜µ1,...,µn (n ≥ 0) (5.19)
and zero on the other variables from P2. It is easy to prove that h is well defined: the condition
of tracelessness is essential to avoid conflict with the equations of motion. Then one can prove
that
[dQ, h] = Id (5.20)
on polynomials of degree one in the fields and because the left hand side is a derivation operator
we have
[dQ, h] = n · Id (5.21)
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on polynomials of degree n in the fields. It means that h is a homotopy for dQ restricted to P2
so the the corresponding cohomology is trivial: indeed, if p ∈ P2 is a co-cycle of degree n in
the fields then it is a co-boundary p = 1
n
dQhp.
According to Ku¨nneth formula if p is an arbitrary cocycle from P it can be replaced by a
cohomologous polynomial from P0 and this proves the theorem. 
We repeat the whole argument for the case of massive photons i.e. particles of spin 1 and
positive mass.
We consider a vector space H of Fock type generated (in the sense of Borchers theorem)
by the vector field vµ, the scalar field Φ (with Bose statistics) and the scalar fields u, u˜ (with
Fermi statistics). We suppose that all these (quantum) fields are of mass m > 0. In this vector
space we can define a sesquilinear form < ·, · > in the following way: the (non-zero) 2-point
functions are by definition:
< Ω, vµ(x1)vµ(x2)Ω >= i ηµν D
(+)
m (x1 − x2), < Ω, u(x1)u˜(x2)Ω >= −i D
(+)
m (x1 − x2),
< Ω,Φ(x1)Φ(x2)Ω >= −i D
(+)
m (x1 − x2)(5.22)
and the n-point functions are generated according to Wick theorem. Here D
(+)
m is the positive
frequency part of the Pauli-Villars distribution Dm of mass m. To extend the sesquilinear form
to H we define the conjugation by
v†µ = vµ, u
† = u, u˜† = −u˜, Φ† = Φ. (5.23)
Now we can define in H the operator Q according to the following formulas:
[Q, vµ] = i ∂µu, [Q, u] = 0, [Q, u˜] = −i (∂µv
µ +m Φ) [Q,Φ] = i m u,
QΩ = 0. (5.24)
One can prove that Q is well defined. We have a result similar to the first theorem of this
Section:
Theorem 5.4 The operator Q verifies Q2 = 0. The factor space Ker(Q)/Ran(Q) is isomor-
phic to the Fock space of particles of mass m and spin 1 (massive photons).
Proof: (i) The fact that Q squares to zero follows easily from (5.24).
(ii) The generic form of a state Ψ ∈ H(1) ⊂ H from the one-particle Hilbert subspace is
Ψ =
[∫
fµ(x)v
µ(x) +
∫
g1(x)u(x) +
∫
g2(x)u˜(x) +
∫
h(x)Φ(x)
]
Ω (5.25)
with test functions fµ, g1, g2, h verifying the wave equation equation. We impose the condition
Ψ ∈ Ker(Q) ⇐⇒ QΨ = 0; we obtain h = 1
m
∂µfµ and g2 = 0 i.e. the generic element
Ψ ∈ H(1) ∩Ker(Q) is
Ψ =
[∫
fµ(x)v
µ(x) +
∫
g(x)u(x) +
1
m
∫
∂µfµ(x)Φ(x)
]
Ω (5.26)
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with g arbitrary and fµ so the elements of H(1) ∩Ker(Q) are in one-one correspondence with
couples of test functions (fµ, g). Now, a generic element Ψ
′ ∈ H(1) ∩Ran(Q) has the form
Ψ′ = QΦ =
{∫
∂µg
′(x)vµ(x) +
[
mh′(x)−
∫
∂µf ′µ(x)
]
u(x)−mg′(x)Φ(x)
}
Ω (5.27)
so if Ψ ∈ H(1) ∩ Ker(Q) is indexed by the couple (fµ, g) then Ψ + Ψ′ is indexed by the
couple (fµ + ∂µg
′, g +m h′ − ∂µf ′µ). If we take h
′ conveniently we can make g = 0 and if we
take g′ conveniently we can make fµ of null divergence; it follows that the equivalence classes
from (H(1) ∩ Ker(Q))/(H(1) ∩ Ran(Q)) are indexed by wave functions fµ constrained by the
transversality condition ∂µfµ = 0; it remains to prove that the sesquilinear form < ·, · > induces
a positively defined form on (H(1) ∩Ker(Q))/(H(1) ∩Ran(Q)) and we have obtained the usual
one-particle Hilbert space for the massive photon.
(iii) We go now to the n-particle space as in the first theorem. 
Now we determine the cohomology of the operator dQ = [Q, ·] induced by Q in the space of
Wick polynomials. As before, it is convenient to use the formalism from the preceding Section.
We consider that the (classical) fields yα are vµ, u, u˜,Φ of mass m and we consider the set P of
polynomials in these fields and their derivatives. We introduce by convenience the notation:
C ≡ dµv
µ +mΦ (5.28)
and define the graded derivation dQ on P according to
dQvµ = idµu, dQu = 0, dQu˜ = −i C, dQΦ = i m u,
[dQ, dµ] = 0. (5.29)
Then one can prove that d2Q = 0 and the cohomology of this operator is isomorphic to the
cohomology of the preceding operator (denoted also by dQ) and acting in the space of Wick
monomials. To determine the cohomology of dQ it is convenient to introduce the field strength
Fµν as before and also
φµ ≡ dµΦ−m vµ,
φµ1,...,µn ≡ dµ1 . . . dµnΦ−m gµ1,...,µn (n ≥ 2). (5.30)
Observe that we have
dQFµν = 0,
dνFµν = dµC −mφµ,
Fµν;ρ + Fνρ;µ + Fρµ;ν = 0,
dQφµ1,...,µn = 0,
dµφµ = −m C = i m dQu˜. (5.31)
In the massive case we do not have explicit formulas for the traceless parts of the various
tensors; we even do not know if such a traceless parts do exists! However, due to a theorem
proved in the Appendix, such traceless parts F
(0)
µν;ρ1,...,ρn , φ
(0)
µ1,...,µn and g
(0)
µ1,...,µn do exists; moreover
they are linear combinations of Fµν;ρ1,...,ρn, φµ1,...,µn and gµ1,...,µn and traces of these tensors
respectively. Now we can describe the cohomology of the operator dQ in the massive case.
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Theorem 5.5 Let p ∈ ZQ. Then p is cohomologous to a polynomial in F
(0)
µν;ρ1,...,ρn and φ
(0)
µ1,...,µn
If we factorize the space P0 ⊂ P of such polynomials to the Bianchi identities we obtain a space
which is isomorphic to the cohomology space HQ of dQ.
Proof: (i) As before, we use on P new variables. In the first step, we eliminate the variables
vµ1;µ2,...,µn in terms of gµ1,...,µn and Fµν;ρ1,...,ρn−2 ; and we eliminate the variables Φµ1,...,µn in terms
of φµ1,...,µn and gµ1,...,µn .
In the second step we eliminate Fµν;ρ1,...,ρn in terms of F
(0)
µν;ρ1,...,ρn, Cρ1,...,ρn and we eliminate
gµ1,...,µn in terms of g
(0)
µ1,...,µn , Cµ1,...,µn and φµ1,...,µn .
In the final step we note that the traces of uµ1,...,µn , u˜µ1,...,µn , Cµ1,...,µn and φµ1,...,µn are func-
tions of derivatives of lower order so they can be recursively expressed in terms of the traceless
variables: u
(0)
µ1,...,µn , u˜
(0)
µ1,...,µn , C
(0)
µ1,...,µn and φ
(0)
µ1,...,µn .
(ii) Now we can take in Ku¨nneth theorem P1 = P0 from the statement and P2 the subspace
generated by the variables C
(0)
µ1,...,µn, g
(0)
µ1,...,µn , u˜
(0)
µ1,...,µn, u
(0)
µ1,...,µn and vµ,Φ. We have dQP1 = {0}
and
dQu
(0)
µ1,...,µn
= 0,
dQg
(0)
µ1,...,µn
= i u(0)µ1,...,µn,
dQu˜
(0)
µ1,...,µn = −i C
(0)
µ1,...,µn,
dQC
(0)
µ1,...,µn
= 0,
dQvµ = iuµ, dQΦ = i m u (5.32)
so we meet the conditions of Ku¨nneth theorem. Let us define in P2 the graded derivation h by:
hu = −
i
m
Φ, huµ = −i vµ,
hu(0)µ1,...,µn = −i g
(0)
µ1,...,µn
(n ≥ 2),
hC(0)µ1,...,µn = i u˜
(0)
µ1,...,µn
(5.33)
and zero on the other variables from P2. It is easy to prove that h is well defined due to the
condition of tracelessness. Then one can prove as before that we have
[dQ, h] = n · Id (5.34)
on polynomials of degree n in the fields. It means that h is a homotopy for dQ restricted to P2
so the the corresponding cohomology is trivial.
According to Ku¨nneth formula if p is an arbitrary cocycle from P it can be replaced by a
cohomologous polynomial from P0 and this proves the theorem. 
We note that in the case of null mass the operator dQ raises the canonical dimension by
one unit and this fact is not true anymore in the massive case. We are lead to another coho-
mology group. Let us take as the space of co-chains the space P(n) of polynomials of canonical
dimension ω ≤ n; then Z(n)Q ⊂ P
(n) and B
(n)
Q ≡ dQP
(n−1) are the co-cyles and the co-boundaries
respectively. It is possible that a polynomial is a co-boundary as an element of P but not as
an element of P(n). The situation is described by the following generalization of the preceding
theorem.
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Theorem 5.6 Let p ∈ Z(n)Q . Then p is cohomologous to a polynomial of the form p1 + dQp2
where p1 ∈ P0 and p2 ∈ P(n−1). If we factorize the space of such polynomials to the Bianchi
identities we obtain a space which is isomorphic to the cohomology space H
(n)
Q of dQ in P
(n).
We will call the cocyles of the type p1 (resp. dQp2) primary (resp. secondary).
The situations described above (of massless and massive photons) are susceptible of the
following generalizations. We can consider a system of r1 species of particles of null mass and
helicity 1 if we use in the first part of this Section r1 triplets (v
µ
a , ua, u˜a), a ∈ I1 of massless fields;
here I1 is a set of indices of cardinal r1. All the relations have to be modified by appending
an index a to all these fields. If we repeatedly apply Ku¨nneth theorem we end up with a
generalization of theorem 5.3: the space P0 is generated by ua and F
(0)
aµν;ρ1,...,ρn.
In the massive case we have to consider r2 quadruples (v
µ
a , ua, u˜a,Φa), a ∈ I2 of fields of mass
ma; here I2 is a set of indices of cardinal r2. We also have a generalization of theorem 5.5: the
space P0 is generated F
(0)
aµν;ρ1,...,ρn and φ
(0)
a;µ1,...,µn .
We can consider now the most general case involving fields of spin not greater that 1. We
take I = I1∪I2∪I3 a set of indices and for any index we take a quadruple (vµa , ua, u˜a,Φa), a ∈ I
of fields with the following conventions: (a) For a ∈ I1 we impose Φa = 0 and we take the
masses to be null ma = 0; (b) For a ∈ I2 we take the all the masses strictly positive: ma > 0;
(c) For a ∈ I3 we take vµa , ua, u˜a to be null and the fields Φa ≡ φ
H
a of mass m
H
a ≥ 0. The fields
φHa are called Higgs fields.
If we define ma = 0, ∀a ∈ I3 then we can define in H the operator Q according to the
following formulas for all indices a ∈ I :
[Q, vµa ] = i ∂
µua, [Q, ua] = 0,
[Q, u˜a] = −i (∂µv
µ
a +ma Φa) [Q,Φa] = i ma ua,
QΩ = 0. (5.35)
Then the space P0 is generated by ua, a ∈ I1, F
(0)
aµν;ρ1,...,ρn , a ∈ I1∪I2 and φ
(0)
a;µ1,...,µn , a ∈ I2∪I3.
If we consider matter fields also i.e some set of Dirac fields with Fermi statistics: ΨA, A ∈ I4
then we impose
dQΨA = 0 (5.36)
and the space P0 is generated by ΨA and Ψ¯A also.
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6 The Relative Cohomology of the Operator dQ
A polynomial p ∈ P verifying the relation
dQp = i dµp
µ (6.1)
for some polynomials pµ is called a relative cocycle for dQ. The expressions of the type
p = dQb+ i dµb
µ, (b, bµ ∈ P) (6.2)
are relative co-cyles and are called relative co-boundaries. We denote by ZrelQ , B
rel
Q and H
rel
Q the
corresponding cohomological spaces. In (6.1) the expressions pµ are not unique. It is possible
to choose them Lorentz covariant? The next proposition gives a positive answer in a quite
general case. The proof will illustrate the descent technique.
Theorem 6.1 Let us suppose that the relative cocycle p is at least tri-linear in the fields and
Lorentz covariant. Then the expressions pµ from (6.1) can be chosen to be Lorentz covariant
also.
Proof: Let us denote by δg the action of the Lorentz transformation g ∈ G = SL(2,C) in the
space P(k). It is clear that δg commutes with dµ. If we denote by Cn(G,P(k)) (n ≥ 0) the space
of maps p : G×n → P(k) with the convention that for n = 0 the functions p are independent of
g then we have the co-chain operator d : Cn(G,P(k))→ Cn+1(G,P(k))
(d · p)(g1, . . . , gn+1) ≡ δg1 · p(g2, . . . , gn+1)
+
n∑
j=1
(−1)jp(g1, . . . , gjgj+1, . . . , gn+1) + (−1)
n+1p(g1, . . . , gn). (6.3)
Because d2 = 0 we can define the corresponding cohomology spaces Zn(G,P(k)), Bn(G,P(k))
and Hn(G,P(k)) [12]. By hypothesis we have
δg · p = p (6.4)
which can be written as
d · p = 0. (6.5)
Then we have from (6.1):
dµ(δg · p
µ − pµ) = 0 (6.6)
so with the Poincare´ lemma we have:
δg · p
µ − pµ = dνp
µν(g) (6.7)
for some polynomials pµν(g) antisymmetric in µ, ν; the preceding identity can be written as
d · pµ = dνp
µν . (6.8)
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Proceding in the same way we obtain the expressions pµνρ(g1, g2) and p
µνρσ(g1, g2, g3) which are
completely antisymmetric and we have
d · pµν = dρp
µνρ
d · pµνρ = dσp
µνρσ
d · pµνρσ = 0. (6.9)
We have obtained that pµνρσ ∈ H3(G,P(k)). But G is a connected simply connected Lie group
and in this case the study of group cohomology can be reduced to the study of the corresponding
Lie algebra cohomology. Because G is also simple we can apply one of the Whitehead lemmas
(see [12] ch. II, $ 11, cor. 11.1) and conclude that Hn(Lie(G),P(k)) are trivial for n ≥ 0; we
obtain that pµνρσ is a trivial cocycle i.e. it is of the form:
pµνρσ = d · qµνρσ (6.10)
where we can take the co-chain qµνρσ to be completely antisymmetric. If we make the redefini-
tion
pµνρ → pµνρ − dσq
µνρσ (6.11)
then we have d · pµνρ = 0 i.e. pµνρ ∈ H2(G,P(k)), etc. In the end we can obtain d · pµ = 0 i.e.
δg · p
µ = pµ (6.12)
and this is the invariance property we claimed in the statement. 
Now we consider the framework and notations from the end of the preceding Section. Then
we have the following result which describes the most general form of the Yang-Mills interaction.
Summation over the dummy indices is used everywhere. We will need the following notation:
m∗a ≡
{
ma for ma 6= 0
mHa for ma = 0.
(6.13)
Theorem 6.2 Let T be a relative cocycle for dQ which is as least tri-linear in the fields and
is of canonical dimension ω(T ) ≤ 4 and ghost number gh(T ) = 0. Then: (i) T is (relatively)
cohomologous to a non-trivial co-cycle of the form:
T = fabc
(
1
2
vaµ vbν F
νµ
c + ua v
µ
b dµu˜c
)
+f ′abc(Φa φ
µ
b vcµ +mb Φa u˜b uc)
+
1
3!
f ′′abc Φa Φb Φc +
1
4!
∑
a,b,c,d∈I1
gabcd Φa Φb Φc Φd + j
µ
a vaµ + ja va (6.14)
where we can take the constants fabc = 0 if one of the indices is in I3; also f
′
abc = 0 if c ∈ I3 or
one of the indices a and b are from I1.
Moreover we have:
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(a) The constants fabc are completely antisymmetric
fabc = f[abc]. (6.15)
(b) The expressions f ′abc are antisymmetric in the indices a and b:
f ′abc = −f
′
bac (6.16)
and are connected to fabc by:
fabc mc = f
′
cabma − f
′
cbamb. (6.17)
(c) The (completely symmetric) expressions f ′′abc = f
′′
{abc} verify
f ′′abc mc = f
′
abc
[
(m∗a)
2 − (m∗b)
2 −m2a +m
2
b
]
. (6.18)
(d) the expressions jµa and ja are bilinear in the Fermi matter fields: in tensor notations;
jµa =
∑
ǫ
ψtǫa ⊗ γ
µγǫψ
ja =
∑
ǫ
ψsǫa ⊗ γǫψ (6.19)
where for every ǫ = ± we have defined the chiral projectors of the algebra of Dirac matrices
γǫ ≡
1
2
(I + ǫ γ5) and t
ǫ
a, s
ǫ
a are |I4| × |I4| matrices. If M is the mass matrix MAB = δAB MA
then we must have
dµj
µ
a = ma ja ⇔ ma s
ǫ
a = i(M t
ǫ
a − t
−ǫ
a M). (6.20)
(ii) The relation dQT = i dµT
µ is verified by:
T µ = fabc
(
ua vbν F
νµ
c −
1
2
ua ub d
µu˜c
)
+ f ′abc Φa φ
µ
b uc + j
µ
a ua (6.21)
(iii) The relation dQT
µ = i dνT
µν is verified by:
T µν ≡
1
2
fabc ua ub F
µν
c . (6.22)
Proof: (i) By hypothesis we have
dQT = i dµT
µ. (6.23)
If we apply dQ we obtain dµdQ T
µ = 0 so with the Poincare´ lemma there must exist the
polynomials T µν antisymmetric in µ, ν such that
dQT
µ = i dνT
µν . (6.24)
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Continuing in the same way we find T µνρ, T µνρσ which are completely antisymmetric and we
also have
dQT
µν = i dρT
µνρ
dQT
µνρ = i dσT
µνρσ
dQT
µνρσ = 0. (6.25)
According to the preceding theorem one can choose the expressions T I to be Lorentz covariant;
we also have
gh(T I) = |I|. (6.26)
From the last relation we find, using Theorem 5.6 that
T µνρσ = dQB
µνρσ + T µνρσ0 (6.27)
with T µνρσ0 ∈ P
(4)
0 . The generic form of such an expression is:
T µνρσ0 =
1
4!
ǫµνρσ f[abcd] ua ub uc ud; (6.28)
the contributions corresponding to a, b, c, d ∈ I1 are primary co-cyles and the contributions for
which at least one of the indices is in I2 are secondary co-cyles.
If we substitute the preceding expression in the second relation (6.25) we find out
dQ(T
µνρ − i dσB
µνρσ) = i dσT
µνρσ
0 . (6.29)
The right hand side can be written as a co-boundary: we define
Bµνρ0 ≡
1
3!
ǫµνρσ f[abcd] ua ub uc vdσ (6.30)
and we have in fact;
dQ(T
µνρ − i dσB
µνρσ −Bµνρ0 ) = 0. (6.31)
We apply again Theorem 5.6 and obtain
T µνρ = Bµνρ + i dσB
µνρσ + T µνρ0 (6.32)
where T µνρ0 ∈ P
(4)
0 .
We substitute the last relation into the first relation (6.25) and obtain
dQ(T
µν − i dρB
µνρ) = i dρT
µνρ
0 . (6.33)
The right hand side must be a co-boundary. But it is not hard to prove that this is not possible,
so we have in fact f[abcd] = 0 ⇔ T
µνρσ
0 = 0 ⇔ B
µνρ
0 = 0 so
T µνρ = Bµνρ + i dσB
µνρσ (6.34)
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and
dQ(T
µν − i dρB
µνρ) = 0. (6.35)
(ii) We use again Theorem 5.6 and obtain
T µν − i dρB
µνρ = dQB
µν + T µν0 (6.36)
where T µν0 ∈ P
(4)
0 . The generic form of such an expression is:
T µν0 =
1
2
f
(1)
[ab]c ua ub F
µν
c +
1
2
f
(2)
[ab]c ǫ
µνρσ ua ub Fcρσ; (6.37)
the contributions corresponding to a, b ∈ I1 are primary co-cyles and the contributions for
which at least one of the indices a, b is in I2 are secondary co-cyles. We substitute this in (6.24)
and get:
dQ(T
µ − i dνB
µν) = i dνT
µν
0 . (6.38)
The right hand side must be a co-boundary. But one can easily obtain that
dνT
µν
0 = −i dQB
µ
1 −
i
2
f
(1)
[ab]c mc ua ub φ
µ
c (6.39)
where
Bµ1 ≡ f
(1)
[ab]c
(
ua vbν F
νµ
c −
1
2
ua ub d
µu˜c
)
− f (2)[ab]c ǫ
µνρσ ua vbν Fcρσ. (6.40)
The term uuφµ must be a co-boundary and there is only the possibility:
Bµ2 ≡ f
′
cab Φa φ
µ
c ub (6.41)
where we can take f ′cab = 0 if one of the indices a, c is from I1. Now the relation
−
1
2
f
(1)
[ab]c mc ua ub φ
µ
c = i dQB
µ
2 (6.42)
gives the restriction:
f
(1)
[ab]c mc = f
′
cabma − f
′
cbamb. (6.43)
If this is true then we have
i dνT
µν
0 = dQB
µ
0 (6.44)
where
Bµ0 = B
µ
1 − B
µ
2 (6.45)
and (6.38) becomes:
dQ(T
µ − i dνB
µν −Bµ0 ) = 0. (6.46)
(iii) Now it is again time we use Theorem 5.6 and obtain
T µ − Bµ0 − i dνB
µν = dQB
µ + T µ0 (6.47)
42
where T µ0 ∈ P
(4)
0 . The generic form of such an expression is:
T µ0 = ua j
µ
a +
∑
a∈I3
f˜abc Φa φ
µ
c ub
where jµa has the form from the statement; but the last term can be eliminated if we redefine
the expressions f ′cab so in fact we can take:
T µ0 = ua j
µ
a . (6.48)
It means that we have
T µ = dQB
µ + i dνB
µν + T µ1 (6.49)
where
T µ1 ≡ B
µ
0 + T
µ
0 . (6.50)
Now we get from (6.23)
dQ(T − i dµB
µ) = i dµT
µ
1 (6.51)
The right hand side must be a co-boundary. But one can easily obtain that
dνT
µν
1 = −i dQB0 −
1
2
f
(1)
[ab]c ua Fbµν F
µν
c −
1
2
f
(2)
[ab]c ǫµνρσ ua F
µν
b F
ρσ
c
−mb mc f
′
cba ua v
µ
b vcµ +mb (f
′
cba + f
′
bca) ua v
µ
b dµΦc − f
′
cab dµΦa d
µΦc ub
−f ′cab [m
2
c − (m
∗
c)
2] Φa Φc ub + ua dµj
µ
a (6.52)
where
B0 ≡ f
(1)
[ab]c
(
1
2
vaµ vbν F
νµ
c + ua v
µ
b dµu˜c
)
− f ′cab(Φa φ
µ
c vbµ +mc Φa u˜c ub)
−
1
2
f
(2)
[ab]c ǫµνρσ v
µ
a v
ν
b F
ρσ
c . (6.53)
It means that the expression
−
i
2
f
(1)
[ab]c ua Fbµν F
µν
c −
i
2
f
(2)
[ab]c ǫµνρσ ua F
µν
b F
ρσ
c
−mb mc f
′
cba ua v
µ
b vcµ +mb (f
′
cba + f
′
bca) ua v
µ
b dµΦc − f
′
cab dµΦa d
µΦc ub
−f ′cab [m
2
c − (m
∗
c)
2] Φa Φc ub + ua dµj
µ
a (6.54)
must be a co-boundary. It is easy to argue that the terms uFF and udΦdΦ cannot be written
as co-boundaries so we necessarily have
f
(1)
[ab]c = −f
(1)
[ac]b, f
(2)
[ab]c = −f
(2)
[ac]b,
f ′cab = −f
′
acb.
It means that the constants f
(1)
abc and f
(2)
abc are completely antisymmetric and f
′
abc are antisym-
metric in the first two indices. We are left with the condition:
− f ′cab [m
2
c − (m
∗
c)
2] Φa Φc ub + ua dµj
µ
a = −i dQB1 (6.55)
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so necessarily we must have:
B1 = Φa ja +
1
3!
f ′′{abc} Φa Φb Φc (6.56)
with ja as in the statement. We easily obtain (6.18) and (6.20) from the statement.
(iv) If we denote
T1 ≡ B0 +B1 (6.57)
then we have from (6.51)
dQ(T − i dµB
µ − T1) = 0 (6.58)
so a last use of Theorem 5.6 gives
T − T µ1 − i dµB
µ = dQB + T0 (6.59)
where T0 ∈ P
(4)
0 . The generic form of such an expression is:
T0 =
1
3!
∑
a,b,c∈I3
f˜ ′′abc Φa Φb Φc +
1
4!
∑
a,b,c,d∈I3
g{abcd} Φa Φb Φc Φd (6.60)
but we can get rid of the first term if we redefine the expressions f ′′{abc}. It is easy to prove
that the expression f
(2)
[abc] ǫµνρσ v
µ
a v
ν
b F
ρσ
c from (6.53) is in fact a total divergence so it can be
eliminated and we obtain the expression T from the statement.
(v) We prove now that T from the statement is not a trivial (relative) cocycle. Indeed, if this
would be true i.e. T = dQB+i dµB
µ then we get dµ(T
µ−dQBµ) = 0 so with Poincare´ lemma we
have T µ = dQB
µ+ i dνB
[µν]. In the same way we obtain from here: T [µν] = dQB
[µν]+ i dρB
[µνρ].
But it is easy to see that there is no such an expression B[µνρ] with the desired antisymmetry
property in ghost number 3 so we have in fact T [µν] = dQB
[µν]. This relation contradicts the
fact that T [µν] is a non-trivial cocycle for dQ as it follows from Theorem 5.3. 
If T is bilinear in the fields we cannot use the Poincare´ lemma but we can make a direct
analysis. The result is the following.
Theorem 6.3 Let T be a relative cocycle for dQ which is bilinear in the fields, of canonical
dimension ω(T ) ≤ 4 and ghost number gh(T ) = 0. Then: (i) T is (relatively) cohomologous to
an expression of the form:
T =
∑
a∈I1
fab(vaµ φ
µ
b −mb ua u˜b) + f
′
{ab}φaµ φ
µ
b +
∑
a,b∈I3
f ′′{ab}Φa Φb. (6.61)
(ii) The relation dQT = i dµT
µ is verified with
T µ =
∑
a∈I1
fabua φ
µ
b (6.62)
and we also have dQT
µ = 0.
44
The first theorem gives us the generic form of the interaction Lagrangian for Yang-Mills
models. Both theorems can be used to describe the finite renormalizations RI (see the end of
Section 2) which preserve gauge invariance. The expression from the first theorem produces a
renormalization of the coupling constant and the expression from the second theorem produces
renormalization of the propagators (or wave functions).
In the same way one can analyze the descent equations (3.43) and provide the general form
of the anomalies for Yang-Mills models. We give only the result.
Theorem 6.4 Let W be a relative cocycle for dQ which is as least tri-linear in the fields, of
canonical dimension ω(W ) ≤ 5 and ghost number gh(W ) = 1. Then: (i) W is (relatively)
cohomologous to a non-trivial co-cycle of the form:
W =
1
2
fabcd(ua vbµ vcν F
µν
d − ua ub v
µ
c ∂µu˜d),
−f ′abcd
(
ua vbµ Φc φ
µ
d −
1
2
md ua ub Φc u˜d
)
+
∑
a,b∈I1
gabc
(
ua vbµ φ
µ
c −
1
2
mc ua ub u˜c
)
+
1
3!
f ′′a{bcd} ua Φb Φc Φd +
1
4!
∑
b,c,d,e∈I3
ga{bcde} ua Φb Φc Φd Φe
+jµab ua vbµ + jab ua Φb +
∑
a∈I1
ka ua
+h
(1)
a{bc} ua F
µν
b Fcµν + h
(2)
a{bc} ǫµνρσ ua F
µν
b F
cρσ
+h
(3)
a{bc} ua φbµ φcµ +
∑
a∈I1 b,c∈I3
h
(4)
a{bc} ua Φb Φc. (6.63)
We can take the constants fabcd = 0 if one of the indices is in I3; we can take f
′
abcd = 0 if one of
the indices a and b is in I3 or one of the indices c and d are from I1; also we can take gabc = 0
if c ∈ I3 and h
(4)
abc = 0 if b, c ∈ I3. Moreover we have: (a) The constants fabcd are completely
antisymmetric;
fabcd = f[abcd]. (6.64)
(b) The expressions f ′abcd is antisymmetric in a, b and in c, d:
f ′abcd = f
′
[ab][cd] (6.65)
and verifies
fabcd md = f
′
abcdmc + f
′
bcadma + f
′
cabdmb. (6.66)
(c) For a ∈ I2 we can write f ′′abcd = ma f˜abcd and eliminate the completely symmetric part
f˜{abcd}; we also have:
f ′′abcd mb − f
′′
bacd ma = f
′
abcd
[
(m∗d)
2 − (m∗c)
2 −m2c +m
2
d
]
; (6.67)
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(d) The expressions jµab, jab and ka are bilinear in the Fermi matter fields: in tensor nota-
tions;
jµab =
∑
ǫ
ψtǫab ⊗ γ
µγǫψ
jab =
∑
ǫ
ψsǫab ⊗ γǫψ
ka =
∑
ǫ
ψkǫa ⊗ γǫψ (6.68)
and we have the relations
mb s
ǫ
ab −ma s
ǫ
ba = i(M t
ǫ
ab − t
−ǫ
ab M). (6.69)
(ii) The relation dQW = −i dµW µ is verified by:
W µ = fabcd
(
1
2
uaub vcν F
µν
d +
1
3!
ua ub uc d
µu˜d
)
−
1
2
f ′abc ua ub Φc φ
µ
d
+
1
2
∑
a,b∈I1
gabc ua ub φ
µ
c +
1
2
jµab ua ub. (6.70)
(iii) The relation dQW
µ = i dνW
µν is verified by:
W µν ≡
1
3!
fabcd ua ub uc F
µν
d . (6.71)
(iv) If we have W = 0 i.e. the equation (3.3) does not have anomalies, then we also have
W µ = 0, W µν = 0.
If the expression W is bilinear in the fields we can make a direct analysis:
Theorem 6.5 Let W be a relative cocycle for dQ which is bilinear in the fields, of canonical
dimension ω(W ) ≤ 5 and ghost number gh(W ) = 1. Then W is (relatively) cohomologous to
an expression of the form:
W =
∑
a∈I1,b∈I3
gabua Φb (6.72)
and we have dQW = 0.
As a matter of terminology, if in the generic scheme presented above we have I2 = I3 = ∅
we say that we have a pure gauge model. The physically relevant cases are quantum electro-
dynamics and quantum chromo-dynamics. If I2 6= ∅ we say that the theory is spontaneously
broken. In this case it can be proved that we must necessarily have I3 6= ∅; without Higgs fields
gauge invariance is not valid already in the second order of perturbation theory. The physically
relevant case is the electro-weak interaction (the standard model).
Using Wick expansion property (2.8) one can prove that the tree graphs give anomalies only
for n = 2, 3.
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7 Yang-Mills Models in Higher Orders of Perturbation
Theory
The theory is gauge invariant in all orders iff we can prove that W = 0 in an arbitrary order.
This is possible in some simple cases like quantum electro-dynamics. We have to take in the
generic scheme presented in the preceding Section |I1| = |I4| = 1, I2 = I3 = ∅. So we have a
triplet (vµ, u, u˜) of null mass fields ( vµ is called the electromagnetic potential) and one Dirac
field of mass M with the interaction Lagrangian
T =: vµψγ
µψ : (7.1)
and
T µ =: uψγµψ : (7.2)
An important observation is the following one. Let us define the so-called charge conjugation
operator according to
Uc vµ U
−1
c = −vµ, Uc u U
−1
c = −u, Uc u˜ U
−1
c = −u˜,
Uc ψ U
−1
c = −C γ0 ψ
†,
UcΩ = 0 (7.3)
where C is the charge conjugation matrix. Then we can easily prove that
Uc T U
−1
c = T, Uc T
µ U−1c = T
µ. (7.4)
The result (sometimes called Furry theorem) is then:
Theorem 7.1 The chronological products can be chosen such that the theory is gauge invariant
in all orders of perturbation theory.
Proof: (i) First we can define the chronological products such that they are charge conjugation
invariant in all orders of perturbation theory by induction. We suppose that the assertion is
true up to order n− 1 i.e.
Uc T
I1,...,Ik U−1c = T
I1,...,Ik , k < n.
If T I1,...,In do not verify this relation we simply replace:
T I1,...,In →
1
2
(T I1,...,In + Uc T
I1,...,In U−1c ). (7.5)
So we can suppose that we have
Uc T
I1,...,Ik U−1c = T
I1,...,Ik , ∀n. (7.6)
(ii) Suppose now that the theory is gauge invariant up to order n− 1. Then in order n we
might have the anomaly W . From the preceding relation we have however:
Uc W U
−1
c =W. (7.7)
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In our particular case the relation (6.63) considerably simplifies:
W = u ψψ + u ψγ5ψ + h
(1) u F µν Fµν + h
(2) ǫµνρσ u F
µν F ρσ. (7.8)
If we substitute this generic expression in the preceding relation we obtain W = 0 which proves
gauge invariance in order n. 
In the similar way one can treat other models for which a charge conjugation operator do
exists e.g. SU(n) invariant models without spontaneously broken symmetry.
Now we consider again the generic case from the preceding Section. One can compute
explicitly the expression of the anomaly W in the second order of the perturbation theory.
Imposing W = 0 one finds out new restrictions on the various constants. The computations
are given in [9], [10] and [11] so we give only the results. Computing A
[µν]
3 we find
fabcd = 2i (fabe fcde + fbce fade + fcae fbde) (7.9)
so if we impose fabcd = 0 we find out that the constants fabc verify Jacobi identities. Computing
Aµ2 we find the same expression for fabcd and moreover
f ′abcd = 2i (fabe f
′
cde + f
′
cae f
′
edb − f
′
ceb f
′
eda) (7.10)
tǫab = 2 ([t
ǫ
a t
ǫ
b]− i fabc t
ǫ
c) (7.11)
so the cancellationn of this anomaly tells us that tǫa and (Tc)ab = −f
′
abc are representations of
the Lie algebra with structure constants fabc.
Finally, computing A1 we find the same expressions for fabcd, f
′
abcd, t
ǫ
ab and moreover
sǫab = 2 (t
−ǫ
a s
ǫ
b − s
ǫ
b t
ǫ
a + i f
′
cba s
ǫ
c) (7.12)
f ′′abcd = 2i Habcd, a ∈ I1 (7.13)
f ′abcd = i ma (Fabcd − F{abcd}), a ∈ I2 (7.14)
where
Habcd = f
′
eba f
′′
ecd + f
′
eca f
′′
ebd + f
′
eda f
′′
ebc (7.15)
and
Fabcd ≡
{
2
ma
Habcd for a ∈ I2
0 for a ∈ I1 ∪ I3
(7.16)
We also have
gab1...b4 = 8i Sb1,...,b4 (f
′
eb1a geb2b3b4) (7.17)
and all other possible pieces of the anomaly (6.63) are null. The explicit expressions for the
finite renormalizations which must be used to put W in such a form are:
T (T µν(x1), T (x2))→ T (T
µν(x1), T (x2)) + δ(x1 − x2) N
µν(x1)
T (T µν(x1), T
ρ(x2))→ T (T
µν(x1), T
ρ(x2)) + δ(x1 − x2) N
µν;ρ(x1)
T (T µ(x1), T (x2))→ T (T
µ(x1), T (x2)) + δ(x1 − x2) N
µ(x1)
T (T µ(x1), T
ν(x2))→ T (T
µ(x1), T
ν(x2)) + δ(x1 − x2) N˜
µν(x1)
T (T (x1), T (x2))→ T (T (x1), T (x2)) + δ(x1 − x2) N(x1) (7.18)
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where:
Nµν ≡
1
2
fabe fcde ua ub v
µ
c v
ν
d
Nµν;ρ ≡ −
1
2
fabe fcde [η
µρ ua ub uc v
ν
d − (µ↔ ν)]
Nµ ≡ fabe fcde ua v
µ
b v
ν
c vdν + f
′
cea f
′
edb ua v
µ
b Φc Φd
N˜µν ≡ fabe fcde ua v
ν
b uc v
µ
d
N ≡
1
2
fabe fcde v
µ
a v
ν
b vcµ vdν + f
′
cea f
′
edb vaµ v
µ
b Φc Φd
+
1
2
∑
a∈I2
1
ma
f ′eba f
′′
ecd vaµ v
µ
b Φc Φd (7.19)
If we go to the third order of perturbation theory and use the Wick expansion property (2.8)
we obtain a much simpler expression for the generic anomaly:
W =
∑
a,b∈I1
gabc
(
ua vbµ φ
µ
c −
1
2
mc ua ub u˜c
)
+
∑
a∈I1
ka ua
+h
(1)
abc ua F
µν
b Fcµν + h
(2)
abc ǫµνρσ ua F
µν
b F
cρσ + h
(3)
abc ua φbµ φcµ +
∑
a∈I1 b,c∈I3
h
(4)
abc ua Φb Φc
+
1
3!
f ′′a{bcd} ua Φb Φc Φd +
1
4!
∑
b,c,d,e∈I3
ga{bcde} ua Φb Φc Φd Φe(7.20)
Explicit computations gives non-null expressions for h
(2)
abc (the so-called axial anomaly) and
ga{bcde} which gives the value of the quadri-linear Higgs coupling i.e. a supplementary term in
the last relation (7.19).
Let us provide as a particular case the standard model of the electro-weak interactions. We
have to take in the general scheme: I1 = Iph∪Ig where |I1| = 1, |I2| = 3, |I3| = 1; we denote the
corresponding indices by 0, 1, 2, 3, H and j ∈ Ig respectively. The vector fields corresponding
to Iph, I2 and Iq are the photon, the heavy Bosons and the gluons. The field φH is called the
Higgs field. We also have: |I4| = 8N where N is called the number of generations. Then the
non-zero constants fabc for the values I1 ∪ I2 are:
f210 = g sinθ, f321 = gcos θ, f310 = 0, f320 = 0 (7.21)
with cosθ > 0, g > 0 and the other constants determined through the anti-symmetry property.
The expressions fjkl, j, k, l ∈ Ig are the structure constants of the Lie algebra su(3) and this
means that |Ig| = 8.
The Jacobi identity is verified and the corresponding Lie algebra is isomorphic to u(1) ×
su(2)× su(3). The angle θ, determined by the condition cos θ > 0 is called the Weinberg angle.
The masses of the heavy Bosons are constrained by:
m1 = m2 = m3cos θ; (7.22)
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The non-zero constants f ′abc are completely determined by the antisymmetry property in
the first two indices and:
f ′H11 = f
′
H22 =
ε g
2
, f ′H33 =
ǫ g
2cos θ
, f ′21H = g sin θ,
f ′321 = −f
′
312 =
g
2
, f ′123 = −g
cos 2θ
2cos θ
, (7.23)
the rest of them being zero. Here ε = ± but if ǫ = −1 we can make the redefinition φH → −φH
and make ǫ = 1.
The non-zero constants f ′′abc are determined by:
f ′′H11 = f
′′
H22 = f
′′
H33 =
g
2m1
m2H , f
′′
HHH =
3m2H
2
(7.24)
and we also have
gHHHH = 0. (7.25)
Moreover, we must have a supplementary term in the last relation from (7.19) such that the
known form of the Higgs potential is obtained.
The Dirac fields are considered with values in C2 ⊗ C4N so use a matrix notation i.e. we
put
ψ =
(
ψ1
ψ2
)
(7.26)
with ψ1, ψ2 ∈ C4N . Then
t+1 =
1
2
g
(
0 C−1
C 0
)
t+2 =
1
2
g
(
0 −iC−1
iC 0
)
t+3 =
1
2
[
−gcos θ
(
I 0
0 −I
)
+ g′sin θ1
]
t+0 = −
1
2
[
gsin θ
(
I 0
0 −I
)
+ g′cos θ1
]
(7.27)
t−1 = t
−
2 = 0, t
−
3 = −tg θ t
+
0 , t
−
0 = t
+
0 (7.28)
with C a 4 N × 4 N unitary matrix, I the 4 N × 4 N unit matrix and
g′ = g
(
D 0
0 −I
)
(7.29)
with D a diagonal, traceless Tr(D) = 0 and Hermitian 4 N × 4 N matrix which commutes
with C. The matrix C is called the Cabibbo-Kobayashi-Maskawa (CKM) matrix. Because every
Fermi fields can be redefined by multiplication with a phase factor without changing the physics
(i.e. the expressions T I ) one can use this freedom to put this matrix in a preferred form [15]. It
seems that there are only N = 3 generations and the corresponding fields ψ1j , ψ2j , j = 1, . . . , 12
are
ψ1 = νe, νµ, ντ , up, cp, tp
ψ2 = e, µ, τ, dp, sp, bp. (7.30)
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Here the Dirac fields e, µ, τ are the leptons (producing the electron and the particles µ and
τ), νe, νµ, ντ the associated neutrinos and the Dirac fields up, cp, tp, dp, sp, bp are the quarks (up,
charm, top, down, strange, bottom) each with p = 1, 2, 3 colors.
All the preceding conditions are compatible with gauge invariance conditions up to the third
order of perturbation theory.
One can introduce the electric charge operator according Qe to
QeΩ
[Qe, v
µ
1 ] = ie v
µ
2 , [Qe, v
µ
2 ] = −ie v
µ
1 ,
[Qe,Φ1] = ie Φ2, [Qe,Φ2] = −ie Φ1,
[Qe, u1] = ie u2, [Qe, u2] = −ie u1,
[Qe, u˜1] = ie u2, [Qe, u˜2] = −ie u1,
[Qe, ψ] = i t
+
0 ψ (7.31)
and the rest of the fields are commuting with Qe; here e is a positive numbere (the electric
charge). Then one can prove that the electric charge is leaving invariant the expressions T I :
[Qe, T
I ] = 0. (7.32)
If one takes the matrix D from the expression (7.29) to be proportional to −tan(θ) in the
lepton sector and 1
3
tan(θ) in the quark sector, then we have the condition of tracelessness for
D; moreover, the lepton states will have charge −e, the quarks u, c, t will have charge 2e
3
and
the quarks d, s, b will have charge − e
3
.
8 Conclusions
The cohomological methods presented in this paper leads to the most simple understanding
of quantum gauge models in lower orders of perturbation theory and extract completely the
information from the consistency Wess-Zumino equations. We have illustrate the methods for
the case of Yang-Mills models. In a subsequent paper we will consider the same methods for
case of gravity considered as a perturbative theory of particles of helicity (spin) 2.
Acknowledgements: The author had many interesting discussions on the topics of this
paper with prof. G. Scharf
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9 Appendix
In this Appendix we prove a trace decomposition result:
Theorem 9.1 Let tµ1,...,µn be a Lorentz covariant tensor and also parity invariant. Then one
can write this tensor in the following form:
tµ1,...,µn =
∑
P
ηI1 . . . ηIk t
P
I0 (9.1)
where the sum goes over the partitions P = {I0, . . . , Ik} of the set {µ1, . . . , µn} such that
|I1| = · · · = |Ik| = 2 and the tensors t
P
I0
are Lorentz covariant, parity invariant and also
traceless. These tensors can be obtained from various traces of the tensor tµ1,...,µn.
Proof: (i) As it is usual in such sort of problems it is convenient to consider instead of tµ1,...,µn .
the associated SL(2,C)− covariant tensor:
ta1,...,an;b¯1,...,b¯n ≡ σ
µ1
a1 b¯1
. . . σµn
an b¯n
tµ1,...,µn . (9.2)
Here σµ = (I, σ1, σ2, σ3) are the Pauli matrices and we use dotted and undotted Weyl indices
a, b¯ = 1, 2. We will use in the following a number of formulas involving Pauli matrices. We find
convenient to list them. First we define:
σµνab ≡
i
4
[σµ
ab¯
ǫb¯d¯ σµ
bd¯
− (µ↔ ν)] σ¯µν
c¯d¯
≡ −
i
4
[σµac¯ ǫ
ab σµ
bd¯
− (µ↔ ν)]. (9.3)
The first expression is symmetric in a, b and the second is symmetric in c¯, d¯. Then:
σµ
ab¯
ǫb¯d¯ σνcd¯ = ǫca g
µν − 2i σµνac , (9.4)
ηµνσ
µ
ab¯
σνcd¯ = 2ǫac ǫb¯d¯, (9.5)
ηαρσ
αβ
ab σ
ρ
cd¯
= −
i
2
(ǫac σ
β
bd¯
+ ǫbc σ
β
ad¯
), (9.6)
ηαβ σ
µα
ab σ
νβ
cd = −
1
4
(ǫac ǫbd + ǫadǫbc)η
µν −
i
2
(ǫac σ
µν
bd + ǫad σ
µν
bc + ǫbc σ
µν
ad + ǫbd σ
µν
ac ), (9.7)
ηαβ σ¯
µα
a¯b¯
σ¯νβ
c¯d¯
= −
1
4
(ǫa¯c¯ ǫb¯d¯ + ǫa¯d¯ǫb¯c¯)η
µν +
i
2
(ǫa¯c¯ σ¯
µν
b¯d¯
+ ǫa¯d¯ σ¯
µν
b¯c¯
+ ǫb¯c¯ σ¯
µν
a¯d¯
+ ǫb¯d¯ σ¯
µν
a¯c¯ ), (9.8)
ηαβ σ
µα
ab σ¯
νβ
c¯d¯
= −
1
8
[σµac¯ σ
ν
bd¯ + (a↔ b) + (c¯↔ d¯) + (a↔ b, c¯↔ d¯)], (9.9)
σµνab ǫ
bd σαβcd = −
1
4
ǫac (η
µβ ηνα − ηνβ gµα + i ǫµναβ)
+
i
4
(ηµβ σανac − η
νβ σαµac − η
µα σβνac + η
να σβµac ) +
i
4
(ǫµνβρ σ
αρ
ac − ǫ
µνα
ρ σ
βρ
ac ), (9.10)
σµνab ǫ
bd σαdc¯ =
i
2
(ηµα σνac¯ − η
να σµac¯ − i ǫ
µνα
β σ
β
ac¯). (9.11)
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(ii) The correspondence between tµ1,...,µn and ta1,...,an;b¯1,...,b¯n is one-one because we have the
formulas (9.4) and (9.5). We have:
tµ1,...,µn =
1
2n
σµ1
a1 b¯1
. . . σµn
an b¯n
ta1,...,an;b¯1,...,b¯n (9.12)
where the Weyl indices are raised and lowered with the metric ǫab and ǫa¯b¯ e.g. t
a = ǫab tb.
(iii) We consider an arbitrary tensor ta1,...,an and we decompose it with respect to the first
two indices, into the symmetric and antisymmetric part:
ta1,...,an = t{a1,a2},a3,...,an + ǫa1a2 ta3,...,an (9.13)
Now we have by direct computation:
t{a1,a2},a3,...,an = t{a1,a2,a3},...,an
+
1
3
(t{a1,a2},a3,...,an − t{a1,a3},a2,...,an) +
1
3
(t{a1,a2},a3,...,an − t{a2,a3},a1,...,an) (9.14)
and the second (third) term is antisymmetric in a2, a3 (resp. in a1, a3). It means that we have
in fact a decomposition:
ta1,...,an = ǫa1,a2 t
(3)
a3,...,an
+ ǫa2a3 t
(1)
a1,a4,...,an
+ ǫa3a1 t
(2)
a2,a4,...,an
+ t{a1,a2,a3},...,an . (9.15)
We continue by recursion and we find out
ta1,...,an =
∑
P
ǫI1 t
(P )
I0
+ t{a1,a2,a3,...,an} (9.16)
where P = {I0, I1} is a partition of the set A ≡ {a1, . . . , an} such that |I1| = 2. We apply the
same argument to every tensor t
(P )
I0
and at the very end we get the decomposition formula:
ta1,...,an =
∑
P
ǫI1 . . . ǫIk t
(P )
I0
(9.17)
where P = {I0, . . . , Ik} is a partition of the set A ≡ {a1, . . . , an} such that |I1| = . . . = |Ik| = 2
and the tensors t
(P )
I0
are completely symmetric. In the same way we have:
ta1,...,an;b¯1,...,b¯n =
∑
P,Q
ǫI1 . . . ǫIk ǫJ¯1 . . . ǫJ¯l t
(P,Q)
I0,J¯0
(9.18)
where P = {I0, . . . , Ik} is a partition of the set A ≡ {a1, . . . , an} and Q = {J¯0, . . . , J¯l} is a
partition of the set B ≡ {b¯1, . . . , b¯n} such that |I1| = . . . = |Ik| = |J¯1| = . . . = |J¯l| = 2;
the tensors t
(P,Q)
I0,J¯0
are completely symmetric in the dotted and undotted indices. The preceding
formula is in fact the decomposition in irreducible tensors: the tensor t
(P,Q)
I0,J¯0
transforms according
to the irreducible representation D(|I0|/2,|J¯0|).
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(iv) We consider all possible terms from (9.18) and the contributions they are producing in
(9.12). The term without ǫ factors from (9.18) is producing in (9.12) a traceless contribution
because of (9.5). We consider a term with at least one factor ǫJ¯ and use the formula (9.4) to
eliminate all such factors. Because the representation is irreducible only one of the 2l resulting
contributions can be non-zero. So we must have either a contribution with at least η factor or
a contribution only with factors σµνab i.e. of the type:
σα1β1a1b1 . . . σ
αpβp
apbp
σρ1
c1d¯1
. . . σ
ρq
cq d¯q
ta1,...,ap;b1,...,bp;c1,...,cq;d¯1,...,d¯q (9.19)
and we must prove that these contributions are producing in (9.12) either traceless terms or
terms with one factor η. We have two cases: if the contribution is without factors ǫI then
the tensor ta1,...,ap;b1,...,bp;c1,...,cq;d¯1,...,d¯q must be completely symmetric in the dotted and undotted
indices. But in this case one can show that the contribution induced in (9.12) it is traceless: if
we take the trace of two indices of type ρ we use (9.5), if we take the trace between an index
of type α and an index of type ρ we use (9.6) and if we take the trace between two indices of
type α we use (9.7).
So in the preceding formula it remains to consider the case when we have at least one factor
ǫI . Again we have two subcases: if the factor ǫI is of the type ǫbjbk we use the formulas (9.10)
and if it is of the type ǫbjck we use the formulas (9.11) to obtain in (9.12) a contribution with
a factor η or ǫµνρσ. So we still have to consider the case when we have in (9.19) only factors of
the type ǫcjck . In this case we use the formula (9.4). The first term from (9.4) is giving a null
contribution in (9.19) so by recursion we obtain a contribution of the type
σα1β1a1b1 . . . σ
αpβp
apbp
σ¯ρ1λ1
c¯1d¯1
. . . σ¯
ρqλq
c¯q d¯q
t{a1,...,ap};{b1,...,bp};{c¯1,...,c¯q};{d¯1,...,d¯q} (9.20)
where t{a1,...,ap};{b1,...,bp};{c¯1,...,c¯q};{d¯1,...,d¯q} is completely symmetric in a1, . . . , ap, etc. In this case
we can use (9.7) - (9.9) to prove that the resulting contribution in (9.12) is traceless.
(v) In the end we obtain in (9.12) a traceless part and terms with at least one factor η or
ǫµνρσ. If there are two factors off the type ε we use the formula:
ǫµνρσ ǫαβγδ = Aµνρσ (η
µα ηνβ ηργ ησδ) (9.21)
so we have in (9.12) a traceless part, terms with at least one factor η and no εµνρσ factor and
terms with one εµνρσ factor. The last contribution must be zero because of parity invariance.
(vi) Let us denote by T nk the space of tensors of rank n of the type ηI1 . . . ηIk tI0 with tI0 a
traceless tensor. According to (v) we have the following decomposition for the space of parity
invariant tensors of rank n:
T n+ =
∑
k
T nk . (9.22)
We introduce on T n+ the sesquilinear non-degenerate form:
< t, s >≡ ηµ1ν1 . . . ηµnνn tµ1,...,µn sν1,...,νn (9.23)
and observe that for k different from l we have:
< T nk , T
n
l >= 0. (9.24)
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Indeed, we may take l > k. But t ∈ T nk is of the form t = η . . . η t0 with k factors η and
t0 ∈ T
n−2k
0 . We eliminate all η’s and we get
< t, s >∼< t0, s0 > (9.25)
where s0 ∈ T
n−2k
l−k so we have at least one factor η in s0. By contraction with the traceless tensor
t0 we get zero i.e. we have (9.24).
Now we choose a basis e
(k)
α in T nk and we remark that we must have
det(< e(k)α , e
(k)
β >) 6= 0. (9.26)
Indeed, if this would not be true that we would have a non-null t ∈ T nk such that
< t, e(k)α >= 0, ∀α ⇔ t⊥T
n
k . (9.27)
If we use (9.24) we find out that t ∈ T n+ and because < ·, · > is non-degenerate it follows that
t = 0. The contraction proves (9.26).
We write any t ∈ T n+ in the form
t =
∑
k,α
t(k)α e
(k)
α (9.28)
and we have from here
< t, e(k)α >=
∑
β
< e(k)α , e
(k)
β > t
(k)
β . (9.29)
If we take into account (9.26) it means that we can express the tensors t
(k)
β as linear combinations
of < t, e
(k)
α > . But it is easy to see that these expressions are some traces of the tensor t. This
proves the last assertion from the statement. 
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