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1 Introduction
Invariance under the Euclidean conformal group SO(d + 1; 1) is well-known to put strong
constraints on the space and observables of quantum eld theories [1, 2]. In conformal eld
theories (CFTs), one hope is that we can leverage this symmetry to map out the space
of consistent theories. The modern conformal bootstrap, as reviewed in [3], has made
remarkable progress in this direction by thoroughly studying the constraints of crossing
symmetry, unitarity, and the existence of a convergent operator product expansion (OPE).
The fundamental ingredient in the bootstrap program, both for analytic and numer-
ical studies, is the requirement that four-point functions can be consistently expanded in
conformal blocks, G;`(xi), in all channels. The numerical conformal bootstrap studies
this crossing condition in the Euclidean regime to derive constraints on the low-dimension
spectrum [4], while the analytic conformal bootstrap considers an intrinsically Lorentzian
regime to derive the existence of multi-twist trajectories at large spin [5, 6].
However, as emphasized in a series of papers [7{12], we can also expand four-point
functions in conformal partial waves 	;`(xi), which are a complete, orthogonal basis for
Euclidean correlators and can be expressed as a single-valued linear combination of two
blocks. Orthogonality of Euclidean conformal partial waves (CPWs) gives us the Euclidean
inversion formula and by Wick rotation one can derive the Lorentzian inversion formula [9{
11]. The Lorentzian inversion formula, when combined with bounds on the Regge growth
of CFT correlators [13, 14], makes manifest that non-perturbative CFTs are analytic in
spin for ` > 1.
Furthermore, orthogonality and completeness imply that individual conformal partial
waves are crossing symmetric. That is, a t-channel partial wave can be written in terms of
s-channel partial waves in a dual channel. The inner product of an s- and t-channel partial
wave in turn denes the 6j symbol of the conformal group. Although the 6j symbol can
be dened in terms of Euclidean conformal integrals, in practice it has been calculated in
d = 2 and 4 using the Lorentzian inversion formula and by rst calculating the inversion
of a single block [12].1
The inversion of a single partial wave or block reveals new features which were not
previously visible from the lightcone bootstrap directly. The lightcone bootstrap generates
an asymptotic expansion in large spin by matching a sum over conformal blocks in one
channel to a singular term in the crossed channel.2 However, the inversion formula directly
proves the existence of individual double-twist operators and that the OPE data is analytic
in spin. Moreover, by inverting a single operator one can show there are corrections which
are exponentially suppressed at large spin [12], which improve predictions from the analytic
bootstrap for 3d CFTs such as the Ising or O(2) model [16] and also ensure predictions at
large spin are consistent with bounds from causality [17].3
Thus far, most studies of the analytic bootstrap have focused on four external scalar
operators. There are a few exceptions | the analytic bootstrap for external, spinning
1In [12] the 1d 6j symbol was calculated using the Euclidean denition directly.
2For a detailed analysis of tauberian theorems in CFTs see [15].
3For related work see [18{21].
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operators has been studied using the lightcone bootstrap [16, 22{26], Mellin space tech-
niques [27, 28], and in mean eld theory [29]. In this work we further develop this program,
building o of [16] by studying the inversion formulas in d = 3 for correlation functions con-
taining Majorana fermions. In this way we can derive new results for the OPE coecients
and spectrum of double-twist operators containing fermions, including non-perturbative
eects at nite spin.
Our strategy to study the inversion formula for spinning operators involves a combina-
tion of Euclidean and Lorentzian ingredients. Our starting point for relating the fermionic
6j symbol to the scalar one involves their Euclidean denition as an overlap of partial
waves. Then we use weight-shifting operators [30], which transform in a nite-dimensional
representation of the conformal group, to expand the fermionic 6j symbol as a sum over
scalar symbols. We can plug in the explicit form of the scalar 6j symbol as calculated
via the Lorentzian inversion formula to obtain the fermionic 6j symbol in closed form.4
Finally, since a partial wave for general external operators can be split as a sum over two
blocks, there exists a similar split for the 6j symbol in terms of the inversion of two blocks.
By splitting the scalar and fermionic 6j symbols, we then nd the inversion of a single
block when we have external fermions.
Finally, let us give a brief summary of the paper. In section 2 we review the necessary
ingredients to dene the 6j symbols for external scalars, including conformal integrals and
the partial wave decomposition. In section 3 we generalize the scalar analysis to general
external operators in 3d. In section 4 we use the Euclidean inversion formula to calculate
OPE coecients for double-twist operators in mean eld theory. In section 5 we introduce
the weight-shifting operators and express fermionic 6j symbols in terms of 6j symbols for
four external scalars. From the 6j symbol we then compute corrections to the double-twist
spectrum and couplings from the inversion of isolated operators. We conclude in section 6
with a discussion of future directions. Various technical details are given in the appendices.
2 Review: scalar 6j symbol and the inversion formula
To start let us give a brief overview of the conformal partial wave expansion for external
scalars, the 6j symbol, and its relation to the analytic bootstrap. This will allow us to
describe the basic ideas and dene quantities which will repeatedly appear in the following
sections. This section will be based on previous work presented in [12, 29, 31].
Following the notation of [29], we label an irreducible representation of SO(d+1; 1) by
its scaling dimension , and by , an irreducible representation of SO(d). When we study
conformally-invariant two- and three-point functions we will use O as a shorthand for this
representation.
Associated to every representation O is a shadow representation eO which has dimensione = d  and the same SO(d) representation .5 Then there exists a conformally-invariant
4The full 6j symbol is only known in d = 1; 2; 4 but the poles and residues are computable in general
dimensions.
5In even dimensions we actually need the reected representation R, but in odd dimensions the two are
equivalent so to simplify the discussion we will ignore the distinction.
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pairing:  eOy;O = Z ddx eOy12J (x)O12J (x); (2.1)
where eOy has dimension e. In the above expression and in what follows we will implicitly
contract indices when an operator and its shadow are being integrated over, and we will
always use spinor indices. We will work with real operators, so we can drop the y in the
expressions which follow.
As is well-known, in CFTs the two-point functions are xed up to the normaliza-
tion of the operator, and the three-point functions are xed up to the OPE coecients.
We will adopt the convention that physical, Euclidean correlation functions will be de-
noted as h   i
, while two- and three-point functions without a subscript will denote a
conformally-invariant tensor structure. In general we have several three-point tensor struc-
tures, hO1O2O3ia, labelled by the index a, but if O1 and O2 are scalars then there is a
single structure.
We can then dene the s-channel conformal partial wave (CPW) expansion:6
h1234i = h12ih34i+
1X
J=0
d
2
+i1Z
d
2
d
2i
1234(; J)	1234;J (xi); (2.2)
	1234;J (xi) =
Z
ddx5h1(x1)2(x2)O(x5)ih3(x3)4(x4) eO(x5)i (2.3)
= S
 
34[e; J ]G1234;J (xi) + S (12[; J ])G1234e;J (xi): (2.4)
To dene the factors of S we need to introduce the shadow transform which maps a
representation O to eO:
S[O](x) 
Z
dyO(y)h eO(y) eO(x)i: (2.5)
We will adopt the convention that the shadow transform always acts by multiplying the
two-point function from the left. The distinction is immaterial for bosonic correlators, but
when we introduce fermions the ordering does matter.
The denition of the shadow coecients are:
hO1O2S[O3]i = S (O1O2[O3]) hO1O2 eO3i: (2.6)
To be clear, we will use eO(x) to denote a representation which has scaling dimension d 
and representation , while S[O](x) denotes the integral map S acting on O(x).
The t- and u-channel expansions can be found by exchanging 1 $ 3 and 1 $ 4,
respectively. The spectral integral in (2.2) runs over the Euclidean principal series:
 =
d
2
+ i;   0; J 2 Z: (2.7)
6Technically we need to include non-normalizable terms for blocks with  < d
2
, but we will ignore such
terms here. For more details see [9, 10].
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In (2.3) and (2.4) we wrote down two equivalent denitions for the conformal partial wave,
as a conformal integral over two three-point functions and as a linear combination of
conformal blocks, each of which encodes the contribution of a irreducible representation to
the four-point function. The exact denition of the shadow coecients S and the block
are given in appendix B.
The partial waves are orthogonal with respect to the following bilinear pairing:e	1234d
2
+i;J
;	1234d
2
+i0;J 0

= n d
2
+i;JJJ 02(    0) (;  0  0); (2.8)
(F;G) =
Z
ddx1 : : : d
dxn
vol(SO(d+ 1; 1))
F (x1; : : : ; xn)G(x1; : : : ; xn); (2.9)
where n;J is the normalization of the conformal partial wave, the bilinear pairing is dened
for general n-point functions, and the shadowed partial wave is7
e	1234;J  	~1~2~3~4e;J : (2.10)
The identity contribution in (2.2) is orthogonal to all partial waves on the principal
series, so by taking an inner-product with a shadowed partial wave we can write down the
Euclidean inversion formula:
1234(; J) =
1
n;J
e	1234;J ; h1234i : (2.11)
The second denition (2.4) allows us to relate the CPW expansion with the more
physical conformal block expansion. To make the notation compact let us dene
Z
C
dO =
1X
J=0
d
2
+i1Z
d
2
d
2i
;
Z
C0
dO =
1X
J=0
d
2
+i1Z
d
2
 i1
d
2i
: (2.12)
Then we can writeZ
C
dO1234(; J)	1234;J (xi) =
Z
C0
dO1234(; J)S(34[e; J ])G1234;J (xi); (2.13)
where we used the following symmetry property, which can be derived from (2.11):
1234(e; J) = 1234(; J)S(34[e; J ])
S(12[e; J ]) : (2.14)
Using the conformal block decomposition
h1234i =
X
O
12O34OG
1234
O (xi); (2.15)
we nd the following relation:
12O34O =  Res=O 1234(; J)S(34[e; J ]): (2.16)
7In general we also need to conjugate the operators, but we will assume our operators are real.
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We can now ask the general question: what does the contribution of a single operator O
in the t-channel map to in the s-channel under crossing? As realized in [5, 6], by studying
the lightcone limit, an isolated operator O maps to double-twist operators in the crossed
channel. To review this result in the current language, let us rst introduce the 6j symbol
of the conformal group.
The 6j symbol is dened as the overlap of a t- and s-channel partial wave, which for
external scalars is(
1 2 O6
3 4 O5
)
=
e	12345;J5 ;	32146;J6
=
Z
dx1 : : : dx6he1e2 eO5ihe3e4O5ih32O6ih14 eO6i: (2.17)
Using the 6j symbol it is possible to write a single t-channel partial wave as a spectral
integral over s-channel partial waves:
	32146;J6(xi) =
Z
C
dO5 1
n5;J5
(
1 2 O6
3 4 O5
)
	12345;J5(xi): (2.18)
In practice the 6j symbol (2.17) has been calculated using the Lorentzian inversion forumla
in d = 2 and d = 4. The Lorentzian inversion formula gives another integral representation
of the OPE function, but now with the correlator integrated over a causal diamond in
Minkowski space:8
1234(; J) = ;J
1Z
0
1Z
0
dzdz(z; z)G1234J+d 1;+1 d(z; z)
h[3; 2][1; 4]i
T 1234
+ (u-channel);
(2.19)
;J =  
d 2 
 
d 2
2

 (J + d  2)
2d+J+3vol(SO(d  1)) (d  2)   J + d 22 
 (J + 1) 
 
  d2

 
 
J + d2

 (  1)
 
 
12+J+
2

 
 
21+J+
2

 

34+J+e
2

 

43+J+e
2

 (J + ) (J + d ) : (2.20)
Here T 1234 is a kinematic, s-channel prefactor,
T 1234 =
1
jx12j1+2 jx34j3+4
 jx24j
jx14j
1 2  jx14j
jx13j
3 4
: (2.21)
The u-channel term is the same but with 3$ 4. Then by rst inverting individual blocks
we can nd the 6j symbol:(
1 2 O6
3 4 O5
)
= S(34[ eO6]) 1 2 O6
3 4 O5
!
+ S(12[O6])
 
1 2 eO6
3 4 O5
!
; (2.22) 
1 2 O6
3 4 O5
!
=

	
~1~2~3~4
5;J6 ; G
3214
6;J6

L
; (2.23)
8Our convention is vol(SO(n)) = vol(SO(n  1))vol(Sn 1).
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where the subscript L in (2.23) is to emphasize that we use the Lorentzian inversion for-
mula [12]. We can drop the u-channel contribution because the u-channel double disconti-
nuity of a t-channel block is zero.
We do not have a closed form expression for the 6j symbol in generic dimensions, but
for d = 3 it is straightforward to calculate its poles and residues by using dimensional
reduction and the explicit d = 2 expressions [16, 32]. Let us now focus on the problem of
inverting a single operator. The contribution of a single block for O6 exchange gives
h1234i  32O614O6
Z
C0
dO5 1
nO5
 
1 2 O6
3 4 O5
!
S(34[ eO5])G1234O5 (xi): (2.24)
As a function of 5 the integrand of (2.24) has poles at the following locations:
5 = 1 + 2 + 2n+ J5; (2.25)
5 = 3 + 5 + 2n+ J5: (2.26)
These are the dimensions and spins of the double-twist operators [12]n;J and [34]n;J
in mean eld theory (MFT) [5, 6]. A special case is when 1 + 2 = 3 + 4 in which
case we get single and double poles corresponding to corrections to the MFT spectrum
and OPE coecients of [12]n;J . An important exception is when we are inverting the
identity block, O6 = 1, in which case we get single poles and nd the MFT OPE coecients
themselves. We will work out the MFT OPE coecients for fermions in section 4.
3 Inversion formula and MFT for fermions
In this section we will go into more detail on conformally-invariant integrals for fermions
in d = 3 and introduce our conventions in the process. We will also present some of our
intermediate results, such as explicit expressions for shadow coecients in 3d fermionic
theories.
3.1 Conformal partial waves and 6j symbols
From here on we will set d = 3 and to be general our operators will always be dened with
spinor indices. To avoid possible sign ambiguities, we need to x our conventions regarding
pairing fermionic representations. We will assume an ascending index convention such that
A B  A12:::2lB12:::2l : (3.1)
We will also normalize the two-point functions as [30]:
hO;`(X1; S1)O;`(X2; S2)i = i2l hS1S2i
2l
X2+2l12
; (3.2)
where X and S are position and polarization vectors in embedding space. Here we also
introduced the shorthand that
O;`(x; s) = s1 : : : s2`O1:::2`;` , O;`(X;S) = SI1 : : : SI2`OI1:::I2`;` ; (3.3)
where x and s are the positions and polarizations in physical space.
{ 7 {
J
H
E
P09(2020)148
We can expand a physical three-point function as
hO1O2O3i
 =
X
a
aO1O2O3hO1O2O3ia; (3.4)
where a are the OPE coecients and hO1O2O3ia are kinematic tensor structures. In
particular, they are formal expressions and do not necessarily satisfy Fermi-statistics if
operators are interchanged. Throughout this paper, we will refer to these functions as
three-point structures.
When we calculate shadow transforms or partial waves, it will be important to keep
track of signs that depend on the order of correlators in an integral, e.g.Z
dxhO1O(x)O2ihO3 eO(x)O4i = ( 1)2lO Z dxhO3 eO(x)O4ihO1O(x)O2i : (3.5)
Details regarding our fermion conventions and the explicit choice of three-point structures
are given in appendix A.
Since there are in general multiple conformally-invariant three-point structures, the
shadow transform of an operator now gives a matrix of shadow coecients:
hO1O2S[O3]ia = Sab (O1O2[O3])hO1O2 eO3ib: (3.6)
Following [29], we can also use the diagrammatic notation
〈OO〉 = O , 〈O˜O˜〉 = O˜ = O , (3.7)
where we see that taking the shadow is equivalent to changing the direction of arrow.
In this language, pairing operators is gluing the arrows; for example the diagrammatic
equation
O O = NO O (3.8)
stands for
h  S2[O](x)    i =
Z
dxdyh   O(x)    ih eO(x) eO(y)ihO(y)O(z)i = NOh   O(z)    i;
(3.9)
or S2[O] = NOO. This follows from the denition of the shadow transformation in (2.5)
and the irreducibility of the representations. The factor N in our conventions is
N;l = 
3 tan( ( + l)) 
  32

(  + l + 2)( + l   1) : (3.10)
We can now study the partial wave expansion for a general four-point function:9
hO1O2O3O4i = hO1O2ihO3O4i+
Z
C
dO(s)ab (O)	(s);abO (xi); (3.11)
	
(s);ab
O5 (xi) =
Z
ddx5hO1O2O5iahO3O4 eO5ib; (3.12)
9To simplify the discussion we will again assume that there are no non-normalizable terms besides
identity exchange.
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where a; b label dierent three-point function tensor structures. We have suppressed
Lorentz indices, but the operators Oi can be bosonic or fermionic.
To be precise, in the measure dO we now have a sum over either integer or half-integer
spin, depending on the four-point function.10 In odd dimensions we can also have the
discrete series of dimensions, but they will be cancelled by poles in 
(s)
ab (O), so we will not
include them explicitly.
The inner product between two s-channel partial waves is now a matrix:e	(s);abO0 ;	(s)cdO  = (ac)(bd)O 2(    0)JJ 0 ; (3.13)
and we can also dene the inverse matrix, O(ac)(bd)
(ce)(df)
O = 
e
a
f
b .
We will use the same convention when writing inverses for three-point structures and
their pairings, e.g. 
hABCia; h eA eB eCib
hABCic; h eA eB eCia =

hABCib; h eA eB eCia
hABCia; h eA eB eCic = bc: (3.14)
This notation is schematic and should be understood as inverting a matrix of pairings.
Then the Euclidean inversion formula for this correlator is

(s)
ab (O) = O(ac)(bd)
e	(s);cdO5 ; hO1O2O3O4i : (3.15)
Given the general partial wave decomposition (3.11) we still have to nd the relation
between the residues of the OPE function and the actual OPE coecients. The relation
between the s-channel partial waves and the conformal blocks is given by
	
(s);ab
O5 (xi) = ( 1)55
h
Sbc(O3O4[ eO5])G(s);acO5 (xi) + Sac (O1O2[O5])G(s);cbO5 (xi)i : (3.16)
Here ij is 1 if both the operators Oi and Oj are fermions, and is 0 otherwise. Then the
corresponding map for the OPE coecients is
P
(s)
ab (O5)  125;a345;b = ( 1)55+1 Res=5 (s)ac (; J)Scb(O3O4[ eO])
J=J5
: (3.17)
Next we need to write down the same expansion, but for the O3O2 ! O1O4 channel,
or in the t-channel. We rst rewrite the correlator as
hO1O2O3O4i = ( 1)23+12+13hO3O2O1O4i: (3.18)
Then we dene the t-channel CPW as
hO3O2O1O4i = hO3O2ihO1O4i+
Z
dO(t)ab (O)	(t);abO (xi); (3.19)
	
(t);ab
O5 (xi) =
Z
ddx5hO3O2O5ihO1O4 eO5i: (3.20)
10In general dimensions d we have to sum over all allowed SO(d) representations.
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The relation between the OPE coecients and the OPE function in the t-channel is now
the same as before, with 1$ 3:
P
(t)
ab (O6)  326;a146;b = ( 1)66+1 Res=6 (t)ac (; J)Scb(O1O4[ eO])
J=J6
: (3.21)
We will then dene the 6j symbol for a general four-point function as(
O1 O2 O6
O3 O4 O5
)abcd
=
e	(s);abO5 ;	(t);cdO6  = Z ddx1 : : : ddx6h eO1 eO2 eO5ih eO3 eO4O5ihO3O2O6ihO1O4 eO6i:
(3.22)
As in the scalar case we can split this into two pieces, corresponding to the inversion
of individual blocks:(
O1 O2 O6
O3 O4 O5
)abcd
= ( 1)66
24Sde O1O4[ eO6]
 
O1 O2 O6
O3 O4 O5
!abce
+Sce (O3O2[O6])
 
O1 O2 eO6
O3 O4 O5
!abed35 ; (3.23)
 
O1 O2 O6
O3 O4 O5
!abcd
=
e	(s);abO5 ; G(t);cdO6 L : (3.24)
Then using (3.15), (3.17), and (3.18), we nd that inverting a single block G
(t);fg
O6 yields
the correction:
125;a345;b

G
(t);fg
O6
= ( 1)1+55+12+13+23326;f146;g
 Res=5 ;J(ad)(ce)
 
O1 O2 O6
O3 O4 O;J
!defg
Scb(O3O4[ eO])
J=J5
: (3.25)
The problem now is how to reduce the full 6j symbol, (3.22), to a sum of scalar 6j
symbols, (2.17). To do this we will need to use weight-shifting operators, which allow us to
reduce general conformal integrals involving fermions to those involving scalars. We will
introduce these operators in the next subsection to calculate shadow coecients.
3.2 Shadow matrices and weight-shifting operators
The work [30] introduced dierential operators, DA, which transform in a nite-dimensional
representation of the conformal group SO(d + 1; 1) given by the index A. By acting with
weight-shifting operators we can transform a conformally-invariant tensor structure involv-
ing an operator O to a conformally covariant structure involving a new operator O0. Here,
we will use weight-shifting operators which change the spin by half-integers.
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In d = 3 the double cover of the conformal group SO(3; 2) is Sp(4;R), so we will use
weight-shifting operators which transform in the fundamental representation of Sp(4;R).
We will use the notation of [30] and write the four possible operators as
D : [; `]!

 1
2
; ` 1
2

; (3.26)
which in embedding space are given by D +
a
= Sa; (3.27a) D  
a
= Xab
@
@Sb
; (3.27b)
 D++
a
=  2(  1)Sb(@X)ba   SaSb(@X)bc
@
@Sc
; (3.27c)
 D+ 
a
= 4(1 + l  )(  1)
ab @
@Sb
+ 2(1 + l  )Xab(@X)bc
@
@Sc
  Sa @
@Sb
Xbc(@X)
c
d
@
@Sd
: (3.27d)
In the rest of the paper, we will suppress spinor index of the weight-shifting operators.
We will use these operators to relate conformal integrals involving fermionic tensor
structures to known integrals involving bosonic structures. To start we will follow [29] and
use the weight-shifting operators to compute the shadow coecient matrix. Before getting
to this point we need to dene the adjoint of a weight-shifting operator with respect to our
bilinear pairing: 
DO; eO0 = O;D eO0 ; (3.28)
O; eO = Z ddxO(x) eO(x): (3.29)
We should stress that here O is shorthand for some representation of the conformal group
and does not need to obey the spin-statistics theorem. We will dene the adjoint by moving
from the left to the right, where we recall there are suppressed spinor indices.
It is not hard to see that
(Dpq)

;`
= pq` Dp; q
e p
2
;` q
2
; (3.30)
where p; q = 1 and we have emphasized that the adjoint of a weight-shifting operator
depends explicitly on the representation it acts on, although the coecient  only depends
on the spin.
To calculate the adjoints in practice we go to the Poincare section, or work in physical
space. The result is summarized as:
  ` =  2`;  +` =
1
2`+ 1
; (3.31)
+ ` = 2`; 
++
` =  
1
2`+ 1
: (3.32)
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The next ingredient we need is the crossing equation for covariant two-point func-
tions:11
Dpq1 hO;`(x1)O+ p2 ;`+ q2 (x2)i = 
pq
;`D p; q2 hO;`(x1)O+ p2 ;`+ q2 (x2)i; (3.33)
and we nd
  ;l =
il
(2  3)( + l   1) ; (3.34a)
 +;l =  
i
2(2  3)(2l + 1)(  + l + 2) ; (3.34b)
+ ;l =  8i(  1)l(  + l + 1); (3.34c)
++;l =
4i(  1)( + l)
2l + 1
: (3.34d)
We can now nd the shadow transform of weight-shifted operators:
S[DpqO;`](x) =
Z
ddy (DpqO;`(y)) h eO+ p
2
;`+ q
2
(y) eO+ p
2
;`+ q
2
(x)i
=
Z
ddypq` 
p; qe  p
2
;`+ q
2
O;`(y)D a;b2 h eO;`(y) eO;`(x)i
= pq` 
p; qe  p
2
;`+ q
2
D pqS[O;`](x); (3.35)
or
S[DpqO;`](x) = pq;`D p;qS[O;`]; (3.36)
pq;` = 
pq
` 
p; qe  p
2
;`+ q
2
: (3.37)
This gives a way to push the shadow transform past the weight-shifting operators.
Then to calculate the shadow transform of a three-point tensor structure we will relate the
fermionic structures to the bosonic ones. For simplicity we focus on three-point function
structures involving one fermion and one scalar:
h 12O3;`3i; (3.38)
where O has half-integer spin. We want to use weight-shifting operators to write such a
three-point function in terms of a structure involving two scalars:
h012O03;`03i; (3.39)
where the third operator O now has integer spin. There are two equivalent ways to do this:
h 12O3;`3ia =
X
p
a1;p( 12O3;`3)D p;+1 D +3 h1+ p22O3+ 12 ;`  12 i; (3.40a)
h 12O3;`3ia =
X
p
a2;p( 12O3;`3)D p;+1 D++3 h1+ p22O3  12 ;`  12 i; (3.40b)
where each matrix, 1;2, is invertible.
11To avoid clutter, we will use Dn to denote a weight-shifting operator acting on the nth operator in
the correlator that follows the weight-shifting operator. For example, Dab2 hO1;l1(x1)O2;l2(x2)O3;l3(x3)i
stands for Dab(X2; S2)hO1;l1(X1; S1)O2;l2(X2; S2)O3;l3(X3; S3)i in the embedding space.
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The simplest example is calculating the matrix Sab ( 1[2]O3):
h 1S[2 ]O3;`3ia (3.41)
= S2
X
p
a1;p( 12O3;`3)D p;+1 D +3 h1+ p2 2O3+ 12 ;`  12 i;
=
X
p
a1;p( 12O3;`3)S

1+ p2 [2 ]O3+ 12 ;`  12

D p;+1 D +3 h1+ p2 e2O3+ 12 ;`  12 i;
=
X
p;b
a1;p( 12O3;`3)S

1+ p2 [2 ]O3+ 12 ;`  12

 11 ( 1e2O3;`3)
p
b
h 1e2O3;`3ib:
(3.42)
Here we rst wrote the fermionic structure in terms of the bosonic one, then acted with the
shadow transform on the simple three point function involving two scalars, and then nally
acted with the weight-shifting operators. After acting with the weight-shifting operators
we expressed the answer in the original basis. Therefore, the relevant shadow matrix is
Sab ( 1 [2 ]O3;`3) =
X
p
a1;p( 12O3;`3)S

1+ p2
[2 ]O3+ 12 ;`  12

 11 ( 1e2O3;`3)
p
b
:
(3.43)
We will follow this strategy for other correlators, i.e. use weight shifting operators and
integration by parts to reduce the shadow transform of a fermionic structure to the shadow
transform of a simpler bosonic structure. Then we can always re-express the nal answer
in our original, fermionic basis of three-point functions.
To nd the shadow transform of  1 , we now have to pass the shadow transform past
the weight-shifting operators using (3.36) and (3.37):
Sab ([ 1 ]2O3;`3) (3.44)
=
X
p
a1;p( 12O3;`3) p;++ p
2
;0
S
h
1+ p2
i
2O3+ 12 ;`  12

 11 ( e12O3;`3)
 p
b
:
Similarly the shadow transform of the O3;`3 is given by
Sab ( 12 [O3;`3 ]) =
X
p
a1;p( 12O3;`3) ;+3+ 12 ;`3  12

 12 ( 12Oe3;`3)
p
b
: (3.45)
Now we turn to correlators containing two fermions. To calculate shadow transforms
of h 1 2O3;`3i we will utilize the expansion
h 1 2O3;`3ia =
X
p;q
a3;pq( 1 2O3;`3)D p;+1 D q;+2 h1+ p22+ q2O3i: (3.46)
As a reminder, for h 1 2O3ia there are four tensor structures and it is possible to invert 3.
In this case the simplest example would be to take the shadow transform of O3;`3 ,
since the dierential operators are unaected by the shadow transform:
Sab ( 1 2[O3;`3 ]) =
X
p;q
a3;pq( 1 2O3;`3)S

1+ p2 2+
q
2
[O3;`3 ]

 13 ( 1 2Oe3;`3)
pq
b
:
(3.47)
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Finally, the shadow transform of one of the  operators yields
Sab ([ 1] 2O3) (3.48)
=
X
p;q
a3;pq( 1 2O3;`3)S
h
1+ p2
i
2+ q2
O3;`3

 p;+
1+
p
2
;0

 13 ( e1 2O3;`3)
 p;q
b
;
with a similar formula for the shadow transform of  2. In the next section we will use
these 3d shadow coecients to compute OPE coecients in mean eld theory.
4 Mean eld theory OPE coecients
In mean eld theory we have the factorized correlator
hO1O2O3O4i = hO1O2ihO3O4i+ ( 1)23hO1O3ihO2O4i+ hO1O4ihO2O3i: (4.1)
The two-point function hOi(xi)Oj(xj)i is only non-zero when Oi = Oj , but we will leave
this restriction implicit in this section.
We will now expand the MFT four-point function in s-channel partial waves and extract
the partial wave expansion coecient. The rst term is automatically separated in the s-
channel partial wave expansion, so we can focus on the latter two Wick contractions.
The hO1O4ihO2O3i contraction gives

(s)
ab (O)

h14ih23i
= O5(ac)(bd)
e	(s);cdO5 ; hO1O4ihO2O3i
= O5(ac)(bd)
Z
ddx1 : : : d
dx5h eO1 eO2 eO5ich eO3 eO4O5idhO1O4ihO2O3i
= O5(ac)(bd)( 1)11+22Sde ( eO2[ eO1]O5)Sef ([ eO2]O1O5)h eO1 eO2 eO5ic; hO2O1O5if ;
(4.2)
where compared with (3.15) we have made the replacements O3;4 $ O2;1, respectively.
The other contraction gives a similar result:

(s)
ab (O)

h13ih24i
= ( 1)23O5(ac)(bd)
e	(s);cdO5 ; hO1O3ihO2O4i
= ( 1)23+11+22O5(ac)(bd)Sde ([ eO1] eO2O5)Sef (O1[ eO2]O5)h eO1 eO2 eO5ic; hO1O2O5if :
(4.3)
The full result in MFT is then

(s);MFT
ab (O) = ^O1O4 ^O2O3(s)ab (O)

h14ih23i
+ ^O2O4 ^O1O3
(s)
ab (O)

h13ih24i
; (4.4)
where ^O1O2 = 12J1J2 and should not be confused with the delta function on the
principal series. Next we will apply this explicitly to various correlators containing fermions
in order to calculate their MFT coecients.
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4.1 h  i
For the correlator h  i, the identity operator only appears in the t-channel, hence (4.4)
becomes

(s)
ab (O) = ( 1)O(ac)(bd)Sde (e[ e ]O)Sef ([e] O)h e e eOic; h Oif : (4.5)
By explicit calculation, we nd
(s)ac (O)Scb( [ eO]) = 5=2(2  3)(2J + 1)4 2     32 (  + J + 2)( + J   1)
 (  1)   J + 32  (   1)     + 12
  (J + 1) csc ( ) sin () csc (2) csc((J  ))
  (2   1)  ( J +   1) (J + )
 
c1 0
0 c2
!
;
(4.6)
with coecients
c1 =    
 
1
4
(2J+2O  1)

 
 
1
4
(2J+2O +1)

 
 
1
4
(2J+2 O 1)

 
 
1
4
(2J+2+2+2  5)

 
 
1
4
(2J 2O +5)

 
 
1
4
(2J 2O +7)

 
 
1
4
(2J 2 O+5)

 
 
1
4
(2J 2 2 2 +13)
 ;
(4.7a)
c2 =
 
 
1
4
(2J+2O +1)

 
 
1
4
(2J+2O  1)

 
 
1
4
(2J+2 O+1)

 
 
1
4
(2J+2+2+2  7)

 
 
1
4
(2J 2O +7)

 
 
1
4
(2J 2O +5)

 
 
1
4
(2J 2 O+7)

 
 
1
4
(2J 2 2 2 +11)
 ;
(4.7b)
where abc  a + b  c.
We see that the rst component has residues at  =  +  + J   12 + 2n, which
corresponds to the double twist families [ ]n;J . In contrast, the last component has
residues at  =  +  + J +
1
2 + 2n, which corresponds to the double twist families
[@ 
 ]n;J .
By taking their respective residues, we can nd the OPE coecients. For the leading
(n = 0) tower, they read as
P
(s)
11 ([ ]0;J) =  
  (J +  )  
 
J +    12

  (J +  +    1)
 
 
J + 12

 
 
 +
1
2

  ()  
 
2J +  +    32
 ; (4.8a)
P
(s)
22 ([@ ]0;J) =  
(2J + 1)23 2 (J + 1)  ( )   (J +  ) ( +  + J   1)p
 (2   1)  (2J + 3)  (2   2)   ()  
 
J +  +    12

  
 
J +  +
1
2

  (2J + 2 + 2   3)
 
 
2J +  +    12
 : (4.8b)
Results for higher-twist towers are given in appendix F.1.
At large J , the leading behavior is
P
(s)
11 ([ ]0;J)  
p
2    2J+
5
2J + 1
 
 
 +
1
2

 ()
; (4.9a)
P
(s)
22 ([@ ]0;J)  
p
 (   1) 2    2J+ 32J + 2
 
 
 +
1
2

  ()
: (4.9b)
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As a reminder, in our partial wave convention we have dened P
(s)
ab =  O;a O;b.
We are working with three-point structures such that  O;a = ( 1)J  12 O;a, so we
see that
( O;1)2   ( 1)J 
1
2
p
2    2J+
5
2J + 1
 
 
 +
1
2

 ()
; (4.10a)
( O;2)2   ( 1)J 
1
2
p
 (   1) 2    2J+ 32J + 2
 
 
 +
1
2

  ()
: (4.10b)
In the free theory limit with f; g !

1
2 ; 1
	
, these become
( O;1)2   ( 1)J 
1
2 41 J
r
J

; ( O;2)2  0: (4.11)
We see that this matches the results of [33] once we take the normalizations into account.
Specically, they normalize their operators as
hO;`(X1; S1)O;`(X2; S2)i = cthereO i2l
hS1S2i2l
X2+2l12
; (4.12)
cthereO =
4 1( 1) 12 J   J + 32 
1
2

J+ 1
2
; (4.13)
while we take chereO = 1. Thus we have
cthereO ( O;1)
2   4J; (4.14)
which can be compared with eq. (4.4) of [33].
4.2 h 1 2 2 1i
Now we turn to correlators containing four fermions. For a correlator of the form h 1 2 2 1i,
the identity operator only appears in the 14! 23 channel, hence (4.4) becomes

(s)
ab (O) = O(ac)(bd)Sde ( e 2[ e 1]O)Sef ([ e 2] 1O)h e 1 e 2 eOic; h 2 1Oif : (4.15)
When we calculate , which we will not reproduce here, we see that it is block-diagonal,
with the upper 22 block having poles at  =  1 + 2 +J 1+2n, and with the lower
22 block having poles at  =  1 +  2 +J + 2n. These correspond to the double-twist
families [ 1 2 ]n;J and [ 1 

2 ]n;J respectively. We then can read o the explicit results
for OPE coecients.
For the leading tower (n = 0) we obtain:
P
(s)
[ 1 2 ]0;J
=   
 
J+1 12

 
 
J+2 12

  (J+1+2 1)
 
 
1+
1
2

 
 
2+
1
2

 (J)  (2J+1+2 2)
 
0 0
0 1
!
;
P
(s)
[ 1 2 ]0;J
=  (1+2+2J 1)  
 
J+1 12

 
 
J+2 12

  (J+1+2 2)
4 
 
1+
1
2

 
 
2+
1
2

 (J+2)  (2J+1+2)

 
(1+2 2)
 
1+J 12
  
2+J 12

+c1 (1 2) J(J+1)
 
1+2+J 32

  (1 2) J(J+1)
 
1+2+J 32

(1+2 2)
 
1+J 12
  
2+J 12
 c1
!
;
(4.16)
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with
c1 =
1
4
(21   1) (1 + 2   2) (22   1)
+ (1 + 2   2) J3 +

21 +

42   9
2

1 + 
2
2  
92
2
+ 3

J2
+ (1 + 2   1) (1 (22   1) 2) J: (4.17)
Results for higher-twist towers are given in appendix F.1.
4.3 h    i
For identical fermions h    i, both the t- and u-channels contribute, hence we have

(s)
ab (O) = O(ac)(bd)Sde ( e [ e ]O)Sef ([ e ] O)h e e eOic; h  Oif
  O(ac)(bd)Sde ([ e ] e O)Sef ( [ e ]O)h e e eOic; h  Oif :
For the leading (n = 0) tower, the explicit expressions for the OPE coecients are as
follows:
P
(s)
[   ]n;J
=  2( 1)
J ( +J 1)  
 
J+  12
2
  (J+2  1)
 (J) 
 
 +
1
2
2
  (2J+2  1)
 
0 0
0 1+( 1)J
!
;
P
(s)
[  ]n;J
=   ( 1)
J2 2JJ  ( )  
 
J+ +
1
2

  (J+2 )
(1 2 )2  (J+1) 
 
  12

  (2  2)   (J+ )
0@ 1+( 1)JJ(J+2  2) 0
0 1 ( 1)
J
(J+1)(J+2  1)
1A :
(4.18)
After an appropriate change of basis, these results match perfectly to those calculated using
the lightcone bootstrap at large J [16].
5 Analytic bootstrap for fermions
Now we will return to the problem of inverting a single partial wave (or block) with external
spinning operators. This will allow us to compute corrections to the anomalous dimensions
of double twist operators. As a reminder, the general form of the 6j symbol is given by(
O1 O2 O6
O3 O4 O5
)abcd
=
e	(s);abO5 ;	(t);cdO6 
=
Z
ddx1 : : : d
dx6h eO1 eO2 eO5ih eO3 eO4O5ihO3O2O6ihO1O4 eO6i: (5.1)
Our strategy will in a way be the reverse of the scalar case [12]. Instead of using the
Lorentzian inversion formula, we will follow the strategy outlined in [30] and use weight-
shifting operators to calculate the 6j symbol for external fermions in terms of the 6j symbol
for external scalars. We then use the expression (2.22), which splits the scalar 6j symbol
into two pieces from inverting the physical block and its shadow to nd the corresponding
split for the fermionic 6j symbol.
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To start, we use the results of [30] to write the t-channel spinning partial wave as a
dierential operator acting on the partial wave for external scalars:
	
(t);ab
O (xi) = D
ab
t 	
(t);scalar
O0 (xi); (5.2)
where 	
(t);scalar
O0 (xi) is a partial wave for four external scalars, h3214i. We are being
very schematic here and it should be understood that Dabt is a sum of multiple weight-
shifting operators. For each term in the sum we may have to choose a dierent shifted
operator O0, with scaling dimension and spin shifted from O, as well as dierent external
scaling dimensions i of the scalar partial wave.
Given this expression we can simplify the spinning 6j symbol by taking the adjoint of
this operator: e	(s);abO5 ;	(t);abO6  = Dabs e	(s);scalarO05 ;Dabt 	(t);scalarO06 
=
e	(s);scalarO05 ;D;abs Dabt 	(t);scalarO06  : (5.3)
The two weight-shifting operators acting on the t-channel conformal partial wave then give
a linear combination of undierentiated t-channel conformal partial waves, at the price of
more shifts for the internal and external labels. In the end we are left with an equality of
the form(
O1 O2 O6
O3 O4 O5
)abcd
=
X
i;O05;6
J abcd
 
O1 O2 O3 O4 O5 O6
1 2 3 4 O05 O06
!(
1 2 O06
3 4 O05
)
; (5.4)
where the sum runs over some set of scaling dimensions for the ctitious external scalars
i, whose dimensions are related to Oi by some (half-)integer shift, and over both scaling
dimensions and spins for O05;6, which are again related to the O5;6 by (half-)integer shifts
in both labels. We now turn to how to compute these coecients.
5.1 Spinning down the 6j symbol
The general strategy to compute the decomposition factors Jabcd in (5.4) can be system-
atized by the following procedure:
 Write a three-point structure in terms of weight-shifting operators acting on three-
point structures of lower spins.
 Use integration by parts and crossing symmetry of covariant three-point structures
to move the weight-shifting operators such that they act on the same operator.
 By using irreducibility of the representations, the weight-shifting operators become
multiples of the identity.
 Repeat until all three-point structures are of the form hOi, i.e. we are left with
three-point functions involving two scalars.
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Below, we will unpack this procedure further by detailing each step in the explicit decom-
position of the 6j symbol of two external scalars and two external fermions.
In our conventions, the 6j-symbol for the correlator h  i reads as(
1 2 O6
 3  4 O5
)s2t1t2
=
Z
ddx1 : : : d
dx6he1e2 eO5i  h e 3 e 4O5is2  h 32O6it1  h1 4 eO6it2 ;
(5.5)
where the rst three-point structure is already in the appropriate form for a 6j symbol of
four external scalars, so all we need to do is to massage the remaining structures. As the
rst step, we use (3.46) to rewrite h e 3 e 4O5is2 :12Z
ddx3d
dx4d
dx6h e 3 e 4O5is2  h 32O6it1  h1 4 eO6it2
=
Z
ddx3d
dx4d
dx6
X
a;b
s23;ab(
e 3 e 4O5)D a;+1 D b;+2 hea3 eb4O5ih 32O6it1  h1 4 eO6it2 :
(5.6)
After that, we integrate by parts to obtainZ
ddx3d
dx4d
dx6h e 3 e 4O5is2 h 32O6it1 h1 4 eO6it2
=
Z
ddx3d
dx4d
dx6
X
a;b
s23;ab(
e 3 e 4O5)hea3 eb4O5ih D a;+1 A h 32O6it1iD b;+2 A h1 4 eO6it2 ;
(5.7)
where we are showing the spinor indices of weight-shifting operators explicitly. With (3.30),
the equation further reduces toZ
ddx3d
dx4d
dx6h e 3 e 4O5is2  h 32O6it1  h1 4 eO6it2
=
Z
ddx3d
dx4d
dx6
X
a;b
s23;ab(
e 3 e 4O5) a;+0  b;+0 hea3 eb4O5i

h
D a; 1

A
h 32O6it1
i


E
t2t02
 O!O 

D b; 3
A h eO61 4it02 ; (5.8)
where we dened the exchange matrix E
hO2O1Oia = Eab21O!12OhO1O2Oib (5.9)
to reorder the last tensor structure so that the weight-shifting operator acts on the third
operator.13 We can then use the crossing for conformally covariant three-point structures
as derived in [30], which reads as
D a; b3
A hO1O2Oa;b3 im = X
c;d;n
(
O1 O2 Oc;d1
O3 S Oa;b3
)mn 
D c; d1
A hOc;d1 O2O3in (5.10)
12In this section, we use the following shorthand notation for brevity: ai  i+a, eai  3 i+a,
Oa;bi  Oi+a;li+b, and eOa;bi  O3 i+a;li+b.
13We do this because we will use the convention of [30] for nite-dimensional representations, where the
weight-shifting operator acts on the rst (third) operator in the s (t) channel.
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for the fermionic representation of weight-shifting operators in 3d. Thus we obtainZ
ddx3d
dx4d
dx6h e 3 e 4O5is2  h 32O6it1  h1 4 eO6it2
=
Z
ddx3d
dx4d
dx6
X
a;b
s23;ab(
e 3 e 4O5) a;+0  b;+0 hea3 eb4O5i

h
D a; 1

A
h 32O6it1
i

24Et2t02 O!O X
c;d
( eO6 1 eOc;d6
 b4 S  4
)t02 
D c; d1
A h eO61 b4 i
35 :
(5.11)
We can integrate by parts and use the crossing again to get both weight-shifting op-
erators to act on the same operator:Z
ddx3d
dx4d
dx6h e 3 e 4O5is2 h 32O6it1 h1 4 eO6it2
=
Z
ddx3d
dx4d
dx6
X
a;b;c;d
s23;ab(
e 3 e 4O5) a;+0  b;+0  c; dlt+d
( eO6 1 eOc;d6
 b4 S  4
)t02
Et2t02 O!O 
hea3 eb4O5i
24X
e;f;n
(
 3 2 Oe;f3
O c;d6 S O6
)t1n
D a; 1

A

D e; f1
A hOe;f3 2O c;d6 in
35h eO61 b4 i:
(5.12)
By the irreducibility of the representations, we have
 D a; b
A
 Dc;dAO;l = acbd
 ;lab O;l with which we nally obtain14Z
ddx3d
dx4d
dx6h e 3 e 4O5is2  h 32O6it1  h1 4 eO6it2
= ddx3d
dx4d
dx6
X
a;b;c;d
3 a;0a;+ 
s2
3;ab(
e 3 e 4O5) a;+0  b;+0  c; dlt+d Et2t02 O!O 

( eO6 1 eOc;d6
 b4 S  4
)t02(  3 2  a3
O c;d6 S O6
)t1
hea3 eb4O5i  h a3 2O c;d6 in  h1 b4 eOc;d6 i:
(5.13)
Inserting this into (5.5), we get(
1 2 O6
 3  4 O5
)s2t1t2
=
X
a;b;c;d
J s2t1t2
 
1 2  3  4 O5 O6
1 2 
 a
3 
 b
4 O5 O c;d6
!(
1 2 O c;d6
 a3 
 b
4 O5
)
;
(5.14)
14One can derive  by acting on the two point function with weight shifting operators in embedding
space. In our conventions, we have
;la;b  b(a+ 2  3)(b+ 2l + 1)(2ab + a(2b+ 1)(a+ b  2) + 2l) for a; b = 1 :
{ 20 {
J
H
E
P09(2020)148
where
J s2t1t2
 
1 2  3  4 O5 O6
1 2 
 a
3 
 b
4 O5 O c;d6
!
= 3 a;0a;+ 
s2
3;ab(
e 3 e 4O5) a;+0  b;+0  c; dlt+d
Et2t02 O!O 
( eO6 1 eOc;d6
 b4 S  4
)t02(  3 2  a3
O c;d6 S O6
)t1
:
(5.15)
Note that if l5 = 0, there are only 2 independent structures for h 3 45is2 , hence
we need to take a 2  2 invertible submatrix of 3. We can do this by restricting to the
structures h 3 45i1;3 in (A.12), and xing b = 12 in (5.14) instead of summing over b = 12 .
Despite the complicated and lengthy expressions, the procedure is actually quite
straightforward and most easily tractable in the diagrammatic notation, see gure 1 for
a summary of the decomposition above. However, one should only use the diagrammatic
expressions as a guide, as there are ambiguities in their meaning, most notably sign ambi-
guities as they do not carry the information of the order of operators in the equations.
For spinning correlators beyond h  i we can repeat the procedure above and re-
cursively spin-down the 6j symbol. For this, we rst dene a generalized form of (5.4):(
O1 O2 O6
O3 O4 O5
)abcd
=
X
i;O05;6
J abcdefgh
 
O1 O2 O3 O4 O5 O6
O01 O02 O03 O04 O05 O06
!(
O01 O02 O06
O03 O04 O05
)efgh
; (5.16)
where we obtain the ultimate result Jabcd of (5.4) by summing over these intermediate
factors Jabcdefgh.
For four external fermions, we only need to repeat this process twice, where in the
rst step we reduce from four external fermions to two external fermions and two external
scalars, and then in the second step we reduce from two external fermions and two external
scalars to four external scalars. The second step is already what we derived above, so the
only new ingredient is the rst step:(
 1  2 O6
 3  4 O5
)s1s2t1t2
=
X
a;b;c;d;t01;t
0
2
J s1s2t1t2s2t01t02
 
 1  2  3  4 O5 O6
 a1 
 b
2  3  4 O5 O c;d6
!

(
 a1 
 b
2 O c;d6
 3  4 O5
)s2t01t02
: (5.17)
Combining this with (5.14), we obtain the nal result
(
 1  2 O6
 3  4 O5
)s1s2t1t2
=
X
a;:::;h
J s1s2t1t2
 
 1  2  3  4 O5 O6
 a1 
 b
2 
 e
3 
 f
4 O5 O c g;d+h6
!

(
 a1 
 b
2 O c g;d+h6
 e3 
 f
4 O5
)
; (5.18)
{ 21 {
J
H
E
P09(2020)148
s2
t1
t2
φ1
φ2
Os Ot
ψ4
ψ3
)
t1
t2
φ1
φ2
Os Ot
ψ4
ψ3φ3
φ4
W )
t1
t2
φ1
φ2
Os Ot
ψ4
ψ3
φ3
φ4
W )
t1
φ1
φ2
Os Ot
O′t
ψ3
φ3
φ4
W )
φ1
φ2
Os Ot
O′t
O′′t
φ3
φ4
W )
φ1
φ2
Os O′t
φ4
φ3
Figure 1. Step by step diagrammatic illustration for the decomposition of the fermionic 6j symbol
relevant for h  i into the scalar 6j symbol. The idea is as follows: one re-expresses a fermionic
three-point structure, h  Oi, in terms of weight-shifting operators acting on a scalar three-point
structure, hOi. The weight-shifting operators are then moved inside the diagrammatic loop until
they act on the same leg. By irreducibility of the representations, i.e.
 Da;b
A
 D c; dA  acbd,
the diagram reduces to that of a scalar 6j symbol. To be able to move around the weight-
shifting operators, one either integrates by parts or uses the crossing relation for covariant three-
point structures as explained in the main text. The diagrams above correspond to the equa-
tions (5.5), (5.6), (5.8), (5.11), (5.12), and (5.13) respectively.
where
J s1s2t1t2
 
 1  2  3  4 O5 O6
 a1 
 b
2 
 e
3 
 f
4 O5 O c g;d+h6
!
=
X
t01;t
0
2
J s1s2t1t2s2t01t02
 
 1  2  3  4 O5 O6
 a1 
 b
2  3  4 O5 O c;d6
!
J s2t01t02
 
 a1 
 b
2  3  4 O5 O c;d6
 a1 
 b
2 
 e
3 
 f
4 O5 O c g;d+h6
!
:
(5.19)
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s2 s1
t1
t2
ψ4
ψ3
Os Ot
ψ1
ψ2
) s2
t1
t2
ψ4
ψ3
Os Ot
ψ1
ψ2φ2
φ1
W )
s2
t1
t2
ψ4
ψ3
Os Ot
ψ1
ψ2
φ2
φ1
W ) s2
t1
c
ψ4
ψ3
Os Ot
O′t
ψ2
φ2
φ1
W )
s2
a
c
ψ4
ψ3
Os Ot
O′t
O′′t
φ2
φ1
W ) s2
a
c
ψ4
ψ3
Os O′t
φ2
φ1
W
Figure 2. Step by step diagrammatic illustration for the decomposition of 6j symbol of four
external fermions, h    i, in terms of 6j symbols of two external fermions and two external
scalars.
We can derive Js1s2t1t2s2t01t02 in a similar manner to how we derived Js2t1t2 . For brevity we
skip the intermediate steps, illustrated diagrammatically in gure 2, and only present the
nal result here:
J s1s2t1t2s2t01t02
 
 1  2  3  4 O5 O6
 a1 
 b
2  3  4 O5 O c;d6
!
=
X
u1;u2;u01;u
0
2
s13;ab(
e 1 e 2 eO5) b;+0  a;+0  c; dlt+d 2 b;0b;+
Et1u1 1 2O! 2 1O
(
 2  3 
 b
2
O c;d6 S O6
)u1u01
E
u01t
0
1
 O! OE
t2u2
 1 2O!O 2 1
( eO6  4 eOc;d6
 a1 S  1
)u2u02
E
u02t
0
2
O ! O :
(5.20)
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5.2 OPE function and its decomposition
In section 3.1 we discussed how 6j symbols are related to OPE coecients. We repro-
duce (3.25) for convenience:
125;a345;b

G
(t);fg
O6
=  Res=5 (s)ac (O)Scb(O3O4[ eO])
G
(t);fg
O6
= ( 1)1+55+12+13+23326;f146;g
 Res=5 ;J(ad)(ce)
 
O1 O2 O6
O3 O4 O;J
!defg
Scb(O3O4[ eO])
J=J5
: (5.21)
We aim to relate the inversion of a single block for external fermions to the inversion
of a single block for a scalar four-point function. For that, by comparing (2.22), (3.23),
and (5.4) we write down 
O1 O2 O6
O3 O4 O5
!abcd
= ( 1)66

S 1(O1O4[fO6])d
e

X
i;O05;6
J abce
 
O1 O2 O3 O4 O5 O6
1 2 3 4 O05 O06
!
K14eO06
 
1 2 O06
3 4 O05
!
:
(5.22)
We then nd the following expression for the OPE function:
(s)ac (O)Scb(O3O4[ eO]) 
G
(t);fg
O6
= 326;f146;g
X
i;O0;O06
Kfgab
 
O1 O2 O3 O4 O O6
1 2 3 4 O0 O06
!
S(34[fO0])

(s)
O0
 
1 2 O06
3 4 O0
!
; (5.23)
where 
(s)
O5 is the normalization of the scalar partial wave for h1234i and we have
dened
Kfgab
 
O1 O2 O3 O4 O O6
1 2 3 4 O0 O06
!
 ( 1)55+66+12+13+23K14eO06
Scb(O3O4[ eO])
S(34[ eO0])


S 1(O1O4[fO6])g
h

(s)
O0 
(s)O
(ad)(ce)J defh
 
O1 O2 O3 O4 O O6
1 2 3 4 O0 O06
!
: (5.24)
We expect the physical poles for inverting a fermionic block to come from the physical
poles from inverting a scalar block. We then have for example
125;a345;b

G
(t);fg
O6
=  326;f146;g
X
i;O0;O06
Kfgab
 
O1 O2 O3 O4 O5 O6
1 2 3 4 O05 O06
!
 Res=5
S(34[]O0;J ])

(s)
O0;J
 
1 2 O06
3 4 O0;J
! 
J=J5
: (5.25)
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Here we have assumed the inversion of a single block just has single poles. In general
when studying a correlator hO1O2O3O4i with 1 + 2 = 3 + 4 we nd both single and
double poles. The double poles give the OPE coecients times the anomalous dimensions
while the single poles gives the OPE coecients themselves [9].
Equation (5.23) is the main result of the paper: by using weight-shifting operators
successively, we can express CFT data of spinning operators in terms of 6j symbols of
external scalars and the decomposition coecients K. The former can be calculated e-
ciently using the Lorentzian inversion formula whereas the latter is given in terms of partial
wave normalization factors, shadow matrices, and 6j symbol decomposition coecients J ,
each of which we have computed explicitly.
We presented the most general form in (5.23), however one can in fact choose either
O5 or O6 to stay the same by moving the weight-shifting operators through the other leg
only. Indeed, we kept O5 the same in the calculation of the J coecients both for h  i
and for h    i, as we can observe in (5.14) and (5.18). One can similarly compute
J while keeping O6 constant, though a separate calculation is not necessary: there are
several identities between various J coecients, which follow from the symmetries of the
6j symbols that we have summarized in appendix E. In particular, via (E.5), we have
J abcdefgh
 
O1 O2 O3 O4 O5 O6
O1;11 O2;22 O3;33 O4;44 O5;55 O6;66
!
= ( 1)55+5050+66+6060
 J dcbahgfe
 eO1 eO4 eO3 eO2 O6 O5eO 1;11 eO 4;44 eO 3;33 eO 2;22 O6;66 O5;55
!
: (5.26)
Let us now turn to the explicit results for the Kfgab coecients. Despite the complicated
intermediate steps, the nal form they take is quite simple as they are relatively short
meromorphic functions in scaling dimensions and spins. For example, the only nonzero K
coecients for h  i arising from the exchange of a scalar 6 in the t-channel are
K111
 
 1 2 2  1 O5 6

1
2
1 2 2 
1
2
1 O
1
2
;  1
2
5 6
!
= i; (5.27a)
K111
 
 1 2 2  1 O5 6

1
2
1 2 2 
1
2
1 O
  1
2
; 1
2
5 6
!
=
i
 
5 32
  
l5+
1
2
  
l5 125+52
2
4 (5 2) (l5+1) (l5 5+2) (l5 5+3) ; (5.27b)
K122
 
 1 2 2  1 O5 6

1
2
1 2 2 
1
2
1 O
1
2
; 1
2
5 6
!
=   i
 
l5+
1
2

l5+1
; (5.27c)
K122
 
 1 2 2  1 O5 6

1
2
1 2 2 
1
2
1 O
  1
2
;  1
2
5 6
!
=   i
 
5 32
  
125+l5 32
2
4 (5 2) (5+l5 2) (5+l5 1) ; (5.27d)
K312
 
 1 2 2  1 O5 6

  1
2
1 2 2 
1
2
1 O
1
2
; 1
2
5 6
!
=
i
 
l5+
1
2
  
l5 512+52

(6 1) (l5+1) ; (5.27e)
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K312
 
 1 2 2  1 O5 6

  1
2
1 2 2 
1
2
1 O
  1
2
;  1
2
5 6
!
=
i
 
5 32
  
215+l5 32
  
125+l5 32
  
125+l5 92

4 (5 2) (6 1) (5+l5 2) (5+l5 1) ;
(5.27f)
K321
 
 1 2 2  1 O5 6

  1
2
1 2 2 
1
2
1 O
1
2
; 1
2
5 6
!
=
i
 
512+l5 32

6 1 ; (5.27g)
K321
 
 1 2 2  1 O5 6

  1
2
1 2 2 
1
2
1 O
  1
2
; 1
2
5 6
!
=
i
 
5 32
  
l5+
1
2
  
l5 215+52

4 (5 2) (6 1) (l5+1) (l5 5+2)

 
l5 125+52
  
l5 125+112

( 5+l5+3) ; (5.27h)
where we dened ijk  i + j + k and kij  i + j  k.
We would like to emphasize two points. Firstly, as there is not a unique way to
write (5.25), the statement that the K in (5.27a) are the only nonzero coecients for
h  i with an exchange of a scalar 6 in the t-channel should be understood for a
particularly chosen decomposition in (5.25). One can of course change the decomposition,
which would then require a new set of K coecients. For example, we used a set of K
coecients with O6 held constant in (5.27a); another set with O5 held constant instead
can be immediately obtained via (5.26).15 Secondly, we note that the absence of K112 , K121 ,
K311 , and K322 is not coincidental: they are forbidden by the parity symmetry as we work
in a parity-denite basis.16
We list the K coecients for all the remaining cases for h  i explicitly in ap-
pendix G, and the coecients for h 1 2 2 1i and h    i are given as supplementary
material.
5.3 Applications and examples
In this section, we will use the techniques we developed in previous section to calculate the
anomalous dimensions of the double-twist operators exchanged in the h  i and h    i
correlators. For this, we will primarily focus on using the coecient of the double poles
in (5.23) to obtain hP , and we will divide it by PMFT to obtain h = =2.17 We also give
an example of calculating OPE coecient corrections in appendix F.2.
15It should be noted that not all dierent decompositions are related to each other via symmetries. For
example, O04 = 
1
2
1 whereas O01 = 
 1
2
1 in (5.27a): this follows from xing b =
1
2
in (5.15) as we noted after
the equation. If we were to x b =   1
2
instead, we would then have a set of K coecients with O04 =  
1
2
1
and O01 = 
1
2
1 , and these new coecients are not related to (5.27a) in any manifestly symmetric way.
16We would like to caution the reader that this statement follows from the symmetries of three-point
structures hO1O2O3ia under the transformation X !  X in embedding space, hence it is true whether the
relevant physical theory has parity symmetry or not, i.e. hO1O2O3ia are merely formal entities and should
not be thought of as physical three-point structures.
17One can further improve these results by considering the residues of (5.23) to obtain P as in (5.25)
or the example in F.2, with which one schematically has h = hP
PMFT+P
up to possible mixing between
dierent twist towers. We have provided all the K coecients needed for these computations.
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As we reviewed in section 2, 6j symbols develop double poles when certain relations
are satised; in the case of (5.23), we have double poles in 0 at 0 = 1 + 2 + J 0 if
1 + 2 = 3 + 4. Here these correspond to double-twist operators [12]. We will stick
to decomposition coecients K with O06 = O6, so taking the coecient of double poles
of (5.23) roughly translates into relating hP[O1O2]

O6 to hP[12]

O6 , where here i are
some ctitious scalar operators. For later convenience, we dene
dpJ;n1 (1; 2;O6)  lim
!1+2+J+2n
( 1 2 J 2n)2 S(34[
eO5])

(s)
O5
 
1 2 O6
2 1 O;J
!
;
(5.28a)
dpJ;n2 (1; 2;O6)  lim
!1+2+J+2n
( 1 2 J 2n)2 S(34[
eO5])

(s)
O5
 
1 2 O6
1 2 O;J
!
;
(5.28b)
which describe the corrections hP with external scalars after the OPE coecients are
stripped o:
hP[12]

O6211
= 11O622O6dp
J;n
1 (1; 2;O6);
hP[12]

O6212
= 212O6dp
J;n
2 (1; 2;O6)
(5.29)
As a reminder, in these formulas  is the normalization for the scalar partial wave.
The particular decomposition we will be using in (5.23) will be the one with O6 kept
constant, hence by taking the coecients of double poles on both sides, we obtain
(hP )ab([O1O2]n;J)

G
(t);fg
O6
=
  326;f146;g
X
i;J 0;n0
Kfgab
 
O1 O2 O3 O4 [O1O2]n;J O6
1 2 2 1 [12]n0;J 0 O6
!
dpJ
0;n0
1 (1; 2;O6)
  326;f146;g
X
i;J 0;n0
Kfgab
 
O1 O2 O3 O4 [O1O2]n;J O6
1 2 1 2 [12]n0;J 0 O6
!
dpJ
0;n0
2 (1; 2;O6): (5.30)
For example, for the leading parity-even tower in the s-channel of h  i, we nd
(hP )11([ ]
+
0;J)

G
(t)
O6
=  iO61  O6dp
J  1
2
;0
1

 
1
2 ; ;O6

  iO62  O6(1  0;l6)
  
J + 12

(J + 1)
(6   1) l6 dp
J+ 1
2
;0
1

  
1
2 ; ;O6

+
2 ( + J   1)2 ( +  + J   2) (2 + 2 + 2J   5)
(6   1) l6 (2 + 2 + 4J   5) (2 + 2 + 4J   3) dp
J  1
2
;0
1

  
1
2 ; ;O6

+
( 2  6 + l6 + 4) (2  6 + l6   1)
4 (6   1) l6 dp
J  1
2
;0
1

 
1
2 ; ;O6
!
: (5.31)
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For the parity-odd tower, we instead have
(hP )22

[ ] 0;J
 
G
(t)
O6
= iO6
1
  O6
 
J+ 12
J+1
dp
J+ 12 ;0
1

 
1
2 ; ;O6

+
2 (2+2J 1)2 ( ++J 1)
(2 +2+2J 3) (2 +2+4J 3) (2 +2+4J 1)dp
J  12 ;0
1

 
1
2 ; ;O6
!
+iO6
2
  O6(1 0;l6)
 
1
(6 1) l6 dp
J  12 ;1
1

  
1
2 ; ;O6

+
(2J+1) ( 2  6+l6+4) (2  6+l6 1)
8 (6 1) (J+1)l6 dp
J+ 12 ;0
1

 
1
2 ; ;O6

+
 
J+ 12

(  1)2
 
 +  52

( ++J 1)
(6 1) (J+1)l6
 
 +  32
  
 ++J  32
dpJ  12 ;01  12 ; ;O6
+
(2+2J 1)2 ( 2  6+l6+4) (2  6+l6 1) ( ++J 1)
2 (6 1) l6 (2 +2+2J 3) (2 +2+4J 3) (2 +2+4J 1)dp
J  12 ;0
1

 
1
2 ; ;O6
!
:
(5.32)
We would like to point out the appearance of dp
J  1
2
;1
1

  
1
2 ; ;O6

which indicates that we
may need to extract the data of non-leading twist scalar towers from the scalar 6j symbol
in order to obtain the leading twist spinning towers. This happens for the cases where the
scaling dimensions of O1;2 and l5 are shifted downwards while the scaling dimension of O5
is shifted upwards. We also note that the absence of 3;4  O6 follows from our parity-denite
choice of three-point structures.18
Using the K coecients given explicitly in the supplementary material, one can simi-
larly obtain all cases for four fermions as well. For brevity, we reproduce here a few cases
for l6 = 0:
(hP )22

[  ]+0;J
 
G
(t)
6
= 1  O6
1
  O6dp
J 1;0
1

 
1
2 ;  
1
2 ; 6

+ 3  O6
3
  6

2J
(6   1)2
dpJ;02

  
1
2 ;  
1
2 ; 6

+
 
 +
J 2
2
  
 + J   32

(6   1)2 ( + J   1)
dpJ 1;02

  
1
2 ;  
1
2 ; 6

; (5.33)
and
(hP )11

[  ]+0;J

= (hP )12

[  ]+0;J

= (hP )21

[  ]+0;J

= 0: (5.34)
18The OPE coecients 3;4  O6 can only appear through the product of 3-point structures hO6i
 h  O6i3;4, which are parity-odd under X !  X in embedding space (see footnote 16 as well). In
the s-channel this can only match to the non-diagonal pieces h O5i1;2h O5i2;1 for which no double pole
appears: (hP )12 ([ ]0;J) = (hP )21 ([ ]0;J) = 0.
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Unlike the parity-even case, parity-odd families have non-zero o-diagonal components:
(hP )34

[  ]+0;J
 
G
(t)
6
=
3  6
3
  6
(6 1)2
 
 dpJ 1;12

  
1
2 ;  
1
2 ; 6

+
J (J+1) (2J+3)
2J+1
dpJ+1;02

  
1
2 ;  
1
2 ; 6

+
(2 +J 2) (2 +J 1) (2 +2J 3) (2 +2J 1) (4 +2J 5)
64 ( +J 1)2 (4 +2J 3)
dpJ 1;02

  
1
2 ;  
1
2 ; 6

+
J (2 +J 1)

83 +2
 
4J2 8J+3  4J2+4(4J 3)2 +4J 3
8 (2  1) ( +J 1) ( +J) dp
J;0
2

  
1
2 ;  
1
2 ; 6
!
;
(hP )43

[  ]+0;J
 
G
(t)
6
= (hP )34

[  ]+0;J
 
G
(t)
6
;
(5.35)
where one can write down (hP )33

[  ]+0;J

6= 0 and (hP )44

[  ]+0;J

6= 0 as well. How-
ever, all non-block-diagonal terms such as (hP )13

[  ]+0;J

are zero as the corresponding
structures do not develop double poles. This is why we do not have terms with the mixed
coecient 1  O6
3
  O6 .
To calculate the scalar coecients dpJ;0i we will use the Lorentzian inversion formula [9,
12, 16], combined with either dimensional reduction of the 3d block [16, 32] or resummations
of the lightcone expansion [20]. Using dimensional reduction we nd for the n = 0 double-
twist operators:
dpJ;01 (1; 2;O6) =  
1X
p=0
pX
q=max( p;p 2J6)
20;0
2h
sin((h6   2h1)) sin((h6   2h2))
A0;0p;q
h1h2h2h1h;h6+p;2h2
 (2(h+ q))
 2(h+ q)

h=h1+h2+J
; (5.36)
dpJ;02 (1; 2;O6) =  
1X
p=0
pX
q=max( p;p 2J6)
2h21;h12
2h
sin2((h6   h1   h2))
Ah21;h12p;q 
h1h2h1h2h;h6+p;h1+h2
 (2(h+ q))
 (h12 + h+ q) (h21 + h+ q)

h=h1+h2+J
:
(5.37)
Here we have dened h = 12(  J), h = 12( + J), hij = hi   hj , and
a;b
2h
=
 (h+ a) (h  a) (h+ b) (h  b)
22 (2h) (2h  1) : (5.38)
The coecients Aa;bp;q come from performing dimensional reduction for 3d blocks in
terms of the chiral, 2d blocks and were found for a = b = 0 in [32].19 For general a and
b we can compute Aa;b
h;h
recursively using the Casimir equation. For explicit results, we
19In comparison to [32] we use Aherep;q = Atherepq
2
;h h+q p, and for eq. (2.35) there we use c
(d)
` =
(d 2)`
( d 22 )`
.
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will mainly be interested in the large spin asymptotics, in which case we can restrict to
p = q = 0 and use Aa;b0;0 = 1. Finally, the function 
 is given by [12]:

h1;h2;h3;h4h5;h6;p =
 (2h5) (h6   p+ 1) (h5 + h12   h6 + p  1) ( h12 + h34 + h6   p+ 1)
 (h5 + h12) (h5 + h34) (h5   h12 + h6   p+ 1)
4F3
"
h23 + h6; h6   h14; h12 + h34 + h6   p+ 1; h6   p+ 1
2h6; h5   h12 + h6   p+ 1; h5   h12 + h6   p+ 2 ; 1
#
+
 (2h6) (h5 + h13 + p  1) (h5 + h42 + p  1) ( h5   h12 + h6   p+ 1)
 (h6   h14) (h23 + h6) (h5 + h12 + h6 + p  1)
4F3
"
h5 + h13 + p  1; h5 + h42 + p  1; h5 + h34; h5 + h12
h5 + h12 + h6 + p  1; 2h5; h5 + h12   h6 + p ; 1
#
: (5.39)
When we study double-twist operators with large spin, or equivalently large h, the rst
4F3 hypergeometric yields the asymptotic, large-spin prediction while the second 4F3 gives
eects which are exponentially suppressed.
By inserting (5.36) and (5.37) into (5.30), we can obtain hP for various double-twist
operators of fermions. Below we will consider some examples.
hP of double-twist towers [ ]

0;l5
due to scalar exchange. From(5.31)and(5.32),
we nd that
(hP )
(p)
11 =  61  6
( 1)l5+1  (6) (sin ( (    + 6)) + sin ( (  )))
 
 
6
2

 

2 +1
4
;

2
;

2
;
2 +1
4
2 +2+4l5 1
4
;
6
2
;
(5.40a)
and
(hP )
(p)
22 =  61  6
( 1)l5  (6) cos
 

 
  62

sin
 

 
 62

 
 
6
2
2

 
(2l5+1)
l5+1


2 +1
4
;

2
;

2
;
2 +1
4
2 +2+4l5+3
4
;
6
2
;
  4 (2+2l5 1)
2 ( ++l5 1)
(2 +2+2l5 3) (2 +2+4l5 3) (2 +2+4l5 1)

2 +1
4
;

2
;

2
;
2 +1
4
2 +2+4l5 1
4
;
6
2
;
!
:
(5.40b)
By expanding the perturbative terms at large l, we can obtain the leading order be-
havior
(hP )11([ ]
+
0;l5
)

G
(t)
6
 61  6
p
( 1)l5+1  (6) 2    2l5+ 52 l + 6 15
 
 
6
2
2
 
  62 +  + 12      62  ;
(5.41a)
(hP )22([ ]
 
0;l5
)

G
(t)
6
 6
1
  6
( 1)l5 ( 2 + 6 + 2)  
 
1
2 (6 + 1)

l
 + 6 2
5
2 + 6+2l5+
1
2  
 
6
2

 
  62 +  + 12      62  :
(5.41b)
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By dividing these by the MFT coecients at large l give in (4.9a), we obtain the anomalous
dimensions at leading order:

[ ]+
0;l5

G
(t)
6
=
2
P
(s)
11
(hP )11

G
(t)
6
=
i6
1
  6
l65
26 
 
1
2
(6+1)

 
 
 +
1
2

  ()p
 
 
6
2

 
 
1
2
( 6+2 +1)

 
 
1
2
(2 6)
 ;
(5.42a)

[ ] 
0;l5

G
(t)
6
=
2
P
(s)
22
(hP )22

G
(t)
6
=   i6
1
  6
l65
26 1
 
6
2
  +1

 
 
6+1
2

 
 
 +
1
2

  ()
p
 (  1)  
 
6
2

 
 6+2 +1
2

 

2 6
2
 :
(5.42b)
hP of parity-even double-twist tower [ ]
+
0;l5
due to stress tensor exchange.
By inserting (5.36) and (5.37) into (5.31), we obtain
(hP )11([ ]
+
0;`5
)

G
(t)
T
=
3 sin (l5)   (l5 +  )  
 
l5 +    12

 
 
l5 +  +    32

2
p
22cT  (l5 + 1)   (   1)  
 
   12

 
 
2l5 +  +    12


 
(2 + 1) (2 + 2 + 4l5   3) 4F3
"
1
2 ;
1
2 ;
3
2  ; 1  
1; l5 + 1; l5     + 52
; 1
#
  4 ( + l5   1) ( +  + l5   2) 4F3
"
1
2 ;
1
2 ;
3
2  ; 2  
1; l5 + 1; l5     + 72
; 1
#
+4

l5 +
1
2

 + l5   1
2

4F3
"
1
2 ;
1
2 ;
3
2  ; 2  
1; l5 + 2; l5     + 52
; 1
#!
+ (non-perturbative terms); (5.43)
where we set
l6 = 2 ; 6 = 3 ; T =  
3 
 
3
2

2(2)3=2
p
cT
; 1  T =
3i(   1)
4
p
cT
; 2  T =  
3i
2
p
cT
;
(5.44)
where cT is the central charge, which here is dened as the normalization of the stress
tensor two-point function. At large spin, the leading order term is then
(hP )11([ ]
+
0;l5
)

G
(t)
T
 3i( 1)
l52
    2l5+4l + 25
3=2cT  (   1)  
 
   12
 ; (5.45)
and we obtain the anomalous dimension via (4.9a):
[ ]+0;l5

G
(t)
T
=
2
P
(s)
11
(hP )11

G
(t)
T
=
1
l5
3
p
2 
 
 +
1
2

  ( + 1)
2cT  (   1)  
 
   12
 : (5.46)
hP of parity-even double-twist tower [  ]+0;l5 due to the exchange of a generic
parity-even operator or parity-odd scalar. Similar to the previous examples, we
obtain the relevant hP by inserting (5.36) and (5.37) into (5.33). As the expressions are
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quite lengthy, we will not reproduce the full results but instead present their asymptotic
forms at large spin. We nd that
(hP )11([  ]
+
0;l5
)

G
(t)
O6
= (hP )12([  ]
+
0;l5
)

G
(t)
O6
= (hP )21([  ]
+
0;l5
)

G
(t)
O6
= 0;
(hP )22([  ]
+
0;l5
)

G
(t)
O6
  1  O62 ( 1)l5+12 2 +6 2l5+l6+2l2  6+l6 
1
2
5  
 
1
2 (l6+6+1)

 
 
1
2 (l6+6)

 
 
1
2 (l6 6+1)+ 
2 ;
(5.47)
where contributions due to 2;3;4  O6 come at subleading order.
20 By dividing by the MFT
coecients given in (4.18), we obtain the anomalous dimension at large spin:
[  ]+0;l5

G
(t)
O6
=
2
P
(s)
22
(hP )22

G
(t)
O6
=

1  O6
2
l6 l65
26+l6 
 
 +
1
2
2
 
 
1
2 (l6+6+1)

p
 
 
1
2 (l6+6)

 
 
1
2 (l6 6+1)+ 
2 :
(5.48)
For example, for stress tensor exchange we can impose (5.44) which yields
[  ]+0;l5

G
(t)
T
=   1
l5
48 
 
 +
1
2
2
cT  (   1)2
; (5.49)
whereas for parity-even scalar exchange it becomes
[  ]+0;l5

G
(t)
6
=

1  O6
2
l65
26 
 
6+1
2

 
 
 +
1
2
2
p
 
 
6
2

 
  62 +  + 122 : (5.50)
For the exchange of a parity-odd scalar in the crossed channel, we still have (hP )ij = 0
unless i = j = 2, which now becomes
(hP )22([  ]
+
0;l5
)

G
(t)
6
  3  62 ( 1)l5 
 
6
2

2 2 +6 2l5+1l2  6 
3
2
5
 
 
1
2 (6 + 1)

 
 
   62
2 ; (5.51)
from which we can extract the anomalous dimension as
[  ]+0;l5

G
(t)
6
=
2
P
(s)
22
(hP )22

G
(t)
6
=

3  6
2
l6+15
26 1 
 
6
2

 
 
 +
1
2
2
p
 
 
6+1
2

 
 
   62
2 : (5.52)
We see that the anomalous dimensions in (5.49), (5.50), and (5.52) match precisely to the
results computed using large-spin expansions in [16].
20We see that this result matches the one calculated using lightcone bootstap methods in [16], once the
change of basis and the dierence in conformal block normalization is taken into account; compare (5.47)
here with (3.30c) there.
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6 Conclusion
In this paper we combined ideas from harmonic analysis for the Euclidean conformal
group [8, 11, 29{31] and the Lorentzian inversion formula [9, 10, 12] to derive the 6j
symbol for fermionic operators in 3d CFTs. That is, by using the Euclidean representation
of the 6j symbol we were able to spin-down the fermionic 6j symbols to the scalar 6j sym-
bols, which in practice are computed with the Lorentzian formula. As an application we
computed the Mean Field Theory OPE coecients using the Euclidean inversion formula.
We also used the relation between conformal partial waves and conformal blocks to study
the inversion of a single block in a fermionic correlator. This determines corrections to the
anomalous dimensions and OPE coecients of the double-twist operators, including both
perturbative and non-perturbative terms in the large spin expansion.
We believe there are many interesting open questions still to consider in this program.
Since the inclusion of non-perturbative eects in the large spin expansion improves analytic
predictions for the Ising and O(2) model it is natural to ask if the same improvement can be
seen in fermionic CFTs. For example, can one make new precise analytic predictions for the
Gross-Neveu-Yukawa models which can be compared with the numerical bootstrap [34, 35]?
In 3d N = 1 SCFTs such as the supersymmetric Ising [36, 37] or Wess-Zumino [38] models,
can one predict analytical trajectories that cannot be accessed using scalar correlators?
More generally in SCFTs it will be interesting to understand the implications of imposing
analytical bootstrap constraints for all external operators in the same supermultiplet.
Furthermore, by understanding how to spin down a fermionic 6j symbol in 3d it is also
now straightforward to go to higher spin. As a simple example, our results could then also
be used to study correlation functions of conserved currents J in the O(N) vector model.
There are many physically relevant observables, such hJJT i, which are only accessible
with spinning correlators. Based on [9, 16, 39] we now know that the current and stress
tensor lie on the double-twist trajectories composed of the fundamental scalars, , so these
correlators are now within reach of analytic methods.
Finally, we note that our results are directly applicable to the study of Witten diagrams
with external fermionic operators. For example, by studying the contribution of the stress
tensor T to a fermionic correlator, e.g. h  i, we can derive the binding energy for
a two-particle state dual to [ ]n;` due to tree-level graviton exchange. The anomalous
dimension, or corresponding 6j symbol, can then be used to bootstrap a graviton loop in
AdS4 [12, 40]. In general, if one wants to study an AdS theory with fermions, we need to
understand the tree-level fermionic correlators to fully determine a one-loop scalar four-
point function. We therefore hope the results presented here are useful in the wider study
of AdS4 correlators.
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A Conventions
A.1 Review of embedding formalism
Our conventions are identical to those of our previous paper [16] so we will be brief here.
First, we will use the mostly plus metric. Since we are studying fermions, we will need the
double cover of the 3d conformal group SO(3; 2), which is Sp(2;R). As is well-known, the
conformal group can be realized linearly in 2 higher dimensions [41{43]. Here this means
we embed representations of Sp(2;R) into projective, null representations of Sp(4; ) in
embedding space. By imposing the appropriate constraints on the higher-dimensional
elds and structures we recover the action of the conformal group on the Poincare section,
XA ! (x; 1; x2) ; (A.1)
where we are working in the lightcone coordinates XA = (X; X+; X ), and X are related
to the Cartesian coordinates as X = X4 X3.
Here we introduce auxiliary spinors [34],
O(x; s) = s1s2 : : : s2lO12:::2l(x);
O12:::2l(x) = 1
(2l)!
@2l
@sa1@sa2 : : : @sa2l
O(x; s);
(A.2)
and we recover the original eld
	(X;S) =
1
(X+) 
 (x; s) (A.3)
by going to the Poincare section and setting
SI =
p
X+
 
s
xs

!
: (A.4)
Here we use the matrices  and   to convert the indices,
XIJ  XA( A)IJ ; x  x() : (A.5)
The 3d gamma matrices are dened as
(0)

 = i(2) ; (1)

 = (1) ; (2)

 = (3) ; (A.6)
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where i are the standard Pauli matrices:
1 =
 
0 1
1 0
!
; 2 =
 
0  i
i 0
!
; 3 =
 
1 0
0  1
!
: (A.7a)
We raise and lower the spinor indices with  = 
 = i(2) , e.g. x = x
 and x =
x
. The embedding space gamma matrices and Sp(4;R) invariant is then dened as:

 = 
I ;  0 = 2
0 ;  1 = I
1 ;  2 = I
2 ;  3 = 0
0 ;  4 = 1
0 (A.8)
with the embedding space metric gIJ = diag ( ;+;+;+; ).
In lightcone coordinates, the gamma matrices take the form
( )IJ =
 
() 0
0 () 
!
; ( +)IJ =
 
0 2
0 0
!
; (  )IJ =
 
0 0
2 0
!
: (A.9)
A.2 Two and three point functions
To describe the embedding space spinor structures, we dene
hS1X2X3 : : : Xn 1Sni   S1 X2 X3   Xn 1  Sn
=  (S1)I(X2)IJ(X3)JK    (Xn 1)LM (Sn)M :
(A.10)
We normalize the operators such that the two-point function takes the form
hO;l(X1; S1)O;l(X2; S2)i = i2l hS1S2i
2l
X2+2l12
: (A.11)
This is the unique result, but once we go to three points there are multiple structures to
consider. We follow the conventions of [33, 34] and write them as:
h12O3i = hS3X1X2S3i
l
X
(123+l)=2
12 X
(231+l)=2
23 X
(312+l)=2
31
; (A.12a)
h 12O3i1 = hS1S3ihS3X1X2S3i
l  1
2
X
(123+l  12)

2
12 X
(231+l  12)

2
23 X
(312+l+ 12)

2
31
; (A.12b)
h 12O3i2 = hS1X2S3ihS3X1X2S3i
l  1
2
X
(123+l+ 12)

2
12 X
(231+l+ 12)

2
23 X
(312+l  12)

2
31
; (A.12c)
h 1 2O3i1 = hS1S2ihS3X1X2S3i
l
X
(123+l+1)=2
12 X
(231+l)=2
23 X
(312+l)=2
31
; (A.12d)
h 1 2O3i2 = hS1S3ihS2S3ihS3X1X2S3i
l 1
X
(123+l 1)=2
12 X
(231+l)=2
23 X
(312+l)=2
31
; (A.12e)
h 1 2O3i3 = (X23hS1S3ihS2X1S3i+X13hS2S3ihS1X2S3i) hS3X1X2S3i
l 1
X
(123+l 1)=2
12 X
(231+l)=2
23 X
(312+l)=2
31
; (A.12f)
h 1 2O3i4 = (X23hS1S3ihS2X1S3i  X13hS2S3ihS1X2S3i) hS3X1X2S3i
l 1
X
(123+l 1)=2
12 X
(231+l)=2
23 X
(312+l)=2
31
; (A.12g)
where Xab   2Xa Xb and abc  a + b  c.
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For integer spin we can also convert to vector notation,
O1:::2J = O1:::J121    
2J 12J
J ;
O1:::J =

 1
2
J
112    J2J 12JO1:::2J ;
(A.13)
where O1:::J is a symmetric traceless tensor. If we introduce the auxiliary polarization
vectors,
z1 : : : zlO1:::l = s1 : : : s2lO1:::2l ; (A.14)
we nd the following relation:
z = ss
 : (A.15)
We can now use these relations to convert two and three-point functions to vector notation
for integer spin. In particular, (A.11) and (A.12a) become
hO;l(X1; Z1)O;l(X2; Z2)i = 1
2l
H l12
Xl12
; (A.16a)
h(X1; Z1)(X2; Z2)O(X3; Z3)i = V
l
3
X
(123 l)=2
12 X
(231+l)=2
23 X
(312+l)=2
31
; (A.16b)
where we dene
H12   2 [(Z1  Z2)(X1 X2)  (X1  Z2)(Z1 X2)] ;
V3  (Z3 X1)(X2 X3)  (Z3 X2)(X1 X3)
X1 X2 ;
(A.17)
in the conventions of [43].
B Partial waves and conformal blocks
In this appendix we will briey review the relation between the conformal partial wave ex-
pansion and the conformal block expansion. The goal is to establish the general dictionary
between the two for general four-point functions. The method we use is not new, but it
will be useful to present the results in our conventions, taking care of signs with fermionic
operators. As in the rest of the paper, we work in d = 3 and suppressed indices will always
go from southwest to northeast.
First recall we dene our denition for the partial wave and shadow transform is:
	
(s);ab
O5 =
Z
ddx5hO1O2O5iahO3O4 eO5ib; (B.1)
S[O](x) =
Z
ddyO(y)hO(y)O(x)i: (B.2)
We will also nd it useful to dene the kinematic functions C:
lim
x1!x2
hO1(x1)O2(x2)O5(x5)ia  CaO1O2O5(x12)hO2(x2)O2(x5)i: (B.3)
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We can then dene s-channel conformal blocks for hO1O2O3O4i as solutions to the
conformal Casimir equation with the following behavior in the limit x3 ! x4 and x1 ! x2:
G
(s);ab
O5 (xi)  C
p
O1O2O5(x12)C
q
O3O4O5(x34)hO5(x2)O5(x4)i: (B.4)
Here we work in Euclidean space and the order of limits does not matter.
With this denition the four-point function has the following conformal block ex-
pansion:
hO1O2O3O4i =
X
O
aO1O2O
b
O3O4OG
(s);ab
O (xi); (B.5)
where we dene the OPE coecients by:
hO1O2O3i
 = aO1O2O3hO1O2O3ia: (B.6)
Now we have to expand the conformal partial wave as a sum of two conformal blocks.
To extract their coecients, we just need to study the integrand in certain limits. We
start by taking the limit x1 ! x2 under the integrand in (B.1) and then performing the x5
integral. In this limit we have:
	
(s);ab
O5 (xi) 
Z
ddx5C
a
O1O2O5(x12)hO5(x2)O5(x5)ihO3O5 eO5(x5)ib
 CaO1O2O5(x12)Sbc(O3O4[ eO5])hO3O4O5(x2)ic: (B.7)
To get the second line we have to reorder the operators in the two-point function and
implicitly raise and lower the spinor indices, so the two possible signs cancel. Taking the
x3 ! x4 limit we nd:
	
(s);ab
O5 (xi)  CaO1O2O5(x12)Sbc(O3O4[ eO5])CcO3O4O5(x34)( 1)55hO5(x2)O5(x4)i: (B.8)
To get the coecient for the other block we take the limit x3 ! x4 under the integrand,
perform the x5 integral and then take the limit x1 ! x2:
	
(s);ab
O5 (xI)  Sac (O3O4[O5])CcO1O2O5(x12)CbO3O4O5(x34)( 1)55hO5(x2)O5(x4)i: (B.9)
We therefore nd the full partial wave is:
	
(s);ab
O5 (xi) = ( 1)55
h
Sbc(O3O4[ eO5])GacO5(xi) + Sac (O1O2[O5])GcbeO5(xi)i : (B.10)
Using the form of the partial wave expansion:
hO1O2O3O4i = hO1O2ihO3O4i+
Z
C
dO(s)ab (; J)	abO ; (B.11)
we nd the following relation between the OPE function and the OPE coecients:
aO1O2O5
b
O3O4O5 =  Res=5(s)ac ( 1)JJScb(O3O4[ eO5])
J=J5
; (B.12)
where we rst set J = J5 and then evaluate the residue.
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C Two and three point pairings
C.1 Two point pairings and plancherel measure
Let us rst consider the pairing of scalar two-point functions. It reads as
h(x1)(x2)i; he(x1)e(x2)i = Z ddx1ddx2
vol(SO(d+ 1; 1))
h(x1)(x2)ihe(x1)e(x2)i
=
1
2dvol(SO(1; 1)) vol(SO(d))h(0)(1)ih
e(0)e(1)i;
(C.1)
where vol(SO(1; 1)) vol(SO(d)) is the stabilizer group for two points and the factor 2d is
the Fadeev-Popov determinant.
As we dene an operator at innity as
O(1)  lim
L!1
L2O(e^L) (C.2)
for a unit vector e^. We have he(0)e(1)i = 1 in our conventions, meaning
h(x1)(x2)i; he(x1)e(x2)i = 1
642vol(SO(1; 1))
: (C.3)
Like we have done for the three-point structures, we can use weight-shifting operators
to relate two-point functions as well. We can rewrite the two-point function of hOOi;J in
terms of weight-shifting operators Da;b acting on hOOi a;J b, integrate by parts, and act
with the adjoint weight-shifting operators
 Da;b / Da; b on the other two-point function.
Schematically,
O O˜ ∝ O′ O˜S ∝ O′ O˜′ :
We can nd the coecient between the rst two diagrams above by direct calculation. For
example, if we choose a = b = 12 , we have
hO1O2i;J =   iD
(+;+)
1A D(+;+)A2
16 (  2)    32 ( + J   2) ( + J   1)hO1O2i  12 ;J  12 ; (C.4)
where we can integrate by parts and carry these dierential operators to the other two-point
function using
D+;+ O 
1
2
;J  1
2

 O3 ;J = O  12 ;J  12    D+;+ O3 ;J =   12JO  12 ;J  12   D+;  O3 ;J :
(C.5)
Carrying out the calculation, we nd that
 hO1O2i;J ; hO1O2i3 ;J = 2J + 1
2J

hO1O2i;J  12 ; hO1O2i3 ;J  12

: (C.6)
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Note that this recursion relation is independent of which weight-shifting operator we choose:
we get exactly the same relation for all a; b = 12 choices.
Using (C.3), we get
 hO1O2i;J ; hO1O2i3 ;J = 2J + 1
642vol(SO(1; 1))
: (C.7)
We can use two explicit expressions for the two-point function to compute the Plancherel
measure. It is easy to see this diagrammatically:
O O =NO O = NO µ(O)vol(SO(1,1)) ;
where we rst make use of S2 = N to convert the pairing into a circle and then identify the
circle as the Plancherel measure up to the volume factor; see [29] for details. Therefore,
we conclude that
(; J) =
vol(SO(1; 1))
N;J hO1O2i
;J  hO1O2i3 ;J ; (C.8)
and we compute it as
(; J) =
(2  3)(  + J + 2)( + J   1)(2J + 1) cot(( + J))
1285
: (C.9)
C.2 Three point pairings
In our conventions we have

h12Oi; he1e2 eOi = ( 2)J Z ddx1ddx2ddx3
vol(SO(d+ 1; 1))
h1(x1)2(x2)O1:::J (x3)i
 he1(x1)e2(x2) eO1:::J (x3)i; (C.10)
which can be calculated by gauge xing

h12OJi; he1e2 eOJi = ( 1)J bCJ(1)
2d J vol(SO(d  1)) ; (C.11)
where 2d is the appropriate Fadeev-Popov determinant. In 3d this reads as
h12OJi; he1e2 eOJi = ( 1)J  (J + 1)
16
p
 
 
J + 12
 ; (C.12)
where we have the convention vol(SO(n)) = vol(SO(n   1))vol(Sn 1) and we used
vol(SO(2)) = 2. As what really matters is only the ratios of group volumes, this choice
does not aect any physical result.
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The pairing of spinning three-point functions can be calculated by reducing them via
the weight-shifting operators and using the scalar pairing above. Schematically,
a c
O3
O1
O2
= MacO1O2O3
O3
φ1
φ2
:
The procedure to calculate the matrix Mac is as follows. We rst expand the h  Oia
and h Oia three-point functions in terms of hOi:
ψ∆11
O∆,J
m φ∆22 =
∑
a=± 12
(K−)ma
ψ∆11
O∆,J
φ∆1+a1
O∆− 12 ,J− 12
φ∆22S
,
ψ∆22
ψ∆11
m O∆,J =
∑
a,b
Kma,b
ψ∆22
ψ∆11
φ∆2+a
φ∆1+b
O∆,JS :
We then integrate by parts and act with the adjoint of these weight-shifting operators on
the other spinning three-point function, which produces hOi up to overall coecients.
By this procedure, we nd that

h 11 22 O;Jim; h 3 11 3 22 O3 ;Jin

=
( 1)J  12    J+ 32
16
p
 (J+1)
 
 1 0
0 1
!
; (C.13a)

h 11  22 O;Jim; h 3 11  3 22 O3 ;Jin

=
8>>>>>>>>>>>><>>>>>>>>>>>>:
( 1)J (J+1)
8
p
 
 
J+ 12

0BBBBBB@
 1 12 0 0
1
2   2J+14J 0 0
0 0 1 0
0 0 0  J+1J
1CCCCCCA J > 0
1
8
 
 1 0
0 1
!
J = 0 :
(C.13b)
D Shadow coecients, partial waves, and Euclidean inversion
D.1 Shadow coecients
We dene the shadow coecients as
hO1O2S[O3]ia = Sab (O1O2[O3])hO1O2 eO3ib; (D.1)
which can be seen in gure 3 in diagrammatic language as well. We reviewed how these
matrices can be computed via weight shifting operators in section 3.2; here we will simply
present the explicit results.
{ 40 {
J
H
E
P09(2020)148
a
O2
O1
S[O] = a
O2
O1
O = Sac (O1O2[O]) c
O2
O1
O
Figure 3. Diagrammatic denition of shadow coecients. Note that a and c label the three-
point structures, and arrows allow us to keep track of scaling dimensions. We use the standard
convention where an operator O;J with an outgoing arrow from a three-point structure enters that
structure as itself. On the contrary, changing the direction of arrow is equivalent to changing O;J
to eO;J  Oe;J  O3 ;J .
In our conventions, we have
S12([  ]O;l) =  
i3=2  (  1)  
 
1
2
 
l+   + 52

 
 
1
2
 
l +  + 72

 
 
7
2
  

 
 
1
2
 
l+ + + 12

 
 
1
2
 
l ++   12
 ;
S11(  [ ]O;l) =
 sin ()   (2 ( 2))  
 
1
2
 
l+   + 52

 
 
1
2
 
l  + + 52

22 5 
 
1
2
 
l++    12

 
 
1
2
 
l ++   12
 ;
S12(   [O;l]) =
3=2( 1)l+1 ( 1) (l+ 1)    1
2
 
l +  + 72

 
 
1
2
 
l  + + 52

 
 
  1
2

 (l +3)    1
2
 
l++    12

 
 
1
2
 
l+ + + 12
 ;
S13([ 1 ] 2O;l) =
i3=2 ( +1+2 2)   (1 1)  
 
1
2
(l+ 1 2+2)

 
 
1
2
(l  1+2+3)

2 
 
7
2
 1

 
 
1
2
(l++1 2)

 
 
1
2
(l +1+2+1)
 ;
S13( 1 [ 2 ]O;l) = S13([ 2 ] 1O;l);
S11( 1 2 [O;l]) =
3=2( 1)l     3
2

 (l+ 1)    1
2
(l +1 2+3)

 
 
1
2
(l  1+2+3)

 ( 1) (l +3)    1
2
(l++1 2)

 
 
1
2
(l+ 1+2)
 ;
(D.2)
where we can get all other nonzero components from the relations
S12([  ]O;l) =  S21([  ] O ;l);
S11(  [ ]O;l) = S22(  [ ]O;l 1);
S12(   [O;l]) =  S21(     [O;l]);
S14([ 1 ] 2O;l)
l
 1 2+2
=
S23([ 1 ] 2O;l)
 +1+2+l 1
2( 1 2+2)
=
S24([ 1 ] 2O;l)
  +1+2+l 12( 1 2+2)
= S13([ 1 ] 2O;l);
S31([ 1 ] 2O;l)
  1+2+l+2
+1 2 2
=
S32([ 1 ] 2O;l)
2l
+1 2 2
=
S41([ 1 ] 2O;l)
  1+2+l+2
+1 2 2
=
S42([ 1 ] 2O;l)
  2(+1 2 1)+1 2 2
= S13([ 1 ]  2O ;l);
S14( 1 [ 2 ]O;l)
  l 1 2+2
=
S23( 1 [ 2 ]O;l)
 +1+2+l 1
2( 1 2+2)
=
S24( 1 [ 2 ]O;l)
 +1+2+l 1
2( 1 2+2)
= S13( 1 [ 2 ]O;l);
S31( 1 [ 2 ]O;l)
 +1 2+l+2
 1+2 2
=
S32( 1 [ 2 ]O;l)
2l
 1+2 2
=
S41( 1 [ 2 ]O;l)
 1+2 l 2
 1+2 2
=
S42( 1 [ 2 ]O;l)
2( 1+2 1)
 1+2 2
= S13(  1 [ 2 ]O ;l);
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S21( 1 2 [O;l])
  2 32( 1)
=
S22( 1 2 [O;l])
  2 1
= S11( 1 2 [O;l]);
S33( 1 2 [O;l])
( 1) (+1 2 2) ( 1+2 2) ( 2)l2 ( 2)l =
S11(  1  2 [O+1;l])
2(2 3)( +l+2)(+l 1) ;
S44( 1 2 [O;l])
 ( 2) (( 1)2 21 22+212)+( 1)l2+l l
=
S11(  1  2 [O+1;l])
2(2 3)( +l+2)(+l 1) ;
S34( 1 2 [O;l])
(2 3) (2 1) l =
S43( 1 2 [O;l])
(2 3) (1 2) (l+1) =
S11(  1  2 [O+1;l])
2(2 3)( +l+2)(+l 1) : (D.3)
The block (anti-)diagonal form of shadow matrices reects the property that shadow
transformation is parity-denite and that we have chosen our three-point structures with
denite parity. As the two point function in (2.5) carries a denite parity, the shadow
matrix relates the same (opposite) parity structures if the shadowed operator is of integer
(half-integer) spin; this is why, say, Sab ([ ] O) is block anti-diagonal whereas Sab (  [O])
is block diagonal.21
D.2 Bubble coecients and partial wave normalization
One of the interesting pairings that we can consider is the so-called bubble integral22
h   eO0(x)    i  Z ddx1ddx2hO1(x1)O2(x2)O0(x)ia  h eO1(x1) eO2(x2) eO(y)ib
= OO0(x  y)BabO1O2;Oh   eO(y)    i; (D.4)
which we can see in gure 4 in diagrammatic language. By imposing O0 = O and taking
the trace of both sides without acting on h   eO0(x)    i, we can relate the bubble coecient
BabO1O2;O to the three point pairing and the Plancherel measure:
BabO1O2;O =

hO1O2Oia; h eO1 eO2 eOib
 (O) : (D.5)
One straightforward usage of these bubble matrices is the calculation of the partial
wave normalization. We dene the s-channel partial wave as the gluing of two three-point
functions
	
(s)ac
O (xi) =
Z
ddxhO1O2O(x)ia  hO3O4 eO(x)ic = a c
2
1
O
3
4
: (D.6)
21We remind the reader that what we refer to here as parity is simply the inversion Xi !  Xi in
embedding space.
22This follows from the irreducibility of representations. See (2.32) of [29].
{ 42 {
J
H
E
P09(2020)148
a c
O1
O2
O′ O = δOO′BacO1O2;O O
Figure 4. We dene the bubble annihilation matrix B as shown in the gure, where we suppress its
possible dependence on O1 and O2. One can explicitly calculate B by removing the gray blob above
and connecting both ends: this relates B times Plancherel measure to pairing of two three-point
functions, which can then be calculated by going to a xed conformal frame and carrying out the
explicit calculations. A similar calculation is carried out in 4d in [29], see appendix C there. Here
we repeated it for 3d.
The normalization of the partial wave is then given by its pairing with itself, that is
	
f(s)ab
O5 ;	
(s)cd
O6

=
Z
ddx1 : : : d
dx6
SO(d+ 1; 1)
h eO1 eO2O5iah eO3 eO4 eO5ibhO1O2O6ichO3O4 eO6id; (D.7)
where  in the rst argument of the pairing indicates that external operators Oi are
replaced by eOi. The integral is invariant under conformal transformations, so we also
divide by its volume to obtain a nite result. We will follow the presentation of [29],
specically section 2.7, although there are additional subtleties because we are working
with fermions.
First we perform the x3;4 integrals to obtain
	
f(s)ab
O5 ;	
(s)cd
O6

= O5 eO6( 1)2lO6BbdeO3 eO4;O6

h eO1 eO2 eO6ia; hO1O2O6ic ; (D.8)
where ( 1)2lO6 follows from the change of the order of the three-point functions. Next we
use (D.5) to nd the more symmetric form:

	
f(s)ab
O5 ;	
(s)cd
O6

=
O5 eO6( 1)2l6
 (O6)

h eO1 eO2 eO6ia  hO1O2O6ich eO3 eO4O6ib  hO3O4 eO6id :
(D.9)
Note that changing the order of the three-point functions brings an overall sign
( 1)2(l1+l2+l3+l4) = 1.23 Additionally, for our relevant cases, we will only deal with pairings
of h 1 2Oi and h Oi which are all independent of scaling dimensions. Since we also have
 (O) = ( eO), the partial wave normalization satises the following symmetries:
	
f(s)abeO ;	(s)cdO

=

	
(s)cd
O ;	
f(s)abeO

; (D.10a)
	
f(s)abeO ;	(s)cdO

=

	
f(s)cdeO ;	(s)abO

: (D.10b)
23That this term is 1 follows from Lorentz invariance as we need an even number of fermions in a non-zero
vacuum expectation value.
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D.3 Partial wave expansion and Euclidean inversion formula
An n-point correlator can be expanded as a tensor product of two irreducible represen-
tations of the Euclidean conformal group, which basically provides us with an integral
representation of a higher-point correlator in terms of lower point ones. This has been
known for almost half a century since the early work of Dobrev et al. [31] and was revived
in recent years [8, 9, 11, 29]. In the notation of [11], we can schematically write
hO1    Oni =
Z
dO
Z
ddxhO1(x1)O2(x2)O(x)iaP aO(x3; : : : xn;x) (D.11)
for a generic n-point correlator. This corresponds to the following diagram
n
3
n− 1
4 2
1
... =
∫
dO µ(O)〈O˜1O˜2O˜〉c·〈O1O2O〉a
n
3
a c
n− 1
4
...
1′
2′
O
1
2
;
(D.12)
where we identify
PaO(x3, . . . , xn;x)
.
= µ(O)〈O˜1O˜2O˜〉a·〈O1O2O〉c
n
3
c O(x)
n− 1
4
...
1′
2′
: (D.13)
Here the integration measure is dO = 2JJ 0 (s  s0) and it is dened over the principal
series such that  = d2 + is. We are glossing over the details in this quick review and refer
the reader to [11, 29] for more details.
Let us consider this general expression in the case of hO1O2O3O4i. For four-point
functions, we can decompose P aO(x3; x4;x) in terms of three-point structures:
P aO(x3; x4;x) = 
(s)
ab (O)hO3(x3)O4(x4) eO(x)ib: (D.14)
Here 
(s)
ab (O) are partial wave expansion coecients and are related to OPE coecients
via (3.17).
With (D.6), we can use the equation above to obtain the partial wave expansion24 of
four-point function:
hO1O2O3O4i = hO1O2ihO3O4i+
Z
C
dO(s)ab (O)	(s)abO (xi): (D.15)
24In some papers P aO(x3; : : : ; xn;x) is referred to as conformal partial wave as well. We will not be using
these objects in this paper and will reserve this term for 	abO dened in (D.6).
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Note that we are explicitly writing the identity contribution as the identity block is
actually orthogonal to the partial waves, hence it cannot be expanded in terms of them [9].
It is further argued in [10] that there may be other non-normalizable contributions to the
four-point function that need to be written out explicitly. In particular, any scalar operator
with  < d2 gives such a contribution. We will assume that either there is no scalar with
 < d2 in the spectrum of the theory or that their contributions can be obtained by analytic
continuation from the principal series.
In (D.15), we also specied that the integration is over the contour C, where recall
that we dened
Z
C
dO 
1X
JO=0
d
2
+i1Z
d
2
dO
2i
;
Z
C0
dO 
1X
JO=0
d
2
+i1Z
d
2
 i1
dO
2i
(D.16)
for convenience. Also, note that we give the expansion in terms of s-channel partial waves.
This is indicated by the explicit (s) superscript on  and 	. Additionally, we leave the
dependence of  and  on external operators implicit.
The denition of  in (D.14) is diagrammatically shown in gure 5. We can pair both
sides with a three-point function and obtain the Euclidean inversion formula:

(s)
ab (O5) =
R
ddx1 : : : d
dx5(O5)h eO1 eO2 eO5ic  hO1O2O3O4i  h eO3 eO4O5id
h eO1 eO2 eO5ia; hO1O2O5ichO3O4 eO5id; h eO3 eO4O5ib : (D.17)
Note that we can rewrite this as

(s)
ab (O) =
R
ddx1 : : : d
dx5h eO1 eO2 eO5ic  h eO3 eO4O5id  hO1O2O3O4i
( 1)2JO5
(O5)

h eO1 eO2 eO5ia; hO1O2O5ich eO3 eO4Oib; hO3O4 eO5id ; (D.18)
which we recognize to be

(s)
ab (O) = O(ac)(bd)

	
f(s)cdeO (xi); hO1O2O3O4i

: (D.19)
We could have derived this result by starting from the partial wave expansion of
gure 6, pairing it with 	
f(s)cdeO , and utilizing the orthogonality of the partial waves.25
25When we pair the partial wave expansion (D.15) with a partial wave, there is actually another term
coming from the pairing of identity exchange with the partial wave. However the pairing of identity exchange
with the partial wave of the same channel is proportional to a tadpole diagram:
2
1
3
4
,
2
1
3
4
O

∝ O :
Such diagrams are zero by the irreducibility of the representations unless O = 1, which is never the case
for the partial waves on the principal series.
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c
4
3
1
2
O = ρ(s)ba (O)
〈O˜1O˜2O˜〉c·〈O1O2O〉b
µ(O) a
4
3
O
Figure 5. We can take the denition of  to be the coecient of the three-point function
hO1O2Oia, which we obtain by pairing a four-point correlator hO1O2O3O4i with a three-point
structure hO3O4Oic. Note that the overall coecient also depends on the bubble coecient B
which is a calculable kinematic term. By pairing both sides with hO1O2 eOie, we can reduce this
relation to the more standard denition generally used in the literature, such as (2.33) of [12], (2.40)
of [29], or (1.6) of [10]. Note that these references use dierent conventions so the formulas are not
entirely the same.
Figure 6. Diagrammatic illustration of the s-channel partial wave expansion of the four-point
function, assuming that the identity contribution is the only non-normalizable contribution. Instead
of separating it, we can deform it onto the principal series and deform back after the analytic
continuation from principal series to physical poles.
We would like to remind the reader that the diagrams, albeit useful, are to be con-
sidered as schematic expressions only. In particular, they are agnostic to possible signs
associated to the orderings of fermions. As an example, consider (D.12): the equation it
stands for is
hO1O2O3    Oni =
Z
dO(O)
Z
ddxddx01d
dx02
hO1O2O(x)iah eO(x) eO02 eO01ichO01O02O3    Oni
h eO eO2 eO1ia; hO1O2Oic ;
(D.20a)
but not
hO1O2O3    Oni 6=
Z
dO(O)
Z
ddxddx01d
dx02
hO1O2O(x)iahO01O02O3    Onih eO(x) eO02 eO01ic
h eO eO2 eO1ia; hO1O2Oic :
(D.20b)
However, one cannot deduce this from the diagram alone.
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a
d
bc
5 4
3
62
1
Figure 7. Diagrammatic form of 6j symbol

	
f(s)cdeO5 ;	(t)abO6

as a tetrahedron.
E Symmetries of 6j symbols
By representing the 6j symbol as a tetrahedron as in gure 7, we can reveal its symmetries,
as was done in [12]. Explicitly, we can consider the three transformations:
S1 Rotation around the axis that passes through the vertex a and the center of the
triangle bcd, generated by the permutation (1e5e4)(e154)(236)(e2e3e6)(bcd):(
O1O2O6
O3O4O5
)cdab
= ( 1)2lO6
( eO5O3O2
O6 eO1O4
)dbac
: (E.1a)
S2 Rotation around the axis that passes through the vertex c and the center of the
triangle abd, generated by the permutation (125)(e1e2e5)(e346)(3e4e6)(bad):(
O1O2O6
O3O4O5
)cdab
= ( 1)2lO1
(
O2O5 eO3eO4O6O1
)cbda
: (E.1b)
S3 Reection with respect to the plane that passes through the points c, d, and the mid-
point of the line segment ab, generated by the permutation (12)(e1e2)(34)(e3e4)(6e6)(ba):(
O1O2O6
O3O4O5
)cdab
= ( 1)2lO6
(
O2O1 eO6
O4O3O5
)cdba
: (E.1c)
The overall phases in the front follow from the fermionic nature of the correlators and can
be checked explicitly.
The validity of (E.1) depends on the choice of three point basis. For example, the rst
two equalities require us to work in a basis which respects the cyclic permutations; i.e., we
should have hO1O2O3ia = hO2O3O1ia = hO2O3O1ia. Generically, we can always nd a
basis which respects this property.
The equality (E.1c) on the other hand requires the basis to respect inversions, i.e.
we should have hO1O2O3ia = hO2O1O3ia. We can always choose a basis to respect this
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unless we have lO1 = lO2 . In that case, we can no longer choose two independent bases
hO1O2O3ia and hO2O1O3ia to satisfy the required equality; we need the same basis to
satisfy this condition. However, if we work in a parity denite basis, all nonzero 6j symbols
will have an even number of parity odd three-point structures, therefore the equality holds.
Assuming we are in such a basis, we can use following relations to derive all permutations:
S13 = S23 = S32 = E with (S2  S1)2 = (S3  S1)4 = (S3  S2)2 = E: (E.2)
In summary, we can derive (E.1) and similar identities by considering the inversions
and rotations of the tetrahedron and are valid in a parity denite basis with a cyclic
property. These conditions are trivially satised for external scalars as there is only one
three-point structure.
An interesting set of transformations is the one that does not move the edges 5; 6.
There are only three such permutations:
(12)(e1e2)(34)(e3e4)(6e6)(ab);
(5e5)(23)(e2e3)(14)(e1e4)(cd);
(13)(e1e3)(24)(e2e4)(5e5)(6e6)(ab)(cd); (E.3)
which yields
(
O1O2O6
O3O4O5
)cdab
= ( 1)2lO6
(
O2O1 eO6
O4O3O5
)cdba
= ( 1)2lO5
(O4O3O6
O2O1 eO5
)dcab
= ( 1)2lO5+2lO6
(
O3O4 eO6
O1O2 eO5
)dcba
:
(E.4)
But we also know how to relate
nO1O2O6
O3O4 eO5
o
to
n
O1O2O6
O3O4O5
o
, and likewise for O6, due to
shadow symmetry of the partial waves.
We may also be interested in interchanging O5;6 in the 6j symbol, and this can be
achieved with the transformation T = (1e1)(2e4)(3e3)(56)(ad)(bc):
(
O1O2O6
O3O4O5
)cdab
= ( 1)2(lO5+lO6)
( eO1 eO4O5eO3 eO2O6
)badc
: (E.5)
Likewise, with the transformation T = (1e3)(2e2)(4e4)(5e6)(ac)(bd), we get
(
O1O2O6
O3O4O5
)cdab
=
( eO3 eO2 eO5eO1 eO4 eO6
)abcd
: (E.6)
F OPE coecients
F.1 MFT coecients for higher twist towers
In section 4 we presented the MFT coecients for the leading twist towers; in this appendix,
we present the results for higher twist towers.
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For h  i.
P
(s)
11 ([ ]n;J ) =
(2J+1)22 4 (J+1) cos ( ( +))   (n+  1)  
 
n+  12

  (J+n+ )
3=2n! 
 
J+ 3
2

  (  1)  
 
 +
1
2

  (2 1)  (J+n+1)
 (2 +2+4J+4n 3)  
 
J+n+  12

 
  2n   + 72
 
 
2J+2n++   12

 
 
n++   52

 
 
J+n++   32

  (J+2n++  1)
 
 
J+2n++   32
 ; (F.1a)
P
(s)
22 ([@ ]n;J ) = P
(s)
11 ([ ]n;J )
 ( +n 1)
 
+J+n  12
  
 ++n  52
  
1
2
( ++J 1)+n

2(J+n+1)
 
1
4
(2 +2 5)+n
  
 ++J+2n  32
  
J+ 1
4
(2 +2+4n 3)
 :
(F.1b)
For h 1 2 2 1i.
P
(s)
[ 1 2 ]n;J
=  
 
n(1+2+2J+2n 2)
4J c1 c2
c2 (1+2+J+2n 2) (1+2+2J+2n 2) c3
!
  
 
J+n+2 12

 
 
J+n+1+2 52

  (J+2n+1+2 3)
  (2n+1+2 3)  
 
J+2n+1+2 52

  (2J+2n+1+2 1)
 
 
J+32

  (n+1 1)   (n+2 1)   (n+1+2 3)  
 
J+n+1 12

(J+1)n!  (1 1)  
 
1+
1
2

  (2 1)  
 
2+
1
2

 (J) 
 
J+n+32
 ; (F.2)
and
P
(s)
[ 1 2 ]n;J
=  221+22 6
 
1+J
2 d1 d2
 d2  J2 d3
!
 
 
J+32

(1+2+2J+2n 1)   (n+1 1)   (n+2 1)   (n+1+2 2)
 (21 1) (22 1) (J+1)n!  (21 2)   (22 2)  (J+1) 
 
J+n+32

 
 
J+n+1 12

 
 
J+n+2 12

 
 
J+n+1+2 32

  (J+2n+1+2 2)
  (2n+1+2 2)  
 
J+2n+1+2 32

  (2J+2n+1+2)
; (F.3)
where
c1 = 4J
2 (1 + 2 + n  3) + 4J (1 + 2 + n  3) (1 + 2 + 2n  2)
+ (1 + 2 + 2n  3) (21 + 22 + 2n  5) ;
c2 = 4n

1 + 2 + n  7
2

1
2
(1 + 2 + J   2) + n

J +
1
2
(1 + 2 + 2n  2)

;
c3 = J
2 + J (1 + 2 + 2n  2) + (2n+ 1) (1 + 2 + n  3) ;
d1 = 2J
2 (1 + 2 + 2n  2) + (21 + 2n  1) (1 + 2 + 2n  2) (22 + 2n  1)
+ J
  91   92 + 2  21 + 22 + 412 + 6n2 + (61 + 62   9)n+ 6 ;
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d2 = (1  2) J(J + 1)

1 + 2 + J + 2n  3
2

;
d3 = J
  111   112 + 2  21 + 22 + 412 + 6n2 + (61 + 62   11)n+ 10
+ 4 (1 + n  1) (2 + n  1) (1 + 2 + 2n  1) + 2J2 (1 + 2 + 2n  2) :
(F.4)
For h    i.
P
(s)
[   ]n;J
= n
( 1)J+1  ( 1)J + 1 2 2J 4n+1   J + 32  (n+    1)   (n+ 2   3)
(1  2 )2  (J + 2) (n+ 1)  (2 (   1))2  
 
J + n+ 32

  
 
J + n+    12

 
 
J + n+ 2   52

  (J + 2n+ 2   3)
 
 
n+    32

  (J + n+    1)  
 
J + 2n+ 2   52
  c1 c2
c2
1
nc3
!
; (F.5)
and
P
(s)
[  ]n;J
=
( 1)J2 2J 4n   J+32  (n+ )   (n+2  2)   (J+2n+2 )
(1 2 )2  (J+2) (n+1)  (2  2)2  
 
J+n+32

 
 
J+2n+2  32

 
 
J+n+ +
1
2

 
 
J+n+2  32

 
 
n+  12

  (J+n+ )
0B@ (1+( 1)
J)(J+1)
J+2(n+  1) 0
0
( 1+( 1)J)J
J+2n+2  1
1CA ;
(F.6)
where
c1 = 4J
2 (2 +n 3)+8J ( +n 1) (2 +n 3)+(2 +2n 3) (4 +2n 5) ;
c2 = 2J (4 +2n 7) (J+2 ( +n 1)) ;
c3 = 4J (J+2 ( +n 1))
 
J2+2J ( +n 1)+(2n+1) (2 +n 3)

:
(F.7)
F.2 Corrections to OPE coecients for [ ]+0
In (5.23) we related the OPE function of spinning operators to the scalar 6j symbols, which
we reproduce for reader's convenience:
(s)ac (O)Scb(O3O4[ eO]) 
G
(t);fg
O6
= 326;f146;g
X
i;O0;O06
Kfgab
 
O1 O2 O3 O4 O O6
1 2 3 4 O0 O06
!
S(34[fO0])

(s)
O0
 
1 2 O06
3 4 O0
!
: (F.8)
By taking the double poles in  on both sides, we can extract hP for spinning operators in
terms of scalar data, which we detailed and illustrated in section 5.3. In this appendix, we
will use this equation to extract correction to OPE coecients for double twist operators
[ ]+0 due to an exchange of a scalar in the crossed channel.
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We see in (5.31) that the hP for [ ]+0;J reads as
(hP )11([ ]
+
0;J)

G
(t)
6
=  i61  6dp
J  1
2
;0
1

 
1
2 ; ; 6

;
(hP )12([ ]
+
0;J)

G
(t)
6
= (hP )21([ ]
+
0;J)

G
(t)
6
= (hP )22([ ]
+
0;J)

G
(t)
6
= 0;
(F.9)
as only the rst term in (5.27a) contributes. For (P ) on the other hand, we do not need
double poles (single poles are sucient) and there are also cross terms, hence we have
(P )11([ ]
+
0;J)

G
(t)
6
=  i61  6p
J  1
2
;0
1;+ ;
(P )12([ ]
+
0;J)

G
(t)
6
=  63  6

i (2l5 + 1)
6   1 p
J+ 1
2
;0
1; 
+
8i ( + l5   1) ( + l5   1) ( +  + l5   2)
(6   1) (2 + 2 + 4l5   5) (2 + 2 + 4l5   3)p
J  1
2
;0
1; 

;
(P )12([ ]
+
0;J)

G
(t)
6
= i6
3
  6
1
6   1p
J  1
2
;0
2;  ;
(P )22([ ]
+
0;J)

G
(t)
6
= 0;
(F.10)
where we dene the shorthand notation
pJ;ni;  pJ;ni

 ; ; ;  
1
2 ; 6

(F.11)
for
pJ;n1 (1; 2; 3; 4;O6)  lim
!1+2+J+2n
( 1 2 J 2n) S(34[
eO;J ])

(s)
O;J
 
1 2 O6
3 4 O;J
!
;
(F.12a)
pJ;n2 (1; 2; 3; 4;O6)  lim
!3+4+J+2n
( 3 4 J 2n) S(34[
eO;J ])

(s)
O;J
 
1 2 O6
3 4 O;J
!
:
(F.12b)
We can compute p similar to dp and include both perturbative and nonperturbative
corrections to OPE coecients. For brevity, we only reproduce the leading piece of the
perturbative correction at large l:
(P )([ ]+0;`5)

G
(t)
6
=
i
p
( 1)l5  12 2   +6 2l5+ 52 l + 6 15
 
  62 +  + 12      62 

0BBB@
 61  6
 

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where Ha is the Harmonic number. As a consistency check, we see that setting
6 ! 0 ; 6 ! 1 ; 1  6 ! i ; 3  6 ! 0 (F.14)
reduces the result to the MFT coecient (4.10a).
G K coecients
In this appendix, we present the explicit expression for the K coecients dened in (5.24)
for h  i. As there are a dierent number of three-point tensor structures depending on
whether l5;6 = 0, the minimal complete set of nonzero K coecients diers for each case.
We already presented the results for h  i with l6 = 0 in (5.27a), so we will detail the
h  i with l6 6= 0 below. For h 1 2 2 1i and h    i, the coecients become quite
lengthy so we do not reproduce them here; please see the supplementary material for their
explicit expressions.
For the correlator h  i, the list below constitutes a sucient set of nonzero K
coecients if the exchanged operator in t-channel is not a scalar.26 For convenience, we
use the same shorthand notation as earlier:
abc = a + b + c ; 
c
ab = a + b  c: (G.1)
The coecients are:
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