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Using a modification of the Shapiro scaling approach, we derive the distribution of con-
ductance in the magnetic field applicable in the vicinity of the Anderson transition. This
distribution is described by the same equations as in the absence of a field. Variation of the
magnetic field does not lead to any qualitative effects in the conductance distribution and
only changes its quantitative characteristics, moving a position of the system in the three-
parameter space. In contrast to the original Shapiro approach, the evolution equation for
quasi-1D systems is established from the generalized DMPK equation, and not by a simple
analogy with one-dimensional systems; as a result, the whole approach became more rigorous
and accurate.
1. Introduction
It is well-known that conductance of a disordered
system is a strongly fluctuating quantity: its root-
mean-square deviation in the metallic phase does not
depend on the system size [1, 2] and becomes compa-
rable with its mean in the vicinity of the Anderson
transition; as a result the problem of its distribu-
tion W (g) arises. Here and below g = hG/e2 is a
dimensionless conductance, which is determined by
conductance G of a sample in quantum units e2/h.
In the recent paper [3], using a modification of
the Shapiro approach [4, 5], we have introduced
the two-parameter family of conductance distribu-
tions W (g), which is in one-to-one correspondence
with conductance distributions of quasi-1D systems
of size Ld−1 × Lz (d is a dimension of space), char-
acterizing by parameters L/ξ and Lz/L (ξ is the
correlation length). Investigation of this family al-
lowed to describe all essential features of the distri-
bution W (g), established in numerical experiments,
and reproduce the results for its cumulants derived
in the sigma-model formalism [6]. The approach of
[3] is based on the evolution equation for the distri-
bution P (ρ) of dimensionless Landauer resistances
[7] (ρ = 1/g) for one-dimensional systems, which
are arranged by a certain scheme to compose the
d-dimensional system [4, 5]. At first glance, general-
ization of these results [3] for the case of a non-zero
magnetic field presents no problem: one should only
use the 1D evolution equation without assumption of
time-reversal invariance. However, realization of this
scheme (Sec.2) meets two difficulties: (a) disagree-
ment in the number of essential parameters, and (b)
incorrect estimation of the critical behavior in 2 + ǫ
dimensions. Analysis of these contradictions leads
to conclusion (Sec.3) that they are related with a
qualitative difference between quasi-1D and strictly
one-dimensional systems in presence of the magnetic
field. Replacement of the 1D evolution equation
by the generalized Dorokhov–Mello–Pereyra–Kumar
(DMPK) equation [8] eliminates the indicated prob-
lems (Sec.4). The evolution equation for P (ρ) de-
rived from the generalized DMPK equation (Sec.5)
has the same structure as in the 1D case but with
variable coefficients. The latter explains the origin
of indicated difficulties, but becomes inessential af-
ter transition to the d-dimensional case (Sec.6). As a
result, the conductance distribution in the magnetic
field is described by the same equations as in the
absence of a field; however, one of irrelevant param-
eters becomes relevant. Therefore, variation of the
magnetic field does not lead to any qualitative effects
in the conductance distribution and only changes its
quantitative characteristics, moving a position of the
system in the three-parameter space. These conclu-
sions are in accordance with numerical experiments
[9, 10].
2. The simplest scheme
The approach used in the paper [3] is based on the
large-scale constructions by Shapiro [4, 5], analogous
to the Migdal–Kadanov transformation in the usual
1
Figure 1: Large-scale constructions used in the
Shapiro scheme: the cubical blocks of size L are ar-
ranged into quasi-1D systems of length Lz, whose
parallel connection composes the d-dimensional cube
of the larger size.
phase transitions theory [11, 12]. Firstly, b cubical
blocks of size L are arranged successively to form
a quasi-one-dimensional system (Fig.1), and then a
parallel connection of bd−1 quasi-1D chains composes
the d-dimensional cube of size bL. For simplicity,
the quasi-1D systems are supposed to be isolated by
dielectric inter-layers (Fig.1); however, in the large
L limit the concentration of the auxiliary dielectric
phase tends to zero, and the Shapiro scheme looks
well-grounded. Only the latter limit will be of inter-
est for us (see a detailed discussion in [3]).
According to the one-parameter scaling hypothe-
sis [13], all properties of the cubic system of size L
are completely determined by the ratio L/ξ. The
properties of the quasi-1D system, composed of cu-
bical blocks, are specified by the properties of the
single block (L/ξ) and a number of cubes (Lz/L), so
for conductance
g = F
(
L
ξ
,
Lz
L
)
. (1)
Setting L = a (a is the atomic spacing), one comes to
conclusion, that the conductance distribution W (g)
of the quasi-1D system corresponds to a certain con-
ductance distribution of the strictly one-dimensional
system 1. This conclusion agrees with the fact that
1 We shall return later to validity of this statement. For
the moment it suffices to note that this statement is rigorous
in the framework of the orthodox scaling of the paper [13].
Figure 2: In one-dimensional systems, the transfer
matrix Tˆ relates amplitudes of plane waves on the
left and on the right of a scatterer.
the well-known evolution equation for 1D systems
[4, 14, 15, 16, 17]
∂P (ρ)
∂L
= α
∂
∂ρ
[
ρ(ρ+ 1)
∂P (ρ)
∂ρ
]
(2)
allows two-parameter generalization
∂P (ρ)
∂L
= α˜
∂
∂ρ
[
−γ(2ρ+ 1)P (ρ) + ρ(ρ+ 1) ∂
∂ρ
P (ρ)
]
,
(3)
so parameters L/ξ and Lz/L of equation (1) are in
one-to-one correspondence with parameters α˜L and
γ specifying the solution of (3). We do not try to
establish a character of this correspondence for any
specific situations but investigate all family of dis-
tributions in whole. The properties of a quasi-1D
system are described by equation (3) and can be con-
sidered as known in principle, so transition to the d-
dimensional case presents no problem: it is sufficient
to come from P (ρ) toW (g) and find the distribution
of a sum of bd−1 independent random quantities with
the same distribution W (g). This procedure can be
realized in the differential form [3, 4, 5] and leads to
the evolution equation describing the d-dimensional
system (Sec.6).
In description of one-dimensional systems, it
is convenient to consider each scatterer as
”a black box”, characterizing by a transfer matrix
Tˆ , relating amplitudes of the plane waves on the left
(Aeikx+Be−ikx) and on the right (Ceikx+De−ikx)
of the scatterer (Fig.2):(
A
B
)
= Tˆ
(
C
D
)
. (4)
A successive arrangement of scatterers corresponds
to multiplication of transfer matrices. In the pres-
ence of time-reversal invariance, the transfer matrix
allows a parametrization [18]
Tˆ =
( √
ρ+1 e−iϕ −√ρ e−iθ
−√ρ eiθ √ρ+1 eiϕ
)
, (5)
2
so one should consider the mutual distribution func-
tion P (ρ, ϕ, θ) for the parameters entering (5). In
the product of n transfer matrices the distribution
of phases ϕ and θ is usually stabilized for large n, so
Pn (ρ, ϕ, θ) = Pn (ρ)P (ϕ, θ) . (6)
If distribution of phases is uniform (P (ϕ, θ) =
const), then equation (2) is valid, while in the gen-
eral case one obtains Eq.3 with parameters
γ =
1− 2A0
2A0
, α˜ = 2αA0, A0 =
〈
sin2(ϕ− θ)〉 .
(7)
From the above discussion one can see a simple
way to generalize the described procedure to the case
of the non-zero magnetic field. It is sufficient to re-
place the transfer matrix (4) by the more general
expression
Tˆ =
( √
ρ+1 e−iϕ −√ρ e−iθ+iζ
−√ρ eiθ √ρ+1 eiϕ+iζ
)
, (8)
which is valid without assumption of the time-
reversal invariance2, and repeat derivation of the
evolution equation (see Appendix 1); as a result, we
come to the same equation (3) with parameters
γ =
1− 2A0
2A0
, α˜ = 2αA0 , A0 =
〈
sin2(ϕ− θ + ζ)〉 .
(9)
One can see that a presence of the magnetic field
leads to the only effect that the phase ζ, being
strictly equal to zero in the absence of a field, ac-
quires a certain stationary distribution; this changes
coefficients of Eq.3 but does not change its structure.
Using results of [3], we come to conclusion that the
conductance distribution in the d-dimensional case is
described by the same equations, as in the absence
of a field.
However, on a closer examination the described
scheme meets two difficulties. Firstly, in the pres-
ence of the magnetic field, Eq.1 is replaced by
g = FH
(
L
ξ
,
Lz
L
,
L
lH
)
, (10)
where lH = (ch¯/2eH)
1/2 is the magnetic length.
Setting L = a, we see that in description of one-
dimensional systems one should have three essential
parameters, and not two, as in Eq.3.
2 For definiteness, we keep in mind the case of the external
magnetic field, while the following analysis is equally applica-
ble for the case of the magnetic impurities.
Secondly, there is a problem with estimation of the
critical behavior of the correlation length ξ, given
in Sec.5.1 of [3] and initially suggested by Shapiro
[5]. Multiplying Eq.2 by ρ and integrating, one has
a closed equation for the average value 〈ρ〉, whose
solution
〈ρL〉 = 12
(
e2αL − 1) (11)
can be rewritten in the form of the scale transforma-
tion for 1D systems
〈ρbL〉 = 12
[
(1 + 2 〈ρL〉)b − 1
]
. (12)
For the parallel connection of bd−1 one-dimensional
chains, resistance is diminished by a factor bd−1, and
one has a scale transformation for the d-dimensional
system:
〈ρbL〉 = 12b−(d−1)
[
(1 + 2 〈ρL〉)b − 1
]
. (13)
If Eq.3 is used instead of (2), then dependence on
γ disappears and results (11–13) remain unchanged.
In fact, for the parallel connection of chains the av-
erage conductances should be added, i.e. 〈gbL〉 =
bd−1 〈gL〉 instead of the previously used relation
〈ρbL〉 = b−(d−1) 〈ρL〉. As a result, the scale transfor-
mation (13) is valid only for d = 2+ ǫ, when the dis-
tribution P (ρ) is narrow and two indicated relations
approximately coincide; in this case one obtains the
correct result ν = 1/ǫ for the critical exponent of
the correlation length. Since in the presence of the
magnetic field equation (3) remains unchanged, then
the result ν = 1/ǫ persists as before; but now it is
incorrect, because one should have ν = 1/2ǫ [19, 20].
We meet a strange situation: the use of the
Shapiro scheme gives excellent results in the absence
of a magnetic field [3], but leads to evident contra-
dictions when the magnetic field is present.
3. Analysis of the situation
To analyze the situation, we use the fact that the
critical behavior for d = 2 + ǫ is related with effects
of weak localization and allows a simple physical in-
terpretation.
According to the hypothesis of one-parameter
scaling [13], the typical value of conductance g obeys
the renormalization group equation
d ln g
d lnL
= β(g) , (14)
where β(g) = d − 2 for g → ∞ and β(g) = ln g for
g → 0. For d > 2 the function β(g) has a root gc
3
Figure 3: A typical behavior of the function β(g) in
equation (14).
(Fig.3), which corresponds to the Anderson transi-
tion point; the critical exponent ν is determined by
the derivative of β(g) at gc:
1
ν
= gcβ
′(gc) . (15)
For d = 2+ǫ the critical point is located in the region
of large g, where expansion in 1/g is possible
β(g) = ǫ+
A1
g
+
A2
g2
+ . . . (16)
It is easy to verify that retaining two first terms in
(16) we have for A1 < 0
ν = 1/ǫ (independently of A1) , (17)
while for A1 = 0 and A2 < 0
ν = 1/2ǫ (independently of A2) , (18)
i.e. in the main ǫ-approximation the critical behav-
ior is determined by the structure of expansion (16),
and not by specific values of coefficients.
For d = 2 integration of (14) with the initial con-
dition g = g0 at L = a gives in the large g region
g = g0 +A1 ln(L/a) , (19)
i.e. well-known logarithmic correction of the weak
localization theory. Its existence can be con-
trolled by the diagrammatic approach [21], confirm-
ing finiteness and negativeness ofA1. In the presence
of the magnetic field, the logarithmic divergency for
L→∞ is cut off at the magnetic length lH , and ab-
sence of the contribution ∼ lnL signifies disappear-
ance of the coefficient A1 and validity of the result
(18).
According to the qualitative picture of weak lo-
calization [20, 22], the main quantum correction to
a classical diffusion is related with self-intersection
of trajectories, when a possibility to pass the closed
loop in two opposite directions makes the quantum
interference to be inevitable. If a diffusion trajec-
tory is represented as a tube with the thickness of
order the de Broglie wavelength λ, then the prob-
ability of self-intersection is determined by a ratio
of the volume vFλ
d−1dt, sweeping by the trajectory
during time dt, to the volume (Dt)d/2 of the region
where the trajectory is localized at the instant of
time t (vF is the Fermi velocity, and D is a diffusion
constant). The main quantum correction ∆g to the
classical conductance g0 is determined by the total
probability of self-intersection given by integration
over t
−∆g
g0
∼
∫
vFλ
d−1(Dt)−d/2dt , (20)
and has logarithmic divergency at the upper limit for
d = 2 (the lower limit of integration is given by the
elastic mean free time τ). This divergency is cut off
at the scale τL ∼ L2/D and leads to the logarithmic
L dependence.
In the presence of the magnetic field, the ampli-
tudes of bypassing the closed loop in two opposite
directions acquire the phase difference ∆ϕ, which
becomes comparable with 2π for the loop area of or-
der l2H . For loops of the greater size the quantum
correction is destroyed, and logarithmic divergency
for L → ∞ is cut off at the scale lH . As a result,
we have the complete physical picture explaining the
effects of weak localization and the critical behavior
for d = 2 + ǫ.
For quasi-1D systems the closed loops are strongly
oblong (Fig.4) and their area tends to zero in the
limit of strictly one-dimensional systems. In the lat-
ter case, the notion of self-intersecting trajectories
still survives, but the effect of destroying the quan-
tum correction by the magnetic field disappears com-
pletely. As a result, we come to inevitable conclu-
sion: the difference between quasi-1D and strictly 1D
systems is not very essential in absence of a magnetic
field, but acquires a qualitative character in presence
of the field.
Let return to the possibility to set L = a in Eq.1.
In fact, universal relations of such kind arise at the
large length scales, while for scales of order a have
a certain transient behavior. If the function F in
Eq.1 is assumed unchanged, we can set only L ∼ a,
but not L = a. This difference was inessential in
4
Figure 4: In quasi-1D systems, the closed loops are
strongly oblong, and their area tends to zero in the
limit of strictly one-dimensional systems.
Figure 5: The many-channel transfer matrix Tˆ re-
lates the amplitudes of plane waves on the left (An,
Bn) and on the right (Cn, Dn) of a scatterer.
absence of a magnetic field, but becomes the matter
of principle in presence of the field. In the latter
case, the function F in Eq.1 should be related not to
equation (3), but with the evolution equation valid
for quasi-1D systems.
4. Generalized DMPK equation
The counterpart of equation (2) in quasi-1D
systems is given by the Dorokhov–Mello–Pereyra–
Kumar equation [23]–[27], describing evolution of
the diagonal elements of the many-channel transfer
matrix.
Considering the system as a set of N coupled
one-dimensional chains, we can treat it as an ef-
fective scatterer and describe by the transfer ma-
trix Tˆ , relating the amplitudes of waves on the left
(Ane
ikx + Bne
−ikx in the n-th channel) and on the
right (Cne
ikx+Dne
−ikx) of the scatterer (Fig.5). In-
terpreting amplitudes An as the components of the
vector A, and analogously for other amplitudes, we
can write the vector analog of relation (4)(
A
B
)
= Tˆ
(
C
D
)
=
(
T11 T12
T21 T22
) (
C
D
)
,
(21)
where the transfer matrix Tˆ consists of four blocks
of size N ×N . It allows a parametrization [25, 28]
Tˆ =
(
u1 0
0 v1
) ( √
1 + λ
√
λ√
λ
√
1 + λ
) (
u 0
0 v
)
,
(22)
where u, v, u1, v1 are unitary matrices, and λ is a
diagonal matrix with the positive elements λi, which
in particular determine the conductance
gES =
∑
i
1
1 + λi
(23)
(in the Economou–Soukoulis definition [29, 30]).
The DMPK equation describes evolution of their
mutual distribution function P (λ1, λ2, . . . , λN ) ≡
P{λ} with increasing the length L of the system
∂P{λ}
∂L
= α
∑
i
∂
∂λi
[
λi(1 + λi)J{λ} ∂
∂λi
P{λ}
J{λ}
]
,
(24)
J{λ} =
∏
i<j
|λi − λj |β ,
where β = 1 for the orthogonal ensemble (usual
systems with a random potential), β = 2 for the
unitary ensemble (systems in the strong magnetic
field), β = 4 for the symplectic ensemble (systems
with the strong spin-orbit interaction); the param-
eter α = 1/ξ1D has a sense of the inverse correla-
tion length of the quasi-1D system. Equation (24) is
obtained from the maximum entropy principle (i.e.
in assumption of the maximal randomness compati-
ble with the symmetry restrictions) and ideologically
close to the random matrix theory by Wigner and
Dyson [31].
In a strictly one-dimensional system one has
J{λ} = 1, and λ coincides with the Landauer re-
sistance ρ, so (24) reduces to (2). 3 This is quite
natural, since (24) and (2) are based on analogous
assumptions (compare [17] and [24]). In the paper
[8] we have suggested the more general form of the
DMPK equation, which reduces to (3) in the one-
channel case 4
∂P{λ}
∂L
= α
∑
i
Kii
∂
∂λi
[−γi(1 + 2λi)P{λ} +
3 In this case it does not contain the parameter β, distin-
guishing the orthogonal and unitary ensembles. It agrees with
the previously made conclusion that a strictly 1D system does
not ”feel” the magnetic field.
4A somewhat less general form of the equation was derived
previously by Muttalib and co-workers [32, 33, 34] and was
used in [35, 36] for description of the conductance distribution.
5
+ λi(1 + λi)Ji{λ} ∂
∂λi
P{λ}
Ji{λ}
]
(25)
Ji{λ} =
∏
j<k
|λj − λk|β
i
jk , βijk = 2Kjk/Kii ,
γi = (1−
∑
j
Kij)/Kii ,
where the matrix Kij is determined by the averaged
combinations of the u and v matrix elements. Equa-
tion (25) reduces to the usual DMPK equation in
the metallic regime and provides the correct gener-
alization beyond it. Eq.25 has the same structure
for the orthogonal and unitary ensembles and allows
to describe systems in the arbitrary magnetic field.
If the transverse size of a quasi-1D system is
sufficiently small, then its channels are well mixed
by scattering, and the approximation of equivalent
channels looks reasonable, when we can set αKii =
α˜, βijk = β, γi = γ. Then the evolution equation
is described by three parameters α˜L, β, γ, which
are in one-to-one correspondence with parameters
L/ξ, Lz/L, L/lH entering equation (10),
5 so the
first problem of Sec.2 is resolved successfully.
The second problem is also solved. Indeed, let
us set α = 1/ξ1D and consider the case L/ξ1D ≪
1, when the usual DMPK equation is valid; then
conductance g is determined by the ratio L/ξ1D (see
(23,24)) and allows the expansion [37]
g = F
(
L
ξ1D
)
=
ξ1D
L
+B0 +B1
L
ξ1D
+ . . . (26)
Substituting into (14), one can easily recover the ex-
pansion of β(g) in the quasi-1D case
β1D(g) = −1 + B0
g
+
2B1
g2
+ . . . (27)
Accepting 〈g〉 as a typical value of g and following
to the Shapiro scheme (Fig.1), one has
g
(d)
bL = b
d−1g
(1)
bL . (28)
Let accept b = 1 + ∆L/L, so that the size of the
cubical system changes from L to L+∆L. Increasing
the length of the quasi-1D system is described by
5 Analysis of the DMPK equation shows [27] that for large
number of channels the structure of its solution does not de-
pend on N . Formally it is obtained in the limit N → ∞,
L/a → ∞, Na/L = const, when the DMPK equation repro-
duces the diagrammatic results.
equation (14), while the increase of its transverse
size is taken into account by Eq.28
ln g
(1)
L+∆L = ln g
(1)
L +
∆L
L
β1D
(
g
(1)
L
)
, (29)
ln g
(d)
L+∆L = ln g
(1)
L+∆L + (d− 1)
∆L
L
.
As a result
ln g
(d)
L+∆L = ln g
(d)
L +
[
d− 1 + β1D
(
g
(d)
L
)] ∆L
L
(30)
and we recover the expansion (16) for β(g) = d −
1 + β1D(g) in the d-dimensional case with the coef-
ficients
A1 = B0 , A2 = 2B1 . (31)
Expansion coefficients in (26) were calculated by
Maceˆdo [37] for arbitrary values of the Wigner–
Dyson parameter β:
B0 = −2− β
3β
, B1 =
12− 14β + 3β2
45β2
, (32)
which leads to
A1 = −1
3
, A2 =
2
45
, (β = 1)
A1 = 0 , A2 = − 2
45
, (β = 2)
and provides the correct structure of expansion (16)
and results (17), (18) for the orthogonal and unitary
ensembles respectively 6.
Let discuss once more the possibility to set L = a
in equation (1), where the function F has a certain
transient behavior at scales of order a. We indicated
in [3] that such transient behavior can be excluded in
accordance with the general Wilson analysis [11, 12],
if the special model is chosen at small scales. Now
one can see that such ”ideal model” is described by
the generalized DMPK equation with the limiting
transition indicated in Footnote 4.
One can see that the Shapiro scheme becomes sat-
isfactory in the presence of the magnetic field, if the
quasi-1D evolution equation is taken in the form of
the generalized DMPK equation.
5. The evolution equation for P (ρ)
6 In the higher orders in ǫ one should take into account
the difference of βi
jk
from the corresponding Wigner–Dyson
values.
6
As was discussed in [3, 38], for the correct defi-
nition of conductance of finite systems it is useful
to introduce semi-transparent boundaries, separat-
ing the given system from the ideal leads attached
to it. In the limit of weak transparency one obtains
universal equations, independent of the way how the
contact resistance of the reservoir is excluded [39],
which then can be extrapolated to transparency of
order unity. Such definition surely refers to the sys-
tem under consideration (and not to the composed
system ”sample+ideal leads”) and provides the infi-
nite value of conductance for ideal systems [38]. In
the limit of weakly-transparent interfaces, the scale
of all λi increases and the Economou–Soukoulis defi-
nition of conductance (23) becomes equivalent to the
definition
g =
1
ρ
=
∑
i
1
λi
, (33)
where conductance of each channel is taken in the
Landauer form [7]. To make transition from λi to ρ
let introduce the set of the ”angle” variables {ϕ} =
(ϕ1, ϕ2, . . . ϕN−1) and make a change
1
λi
=
1
ρ
fi{ϕ} . (34)
It is easy to derive for large λi
ρES = ρ+ ρ0 , ρ0 =
∑
i
f2i {ϕ} , (35)
and obtain the inequality
0 ≤ ρ0 ≤ 1 , (36)
following from fi{ϕ} ≥ 0 and
∑
i fi{ϕ} = 1. In fact,
for different situations the whole range of the ρ0 val-
ues is covered. In the metallic regime all λi are of the
same order, so fi{ϕ} ∼ 1/N and ρ0 ∼ 1/N , which
can be arbitrary small for the large number of chan-
nels. In the strongly localized regime conductance
of the system is determined by the single channel, so
f1{ϕ} ≈ 1, fi{ϕ} ≈ 0 (i 6= 1) and ρ0 ≈ 1.
The change of variables (35) is analogous to tran-
sition xi = rfi{ϕ} from the Cartesian coordinates xi
to the spherical ones. In the latter case the radius-
vector r has a dimension of length, while the angles
ϕk are dimensionless; correspondingly, a dimension
of xi coincides with a dimension of r. Analogously,
it is convenient to imagine that ρ is a dimensional
quantity, while λi have a dimension of ρ. Since a di-
mension of each term is conserved in transformation
of derivatives, the form of equation (25) in variables
ρ, ϕk can be written simply from dimensional con-
siderations
∂P
α∂L
=
[
a1{ϕ}ρ2 + a2{ϕ}ρ
] ∂2P
∂ρ2
+
+
[
a3{ϕ}ρ+ a4{ϕ}
] ∂P
∂ρ
+ a5{ϕ}P+
+
∑
k
[
bk{ϕ}ρ+ ck{ϕ}
] ∂2P
∂ρ∂ϕk
+
∑
k
gk{ϕ} ∂P
∂ϕk
+
+
∑
kk′
hkk′{ϕ} ∂
2P
∂ϕk∂ϕk′
, (38)
where terms with the factor 1/ρ are omitted 7. Aver-
aging over ϕk and eliminating the angle derivatives
with the use of integration by parts, we arrive to
∂P (ρ)
∂L
= α
[(
C1ρ
2 + C2ρ
) ∂2P (ρ)
∂ρ2
+
+
(
C3ρ+ C4
) ∂P (ρ)
∂ρ
+ C5P (ρ)
]
. (39)
Due to conservation of probability the right hand
side should have a form of the full derivative; in-
cluding C1 in redefinition of α, one has the equation
∂P (ρ)
∂L
= α˜
∂
∂ρ
[(
Aρ+B
)
P (ρ) +
(
ρ2 + Cρ
) ∂P (ρ)
∂ρ
]
(40)
which is of the same structure as (3). Two equa-
tions become identical in the result of the following
transformations, carried out in [3]. Ambiguity in the
conductance definition, related with exclusion of the
reservoir contact resistance [39], corresponds to the
change ρ → ρ − ρ0, where ρ0 depends on details
of a definition. This dependence is inessential in the
limit of weakly-transparent boundaries, when a scale
of ρ increases unboundedly, while ρ0 remains finite.
It corresponds to the following change in the second
term in the square bracket of (3)
ρ(ρ+ 1) −→ (ρ− ρ0)(ρ+ 1− ρ0) −→ ρ2 , (41)
leading to the universal equation, independent of ρ0,
which can be extrapolated to a transparency of order
unity. Analogous procedure for the first term in the
square bracket of (3)
2γρ+ γ −→ 2γρ+ γ(1− 2ρ0) −→ 2γρ+ τ0 (42)
7 In fact, such terms should be canceled, since there are no
grounds for the term P (ρ) ln ρ in the square bracket of (40).
7
is complicated by unknown behavior of the second
summand in the course of the indicated procedure;
so we denote it as τ0, bewaring of setting to be zero.
The further analysis shows that τ0 should be consid-
ered as finite on the physical grounds. As a result,
the following modification of equation (3) is practi-
cally used in the Shapiro scheme
∂P (ρ)
∂L
= α˜
∂
∂ρ
[
−(2γρ+ τ0)P (ρ) + ρ2 ∂
∂ρ
P (ρ)
]
.
(43)
The analogous procedure applied to Eq.40 leads to
the same result, if we observe that the parameterC is
restricted by the inequality 0 ≤ C ≤ 1 (see Appendix
2) and cannot leads to unpredictable effects.
In the previous paper [3] we did not consider τ0 as
an essential parameter. It arises in the course of the
ill-defined extrapolation procedure to transparency
of order unity and specifies the absolute scale of con-
ductance, which is not controlled in theory. The sit-
uation is changed in the presence of the magnetic
field, since τ0 may depend on the magnitude of the
field and should be considered as an essential param-
eter. Therefore, the evolution equation for P (ρ) is
determined by three parameters α˜L, γ, τ0, which are
in one-to-one correspondence with parameters L/ξ,
Lz/L, L/lH entering (10).
As a result, the first problem of Sec.2 is solved in
the framework of equation for P (ρ), but the second
problem still exists. Indeed, it is easy to verify that
transformation of type (13) does not allow the re-
sult ν = 1/2ǫ for any constant values of A, B, C in
(40). However, these coefficients can be considered
as constant only in the case when distribution P (ρ)
is almost stationary, and the ϕk distribution has a
time to relax. In the quasi-1D geometry a stationary
distribution P (ρ) is never realized, and coefficients
A, B, C always contain a certain dependence on L.
If such dependence is taken into account, there is no
problem to reach the result ν = 1/2ǫ (see Appendix
3).
We can conclude, that two problems of Sec.2 can
be solved on the level of the P (ρ) evolution equa-
tion, if some of statements made in [3] are formulated
more accurately. However, it requires the certain as-
sumptions, which fulfil automatically on the level of
the DMPK equation.
6. Transition to the d-dimensional case
If the quasi-1D evolution equation is accepted in
the form (43), then the Shapiro scheme (Fig.1) al-
lows a simple transition to the d-dimensional case.
The equation forW (g), corresponding to (43), is ob-
tained by replacements P = g2W , ρ = 1/g [3]
∂W (g)
∂L
= α˜
[ (
2γg + 2g + τ0g
2
)
W (g) + g2W ′g(g)
]
′
g
,
(44)
and to solve the d-dimensional problem, one should
find a distribution of the sum of n = bd−1 indepen-
dent random quantities with the same distribution
W (g): it is made by introducing the characteristic
function F (t) =
〈
eigt
〉
and raising it to the power
n. Instead of the characteristic function it is more
convenient to use the Laplace transform
F (τ) =
∫
∞
0
e−τgW (g)dg ,
while the indicated procedure can be realized in the
differential form. Equation for F (τ) corresponding
to (44) can be written for finite differences
FL+∆L(τ) = FL(τ) + α˜∆L [ τ(τ + τ0)F
′′
L(τ) −
− 2γτF ′L(τ)] . (45)
Raising FL(τ) to the power n = b
d−1 and setting b =
1+∆L/L, we obtain the additional term (∆L/L)(d−
1)FL lnFL in the right hand side of (45). As a result,
the evolution equation for the d-dimensional system
has a following form
∂F (τ)
∂ lnL
= α˜L [ τ(τ + τ0)F
′′(τ) − 2γτF ′(τ) +
+ pF (τ) lnF (τ)] , (46)
where p = (d−1)/α˜L. The quantity α˜L has a sense of
L/ξ and evolution in L for fixed L/ξ leads to a sta-
tionary distribution, corresponding to large scales;
in the course of this evolution parameters τ0, γ and
p tend to constant limits and variability of the coef-
ficients in the quasi-1D equation (40) is of no signif-
icance. Eq.46 describes the transient process due to
increasing of L from the atomic scale to the scales
of order ξ, and its stationary version is of the main
interest; as a result, the parameter α˜L looses its ac-
tuality and its role comes to the parameter p. There-
fore, the stationary values of τ0, γ, p are in one-
to-one correspondence with parameters L/ξ, Lz/L,
L/lH of Eq.10, which are maintained fixed in the lim-
iting transition L→∞. As a result, ξ increases un-
boundedly and all obtained distributions refer to the
critical point. ”The critical distribution” discussed
usually in theoretical papers (e.g. [4, 5]) corresponds
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to the values L/ξ = 0, Lz/L = 1, L/lH =∞ (in the
finite magnetic field) or L/lH = 0 (in the absence of
a field), which fix the critical values of parameters τ0,
γ, p for the corresponding dimension of space. For
large but finite systems, any values of L/ξ, Lz/L,
L/lH are accessible.
The stationary version of equation (46) was exten-
sively studied in the paper [3]. The universal prop-
erty of distributions is existence of two asymptotic
regimes, log-normal for small g and exponential for
large g, while their actuality depends on the specific
situation. In the metallic phase, a distribution is
determined by the central Gaussian peak, while two
asymptotic regimes refer to its far tails. In the criti-
cal region, the log-normal behavior is extended to a
vicinity of the maximum, and practically all distri-
bution is determined by two asymptotes. In proceed-
ing to the localized phase, the log-normal behavior
extends even more and forces out the exponential
asymptotics to the region of the remote tail.
7. Conclusion
It should be clear from preceding, that the con-
ductance distribution in the magnetic field is de-
scribed by the same equations as in absence of a
field. Variation of the magnetic field does not lead
to any qualitative effects in the conductance dis-
tribution and only changes its quantitative charac-
teristics, moving the system position in the three-
parameter space of τ0, γ, p. This conclusion is in
accordance with numerical experiments [9, 10]. The
change of the distribution under variation of the field
is well-known for the metallic phase: the magnetic
field increases the mean value of conductance (nega-
tive magneto-resistance [40]) and diminishes its root-
mean-square fluctuation [1, 2, 41] due to suppression
of the Cooperon contributions.
In contrast to the previous paper [3], the quasi-1D
evolution equations were established on the basis of
the generalized DMPK equation, and not by a sim-
ple analogy with one-dimensional systems. It gave
possibility to refine some statements of [3] and for-
mulate them more accurately. In the spirit of [3], we
did not try to estimate the parameters τ0, γ, p for
any specific situations, but studied all family of dis-
tributions in whole. The values of these parameters
can be established by calculation of several moments
of conductance, which is possible by the standard
methods.
Appendix 1. One-dimensional evolution equation
To establish the general form of the transfer ma-
trix, we note that amplitudes of the incident and
transmitted waves are related by the scattering S-
matrix(
B
C
)
= S
(
A
D
)
=
(
r t′
t r′
) (
A
D
)
, (A.1)
which is defined by the amplitudes of transmission
(t) and reflection (r) for waves incident from the left
of scatterer, and analogous amplitudes (t′ and r′)
for waves incident from the right. The unitarity of
S-matrix gives
|r|2 + |t|2 = 1 , |r′|2 + |t′|2 = 1 , r∗t′ = −t∗r′ .
(A.2)
Squaring the modulus of the latter relation, one has
|r| = |r′|, |t| = |t′| and the elements of S-matrix can
be written as
r = |r|eiθ , r′ = |r|eiθ′ , t = |t|eiϕ, t′ = |t|eiϕ′ ,
(A.3)
with the additional relation for phases
eiθ+iθ
′
−iϕ−iϕ′ = −1 , (A.4)
following from (A.2). Rewriting (A.1) in the form
(4), we have
Tˆ =
(
1/t −r′/t
r/t (tt′ − rr′)/t
)
=
=
( |1/t|e−iϕ |r/t| e−iθ+iϕ′
|r/t| eiθ−iϕ |1/t| eiϕ′
)
. (A.5)
Introducing the Landauer resistance ρ = |r/t|2 [7],
setting ζ = ϕ′ − ϕ and shifting the origin of θ, one
can reduce (A.5) to the form (8).
The time-reversal symmetry is in fact the invari-
ance with respect to the complex conjugation, where
S transforms to S∗ and the incident and reflected
waves change their places. It gives the relation
S∗ = S−1, which leads to S = ST and ϕ = ϕ′, if
the unitary condition S+ = S−1 is taken into ac-
count. The analogous, but more complicated anal-
ysis allows to establish the canonical representation
(22) with the additional relations u = v∗, u1 = v
∗
1 in
the time-reversal case.
If a length L of an one-dimensional system is in-
creased to L + ∆L, then the transfer matrices are
multiplied, TˆL+∆L = TˆLTˆ∆L. Accepting the form
(8) for the matrix TˆL and setting
Tˆ∆L =
( √
1+ǫ2 eiβ1 −iǫ eiβ2+iβ3
iǫ e−iβ2
√
1+ǫ2 e−iβ1+iβ3
)
,
(A.6)
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where ǫ, β1, β2, β3 are small random quantities,
8 we
have for the parameter ρ˜, corresponding to TˆL+∆L,
in the second order in ǫ
ρ˜ = ρ− 2ǫ
√
ρ(ρ+ 1) sinψ + ǫ2(2ρ+ 1) , (A.7)
with
ψ = θ − ϕ− ζ + β1 + β2 . (A.8)
Relation (A.7) differs from (A.2) of [3] only by def-
inition of the phase ψ, and the rest of derivation
coincides with that in [3], leading to equation (3)
with parameters (9).
Appendix 2. Inequality for the parameter C in (40)
If ϕ1, ϕ2, . . ., ϕN−1 are independent variables,
then setting
1
λi
=
ϕi
ρ
, i = 1, 2, . . . , N − 1
1
λN
=
ϕN
ρ
, ϕN = 1− ϕ1 − ϕ2 − . . .− ϕN−1
(A.9)
and coming from λi to ρ, ϕ1, ϕ2, . . ., ϕN−1, we ob-
tain the following form for the first term in the right
hand side of (38)[
ρ2
N∑
i=1
Kiiϕ
2
i + ρ
N∑
i=1
Kiiϕ
3
i
]
∂2P
∂ρ2
. (A.10)
Since Kii ≥ 0 (see Eq.34 in [8]) and 0 ≤ ϕi ≤ 1, then
N∑
i=1
Kiiϕ
2
i ≥
N∑
i=1
Kiiϕ
3
i ≥ 0 , (A.11)
and averaging over ϕk gives C1 ≥ C2 ≥ 0 in (39)
and 0 ≤ C ≤ 1 in (40).
Appendix 3. To estimation of the critical behavior
Multiplying (40) by ρ and integrating, one has the
closed equation for 〈ρ〉
∂〈ρ〉
∂L
= a〈ρ〉+ b (A.12)
with a = α˜(2−A), b = α˜(C −B). Setting
a = a0 + a1L , b = b0 + b1L , (A.13)
8 The form of the matrix (A.6) is chosen from the analogy
with a point scatterer, allowing to accept a zero value for the
mean of ǫ [3].
we have
〈ρ〉 = b0L+ 12 (a0b0+b1)L2+ 16 (a20b0+a0b1+2a1b0)L3+. . .
(A.14)
and the choice a0b0 + b1 = 0 eliminates the term of
order L2. For a narrow distribution it is equivalent
to disappearance of B0 in (26) and validity of the
result (18).
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