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In this work Quantum Monte Carlo (QMC) techniques are used to provide an
approximation-free investigation of the phases of the one- and two-dimensional
attractive Hubbard Hamiltonian in the presence of population imbalance. This
thesis can be naturally divided into two parts:
In the ﬁrst part we present the results of the studies of the one dimen-
sional system. First we look at the pairing in the system at low temperature.
We show that the “Fulde-Ferrell-Larkin-Ovchinnikov” (FFLO) pairing is the
mechanism governing the properties of the ground-state of the system. Fur-
thermore the eﬀects of ﬁnite temperature and mass imbalance are investigated.
The temperature at which the FFLO phase is destroyed by thermal ﬂuc-
tuations is determined as a function of the polarization. It is shown that the
presence of a conﬁning potential does not dramatically alter the FFLO regime,
and that recent experiments on trapped atomic gases likely lie just within the
stable temperature range.
Furthermore we study the case of mass imbalance between the populations.
We present an exact Quantum Monte Carlo study of the eﬀect of unequal
masses on pair formation in Fermionic systems with population imbalance
loaded into optical lattices. We have considered three forms of the attractive
interaction and ﬁnd in all cases that the system is unstable and collapses as the
vii
SUMMARY
mass diﬀerence increases and that the ground state becomes an inhomogeneous
collapsed state. We also address the question of canonical vs grand canonical
ensemble and its role, if any, in stabilizing certain phases.
In the second part, we investigate the population imbalanced gas in two
dimensions. Pairing in a population imbalanced Fermi system in a two-
dimensional optical lattice is studied using Determinant QuantumMonte Carlo
(DQMC) simulations. The approximation-free numerical results show a wide
range of stability of the FFLO phase. Contrary to claims of fragility with
increased dimensionality we ﬁnd that this phase is stable across wide range
of values for the polarization, temperature and interaction strength. Both ho-
mogenous and harmonically trapped systems display pairing with ﬁnite center
of mass momentum with clear signatures either in momentum space or real
space, which could be observed in cold atomic gases loaded in an optical lat-
tice. We also use the harmonic level basis in the conﬁned system and ﬁnd
that pairs can form between particles occupying diﬀerent levels which can be
seen as the analog of the ﬁnite center of mass momentum pairing in the trans-
lationally invariant case. Finally, we perform mean ﬁeld calculations for the
uniform and conﬁned systems and show the results to be in good agreement
with QMC. The mean ﬁeld calculations allow us to study a 2D system at half
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1.1 Pairing of Fermions
The discovery of electric conduction without resistance by Heike Kamerlingh
Onnes in 1911 marked the beginning of an exciting era in Physics. The progress
made in low temperature physics opened the door to discoveries of many new
phenomena some of the most interesting of which are those involving the inter-
play between quantum mechanics and statistical physics (systems with many
particles). Since then, remarkable progress has been made in the microscopic
understanding of the fascinating subject of superconductivity which can be
thought of as charged superﬂuidity. The discovery of the superﬂuid transition
in bosonic 4He at 2.17K and the connection between superﬂuidity and Bose-
Einstein Condensation suggested by London inspired ideas linking supercon-
ductivity and fermions forming bosonic pairs. Building on many theoretical
developments, John Bardeen, Leon Neil Cooper and John Robert Schrieﬀer
[1] proposed a microscopic theory which successfully explained superconduc-
tivity as being due to the formation of Cooper pairs [2] coupled by attractive
1
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interaction stemming from lattice vibrations. Cooper pairs form between two
fermions with opposite spin and equal but opposite momenta. The pairing oc-
curs in momentum space (as opposed to real space pairing of strongly bound
molecules) and the pair has zero center-of-mass momentum, zero angular mo-
mentum (s-wave pairing) and zero total spin (singlet state). The proposed
BCS state is a wavefunction of overlapping pairs of fermions which are corre-
lated and thus lead to a superconducting order parameter. The theory gained
wide acclaim as it agreed quantitatively with a body of experimental results
available at that time, and in 1972 the authors were awarded a Nobel prize
in Physics. The same year at temperature three orders of magnitude smaller
than 4He the superﬂuidity of the fermionic 3He was observed. This provided a
strong hint that this transition is due to the bosonic character of the partici-
pating pairs of fermions. Since then pair formation between fermions has been
a very active, fruitful and often very surprising ﬁeld of research in condensed
matter systems. Apart from its realization in the superconducting state it ap-
pears in various contexts such as for example the interior of neutron stars [3]
or exciton formation in quantum well structures [4].
The question of pairing in polarized superconducting systems, that is, when
the populations of the two spin states are imbalanced, came to the fore soon
after the development of the BCS theory. Initially the question was motivated
by the interest in the nature of superconductivity in the presence of a mag-
netic ﬁeld, which can induce spin polarization. The magnetic ﬁeld then would
couple to the electronic magnetic moment and induce a diﬀerence in the spin
populations by creating a disparity between the chemical potentials. As is well
known, superconductivity is destroyed at a critical magnetic ﬁeld. The rea-
son for that is a strong coupling of the ﬁeld to the orbital degrees of freedom
2
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rather than to the spin, in which we are interested. The metal goes back to
a normal state as the superconducting state is not energetically favorable in
the presence of the supercurrents induced by the magnetic ﬁeld. The manner
in which the superconducting materials go through this transition marks the
diﬀerence between type I superconductors and type II superconductors [5]. In
the superconductors of type I with increased magnetic ﬁeld the system goes
directly to a normal state through a ﬁrst order phase transition. In the case
of type II superconductors, from the Meissner state at low magnetic ﬁeld, the
system transitions ﬁrst to a mixed state where the magnetic ﬁeld ﬂux can par-
tially penetrate the sample and vortices are present. Then, when the magnetic
ﬁeld is increased further, the superconductivity is destroyed and the system
goes to a normal state. In this case both these transitions are of continuous
type (second-order). It has been shown that in quasi two-dimensional systems
the appearance of the supercurrents can be avoided and thus the critical ﬁelds
become much higher. The geometry of a stack of conducting planes with very
small tunnelling between the planes is realized in some high-TC cuprate super-
conductors. The investigations into the physics of this system have obviously
high practical interest.
Apart from superconductors, other instances of systems where such a mech-
anism can appear have become of interest recently. In the astrophysical com-
munity, it is believed that at extreme conditions of pressure, for example, in
the interior of supermassive stars, quark matter forms and pairing between
the quarks could lead to color superconductivity, which means formation of
pairs between quarks of diﬀerent colors [6]. Another situation of major current
experimental interest is in systems of conﬁned ultra-cold fermionic atoms such
as 6Li or 40K.
3
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1.2 FFLO phase and Breached Pairing
Fulde and Ferrel in 1964 [7] and independently Larkin and Ovchinnikov in
1965 [8] proposed similar but not identical pairing mechanisms where in the
system with spin population imbalance the fermions would form pairs with
ﬁnite center-of-mass momentum. In the balanced case the Cooper pairs form
between fermions with momenta, for example kF1 and −kF2, but in that case
kF1 = kF2 and the center-of mass momentum of the pair is zero. This is





















Figure 1.1: BCS pairing schematic (Left panel) and FFLO pairing schematic
(right panel). Pairing happens between fermions (1) and (2) from the Fermi
surfaces of each species. In the balanced case the momenta of the particles
forming a pair are equal but opposite (left panel) and thus the pair has zero
center-of mass momentum. In the imbalanced case and FFLO-type pairing
the pair will have a non-zero center-of-mass momentum equal to the diﬀerence
in the Fermi momenta of each species.
species are diﬀerent, we call the system polarized and deﬁne the polarization as
P = |N1−N2|
N1+N2
. Since the Fermi momentum depends on the number of particles,
the Fermi momenta of each species are unequal kF1 6= kF2 in the case of non-
4
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zero polarization. In the FFLO scenario, the pairs still form between particles
from respective Fermi surfaces as shown in Fig. 1.1 (right panel) but since the
momenta are unequal the pair has a ﬁnite center-of mass momentum equal to
the diﬀerence in the Fermi momenta of the two populations, kpair = |kF1−kF2|.
As a result the pairing order parameter is not homogenous but oscillates with
the wave vector given by |kF1 − kF2|. Consequently in real space the system
consists of regions that are rich in pairs separated by pair-depleted regions
where the excess of majority particles reside. The translational invariance of
the system is broken. In other words, in the FFLO mechanism, the momentum
distribution of pairs npair(k) has its peak at a momentum equal to the diﬀerence
between the two Fermi momenta kpeak = kpair = |kF1 − kF2|. The peak at
non-zero momentum in the momentum distribution will be the signature that
we will use in this study to identify the FFLO phase. One can understand
the energetical advantage of forming pairs with non-zero momentum from
the following qualitative argument [9]. Compared to a simple Fermi sea at
T = 0, forming Cooper pairs causes a cost in kinetic energy as the particles
participating in the pairing need to be excited above the Fermi momentum.
Pairing as close as possible to the Fermi momenta will minimize the kinetic
energy cost but also implies pairing at non-zero momentum, which creates
additional kinetic energy cost. Obviously the formation of pairs is the source of
important interaction energy gain. Surely a quantitative calculation is essential
to decide on the energetically most favorable phase.
Another scenario proposed by Sarma in Ref. [10] is referred to as Breached
Pairing (BP). Here the majority fermions whose momenta are higher than the
Fermi momentum of the minority species are promoted to higher momentum
levels thus forming a deformation (breach) in the Fermi distribution of the ma-
5
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Figure 1.2: Breached pairing (Sarma phase) schematic. Pairing happens be-
tween fermion (1) from the Fermi surface of the minority and fermion (2)
from the breach in the Fermi surface of the majority. As a result the respec-
tive momenta are equal but opposite and the pair has a zero center-of-mass
momentum.
can only happen at the Fermi surface not inside the Fermi sea, this breach al-
lows majority fermions with momentum equal to the Fermi momentum of the
minority to pair up with the minority fermions near their Fermi momentum.
In this way, pairs that are formed have zero center-of mass momentum with a
pair momentum distribution which is peaked at zero momentum (kpeak = 0).
The system in this scenario remains uniform and is a homogenous mixture of
pairs and unpaired majority particles. It appears that the pairs and excess
particles form a collective state in which the excitations are not gapped as op-
posed to the case in the FFLO pairing. From the energy balance point of view,
in this case there is a cost of kinetic energy from promoting many particles to
higher momenta in order to form the breach while the pairing obviously brings
gain in the interaction energy.
6
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In order to distinguish between the possible pairing states more quanti-
tatively we need to study more closely the interaction term of the Hubbard
Hamiltonian that we will use to describe the system and which will be de-









j 2cj 2cj 1. (1.1)
The interaction term is quartic in the fermionic operators and so to decouple
it one can use, for example, Mean-Field theory in which an operator can be
written as its average and the ﬂuctuations around it: Aˆ =< Aˆ > +δAˆ. Ne-
















Where the mean-ﬁeld order parameter is given by ∆ = U
∑
j〈c†j 1c†j 2〉. With
the use of Fourier transform, the Hamiltonian can be written in momentum




























































The plane-wave ansatz for the pairing amplitude ∆q = ∆0e
iqj was suggested
by Fulde and Ferrel [7]. Larkin and Ovchinnikov [8] proposed the order pa-
rameter in the form ∆q = ∆0cos(qj). The plane wave ansatz suggested in the
paper by Fulde and Ferrel implies a net current ﬂow of the superconducting
electron pairs, and they argue that in parallel an equal and opposite direction
current ﬂow of the unpaired electrons is observed. It is thus a state which
breaks the time-reversal symmetry. On the other hand the solution of Larkin
and Ovchinnikov is a standing wave, and can be seen as a combination of
counterpropagating waves. This solution breaks the translational symmetry
and is found in general to be more stable [11]. The two possibilities are usually
referred to as one scenario with oscillating order parameter and called FFLO
or LOFF phase. It is a widely accepted practice to call the state FFLO or
LOFF even though most of the time one means the LO standing pair density
wave solution.
In order to ﬁnd the ground-state solution one needs to diagonalize the
Hamiltonian using the Bogoliubov transformation and then look for ∆0 and
q which minimize the free energy of the system. In the balanced case we
know that q = 0 is the minumum energy solution and corresponds to the
usual BCS solution. We can see in Eq. 1.4 that this corresponds to pairing
between particles with equal but opposite momenta. In the case of imbalanced
populations getting q 6= 0 as the solution with minimal free energy means that
pairs form with q 6= 0 center of mass momentum, and consequently, the ground
8
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state is FFLO. In the case of breached pairing, the solution giving the minimum
free energy would be for q = 0 for the system with imbalanced populations.
Furthermore not only the imbalance between the populations of Fermions
is of great interest but also the case of unequal masses between the two species
participating in the pairing. Naturally, with growing expertise in the cold-atom
experiments, mixtures of fermions from diﬀerent atomic species, for example
6Li and 40K, can be studied at low temperatures [12] and possible phase dia-
grams have been recently reviewed in [13]. The interest in mixtures of diﬀerent
types of fermions is fueled by hope that they might open a door to better un-
derstanding of some high-temperature superconductors. Another motivation
for these investigations comes from the astrophysical community where, in the
case of cold dense quark matter, the quarks participating in the pairing can
have masses that signiﬁcantly diﬀer from each other.
1.3 Experiments
Distinguishing these two scenarios experimentally proved to be diﬃcult. The
observation of the FFLO phase in solids turned out to be very challenging and
was only achieved relatively recently with indirect measurements by Radovan
et. al. [14]. They have studied a heavy-fermion material CeCoIn5 which has
a crystalline structure of quasi two-dimensional layers. With the use of pen-
etration depth experiments, formation of the FFLO state was demonstrated.
Penetration depth is sensitive to the density of superconducting electrons,
which changes when the system enters a state characterized by the oscillating
order parameter. It is the unusually big coupling of the ﬁeld to the electron
spins in this material that allows for new superconducting phase to appear, as
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the coupling to the electron orbits is comparatively weaker. They report on
a second order transition from the uniform superconducting to FFLO state in
the case of the magnetic ﬁeld aligned parallel to the planes, as this suppresses
the orbital eﬀects that quench the superconductivity.
The recent experimental realization of trapped ultra-cold fermionic atoms
with tunable attractive interactions has created a new experimental system
in which the eﬀects of polarization on pairing of fermions could be studied.
Ultra-cold atoms conﬁned in traps where two hyperﬁne states of fermionic
atoms play the role of up and down spins provide a very clean and highly
controllable experimental setup as compared to condensed matter experiments.
In superconductors only very limited control over the fermion density can
be achieved by doping, while there is no control over the interactions [15].
Similarly in nuclear physics and astrophysics there is almost no control over the
parameters of interest. The unprecedented control of the interactions achieved
in experiments with cold-atoms through Feshbach resonances makes them a
favorite laboratory tool to study strongly correlated systems. These systems
are seen as the quantum emulators of condensed matter systems and models
that cannot be solved theoretically. With the application of optical lattices
to these experiments, crystallographic arrangements can be mimicked and an
optical lattice loaded with cold bosons or fermions can realize the physics of
Bose- or Fermi- Hubbard models with the hope of shedding more light on the
holy Grail of condensed matter physics which is the high-Tc superconductivity.
First experiments reporting Bose Einstein Condensates of strongly bound
fermion molecules were done in 2003 using 6Li in [16, 17] and 40K in [18]. Using
magnetically-driven Feshbach resonance the interactions between the fermions
can be tuned and become attractive, playing the role of the phonon induced
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eﬀective attractive interaction in the BCS theory. When the fermions pair up,
tuning the interaction between strong and weak attraction across the unitarity
regime brings the system from a state of strongly bound molecules through a
regime of strongly interacting pairs to a state made of loosely bound and over-
lapping Cooper pairs. This carries the name of BCS-BEC crossover and has
been realized experimentally in systems of cold fermionic atoms as reported
in [19, 20]. These ultracold atomic systems provide an ideal experimental
opportunity to study the physics of attractive Fermi gases with population
imbalance. Such experiments using 6Li have now reported the presence of
pairing in the case of unequal populations in the group at MIT [21, 22] and
Rice University [23] in three-dimensional cigar shaped traps. In these system
the role of two species of fermions is played by the populations of distinct
hyperﬁne levels. In the system of 6Li the two lowest hyperﬁne states are used.
In order to have control on the polarization of the system, a scheme has been
devised in which appropriate use of RF pulses can transfer particles from one
state to another. This way, an impressive level of control over the relative
populations of the two states has been achieved. In Ref. [21] the MIT group
studied the inﬂuence of the population imbalance on the vortex lattice both
in the BEC and BCS regimes. In both regimes they demonstrated that the
superﬂuidity persist in the polarized systems up to a critical polarization Pc,
when the disappearance of vortices and thus breakdown of superﬂuidity was
observed. In the BCS regime of loosely bound pairs, the normal time-of-ﬂight
imaging techniques fail to provide information about the system, as the pairs
can easily dissociate and what is imaged is no longer a paired state of fermions.
In the above experiment, a trick is used in which a rapid switch of the magnetic
ﬁeld to the BEC side of the Feshbach resonance is applied and thus Cooper
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pairs are “projected” onto tightly bound molecules, which can then be imaged.
The results obtained by the two main experimental groups working on the sub-
ject have stirred up controversy. The group at Rice University [23] claimed
observation of a quantum phase transition from a homogenous paired super-
ﬂuid to a phase separated state. The phase separation happening between a
superﬂuid core of the cloud which is fully paired and excess particles located
in the outer shell. The results at MIT [22] have been shown to exhibit the
phase separation even for a very weak polarization and argued against the ob-
servation of a phase transition. It was shown that possibly the large diﬀerence
in the aspect ratios of the cigar shaped traps (MIT - 5.6 and Rice - 48.6 being
a much more elongated conﬁnement) used in those experiments contributed to
the discrepancies [24]. More recently Liao et. al. at Rice have reported the ob-
servation of pairing between fermions in one-dimensional traps [25]. Ultracold
fermionic atoms of 6Li were conﬁned in arrays of one-dimensional tubes and
the polarization of the clouds can be controlled thus allowing for studies over
a wide range of polarizations. The imaging of the densities of the species is
done in-situ. At a very low imbalance the density proﬁles exhibit a fully paired
region located at the wings of the cloud. The core of the system is partially
polarized and consists of both pairs and excess particles. At a critical polar-
ization Pc a change in the density proﬁles occurs and the wings of the cloud
become fully polarized (consisting of only majority particles) while the core
of the cloud maintains its partially polarized character. These experimental
results are discussed in greater detail in Chapter 3 where we perform simula-
tions in a parameter regime close to the experimental one. The experimental
observations in an imbalanced Fermi gas in one dimension suggest that the be-
havior is signiﬁcantly diﬀerent from the situation in three dimensions. There
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have been speculations about a possibility of a dimensionally=driven crossover
from 1D where for low P the fully paired phase is observed in the wings of
the lattice to 3D where it is believed to occur at the core of the cloud. As
one can see, experimental progress in this ﬁeld has been immense. However,
the precise nature of the pairing in the imbalanced Fermi gases has not yet
been elucidated experimentally. It requires tools that allow for measuring the
momentum space signatures of the cloud (such as the pair momentum distri-
bution) and a lot of experimental eﬀort is focused on implementing such tools.
New schemes have been proposed, for example to make use of measurements
of noise correlations to ﬁnd a signature of the FFLO phase [26].
As mentioned earlier, experiments with mixtures of fermions such as 6Li
and 40K create exciting opportunities to study mixtures of fermions with un-
equal masses. These experiments are of great interest to a wide community
of nuclear physicists and astrophysicists. In the experiment by Taglieber et.
al. [12], the quantum degenerate regime was reached for the 6Li and 40K mix-
ture. The existence of the Feshbach resonances for this system that allows for
interaction control is reported in [29].
1.4 Thesis structure
The main motivation of this thesis is to study the system of a mixture of
Fermions with imbalanced populations and imbalanced masses. There has
been an enormous amount of theoretical eﬀort put into understanding of the
pairing mechanism. The stability of the phases was studied with many diﬀerent
methods and it is impossible to mention all the results. Calculations using
mean ﬁeld theory [30]-[41], eﬀective Lagrangian [42], Bethe ansatz [43, 44]
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studies have been performed for the uniform system, with extensions to the
trapped system using the local density approximation (LDA). Simple many-
body approaches such as polaron physics and Fermi-liquid theory has been also
used to study the population imbalanced system [45]. The speciﬁc literature
relevant to our work will be reviewed in respective chapters. We contribute to
the body of research on this topic by performing approximation-free numerical
calculations using Quantum Monte Carlo techniques which are described in
Chapter 2. In Part 1 of this thesis we present results concerning the one-
dimensional system. In Chapter 3 we present results which establish that
the FFLO phase is the ground state of the population imbalanced system of
fermions. The stability of this phase at ﬁnite temperatures remains an open
question and a very important one for the experimental community. This is
the focus of Chapter 4. The Sarma phase was not detected yet in the above
mentioned numerical work but it was suggested that it could be stabilized in
systems with mass imbalance. We address this issue in Chapter 5. Another
interesting question is the stability of this phase in higher dimensions. Lack
of exact numerical studies of the 2D system motivated us to study it using
both Quantum Monte Carlo as well as Mean-Field theory and we present the





In this chapter we present the model and numerical methods that we have
used to study a mixture of fermions interacting attractively with imbalanced
populations on a lattice. It is of practical value to employ the “second quanti-
zation” formalism to describe systems of many interacting identical particles.
We used Quantum Monte Carlo methods (QMC) in order to simulate the
system according to the probability distribution given by:
P = 1Z e
−βH (2.1)
where the partition function Z is deﬁned as follows:






where |ψi〉 are the basis states, β = 1/(kBT ) is the inverse temperature and
kB = 1 is used in all our calculations.
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We present a concise introduction to the Stochastic Green Function algo-
rithm (SGF) and Determinant Quantum Monte Carlo (DQMC) both used to
study the ground state and ﬁnite temperature eﬀects in a one-dimensional sys-
tem. The investigations into the behavior of the system on a two-dimensional
lattice were carried out using only DQMC. The Continuous imaginary time
Worm algorithm (CW) used to study the mass imbalanced system is described.
2.2 Hubbard model
The aim of our study of a mixture of fermions interacting attractively is to
gain insight into the physics of a mixture of spin up and down electrons in a
superconducting material. In cold atom experiments what is used to realize
this system is a two-component Fermi gas consisting of atoms in two diﬀer-
ent hyperﬁne sublevels of a ground state of an atom (for example 6Li). This
pseudo spin-1/2 system of atomic fermions can be loaded into an optical lat-
tice in the tight-binding regime that mimics a regular lattice of ﬁxed nuclear
positions in a solid state material. This system can then be described by the
Hubbard Hamiltonian with two fermionic species, as was shown for bosons by
Jaksch et al. [46]. The Hubbard model was introduced originally in [47] in
order to study the behavior of electrons in solids and the transition between
metallic and insulating phases. Since then it has been extensively used in the
investigations of many condensed matter systems. Despite its simplicity the
model has brought an abundance of insight into the physics of strongly corre-
lated electronic systems. A practical introduction to the physics of the model
16
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(c†i σcj σ + c
†
j σci σ) + U
∑
i
nˆi 1nˆi 2 − µ
∑
i
(nˆi 1 + nˆi 2) (2.3)
which due to its structure can be also written in a more concise way as
H = HK +HU +Hµ. (2.4)
Where HK is the kinetic term, HU interaction term and Hµ chemical potential
term. In the “second quantization” formalism c†i σ and ci σ are fermion creation
and annihilation operators on lattice site i satisfying the usual anticommu-
tation relations: {ci σ, c†j σ′} = δi,jδσ,σ′ . The fermionic species are labeled by
σ = 1, 2 but we will use it alternately with σ = +,− or σ =↑, ↓ and it is to
be understood as describing the same system. The nˆi σ = c
†
i σci σ is the corre-
sponding number operator. Due to the Pauli principle it can take only values
0 or 1 so at each lattice site we can ﬁnd at most two particles, one from each
species.
The ﬁrst term in the Hamiltonian (HK) is the kinetic energy term and
governs how particles hop from one site to neighboring one. The hopping
parameter “t” sets the energy scale of the system. Its origin is the overlap of
the wavefunctions of the electrons, and since these die oﬀ exponentially, we
take into account only the hopping between nearest neighboring sites. This is
denoted with the symbol < i, j > which means that “i” and “j” are adjacent
sites. In all our studies we apply periodic boundary conditions.
The second term (HU) is the interaction energy term. It is zero when
there is no or one particle at a site and has a strength “U” when there are
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two particles at a site. Only on site interaction is taken into account here
motivated by the physical situation of electrons interacting via a screened
Coulomb potential where the dominant interaction is when both atoms are
at the same spatial position. This is also the case relevant to the cold-atoms
experiments where atoms of diﬀerent species only interact when they are at
the same lattice site. One can also include longer range interactions in the
model which is usually referred to as extended Hubbard model. The original
Hubbard model considers the repulsive interaction (U > 0) as is the case
for interacting electrons but we will study the case of attractive interaction
(U < 0) since the focus of our studies is the pair formation due to eﬀective
attraction between fermions and because attractive interactions are realized
in cold atomic systems experimentally.
The last term (Hµ) is the chemical potential term that tunes the ﬁlling
of the lattice in the grand-canonical ensemble. An important density regime
is half-ﬁlling of the lattice where the density at each site is ρ = 1. In this
formulation this occurs for the chemical potential µ = U/2. Since the half-
ﬁlling of the lattice is an important regime in our studies it is convenient to
shift the chemical potential µ by U/2 so that µ = 0 then corresponds to ρ = 1
per site and there is a slight change to the interaction term of the Hamiltonian.
The energy of the system is also shifted as a result by a constant U/4. The




(c†i σcj σ + c
†




nˆi 1 − 1
2
)(






(nˆi 1 + nˆi 2) (2.5)
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Since we are interested in imbalanced populations of Fermions, independent
chemical potentials need to be introduced for each species and the chemical




(µ1nˆi 1 + µ2nˆi 2) . (2.6)
The more speciﬁc one- and two-dimensional models that have been used in
the course of this research project are presented in the chapters dealing with
simulations of 1D and 2D systems.
2.3 Determinant Quantum Monte Carlo algo-
rithm
One can think about Monte Carlo methods as numerical experiments. Equa-
tions which underlie the simulations make sure that the generated conﬁgura-
tions follow the desired probability distribution. We describe here the deter-
minant QMC algorithm that we used to generate samples which follow the
probability distribution of interest. We follow the derivation as formulated
in [49]. The aim of our simulations is to calculate the expectation values of
physical observables. The Hamiltonian of interest can be written as in Eq. 2.4.
Denoting the observable of interest as A, its expectation value is given by:
〈A〉 = Tr (AP) (2.7)
Where P is the probability distribution operator deﬁned in Eq. 2.1. The trace
is taken over the Hilbert space of the basis states. In all algorithms used in
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this work, the most convenient representation is the basis of occupation states,
so its dimension is 4N where N is the number of sites. There are four possible
occupation states of every lattice site due to Pauli principle and these are: |·〉,
| ↑〉, | ↓〉 and | ↑↓〉.
Since H is an operator, one needs ﬁrst to use a transformation to ﬁnd a
computable approximation of the probability distribution operator P. In order
to do this, we need to cast P into a real number so we can use it as a weight
of a conﬁguration in our simulations.
One treats β as an imaginary time variable, since the evolution operator
in real time is e−itH. This introduces an additional dimension to the problem
(the lower the temperature T the bigger the β and the additional dimension).
We start by writing the exponential as:
e−βH = e−τHe−τHe−τH . . . e−τH. (2.8)
where one divides β into Lτ subintervals τ = β/Lτ called time slices. This
well-known mapping of D dimensional quantum systems (or quantum path
integral) to D+1 dimensional classical systems (classical path integral) [50, 51]
lies at the base of all QMC algorithms used in this thesis.
The Suzuki-Trotter decomposition states that for small τ we can rewrite
the exponential of an operator as:
e−τ(A+B) = e−τAe−τB +O (τ 2) (2.9)
and by taking the τ to be small we can minimize the so called Trotter error.
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The partition function takes the form :







Using the Trotter-Suzuki decomposition and the fact that our Hamiltonian







+O (τ 2) (2.11)
The kinetic energy part consists of independent terms for each species so we
can write it down as follows:
e−τHK = e−τHK↑e−τHK↓ . (2.12)
As a result both parts of the kinetic term can be written in bilinear form:
HK ↑ = −t
∑
<i,j>
(c†i ↑cj ↑ + c
†




















0 1 0 · · · 1
1 0 1 · · · 0










and analogously for HK ↓.
The interaction term is the most problematic, as it is quartic in the fermionic
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operators. We rewrite the interaction term in Eq. 2.5 as
e−τHU = e−τU
P





2)(nˆi ↓− 12). (2.15)
We use the discrete Hubbard-Stratonovich transformation [53, 54] to express
the interaction term in quadratic form at the expense of introducing an aux-
iliary ﬁeld h. For U < 0, this takes the form
e−τU(nˆi ↑−
1
2)(nˆi ↓− 12) = A · Trheahi(nˆi ↑+nˆi ↓−1) (2.16)
where cosh (a) = e−
τU




4 . The hi introduced here is the site-
dependent H-S ﬁeld. The trace over the H-S variable is a sum over all conﬁg-
urations {hi = ±1}. There will be a conﬁguration of those H-S variables for
each time slice so we add another index l and write the auxiliary ﬁeld as hi l.


















where HK↑,↓ is as shown in Eq. 2.13. One can write the H-S ﬁeld for a given
time slice in matrix form as Vl (h) = a ·diag (h1l . . . hNl) so then the interaction
part of the Hamiltonian can be written in a billinear form HlU↑ = c†↑Vl (h) c↑
and analogously for ↓. As opposed to the kinetic energy term that is the
same for all time slices, Vl (h) is diﬀerent for each time slice. We take the
Hamiltonian to have separate chemical potentials for each species µ↑ and µ↓
so that Hµ↑ = −c†↑µ↑Ic↑ where I is the identity matrix.
Having transformed all parts of the Hamiltonian into quadratic forms of
fermionic operators one can now use the central identity of this algorithm that
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allows us to evaluate the trace. It was introduced by Blackenbecker et. al. [55]
and proved in an alternative way by Hirsch in [56].




c†i (Hl)ij cj (2.18)
where Hl are matrices of real numbers. Then,
Tr
(




I + e−HLτ e−HLτ−1 . . . e−H1
)
. (2.19)
This identity allows us to write the partition function as a product of deter-
minants of real matrices so it is readily computable.
Zh = ANLτTrhe−TrVl(h)det [M↑ (h)] det [M↓ (h)] (2.20)
where Mσ (h) = I+BL,σ (hL)BL−1,σ (hL−1) · · ·B1,σ (h1) are the fermion matri-
ces for σ = (↑, ↓) and Blσ (hl) = eτtKeVl(hl)eτµ↑ . We thus have a determinant
of a real matrix to calculate for each species, in this way the partition function
of the quantum problem is translated in to a classical Monte Carlo task where
one has to sum over all possible realizations of the variables hi,l. One must




det [M↑ (h)] det [M↓ (h)] . (2.21)
23
Chapter 2. Methods
We introduce the weights for conﬁgurations as:
P(h) = det [M↑ (h)] det [M↓ (h)] . (2.22)
Although the matrices are real, in general there is no guarantee that the de-
terminant is positive. Furthermore the two determinants are not equal in
general. Consequently the weight P(h) can become negative leading to the
infamous “fermion sign problem”. In this case we can write the weight as
P(h) = sgn ∗ |P(h)| and use the absolute value as the probability while keep-









where 〈· · · 〉′ is the average calculated with the weight |P(h)|. The sign prob-
lem is absent for some speciﬁc situations. For example, in the case of at-
tractive interaction the two determinants are identical when µ↑ = µ↓ making
P > 0. Since we are interested mostly in the situation when the populations of
fermions are imbalanced we will have a sign problem in our simulations. How-
ever, in the cases we studied, this problem was manageable with 〈sgn〉 & 0.7
so that we were able to obtain good statistics for our measurements.
This algorithm allowed us to study imbalanced mixtures of fermions at very
low temperatures βt = 32 in one dimension and βt = 12 in two dimensions
on lattices of up to 400 sites. The algorithm and the ﬁrst results for a two-




In order to gain insight into the behavior of our system one needs to measure
several physical quantities. The single particle Green’s function is very useful
to calculate many quantities of interest. It is given by:
G˜σ (i, j) = 〈ci σc†j σ〉 = (Mσ (h))−1ij . (2.24)
Later, in the results section, we will mostly use the distance averaged Green
function G˜(l) (with periodic boundary condition the largest distance in the
system is half the system size) which is more practical to characterize a trans-













1− (Mσ (h))−1ii if l = 0
− (Mσ (h))−1i,i+l if l 6= 0
(2.25)
where the maximum distance is l = N/2 due to periodic boundary conditions.
The average particle density on a site is given by
〈niσ〉 = 〈c†i σci σ〉 = 1− 〈ci σc†i σ〉 = 1− (Mσ (h))−1ii (2.26)
and when averaged over all sites (average particle density) is equal to G˜σ(0).
The double occupancy of each site is









The central quantity to our studies is the pair Green function and is given by:
















if i 6= j
(2.28)





























i+l,i if l 6= 0
(2.29)



















where r = {x, y}, x and y being the coordinates of a lattice site.
The Fourier transform of the single particle and pair Green function yields














It is important to comment on the error analysis in the algorithm we are
using [58, 59]. The only source of systematic errors in the DQMC algorithm,
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which is discrete in time, comes from the Trotter decomposition and can be
reduced by decreasing the imaginary time interval. The order of this error is
the order of the commutator of the operators, in our case ∼ τ 2t|U |. We need
to choose the imaginary time step for our simulations such that this error is
minimized. In practice, as mentioned in Ref. [52], one needs to make sure
that τ 2t|U | < 0.1. The size of τ obviously depends on the interaction strength
U and, for example, in a case most prevalent in this work |U | = 3.5 taking
τ = 0.125 so the Trotter error is of the order of ∼ 0.05.
By construction a Monte Carlo method performs statistical averaging of
quantities and, as such, the results will have a statistical error that needs to be
calculated. The simplest way to calculate the error on a statistical sample is
to evaluate the standard deviation. For example in case one wants to measure















Nm − 1 . (2.34)
However the formula for the standard error assumes that the measured values
are independent. Since in a simulation, conﬁgurations are generated one from
the previous one, they are correlated with a ﬁnite decorrelation number of
Monte Carlo steps (or decorrelation time). The longer one waits between
successive measurements the less correlated the outcomes. In this way the
outcomes are dependent on the time step we take between the measurements.
In order not to waste time to make the measurements when the data are
correlated one introduces a waiting time between the measurements which is
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longer than the correlation time τcor. Additional approach that is used is called
“binning” of the data. The whole time series of the measurement is divided
into Lb = Nm/M “bins” where Nm is the total number of measurements and







where the bins are labelled with j. These values are treated as independent














Lb − 1 . (2.37)
If the bin size is too small the measurements will still be correlated and the
error bars underestimated. As the bin size increases the σ increases as well
and reaches an asymptotic value before it drops again when the bins are too
big and one doesn’t have enough measurements to estimate the error. We use
the binning method to calculate errors for the measurements taken during a
simulation. A reliable strategy, stemming from years of experience in using the
algorithm, is to perform a relatively long simulation, measure the quantities
of interest every 10 or 15 Monte Carlo step, and bin the data into Lb = 10
bins. In practice this strategy works well and when, there appears a suspicion
that the errors are under(over)estimated, we perform a longer run to check if
the measured values have changed or if only the error bars decreased.
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2.3.2 Implementation of DQMC
We now present a brief description of the implementation of this algorithm.
The ﬁrst step is to initialize the Hubbard-Stratonovich ﬁeld by ﬁlling in the
array hil with randomly drawn values ±1 as well as initializing the kinetic K
and interaction Vl (h) matrices then computing the Green’s function for both
species. The main task is in doing the so called sweeps of the lattice. This
means that one suggests a change in the H-S ﬁeld for each spatial site for
the particular time slice so h′i,l = −hil. The change is accepted or rejected
according to the Metropolis algorithm. One calculates the Metropolis ratio:
ril =
det [M↑ (h′)] det [M↓ (h′)]
det [M↑ (h)] det [M↓ (h)]
(2.38)
and by comparing it to a random number r drawn uniformly from [0, 1] accepts
the ﬂip if r ≤ min{1, ril}. If the change is accepted the Green’s function needs





Suggesting the changes in H-S ﬁeld continues through all the spatial sites of
the lattice. After ﬁnishing a particular time slice,e.g. l = Lτ , one needs to










One continues with the next time slice and completes the updates for the whole
space-time lattice. This is called a sweep of the lattice. After a few sweeps one
performs the measurements of the operators of interest. In practice in order
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to let the system equilibrate from the initial starting point, one preforms ﬁrst
the “warm-up” sweeps without measurement.
We have used DQMC to study the 1D and 2D systems. Its advantage is that
the convergence rates are rather fast. For a one-dimensional system a typical
simulation for L = 50 sites and β = 30 with an imaginary time step ∆τ = 0.1
runs for about 4 to 5 days on a desktop computer and yields error bars of
the order of 0.5% for the peak of the pair momentum distribution, a central
quantity of interest in this work. In two dimensions the typical simulations of
the harmonically conﬁned system at low temperature took about two weeks
on a 3 GHz processor. One inconvenience of this algorithm is that in order to
perform simulations at a ﬁxed particle number, the chemical potentials need
to be tuned.
2.4 Stochastic Green function and canonical
Worm algorithms
2.4.1 World-line representation
As mentioned before, the mapping of a D dimensional quantum system to
a D+1 dimensional classical system with the additional dimension being the
imaginary time is the foundation for the numerical methods we are using.
One of the ﬁrst algorithms developed to simulate the one-dimensional sys-
tem of fermions or bosons was the world-line algorithm [60]. The world-line
algorithm is the base of a whole family of algorithms to simulate quantum
spins, bosons and fermions on a lattice. After mapping the quantum system
to the classical one, the degrees of freedom correspond to the eigenvalues of
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the number operator. The evolution of these variables is mapped out by the
world-lines and thus oﬀers an intuitive picture of the simulated system [61].
We take a closer look at this representation in the case of one dimension. The
Hamiltonian in Eq. 2.3 can be broken up to a sum of two-site operators:











so that the problem becomes a product of two-site problems and is easy to
handle. Similarly as in DQMC, here one makes use of the Suzuki-Trotter
decomposition:
e−τ(H1+H2) = e−τH1e−τH2 +O (τ 2) . (2.44)
The standard recipe for the path integral as mentioned before is dividing the
imaginary time span [0, β] into Lτ subintervals τ = β/Lτ . By inserting a















This decomposition leads to a checkerboard representation shown in Fig. 2.1
where within each time interval τ (or ∆τ in the picture) both operators U1
and U2 are applied once.
Figure 2.1: The shaded plaquettes of the space-imaginary time lattice denote
the sites at which the operators H1 (2) act. At alternate half time-slices the
hopping operators act either only between odd and even or even and odd sites.
This is called checkerboard decomposition and the hopping is only allowed via
the shaded plaquettes. Examples of allowed world-lines for fermions are drawn
with thick lines. Figure taken from [60].
When the problem is cast into a classical one, what is left is to use the clas-
sical Monte Carlo machinery. Calculating the sum stochastically in Eq. 2.45
involves randomly generating fermion conﬁgurations using importance sam-
pling and then accepting or rejecting them according to an algorithm of choice
(for e.g. Metropolis or heat-bath). This representation was a big step towards
modern QMC methods but it is strongly limited by the update scheme which
is local. In addition, some observables cannot be measured in the world-line
algorithm such as correlation functions represented by broken world-lines, e.g.
the Green function. These limitations were dealt with in the algorithms that
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introduce discontinuities into the world-lines, which will be discussed later.
In the case of fermions the many-body wave function is antisymmetric thus
changes sign when two particles are exchanged. In the world-line formulation,
this corresponds to the crossing of the world-lines which causes negative sta-
tistical weights to appear and the sign problem arises in the simulations of
fermionic systems. In this case one is not able to perform the measurements
since the averages are calculates as in Eq. 2.23 and when average sign is small
the division of two small numbers is unstable numerically. The fermionic
sign problem in algorithms based on world-lines is much more severe than in
DQMC. Consequently, these algorithms are used only when there is no sign
problem.
Further development of the world-line formulation led to the introduction of
the continuous time algorithms where the Trotter error due to the imaginary
time discretization is eliminated. In this case the useful decomposition of
the partition function is related to the evolution operator in the interaction
representation, see for e.g. [62]. First, one divides the Hubbard Hamiltionian
into two parts: diagonal V (for example terms depending on number operator)
and non-diagonal T (for example nearest neighbor hopping).
H = V + T (2.47)






e−βVT (τn) · T (τ2)T (τ1)dτ1 · dτn, (2.48)
where T (τ) = eτVT e−τV . Complete sets of occupation states I = ∑Ψ |Ψ〉〈Ψ|
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· · · 〈Ψk|T (τk)|Ψk−1〉 · · · 〈Ψ2|T (τ2)|Ψ1〉〈Ψ1|T (τ1)|Ψ0〉dτ1 · · · dτn,
(2.49)
where the sum is over all possible conﬁgurations of the time indices τ and
states {|Ψk〉}. The matrix elements can be written as:
〈Ψk|T (τ)|Ψl〉 = eτVk〈Ψk|T |Ψl〉e−τVl (2.50)
where Vk is the eigenvalue of V in the eigenstate |Ψk〉 since we use the occupa-
tional basis which is the eigen basis for the diagonal operator V. We can look
at this representation as world-lines in the continuous imaginary time. We
take here the example of one species on a one-dimensional lattice in a model
where T is just the nearest-neighbor hopping. In Fig. 2.2 (left) a graphi-
cal representation is shown for a particular conﬁguration. At imaginary time
τ = 0 one starts with a state |Ψ0〉 (chosen randomly) and this state evolves
according to the operator eτ1V0 . When the ﬁrst time slice τ1 is reached the
T operator acts on the state and creates a sum of few states. However only
the state |Ψ1〉 will give a non-zero matrix element and thus survives. This
state is now the new state and evolves according to e−(τ2−τ1)V1 until it reaches
the time slice τ2. This procedure continues until the time β is reached. One
can see that the world-lines are periodic in the imaginary time direction with
period β which comes from the appearance of the trace in the formula. In
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this representation the partition function is expressed as a “path integral” and
consists of a sum over all possible deformations of N world-lines if the system
consists of N particles.
2.4.2 Stochastic Green Function
The general goal for the numerical methods we describe here is to sample the
partition function given in Eq. 2.49. Diﬀerent algorithms have been developed
to achieve this. The worm algorithm was introduced ﬁrst by Prokof’ev and
Svistunov in [63, 64]. Then a canonical worm algorithm was developed by Van
Houcke, Rombouts and Pollet [65]. Based on the Canonical Worm algorithm,
the Stochastic Green Function (SGF) algorithm was derived by V. G. Rousseau
[66, 67]. We start with the Stochastic Green Function algorithm because its
formulation is very general.
In order to sample the partition function one introduces a Green operator
G at an imaginary time slice τ .
Z(β, τ) = Tr (e−(β−τ)HGe−τH) (2.51)
As a result an extended partition function can be written as follows:
Z(β, τ) = ∑ ∫
0<τ1<···<τn<β
〈Ψ0|e−βVT (τn)|Ψn−1〉〈Ψn−1|T (τn−1)|Ψn−2〉
· · · 〈ΨL+1|T (τL)|ΨL〉〈ΨL|G(τ)|ΨR〉〈ΨR|T (τR)|ΨR−1〉
· · · 〈Ψ2|T (τ2)|Ψ1〉〈Ψ1|T (τ1)|Ψ0〉dτ1 · · · dτn.
(2.52)


















Figure 2.2: Particular set of time indices τi and states |Ψk〉 for the partition
function (left) and the extended partition function (right). Figure taken from
[66].
called |ΨR〉 (to the right of G) and |ΨL〉 (to the left of G). Similarly τR and
τL is the time slice to the right and to the left of the Green operator when T
acts. The time-dependent Green operator is G(τ) = eτVGe−τV . The Green op-
erator is used to sample the partition function by updating its conﬁgurations.
To deﬁne this operator one needs the normalized creation and annihilation
operators:
A† = a† 1√
nˆ+ 1
and A = 1√
nˆ+ 1
a (2.53)
which create or annihilate one particle without changing the norm of the state
A†|n〉 = |n+ 1〉 , A|n〉 = |n− 1〉 and speciﬁcally A|0〉 = 0. (2.54)

















where gpq is the martix that deﬁnes the Green operator. The state |ΨL〉 is
created by the application of the G on |ΨR〉 in such a way that on sites {ip} p
particles are created and on sites {jq} q particles are annihilated. The notation
{ip|jq} makes sure that there are no cancellations between the anihilation and
creation operators as it denotes two subsets of site indices with the condition
that all indices ip are diﬀerent from all jp. An example of the insertion of
the Green operator is illustrated in Fig. 2.2 (right) where two particles jump,
without restriction to only nearest neighboring sites.
The updates are done according to the following general outline. First the
direction of propagation of the G is chosen with some probability P (→) or
P (←). Then with probability P †→(τ) and P †←(τ) a new operator T is inserted
to the right or to the left of the Green operator and if the move is accepted
there appears an intermediate state |ψ〉 with probability P (ψ).
In order to measure physical quantities which are diagonal operators in
this representation, the Green operator has to reach a diagonal conﬁguration
where |ΨL〉 = |ΨR〉. On the other hand, measurements of the Green functions
are performed when the conﬁgurations are not diagonal. In this case the mea-
surement is ﬁnished when the system goes to the diagonal conﬁguration. The
matrix gpq is chosen to ensure that the Green operator goes back to a diagonal
conﬁguration. To this end gpq has to decrease suﬃciently fast with increas-
ing p and q so that the state |ΨL〉 is not too diﬀerent from |ΨR〉. Depending
on the measurement one is interested in making during the simulation, the
appropriate choice for gpq can be made. For example in our situation we are
interested in measuring the pair Green functions, a choice of gpq that provides
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1 if p+ q ≤ 4
e−4(4−p−q)
2
if p+ q > 4
(2.56)
The partition function is calculated by performing the sum over the states
stochastically. The Monte Carlo now consists of making the updates, accepting
or rejecting and satisfying the detailed balance. Take the probability of initial
(ﬁnal) conﬁguration to be Pi (Pf) and the probability of the transition from
initial to ﬁnal conﬁguration Si→f (analogously Sf→i for the reverse transition).
Acceptance rate for the transition from initial to ﬁnal is denoted by Ai→f and
Af→i for the reverse. Using this notation, detailed balance is described by
PiSi→fAi→f = PfSf→iAf→i. (2.57)
The Metropolis solution [68] is chosen to determine the acceptance rate:




Detailed balance is ensured by the choice of the acceptance ratios for the
suggested updates. The details of the choice of the acceptance rates are beyond
the scope of this thesis, for more details refer to [66]. A more eﬃcient directed
update scheme was devised and described in [67].
As the Green operator is sampled stochastically and measurements are
performed on randomly selected Green functions this algorithm was given the
name Stochastic Green Function. The generality of this algorithm can cause
it to be slower than other methods when applied to simpler models, however
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the generality is also its main advantage. It has been formulated in a way that
can be applied to diﬀerent Hubbard Hamiltonians including for e.g. mixtures
of atoms and molecules and with conversion terms from atoms to molecules.
Its main advantage is the possibility to measure n-body Green functions easily,
since when G is in some conﬁguration the corresponding Green function can
be measured.
The SGF algorithm can be used both in the grand canonical or canonical
modes. From its deﬁnition, the Green operator contains terms that do not
conserve the number of particles. However if the Hamiltonian commutes with
the operator that measures the total number of particles, Nˆ , for example the
Hamiltonian in Eq. 2.5, then only conservative terms of G have non vanishing
contributions since the trace imposes the same number of particles both at the
begining and the end of the operator string. As a consequence, the number
of particles remains strictly constant and the SGF algorithm works in the
canonical ensemble by nature. However, a simple trick can be used in order
to simulate exactly the grand-canonical ensemble. The idea is to add a non








where γ is an optimization parameter, and allows the Green operator to insert
at most one Hˆnc operator in the string. This allows the number of particles
to ﬂuctuate, while the addition of the usual term −µNˆ to the Hamiltonian
determines the mean number of particles via the chemical potential µ. When
measuring physical quantities, ignoring conﬁgurations in which the operator
string contains a Hˆnc operator, corresponds to integrating over these conﬁg-
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urations the probability of going from a given conﬁguration with N particles
and no Hˆnc to another one with M particles and no Hˆnc, via intermediate
conﬁgurations with Hˆnc. This integrated probability corresponds exactly to
the probability of going from one conﬁguration with N particles to another
one with M particles. As a result, the conﬁgurations of the grand-canonical
partition function Tr e−β(Hˆ−µNˆ) are generated with the correct Boltzmann
weight.
To use this algorithm to simulate fermions in one dimension, we ﬁrst use
the Jordan-Wigner transformation (see for e.g. [69]) to map the system onto
a system of hard core bosons. Consequently, this algorithm does not suﬀer
from the sign problem but, clearly, it cannot be used in higher dimensions
where the Jordan-Wigner transformation fails to solve the sign problem. This
transformation has the eﬀect that the number of fermionic particles we can
simulate is limited to odd numbers. We used this algorithm in the canonical
ensemble mainly for the conﬁned system where it is very convenient to control
the populations directly rather than tune the chemical potentials. A typical
simulation for L = 120 and β = 32 runs for about 5 days on a desktop
computer and yields an error of the order of 0.5% for the peak of the pair
momentum distribution.
2.4.3 Canonical Worm algorithm
The Green operator is in fact a generalization of the Worm operator introduced
in the Worm algorithm [63]. It is based on the idea of inserting two world-line
discontinuities (worm’s head and worm’s tail) and propagating them to change
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the conﬁgurations. The extended partition function in this case has the form:
Z(β, τ) = Tr (W †e−τHWe−(β−τ)H) (2.60)
we can see that the operators W and W † can be separated by an imaginary
time interval. When after some Markov steps the discontinuities are removed
(“head of the worm bites its tail”) then such a conﬁguration contributes to
the sampling as one knows that is was generated according to the distribution
Tr(e−βH). Since this algorithm is non-local in imaginary time one can imagine
a situation in which the worm head makes the loop in the imaginary time with
respect to the tail and this results with insertion or removal of a particle.
As mentioned before a canonical version of this algorithm was introduced
by Van Houcke, Rombouts and Pollet in [65]. In this case the worm operator is
local in imaginary time and samples the partition function keeping the particle
number ﬁxed (canonical ensemble). Inserting the worm operator at time τ
leads to the extended partition function:
Z(β, τ) = Tr (e−τHAe−(β−τ)H) . (2.61)
Here A the worm operator updates the conﬁgurations while sampling the
extended partition function. The worm operator is inserted at imaginary time
τ and suggests a creation of operator T . One constraint on the generality of
this algorithm is that the worm operator A has to be chosen in such a way that
it commutes with the non-diagonal part of the Hamiltonian [A, T ] = 0. There
will thus exist diﬀerent choices for the form of the worm operator depending
on the non-diagonal term in the Hamiltonian.
For example to study a system of ultra-cold bosons on an optical lattice
41
Chapter 2. Methods


















where N is the total number of particles. If the worm operator is chosen
with constant diagonal terms (i.e. 〈Ψk|A|Ψk〉 = const. for all |Ψk〉) then the




is proportional to the sum of the weights of the diagonal conﬁgurations. By
sampling those conﬁgurations the canonical ensemble is sampled, thus the
name of the algorithm: Canonical Worm.
The fact that in the worm algorithm only one discontinuity is introduced to
the world-line allows only for 1-body Green functions to be measured. We have
however used this algorithm to simulate the imbalanced mixtures of fermions
with diﬀerent masses in 1D and calculate pair Green functions. In the case of
two species there are two worm operators introduced and propagated, one for
each species. The pair Green function (2-body Green function) can thus be
measured. Thanks to the fact that the algorithm is local in imaginary time
i.e. the worm head and tail are propagated simultaneously the measurements
of equal-time Green functions are very eﬃcient. It is however not possible to
measure the Green functions separated in imaginary time and thus to study
dynamics (by performing the iτ → t rotation). Analogously to the situation
in SGF one can study systems of fermions in 1D while simulating hard-core
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bosons and making use of the Jordan-Wigner transformation. In the case of
the CW algorithm is has been shown in [70] that it can be applied to a system
of hard-core bosons.
We used this algorithm to study the mixture of fermions with diﬀerent
masses in one dimension. Typical run took a day on a desktop computer.
2.5 Canonical vs Grand Canonical
Finally, we consider the question of canonical versus grand canonical ensem-
bles. It has been suggested [71, 40] that the stability of BCS, FFLO or BP
phases can depend on whether one ﬁxes the populations or the chemical po-
tentials. It is important to compare the results obtained using canonical and
grand-canonical ensembles since in our work we use both depending on the
algorithm of choice for the given problem. During our work on the mass
imbalance system [72] we used the canonical Worm algorithm for the one-
dimensional system, where N1 and N2 are kept strictly ﬁxed. In ﬁnite tem-
perature studies of 1D system [73] we worked in both ensembles and used the
grand-canonical DQMC as well as both canonical and grand-canonical versions
of SGF algorithm. The study of the 2D system [74] was done in the grand-
canonical ensemble where the populations are ﬁxed by choosing the chemical
potential.
We compare in Fig. 2.3 typical results for the momentum distributions
obtained with the CW and the DQMC algorithms with µ1 and µ2 chosen to
give average ﬁllings corresponding to the ﬁxed ﬁllings in the canonical case.
There is no disagreement between the two; in particular, the signature of the
FFLO phase, a peak in the pair momentum distrubution at k 6= 0, is seen
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Figure 2.3: Momentum distributions for the minority, majority and pair pop-
ulations using canonical and grand canonical QMC with t1 = t2. In the grand
canonical case, 〈N1〉 = 6.996 (µ1 = −1.8), 〈N2〉 = 14.949 (µ2 = +0.72).
to be stable whether one ﬁxes the populations or the chemical potentials.
Whatever 〈N1〉 and 〈N2〉 one has obtained by ﬁxing µ1 and µ2, one will obtain
the same physics in the canonical ensemble by ﬁxing the populations to the
corresponding values, as seen in Fig. 2.3. One is free to study these phases
and their stability in either ensemble.
As part of our code veriﬁcation, the grand canonical SGF and DQMC were
compared for the same parameters and found to yield the same results within
the error bars. Furthermore, we veriﬁed that DQMC and grand canonical SGF
both agreed with the canonical SGF when the chemical potentials in the grand
canonical cases were tuned to give the same populations as the canonical cases.
The results we have obtained for the one-dimensional system were obtained
with these three algorithms; the choice being dictated by the speciﬁc measure-
ment we were after. Because of the equivalence of the three algorithms, we
do not comment on which results were obtained with which algorithm. The




In this chapter we have introduced the numerical methods used in this thesis.
We study the Hubbard model and thus restrict ourselves to lattice systems.
The Determinant Quantum Monte Carlo algorithm that we used both in one
and two dimensions is presented with the Hubbard-Stratonovich ﬁeld decou-
pling the interaction term in the Hamiltonian. The algorithms based on the
world-line formulation such as Canonical Worm and Stochastic Green Function
are brieﬂy introduced, as they have been used to study the one-dimensional
system of fermions. Finally we compare the results obtained using the grand-








Low temperature properties of
the system in 1D
3.1 Introduction
One-dimensional systems have been the focus of intense theoretical studies as
they can exhibit exotic phenomena due to strong correlations, quantum ﬂuc-
tuations, nesting of Fermi surfaces, etc. In this part of the thesis we study
the one-dimensional system of a population imbalanced Fermi gas on a lattice.
At the time when this thesis work was initiated, the consensus had not yet
been reached about the actual ground state of a imbalanced populations Fermi
mixture with attractive interaction. The discussions revolved around the ques-
tion of which pairing mechanism would be realized in the system: Breached
Pairing or FFLO? Another important issue being debated was the question of
stability of those phases for example with respect to temperature and dimen-
sionality. Calculations based on mean-ﬁeld theory performed for uniform and
trapped systems using local density approximation [37, 41] showed that the
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FFLO phase dominates the phase diagram for the untrapped case and that
phase separation appears when system is conﬁned. In a quasi-one-dimensional
system studied using bosonisation techniques, Yang [75] found that a 1D ana-
log of the FFLO state is the ground state of a Fermi gas interacting attrac-
tively with imbalanced spin population. An exact analytical solution using
the Bethe ansatz was found by Orso [43] for a system in a trap, where he also
discovered a superﬂuid core in the cloud exhibiting FFLO-type pairing. In the
meantime extensive exact numerical work for the 1D system using Quantum
Monte Carlo (QMC) [76, 77] and the Density Matrix Renormalization Group
(DMRG) [78, 26, 79, 80, 81] and approximate numerical work using variants
of Dynamical Mean Field Theory (DMFT) [82] have demonstrated that, in
the ground state, population imbalance leads to a robust FFLO phase over a
very wide range of polarization and interaction strengths. In addition, it was
shown to be stable in quasi-one dimensional geometries, i.e. in the case of an
elongated trap [83, 84].
In this chapter we focus on low temperature studies of pairing in a one
dimensional system when the populations of Fermions are imbalanced. To
begin with, we look at the case without harmonic conﬁnement, also called in
this thesis the uniform or homogenous case. We then follow with a discussion
of the system in a harmonic trap. The main result here is that FFLO-type
pairing is very robust and according to our results the dominant pairing mech-
anism. It is shown that the pair Green function exhibits oscillations in real
space characteristic of the pair density wave. As a result the pair momentum
distribution exhibits a peak at non-zero momentum which corresponds to the
diﬀerence between the Fermi momenta of each species.
The lower the temperature of interest, the larger the value of β and, conse-
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quently, the longer the imaginary time direction gets. In practice this means
that one dimension of the system becomes very large and this can cause dif-
ﬁculties in simulations due to increased cost in computational power. As a
rule of thumb gained from experience in QMC simulations when β = 2L the
temperature is low enough for the system to sample predominantly the ground
state. We follow this rule, yet we still verify it occasionally by doing simu-
lations at lower temperatures and comparing the results. The results shown
here for the uniform system were published in [76] and [85].
In our studies of a one-dimensional system we looked at the mixture of two
species of fermions on a lattice. The focus of our studies was the situation
when the populations of the two species are unequal. To describe the system
we use the Hubbard model with diﬀerent chemical potentials for each species
(µ1 and µ2) and by changing their ratio the imbalance is tuned. This is the
case in the grand-canonical formulation. In the canonical ensemble there is
no chemical potential term in the Hamiltonian. To provide insight into an
experimentally realizable setup we also studied harmonically conﬁned system.














nˆi 1 − 1
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(nˆi 1 + nˆi 2) . (3.1)
The energy scale is set by taking the hopping parameter t = 1. The contact
interaction strength U is negative since we are interested in pair formation in
the attractive model. The last term describes the harmonic trap which is
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centered at the midpoint, L/2, of the L-site lattice. By setting VT = 0 one
can still study a translationally invariant system. In all our studies we apply
periodic boundary conditions. Lattice spacing is equal to unity by which the
momentum space lattice spacing is set to 2pi
L
. Since we are studying mainly the
systems where the number of particles of each species are not equal, one can






where N1 (N2) is the majority (minority) population and N = N1 +N2 is the
total number of particles.
The Fermi momentum that can be calculated from the non-interacting
description of the system is a useful quantity also in the interacting case of
interest. In 1D where 2pi
L












The Fermi energy and Fermi temperature are found from the equation
EF = tk
2
F = kBTF . (3.4)
We will take kB = 1 and we usually calculate TF for balanced system where
Nσ = Ntot/2.
In the harmonically trapped system the non-interacting Fermi momentum
is calculated from the distribution of the Fermions over the harmonic levels
with energies En = ~ω(n+
1
2
). The trapping frequency can be calculated from
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to get ω = 2
~
√
VT t. The Fermi energy is then given
by:




where N can be taken as Nσ or Ntot/2.
3.2 System without the trap
3.2.1 Unpolarized mixture of Fermions
To set the stage we look at a balanced mixture of fermions without interactions.
The Green function and its Fourier transform are calculated for T = 0 to get
the momentum distribution shown in Fig. 3.1.











Figure 3.1: Momentum distribution of particles and pairs in the mixture of
fermions without interaction and when number of particles of each species is
equal.
It is useful to recall the deﬁnitions of the Green functions here. The single
particle Green function is given by:
Gσ (i, j) = 〈ci σc†j σ〉 (3.6)
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and the pair Green function by:
Gpair (i− j) = 〈∆†i ∆j〉 (3.7)





One can see in Fig. 3.1 the famous Fermi distribution of the particles
denoted with circles. Since there is no interaction there is no pairing in the
system, however the pair momentum distribution (triangles) has a residual
non-zero value which is easy to understand. In the non-interacting system the
pair Green function factorizes:
Gpair (|i− j|) = 〈c†i ↓c†i ↑cj ↑cj ↓〉 = 〈cj ↓c†i ↓cj ↑c†i ↑〉 = 〈cj ↓c†i ↓〉〈cj ↑c†i ↑〉
= G↓ (i− j) ·G↑ (i− j) . (3.8)
We use the known convolution theorem and the fact that the momentum
distribution of free Fermions at zero temperature in 1D is a Fermi step:
npair(k) = FT (Gpair (i− j)) = FT (G↓ (i− j) ·G↑ (i− j))
= FT (G↓ (i− j)) ∗ FT (G↑ (i− j)) = n↓ (k) ∗ n↑ (k)
= Θ (k − kF↓) ∗Θ (k − kF↑) . (3.9)





where N is the number of particles
in the species and L is the number of sites of the lattice. A convolution of two
Heaviside step fuctions with the same width gives exactly the function depicted
with triangles in Fig. 3.1.
In order to study the eﬀect of interactions on the basic quantities that
characterize the system, we ﬁrst examine the balanced population mixture
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with attractive on-site interactions between diﬀerent species. In ﬁgures 3.2
and 3.3 the Fourier transforms of the Green functions are shown for diﬀer-
ent interaction strengths. The single particle Green function in momentum












Figure 3.2: Momentum distribution of fermions for several attractive interac-
tion strengths U .












Figure 3.3: Momentum distribution of pairs in the mixture of fermions with
equal number of particles in each species for several attractive interaction
strengths U .
space, i.e. the momentum distribution of fermions, n1 (k) in Fig. 3.2 exhibits
a sharp Fermi surface for low interaction. Increased interaction strength U has
a rounding eﬀect, which is very similar to the eﬀect of increasing the temper-
ature. One should also notice the depletion of the Fermi ”sea”, by which we
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mean that with increasing interaction the ﬁlling drops much below n1(k) = 1
for k ≤ kF1. In this situation, interactions among particles inside the Fermi
”sea” are allowed. The pair momentum distribution exhibits a peak at k = 0
(Fig. 3.3) which signals formation of pairs whose center of mass is at rest.
With increasing interaction strength |U |, the pairs are more tightly bound
and their number increases illustrated by the peak becoming higher. This
peak at k = 0 momentum is characteristic of BCS pairing and corresponds to
a quasi-condensate of pairs, since, as it is well known, the condensation does
not happen in one-dimensional systems.
3.2.2 Polarized mixture of fermions
We now turn to study a mixture of unequal number of fermions in each species
in one dimension and at a low temperature. The pair Green function in real
space shown in Fig. 3.4 reveals oscillations as a function of distance, which
are characteristic of the FFLO-type pairing that occurs in the system. One
observes that in the balanced populations case (P = 0) the correlations decay
monotonically but when the system is polarized (P 6= 0) oscillations appear.
The modulations signal the appearance of spatial inhomogeneities in the sys-
tem in the form of regions that are rich in pairs neighboring regions depleted
in pairs but rich in the excess majority population. It has been shown that
when the order parameter oscillates, the excess particles are mostly found
in its nodal regions [86]. What is observed is that imbalance in populations
causes mismatch in Fermi momenta and leads to pairing with ﬁnite center of
mass momentum the consequence of which are the oscillations in the pair-
ing amplitude. It is clear from Fig. 3.4 that the larger the polarization, thus
the mismatch between the Fermi momenta (|kF1 − kF2|), the shorter the os-
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Figure 3.4: Pair Green function Gpair (|i− j|) in the real space of balanced and
imbalanced populations of a Fermi mixture with U = −8. Figure from [76].
cillation period T . One can see that the pair Green function oscillates with
period T = 2pi|kF1−kF2| i.e. wavelength λ =
2pi
|kpeak| . The modulations follow the
form presented by Larkin and Ovchinnikow in [8] where the order parameter
oscillates according to ∆ (r) = ∆2cos(k · q) as a function of position r with
q = ±|kF1 − kF2|.
In momentum space, the oscillations show up as a peak in the pair momen-
tum distribution at a non-zero momentum (kpeak 6= 0)as can be seen in Fig. 3.5.
It is important to notice that npair(k) has always a peak at ±|kF1 − kF2| for
the two diﬀerent interaction strength considered. With increased interaction
(right panel), both the pairing at k 6= 0 and k = 0 increase. The momentum
at which the pair momentum distribution is peaked is the momentum of the
center of mass of the majority of pairs formed. Interestingly the Fermi surfaces
are much more sharply deﬁned than their P = 0 counterparts (see Fig. 3.2)
for similar interaction strength. Additionally a deformation of the momentum
distribution of the majority population develops in the form of a bump in
n2(k) for k > kF1. It seems that as U becomes more attractive and pairing
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Figure 3.5: Single particle (n1(k) and n2(k)) and pair momentum distributions
(npair(k)) in an imbalanced system with polarization P = 0.125 shown for
diﬀerent interaction strength U = −4 (left) and U = −10 (right) for two
diﬀerent system sizes L = 32, β = 64 (symbols) and L = 96, β = 192 (lines).
Only k > 0 is shown since the ﬁgures are symmetric.
is allowed in the Fermi sea. the minority and majority Fermi surfaces begin
to try to match with each other. The excess particles are pushed out to the
states with momenta higher than the Fermi momentum of the minority, but
are still trying to minimize the kinetic energy by occupying the lowest possible
momentum states thus forming a bump in the n2(k > kF1). This feature is
very robust at high negative U and is not a ﬁnite size eﬀect. In order to rule
out the ﬁnite size eﬀects another simulation was done for a L = 96 and the
results are displayed with a continuous line. One can observe in Fig. 3.5 the
increase in the height of the peak which signals the increase in the population
in the quasi-condensate of pairs.
In order to better characterize the phase of the system, we studied the
ﬁnite size scaling of the height of the peak of the pair momentum distribution.
To see that the peak is a signature of a quasi-condensate of pairs, we simulate
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the system at ﬁxed densities but bigger lattices. For the balanced case at half-
ﬁlling we plot the quasi-condensate fraction - in our case the height of the peak
normalized by the total number of particles npair(k = 0)/Ntot. Data shown in
Fig. 3.6 indicate that the height of the peak is decreasing slowly towards zero
and that it appears to follow a power law. Since in order to study the ground
state β must be increased as the system size increases, it becomes very diﬃcult
to obtain reliable numerical results for large systems. This makes it hard to
determine this exponent accurately. We also tried to look at the scaling with












U=-6, β=2*L, balanced populations half filling
Figure 3.6: Finite size scaling of the fraction of the quasi-condensate of pairs
as a function of the increasing system size L, at β = 2L and U = −6.
the system size of the FFLO peak in the case of imbalanced populations. From
the data we have acquired from the grand-canonical algorithm by tuning the
chemical potentials to maintain constant densities for diﬀerent sizes, we ﬁnd
that the quasi-condensate fraction decreases as expected, however we were not
able to get good enough data to determine accurately the exponent. The sim-
ulations are hard with the canonical algorithm since we can only simulate odd
numbers of particles, thus scaling with system size quickly requires simulations
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of lattice sizes that we cannot handle.
To underline the robustness of the FFLO pairing, we present the pair
momentum distribution for a range of polarizations as shown in Fig. 3.7. The

































Figure 3.7: Pair momentum distributions (npair(k)) for several polarizations P
and U = −9. The inset shows that the position of the FFLO peak is equal to
|kF1 − kF2|.
main observation is that with increasing polarization, the FFLO peak shifts to
higher momenta. In other words the bigger the imbalance between the Fermi
species the higher the center of mass momentum of the pair. It is clear from the
inset that the location of the peak is equal to kpeak = |kF1− kF2| as predicted
in the FFLO scenario. Even for the highest polarizations the FFLO peak is
still present which leads us to conclude that we have not found the Clogston-
Chandrasekhar limit [87, 88] at which the external magnetic ﬁeld polarizes the
system to the point of complete destruction of the superconducting state. This
could be related to the fact that in our calculations presented in this part of
the thesis, we have a ﬁxed number of particles and we do not include any term
that could mimic the eﬀect of magnetic ﬁeld. It is important to report that
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the peak forms at k 6= 0 even for the smallest |U | we used in the simulations.
For example, for the case of P = 0.125 in Fig. 3.5, FFLO pairing is observed











Figure 3.8: Kinetic energy per site for each species and for the pairs as a
function of |U | and double occupancy.
Further insight into the subject of pairing is gained by looking at the en-
ergy. For each species, the kinetic energy (KE) per site is the average of the
nearest-neighbor hopping calculated as 〈c†i+1σci σ〉 and, in the case of pairs,
as 〈∆†i+1∆i 〉. It is also useful to show the pair kinetic energy after subtract-
ing the contribution from the nonpaired particles. We calculate the ”KE/site
substracted” deﬁned as 〈∆†i+1∆i 〉 − 〈c†i1ci1〉〈c†i2ci2〉. In addition, the double
occupancy 〈ni1ni2〉 allows us to study the degree of pairing in the system. In
Fig. 3.8 one can see that as |U | increases the kinetic energy of single parti-
cles (circles and squares) decreases in absolute value while kinetic energy of
the pairs (up triangles) increases. This indicates that with stronger attractions
the particles tend to hop in pairs. This also hints at entering a strongly bound-
pairing regime. When looking at the double occupancy (down triangles), one
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should keep in mind, that in the non-interacting limit, there is no pairing so
the value limiting 〈ni1ni2〉 from below is just the product of densities N1N2L2 .
In the extreme strongly interacting limit, the maximum double occupancy is
the density of the minority particles N1
L
. In the regime of maximum pairing
the system consists of N1 tightly bound pairs and N2 − N1 excess majority
particles. In the case of Fig. 3.8 the maximum pairing is N1
L
= 0.28 and we can
see that the double occupancy is approaching this value as the pairing is satu-
rated. Multiplying the double occupancy by |U | gives the average interaction
energy (as the interaction considered in the model is only on-site).
3.3 System in a harmonic trap
The principal motivation for the studies of the trapped system is its relevance
to the ongoing experiments on ultra cold atoms. In addition, it is of great
interest to study how the inhomogeneity in local polarization and density in-
ﬂuences the pairing.
Continuing earlier work in higher dimension [21, 22, 23], the Rice group [25]
in 2010 reported on experiments in one dimensional conﬁned Fermi systems
(6Li atoms) with imbalanced populations. These experiments were done in the
continuum, i.e. without an optical lattice, and focused on the behaviour of the
system in three polarization regimes by measuring the density proﬁles of the
fermionic species. It was found that the central part of the system is always
partially polarized whereas the behaviour of the outlying regions depends on
the total polarization. For low polarization, P = 0.05, the outlying regions
were found to be fully paired in the sense that the density proﬁles of the
two fermion species matched within experimental precision. For intermediate
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polarization, P = 0.15, the density proﬁles indicated that the whole system is
partially polarized. Finally, for large polarization, P = 0.59, the wings were
found to be populated exclusively by the excess fermion species and thus were
fully polarized.
The experiment [25] consisted of a two-dimensional array of elongated (one-
dimensional) tubes. Along the tube, the axial direction, the atoms were con-
ﬁned with a trap frequency ωz = 2π × 200Hz; in the central tube, the total
number of atoms at zero polarization was approximately 250. The pair bind-
ing energy, ǫ = ~2/ma1D (where a1D is the eﬀective one-dimensional scattering
length), was estimated to be ǫ/ǫF ≈ 5.3 with the Fermi energy calculated as-
suming a balanced system with a total of 250 particles. The temperature was
estimated at T/TF ≈ 0.1. It is thus important to study the system at ﬁnite
temperature in order to be able to make contributions that would be relevant
to the experimental progress. The ﬁnite temperature behavior of the system
was the main motivation for our numerical study and will be presented in
Chapter 4.
To set the stage for the ﬁnite temperature studies, in this section we present
QMC results for the fermionic Hubbard model in 1D in the presence of the con-
ﬁning potential at low temperature. Our ultimate goal is to make contact with
the above mentioned experiment in the continuum; to this end we simulate
lattice systems that are dilute enough so that the fermions in the center of the
trap are far from forming a ﬂat plateau corresponding to a band insulator. We
introduce the trapping potential in Eq.(3.1) VT = 0.0007t which corresponds
to ~ωz = 2
√
tVT . The total number of particles in our simulations for balanced
populations is 78, to be compared with 250 in the experiment. We performed
our simulations in the temperature range 0.008 ≤ T/TF ≤ 0.25 which includes
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the temperature at which the experiments were performed, T/TF = 0.1. In
addition, to place our system in the same coupling parameter regime as the
experiments, we present our results for a coupling strength of U = −10t. U
is the “pair binding energy” and the value we have chosen gives |U |/ǫF = 4.8,
close to the experimental value.
First we look at the system at low temperature as a function of polariza-
tion. As in the homogenous case, the pair momentum distribution exhibits a
maximum at kpeak 6= 0 (Fig. 3.9) and, as before, kpeak increases with growing
polarization. Looking at the density proﬁles one immediately observes that
the low and high polarization regimes diﬀer signiﬁcantly.

































Figure 3.9: Pair momentum distribution in a trapped system for several po-
larizations. The FFLO peak moves to higher momentum values as P in-
creases as in the uniform system. The majority population is ﬁxed N1 = 39,
T/TF = 0.008 in the balanced case N1 = N2 = 39.
First we look at the low polarization regime. In Fig. 3.10, we show the den-
sity proﬁles at very low temperature, T/TF = 0.008, for a system at very small
polarization, P = 0.05, corresponding to the open (red) squares in Fig. 3.9.
The central region of the system is clearly partially polarized: the proﬁles
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P=0.05, β=64, T/TF=0.008 U=-10.0, L=120, VT=0.0007
Figure 3.10: Density proﬁles of the two species for the low temperature and
low polarization case. Very narrow fully paired regions are seen at the edges
of the cloud. N1 = 39 and N2 = 35.
do not overlap. This partial polarization, i.e. population imbalance, causes
FFLO pairing to take place as is evidenced by the pair momentum distribu-
tion in Fig. 3.9. However, in a very narrow interval at the edges of the system,
the density proﬁles match very closely and the system is fully paired [86, 25].
This fully paired region was studied in the continuum by Casula et. al. in [77]
using Path Integral Monte Carlo (PIMC) simulations. It was shown that at
a polarization P = 0.04, the fully paired region exists for T < 0.025TF and
T < 0.035TF for the two strong couplings studied (the ﬁrst value corresponds
to the smaller coupling). The narrowness of this region on the lattice was
studied at T = 0 in Ref. [89, 90].
In ﬁgure 3.11 we show the evolution of the density proﬁles and their diﬀer-
ence with increasing polarization. One can see that in the case of the lowest
polarization P = 0.03 (top left) the local magnetization is zero in the center
of the trap. One could see it as a fully paired core of the cloud. However we
observe it only in this very low polarization case when the diﬀerence between
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Figure 3.11: Density proﬁles and local magnetization for diﬀerent polariza-
tions. L = 120, U = −10,VT = 0.0007, β = 64 and so T/TF = 0.008 for the
balanced case with N = 78 particles.


















Figure 3.12: Density proﬁle diﬀerences (local magnetization) for diﬀerent po-
larizations. The oscillations are standing waves showing the pair rich (minima)
and pair depleted (maxima) regions in the conﬁned system. T/TF = 0.008 for
the balanced case with N = 78 particles.
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the particles is N1 −N2 = 2.
The diﬀerence in the density proﬁles, Fig. 3.12, of the two species shows
regular oscillations indicating that the partially polarized region is not uni-
form. Such oscillations have been seen before [78, 80, 76] and correspond
to the standing wave of length λ = 2π/kpeak, as can be easily veriﬁed from
Figs. 3.9 and 3.12. These oscillations describe the length scale at which the
system passes from pair-rich to pair-poor regions. This is a striking visual
demonstration that the FFLO phase is not uniform.














P=0.56, β=64, T/TF=0.01, U=-10.0, L=120
Figure 3.13: Trapped system at low temperature and high polarization. N1 =
39, N2 = 11, L = 120, U/t = −10, Vt = 0.0007. TF is calculated for the total
balanced population of N = 50. Large fully polarized regions are seen at the
boundaries of the system.
We now turn to investigate a highly polarized system at low temperature.
Figure 3.13 shows the density proﬁles in the system with P = 0.56 at β = 64
(T/TF = 0.01). At this large P ,it is clear that the central region is partially
polarized and the wings are fully polarized, populated only by the majority
species as was also observed in [78]. The population diﬀerence in the central
region of the system in Fig. 3.13 is almost constant but with oscillations,
λ = 2π/kpeak, due to the presence of FFLO pairing as shown clearly by the
pair momentum distribution in Fig. 3.9 (black triangles).
67
Chapter 3. Low temperature properties of the system in 1D
3.4 Summary
In this chapter the results of our studies of a mixture of fermions with popula-
tion imbalance interacting attractively and at low temperature are presented.
It is found that the FFLO pairing is the mechanism that prevails in this sys-
tem and is apparent in a wide range of polarizations and coupling strengths.
Density proﬁles of the atomic cloud trapped harmonically are presented. It is
shown that in the low temperature regime one can observe very narrow fully
paired regions at the edge of the cloud for very weakly polarized system. On
the other hand, for a highly polarized system the wings of the cloud are shown
to be fully polarized. We do not ﬁnd the fully paired core of the cloud, apart
from a very speciﬁc population imbalance case. The core of the system is
found in general to be partially polarized and as such is the part of the cloud
where the FFLO pairing is realized. The local magnetization measurements




Finite temperature study of the
system in 1D
4.1 Introduction
It is widely accepted now that the FFLO phase of a pair density wave is the
ground state of the 1D mixture of fermions with imbalanced populations. with
or without a trap. However the stability of the FFLO phase at ﬁnite temper-
atures remains an open question. Mean ﬁeld calculations [91, 86, 92] possibly
shed some light but can be less reliable in low dimension where quantum ﬂuc-
tuations are large. This question is of paramount importance for experiments,
especially in trapped atomic systems, since diﬃculties in cooling fermionic
atoms raise concerns about whether the currently attainable temperatures are
low enough for a thorough investigation of FFLO physics. Our work aims at
providing a contribution to the understanding of the conditions required for
the experimental realization of the FFLO phase.
We present in this chapter our investigations into the inﬂuence of the ﬁnite
69
Chapter 4. Finite temperature study of the system in 1D
temperature on the system. The temperature - polarization phase diagrams
that we have calculated are discussed. Of high practical importance to the
experimental quantum gases community are our results on the trapped system
and the stability of FFLO at ﬁnite temperature at which the experiments are
inevitably performed. Our key result is that the paired phase can exist up to
temperatures of order one tenth of the Fermi energy, when the polarization
is suﬃciently large, even in the presence of a conﬁning potential. Current
experiments on trapped atoms are likely to work in this temperature range.
4.2 Uniform system
We begin with a discussion of the physics at ﬁnite temperature in the absence
of a conﬁning potential, VT = 0.




















Figure 4.1: Pair momentum distribution for balanced populations at half ﬁlling
of the lattice as a function of inverse temperature β. The peak disappears at a
critical temperature where the pairs no longer form a quasi-condensate. The
size of the lattice is 32 sites and U = −4.
First, we look at a mixture of balanced populations of fermions that interact
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attractively and study their behavior as a function of temperature. In Fig. 4.1
we show that the quasi-condensate peak of BCS pairs at zero momentum























U=-3.5, balanced populations at half filling
Figure 4.2: Pair Green function as a function of distance and its dependence on
the temperature. The data are plotted in the log-log scale and the dashed lines
are the ﬁts to the data points. One observes a change in the decay character
from a power-law at high β to an exponential decay for low β.
The transition between the quasi-condensed pairs and normal pairs can be
seen in the change of the character of the decay of the pair Green function with
increasing temperature. One can see in Fig. 4.2 that there is a clear distinction
between the low temperature regime where the correlations decay as a power
law and the high temperature regime where they decay exponentially. The
power-law appears as a straight line in the log-log scale used in this ﬁgure,
the ﬁts to data points are denoted by dashed lines. In the case of β = 32 and
β = 24 we can see the decay follows a power-law. When the temperature is
increased there is a crossover regime (here for e.g. β = 10 and β = 6) where
it is not clear what kind of decay of correlations is observed. At much higher
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temperature the correlations decay exponentially, which is shown for β = 4,
β = 2 and β = 1.
4.2.1 Phase diagram
As discussed in the introduction, it is now generally agreed that the ground
state of a Fermi system with attractive interactions and imbalanced popula-
tions is the FFLO state. The mismatch in the Fermi momenta results in pair
formation with nonzero center-of-mass momentum k = ±|kF1 − kF2|. Con-
sequently the pair momentum distribution, the Fourier transform of the pair
Green function, Eq. 6.3, peaks at this value of the momentum. This peak at
nonzero momentum serves as the principal signature indicating the presence
of the FFLO state [26, 76, 78, 79, 80].
The situation at ﬁnite temperature, which is important experimentally, is
less clear. Approximate methods, such as mean ﬁeld, do not always yield the
same phase diagram. In this section we will map out the phase diagram in the
polarization-temperature plane. To this end, we study, at ﬁxed polarization
P , the behaviour of the pair momentum distribution, npair(k), as a function of
the temperature T .
It is important to mention that, when using a grand-canonical algorithm
for the simulations, one needs to ﬁnd numerically the density as a function
of chemical potential and temperature in order to study the system at ﬁxed
polarization. For example in the case of balanced populations in Fig. 4.3 (top)
we show how the density changes with chemical potential at ﬁxed temperature.
It is clear that in our formulation of the Hamiltonian the half ﬁlling of the
lattice for each species occurs at µσ = 0 where σ = {1, 2}. Studying the
system at ﬁnite temperature in the grand-canonical ensemble and with ﬁxed
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β=0.5, U=-4, L=32, balanced populations









N1=7, N2=11, U=-4, L=32
Figure 4.3: Top: Chemical potential versus density in a grand-canonical sim-
ulation. Populations of each species are equal, β = 0.5, L = 32, U = −4.
Bottom: Chemical potentials which yields particular densities of each species
and this ﬁxed polarization, here for e.g. P = 0.22, for diﬀerent temperatures
β.
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polarization involves ﬁnding the chemical potentials yielding desired densities
of species for diﬀerent temperatures. An example of this mapping can be seen
in Fig. 4.3 (bottom). In order to ﬁnd a phase diagram in the polarization
and temperature plane with ﬁxed total density of particles we had to perform
this mapping for a wide range of parameters. Once we ﬁnd the µ1 and µ2
which correspond to the desired densities of particles at some temperature we
perform long simulations with measurements of the physical quantities that
characterize the system, e.g. the pair momentum distribution.
For very low T , npair(k) peaks at k 6= 0 and the system is in the FFLO
state. As T is increased, the peak in npair gets lower and shifts to k = 0.
The temperature at which the peak in npair shifts to k = 0 is the crossover
temperature, Tc. Note that in this one-dimensional system, transitions at
ﬁnite temperature are not true phase transitions, but rather crossovers. This
is illustrated in Fig. 4.4 where we show QMC results for npair(k) as a function
of k for several values of the inverse temperature β. The simulations were done
for ﬁxed populations, N1 = 13 and N2 = 7 on a system with L = 32 lattice
sites and an attractive interaction U = −3.5t. The ﬁgure shows clearly that,
as β decreases from β = 32, the height of the FFLO peak decreases and, in
fact, shifts to lower k values. The shift to lower k values is made more evident
by simulating larger systems since this gives more k grid points. When the
peak at nonzero k is equal to npair(0) to within 1%, we consider the peak to
have shifted to k = 0 and the FFLO state to have disappeared. In Fig. 4.4
this happens for βc ≈ 6. Reducing β further leads to continued decrease of the
height of the peak, which remains at k = 0.
The peak of npair(k) at kpeak 6= 0 means that the system is, in fact, not
homogenous: The spatial pair Green function, Eq. 6.3, oscillates as a function
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N1=13, N2=7, L=32, U=-3.5, P=0.3
Figure 4.4: The eﬀect of temperature on the pair momentum distribution. A
peak at non-zero momentum is a signature of the FFLO state. As β decreases,
the peak disappears at a crossover value βc = 1/Tc. In this case, βc ≈ 6. The
error bars are of the order of the symbol size.
of distance with a period given by 2π/|kpeak|. These oscillations have been
discussed, for example, in the context of mean ﬁeld theory [11, 41]. Physically,
they indicate that the system has regions which are rich in pairs separated by
regions poor in pairs but rich in the excess fermion species. Such oscillations
are shown in Fig. 4.5 for three values of β. It is seen that as the temper-
ature increases and the height of the FFLO peak decreases, the oscillations
decrease in amplitude and eventually disappear as homogeneity is restored in
the system.
The question then arises as to the nature of the phase at T > Tc. Two
possibilities are: (1) At T > Tc the pairs are broken and the system is a mixture
of two Fermi liquids or (2) pairs are still present but the system has been
homogenized by thermal agitation. A ﬁrst indication is given by the energy
scales involved. The binding energy of the pairs at very low temperature is of
the order of |U | and in our system here |U | = 3.5t. So, to break the pairs, an
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N1=13, N2=7, L=32, U=-3.5, P=0.3 
Figure 4.5: Pair Green function calculated at low temperatures where the
system is in the FFLO state (β = 32 and β = 16) and at the temperature at
which FFLO disappears (β = 6). Note that the oscillations disappear at the
higher temperature.
equivalent amount of thermal energy is needed which means β ≈ 1/|U |. For
the case discussed in Fig. 4.5, the crossover from FFLO to the uniform phase
happens at βc ≈ 6 not t/|U | = 0.286. This means that Tc is more than an
order of magnitude smaller than the temperature needed to break the pairs.
This, then, favors the conclusion that when FFLO ﬁrst disappears, the pairs
have not yet been broken and the system is in a homogeneous polarized paired
phase (PPP). Another piece of evidence is provided by studying the average
double occupancy of the sites given by
D = 〈ni1ni2〉 = 〈∆†i ∆i 〉. (4.1)
In the absence of pairing, 〈ni1ni2〉 = 〈ni1〉〈ni2〉 = N1N2/L2 while if pairing
is perfect, i.e. if all the minority particles are paired, 〈ni1ni2〉 = N2/L. We
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deﬁne the normalized double occupancy by
D = D − n1n2
n2 − n1n2 , (4.2)
where n1 = N1/L and n2 = N2/L and we recall that N2 < N1. With this
normalization, we have 0 ≤ D ≤ 1.






















Figure 4.6: Double occupancy versus β for three polarizations exhibits a very
sharp drop for β < 1 indicating that pairs are being broken near β ∼ 1/|U |.
This quantity is shown in Fig. 4.6 for three polarizations. One can see that
the pairing drops signiﬁcantly at rather high temperatures, β ≈ 1/U . Thus
we conclude that the pairs are not broken when the FFLO peak disappears
but the systems is in a PPP. As one can see, this pairing parameter does not
saturate for the case we presented. One could expect it to reach the maximum
value at a very strong U limit in the low temperature regime, where thermal
ﬂuctuations are absent.
Note in Fig. 4.6 that the double occupancy increases just before it drops
signaling the breaking of the pairs. This increase can be understood physically
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as follows. As the temperature is increased, the Fermi distribution near the
Fermi momentum gets rounded but for k < kF the distribution remains satu-
rated. This means that pairing can happen only near the Fermi surface while
inside the Fermi sea the particles are still blocked by the Pauli exclusion prin-
ciple. Eventually, as T continues to increase, the occupation of momentum
states inside the Fermi sea drops, rather suddenly as shown by our simula-
tions, which makes available for pairing a larger number of particles causing
the double occupancy to rise.
We are now ready to apply the above considerations to determine the
phase diagram in the (P, T ) plane. To this end, we keep the total population,
N , constant and for diﬀerent values of the polarization, P , determine the
temperature, Tc, at which the peak in npair(k) shifts to k = 0. Figure 4.7
shows the resulting phase diagrams for N = L (half ﬁlling) and N = L/2
(quarter ﬁlling). The Fermi temperatures shown in the ﬁgure are calculated
assuming equal populations using ǫF = tk
2
F where ǫF is the Fermi energy. We
mention again that the phase boundaries represent a crossover behaviour, not
phase transitions since this one-dimensional quantum system does not have
phase transitions at ﬁnite temperature. The word “phase” which is used in
this thesis will hopefully not mislead the reader and will be understood as the
“state” and the phase diagram as the diagram of states.
The phase diagrams show clearly that the FFLO phase is quite robust,
persisting over a wide range of polarizations and to rather high temperatures.
For N = L, it persists up to T/TF ≈ 0.2 and for N = L/2 up to T/TF ≈ 0.8.
We also see that, in both cases, the crossover temperature increases with the
polarization up to a maximum value after which it decreases again. This can
be understood physically as follows: When P is small, the Fermi “surfaces” of
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Figure 4.7: Phase diagram in the polarization-temperature plane. (a) the
system at N = L (half ﬁlling), (b) the system at N = L/2 (quarter ﬁlling).
At P=0 system is in the BCS state. The regions above the open (red) squares
and to the left of the vertical (blue) lines are unexplored. Up to the open
squares the system is in the FFLO phase. Phase boundaries represent cross-
over behaviour not phase transitions. In the FFLO phase, npair(k) peaks at
k 6= 0, in the PPP phase, the peak is at k = 0.
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the two populations are so close to matching that very little thermal energy is
needed to get them to match. Thus even at very low ﬁnite temperature, pairing
takes place at zero center-of-mass momentum. Therefore, larger polarizations
have a stabilizing eﬀect on the FFLO phase.
There are numerical diﬃculties with the determination of the phase dia-
gram at very low and very high polarizations. At very high polarization, there
is a very small number of minority particles, making the FFLO signal diﬃcult
to discern clearly. We were therefore not able to examine P > 0.9 in our
simulations. For that reason, some symbols on the phase boundary at high
polarization are open, indicating that up to this polarization, the system is
still in the FFLO phase. The solid symbols mark the true boundary between
FFLO and PPP.
In addition, at small polarization, very low temperature is needed to ob-
serve the FFLO phase but there is a practical limit to our simulations as the
lower the temperature the longer the simulation time needed to obtain precise
results. However, DMRG calculations at T = 0 [26, 78, 79, 80] do, in fact, con-
ﬁrm that the FFLO phase persists all the way to T = 0. The dashed (green)
line connecting the origin to the ﬁrst numerical points simply schematizes the
expected position of the boundary.
A phase diagram in the (P, T ) plane was calculated in Ref. [91] using mean
ﬁeld theory (MFT). The general shape of the FFLO phase obtained there as
shown in Fig. 4.8 is similar to what we found here. However there are very
important diﬀerences. For example, unlike MFT, we have found that there is
no direct transition from the FFLO phase to the Fermi liquid phase (broken
pairs): The FFLO phase is destroyed at a temperature which is much lower
than that required to break the pairs and is replaced by the PPP.
80
Chapter 4. Finite temperature study of the system in 1D











Figure 4.8: Phase diagram in the polarization-temperature plane for a 1D
system obtained using mean-ﬁeld method. Figure taken from Ref. [91]. PS
denotes phase separation and N is a normal, unpaired phase.
Reference [91] predicts a phase separation between the FFLO and PPP at
low P and T (Fig. 9 in Ref. [91]). In order to examine this possibility, we
study the density histograms in the grand canonical ensemble. The idea is as
follows: Starting in, say, the PPP, we increase the polarization by tuning the
chemical potentials, µ1 and µ2. For each choice of µ1 and µ2, we accumulate
the histograms of the particle populations. If phase separation is present, then
as the system approaches the phase separation region, the density histogram
of each species should develop a double peak structure. If no such structure
develops, it means that there is no phase separation as the system crosses from
the PPP to the FFLO. We ﬁrst verify the correct behaviour of the obtained
histogram as the size of the system is changed.
In Fig. 4.9 we show the histograms for two system sizes at half ﬁlling
but with all other parameters ﬁxed. We see that the histograms for the two
system sizes agree very well; the main diﬀerence is that the larger system size
(obviously) allows for a ﬁner grid of densities which redistributes the values a
little and exhibits the main peak more clearly. In Fig. 4.10 we show, for ﬁxed
inverse temperature β = 16, the histograms for three cases at half ﬁlling: In
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Figure 4.9: Majority (N1) and minority (N2) density histograms at the FFLO-
PPP boundary for two system sizes. The larger system size oﬀers more grid
points and, therefore, a ﬁner resolution of the density ﬂuctuations. A single



























Figure 4.10: Histograms of local densities for L = 30, β = 16t and U = −3.5t.
Left peaks correspond to the minority species and right ones to the majority.
The peaks move smoothly as µ1 and µ2 are tuned to take the system across
the boundary between PPP and FFLO. No double peak structure is observed,
indicating the absence of phase separation.
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the top panel the system is just inside the PPP phase, the middle panel the
system is at the PPP-FFLO boundary and the bottom panel the system is
just inside the FFLO phase. No double peak structure develops, which leads
us to conclude that there is no phase separation. This was done for several
temperatures at low polarization.
It is useful here to comment on the algorithm choice for calculating the his-
tograms. Although the DQMC algorithm is grand canonical and thus allows
for particle number ﬂuctuations, it is not useful for calculating the density
histograms. The reason is that, in DQMC one changes the realization of
the auxiliary Hubbard-Stratonovich ﬁeld; but for each such realization, the
fermions have been traced over all their possible conﬁgurations. On the con-
trary, in the grand canonical version of the SGF algorithm, the update is done
over the fermion conﬁgurations themselves. So, the particle number can be
measured conﬁguration by conﬁguration.
4.3 Trapped system
As a continuation of the study of the system in a harmonic trap at low tem-
perature we now turn to examine temperature eﬀects on the system. Similarly
to the untrapped system when using a grand-canonical ensemble we need to
tune the chemical potential to the densities we are interested in. In particular
we will mostly look at the low density regime to minimize the lattice eﬀects
and make our results most relevant to the experiment performed in contin-
uum. The simulations are performed in the parameter regime close to the
one at which the experiment of Liao et. al [25] has been done (as discused in
Chapter 3). We have investigated the temperature range 0.008 ≤ T/TF ≤ 0.25
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within which lies the experimental temperature T/TF = 0.1.
First we look at a weakly polarized mixture. The system at β = 64,
Fig. 3.10, is now heated to β = 28 (T/TF = 0.016) and β = 5 (T/TF = 0.1)






























Figure 4.11: Trapped system at ﬁnite temperature and low polarization. (a)
and (b) density proﬁles at T/TF = 0.016 and T/TF = 0.1 respectively. (c)
density proﬁle diﬀerence for diﬀerent temperatures.
the clouds spread out and the proﬁles become more rounded. Figure 4.11 (c)
shows what happens to the population diﬀerences as the temperature rises.
As T increases, the population diﬀerence vanishes in the wings more gradually
than at the lower temperatures. In addition, the oscillations which indicate
the presence of FFLO get smoothed out substantially at β = 28 and have
essentially disappeared for β = 5. This is conﬁrmed by the behaviour of the
pair momentum distribution, displayed in Fig. 4.12, which shows the FFLO
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peak disappearing as T is increased to T = 0.016TF . This value is smaller than,
but consistent with, the phase diagram in Ref. [86] (Fig. 1) which shows that
at P = 0.05 the FFLO phase disappears for T > 0.05TF . Our value is also
consistent with that found in Ref. [77]. This illustrates the fragility of the
fully paired paired wings and the FFLO phase at low polarization.
In the previous section, we calculated the phase diagram of the uniform
system and showed that the FFLO phase persists to higher temperatures for
larger polarization. We now demonstrate the same eﬀect in the trapped sys-
tem.











β=64, T/TF=0.008β=28, T/Tf=0.018β=5, T/TF=0.1
L=120, U=-10.0, P=0.05, VT=0.0007
Figure 4.12: Pair momentum distribution of the system at P=0.05 (Fig. 4.11)
and increasing temperature. The FFLO peak disappears at T/TF = 0.016.
In Fig. 3.13 the density proﬁles of a highly polarized system (P = 0.56) at
low temperature were shown. We observed that the cloud separates into the
partially polarized central region and the wings which consist only of majority
species. As the temperature is increased, this shell structure, i.e. partially
polarized core and fully polarized wings, persists, as can be seen in Fig. 4.13
(a) and (b).
However, we observe that the partially polarized core expands in size and
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Figure 4.13: Same trapped system as in Fig. 3.13 at higher temperature.
P = 0.56, L = 120, U/t = −10, Vt = 0.0007t, N1 = 39, N2 = 11. (a) and
(b) show the density proﬁles and diﬀerences for two temperatures. (c) Pair
momentum distribution.
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the fully polarized population in the wings decreases. We also see that the
FFLO phase at this large polarization is stabilized signiﬁcantly compared with
the P = 0.05 case (Fig. 4.12). For P = 0.56, the FFLO peak persists, albeit
weakly, up to T/TF = 0.11, vanishing completely at T/TF = 0.25. This result
is encouraging for the experiments [25] which can be done at high polarization
and T/TF ≈ 0.1. However, at this temperature, the FFLO peak is not very
pronounced and might still be diﬃcult to observe experimentally.
We note that, as in the case of the uniform system, the FFLO phase disap-
pears at a temperature which is much lower than the contact potential energy.
In the case above, the FFLO phase disappears at βt ≈ 3 while the contact
interactions is U = −10t. The approximate condition to break the pairs is
βU ≈ 1; we see that βt = 3 is not a high enough temperature to break the
pairs. Therefore, as T is increased, the FFLO phase is replaced by the PPP
discussed in the previous section and not by the normal state composed of the
two unpaired spin populations. Our QMC result is in disagreement with mean
ﬁeld predictions that as T is increased for high polarization, the system passes
directly from the FFLO phase to the normal state [86].
It is interesting to see a direct comparison of the experimental and numer-
ical data.The density proﬁles obtained in the simulations agree qualitatively
with those measured in the experiment as shown in Fig. 4.14.
4.4 Interaction strength
The question then arises as to how the FFLO peak behaves as a function of U
at ﬁxed β, N1 and N2 (and consequently ﬁxed P ). We ﬁrst look at the system
without a trap. Clearly, for U = 0 there is no pairing and no FFLO peak.
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Figure 4.14: Qualitative comparison between experimental data and simula-
tions. Black circles denote majority density, blue dimonds - minority density
and red squares the density diﬀerence. Axial density from experiment at in
(a) P = 0.055 in (b) P = 0.33, taken from Ref. [25]. Simulation results
for P = 0.05 shown in (c) and P = 0.56 in (d). All data taken in a similar
parameter range: temperature ≈ T/TF = 0.1 pair binding energy/ǫF=5.
88
Chapter 4. Finite temperature study of the system in 1D
As |U | is increased, the peak at nonzero k forms and its height increases as
shown in Fig. 4.15. However, we found that as |U | continues to increase, the
FFLO peak will reach a maximum height and then start to decrease. We also
found that the peak is more sensitive to |U | at higher T (compare Fig. 4.15
top and bottom panel). We believe the reason the peak starts to go down
at high values of |U | is that with increasing attraction, the pairing becomes
increasingly localized in space and eventually the paired fermions form a very
tightly bound bosonic molecule and the system resembles closely a usual Bose-
Fermi mixture which does not exhibit FFLO peaks.
In the trapped case, the same question arises as to whether one can stabi-
lize the FFLO phase at higher temperature simply by increasing the attractive
interaction. The answer is the same as in the uniform case: As the attractive
interaction is increased, the FFLO peak ﬁrst increases in height but then sat-
urates and starts to decrease as shown in Fig. 4.16 (top panel). In addition,
as |U | is increased, the partially polarized core region shrinks and the polar-
ization in that zone increases (see Fig. 4.16 bottom panel). This has the eﬀect
of shifting the FFLO peak to larger values of k. For the ﬁllings we considered
here, the value of the interactions we took, U = −10t, appears to be near
optimal.
4.5 Summary
In this chapter, we used three QMC algorithms (DQMC, canonical SGF and
grand canonical SGF) to study the behaviour of one-dimensional imbalanced
fermion systems with attractive interactions governed by the Hubbard Hamil-
tonian. We explored both the uniform and the conﬁned cases.
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β=32, N1=15, N2=5, L=32















β=10, N1=15, N2=5, L=32
Figure 4.15: Pair momentum distribution with increasing interaction strength
U at ﬁxed P = 0.25 in an uniform system of the size L = 32. Top panel: low
temperature β = 25, bottom panel: higher temperature β = 10.
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Figure 4.16: Pair momentum distribution (top panel) and density proﬁle diﬀer-
ence (bottom panel) with increasing interaction strength U at ﬁxed P = 0.56
and a trapped system of L = 120 and β = 32.
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In the uniform situation, we mapped the phase diagram in the polarization-
temperature plane at two values of the total density (half ﬁlling and quarter
ﬁlling) at the same interaction strength U = −3.5t. Both cases show the same
general features: (1) The FFLO phase is very robust in the ground state and
exists for a very wide range of polarizations; (2) at small polarization, the
FFLO phase is very sensitive to temperature increase; (3) the FFLO phase
persists to higher temperature when the polarization is larger and (4) the
temperature at which the FFLO phase disappears is not high enough to break
up the pairs leading to a spatially uniform polarized paired phase.
In the conﬁned case, we performed our simulations for system parameters
comparable to those in the experiment of Ref. [25]. We found the stability fea-
tures of FFLO in the conﬁned phase to be similar to those in the uniform case.
At low polarization, the FFLO phase is destroyed even for a temperature as
low as T/TF = 0.016. However, and this is signiﬁcant for experimental eﬀorts
to detect FFLO in the conﬁned system, we found that at large polarization,
the FFLO phase persists at T/TF > 0.11 a temperature higher than that of
the experiment, which has T/TF ≈ 0.1. Finally, the temperature at which the
FFLO phase is destroyed is not high enough to break the pairs in disagreement
with mean ﬁeld results [86].
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5.1 Introduction
Up to now, the focus of our studies were mixtures of two species of fermions,
where the masses of both types of particles are equal. In addition to such cases,
which are of relevance in condensed matter and trapped ultra-cold atomic
systems, there is great interest in the situation where the fermions of the two
species have diﬀerent masses. This arises naturally in trapped mixtures of
diﬀerent atomic species, e.g. K-Li, and also in cold dense quark matter where
the c, b and t quarks are much heavier than the u, d and s quarks. It was
argued theoretically that such mass and population imbalance leads to the BP
phase [93, 94] with gapless excitations which can be stabilized by longer-range
interactions [71]. In this chapter we examine this claim in one dimension using
QMC simulations.
We study the eﬀect of unequal masses on pair formation in fermionic sys-
tems with population imbalance loaded into optical lattices. The focus is on
the one-dimensional system where the hopping parameters of the two species
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are unequal and the extended Hubbard Hamiltonian is used to introduce
longer-range interactions. We have considered three forms of the interactions
and ﬁnd in all cases that the system is unstable and collapses as the mass diﬀer-
ence increases and that the ground state becomes an inhomogeneous collapsed
state.
In order to study a mixture of particles with diﬀerent masses we need to
introduce species dependent hopping parameters. To look into beyond nearest-











Uij,σσ′ni σnj σ′ (5.1)
where c†j σ(cj σ) are fermion creation (annihilation) operators on spatial site
j with the fermionic species labeled by σ = 1, 2 and nj σ = c
†
j σcj σ is the
corresponding number operator. The unequal masses are embodied in the
unequal hopping parameters. We set the energy scale by taking t1 = 1 and
studying the system as t2 gets smaller (the mass, m2, of particles from species
“2” increases). In general, the interaction term Uij,σσ′ can couple all fermions
on all sites; in what follows we shall consider three diﬀerent forms.
First: Uij,σσ′ = Uδi,j(1−δσ,σ′), i.e. only contact attraction (U < 0) between
the two species.
Second: the interaction term of the Hamiltionian has the form HI =∑
i Uni1ni2 + V
∑
i,σ niσni+1σ, i.e. contact attraction (U < 0) and nearest-
neighbor repulsion between the same species V > 0.
Third: HI =
∑
i(Uni1ni2 + V12ni1ni+12), i.e. contact attraction (U < 0)
and nearest-neighbor interaction between diﬀerent species V12 < 0 and V12 > 0.
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5.2 Heavy Majority: t1 > t2
We begin with the simplest form for the interaction term, Uij,σσ′ = Uδi,j(1 −
δσ,σ′), i.e. only contact attraction (U < 0) between the two species. Figure 5.1
shows what happens to the minority (left panel) and majority (right panel)
momentum distributions as the majority becomes heavier (t2 is decreased).
One can see that changing the hopping parameter of one species has inﬂuence
on momentum distributions of both species.































Figure 5.1: The momentum distribution for the minority n1(k) (left) and
majority n2(k) (right) populations shown for diﬀerent hopping parameters
(mass of particle “2”). The simulation was done for U = −3 and N1 =
9, N2 = 11. U is given in units of t1.
For t2 = 0.9t1, nσ(k) drops sharply at the respective Fermi momenta,
(kF1, kF2) while at the same time, the pair momentum distribution, npair(k),
exhibits a maximum at k = |kF1 − kF2| (Fig. 5.2 left). This indicates pair
formation at non-zero center-of-mass momentum and thus an FFLO phase.
As the mass of the majority particles increases, t2 decreases, the attractive in-
teraction eﬀectively increases because |U |/t2 increases. The increased binding
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is demonstrated by the average double occupation 〈ni1ni2〉 which takes values
between N1N2/L
2 (no binding) and N1/L (all minority particles have formed
pairs). This quantity is shown in Fig. 5.2 (triangles, right panel) scaled by
4 for better visibility. Clearly, as t2 decreases, 〈ni1ni2〉 increases toward its
upper limit. As a consequence of this increased binding, the FFLO eﬀect ﬁrst
intensiﬁes, its peak at k = |kF1 − kF2 | increases in height, reaches a maximum
for t2 = 0.4t1, then decreases and disappears as shown in Fig. 5.2 (circles, right
panel). Note, for example, that for t2 = 0.1t1 the peak of npair(k), Fig. 5.2
































Figure 5.2: Left: The pair momentum distribution function npair(k). Right:
The circles show the height of npair(|kF1−kF2 |) vs t2, the triangles show 〈ni1ni2〉
scaled by 4 for better visibility.
Also noteworthy is the appearance of a dip in n2(k), at k ≈ kF1, whose
depth increases with decreasing t2, reaching a maximum for t2 = 0.4t1, corre-
sponding to the maximum FFLO eﬀect. Further decreasing t2 washes this out.
This feature can be understood as follows. As t2 decreases, the interaction be-
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tween the minority and majority eﬀectively increases (|U |/t2), thus increasing
the depletion (drop of the ﬁlling much below nσ(k) = 1) of nσ(k < kFσ). Most
of the depletion for both n1(k) and n2(k) happens for k < kF1 since this is
where most of the minority resides. This depletion for k < kF1 leaves n2(k)























Figure 5.3: Average density proﬁles for collapsed systems. Here U = −7t1 and
t2 = 0.04t1. Note the Friedel-like oscillations in ni1.
At ﬁrst glance, it might seem that the disappearance of the FFLO peak,
npair(k = |kF1−kF2|), as t2 decreases and the appearance of a peak npair(k = 0)
signals pair formation at k = 0 and thus a BP phase. However, a simple
argument oﬀers another option. The Fermi momentum of the majority is
kF2 = πN2/L; consequently, as these particles get heavier, t2 smaller, their
kinetic energy becomes negligible and can be ignored. To minimize its free
energy, the system will then optimize the potential and kinetic energies of
the light particles. The optimal potential energy is obtained when the light
particles are on the same sites as the heavy ones. On the other hand, the
kinetic energy is optimized when the light particles are delocalized. Both these
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energies can be optimized if the heavy particles coalesce, forming a contiguous
region with one heavy particle per site, ni2 = 1. This region, then, acts as
a platform on which the light particles can delocalize over its entire extent
while always being in contact with the heavy particles thus minimizing their
potential energy. This is indeed what happens as the density proﬁles, ni1 and
ni2, show in Fig. 5.3 for two polarizations. To summarize, as t2 decreases, the
system goes from an FFLO phase to a spatially collapsed one. In this case the
spatial collapse corresponds to the system having regions void of particles and
regions where all the particles reside. It is expected that at low temperature
the system would eventually exhibit two domains (one with no particles and
the other where the particles reside). The presence of four domains in Fig. 5.3
indicates that the simulation was not long enough to reach the conﬁguration
























Figure 5.4: δn versus t2/|U | showing the collapse as t2 gets small enough.
To quantify this collapse, we deﬁne the quantity (δn)2 ≡∑i(〈ni1〉−N1/L)2
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which is essentially zero when the system is uniform (〈ni1〉 = N1/L) and grows
as the collapse happens. One can also use n2(x) to deﬁne the δn, but the
behavior is identical. We only show δn deﬁned with n1(x). In Fig. 5.4 we
show δn versus t2/|U | for three polarizations and three couplings in each case.
We see that, indeed, the system collapses as t2 decreases and that for a given
polarization, this collapse appears to happen at approximately the same value
of t2/|U |. Also, the larger the polarization, the easier it is to trigger the
collapse (larger t2). This behavior holds for all the parameters we examined,
speciﬁcally −13 < U ≤ −1, and polarizations 0.1 ≤ P ≤ 0.55
We, therefore, conclude that in the presence of only contact attraction, the
BP phase is not realized as the majority population is made heavier; instead
the system collapses.
To counter the tendency of the heavy particles to clump together as in
Fig. 5.3, we introduce longer-range interaction. It is reasonable to suppose
that nearest-neighbor (nn) repulsion between particles of the same species
would tend to oppose such collapse. To this end we redid the above study but
with the interaction term HI =
∑
i Uni1ni2 + V
∑
i,σ niσni+1σ with U < 0 and
V > 0. We studied this for 0.1 ≤ P ≤ 0.44 and with −10t1 ≤ U ≤ −4t1.
In the case of equal masses we look at the eﬀect of turning on the repulsive
nearest-neighbor interaction between fermions of the same species. The single
particle momentum distribution is shown in Fig. 5.5. One observes rounding
in the majority momentum distribution (top panel) and a bump appearing at
high momenta in the minority (bottom panel). As the repulsion is increased in
the case of the mixture of particles with equal masses the FFLO pairing is not
destroyed, the height of the peak however is decreased as shown in Fig. 5.6 (top
panel). Introducing the mass imbalance however destroys the FFLO pairing
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N1=5, N2=13, U=-7, L=32, β=64, t1=1, t1=1



















N1=5, N2=13, U=-7, L=32, β=64, t1=1, t2=1
Figure 5.5: Momentum distributions n1(k) and n2(k) as the repulsive nearest-
neighbor interaction between the same species V is increased. U and V are
given in the units of t1.
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for t2/t1 ≤ 0.1 as seen in Fig. 5.6 (bottom panel).
In order to clarify the state into which the system evolves when the FFLO
peak disappears we look at the density distributions in the two parameter
regimes: low mass imbalance (Fig. 5.7 top panel) and high mass imbalance
(Fig. 5.7 bottom panel). In the case of low mass imbalance (t2/t1 = 0.5)
where both species are delocalized over the whole system we observe the FFLO
pairing as shown in Fig. 5.6 (bottom panel, black ﬁlled circles). In the case
of high mass imbalance (t2/t1 = 0.02) where the particles form charge density
wave over a large region of the lattice the particles get localized and the FFLO
pairing disappears.
In the case when the masses are unequal we found that, indeed, the stability
of the system against collapse is extended to smaller values of t2 as shown in
Fig. 5.8 but that eventually the system always collapses. Furthermore, before
the collapse, the system always exhibits FFLO pairing while after collapse, the
nn repulsion term, V , produces density oscillations as the presence of nearest
neighbors is opposed as seen in Fig. 5.7 (bottom panel). Therefore, this second
form of the interaction also fails to produce the BP phase.
We now turn to the third interaction form which was proposed in Ref. [71]
and argued to yield the BP phase. This form extends beyond the contact term
and acts only between particles from diﬀerent species. The idea is based on
the assumption of three competing homogeneous phases: a normal state of free
fermions, a fully gapped BCS superﬂuid and a gapless BP phase. It was argued
that by giving the interaction term structure in momentum space, one may be
able to stabilize the BP phase; a Gaussian dependence on distance was used for
the interaction potential in [71]. In our simulations we cut the range at the nn
level and, therefore, have HI =
∑
i(Uni1ni2 + V12ni1ni+12). Note that, unlike
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N1=5, N2=13, U=-7, L=32, β=64, t1=1, t2=1




















V=2, U=-7, t1=1, N1=5, N2=13, L=32, β=64
Figure 5.6: Top panel: In the case of t1 = t2 The FFLO peak in npair(k) is
present but decreasing in height as the repulsive nearest-neighbor interaction
between the same species V is increased. Bottom panel: For V = 2 the pair
momentum distribution for diﬀerent mass imbalance ratios, shows that at a
critical mass imbalance, here t2/t1 = 0.1 the FFLO peak disappears.
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Figure 5.7: Density proﬁles of majority and minority particles with nearest-
neighbor repulsion between the same species V = 2. The simulations are done
at U = −7, L = 32 and β = 64.


















N1=5, N2=13, U=-5, L=32
Figure 5.8: δn versus t2/|U | showing the collapse is pushed towards smaller t2
when we turn on repulsive nearest-neighbor interaction V .
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V12=-0.25, U=-4, N1=5, N2=7, L=32, β=64
t2=0.2t1
Figure 5.9: Top: Pair momentum distribution npair(k) for several values of t2
showing the disappearance of the FFLO peak. Bottom: Average density pro-
ﬁles for same parameters as top panel but t2 = 0.2t1 showing the system when
it ﬁrst collapses. The contact interaction is U = −4 and the nn interaction
is V12 = −0.25 acting only between particles of opposite spin. U and V12 are
given in units of t1.
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the previous form, V12 here acts only between n1 and n2. In momentum space,
this has the form U+2V12cos(q) at momentum q. With both U < 0 and V12 < 0
the interaction is more attractive at small q in contradistinction to the pure
contact interaction which is independent of q. Our exact QMC results show,
however, that the system is still unstable and collapses as t2 decreases, just
like in the contact interaction case. This is shown in Fig. 5.9 for the attractive
nearest-neighbor interaction case: No BP phase has been found. In fact, with
the longer-range attraction, the system is even more unstable as can be easily
understood by the same argument concerning energy minimization presented
before for the contact interaction case. The eﬀect of the attractive nearest-
neighbor inter-species interaction on single particle momentum distributions
is shown in Fig. 5.10.




















V12=-0.25, U=-4, t1=1, N1=5, N2=7










Figure 5.10: Momentum distributions n1(k) and n2(k) with attractive nearest-
neighbor interaction between diﬀerent species V12 = −0.25, L = 32 and β = 64.
We investigated also the case of repulsive nearest-neighbor interaction be-
tween diﬀerent species (V12 > 0). First we look at the eﬀect of this kind of
interaction on the momentum distributions when the masses of the species are
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equal. When the repulsion is high enough the momentum distribution of the
minority loses the fermionic character and we do not observe a Fermi-step like
distribution for V12 ≥ 3 in Fig. 5.11 (left panel), while this eﬀect is not present
in the majority momentum distribution (right panel).

































Figure 5.11: Momentum distributions n1(k) and n2(k) as the repulsive nearest-
neighbor interaction between diﬀerent species V12 is increased. At V12 = 3
the minority momentum distribution (left panel) is not a Fermi distribution
anymore while the majority momentum distribution has a form of a Fermi
step for all used values of interaction (right panel).L = 32 and β = 64.
For small values of the repulsion FFLO pairing is observed in the system
as seen in Fig. 5.12. This pairing disappears at interactions V12 ≥ 3 which
is consistent with the change in the character of the momentum distribution
of the majority species as shown above. The nearest-neighbor inter-species
repulsion eﬃciently leads the system to collapse so that there is no FFLO
pairing as seen for e.g. in the case of V12 = 5 in Fig. 5.12 (right panel).
To understand better the two regimes of weak and strong repulsive inter-
species nearest-neighbor interaction it is interesting to look at the density
proﬁles for equal masses t1 = t2 = 1 and unequal masses t2/t1 = 0.02. In the
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N1=5, N2=13, U=-7, L=32, β=64, t1=1, t2=1




















V12=5, U=-7, t1=1, N1=5, N2=13, L=32
Figure 5.12: In the case of equal masses the FFLO peak in npair(k) is present
but decreasing in height as the repulsive nearest-neighbor interaction between
diﬀerent species V is increased (top panel). The momentum distribution of
the pairs is shown for V12 = 5 and increasing mass imbalance (bottom panel).
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Figure 5.13: Density proﬁles of majority and minority particles with equal
masses (t1 = t2 = 1 on the top panel) and unequal masses (t2/t1 = 0.02 on
the bottom panel) for nearest-neighbor inter-species repulsion V12 = 1 and
U = −7, L = 32 and β = 64.
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case of weak interaction shown in Fig. 5.13 in the top panel we see homogenous
densities of each species for equal masses which can be understood as delocal-
ization of the particles with the goal of minimizing the kinetic energy. As can
be seen in Fig. 5.12 (top panel) for V12 = 1 (orange triangles) the system ex-
hibits FFLO pairing. For this value of nearest-neighbor interaction we observe
that the FFLO peak disappears for t2/t1 ≤ 0.1. It is interesting to look at the
density proﬁles in the parameter regime where the peak disappears, shown in
Fig. 5.13 (bottom panel). The particle densities are no longer homogenous,
but the system collapses into regions with charged density wave where the
potential energy is minimized as only every second site is doubly occupied and
regions where both species are delocalized. Given the repulsive character of
the nearest-neighbor interaction what is observed is a rather intuitive scenario.
As mentioned before, when the majority is much heavier than the minority,
the kinetic energy of the majority is not a signiﬁcant contribution and the
particles tend to get localized.
However for the strong interaction regime as seen in Fig. 5.12 (bottom
panel) the system does not exibit the FFLO pairing even for equal masses. This
can be understood when looking at the density proﬁles shown in Fig. 5.14. The
nearest-neighbor inter-species repulsion is strong enough to induce collapse in
the system with equal masses (top panel). The system minimizes the potential
energy by forming a charge density wave where the minority species is localized
in one region and the excess particles of the majority are free to move across
the rest of the lattice thus minimizing their kinetic energy. When the majority
particles are suﬃciently heavier than the minority as shown Fig. 5.14 (bottom
panel) the situation is identical to the one for weaker V12 and the system seems
to minimize its potential energy by collapsing into a charge density wave spread
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Figure 5.14: Density proﬁles of majority and minority particles with equal
masses (t1 = t2 = 1 on the top panel) and unequal masses (t2/t1 = 0.02 on
the bottom panel) for nearest-neighbor inter-species repulsion V12 = 5 and
U = −7, L = 32 and β = 64.
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over most of the system.
In Fig. 5.15 we can see that again the collapse is delayed to lower t2 as
compared to the case with V12 = 0, however it is not prevented.


















N1=5, N2=13, U=-7, L=32,β=64
Figure 5.15: δn versus t2/|U | showing the collapse is pushed towards smaller
t2 when we turn on repulsive nearest-neighbor interaction between diﬀerent
speciesV12.
5.3 Heavy Minority: t1 < t2
So far, we have considered the case where the heavy particles are the majority
which, in case of only contact attraction, leads to collapsed conﬁgurations like
those in Fig. 5.3. The question then is: Will the system still collapse when
the heavy particles are the minority and what form will the collapsed conﬁg-
urations take? We now consider this case with a heavy minority population
N1 = 9, and a lighter majority, N2 = 13, on a 32-site lattice with β = 64.
As before, we ﬁx the light population hopping t2 = 1 to deﬁne the energy
scale and we study the collapse as a function of the heavy minority hopping
parameter, t1/t2, and the attractive interaction, U/t2 < 0. In the top panel
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of Fig. 5.16 we show, like in Fig. 5.4, δn as a function t1/|U | for ﬁve diﬀerent
values of the interaction, U .






























Figure 5.16: Top: δn rises sharply at t1/|U | ≈ 0.03 signalling a transition
to an inhomogeneous density proﬁle. Bottom: For t1/|U | < 0.03, the system
undergoes phase separation as shown in this typical density proﬁle. Part of
the system is in a charge density wave phase while the remainder is in a free
fermion phase.
The behavior is similar to that in Fig. 5.4; we ﬁnd that for these values of
N1 and N2, δn increases sharply for t1/|U | ≈ 0.03 signalling spatial collapse in
the system. One candidate for the collapsed conﬁguration is that, as before,
the heavy particles (the minority in this case) form a contiguous region thus
providing a platform for the lighter particles. This would then result in a
contiguous region with one heavy and one light particle per site and the excess
light majority particles spread over the rest of the system. This, however,
does not minimize the energy because the light particles residing on the heavy
particle platform are blocked: They are in a Mott state and have zero kinetic
energy. In the bottom panel of Fig. 5.16 we show a typical density proﬁle of a
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collapsed conﬁguration. It is easy to understand energetically why this density
wave structure is favored over the previous candidate: The light particles are
never blocked in a Mott region and can always hop to neighboring sites to
optimize the free energy.
We note that the conﬁguration in Fig. 5.16 corresponds to phase separation:
In one region the system is in a charge density wave phase, in the other region
it has free fermions. These two phases co-exist.
5.4 Summary
In this chapter, we have studied, using exact QMC simulations, the eﬀect of
mass diﬀerences between two imbalanced Fermion populations. For the case
where the majority population is the heavier, we performed our study with
three possible interaction terms. In all three cases, we have found the system
to be unstable and to collapse when the mass disparity is large enough: The
BP phase is not realized by tuning the mass ratio between the two populations.
For the case where the minority is heavier, we showed the system still collapses
when the mass diﬀerence is large enough, but in this case it forms density wave
structures.
We mention that the mass imbalanced mixture of Fermions in a harmonic
trap, its equilibrium properties and dynamics were studied by Orso et. al. in
[95]. A possible phase of trimers appearing in the uniform system at commen-
surate ﬁllings was shown in [96].
113







imbalanced systems in 2D
As was shown in the preceding part of this thesis and as is by now widely
accepted, at T = 0 the FFLO phase is robust over a wide range of parame-
ters in one-dimensional systems with imbalanced fermion populations. Also
in the ﬁnite temperature study in Chapter 4, it was shown that the FFLO is
stable over a wide range of parameters in the temperature-polarization phase
diagram. The question of the stability of this phase in higher dimensions re-
mains a subject of debate. It is believed that “nesting” of the Fermi surfaces
stabilizes FFLO pairing. For example in one dimension one wave-vector con-
nects all points on the Fermi surfaces of each species, which would enable all
particles from the Fermi surfaces to participate in the formation of pairs with
ﬁnite-momentum. The eﬀect of “nesting” is considerably weaker in higher di-
mensions. In a two-dimensional lattice system, the shape of a Fermi surface
depends on the ﬁlling as shown in Fig. 6.1
At half ﬁlling the Fermi surface becomes a square and touches the edge of
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Figure 6.1: Fermi surface for fermions on a 2D square lattice with increasing
ﬁlling from inside to outside. The half-ﬁlled Fermi surface is a square and
exhibits nesting. The vectors (π, π) and (−π, π) connect the regions of the
Fermi surface.
the ﬁrst Brillouin zone (Van Hove singularity). Around this ﬁlling, matching
of the Fermi surfaces becomes more eﬃcient, in other words the “nesting” is
enhanced as compared to the situation when both Fermi surfaces are circular
(low ﬁlling). This reasoning leads us to expect that FFLO pairing should be
more prevalent around half ﬁlling than at lower ﬁllings. This lattice enhanced
stability of FFLO was studied using mean ﬁeld (MF) methods in [11] and [91].
In the latter work, the authors point also to Hartree corrections and domain
wall formation as additional reasons for enhancement.
Numerous theoretical studies of the system in higher dimensions do not of-
fer a clear conclusion on the stability of the FFLO mechanism. In a variational
MF study of a three dimensional system in the continuum with and without a
trapping potential, it was observed that FFLO is a fragile state which can be
realized only in a tiny sliver of the detuning-polarization phase diagram [97].
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Furthermore, this study showed that in a trap, FFLO can exist only in a thin
shell of the atomic cloud. Another study of a three dimensional Fermi gas at
unitarity [98] shows that this phase is competitive over a large region in the
phase diagram. However, the trap would need to be adjusted to allow FFLO
to occupy a large enough spatial region to be observed. On the other hand, in
a Bogoliubov-de Gennes study [33] of a trapped system, the calculated phase
diagram indicates that the ground state of the system is always FFLO for any
imbalance up to some critical value.
The unsettled status of this phase in higher dimensionality may be clari-
ﬁed with exact numerical simulations. However, simulations of the Hubbard
model in three dimensions are not feasible for large systems at low enough
temperatures due to the severity of the “fermion sign problem”. On the other
hand, exact QMC simulations in two dimensions are feasible but so far none
have demonstrated the existence of the FFLO order in fermionic systems.
In addition, two dimensional systems are intermediate between one dimen-
sion where MF is almost certain to fail and three dimensions where MF is
more reliable. Consequently, there has been a concerted, yet inconclusive,
eﬀort to understand FFLO physics theoretically in two-dimensional systems.
Homogeneous and trapped two-dimensional polarized Fermi gases have been
studied with MF calculations which exclude the possibility of FFLO pairing
(e.g. [99] and [100]). An interaction-polarization phase diagram is shown in
[101] where FFLO pairing is seen to occupy a wide region. Koponen et al.
[91] obtain MF phase diagrams in the polarization versus ﬁlling plane for one-,
two- and three-dimensional systems. In the two-dimensional system, there is
a very strong feature around the van Hove singularity of the majority compo-
nent and the FFLO phase is present over a wide range of parameters around
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this value. They also show temperature-polarization phase diagrams of one
dimensional system which as our studies have shown do not agree with ex-
act QMC results [73]. The temperature-polarization phase diagram in three
dimensions is shown as well but not the two dimensional case. Studies of
quasi two-dimensional systems have been done using MF and they predict
a ﬁrst-order transition to FFLO at ﬁnite temperature [102]. Another mean
ﬁeld study of two-dimensional two-orbital Hubbard model with p-orbitals and
highly unidirectional hopping shows enhancement of the FFLO region in the
phase diagram due to the one-dimensional character of the Fermi surface [103].
A DMRG study of population imbalanced Fermi gas on two-leg ladders has
found FFLO pair correlations [104].
Additional motivation for studying the system in two dimensions is the
hypothesis of a dimensionally driven crossover. As was mentioned before, it
was observed that a fully paired (unpolarized) superﬂuid appears at the center
for low polarizations [21, 22, 23] in the experiment in three dimensional cloud.
On the other hand in the recent experiment by Liao et. al. [25] in the quasi-
one-dimensional system, the fully paired superﬂuid was found at the edge of
the cloud for P < 0.15. The question thus arises as to whether this is a
dimensionally driven crossover and, if so, what is the mechanism behind it.
Studying the intermediate situation of a two-dimensional system we could shed
some light on this question. The relevance of these studies is proved also by
the recent experimental study of the pairing of fermions in the crossover from
three to two dimensions reported in [27] as well as a realization of the strongly
interacting two-component Fermi gas conﬁned to two dimensions in [28].
In this part of the thesis we present a study of the two dimensional Hub-
bard model with imbalanced populations of up and down spins that was done
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using the Determinant Quantum Monte Carlo algorithm. It is important to
emphasize that as far as we know these are the ﬁrst exact Quantum Monte
Carlo simulations for a two-dimensional lattice and imbalanced populations of
fermions interacting attractively. Since the sign problem gets worse in higher
dimensions the subject appeared at ﬁrst to be too diﬃcult to study using those
methods, however, as it turned out, the simulations were feasible albeit very
long.
The results for the uniform system are presented in Chapter 7. Our main
result there is the demonstration of the robustness of the FFLO phase and the
determination of the phase diagram in the temperature-polarization plane at
low ﬁlling. We also compare the behavior of the system at low and half ﬁllings.
In Chapter 8, the system in a harmonic trap is examined. We present the
density proﬁles and momentum distributions that are of experimental interest.
In addition, a harmonic level basis is introduced which sheds new light on the
character of the pairing in the trap.
6.1 2D Hubbard model















nˆi 1 − 1
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(j − jc)2 (nˆj 1 + nˆj 2) (6.1)
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Where c†i σ (ci σ) create (annihilate) a fermion of spin σ = 1, 2 on lattice site
i. The near neighbor, < i, j >, hopping parameter is t which we take equal
to unity to set the energy scale. We consider only on-site interaction with
an attractive coupling constant U < 0. The number of particles in each
population is governed by its chemical potential (µσ). The harmonic trap is
introduced via the VT term in the Hamiltonian where jc is the position of the
center of the trap (chosen to be in the center of the lattice). All simulations
are performed with periodic boundary conditions. In the conﬁned case we
ensured that the density vanishes at the edge of the lattice.
The main quantities of interest in this study are, as in the 1D case, the
single particle Green functions Gσ and the pair Green function, Gpair,
Gσ(l) = 〈c†i+l σci σ〉, (6.2)
Gpair(l) = 〈∆†i+l∆i 〉, (6.3)
∆i = ci 2 ci 1, (6.4)
where ∆i creates a pair on site i. The Fourier transform of Gσ gives the mo-
mentum distribution of the spins-σ species while the transform of Gpair yields
the pair momentum distribution. In the trapped case, the density proﬁles
of the two species are also studied by measuring the average density of each
species at each site:
〈niσ〉 = 〈c†i σci σ〉 (6.5)
It is interesting to note that a well-known particle-hole transformation
shows that this model is equivalent to a doped repulsive (positive U) Hubbard
model. The transformation introduced by Emery in [105], and used by Moreo
and Scalapino in [106], shows the correspondence between FFLO and striped
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antiferromagnetic states appearing in the repulsive model. The Hamiltonian
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∑
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µ¯ (nˆi 1 + nˆi 2)−
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δµ (nˆi 1 − nˆi 2) . (6.6)
The population imbalance now appears in the form of an external static mag-
netic ﬁeld δµ. We use the particle-hole transformation:
ci 1 → (−1)ix+iy d†i 1
ci 2 → di 2. (6.7)
The anticommutator becomes
{ci 1c†j 1} = −d†i 1dj 1 − dj 1d†i 1 = 0, i 6= j. (6.8)
The hopping term is thus transformed and takes the same form as in the
original Hamiltonian:
c†i σcj σ = (−1)ix+iy di σ (−1)jx+jy d†j σ = −di σd†j σ = d†j σdi σ. (6.9)




(d†i σdj σ + d
†
j σdi σ) (6.10)
The number operator of the ﬁrst species transform into a number operator for
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holes,
nˆi 1 = (−1)2(ix+iy) di 1d†i 1 = 1− d†i 1di 1 (6.11)
where we used the anticommutation relation on the same site
{ci 1c†i 1} = d†i 1di 1 + di 1d†i 1 = 1. (6.12)
The interaction term gains a minus sign and thus the model transforms to the













































such that µ¯ is now the Zeeman ﬁeld and −δµ the chemical potential that tunes
the ﬁlling. L is the total number of sites. This transformation exhibits an
equivalence between the attractive and repulsive Hubbard models. Using this
particle-hole transformation Hirsch [56] showed that for the half ﬁlled band in
the repulsive model the product of up and down determinants is always positive
deﬁnite. The sign problem is, therefore, absent and the determinant product
can be used as the Boltzmann weight in a quantum Monte Carlo simulations.
This means there is no sign problem in the attractive Hubbard model at half
ﬁlling when the populations are balanced. The case of no population imbalance
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in the attractive model, δµ = 0, corresponds to a repulsive Hubbard model in
a Zeeman ﬁeld (usually denoted as hz = µ¯). The ﬁeld is then responsible for
breaking the XYZ rotational symmetry. The case of the polarized attractive
system (also treated as Zeeman ﬁeld) translates to a doped repulsive model.
We have studied the system described by the Hamiltonian Eq. 6.1 using
the Determinant Quantum Monte Carlo algorithm described in section 2.3.
As described there, tracing out the fermion operators leads to a partition
function in the form of a product of two determinants, one for each spin.
One of the advantages of this algorithm is that when the populations are
balanced (µ1 = µ2) and U < 0 the determinants are identical up to a positive
constant, so their product is always positive. However when the population
are imbalanced (µ1 6= µ2) the determinants are not the same any longer and
the product can become negative resulting in the reappearance of the sign
problem. Our simulations were done in a parameter regime (mostly low ﬁlling
and not very low temperature β = 10) where the sign problem is suﬃciently
mild to get good statistics for the measurements of interest. In practice, this
means that the average sign, < sgn >, does not go below 0.7. The sign
problem gets much worse when the density is increased, thus our results for
imbalanced populations around half ﬁlling are very limited.
6.2 Mean-field
Since QMC is limited by the sign problem in some parameter regimes, we also
performed mean-ﬁeld calculations to complement our numerical results. We
also compare the QMC and MF results that we obtained in similar parameter
regimes. The usual semi-classical local density approximation approach fails to
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describe the physics of a trapped mixture of fermions on an optical lattice [107,
108]. Therefore, we take a diﬀerent approach and treat the trapping potential
as a spatially dependent chemical potential which we include directly in the
mean-ﬁeld approximation using a fully quantum mechanical Bogoliubov-de
Gennes approach. In this method the mean-ﬁeld parameter is site dependent
and thus allows us to study the eﬀects of inhomogeneity induced by the trap.
The µσ, σ = ±1, controls the populations. Starting from the full Hamiltonian



















where ∆∗i = U〈c†i 1c†i 2〉 are on-site pairing amplitudes. We use the nota-
tion where Ψ† =
(
· · · , c†i 1, · · · , ci 2, · · ·
)
is the Nambu spinor and M is the
Nambu matrix. The matrix h depicts the one particle Hamiltonian, namely
hopping terms between nearest neighbors < i, j > hijσ = −t and chemi-
cal potential terms which incorporate the trapping potential hjjσ = −µjσ =
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As mentioned earlier to account properly for spatial inhomogeneities, the BCS
order parameter at each site, ∆i, is an independent variable [107, 108, 109],
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whose value is determined, for a given temperature, by a global minimization
of the free energy, F = − 1
β
ln (Z), associated with the mean-ﬁeld Hamiltonian

















The λn are the 2L eigenvalues of the Nambu matrix M and L is the number
of sites. We ﬁnd the site-dependent values of the mean ﬁeld parameter ∆i
by minimizing the free energy. The minimization is performed using a mixed
quasi-Newton and conjugate gradient method and in order to ensure that the
global minimum has been reached we performed additional checks.
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We start the investigations into the physics of the two-dimensional system
by studying the homogeneous two dimensional Hubbard model with balanced
populations at low density. The dilute limit is the regime of interest to us as
the inﬂuence of the lattice potential on the particles is weak and the results
are relevant to the experiments and calculations done in the continuum limit.
With balanced populations and the total density of ρ = ρ1 + ρ2 = 0.3, the
pairs form with zero center of mass momentum and a sharp peak in the pair
momentum distribution is expected at k = 0. Figure 7.1 shows the momentum
distributions for a system with U = −3.5t, ρ1 + ρ2 = 0.3 and β = 30 in a
16 × 16 optical lattice. The single particle momentum distribution, identical
for the two spins, is shown in Fig. 7.1(a) while (b) shows the pair momentum
distribution. As expected for weak to moderate values of |U |, the single particle
distribution has the usual Fermi form and the pair momentum distribution
exhibits a very sharp peak at k = 0 indicating pairing with zero center of mass
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momentum. This peak signals the presence of a condensate in the ground state
of this system.













































Figure 7.1: (a) Single particle momentum distribution, n1(kx, ky) (the same as
n2(kx, ky)). (b) Pair momentum distribution, npair(kx, ky) exhibiting a sharp
peak at zero momentum. The total density is ρ1+ ρ2 = 0.3 (ρ1 = ρ2), β = 30,
U = −3.5t and the system size is 16× 16.
We now examine the polarized system. To this end, the chemical potentials
µ1 and µ2 are made unequal so that ρ1 6= ρ2 but ρ = ρ1+ρ2 remains constant.
When using a grand-canonical algorithm this requires tuning the chemical
potentials appropriately as was described in the case of the one-dimensional
system.
Figure 7.2 shows the momentum distributions for a system with U = −3.5t,
P = 0.6, ρ = 0.3 and β = 10 in an optical lattice of size 16×16 for (a), (b) and
(c) and 10 × 30 for (d). Panels (a) and (b) show the minority and majority
single particle momentum distributions, n1(kx, ky) and n2(kx, ky), respectively.
They exhibit the usual Fermi-like distributions. However, the pair momentum
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Figure 7.2: Momentum distributions of (a) minority and (b) majority pop-
ulations. (c) shows the pair momentum distribution. The parameters are
ρ = ρ1 + ρ2 = 0.3, P = 0.6, β = 10, U = −3.5t in an optical lattice of size
16 × 16. (d) The pair momentum distribution for the same system but for a
lattice of size 10× 30.
distribution, npair(kx, ky) (c), is strikingly diﬀerent from the balanced case: It
has a volcano-like shape with the maximum of the distribution at the rim of
the crater of radius |k| = |kF2 − kF1|. kF1 and kF2 are the minority and
131
Chapter 7. Translationally invariant system in 2D
majority Fermi momenta respectively.
The behavior exhibited in Fig. 7.2 is for low ﬁlling, where the Fermi distri-
butions of both species have cylindrical shape and the pairs are formed with
equal probability in all radial directions. In this density regime, the signature
for the FFLO phase is the presence of a circular ridge in the pair momentum
distribution as seen in Fig. 7.2(c).
To study possible ﬁnite size eﬀects, we performed our simulations for sys-
tems of various sizes. In particular, Fig. 7.2(d) shows the pair momentum dis-
tribution for the same parameters as (a,b,c) but with a system of size 10× 30.
It is seen that the peak in the pair momentum distribution is at the same
values of |k| = |kF1 − kF2| as the 16× 16 system.
7.1 Phase Diagram
We now examine the eﬀect of temperature on the FFLO phase. In partic-
ular, we map out the phase diagram in the temperature-polarization plane.
Thermal eﬀects are very important in experiments due to the diﬃculty in
cooling fermionic atoms. The inset in Fig. 7.3 shows two-dimensional cuts in
the three-dimensional pair momentum distribution for a 16× 16 system with
U = −3.5t, ρ = 0.3 and P = 0.55. We see that as the temperature is increased
(β decreased) the FFLO peak at nonzero momentum decreases and, in fact,
shifts towards zero momentum. Our criterion for the appearance of the FFLO
phase is when the peak of the pair momentum distribution is no longer at zero
momentum. As we saw in one dimension, the question is then: what replaces
the FFLO phase? Have the pairs been broken by thermal ﬂuctuations or has
the system been homogenized, resulting in a uniform mixture of pairs and
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excess unpaired particles of the majority population? The double occupancy,
D = 〈n1(r)n2(r)〉, oﬀers a measure of how tightly bound the pairs are: In
the absence of pairing, D = ρ1ρ2 while when the pairing is complete, D = ρ1
where ρ1 is the density of the minority population. These limits suggest the
use of a normalized form, (D− ρ1ρ2)/(ρ1 − ρ1ρ2), which is now bounded by 0
and 1. Note that ρ1 = N1/L
2 while 〈n1(r)〉 is the average number of type 1
particles at r. In the absence of pairing the two quantities coincide. We see in
Fig. 7.3 that for β > 3 the normalized double occupancy is essentially constant
signaling the continued presence of pairs. This means that when the FFLO
peak ﬁrst disappears at 3 < β < 4, the pairs are still formed. We conclude,
therefore, that the system leaves the FFLO phase to enter a polarized paired
phase (PPP) phase.
When the thermal energy, T = 1/β, is of the order of the pair binding
energy, |U |, the pairs are expected to break. We see in Fig. 7.3 that the
double occupancy decreases precipitously only for β < 1 which is consistent
with the value of 1/|U | = 1/3.5 in our simulation. Similar behavior was found
for the one-dimensional system [73].
We also note that, similarly to the one-dimensional case shown in Fig. 4.6,
the double occupancy exhibits an enhancement just before the breaking of the
pairs as seen in Fig. 7.3. The increase is explained by enhanced pairing due
to depletion of the Fermi sea at high temperature.
The phase diagram is mapped by ﬁxing the polarization, P , and increasing
T until the peak in the pair momentum distribution shifts to zero momentum
(inset Fig. 7.3). The phase diagram for ρ = ρ1+ρ2 = 0.3 (red circles) and ρ = 1
(purple squares) is shown in Fig. 7.4. The solid circles show the boundary of
the FFLO phase; the open circles indicate the largest P at which we were able
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16x16, P=0.55, ρ=0.3, U=-3.5
Figure 7.3: (The normalized double occupancy as a function of inverse temper-
ature, β for ρ = 0.3, P = 0.55 and U = −3.5t. The lattice size is 16×16. Inset:
Behavior of the pair momentum distribution as the temperature is increased
(β is decreased).









ρ=0.3, lattice size 16x16,TF=1.88
ρ=0.3, lattice size 20x20




Figure 7.4: Finite temperature phase diagram of the system at ρ = 0.3
to study the system. Up to these high polarizations the system remained in
the FFLO phase. The FFLO phase boundary at low P appears to extrapolate
to P 6= 0 as T → 0 for the 16 × 16 system. However, this is an eﬀect of the
134
Chapter 7. Translationally invariant system in 2D
coarseness of the lattice grid. As P decreases, the peak in the pair momentum
distribution falls between 0 and 2π/L and gives the impression of peaking at
zero momentum. The smaller solid circles (blue) show the phase boundary
for a 20× 20 system; we see that the eﬀect is corrected for a while, but then
even larger systems are needed. This is not possible because as T decreases
the sign problem becomes too severe. We believe that as soon as the system
is polarized it goes into the FFLO phase if T is low enough. The long dashed
line connecting this FFLO boundary to the origin schematizes this. Outside
the FFLO phase the system is in the polarized paired phase (PPP) since the
pairs are still formed and break only at higher T than shown in the ﬁgure.
The squares in Fig. 7.4 show the phase boundary at these temperatures for
the case of ρ = 1 (discussed below).
It is important to emphasize here that, in our discussion, the FFLO state
is characterized by the behavior of the pair momentum distribution: If the
peak is at non-zero momentum the system is in the FFLO phase. The ques-
tion naturally arises as to whether the FFLO pairs have phase coherence and
are, consequently, superﬂuid. In the balanced case, the phase diagram in the
temperature versus ﬁlling plane was determined for U = −4 in Ref. [110]. By
studying the pairing susceptibility which we deﬁne as Ps =
∑
lGpair(l) as a
function of T as in Ref. [110], we ﬁnd that in the balanced case of our system
with U = −3.5 (black curve in Fig. 7.5), the critical temperature is Tc ≈ 0.1
in good agreement with the U = −4 results [110].
However, studying the same pairing susceptibility in the polarized case
showed no sign of s-wave superﬂuidity in the temperature range attainable
by QMC as shown in Fig. 7.5. Our preliminary numerical results support
approximate analytic results which indicate that polarization may suppress
135













Figure 7.5: Pairing susceptibility for diﬀerent polarizations (black line -
balanced, P = 0.26 and P = 0.55 ) and with decreasing T .
superﬂuidity in the FFLO phase [111]. It is, therefore, currently not clear if
when T is reduced even further, the FFLO phase will become superﬂuid. We
note, however, that the current focus of most experimental measures of FFLO
is the same non-zero momentum peak on which our simulations concentrate.
The phase diagram, Fig. 7.4, resembles the one found in one dimension [73]
and shows that FFLO is very robust. The Fermi temperature is calculated
as usual by considering a non-interacting system with balanced populations
where We will sometimes use the non-interacting Fermi momentum value in
the characterization of the system and its Fermi temperature which can be cal-
culated in two dimensional system using the expression for Fermi momentum




and gives for ρ = 0.3 a value TF = 1.88t. The FFLO phase
at high P survives up to T = 0.2TF while in one dimension [73] at ρ = 0.25,
FFLO survives up to T = 0.8TF at high P . So, while FFLO is still robust in
two dimensions, it is more easily destroyed by ﬁnite T . This is important to
keep in mind in experiments.
136
Chapter 7. Translationally invariant system in 2D
7.2 System around half filling
In a two-dimensional lattice, the Fermi surface geometry evolves with the ﬁlling
from closed, rotationally symmetric surfaces for low ﬁlling to a square at half
ﬁlling to open surfaces for higher ﬁlling as shown in Fig. 6.1. Consequently,
pairing at ﬁnite momentum occurs with diﬀerent symmetries depending on
the ﬁlling. The pairs form with equal probability in all radial directions in
the case of low ﬁlling while they form in preferred directions when the Fermi
surfaces are anisotropic.
As discussed in Chapter 6, there are claims that around the Van Hove
singularity the FFLO pairing could be enhanced due to increased nesting.
Indeed we observe that FFLO is stable over a wider range of temperatures
and polarizations for ρ = 1. The squares in Fig. 7.4 show the FFLO-PPP
boundary in the half ﬁlled case. It is seen that the FFLO phase persists to
higher T than the low density case. However, when compared to TF = 6.28t,
FFLO is destroyed for T ≈ 0.08TF as compared with T ≈ 0.2TF for the half
ﬁlled case in one dimension.
When the populations are imbalanced around half ﬁlling, one can readily
see the eﬀect of the interaction on the Fermi surfaces. Figure 7.6 shows the
diﬀerence between the Fermi distributions of the species calculated using both
mean ﬁeld and QMC methods. The momentum distributions look approxi-
mately like nested squares parallel to each other in most of the momentum
states, whereas the non-interacting distributions would look more rounded and
not as parallel. Similar Fermi surface geometry in the context of LO states in
3D have been shown in [11].
The reason the system exhibits such Fermi surfaces can be understood as
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Figure 7.6: Top row: diﬀerence in the momentum distributions of majority
and minority, showing parallel Fermi surfaces from the Mean-Field method
(a) and from QMC (b). Bottom row: pairing schematic for balanced (c)
and imbalanced (d) populations. In the situation where the populations of
fermionic species are imbalanced (diagram on the right) a particle from the
majority species forms a pair with a particle from the minority whose Fermi
momentum either matches the kx or ky coordinate of the majority particle
Fermi vector. The pair formed has a ﬁnite momentum equal to the distance
of the two Fermi surfaces either along kx or ky.
follows. If we look at the region of kx > 0 we can parametrize the linear
part of the majority Fermi line as k+f,2(kx) = −kx + α2 for positive values and
k−f,2(kx) = kx − α2 for negative values and doing the same for the minority
we have k+f,1(kx) = −kx + α1 and k−f,1(kx) = kx − α1. (see Fig. 7.6). Pairing
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happens here for a given kx between the upper part of the majority branch
and the lower part of the minority branch, k+f2(kx) pairs with k
−
f1(−kx). The
momentum of the pair along y is the sum of these momenta and is equal




f1(−kx) = α2 − α1. Therefore, thanks to the parallel
Fermi lines, the pairing momentum is independent of kx, leading to a strong
enhancement of the pairing eﬃciency. The same construction can be done
in the kx direction, matching the y coordinate of the momentum vectors and
the pairs will be moving along x with ±qx. In other words, for each kx, we
have, along ky, the usual imbalanced 1D situation, i.e. two rectangular Fermi
distributions, with diﬀerent Fermi momenta. Again, the crucial point is both
the majority and minority eﬀective 1D Fermi momentum values change the
same way with kx: the two Fermi surfaces remain always at the same distance
from each other. This pairing mechanism is illustrated in Fig. 7.6d. The
excess fermions correspond to the part of the majority Fermi surface which
can’t be paired this way, i.e. the four regions around (kx = 0, ky = ±π) and
(kx = ±π, ky = 0). Note that in the balanced case, this corresponds to the
usual BCS pairing on a lattice: a particle of one species from the Fermi surface
can form a pair with a particle from the other species with the Fermi vector
of equal length but opposite direction (as shown in Fig. 7.6c). The resulting
pair has, as expected, a zero center-of-mass momentum. The pairing along kx
and ky might not seem the most intuitive scenario, since one can imagine the
pairs forming with momentum along the diagonal with smaller |kp|. Since this
pairing was not observed in any of our simulations, this probably means that,
in a mean ﬁeld approach, it only corresponds to a local minimum of the free
energy.
However, since the shape of Fermi surfaces is aﬀected by the nature of the
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Figure 7.7: Momentum distributions of (a) minority, (b) majority and and
(c) order parameter in k-space calculated using the Mean-Field method. ρ =
ρ1+ ρ2 = 1. Here P = 0.32, β = 25, U = −3.5t and the lattice size is 79× 79.
The pairing peaks are symmetric along kx or ky depending on the realization.
pairing, one cannot directly compare both situations from the present results
and a more detailled study is needed, which was beyond the scope of our work.
On the contrary, the mean-ﬁeld calculations show sharp peaks either along kx
or ky depending on the realization (see Fig. 7.7). In the Quantum-Monte
Carlo simulations, since we average over all realizations, we see that the pair
momentum distribution exhibits four peaks: two along kx and two along ky
(see Fig. 7.8). It is important to notice a very good agreement between the
results obtained by MF and QMC methods. Finally, we have also observed, as
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Figure 7.8: Momentum distributions of (a) minority, (b) majority and (c) pairs
at ρ = ρ1 + ρ2 = 1, obtained from QMC. Here P = 0.38, β = 10, U = −3.5t
and the lattice size is 16× 16. The pair momentum distribution depicts four
peaks along the kx and ky axis.
expected, that the value of the position of the peaks, i.e. the center of mass
of the pairs, increases with large population imbalance.
7.3 Summary
In this chapter our QMC calculations strongly emphasize that the FFLO state
is the ground state of the fermionic Hubbard model on the two-dimensional
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square lattice for a large range of parameters. At low ﬁlling, the FFLO state
is similar to the bulk situation (i.e. particles having a quadratic dispersion
relation), where the pairs have a vanishing total angular momentum, but a
ﬁnite radial component for the center of mass momentum. An illustration of
this is the volcano shaped pair momentum distribution. The phase diagram
in the polarization and temperature plane exhibits similar behavior to the
1D system. Increasing polarization allows the FFLO state to survive higher
temperatures. Stability is also increased near half-ﬁlling. Around half-ﬁlling,
the underlying Fermi surface due to the lattice structure, leads to a FFLO state
having only discrete value of the center of mass momentum, namely around
(kx = 0, ky = ±q) and (kx = ±q, ky = 0). An explanation of this pairing is





8.1 Harmonic level basis
One is used to describing free fermions on a lattice using intuition built on the
free electron model. Each particle occupies a state with particular momentum
k and at T = 0 the ﬁlled state with the highest k is called the Fermi level.
BCS pairing mechanism is understood as pairing between fermions from the
Fermi surface with opposite spins and opposite momenta. In this description
the FFLO pairing model predicts forming a pair of fermions from diﬀerent
spin species with a ﬁnite momentum, where the momentum of the pair is the
diﬀerence of the Fermi momenta of the two fermions. When we turn to study a
harmonically conﬁned system at low ﬁlling, for which only few harmonic levels
are actually ﬁlled, the translationally invariant momentum space description
is no longer the obvious one. An ideal gas conﬁned in a harmonic trap is
known to be fully characterized by the basis formed by harmonic oscillator
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wave functions. In addition, for low ﬁllings, only the bottom of the energy
level structure will be ﬁlled. Then the kinetic part of the Hamiltonian is
well described by the free particle one with an eﬀective mass m∗ given by
m∗ = 1/2a2t, where a is the lattice spacing and t the tunneling amplitude.
In the present case, setting the units t = 1 and a = 1, the eﬀective mass is
therefore m∗ = 1/2.
In this chapter we explore the description of the interacting system in the
harmonic basis. This transformation is the analog of the Fourier transforma-
tion used to go from real space to momentum space in the case of the free
system. We will show that both BCS and FFLO models can be translated
into the harmonic level basis as pairing of particles between harmonic levels
and look into the limitations of this description. Since we are studying a two-
dimensional system we use the eigenstates of the two-dimensional harmonic
oscillator (see for example [112]). Due to rotational symmetry, the nth har-
monic level is n+ 1 times degenerate. We will label the states as follows: n is
the principal quantum number andm = −n,−n+2, ..., n is the orbital angular
momentum quantum number. For simplicity we will sometimes use κ to label
the set of quantum numbers, κ = (n,m). The normalized Harmonic oscillator
wave function in polar coordinates for a particular level is denoted by Φn,m(i)
































xn+αe−x is the Laguerre polynomial deﬁned by
Rodrigues formula. Here, instead of the principal quantum number n, a radial
quantum number nr =
(n−|m|)
2
is used. The harmonic oscillator length is
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In polar coordinates, s is taken to be the distance between the lattice site and
the middle of the trap, the angle φ the angular coordinate.
In the description of the system we will use the Fermi momentum of the
species which is calculated in the non-interacting limit. Since each nth level is
n+ 1 degenerate the total number of available states up to a given n is ntot =
(n+1)(n+2)
2
. Distributing N particles between the states we ﬁnd that the nmax

































which, in the continuum limit, leads to properly anti-commutating fermionic
operators.
We calculate the single particle Green function between levels for each
species as follows:
Gσ(κ, κ
′) = 〈Ψ†κ,σΨκ′,σ〉 (8.3)
As pairing is our main interest of investigation we also deﬁne a pair Green
function using the creation and annihilation operators of a pair of fermions.
Similarly to the homogenous case where the pairs are formed between parti-
cles having diﬀerent momenta, the pairs here can have constituents occupying
diﬀerent harmonic levels:
Gpair(κ, κ
′) = 〈Ψ†κ′,1Ψ†κ,2Ψκ,2Ψκ′,1〉 (8.4)
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Therefore, the usual BCS pairing with opposite momenta k ↔ −k correst-
ponds to a pairing (n,m)↔ (n,−m), i.e., to fermions (constituents of the pair)
having the same principal quantum number and opposite orbital angular mo-
mentum quantum number. The FFLO pairing k ↔ −k′, for which the norms
of the momenta are diﬀerent, corresponds to a pairing (n,m) ↔ (n′,−m′)
between fermions having diﬀerent principal quantum numbers, i.e. between


























Figure 8.1: Single particle Green function Gσ(κ, κ‘) in the harmonic level basis
using QMC, in the balanced case. The total number of particles is 22.3, i.e
≈ 11 particles per spin. As one can see, the single particle Green function value
on the diagonal sharply drops just before the 5th level (n = 4) corresponding to
10 harmonic states, roughly the number of particles per spin. The oﬀ-diagonal
elements are small compared to the diagonal ones, conﬁrming the accuracy of
the harmonic description of the system. States are labelled with κ = (n,m)
and only the principal quantum number n is displayed on the x and y axis.
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Figure 8.2: Pair Green function Gpair(κ, κ‘) in the harmonic level basis using
QMC. The total number of particles is 22.3 and the populations are balanced.
One can clearly see that the pairing is maximum at the Fermi level n =
4− 5, with opposite magnetic quantum numbers m. Oﬀ-diagonal pairing, e.g.
between κ = (6, m) and κ′ = (4, m′), is almost negligible. By diagonal pairing
we mean pairing between levels with equal principal quantum numbers.
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Figure 8.3: Single particle Gσ(κ, κ‘) (left panel) and pair Green function
Gpair(κ, κ‘) (right panel) in the harmonic level basis using MF. Total number
of particles is 80.4 and the populations are balanced. As in Fig. 8.1, the single
particle Green’s function is diagonal, with a value equal to 1 up to the Fermi
level (n ≈ 8) dropping to zero after. The pair Green’s function emphasizes the
diagonal pairing (n,m)↔ (n,−m).
In this section we present results for these correlation functions obtained
using both QMC and MF method of balanced and polarized systems with
low ﬁlling of the lattice. All QMC results were done on a 20 × 20 lattice at
the inverse temperature β = 10 with interaction strength U = −3.5 and the
trap potential Vt = 0.065 which translates to an eﬀective harmonic frequency
ω = 0.5. The calculations using the Mean-Field method were performed on
a bigger lattice of 41 by 41 sites, at the inverse temperature of β = 25 and
taking the interaction strength to be U = −3.0. In the ﬁgures only values of
n, the principal quantum number, are explicitly written, but correlations are
calculated between all diﬀerent n and m values. The m levels are arranged
from m = −n to n from left to right (or bottom to top). In the balanced case
shown in Fig. 8.1 the single particle Green function is mainly diagonal which
indicates that in this regime the harmonic level basis oﬀers a good description
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of the system. The diagonal part is the occupation of levels and where it drops
to zero we deﬁne the Fermi level. We compare these results with those obtained
using the Mean-Field method. Both single particle and pair Green functions
shown in Fig. 8.3 agree qualitatively with the QMC results. The small oﬀ
diagonal values in QMC, not present in the MF results, stems from the exact
treatment of the interactions in QMC, and which are not taken into account
in the MF calculations. In the regime of much higher ﬁllings of the lattice (for
example around half-ﬁlling), the eﬀective mass approach is no longer valid and
the MF results show that the harmonic basis is no longer relevant. We do not
have any QMC results in that regime due to the sign problem.
When the populations are balanced, both Fig. 8.2 (QMC) and Fig. 8.3
(MF) emphasize that the pairing is maximum around the Fermi level and
happens between particles from levels with the same n and for opposite m and
m′ values such that the total orbital angular momentum of the pair is 0. This
situation is similar to the unconﬁned case, where the pairing occurs mostly
between the +kF and −kF states.
At low imbalance, one observes that the pairing mostly occurs between lev-
els with equal n, for instance in Fig. 8.4, where one observes diagonal pairing
for n = 3 and for n = 4. However, one observes an oﬀ diagonal feature appear-
ing that corresponds to pairing between the levels n = 3 and n = 4. When the
system is imbalanced even more, the oﬀ-diagonal feature becomes the main
pairing amplitude. For instance, as shown in Fig. 8.5, corresponding to a po-
larization P = 0.22, the diagonal pairing has almost completely disappeared
and the pairing mostly occurs between the levels n = 3 and n = 4.
Since in this case pairing happens between an odd and an even level, it is
impossible to match them values and form pairs with total angular momentum
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Figure 8.4: Single particle Gσ(κ, κ‘) (a) and (b) and pair Green function
Gpair(κ, κ‘) (c) in the harmonic level basis (QMC results) for a low polar-
ization situation (P = 0.11). The total number of particles is 25.5. Even
though the Fermi-levels between the two species no longer match, the pairing
is still diagonal for n = 3 and for n = 4 levels. However, one observes an
oﬀ diagonal feature appearing that corresponds to pairing between the levels
κ = (4,−4) and κ′ = (3, 3) and respectively κ = (4, 4) and κ′ = (3,−3) as
indicated by arrows.
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Figure 8.5: Single particleGσ(κ, κ‘) (a) and (b), and pair Gpair(κ, κ‘) (c) Green
function in the harmonic level basis (QMC results) for a medium polarization
(P = 0.22). The total number of particles is 26.9. The diagonal pairing
has almost completely disappeared and the pairing mostly occurs between
the levels n = 3 and n = 4. More precisely, the strongest pairing occurs
between κ = (4,−4) and κ′ = (3, 3) and analogously between κ = (4, 4)
and κ′ = (3,−3). There is, in addition, a small contribution from the levels
κ = (4,−2) and κ′ = (3, 1) and κ = (4, 2) and κ′ = (3,−1). Note that each
pairing corresponds to a non-vanishing total angular momentum for the pair.
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zero. We observed that the strongest pairing happens, for example, between
κ = (4,−4) and κ′ = (3, 3) and analogously between κ = (4, 4) and κ′ =
(3,−3). There is, in addition, a small contribution from the levels κ = (4,−2)
and κ′ = (3, 1) and κ = (4, 2) and κ′ = (3,−1). In both cases the sum of the
orbital angular momentum is non-zero. Imbalancing the system even more, we
arrive at the situation where the diﬀerence between the Fermi levels of each
species is nF2 − nF1 = 2. As illustrated in Fig. 8.6 for P = 0.37 the pairing
occurs between the levels n = 5 and n = 3 and also n = 4 and n = 2 which
means that the system can now achieve pairing with zero total orbital angular
momentum. Still, there is small contribution of pairing between κ = (5,−5)
and κ′ = (3, 3) and κ = (5, 5) and κ′ = (3,−3), for which ∆m = ±2. For a
comparison we show the results from the mean ﬁeld simulations, depicting a
similar behavior. In the realization shown in Fig. 8.7 the Fermi levels of the
species are n = 7 and n = 9 and we see that pairing occurs between those
levels as well as between the two levels below n = 6 and n = 8. The largest m
values are almost unpaired for they would have led to non-zero total angular
momentum. We conclude that in the low ﬁlling regime and at intermediate
interaction strength, we can understand the FFLO pairing mechanism in a
trapped system as pairing between fermions from diﬀerent harmonic levels. We
observe that the pairs are formed in such a way that the total orbital angular
momentum of all pairs is always zero, and the orbital angular momentum is
minimized for each pair. Finally, similarly to the untrapped case where the
pairs are produced with a ﬁnite center of mass momentum (vanishing for the
balanced case), the FFLO state in the harmonic trap corresponds, in a classical
picture, to pairs whose center of mass is oscillating around the minimum of
the trap with an amplitude increasing with population imbalance.
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Figure 8.6: Single particle Gσ(κ, κ‘) (a) and (b) and pair Green function
Gpair(κ, κ‘) (c) in the harmonic level basis (QMC results) for a strong po-
larization (P = 0.37). The total number of particles is 27.4. The pairing
occurs between the levels n = 5 and n = 3 and also n = 4 and n = 2, i.e.
with total zero orbital angular momentum. Still, there is small contribution
to pairing between κ = (5,−5) and κ′ = (3, 3) and κ = (5, 5) and κ′ = (3,−3).
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Figure 8.7: Single particle Gσ(κ, κ‘) (a) and (b) and pair Green function
Gpair(κ, κ‘) (c) in the harmonic level basis (MF results) for a polarization
P = 0.27. The results are similar to the QMC results: pairing is maximum
among the Fermi-levels n = 7 and n = 9 and also among the two levels below
n = 6 and n = 8. The largest m values are almost unpaired, for they would
have led to non-zero total angular momentum.
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8.2 System at low filling
Fermion systems with imbalanced populations have been realized experimen-
tally in one- and elongated three-dimensional harmonic traps. The density
proﬁles of the populations were found to be qualitatively diﬀerent in the two
cases. In three dimensions, one observes the formation of concentric shells
where, for very low polarization, the core is fully paired, i.e. zero local magne-
tization, and the wings are partially polarized [22, 23]. On the other hand, it
was observed in one-dimensional systems that, for low polarization, the unpo-
larized fully paired populations are located at the edges of the cloud while the
core is partially polarized [25]. The role of dimensionality in this qualitatively
diﬀerent behavior has been a focus of studies on this system. Consequently,
the behavior of the system in two dimensions is of considerable interest.
We present here results of our DQMC study of the trapped two dimensional
system. The presence of the trap imposes constraints which make the simu-
lations much harder than the uniform case. The number of particles should
not be too large to make sure that the local density in the core regions is not
close to half ﬁlling but should be large enough so that at large P , the minor-
ity population will still be appreciable. Another constraint is that the size of
the lattice be large enough to ensure that particles do not leak out. These
constraints limit our ability to do simulations for system sizes beyond 20×20.
As for the uniform system, the most important indicator of the presence of
the FFLO state is the pair momentum distribution. Although the plane wave
basis is not the natural one in the harmonically conﬁned case, we study the
momentum distributions because they are of experimental interest. We will
show that despite the shortcomings of this language one can still detect the
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FFLO pairing signal this way. In addition, since the trap destroys translational
invariance it is very useful to study the density proﬁles and local magnetiza-
tion, m(x, y) = ρ2(x, y)−ρ1(x, y) where ρ2 (ρ1) is local density of the majority
(minority). We start with the unpolarized system. Figure 8.8(a) shows the




















































Figure 8.8: Momentum distributions of (a) the single particles, n1(kx, ky) =
n2(kx, ky) and (b) the pairs npair(kx, ky). The total number of particles is 22.3,
P = 0, β = 10, U = −3.5t, the trap potential is Vt = 0.065 and the lattice size
20× 20.
momentum distribution of the particles (the two populations are identical) for
a system with a total of 22.3 particles, P = 0, β = 10, U = −3.5t and a
lattice size of 20×20. The trap potential is given by Vt = 0.065. Figure 8.8(b)
shows the pair momentum distribution which exhibits a sharp peak at zero
momentum. Now we polarize the system keeping the total number of particles
constant which corresponds to the experimental situation. Figure 8.9 shows
the momentum distributions of the (a) minority and (b) majority populations
and (c) the pairs. The system has a total of 21.4 particles, P = 0.55, β = 10,
U = −3.5t and a trap potential Vt = 0.065 on a 20 × 20 lattice. The Fermi
temperature of the system is TF = 1.86. Figure 8.9(c) is qualitatively diﬀerent
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Figure 8.9: The momentum distributions of (a) the minority and (b) majority
populations and (c) the pairs. The total number of particles is 21.4, P = 0.55,
β = 10, U = −3.5t on a 20× 20 lattice. The trap potential is Vt = 0.065 and
the Fermi temperature is TF = 1.86.
from Fig. 8.8(b) and shows clearly that when the conﬁned system is polarized
it exhibits FFLO states with pairs forming with nonzero center of mass mo-
mentum. This behavior was observed for a wide range of polarizations and
interaction strengths. The vertical scale in Fig. 8.9(c) shows that the number
of pairs is very small. This is due to the small total number of particles in
the system. A simulation for a larger system but with the same characteris-
tic density [113] should give a stronger signal in the form of higher peaks at
nonzero momentum. This eﬀect of the total number of particles was shown in
the one dimensional uniform case in Ref. [76].
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Density proﬁles are the basic quantities that characterize the trapped sys-
tem. The ﬁrst experimental results in a three-dimensional system show the
formation of concentric shells where, for very low polarization, the core is
fully paired (no local magnetization) and the wings are partially polarized
(see [22] and [23]). On the other hand, in the one-dimensional system, it has
been observed that there exists a low polarization regime where the unpolar-
ized superﬂuid is located at the edge of the cloud, and the core is partially
polarized [25]. The issue of this dimensionally driven transition caused con-
siderable interest. It is interesting to look at the intermediate two dimensions
and study the behavior of the density proﬁles to see whether it follows more
closely any of the two limiting scenarios. In our simulations, we measure
the density proﬁles of each species and we calculate the local magnetization
m(x, y) = ρ1(x, y) − ρ2(x, y). The proﬁles shown in Fig. 8.10 correspond to
the situation when FFLO-type pairing is observed in the system as in Fig. 8.9.
One sees that the system is partially polarized at the core and fully polarized
in the wings (where we see no minority particles). There is no fully paired
phase where m(x, y) would disappear within the size of the cloud.
In the very low polarization regime we observe oscillations appearing in the
proﬁle of the local magnetization as shown in Fig. 8.11. We looked in detail
into these results in order to establish whether the oscillations are linked to
the FFLO type pair density wave behavior. We found, however, that the os-
cillations are present in the system even when there is no interaction between
particles as seen in Fig. 8.11 (dashed line). From both the MF and QMC, one
can see that the interaction might change the proﬁle, but does not crucially
change the oscillation pattern. Therefore, we attribute the oscillations to the
underlying harmonic levels rather than to the FFLO order. In the balanced
158



























































Figure 8.10: Density distributions of majority n1(x, y), minority n2(x, y) and
the local magnetization m(x, y). Total number of particles is 21.4, P = 0.55,
β = 10, Lattice size 20x20, Trap potential Vt = 0.065.
case, it has already been shown that the density of a fermionic cloud in a
trap can exhibit oscillations with minima or maxima in the center of the trap
depending on whether the last ﬁlled state corresponds to an odd or even har-
monic level [114]. One can also see that according to the MF calculations,
the excess particles seem to accumulate at the edges of the trap, which has
already been observed for example in Ref. [107]. However, we do not observe
this pushing out of the excess particles to the outer shell of the cloud in the
QMC results.
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QMC, U=-3.5, P=0.17, β=10, Ntot=24, Nsite=20x20
MF, U=-3, P=0.12, β=10, Ntot=80, Nsite=41x41 (rescaled) 
MF, U=0, P=0.17, β=10, Ntot=24.8, Nsite=21x21










MF, U=0, P=0.52, β=10, Ntot=26.6, Nsite=21x21
QMC, U=-3.5, P=0.51, β=10, Ntot=26, Nsite=20x20
Figure 8.11: Cut through the center of the trap showing the local magneti-
zation m(x, y) for low polarization (top panel) and high polarization (bottom
panel). Comparison of interacting and non interacting proﬁles using MF and
QMC.
8.3 System around half filling: Mean-Field study
As mentioned earlier, the QuantumMonte-Carlo method suﬀers from a stronger
sign problem for higher ﬁllings. However, we successfully studied the system
imbalance around half-ﬁlling of the lattice in the trap using the Mean-Field
method. In ﬁgures 8.12, 8.13, 8.14, 8.15 the order parameter is shown in real
space as well as in Fourier space for increasing value of the polarization. The
numerical results were obtained for a lattice size 41×41, an interaction strength
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U = −5 and chemical potential at the center of the trap corresponding to half




















































Figure 8.12: Mean ﬁeld parameter ∆(r) in real space (top) and in Fourier
space ∆(k) (bottom) for the low polarization value (P = 0.13), around the
half-ﬁlling situation, in the presence of an harmonic trap. The structure is
similar to the balanced case, i.e. a maximum number of pairs at the center
of the trap, decreasing on the border. The Fourier transform simply depicts a
peak at k = 0, emphasizing a BCS-like pairing.
to the balanced case, i.e. a maximum number of pairs at the center of the
trap, decreasing on the border. The Fourier transform simply depicts a peak
at k = 0, emphasizing BCS-like pairing. At higher polarization P = 0.43,
Fig. 8.13, a structure in the pairing order ∆ appears at the center of the trap,
leading to clear oscillations in Fourier space. This pattern appears ﬁrst at
the center of the trap simply because it corresponds to half ﬁlling which, as
explained in a previous section, is strongly unstable towards the FFLO state.
Indeed, this is emphasized by the two ﬁgures 8.14 and 8.15, corresponding
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Figure 8.13: Mean ﬁeld parameter ∆(r) in real space (top) and in Fourier
space ∆(k) (bottom) for the polarization value P = 0.43. A structure in
the center of the trap is clearly visible, leading to oscillations in the Fourier
transform.
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Figure 8.14: Mean ﬁeld parameter ∆(r) in real space (top) and in Fourier
space ∆(k) (bottom) for the polarization value P = 0.48. The checkerboard
pattern is a clear signature of the FFLO state. The Fourier transform depicts
four peaks at the positions (kx = 0, ky = ±q) and (kx = ±q, ky = 0), precisely
like in the homogeneous situation at half-ﬁlling.
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Figure 8.15: Mean ﬁeld parameter ∆(r) in real space (top) and in Fourier
space ∆(k) (bottom) for the polarization value P = 0.66. The checkerboard
pattern depicts now a shorter period in real space, translating into a larger
spreading of the four peaks in the Fourier space and corresponding to pairs
having a larger center of mass momentum compared to Fig. 8.14.
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respectively to polarization P = 0.48 and P = 0.66. The checkerboard pattern
of |∆|2 in real space becomes more and more visible. Note that similar results
have been previously shown in [116]. However we would like to emphasize the
link between this pattern and the nature of the pairing in the homogenous
situation. Indeed, in Fourier space four peaks are clearly observed. Their po-
sitions, (kx = 0, ky = ±q) and (kx = ±q, ky = 0), precisely match the ones
observed in the homogeneous situation, both in the QMC and the MF results
around half ﬁlling. In addition, one can see that the oscillation period of the
order parameter becomes shorter with higher polarization, i.e. correspond-
ing to a larger center of mass momentum q of the pair, which is depicted by
the spreading of the four peaks further away from k = 0. This also shows
that the oscillations in real space are not related to the underlying harmonic
levels, but really to the FFLO order. From the experimental point of view,
this signature of the FFLO order could be measured either directly in the
density of pairs or in their velocity distribution. Of course, the present mean
ﬁeld calculation does not include the thermal ﬂuctuations which are crucial
to properly describe the condensation of the pairs which, at large interaction,
arises at a temperature kBT ≈ t2/U lower than the pair formation temperature
kBT ≈ U [109, 115, 117, 118].
8.4 Summary
In this chapter we show that the FFLO pairing is also observed in the 2D
system in the presence harmonic conﬁnement and the pair momentum distri-
bution exhibits the characteristic volcano shape. At low ﬁllings, we introduce
the harmonic level basis which gives rise to a simple understanding of the
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pairing mechanism. We show that FFLO-type pairing in a trap corresponds
to forming pairs between fermions occupying diﬀerent harmonic levels. In
addition, we have shown that the harmonic levels are at the origin of the os-
cillations that we have seen in the local magnetization, which, therefore, are
not a signature of the FFLO state. Finally, still in the presence of an har-
monic conﬁnement, but around half ﬁlling, we have shown that the pairing
mechanism is essentially identical to the homogeneous situation, leading to
clear signatures in the pair density, both in real space (checkerboard pattern)
and in Fourier space (four peaks), which allows for a possible experimental




Motivated by the interest in pairing of fermions in systems where the popu-
lations are imbalanced, we have studied the subject by means of large scale
Quantum Monte Carlo simulations. Speciﬁcally, we have simulated the physics
of the one- and two-dimensional Hubbard model with two species of fermions
interacting attractively and investigated the possible phases appearing in the
system.
We have looked ﬁrst into the pairing mechanisms observed in a one di-
mensional system both in the absence as well as presence of the conﬁning
potential which breaks translational invariance. We have shown that pairing
with nonzero center-of-mass momentum - FFLO pairing - is the dominant
phase in the ground state of the system for a wide range of polarizations. We
have addressed the experimentally relevant issue of the stability of the FFLO
phase at ﬁnite temperatures. We showed how the peak in the pair momentum
distribution at nonzero momentum is inﬂuenced by changing temperature and
polarization. The FFLO phase was found to persist to higher temperature
when the polarization is larger. In disagreement with Mean-Field results [86],
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the pairs persist to much higher temperature than the temperature at which
the FFLO peak disappears. Most interestingly, we have shown that in the
conﬁned case and with parameters close to those of the cold atom experiment
of Ref. [25], the FFLO pairing can persist up to T/TF = 0.1 which is currently
achievable experimentally. These results are contrary to the expectations that
the FFLO phase is a fragile state with respect to increased temperature. It
gives a positive outlook on the ongoing experimental eﬀort and the feasibil-
ity of observation of the FFLO phase in cold fermionic gases. We have also
addressed the question of equivalence of the canonical and grand-canonical
ensembles and shown that in this context they are equivalent. Thus the sta-
bilization of sought-after phases is not favored by one ensemble or another.
In the one-dimensional geometry we have also investigated the eﬀect of
mass diﬀerences between two imbalanced fermion populations. Contrary to
theoretical claims [93, 94] the Breached Pairing (Sarma) phase was not realized
by tuning the mass ratio between the two populations. We have studied the
system with three diﬀerent interaction terms and found it to be unstable and
to undergo a collapse when the mass disparity was large enough.
In two dimensions we took up the challenge of studying the system with
Quantum Monte Carlo. Our results ﬁll the lack of exact numerical studies of
an imbalanced population Fermi mixture in 2D. It is believed that the FFLO
pairing is unstable with respect to increased dimensionality and that it would
appear only in a small parameter regime in dimensions higher than one. Con-
trary to this belief, our results, based on QMC and MF calculations, strongly
emphasize that the FFLO state is the ground state of the fermionic Hub-
bard model on the square lattice, both with or without harmonic conﬁnement.
The phase is also robust with respect to ﬁnite temperature as shown in the
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temperature-polarization phase diagram. As expected, the phase has enhanced
stability around the density region of half-ﬁlling of the lattice where there is
nesting of Fermi surfaces. Unexpectedly, we ﬁnd that around half-ﬁlling, due
to the geometry of the Fermi surfaces, the FFLO state is realized with dis-
crete values of the center-of mass momentum, along kx or ky (and not along
the diagonal). In the harmonically conﬁned system we provide a simple pic-
ture of the pairing mechanism with the use of harmonic level basis. In the low
ﬁlling regime and at intermediate interaction strength we can view the FFLO
pairing in a trapped system as pairing between fermions occupying diﬀerent
harmonic levels. Since the density proﬁles are an important tool in experi-
mental characterization of the system, we also study the local densities of the
species in harmonic conﬁnement. Our measurements of the density proﬁles of
the conﬁned system in a two-dimensional lattice do not reveal any region in
which the system is fully paired. In the parameter regime studied, the core of
the cloud is always partially polarized and the excess majority particles form
a fully polarized outer shell. This result is relevant in the context of possible
dimensionally driven transition between systems in one and three dimensions.
In the former, and at low polarization a fully paired region is observed in the
wings of the cloud while the core is partially polarized. In the 3D system, on
the contrary, the core was observed to be fully paired and the wings partially
polarized. It could be a potentially interesting extension of our work to study
the transition from a one-dimensional to two-dimensional system by tuning
the perpendicular hopping.
At this point we point out other possible extensions of the work presented
in this thesis.
The subject of superﬂuidity in two-dimensional system with population
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imbalance is of considerable interest. We have shown preliminary results that
hint to the suppression of the superﬂuidity due to imbalance. Further studies
would be necessary to explore the subject more deeply and to be able to make
deﬁnite statements.
With our methods calculation of imaginary time displaced Green functions
G(τ) is feasible. Performing numerical inverse Laplace transform, for exam-
ple using the Maximum Entropy method, one can extract information about
dynamical quantities such as spectral functions A(ω) and dispersion relations.
Dynamical quantities can provide a body of additional information helpful to
characterize the phases realized in the system. The measurements of the time
displaced Green functions are very costly in computation time in the case of
QMC approach. For the system of imbalanced populations of fermions, dy-
namic quantities have been calculated using the Density Matrix Renormaliza-
tion Group in Ref. [119] where they reported a spin gap, as expected. However
the applicability of this method is limited to one dimension. In principle the
calculation of the time displaced Green functions and excitation spectra for a
two-dimensional model is feasible with the QMC methods available to us.
Another possibility to realize exotic pairing states, such as FFLO or BP, is
in a system with balanced populations of Fermions in 2D but with anisotropic
hopping parameters as proposed in [120]. The possible experimental realiza-
tion of this model is based on the idea of using spin-dependent optical lattices.
In this setup the populations are balanced but there is a mismatch between
Fermi surfaces which results from tuning the hopping of each species such
that, for example, one of them preferentially hops along the x direction and
the other along y. The system exhibits a rich phase diagram in the Mean-Field
approximation with potential to realize diﬀerent pairing scenarios. We have
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performed preliminary simulations of this model using QMC, but found that
the sign problem was severe. More systematic attempt to study the system in
a wide parameter range could possibly bring further insight into the physics
of this model.
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