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ABSTRACT
In persistent monitoring tasks, cooperating mobile agents are used to monitor a
dynamically changing environment that cannot be fully covered by a stationary team
of agents. The exploration process leads to the discovery of various “points of interest”
(targets) to be perpetually monitored. Through an optimal control approach, the first
part of this dissertation shows that in a one-dimensional mission space the solution can
be reduced to a simpler parametric problem. The behavior of agents under optimal
control is described by a hybrid system which can be analyzed using Infinitesimal
Perturbation Analysis (IPA) to obtain an on-line solution. IPA allows the modeling of
virtually arbitrary stochastic effects in target uncertainty and its event-driven nature
renders the solution scalable in the number of events rather than the state space.
The second part of this work extends the results of the one-dimensional persis-
tent monitoring problem to a two-dimensional space with constrained agent mobility.
Under a general graph setting, the properties of the one-dimensional optimal control
solution are largely inherited. The solution involves the design of agent trajectories
defined by both the sequence of nodes to be visited and the amount of time spent at
vii
each node. A class of distributed threshold-based parametric controllers is proposed
to reduce the computational complexity. These parameters are optimized through
an event-driven IPA gradient-based algorithm and yield optimal controllers within
this family of threshold-based policies. The performance of the threshold-based para-
metric controller is close to that of the optimal controller derived through dynamic
programming and its computational complexity is smaller by orders of magnitude.
Although effective, the aforementioned optimal controls are established on the
assumption that agents are all connected via a centralized controller which is energy-
consuming and unreliable in adversarial environments. The third part of this work
extends the previous controls by developing decentralized controllers which distribute
functionality to the agents so that each one acts upon local information and sparse
communication with neighbors. The complexity of decentralization for persistent
monitoring problems is significant given agent mobility and the overall time-varying
graph topology. Conditions are identified and a decentralized framework is proposed
under which the centralized solution can be exactly recovered in a decentralized event-
driven manner based on local information – except for one event requiring communi-
cation from a non-neighbor agent.
viii
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1Chapter 1
Introduction
Multi-agent systems have arisen in fields of cooperative control and distributed ar-
tificial intelligence in the last fifteen years. Consisting of a team of intelligent au-
tonomous agents, the objective of such systems is to carry out complex tasks within a
given environment that is potentially highly dynamic, hazardous, and even adversar-
ial (Wooldridge and Jennings, 1995). Through cooperation, multiple simple agents
can usually outperform a single but more powerful agent in terms of cost, robustness,
and efficiency.
Examples of cooperative multi-agent systems include multi-vehicle systems, sen-
sor networks and autonomous drone fleets. Tasks assigned to these systems include
the sensing, exploration, searching and mapping of a geographic region of interest.
For instance, in coverage control (Zhong and Cassandras, 2011; Sun and Cassandras,
2016), mobile sensor nodes are deployed in a mission space (static or dynamic) to
maximize the detection probability of potential events; in surveillance (Michael et al.,
2011), a team of autonomous micro-aerial vehicles is assigned to surveil a building
with discrete locations of interest; and in environmental sampling (Leonard et al.,
2010), underwater gliders are coordinated autonomously to adaptively sample the
ocean in Monterey Bay, California. The common goal of all these examples is for
the agents to cooperatively optimize a objective function selected from each specific
2application with perhaps physical constraints. The cooperation is achieved through
agent communication, either explicitly by message passing, or implicitly via observa-
tion of another agent’s state. The cooperation may follow a hierarchical structure and
the control may be centralized or distributed (decentralized) (Li, 2006). Due to the
dynamic nature of the environment and the interaction between individual agents,
the optimization process typically encounters many uncertainties and often involves
nonlinear, nonconvex objective functions with the result that optimality cannot be
easily obtained.
1.1 Persistent Monitoring Problems
A persistent monitoring task arises when agents are assigned to monitor a large
dynamic environment which cannot be fully covered by a stationary agent allocation
(Zhou et al., 2016). Thus, a persistent monitoring task differs from i) traditional
coverage tasks (Zhong and Cassandras, 2011) due to the perpetual need to cover
a dynamically time-varying environment; ii) formation control (Ren and Sorensen,
2008) because of the time-varying agent network in which agents seek neither to
maintain some desirable formation nor to be fully connected; iii) traditional target
tracking (Andersson, 2008) since the “real” physical targets might not exist and
every point in the mission space can be of interest in which case we will optimize the
potential detecting probability(Cassandras et al., 2013). One of the main challenges
in this type of problems is to design agent trajectories under physical constraints
(e.g. agent kinematics, obstacles in the mission space) in order to optimize an overall
performance metric.
Persistent monitoring problems can be categorized into two classes, namely, one
with predefined trajectories (Soltero et al., 2011; Song et al., 2014; Smith et al., 2011)
and one without predefined trajectories (Portugal and Rocha, 2013; Choi and How,
32010; Cassandras et al., 2013; Zhou et al., 2016). In these settings, the agents interact
with the environment through their sensing capabilities which are normally dependent
upon their physical distance. The objective is to minimize an average uncertainty ac-
cumulated over the mission space (update the knowledge of the space by periodic
visits as fast as possible). The increase or decrease of uncertainty associated with the
environment depends on whether it is covered by agents. On the other hand, based
on a priori knowledge of the environment, persistent monitoring problems can also be
classifed into those without pre-specified targets (Cassandras et al., 2013) and those
with pre-specified targets (Zhou et al., 2016). In practice, the exploration process at
the beginning of the task will result in the discovery of various “points of interest”
which, once detected, become “data sources” or “targets” that need to be monitored
perpetually. In this dissertation, we focus mostly on the problems with a finite set
of targets after the exploration process. This paradiam arises in multiple application
domains ranging from large-scale surveillance, environmental monitoring, and energy
management (Michael et al., 2011; Smith et al., 2011) in smart cities down to particle
tracking in nano-scale systems for the study of dynamic and interactive processes
in bio-molecular systems and in nano-medical research (Shen and Andersson, 2011;
Cromer Berman et al., 2011; Ashley et al., 2016). In contrast to sweep coverage and
patrolling (Rekleitis et al., 2004; Elmaliach et al., 2009; Cassandras et al., 2013; Lin
and Cassandras, 2015) where every point in a mission space must be continually sur-
veyed, the problem addressed here involves a finite number of data sources (typically
larger than the number of agents), referred to as “targets” for short, which the agents
must cooperatively monitor through periodic visits.
41.2 Literature Review
Cooperative control of multi-agent systems resolves the problem of coordinating a
fleet of autonomous vehicles optimally to perform some task in a mission space with
a common objective. The cooperative control in persistent monitoring problems is
particularly challenging due to the time-varying nature of the agent network and the
interactions between agents and the environment (targets). According to Sec. 1.1,
some researchers prefer scheduling approaches based on discrete optimization, while
others use agent trajectory approaches which can be solved by continuous optimiza-
tion. Here we briefly survey some previous literature and introduce some related
techniques used to tackle a range of persistent monitoring problems.
1.2.1 Discrete Approaches
From an abstract point of view, the problem of persistent monitoring can be cast
as one of a collection of agents moving between possibly mobile targets, collecting
information from each to reduce uncertainty about that target. The uncertainty at
each target evolves in time, increasing when not being visited and decreasing when it
is being attending by one agent or multiple agents. Given a measure of performance,
the key problems are determining for each agent the sequence of target visits and the
associated dwell time at each target such that the overall cost function is optimized
(Yu et al., 2017). The solution is closely related to the famous Traveling Salesman
Problem (TSP) on the underlying time-varying graph of the persistent monitoring
problem. In general, it is very computationally challenging to obtain a global optimal
solution on such a time-varying graph, especially when the number of agents and
targets is large. However, approximation algorithms may be found to solve large
scale problems but yield sub-optimal solutions.
In (Yu et al., 2015), a single robot is tasked to monitor several events of interest
5that are occurring at different locations (stations). The authors treat the monitoring
task as a scheduling problem. The robot seeks to: 1) maximize the number of events
observed and 2) minimize the delay between two consecutive observations of events
occurring at the same location. Again, this is a NP-hard problem. To solve this
problem, (1 + )-optimal solution is proposed with an approximation algorithm.
Representing the environment as a graph with vertex (points of interest) weights
and edge lengths, (Alamdari et al., 2014) finds a closed walk that minimizes the
maximum weighted latency of any vertex. The authors prove that there does not
exist a polynomial time algorithm for such problems. Approximation algorithms are
provided to tackle the large scale problems consisting of thousands of vertices for
patrolling a city for crime.
Another way of characterizing the problem, namely as a scheduling task, formu-
lates the geometry of the targets as a graph. The authors in (Yu et al., 2018) consider
the design of a periodic schedule for an agent moving around a finite number of tar-
gets. The system falls into a steady cycle when constant switching conditions are
provided to the system, and a simple choice of switching conditions can be deter-
mined to optimize particular metrics of the persistent monitoring problem. Using
the methods therein, the search for an optimal sequence is reduced from an infinite
number of possible sequences to a finite (though possibly very large) number. In (Yu
et al., 2017), for a given visiting sequence, the problem is translated into a discrete-
time dynamic system with the targets’ sampled uncertainty level as the state vector
and the dwell time at each target as the input vector. The authors show that the
one-agent problem can be reduced to a TSP which is NP-hard. Additionally, with a
constant input, this discrete-time system converges to an asymptotically stable steady
state in which the sampled uncertainty, the peak uncertainty, and the period are all
minimized under the policy that the agent switches to the next target in its sequence
6as soon as the uncertainty of the current target is reduced to zero.
One of the main issues of the discrete approaches is scalability. As long as the
problem is small in both the time horizon and the numbers of agent and target, it
is possible to obtain a global optimal solution by enumeration and some numerical
methods. In general, however, this is a computationally intensive procedure which
does not scale well in the number of targets and agents.
1.2.2 Continuous Approaches
Rather than viewing this problem as a discrete scheduling task which eventually falls
within the class of traveling salesman or vehicle routing problems (Bektas, 2006;
Stump and Michael, 2011), some researchers consider the persistent monitoring prob-
lems from the agent point of view by designing trajectories which yield the optimal
cost/reward. In (Smith et al., 2011), through linear programming an optimal speed
controller is designed for a single robot with a pre-specified monitoring trajectory
to minimize the accumulation over the environment. In (Lan and Schwager, 2013;
Le Ny and Pappas, 2009), the authors consider the problem of planning a trajectory
for a mobile sensor (robot) to best estimate a time-varying Gaussian Random Field in
its environment. A Kalman filter is applied to minimize the error covariance matrix
of the estimate of the environment. (Lan and Schwager, 2013) proposes an incre-
mental sampling-based (RRT?) algorithm to plan a periodic trajectory which can be
arbitrarily close to the optimal schedule over an infinite time horizon (Zhang et al.,
2010; Vitus et al., 2010). Furthermore, (Le Ny and Pappas, 2009) shows that despite
the randomness in the Gaussian Random Field, this trajectory optimization problem
is indeed a deterministic optimal control problem which can be solved by heuristic
pruning in the forward value iteration algorithm.
Earlier work of our group (Cassandras et al., 2013) introduced an optimal con-
trol framework with an objective to control the movement of agents so as to collect
7information from targets and to minimize an average metric of uncertainty over all
targets. In a one-dimensional mission space, the authors reduce the optimal control
problem to a simpler parametric optimization problem. In particular, every opti-
mal agent trajectory is parameterized by a finite number of points where the agent
switches direction and by a dwelling time at each such point. As a result, the be-
havior of agents under an optimal control is described by a hybrid system whose
behavior is captured by agent control switches and states of the targets. This al-
lows us to make use of Infinitesimal Perturbation Analysis (IPA) (Cassandras et al.,
2010; Wardi et al., 2010) to determine on-line the gradient of the objective function
with respect to these parameters and to obtain a (possibly local) optimal trajectory.
This parametric approach exploits an inherent property of IPA under mild conditions
which allows modeling of virtually arbitrary stochastic effects in target uncertainty.
Moreover, IPA’s event-driven nature renders it scalable in the number of events in the
system and not the size of the state space. In addition, this method is not constrained
by the first-order agent model used; a more general result of second-order agents is
derived in (Wang et al., 2018) through a similar approach.
However, in two-dimensional spaces, such parametric representations for optimal
agent trajectories no longer hold (Lin and Cassandras, 2015). Nonetheless, various
forms of parametric trajectories (e.g., ellipses, Lissajous curves, interconnected linear
segments) offer an alternative (Lin and Cassandras, 2015; Zhou et al., 2017). These
approaches limit agent trajectories to certain forms which, while they possess desirable
properties (e.g., periodicity), cannot always capture the dynamic changes in target
uncertainties and may lead to poor local optima (Lahijanian et al., 2010; Cassandras
et al., 2013; Zhou et al., 2017).
An important difference between the previous work (Cassandras et al., 2013) and
the problem settings in this dissertation is that there is now a finite number of targets
8that agents need to monitor as opposed to every point in the mission space.
1.3 Centralized and Decentralized Control
The centralized control is established based on the assumption that agents are all
connected under a controller which can provide information and coordinate all agents.
Similar centralized controllers for such problems can be found in (Leahy et al., 2016;
Leonard et al., 2010; Cassandras et al., 2013). Clearly, a centralized controller can
be energy-consuming due to costs of communication and network maintenance, may
be unreliable in adversarial environments, and does not scale well in systems with a
large number of agents (Zhong and Cassandras, 2010).
Decentralization aims to achieve the same global objective as a central controller
by distributing functionality to the agents so that each one acts based on local infor-
mation or by communicating with only a set of neighbors. Such distributed algorithms
have been derived and applied to coverage control (Zhong and Cassandras, 2011),
formation control (Ren and Sorensen, 2008), and consensus problems (Olfati-Saber
et al., 2007) where we usually assume a static fully connected network environment.
On the other hand, decentralization in a persistent monitoring setting is particularly
challenging due to the time-varying nature of the agent network and the fact that
agents take actions depending on interactions with the environment (targets) which
cannot be easily shared through the agent network.
An important part of this dissertation is to identify explicit conditions under
which the centralized solution can be recovered through an “almost decentralized”
and entirely event-driven manner. In particular, each agent uses (i) its own local
information (to be precisely defined later), (ii) information (in the form of observable
events) from agents that happen to be its neighbors at the time such events occur,
and (iii) a single specific event type communicated by a non-neighbor agent when
9it occurs. It is the latter that prevents a completely decentralized control scheme,
although, as we will see, ignoring this non-local event results in little loss of accuracy.
In addition, we develop such an “almost decentralized” algorithm which, compared
to the centralized solution in (Zhou et al., 2016), significantly reduces communication
costs while yielding the same performance. The main decentralization result exploits
the structure of the IPA gradient of the objective function: the gradient component
associated with an agent turns out to depend only on a limited number of events, all of
which are local or observed by (time-varying) neighbors except for one event requiring
communication with a non-neighbor when it occurs. Moreover, this decentralization
is not limited to the one-dimensional problem considered, but extends to its two-
dimensional version as well.
1.4 Optimal Control and Parametric Optimization
1.4.1 Optimal Control
Optimal Control theory is a broadly used optimization tool that derives control poli-
cies which optimizes the cost function associated with a control system (Pontryagin,
1987). When the control is defined on a discrete time domain, one way to find the
optimal solution is through dynamic programming (Bertsekas et al., 1995). It pro-
vides global optimality but suffers the curse of dimensionality, leading to very long
computation times when the state space is very large. Most research in this direction
is to find good approximations yielding the solution arbitrarily close to the optimal
one but with less computational complexity. On the other hand, when the control
is defined on a continuous time domain, the main challenge is to search the optimal
policy from a functional space (the allowable control set evolving with time). Even
though one can discretize time into intervals and reduce the problem to a discrete
or a nonlinear optimization problem of determining the optimal policy for each time
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interval, the cost of obtaining such a solution is significant without the optimality
being guaranteed when the control is applied back to the continuous-time system.
Solving the optimal control problem in the continuous-time domain requires the
use of more advanced mathematics techniques. The calculus of variation (Gelfand
et al., 2000) was first introduced to solve the problem with only the interior solu-
tions but it usually fails to determine a solution when the decision variables and
controls are constrained. Later, Pontryagin’s Maximum Principle (PMP) was devel-
oped (Pontryagin, 1987; Bryson and Ho, 1975) which provides necessary conditions
for the optimal control problem. The PMP reveals the relationship between the state
and co-state variables and minimizes (maximizes) the Hamiltonian function over all
feasible controls. To obtain the complete solution of the optimal control problem
requires solving a Two Point Boundary Value Problem (TPBVP) in which the state
and co-state are known at initial and final times.
Practically, most systems are “hybrid” in nature consisting of both time-driven
(continuous) and event-driven (discrete) dynamics. Such hybrid systems are charac-
terized by a set of operating “modes”. The system switches between modes through
discrete events which may be controlled or uncontrolled. Controlling the switching
times, when possible, and choosing among several feasible modes, whenever such
choices are available, gives rise to a richer class of optimal control problems (Cas-
sandras and Gokbayrak, 2003). In principle the computational complexity of solving
this type of problems is prohibitive in two aspects. First, the cost of determining
the optimal control for each continuous-time sub-problem in each mode is significant.
Second, the discrete events causing the transitions from one mode to another bring
in a higher-level combinatorial element into the control. Rather than solving this
type of problems by brute force, alternative methods (Glasserman, 1991; Cao, 2008;
Cassandras et al., 2010; Ho and Cao, 2012) which make use of the system struc-
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tural properties are proposed, especially when the system can be represented in a
parametric form.
1.4.2 Parametric Optimization
The study of parametric representation of a trajectory dates back to the early years
of mathematics. System parameterization, however, was introduced relatively late
and was first broadly applied in system idenfication (Ljung, 1998). It also finds use
in neural networks (Rumelhart et al., 1986; Jain et al., 1996), especially in deep
learning (LeCun et al., 2015). It represents a system by using parameters to capture
the system characteristics abstractly. These parameters, once chosen, become control
variables which determine the system behaviors and can be optimized to improve sys-
tem performance through non-linear/linear optimizaton methods. In general, solving
a parametric optimization problem is much easier than solving an optimal control
problem on a hybrid system, even though the solution can be locally optimal and
influenced by the parametric family used (Lin and Cassandras, 2015). It is critical
to choose the parameters appropriately which reflect the system characteristics most
with a reasonable number of parameters preventing over/under fitting. This proce-
dure usually requires the understanding of system insights and well tuning to attain
a good parameterization of the original system.
1.4.3 Infinitesimal Perturbation Analysis
Perturbation Analysis (PA) was first introduced to Discrete Event Systems (DES) and
later to hybrid systems. Event-driven dynamics give rise to state trajectories (sample
paths) from which one can very efficiently and nonintrusively extract sensitivities
of state variables (therefore, various performance metrics as well) with respect to
at least certain types of design or control parameters (Ho, 1992; Glasserman, 1991;
Cassandras and Lafortune, 2009). The most successful branch of PA is Infinitesimal
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Perturbation Analysis (IPA) due to its simplicity and ease of implementation. It
was developed to provide a general framework for computing the gradients of sample
performance functions defined on the system state space. In the early 2000s, IPA was
introduced to Hybrid Systems (HS) and extended to handle stochasticity. In 2001 a
new approach to IPA emerged, based on Stochastic Flow Models (SFM) (Cassandras
et al., 2002). It did not consist of alternative sample-path representations for J(θ),
but rather on an alternative modeling framework that yields estimates for J(θ), and
whose IPA gradients are unbiased and provide approximations to ∇J(θ). It remains
one of the most attractive tools for data-driven control and optimization, especially
in stochastic systems where modeling random aspects of a process is prohibitively
hard.
Infinitesimal Perturbation Analysis has been used in persistent monitoring prob-
lems (Cassandras et al., 2013; Lin and Cassandras, 2015; Zhou et al., 2016; Wang
et al., 2018) to determine on-line the gradient of the objective function with re-
spect to these parameters and to obtain a (possibly local) optimal trajectory. This
approach exploits an inherent property of IPA under mild conditions which allows
virtually arbitrary stochastic effects in modeling target uncertainty. Moreover, IPA’s
event-driven nature renders it scalable in the number of events in the system and
not its state space. Compared with dynamic programming solutions (in the limited
instances when these are feasible), the IPA-based parametric approach is effective
and the computational complexity is reduced substantially by orders of magnitude.
A potential drawback of this event-driven control methods based on IPA is that
they depend on the events which “excite” the underlying controller being observable.
However, this is not guaranteed under every feasible control: it is possible that no
such events are excited under a nominal control in which case the controller may
be useless. The crucial events in persistent monitoring are “target visits” and it
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is possible that such events may never occur for a large number of feasible agent
trajectories which IPA uses to estimate a gradient on-line, especially when targets
are sparse and the corresponding gradient field is flat. At the heart of this problem is
the fact that the objective function we define for a persistent monitoring problem has
a non-zero cost metric associated with only a subset of the mission space centered
around targets, while all other points have zero cost, since they are not “points
of interest”. This lack of event excitation is a serious problem in many trajectory
planning and optimization tasks (Schwager et al., 2009; Cao et al., 2011; Oh and
Ahn, 2014). Therefore, another contribution of this dissertation is to address this
issue using the idea of “event excitation” introduced in (Khazaeni and Cassandras,
2016) which creates a potential field based on the existing targets guaranteeing that
gradient values are generally non-zero throughout the mission space and ensures that
all events are ultimately excited.
1.5 Contributions
The contributions of this dissertation are:
• the development of centralized controllers to solve persistent monitoring prob-
lems in one-dimensional spaces with a finite set of targets. In particular, the
solution is established on the fact that the optimal agent trajectories can be
fully characterized by a parametric controller form, i.e. a finite number of
points where each agent switches direction and a dwell time at each such point.
This parametric solution can then be optimized by an event-driven Infinitesimal
Perturbation Analysis which is effective and computationally efficient.
• the extension of the controllers to two-dimensional spaces with constrained
agent mobility. It consists of two parts.
14
i) agents are assigned to move in multiple linear segments. In this case, the
one-dimensional optimal control structure and properties still hold. This en-
ables the parameterization of agent trajectories following the one-dimensional
results obtained previously. Agent trajectories can be optimized within each
subspace respectively while including events defined by agents from other sub-
spaces visiting the shared targets.
ii) agents are constrained to move in a general two-dimensional graph. In
this case, a graph-based parametric optimization approach is proposed which
solves the monitoring problem by controlling agent movements via target thresh-
olds. The parameterization in this graph-based setting is imposed on the target
thresholds rather than on the shape of agent trajectories in the underlying 2D
Euclidean environment. Optimizing these thresholds not only affects the dwell
time that the agent should spend at each node, but also naturally adjusts and
seeks to optimize the node visiting sequence.
• the identification of explicit conditions under which the centralized solution can
be recovered through a decentralized manner. The decentralization of multi-
agent systems that involve the interaction of agents with “points of interest”
(targets) in their mission space is particularly challenging. In one-dimensional
spaces an optimal centralized solution can be recovered by an event-driven “al-
most decentralized” algorithm which significantly reduces communication costs
while yielding the same performance as the centralized algorithm. The deriva-
tions of the decentralized solution apply to 2D-trajectories under the constraint
that these trajectories have a parametric form and the number of parameters
is finite (e.g. elliptical trajectories, lissajous curves, and the threshold-based
parametric approach mentioned earlier). To conclude, the event-driven nature
of IPA and its distributed properties render it scalable in the number of events,
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not the state space of the system.
The rest of this dissertation is organized as follows. Chapter 2 formulates the per-
sistent monitoring problem and develops a centralized controller in one-dimensional
cases. Chapter 3 and 4 extend the controller to two-dimensional settings with con-
strained agent mobility, including i) agent moving in a mission space formed by mul-
tiple linear segments and ii) agent moving in a higher level graph and its movement
controlled by target thresholds. Chapter 5 delves further into the event-driven nature
of this parametric optimization approach and identifies conditions under which the
optimal control solution can be obtained in a decentralized manner with only one
non-neighbor event needed by an agent. Chapter 6 concludes this dissertation.
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Chapter 2
One Dimensional Persistent
Monitoring: Centralized Solution
In this chapter, we formulate the one-dimensional persistent monitoring as an optimal
control problem and establish the theoretical foundation of the parametric solutions
to this optimal control problem. The Hamiltonian analysis reveals that the optimal
solution for each agent can be characterized by two parameter vectors, i.e. switching
points and associated dwelling times. We optimize the parametric solution through
an event-driven IPA gradient-based algorithm, and solve the issue of potential lack
of event excitation using a modified cost metric. Through simulation, we show the
effectiveness of the proposed IPA scheme by comparing its solution with the global
optimum obtained by a graph-based scheduling method.
2.1 Problem Formulation
We consider N mobile agents moving in a one dimensional mission space [0, L] ⊂ R.
Let the position of the agents at time t be sj(t) ∈ [0, L], j = 1, . . . , N , following the
dynamics:
s˙j(t) = uj(t), |uj (t) | ≤ 1, ∀j = 1, . . . , N (2.1)
17
i.e., we assume that an agent j can control its direction and speed. Without loss of
generality, after proper rescaling, we further assume that the speed is constrained by
|uj (t)| ≤ 1, j = 1, . . . , N . The agent dynamics in (2.1) can be replaced by a more
general model of the form s˙j(t) = gj(sj(t)) + bjuj(t) or a second-order model (shown
in Sec. 2.5) without affecting the main results of our analysis. For convenience
we label agents 1, . . . , N sequentially according to their initial positions s1 (0) ≤
s2 (0) . . . ≤ sN(0), and we will show that this ordering is preserved throughout an
optimal trajectory for all j = 1, . . . , N as follows:
sj (t)− sj+1 (t) ≤ 0 (2.2)
The ability of an agent to sense its environment is modeled by a function pj(x, sj)
that measures the probability that an event at location x ∈ [0, L] is detected by
agent j. We assume that pj(x, sj) = 1 if x = sj, and that pj(x, sj) is monotonically
nonincreasing in the distance |x − sj|, thus capturing the reduced effectiveness of a
sensor over its range which we consider to be finite and denoted by rj. Therefore,
we set pj(x, sj) = 0 when |x − sj| > rj. Although our analysis is not affected by
the precise sensing model pj(x, sj), we will limit ourselves to a linear decay model as
follows:
pj(x, sj) = max
{
1− |sj − x|
rj
, 0
}
(2.3)
Unlike the persistent monitoring problem setting in (Cassandras et al., 2013), here
we consider a known finite set of targets located at xi ∈ (0, L), i = 1, . . . ,M (we
assume M > N to avoid uninteresting cases where there are at least as many agents
as targets, in which case every target can be assigned to at least one agent). We set
pj(xi, sj (t)) ≡ pij(sj (t)) to represent the effectiveness with which agent j can sense
target i when located at sj (t). Accordingly, the joint probability that xi ∈ (0, L) is
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Figure 2·1: A polling model interpretation of problem P1
sensed by all N agents simultaneously (assuming detection independence) is
Pi(s(t)) = 1−
N∏
j=1
[1− pij(sj(t))] (2.4)
where s(t) = [s1 (t) , . . . , sN (t)]
>.
Next, we define uncertainty functions Ri(t) associated with targets i = 1, . . . ,M ,
so that they have the following properties: (i) Ri(t) increases with a prespecified rate
Ai if Pi (s(t)) = 0 (we will later allow this to be a random process {Ai(t)}), (ii) Ri(t)
decreases with a fixed rate Bi if Pi (s(t)) = 1 and (iii) Ri(t) ≥ 0 for all t. It is then
natural to model uncertainty dynamics associated with each target as follows:
R˙i(t) =
{
0 if Ri(t) = 0, Ai ≤ BiPi (s(t))
Ai −BiPi (s(t)) otherwise (2.5)
where we assume that initial conditions Ri(0), i = 1, . . . ,M , are given and that
Bi > Ai > 0 (thus, the uncertainty strictly decreases when there is perfect sensing
Pi (s(t)) = 1).
Our goal is to control the movement of the N agents through uj (t) in (2.1) so that
the cumulative average uncertainty over all targets i = 1, . . . ,M is minimized over a
fixed time horizon T . Thus, setting u (t) = [u1 (t) , . . . , uN (t)]
T we aim to solve the
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following optimal control problem
P1: min
u(t)
J =
1
T
T∫
0
M∑
i=1
Ri(t) dt (2.6)
subject to the agent dynamics (2.1), uncertainty dynamics (2.5), control constraint
|uj(t)| ≤ 1, t ∈ [0, T ], and state constraints (2.2). Figure 2·1 shows a polling model
version for problem P1 where each target is associated with a “virtual queue” where
uncertainty accumulates with inflow rate Ai. The service rate of this queue is time-
varying and given by BiPi (s(t)), controllable through the agent position at time t.
This interpretation is convenient for characterizing the stability of such a system over
a mission time T : for each queue, we may require that
∫ T
0
Aidt <
∫ T
0
BiPi(s(t))dt.
Note that this analogy readily extends to two or three-dimensional settings.
2.2 Optimal Control Solution
In this section, we derive properties of the optimal control solution of problem P1
and show that it can be reduced to a parametric optimization problem. We begin by
defining the state vector x(t) = [R1(t), ...RM(t), s1(t)...sN(t)] and associated costate
vector λ = [λ1(t), ..., λM(t), λs1(t), ..., λsN (t)]. As in (Cassandras et al., 2013), due to
the discontinuity in the dynamics of Ri(t) in (2.5), the optimal state trajectory may
contain a boundary arc when Ri(t) = 0 for some i; otherwise, the state evolves in an
interior arc. Thus, we first analyze such an interior arc. Using (2.1) and (2.5), the
Hamiltonian is
H(x, λ,u) =
M∑
i=1
Ri(t) +
M∑
i=1
λi(t)R˙i(t) +
N∑
j=1
λsj(t)uj(t) (2.7)
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The costate dynamics are
λ˙i(t) = − ∂H
∂Ri(t)
= −1, λi(T ) = 0 (2.8)
λ˙sj (t) = −
∂H
∂sj (t)
=
M∑
i=1
λi (t)Bi
∂Pi(s(t))
∂sj(t)
, λsj(T ) = 0 (2.9)
Applying the Pontryagin Minimum Principle to (2.7) with u?(t), t ∈ [0, T ), denoting
an optimal control, a necessary condition for optimality is
u∗j(t) =

1 if λsj(t) < 0
−1 if λsj(t) > 0
(2.10)
Note that there exists a possibility that λsj (t) = 0 over some finite singular intervals
(Bryson and Ho, 1975), in which case u∗j(t) may take values in { −1, 0, 1}.
The complete solution of an optimal control problem requires solving a two-point-
boundary-value problem. However, this is unnecessary. We will next prove some
structural properties of an optimal trajectory, based on which we show that it is fully
characterized by two sets of parameters, thus reducing the optimal control problem
to a much simpler parametric optimization problem.
We begin by assuming that targets are ordered according to their location so that
x1 < · · · < xM . Let r = maxj=1,...,N{rj} and a = max{0, x1−r}, b = min{L, xM +r}.
Thus, if sj(t) < x1− r or sj(t) > xM + r, then it follows from (2.3) that pij(sj(t)) = 0
for all targets i = 1, . . . ,M . Clearly, this implies that the effective mission space is
[a, b].
a ≤ sj(t) ≤ b, j = 1, . . . , N (2.11)
a ≤ sj(t) ≤ b, ∀j imposing an additional state constraint for P1. We will first
show that on an optimal trajectory every agent is constrained to move within the
interval [x1, xM ]. To establish this and subsequent results, we will make a technical
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assumption that no two events altering the dynamics in this system can occur at the
exact same time.
Assumption 1 Suppose that an agent switches direction at θ ∈ [a, b]. For any j =
1, . . . , N, i = 1, . . . ,M, t ∈ (0, T ), and any  > 0, if sj(t) = θ, sj(t − ) > θ or if
sj(t) = θ, sj(t− ) < θ, then either Ri(τ) > 0 for all τ ∈ [t− , t] or Ri(τ) = 0 for all
τ ∈ [t− , t].
Proposition 1 In an optimal trajectory, x1 ≤ s∗j(t) ≤ xM , t ∈ [0, T ], j = 1, . . . , N .
Proof : See Appendix A.1.
Proposition 1, in conjunction with (2.10), leads to the conclusion that the optimal
control consists of each agent moving with maximal speed in one direction until it
reaches a point in the interval [x1, xM ] where it switches direction. However, the
exclusion of the case λsj(t) = 0 allows the possibility of singular arcs along the
optimal trajectory, defined as intervals [t1, t2] such that λsj(t) = 0 for all t ∈ [t1, t2]
and λsj(t
−
1 ) 6= 0, λsj(t+2 ) 6= 0. The next result establishes the fact that we can exclude
singular arcs from an agent’s trajectory while this agent has no target in its sensing
range.
Lemma 1 If |sj(t)− xi| > rj for any i = 1, . . . ,M , then u∗j(t) 6= 0.
Proof : See Appendix A.2.
Based on Lemma 1, we conclude that singular arcs in an agent’s trajectory may
occur only while it is sensing a target. Intuitively, this indicates that it may be
optimal for an agent to stop moving and dwell in the vicinity of one or more targets
that it can sense so as to decrease the associated uncertainty functions to an adequate
level before it proceeds along the mission space. The next lemma establishes the fact
that if the agent is visiting an isolated target and experiences a singular arc, then
the corresponding optimal control is u∗j(t) = 0. An isolated target with position xi is
defined to be one that satisfies |xi − xj| > 2r,for all j 6= i where r was defined earlier
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as r = maxj=1,...,N{rj}. Accordingly, the subset I ⊆ {1, . . . ,M} of isolated targets is
defined as
I = {i : |xi − xj| > 2r,∀j 6= i, r = max
j=1,...,N
{rj}} (2.12)
Lemma 2 Let |s∗j(t) − xk| < rj for some j = 1, . . . , N and isolated target k ∈ I. If
λ∗sj(t) = 0, t ∈ [t1, t2], then u∗j(t) = 0.
Proof : See Appendix A.3.
We can further establish the fact that if an agent j experiences a singular arc while
sensing an isolated target k, then the optimal point to stop is such that s∗j(t) = xk.
Proposition 2 Let |s∗j(t)−xk| < rj for some j = 1, . . . , N and isolated target k ∈ I.
If λ∗sj(t) = 0, t ∈ [t1, t2], and u∗j(t−1 ) = u∗j(t+2 ), then s∗j(t) = xk, t ∈ [t1, t2].
Proof : See Appendix A.4.
Finally, we consider the case where the state constraint (2.2) is included. We can
then prove that this constraint is never active on an optimal trajectory, i.e., agents
reverse their directions before making contact with any other agent.
Proposition 3 Under the constraint sj(t) ≤ sj+1(t), on an optimal trajectory, sj(t) 6=
sj+1(t) for all t ∈ (0, T ), j = 1, ..., N − 1.
Proof. The proof is almost identical to that of Proposition III.4 in (Cassandras et al.,
2013) and is, therefore, omitted.
The above analysis, including Propositions 1-3, fully characterize the structure of
the optimal control as consisting of intervals in [0, T ] where u∗j(t) ∈ {−1, 0, 1} depend-
ing entirely on the sign of λsj(t). Based on the above analysis, we can parameterize
P1 so that the cost in (2.6) depends on a set of (i) switching points where an agent
switches its control from uj(t) = ±1 to ∓1 or possibly 0, and (ii) dwelling times if
an agent switches from uj(t) = ±1 to 0 (illustrated in Fig. 2·2). In other words, the
optimal trajectory of each agent j is totally characterized by two parameter vectors:
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Figure 2·2: An example of an agent monitoring two targets. The bottom
shows the agent trajectory which can be parameterized to a sequence of
control switching points and associated dwell times.
switching points θj = [θj1, θj2...θjΓ] and dwelling times ωj = [ωj1, ωj2...ωjΓ′ ] where
Γ and Γ′ are prior parameters depending on the given time horizon. This defines a
hybrid system with state dynamics (2.1), (2.5). Figure 2·3 shows a simple example of
such a hybrid system consisting of one agent and one target. The dynamics remain
unchanged in between events that cause them to change, i.e., the points θj1, . . . , θjΓ
above and instants when Ri(t) switches from > 0 to 0 or vice versa. Therefore, the
overall cost function (2.6) can be parametrically expressed as J(θ,ω) and rewritten
as the sum of costs over corresponding interevent intervals over a given time horizon:
J(θ,ω) =
1
T
K∑
k=0
τk+1(θ,ω)∫
τk(θ,ω)
M∑
i=1
Ri(t) dt (2.13)
where τk in (2.13) is the k-th event time. This will allow us to apply IPA to determine a
gradient ∇J(θ,ω) with respect to these parameters and apply any standard gradient-
based optimization algorithm to obtain a (locally) optimal solution.
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Figure 2·3: A simple example of a hybrid system consisting of one agent
and one target. The system has six modes in which switches are triggered
by events.
2.3 Infinitesimal Perturbation Analysis
As concluded in the previous section, optimal agent trajectories may be selected from
the family {s(θ,ω, t, s0)} with parameter vectors θ and ω and a given initial condition
s0. Along these trajectories, agents are subject to dynamics (2.1) and targets are
subject to (2.5). An event (e.g., an agent stopping at some target xi) occurring at
time τk(θ,ω) triggers a switch in these state dynamics. IPA specifies how changes in
θ and ω influence the state s(θ,ω, t, s0), as well as event times τk(θ,ω), k = 1, 2, . . .,
and, ultimately the cost function (2.13).
We briefly review next the IPA framework for general stochastic hybrid systems.
Let {τk(θ)}, k = 1, . . . , K, denote the occurrence times of all events in the state trajec-
tory of a hybrid system with dynamics x˙ = fk(x, θ, t) over an interval [τk(θ), τk+1(θ)),
where θ ∈ Θ is some parameter vector and Θ is a given compact, convex set. For
convenience, we set τ0 = 0 and τK+1 = T . We use the Jacobian matrix notation:
x′(t) ≡ ∂x(θ,t)
∂θ
and τ ′k ≡ ∂τk(θ)∂θ , for all state and event time derivatives. It is shown in
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(Cassandras et al., 2010) that
d
dt
x′(t) =
∂fk(t)
∂x
x′(t) +
∂fk(t)
∂θ
(2.14)
for t ∈ [τk, τk+1) with boundary condition:
x′(τ+k ) = x
′(τ−k ) + [fk−1(τ
−
k )− fk(τ+k )]τ ′k (2.15)
for k = 0, ...K. In order to complete the evaluation of x′(τ+k ) in (2.15), we need
to determine τ ′k. If the event at τk is exogenous, τ
′
k = 0. However, if the event is
endogenous, there exists a continuously differentiable function gk : Rn ×Θ→ R such
that τk = min{t > τk−1 : gk (x (θ, t) , θ) = 0} and
τ ′k = −[
∂gk
∂x
fk(τ
−
k )]
−1(
∂gk
∂θ
+
∂gk
∂x
x′(τ−k )) (2.16)
as long as ∂gk
∂x
fk(τ
−
k ) 6= 0. (details may be found in (Cassandras et al., 2010)).
2.3.1 IPA-based Gradient Derivation
In our setting, the time-varying cost along a given trajectory is
∑M
i=1Ri(t) from (2.13),
which is not an explicit function of the state x(t) = [R1(t), ...RM(t), s1(t)...sN(t)]. The
gradient ∇J(θ,ω) reduces to
∇J(θ,ω) = 1
T
K∑
k=0
M∑
i=1
τk+1(θ,ω)∫
τk(θ,ω)
∇Ri(t)dt (2.17)
where ∇ = [ ∂
∂θ
, ∂
∂ω
]>.
Applying (2.14), (2.15), (2.16), we can evaluate∇Ri(t). In contrast to (Cassandras
et al., 2013), here agents are allowed to dwell on every target and it is necessary to
optimize these dwelling times. Therefore, we need to consider all possible forms of
control sequences: (i) ±1→ 0, (ii) 0→ ±1, and (iii) ±1→ ∓1. Applying (2.14) on
26
(2.5) and integrating over time from the last event, we obtain:
∂Ri(t)
∂θj
=
∂Ri(τ
+
k )
∂θj
−

0 if Ri(t) = 0, Ai < BiPi(s(t))
Bi
∂pij(sj)
∂sj
∂sj(τ
+
k )
∂θj
Gij(t) otherwise
(2.18)
∂Ri(t)
∂ωj
=
∂Ri(τ
+
k )
∂ωj
−

0 if Ri(t) = 0, Ai < BiPi(s(t))
Bi
∂pij(sj)
∂sj
∂sj(τ
+
k )
∂ωj
Gij(t) otherwise
(2.19)
where θj is the vector of switching points of agent j and ωj the associated dwell times,
∂pij(sj)
∂sj
= ± 1
rj
or 0 depending on the relative position of target i with respect to the
position of agent j. Moreover, the term Gij is defined as:
Gij(t) =
t∫
τk
∏
d6=j
[1− pid(sd(τ))] dτ (2.20)
and may be interpreted as a “collaboration factor” capturing the contributions of all
other agents d 6= j in monitoring target i.
Details of the updates of ∇Ri(t) and ∇sj(t) at the event time can be found in the
Appendix B. In addition, even though it appears that the IPA gradient in (2.18) and
(2.19) depends on the state of other agents, it turns out that only the collaboration
term (2.20) affects changes in the gradient. This suggests a decentralized algorithm
(see Chapter 5) through which each agent can locally evaluate its gradient using only
occasional inter-agent information exchange and still achieve the same solution as the
centralized one.
2.3.2 The Event Excitation Problem
Note that all derivative updates above are limited to events occurring at times
τk(θ,ω), k = 1, 2, . . .. Thus, this approach is scalable in the number of events charac-
terizing the hybrid system, not its state space. While this is a distinct advantage, it
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Figure 2·4: An example of no event excitation leading to a failure of IPA
finding an optimal agent trajectory. The yellow bar is the segment of the
space initially covered by the agent.
also involves a potential drawback. In particular, it assumes that the events involved
in IPA updates are observable along a state trajectory. However, if the current tra-
jectory never reaches the vicinity of any target so as to be able to sense it and affect
the overall uncertainty cost function, then any small perturbation to the trajectory
will have no effect on the cost. As a result, IPA will fail as illustrated in Figure 2·4:
here, the single agent trajectory s1(θ,ω, t) is limited to include no event. Thus, if a
gradient-based procedure is initialized with such s1(θ,ω, t), no event involved in the
evaluation of ∇Ri(t) is “excited” and the cost gradient remains zero.
In order to overcome this problem, we modify our cost metric by introducing
a function V (·) with the property of “spreading” the value of some Ri(t) over all
points w ∈ Ω ≡ [0, L] as in (2.21). Recalling Proposition 1, we limit ourselves to
the subset B = [x1, xM ] ⊂ Ω. Then, for all points w ∈ B, we define V (w, t) as a
continuous density function which results in a total value equivalent to the weighted
sum of the target values
∑M
i=1 Ri(t) (the existence of such a function is formally
proved in (Khazaeni and Cassandras, 2016)). We impose the condition that V (w, t)
be monotonically decreasing in the Euclidean distance ‖w − xi‖. More precisely,
we define d+i (w) = max
(‖w − xi‖, r) where r = minj=1,...,N{rj} which ensures that
d+i (w) ≥ r. Thus, d+i (w) = r > 0 is fixed for all points within the target’s vicinity,
28
w ∈ [xi − r, xi + r]. We define
V (w, t) =
M∑
i=1
αiRi(t)
d+i (w)
(2.21)
Note that V (w, t) corresponds to the “total weighted reward density” at w ∈ B. The
weight αi may be included to capture the relative importance of targets, but we shall
henceforth set αi = 1 for all i = 1, . . . ,M for simplicity. In order to differentiate points
w ∈ B in terms of their location relative to the agents states sj(t), j = 1, . . . , N , we
also define the travel cost function
Q(w, s(t)) =
N∑
j=1
‖sj(t)− w‖ (2.22)
Using these definitions we introduce a new objective function component, which is
added to the objective function in (2.6):
J2(t) =
∫
B
Q(w, s(t))V (w, t) dw (2.23)
The significance of J2(t) is that it accounts for the movement of agents through
Q(w, s(t)) and captures the target state values through V (w, t). Introducing this
term in the objective function in the following creates a non-zero gradient even if the
agent trajectories are not passing through any targets. Defining the metric in (2.13)
as J1(t) and combining it with J2(t), we get
min
θ∈Θ,ω≥0
J(θ,ω, T ) =
1
T
T∫
0
[
J1(θ,ω, t) + e
−βtJ2(θ,ω, t)
]
dt (2.24)
where, as a reminder, J1(θ,ω, t) =
∑M
i=1Ri(t) is the original uncertainty metric.
This creates a continuous potential field for the agents which ensures a non-zero cost
gradient even when the trajectories do not excite any events. This non-zero gradient
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of J2(θ,ω, t) will induce trajectory adjustments that naturally bring them toward
ones with observable events. The factor e−βt with β > 0 is included so that as the
number of IPA iterations increases, the effect of J2(θ,ω, t) is diminished and the
original objective is ultimately recovered.
The IPA derivative of J2(θ,ω, t) is
∂J2
∂θ
=
∫
B
[∂Q(w,θ,ω, s(t), t)
∂θ
V (w,θ,ω, t) +Q(w,θ,ω, s(t), t)
∂V (w,θ,ω, t)
∂θ
]
dw
(2.25)
where the derivatives of Q(w,θ,ω, s(t), t) and V (w,θ,ω, t) are obtained following
the same procedure described previously. Before making this modification, the lack
of event excitation in a state trajectory results in the total derivative (2.17) being zero.
On the other hand, in (2.25) we observe that if no events occur, the second part in
the integral, which involves ∂V (·)
∂θ
is zero, since
∑M
i=1
∂Ri(t)
∂θ
= 0 all the time. However,
the first part in the integral does not depend on events, but only the sensitivity of
Q(w,θ,ω, s(t), t) in (2.22) with respect to the parameters θ,ω. As a result, agent
trajectories are adjusted so as to eventually excite desired events and any gradient-
based procedure we use in conjunction with IPA is no longer limited by the absence
of event excitation.
2.3.3 IPA Robustness to Uncertainty Modeling
Observe that the evaluation of ∇Ri (t), hence ∇J(θ,ω), is independent of Ai, i =
1, . . . ,M , i.e., the parameters in our uncertainty model. In fact, the dependence of
∇Ri (t) on Ai, i = 1, . . . ,M , manifests itself through the event times τk when Ri(τk)
reaches zero, but they, unlike Ai which may be unknown, are directly observable
during the gradient evaluation process. Thus, the IPA approach possesses an inherent
robustness property: there is no need to explicitly model how uncertainty affects Ri(t)
in (2.5). Consequently, we may treat Ai as unknown without affecting the solution
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approach (the values of ∇Ri (t) are obviously affected). We may also allow this
uncertainty to be modeled through random processes {Ai(t)}, i = 1, . . . ,M . Under
mild technical conditions on the statistical characteristics of {Ai(t)}(Cassandras et al.,
2010), the resulting ∇J(θ,ω) is an unbiased estimate of a stochastic gradient.
2.3.4 IPA Gradient Descent Algorithm
We apply a standard gradient descent scheme to optimize parameter [θ,ω]T following
[
θl+1,ωl+1
]T
=
[
θl,ωl
]T − [αlθ, αlω]∇J(θ,ω) (2.26)
where αlθ and α
l
ω are diminishing step-size sequences. Our gradient-based IPA opti-
mization is summarized in Algorithm 1.
Algorithm 1 IPA-driven gradient desent optimization
1: Initialize parameters θ,ω
2: Select an error tolerance  > 0 and a maximum number of iterations n0
3: repeat:
4: Compute trajectory sj(t), t ∈ [0, T ],∀j = 1 . . . N using θ,ω.
5: Compute the IPA gradient ∇J(θ,ω)
6: Update θ,ω using (2.26)
7: until ‖∇J(θ,ω)‖ <  or number of iterations exceeds n0
8: Set the optimized parameter θ∗ = θ,ω∗ = ω and compute J(θ∗,ω∗)
2.4 Simulation Examples
To demonstrate the performance of the gradient-based algorithm using the IPA
scheme described in Section 2.3, we present a few numerical examples.
The first example consists of a single agent performing a persistent monitoring
task on three targets over a time horizon of 100 seconds. The targets are located
at positions x1 = 5, x2 = 10, x3 = 15 and their uncertainty dynamics in (2.5) are
defined by the parameters Ai = 1, Bi = 5, and Ri(0) = 1 for all i. The agent has
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a sensing range of 2 and is initialized with s(0) = 0, u(0) = 1. The results from
the IPA gradient descent approach are shown in Figure 2·5. The final cost is 25.54.
The corresponding global optimal result based on the same but discretized setting is
essentially the same with the agent moving through the three targets in a periodic
fashion as shown in Figure 2·6. The only deviation from the IPA scheme occurs at
the end of the horizon where the discrete approach returns to the center target. The
final cost was 25.07, thus verifying the approximate optimality of the solution found
in Figure 2·5.
The next example involves two agents and five targets over a time horizon of 500
seconds. The targets are located at x1 = 5, x2 = 7, x3 = 9, x4 = 13, x5 = 15.
The uncertainty dynamics were the same as in the single-agent, three-target case. As
before, the agents have a sensing range of 2 and are initialized at s1(0) = s2(0) = 0,
with u1(0) = u2(0) = 1. The results from the event-driven IPA gradient descent
approach are shown in Figure 2·7. The solution is again periodic with the agents
dividing the targets into two groups. The corresponding global optimal obtained by
the discrete scheduling method is shown in Figure 2·8. Rather than solving over the
full horizon, the problem was solved over a 60 second horizon and then the periodic
trajectory repeated to fill the 500 second horizon. The results are again very close to
the event-driven IPA method.
Note that the optimal trajectories in both one and two-agent examples are bounded
between [5, 15] (positions of the first and last target), which is consistent with Propo-
sition 1.
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Figure 2·5: Top figure: Trajectory of a single agent monitoring three tar-
gets using the IPA-driven gradient descent algorithm. Second figure: Calcu-
lated cost as a function of iteration in the gradient descent. Bottom figures:
Target uncertainties along the trajectory. The final cost is 25.54.
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Figure 2·6: Top figure: Trajectory of a single agent monitoring three
targets using the optimal discrete assignment and dwelling time. Bottom
figures: Target uncertainties along the trajectory. The final cost is 25.07.
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Figure 2·7: Top figure: Trajectories of two agents monitoring five targets
using the IPA gradient descent algorithm. Second figure: Calculated cost as
a function of iteration. Bottom figures: Target uncertainty values along the
above trajectories. The final cost is 4.99.
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Figure 2·8: Top figure: Trajectories of two agents monitoring five targets
using the discrete assignment and dwelling time. Bottom figures: Target
uncertainty values along the above trajectories. The final cost was 4.92.
As mentioned earlier, the IPA robustness property allows us to handle stochastic
uncertainty models at targets. We show a one-agent example in Figure 2·9b where
the uncertainty inflow rate Ai(t) is uniformly distributed between (0.75, 1.25) for all
targets. In Figure 2·9c, we introduce randomness by allowing target positions to vary
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uniformly over (xi− 0.25, xi + 0.25). In both cases, the optimal cost in the stochastic
models in Figures 2·9b and 2·9c are close to the optimal cost of the deterministic case
in Figure 2·9a where the parameter Ai and target positions xi are the means of the
associated random processes in the stochastic models. The convergence depends on
the variance of these random processes. As variance increases, so does the cost, as
expected.
The event excitation issue is addressed in Figure 2·10a, where the agent trajectory
is initialized so that it is not close to any of the targets. Using the original problem
formulation (without the inclusion of J2(θ,ω, t) in (2.24)), the initial trajectory and
cost remain unchanged. After adding J2(θ,ω, t), the blue, green, and red curves in
Figure 2·10c show the trajectory adjustment after 5, 10, and 15 iterations respectively.
After 100 iterations, the cost converges to 30.24 as shown in Figure 2·10b which is
close to the optimal cost in Figure 2·9a where the target dynamics are the same.
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(a) Example of deterministic target model.
Target positions 5, 7, 15, dynamics parameter
Ai = 1, B = 5, r = 2. J
∗(θ,ω) = 29.40.
(b) Example with stochastic uncertainty
inflow processes. Ai ∼ U(0.75, 1.25).
J∗(θ,ω) = 30.27.
(c) Example with stochastic target locations
∼ U(xi − 0.25, xi + 0.25). J∗(θ,ω) = 34.89.
Figure 2·9: Examples
demonstrating IPA robust-
ness with respect to stochas-
tic uncertainty. (a) (b) (c)
Top plot: optimal trajectory
s∗(t). Bottom plot: cost con-
vergence.
(a) A trajectory where IPA fails due to lack
of event excitation. Top plot: agent trajec-
tory. Bottom plot: cost convergence.
(b) IPA optimization after event excitation.
J∗(θ,ω) = 30.24.
(c) Trajectory adjustments with event exci-
tation after 5 (blue), 10 (green), and 15 (red)
iterations.
Figure 2·10: The event ex-
citation issue. After adding
J2(θ,ω, t), the trajectory ad-
justs to include all targets,
the cost converges to 30.24
which is close to the optimal
cost in Figure2·9a.
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2.5 Results of Second-order Agent Model
As an extension to higher order agent models, we introduce the persistent monitoring
problems using second-order agent dynamics. This is a joint-work with Dr. Yan-Wu
Wang’s group at Huazhong University of Science and Technology. We list here some
important results of the second-order agents, especially those that are different from
the first-order cases (Wang et al., 2018).
The movement of a second-ordered agent is controlled through its acceleration as
opposed to the velocity in the first-order case. The agent’s dynamics can be described
by {
s˙j(t) = vj(t),
v˙j(t) = uj(t),
j = 1, 2, . . . , N, (2.27)
where uj(t) is the acceleration control input, vj(t) is the velocity, sj(t) ∈ [0, L] is the
agent position, and t ∈ [0, T ]. The velocity of each agent j is bounded by
|vj(t)| ≤ vmaxj , j = 1, 2, . . . , N, (2.28)
and so is the acceleration input
U :
{ |uj(t)| ≤ Caj , if uj(t)vj(t) ≥ 0,
|uj(t)| ≤ Cdj , if uj(t)vj(t) < 0, j = 1, 2, . . . , N. (2.29)
vmaxj is the maximal velocity, C
a
j and C
d
j are the maximal acceleration and deceleration
respectively. Note that during deceleration, the direction of the control input is
opposite to the direction of the velocity (i.e. uj(t)vj(t) < 0). Under the boundary
constraints (2.28) and (2.29), the agent dynamics can be rewritten as
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
s˙j(t) = vj(t)
v˙j(t) =

0 if|vj(t)| = vmaxj and vj(t+)uj(t+) ≥ 0
uj(t) otherwise
for j = 1, 2, . . . , N
(2.30)
Despite these added complications to agent dynamics, the necessary condition
derived for optimality is similar to the first-order case. We will introduce next that
the optimal agent trajectories can be parameterized by two sets of parameters: the
mode switching locations and the associated dwell times associated with each dwell
mode. The following proposition reveals an important property of the optimal control
solution.
Proposition 4 For any given trajectory, the optimal control policy under second-
order agent dynamics satisfies u∗j(t) ∈
{±Caj ,±Cdj , 0} , for all t ∈ [0, T ].
Proposition 4 implies that an agent under the optimal control operates in one of
the four modes: maximal acceleration, maximal velocity, maximal deceleration, or
remain at rest. Proof can be found in (Wang et al., 2018). To be more specific,
these four modes are: i) maximal acceleration mode: the agent moves with maximal
acceleration from one point to another, where the control direction is agree with the
motion direction; ii) maximal velocity mode: the agent moves at a fixed maximal
velocity for a period of time larger than zero; iii) maximal deceleration mode: the
agent moves with maximal deceleration, where the control direction is opposite to
the motion direction; iv) dwell mode: the agent dwells at some points for some
time (possibly zero). Therefore, the resulting optimal agent trajectories can be fully
characterized by the starting points and end points of each mode and the dwell times
associated with each dwell mode.
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The following proposition shows an important condition under which an agent
will enter the maximal velocity mode along its trajectory.
Proposition 5 The maximum velocity mode exists between θjh and θj(h+1) when
agent j moves from θjh to θj(h+1) if and only if
|θj(h+1) − θjh| >
vmaxj
2
2Caj
+
vmaxi
2
2Cdj
. (2.31)
Figure 2·11: The motion of second-order agent j. Agent j moves from
the hth dwelling point θjh to the (h+ 1)th dwelling point θj(h+1).
The previously introduced IPA gradient-based gradient algorithm applies to second-
order agent cases naturally. The complexity of second order dynamics results in the
four execution modes under the optimal control. In addition, it is worth noting that
previously in the first-order case an agent will never visit the boundary points nor col-
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lide with other agents (collisions are naturally avoided under optimal control) along
the optimal trajectory as shown in Proposition 1 and 3. However, these properties
no longer hold under the second-order agent dynamics because an agent will endure
a deceleration process before it can fully stop and change its moving direction. A
better strategy for an agent is to cross the boundary points or its neighbor with a
certain velocity rather than fully stop beforehand. Note that in some cases, such as a
transportation network, an agent is able to exceed the boundary points and to cross
its neighbors if each of them runs in a different lane. But in some other cases, agents
cannot move beyond the boundary points nor to cross their neighbors due to the
physical constraints. Therefore, we proposed a modification to Algorithm 1 in order
to obtain collision-free trajectories. Details of the IPA derivations of the second-order
agents and the collision avoidance algorithm can be found in (Wang et al., 2018).
Simulation: The border exceeding case.
We provide a single agent example to illustrate an important difference (border
exceeding) compared to the first order case. The mission space is [0, 6], the set
of interested targets is X = [0, 0.1, 5.9, 6] with the increasing and decreasing rates
A = [0.5, 0.1, 0.1, 0.5] and B = [1, 0.5, 0.5, 1] respectively. The initial parameters
of agent trajectory are θ1(0) = [1, 5, 1, . . .] and ω1(0) = [0.3, 0.3, . . .], shown by the
dotted line in the upper plot in Figure 2·12. The optimal trajectory is shown in blue
in the upper plot and the performance metric as a function of iteration is shown in the
bottom plot. When J1(θ(44), ω(44)) = 171.5, |J1(θ(44), ω(44))−J1(θ(43), ω(43))| < ε
and the optimization process terminates.
Figure 2·12 shows that the agent exceeds the border of mission space (indicated by
red dash line). However, this border exceeding may not be allowed in some monitoring
applications. For those who are interested, please refer to Algorithm 3 in (Wang et al.,
2018) for the collision avoidance algorithm. The corresponding simulation result can
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be found in Figure 5 therein where the boundary exceeding is eliminated.
2.6 Summary
In this Chapter we established the theoretical foundation of the one-dimensional
persistent monitoring problems. We analyzed the optimal control structure using
Pontryagin Minimal Principle and showed that the optimal agent trajectories can
be fully characterized by control switching points and the associated dwell times.
A complete online solution was provided through Infinitesimal Perturbation Analysis
(IPA) to evaluate the gradient of the objective function with respect to all parameters.
Some common issues (e.g. event excitation, stochastic targets) were discussed. Lastly,
we introduced the solutions of second-order agent dynamics and touched upon some
other objective metrics for different monitoring purposes. In the next chapter, we are
going to extend these results to two-dimensional spaces. As we will see, most of the
analysis will be inherited under certain constraints on agent mobility.
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Figure 2·12: Upper plot: initial trajectory (green dash line) and opti-
mal trajectory (blue) obtained by IPA. Bottom plot: performance metric
(decreases as the number of iterations increases)
44
Chapter 3
Two Dimensional Persistent
Monitoring with Constrained
Agent Mobility
In the following two chapters, we extend the one-dimensional persistent monitoring
results developed in Chapter 2 to two-dimensional mission spaces with constrained
agent mobility.
We consider in this chapter a two-dimensional setting where agents are restricted
to move on a graph topology consisting of multiple intersecting line segments (sub-
spaces). The objective is to control the movement of agents allocated over these line
segments in order to minimize an uncertainty metric associated with a finite set of
data sources/targets. In practice, this paradigm models agents whose movements
are restricted to streets in an urban setting, corridors in a building, or, more gen-
erally, intersecting paths/curves in a two-dimensional space. Under these settings,
we exploit the one-dimensional optimal control approach developed in Chapter 2.
In particular, given N agents allocated over L ≤ N different, possibly intersecting,
line segments (subspaces), we can solve optimal control problems over the L one-
dimensional subspaces. As we will see, the properties of the optimal control solution
of the one-dimensional persistent monitoring problem are largely inherited. The main
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Figure 3·1: Persistent monitoring over three interacting line segments, the
yellow dots indicate targets shared by multiple segments and the green dots
indicate targets can only be visited from one segment.
complication comes from the fact that some targets may be jointly sensed by agents
belonging to different subspaces which affects the optimal agent trajectories.
3.1 Problem Formulation
We consider a two-dimensional mission space consisting of multiple linear segments, as
illustrated in Figure 3·1. Agents are assigned to monitor targets within their assigned
segments (subspaces).
Agent Dynamics. We assign a set {1, . . . , N} of N mobile agents to L (typi-
cally N ≥ L) linear segment subspaces {Ω1, ...,ΩL} where Ωl = [0, Ll] ⊂ R and the
subscript l indexes the subspaces. There are nl ≥ 1 agents in the lth subspace, such
that N = n1 + n2 + . . . + nL. Let Al ⊂ {1, . . . , N} be the subset of agents assigned
to Ωl.
We first assume that the allocation of agents to subspaces is predetermined and
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will later show this allocation is a combinitorial problem in the number of agents and
segments. As noted, the trajectory of each agent is constrained to a single subspace
for all t. In each subspace Ωl, agents are subject to the following dynamics with
bounded control inputs:
s˙lj(t) = u
l
j(t),
∣∣ulj (t)∣∣ ≤ 1, j = 1, . . . , nl, (3.1)
i.e., ulj(t) is the speed of agent j in Ωl. Each pair (j, l) uniquely defines the jth agent in
the lth linear segment. Finally, an additional constraint may be imposed if we assume
that the agents within each subspace are initially located so that slj(0) < s
l
j+1(0),
j = 1, . . . , nl− 1, and we wish to prevent them from subsequently crossing each other
over all t:
slj (t)− slj+1 (t) ≤ 0. (3.2)
Agent Sensing Model. The ability of an agent to sense its 2D environment is
modeled by a function p(X,S) that measures the probability that an event at location
X ∈ R2 is detected by an agent located at S ∈ R2. We assume that p(X,S) = 1 if
X = S, and that p(X,S) is monotonically nonincreasing in the Euclidean distance
‖X − S‖ so that it captures the reduced effectiveness of a sensor over its range,
which we consider to be finite and denoted by r. Thus, we set p(X,S) = 0 when
‖X − S‖ > r. Although our analysis is not affected by the precise sensing model, for
simplicity we will use the linear decay model:
p(X,S) = max
{
1− ‖X − S‖
r
, 0
}
. (3.3)
In order to use p(X,S) in the 1D setting of each subspace Ωl, consider the projec-
tion of Xi = [xi, yi], i = 1, . . . ,M , on Ωl and let x
l
i be the distance of this point from
the origin of the 1D line segment [0, Ll]. For any agent j ∈ Al, let slj be the distance
of the agent’s position from the origin of the 1D line segment [0, Ll]. For any point
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Figure 3·2: An illustration of agent sensing model from 2D representation
to 1D representation.
ω ∈ Ωl, let dli = minω∈Ωl ‖ω,Xi‖ be the (constant) Euclidean distance between the
target Xi and the line segment Ωl. Then, the Euclidean distance d
l
ij ≡ ‖Xi − Sj‖
between target i and agent j ∈ Al is given by dlij =
√
(dli)
2 + (xli − slj)2 as illustrated
in Figure 3·2. Letting plij(slj(t)) be the event detection probability of target i by agent
j ∈ Al, we have
plij(s
l
j(t)) = max
1−
√
(dli)
2 + (xli − slj(t))2
rlj
, 0
 . (3.4)
It will also be convenient in our subsequent analysis to define the set Tl ⊂ {1, . . . ,M}
of targets that can be sensed by at least one agent in Al, i.e.,
Tl =
{
i : min
ω∈Ωl
‖ω,Xi‖ ≤ rlj, ω ∈ Ωl, j ∈ Al
}
. (3.5)
We assume that for all i = 1, . . . ,M , i ∈ Tl for at least one l = 1, . . . ,L so that all
targets considered may be sensed. It is possible that i ∈ Tl ∩ Tl′ , l 6= l′, in which case
agents from Ωl and Ωl′ can cooperate in monitoring target i.
Assuming detection independence, the sensing probability of target i by all agents
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can be written as
Pi(s(t)) = 1−
L∏
l=1
nl∏
j=1
[1− plij(slj(t))], (3.6)
where s(t) = [s11(t), . . . , s
1
n1
(t), . . . , sL1 (t), . . . , s
L
nL(t)]
T. Note that agents j ∈ Al ⊂
{1, . . . , N} are indexed within the set Al as {1, . . . , nl}.
Target Dynamics. Similar to the model in Chapter 2, the uncertainty dynamics
associated with each target are modeled as:
R˙i(t) =
{
0 if Ri(t) = 0 and Ai ≤ BiPi (s(t))
Ai −BiPi (s(t)) otherwise . (3.7)
The initial conditions Ri(0) are given and Bi > Ai > 0 for all i = 1, . . . ,M .
Objective Function. Setting u (t) = [u11(t), . . . , u
1
n1
(t), . . . , uL1 (t), . . . , u
L
nL(t)]
T,
our goal is to control the movement of all agents in every subspace so that the average
uncertainty of all targets over a given time horizon T is minimized. We formulate the
following optimal control problem:
min
u(t)
J =
1
T
T∫
0
M∑
i=1
Ri(t) dt (3.8)
subject to agent dynamics (3.1), uncertainty dynamics (3.7), and state constraints
(3.2). Figure 3·1 shows a polling model of this problem.
3.2 From Optimal Control to Parametric Optimiza-
tion
Optimal control. When agents are constrained on the line segments, the properties
of the optimal control solution of the 1D persistent monitoring problem are largely
inherited. The optimal control ul∗j (t) ∈ {1, 0,−1} meaning that in the optimal solu-
tion an agent either moves with maximum speed or dwells at some target. Here we
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list the following results obtained by Hamiltonian analysis. The proofs are analogous
to the corresponding ones in Chapter 2 and are therefore omitted.
The first property asserts that on an optimal trajectory every agent j ∈ Al is
constrained to move within the interval defined by the two extreme target positions
on [0, Ll] defined by x
l
i with i ∈ Tl.
This implies that every agent must switch its direction no later than reaching
these points (possibly after dwelling at the switching point for a finite time interval).
Proposition 6 In an optimal trajectory, xlmin ≤ sl∗j (t) ≤ xlmax, t ∈ [0, T ], j =
1, . . . , nl and l = 1, . . . ,L where xlmin = min{xli, i ∈ Tl} and xlmax = max{xli, i ∈ Tl}.
The second proposition shows that if the optimal trajectory of any agent j ∈ Al
includes a singular arc while sensing an isolated target k, then the optimal point
to stop is such that sl∗j (t) = x
l
k. An isolated target k is defined as one satisfying
|xlk − xli| > 2r, for all i 6= k, {i, k} ⊆ Tl, where r = maxj=1...nl{rlj}.
Proposition 7 Let |sl∗j (t)− xlk| < rlj for some agent j = 1, ..., nl and isolated target
k ∈ Tl. If λl∗sj(t) = 0, t ∈ [t1, t2], then ul∗j (t) = 0 for t ∈ [t1, t2]. In addition, if
ul∗j (t
−
1 ) = u
l∗
j (t
+
2 ), then s
l∗
j (t) = x
l
k, t ∈ [t1, t2].
Finally, we consider the case where the state constraint (3.2) is included. We can
then prove that this constraint is never active on an optimal trajectory. i.e., agents
reverse their directions before making contact with any other agent.
Proposition 8 Under the constraint slj(t) ≤ slj+1(t), on an optimal trajectory, slj(t) 6=
slj+1(t) for all t ∈ (0, T ].
A complete solution of the optimal control problem requires the solution of a Two-
Point-Boundary-Value problem. However, this is unnecessary in view of the properties
derived above. The optimal trajectory of each agent j ∈ Al is fully characterized
by two parameter vectors: switching points θlj = [θ
l
j1, θ
l
j2...θ
l
jΓ] and dwelling times
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wlj = [w
l
j1, w
l
j2...w
l
jΓ′ ] where Γ and Γ
′ are prior parameters depending on the time
horizon. This defines a hybrid system with state dynamics (3.1), (3.7). Therefore, the
overall cost function (3.8) can be parametrically expressed as J(θ,w) and rewritten
as the sum of costs over corresponding inter-event intervals:
J(θ,w) =
1
T
K∑
k=0
τk+1(θ,w)∫
τk(θ,w)
M∑
i=1
Ri(t) dt, (3.9)
where τk is the k-th event time. We will next use IPA to determine a gradient
∇J(θ,w) with respect to the parameters and apply any standard gradient-based
optimization algorithm to obtain an (perhaps locally) optimal solution.
Parametric optimization. The gradient of the objective function (3.9) is
∇J(θ,w) = 1
T
M∑
i=1
K∑
k=0
τk+1(θ,w)∫
τk(θ,w)
∇Ri(t) dt, (3.10)
where the operator ∇ = [ ∂
∂θ
, ∂
∂w
]>.
IPA gradient in between events. Applying the three basic IPA equations
introduced in (2.14), (2.15), (2.16), we can evaluate ∇Ri(t) in (3.10). We start out
by applying (2.14) to all inter-event intervals [τk, τk+1). Thus, applying (2.14) to (3.7)
and integrating over t ∈ [τk, τk+1), we obtain:
∂Ri(t)
∂θlj
=
∂Ri(τ
+
k )
∂θlj
−

0 if Ri(t) = 0, Ai < BiPi(s(t))
Bi
∂plij(s
l
j(t))
∂slj
∂slj(τ
+
k )
∂θlj
Glij(t) otherwise
(3.11)
∂Ri(t)
∂wlj
=
∂Ri(τ
+
k )
∂wlj
−

0 if Ri(t) = 0, Ai < BiPi(s(t))
Bi
∂plij(s
l
j(t))
∂slj
∂slj(τ
+
k )
∂wlj
Glij(t) otherwise
(3.12)
where θlj is the vector of switching points of agent j in Ωl and w
l
j the associated dwell
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time vector.
∂plij(s
l
j)
∂slj
depends on the position xli of target i with respect to the agent
position slj. Moreover,
∂slj(τ
+
k )
∂θlj
and
∂slj(τ
+
k )
∂wlj
are obtained later in (3.15) through (3.19).
Finally, the term Glij(t) is defined as:
Glij(t) =
t∫
τk
L∏
l′=1
nl′∏
g=1
g 6=j if l′=l
[
1− pl′ig
(
sl
′
g (τ)
)]
dτ (3.13)
and may be interpreted as a “collaboration factor”capturing the contributions of all
agents other than j from all subspaces in monitoring target i.
In between each two consecutive events, ∇Ri(t) evolves according to (3.11) and
(3.12), but at the event times it may experience discontinuities as captured by the
boundary condition (2.15) with τ ′k evaluated through (2.16). Thus we consider all
possible events including all forms of target dynamics switches in (3.7) and agent
control switches in (3.1).
We will now see how the IPA gradient is updated with each possible event in the
system. Some types of events may cause discontinuities in (3.11) and (3.12). The
first two types of events are similar to what we have in the 1D case and the details
of these derivations can be found in Chapter 2.
Event type 1 (switches in target dynamics): These events are triggered
when Ri reaches zero at some event time τk causing a switch in the target dynamics
in (3.7).
∇Ri(τ+k ) =

∇Ri(τ−k ) if Ri(τk) 6= 0
0 if Ri(τk) = 0
. (3.14)
When such events occur, the dynamics of slj(t) in (3.1) are continuous so that applying
(2.15) we have ∇slj(τ−k ) = ∇slj(τ+k ). Notice that ∇Ri(t) is reset to zero when Ri(t)
reaches zero at event time τk, otherwise ∇Ri(t) evolves continuously in t.
Event type 2 (switches in agent dynamics): These are events that cause
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switches in the agent dynamics in (3.1) at some event time τk which are due to three
possible control switches in ul∗j (τk): (i) ±1 → 0, (ii) 0 → ±1, and (iii) ±1 → ∓1.
For these events, the dynamics of Ri(t) in (3.7) are continuous so that ∇Ri(τ−k ) =
∇Ri(τ+k ). The derivative
∂slj(τ
+
k )
∂θlj
and
∂slj(τ
+
k )
∂wlj
follow:
Case 1 : ul∗j (τ
−
k ) = ±1, ul∗j (τ+k ) = 0;
∂slj
∂θljh
(τ+k ) =

1 if h = ξ
0 if h < ξ
, (3.15)
∂slj
∂wljh
(τ+k ) = 0 for all h ≤ ξ; (3.16)
Case 2 : ul∗j (τ
−
k ) = 0, u
l∗
j (τ
+
k ) = ±1;
∂slj
∂θljh
(τ+k )=

∂slj
∂θljh
(τ−k )− ul∗j (τ+k )sgn
(
θljξ − θlj(ξ−1)
)
if h = ξ
∂slj
∂θljh
(τ−k )− ul∗j (τ+k )
[
sgn(θljh − θlj(h−1))− sgn(θlj(h+1) − θljh)
]
if h < ξ
(3.17)
∂slj
∂wljh
(τ+k ) = −ul∗j (τ+k ) for all h ≤ ξ; (3.18)
Case 3 : ul∗j (τ
−
k ) = ±1, ul∗j (τ+k ) = ∓1;
∂slj
∂θljh
(τ+k ) =

2 if h = ξ
− ∂slj
∂θljh
(τ−k ) if h < ξ
. (3.19)
The next group of events does not arise in the previously studied 1D problem in
Chapter 2. These events occur when an agent from subspace Ωl′ enters or leaves the
vicinity of a target already being monitored by an agent from Ωl, l 6= l′.
Event type 3 (agents alter collaboration factor Glij(t)): These events
occur when some agent j′ from other subspaces Ωl′ 6= Ωl switches its sensing pl′ij′(sl′j′)
in (3.4) between 0 and 1−
√
(dl
′
i )
2+(xl
′
i −sl
′
j′ (t))
2
rl
′
j′
at some event time τk. When such events
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occur, the dynamics of both slj(t) in (3.1) and Ri(t) in (3.7) are continuous though
they may be non-differentiable. Applying the IPA boundary condition (2.15) with
fk−1(τ−k ) = fk(τ
+
k ) on both (3.1) and (3.7), we get
∇Ri(τ+k ) = ∇Ri(τ−k ), (3.20)
∇sqj(τ+k ) = ∇sqj(τ−k ),∀j = 1...nq, q = {l, l′}. (3.21)
Such an event manifests itself through the collaboration term Glij(t) defined in
(3.13) by altering some pl
′
ij′(s
l′
j′) to become positive from zero or vice versa as agent
j′ enters or leaves target i from subspace Ωl′ .
We rewrite the derivative of the overall cost function in (3.10) as a summation of
all targets i = 1, . . . ,M as follows:
∇J(θ,w) =
M∑
i=1
∇Ji(θ,w), (3.22)
where∇Ji(θ,w) = 1T
∑Ki
ki=0
∫ τki+1(θ,w)
τki (θ,w)
∇Ri(t) dt and τki is the ki-th event time related
to target i. We then decompose the summation in (3.22) over Tl and calculate the
gradient of the overall cost function subspace by subspace from Ω1 to ΩL using the
inclusion-exclusion principle as follows:
∇J(θ,w) =
L∑
l=1
∑
i∈Tl
∇Ji(θ,w)−
∑
all l1 6=l2
∑
i∈Tl1∩Tl2
∇Ji(θ,w)
+
∑
all l1 6=l2 6=l3
∑
i∈Tl1∩Tl2∩Tl3
∇Ji(θ,w) . . .±
∑
i∈ ∩
l=1...L
Tl
∇Ji(θ,w). (3.23)
Through (3.23) we can decompose the optimization of agents trajectories into each
of the subspaces and achieve the overall optimal performance.
IPA gradient descent algorithm. We apply a standard gradient descent
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scheme to optimize parameter [θ,w]T following
[
θκ+1,wκ+1
]T
= [θκ,wκ]T − [ακθ, ακw]∇J(θκ,wκ) (3.24)
where ακθ and α
κ
w are diminishing step-size sequences satisfying
∑∞
κ=1 α
κ
θ =∞, limκ→∞
ακθ = 0 and
∑∞
κ=1 α
κ
w =∞, limκ→∞ ακw = 0. This gradient-based IPA optimization is
summarized as part of Algorithm 2.
Agent allocation over subspaces. In the 2D settings with agents moving on
multiple intersecting linear segment subspaces, there are two factors which affect the
optimal solution: First, the allocation of agents over subspaces; and second, after
allocating the agents, the performance of the IPA-based algorithm.
Let a(N,L) denote the total number of allocations of N agents to L subspaces such
that each subspace has at least one agent. Generally, a(N,L) is bounded between
(
N − 1
L − 1
)
≤ a(N,L) ≤
L∑
i=0
(−1)i
(L
i
)
(L − i)N (3.25)
where
(
N−1
L−1
)
is the number of allocations when the agents are homogenous and∑L
i=0(−1)i
(L
i
)
(L − i)N is the number when the agents are distinguishable.
Proof of the bounds in (3.25). First, we assume the agents are homogenous
and the subspaces are distinguishable from each other, then
a(N,L) =
(
N − 1
L − 1
)
.
To see this, suppose that we line up all agents in a line segment. Since the agents are
homogeneous, the number of allocations is equivalent to inserting L − 1 barriers to
separate N agents into L intervals on this line segment. Due to the requirement that
each segment has at least one agent, there should be at most one barrier in between
two consecutive agents. Therefore, the number of feasible allocations is equal to the
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number of choices of placing the L − 1 barriers in N − 1 places.
Next, suppose that both agents and subspaces are distinguishable. Then,
a(N,L) =
L∑
i=0
(−1)i
(L
i
)
(L − i)N .
This is related to a “Stirling number of the second kind S(N,L)” (Rennie and Dobson,
1969), which is the number of partitions of N objects into L non-empty sets. In our
setting, the subspaces are distinguishable and, therefore, the total number of feasible
allocations is L!S(N,L) = ∑Li=0(−1)i(Li)(L − i)N . 
In practice, we enumerate all these possible agent allocations to find the best one
using Algorithm 2.
Algorithm 2 Optimal agent allocation and IPA-driven agent trajectory optimization
1: Set a maximum number of initial allocations N0
2: Select an error tolerance  > 0 and a maximum number of gradient descent
iterations N1
3: loop:
4: Initialize agent allocation [n1, ..., nL]
5: Initialize all agent trajectories [θ,w]′
6: repeat :
7: Calculate IPA gradient |∇J(θ,w)|
8: Update [θ,w]′ := [θ,w]′ −∇J(θ,w)[θ,w]′
9: until ‖∇J(θ,w)‖ <  or number of iterations exceeds N1
10: goto loop until the number of allocations exceeds N0;
11: Select the initial agent allocation and trajectories with the lowest cost
Recall that all IPA gradient updates in the previous section are limited to events
occurring at times τk(θ,w), k = 1, 2, . . .. Thus, this approach is scalable in the
number of events characterizing the underlying hybrid system, not its state space.
While this is a distinct advantage, it also involves a potential drawback. In particular,
it assumes that the events involved in IPA updates are observable along a state
trajectory. However, if the current trajectories fail to visit all targets, then the IPA
process will only optimize over a subset of targets which are visited and ignore the
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rest. As a result, the algorithm in (3.24) may stall at a high value cost. To resolve
this event excitation issue, potential field methods were proposed in Chapter 2. Here
we assume the initial trajectories have been selected using the proposed methods in
Chapter 2 so that all necessary events are excited.
3.3 Simulation Examples
To demonstrate the performance of Algorithm 2 based on the IPA scheme described
in Section 2.3, we present two simulation examples of persistent monitoring in a
mission space consisting of four linear segments over a time horizon of 100 seconds
(see Figure 3·3). In the first example, we allocate four homogeneous agents to each
segment respectively to monitor eight targets. In the second example, we use the
same environment setting, but with six agents. Again, Algorithm 2 is applied to
achieve the optimal cost.
Figure 3·3: Topology of 4 agents monitoring 8 targets over 4 intersecting
line segments.
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The targets are located at X1 = [6, 6], X2 = [10, 5], X3 = [15, 5], X4 = [15, 10],
X5 = [16, 14], X6 = [10, 15], X7 = [5, 15], X8 = [5, 10]. The uncertainty dynamics in
(2.5) are defined by the parameters Ai = 1, Bi = 5, with initial values Ri(0) = 1 for
i = 1, . . . , 8. The target sets for each subspace l are T1 = {1, 2, 3}, T2 = {3, 4, 5},T3 =
{5, 6, 7} and T4 = {7, 8, 1}.
In the first example, four homogeneous agents are allocated one to each of the
four subspaces. Each agent has a sensing range of r = 2 and is initialized with
sl1(0) = 0, u
l
1(0) = 1 for l = 1, ..., 4. The corresponding results of the IPA-based
optimization Algorithm 2 are shown in Figure 3·4. The top four plots show the
optimal trajectories of each agent determined in each segment after 300 iterations
of gradient descent, while the bottom plot shows the overall cost J as a function of
iteration number. All four agents are moving through periodic cycles dwelling for a
short time at each target before moving to the next. The final costs for each subspace
Ωl are J
∗
Ω1
= 10.33, J∗Ω2 = 10.76, J
∗
Ω3
= 11.49, and J∗Ω4 = 10.49. The overall cost
considering all four subspaces is J∗ = 32.59. Figure 3·5 shows a three-dimensional
snapshot of our implementation of this example. Note that the targets located at
intersections should be only considered once in the overall cost as shown in (3.23).
Moreover, although targets may be located outside the linear segments (e.g., targets
1 and 5), the minimum distance of these targets from any agents has to be within the
agent’s sensing range in order to guarantee system stability.
In the second example, we use the same mission environment but increase the
number of agents to six. According to the agent allocation analysis in (3.25), there
are
(
6−1
4−1
)
= 10 different possible allocations since all agents are homogeneous. By
Algorithm 2, the minimum cost is achieved when an agent is added to subspace 1
and the other to subspace 3. The two added agents are initialized with s12(0) = 20,
u12(0) = −1 and s32(0) = 20, u32(0) = −1. Figure 3·6 shows the optimized trajectories
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of all six agents and the overall cost as a function of iteration number. The final cost
in each subspace Ωl is reduced to J
∗
Ω1
= 5.00, J∗Ω2 = 5.37, J
∗
Ω3
= 4.38, and J∗Ω4 = 6.68.
The overall optimal cost considering all four segments is J∗ = 15.69. In contrast, the
worst agent allocation is to assign 3 agents to subspace 1, and one agent to each of the
other three subspaces. The cost in each segment ranges from the minimum JΩ1 = 1.04
to the maximum JΩ3 = 10.95. The total cost in this case is J = 21.02 > J
∗ = 15.69
which is significantly higher than the optimal achieved through the previous agent
allocation.
3.4 Summary
We extended the persistent monitoring from 1D to 2D spaces with agents constrained
to move over multiple intersecting linear segments. The properties of the 1D optimal
control solution were largely inherited. Agent trajectories can be optimized within
each linear segments respectively while including events defined by agents from other
subspaces visiting shared targets.
In the next chapter, we will delve further into the 2D extension where the move-
ment of agents are constrained to a graph defined by targets and their connectivity.
Rather than parameterizing agent trajectories, we consider a class of controllers based
on a set of threshold parameters associated with the target uncertainties. By adjust-
ing these thresholds, we can control the agent behavior in terms of target visiting
and dwelling and, therefore, optimize a given performance metric within the specific
parametric controller family considered.
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Figure 3·4: Top four plots: Optimal trajectory of each agent in 4 linear
segments. Bottom plot: Overall cost as a function of number of iterations.
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Figure 3·5: A 3D snapshot of 4 agents monitoring 8 targets along 4 linear
segments.
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Figure 3·6: Top six plots: Optimal trajectories s11(t), s12(t), s21(t), s31(t),
s32(t), s
1
4(t) (ordered in subspaces). Bottom plot: Convergence as a function
of number of iterations.
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Chapter 4
Graph-based Persistent Monitoring
under a Threshold Control Policy
This chapter describes a parallel approach to solve the 2D persistent monitoring
problems with constrained agent mobility. The problem is defined by a team of
cooperating agents visiting a set of nodes (targets) on a graph with the objective of
minimizing a measure of overall node state uncertainty. The solution involves agent
trajectories defined both by the sequence of nodes to be visited by each agent and
the amount of time spent at each node. Since such optimal trajectories are generally
intractable for large-scale problems, a class of distributed threshold-based parametric
controllers is proposed, through which agent transitions from one node to the next
are controlled by threshold parameters on the node uncertainty states. The resulting
behavior of the agent-target system can be described by a hybrid dynamic system.
This enables the use of Infinitesimal Perturbation Analysis (IPA) to determine on-
line (locally) optimal threshold parameters through gradient descent and thus obtain
optimal controllers within this family of threshold-based policies. We further show
that in a single-agent case the IPA gradient is monotonic, which implies a simple
structure whereby an agent visiting a node should reduce the uncertainty state to
zero before moving to the next node. Compared to optimal solutions derived through
63
dynamic programming, the IPA gradient method is effective and the computational
time is reduced by orders of magnitude.
4.1 Problem Formulation
We begin by formulating the persistent monitoring problem in a graph, introduc-
ing models for the target and agent dynamics and control, and lastly establishing a
parametric control framework.
Consider N agents and M targets in a graph G = (V,E) where the set of vertices
V (nodes) is defined by an indexed list of targets V = {1, . . . ,M} and the set of edges
(links) E contains all feasible direct connections between them. The neighborhood
of a node i is defined to be the set NG(i) = {j : eij ∈ E}. Built upon the graph
adjacency matrix, the square matrix ∆ = [δij] defines the travel time over every edge,
e.g., δij is the travel time over edge eij.
Target uncertainty model. Similar to our model in Chapter 2, we define
uncertainty functions Ri(t) associated with targets i = 1, . . . ,M , with the following
dynamics:
R˙i(t) =
{
0 if Ri(t) = 0 and Ai ≤ BiNi(t)
Ai −BiNi(t) otherwise (4.1)
where Ni(t) is the number of agents dwelling at target i at time t. This model
has an attractive queueing system interpretation as explained in Chapter 2, where
each target is associated with an “uncertainty queue” with input rate Ai and service
rate BiNi(t) controllable through the agent movement. Although here we assume
the agents to be homogeneous for simplicity, this model can be easily extended to
nonhomogeneous agents by summing Bai over all a that are visiting node i.
Agent model. In the graph topology, an agent is either at a node or at an
edge. We define the state of agent a, for a = 1, . . . , N , to be xa(t) = (sa(t), va(t))
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where sa(t) ∈ V is a member of node set V and va(t) ∈ {0, 1} indicates whether
the agent is dwelling at the node or traveling to it (e.g., (i, 0) means the agent is
physically located at a vertex i and (i, 1) means the agent is traveling to node i
from some previous node). The travel time matrix ∆ gives the transition time over
each edge. The agent controller’s role when visiting some node is to determine the
dwelling time and the index of next destination, denoted by ua(t). Figure 4·1 shows
a typical control trajectory and helps pinpoint the behavior of each agent controller.
The trajectory consists of a sequence of intervals [ta,k, ta,k+1) where the agent’s node
visits are indexed by k = 1, 2, . . . and ta,k is the time of the k-th visit at any node.
This interval contains the agent’s dwelling time da,k and the travel time δa,k to the
next node. Note that on any trajectory:
ta,k+1 = ta,k + da,k + δa,k
and δa,k = δij, the ij-entry in ∆, where i = sa(ta,k + da,k) is the current node and
j = ua(ta,k+da,k) is the destination. As we can see from Figure 4·1, ua(t) is a piecewise
constant right-continuous function of time. Morever, according to the graph topology
for any node i, the control ua(t) is selected from the feasible control set at node i:
Ua (t) =

{i} ∪ NG(i) if xa(t) = (i, 0)
{i} if xa(t) = (i, 1)
(4.2)
where NG(i) is the neighborhood of node i which contains all the directly connected
nodes to node i.
Objective function. Our goal is to determine the optimal control u∗a(t) for
all agents under which the average uncertainty metric in (4.3) across all targets is
minimized over a given time horizon T . We formulate the following optimal control
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Figure 4·1: An agent control trajectory: da,k is the k-th dwell time and
δa,k is the k-th travel time. Node i and j are the agent’s k-th and k + 1-th
visiting nodes.
problem:
P1 : min
ua(t)∈Ua(t)
for a=1,...,N
J =
1
T
T∫
0
M∑
i=1
Ri(t) dt (4.3)
subject to the target dynamics in (4.1) and the agent’s feasible controls defined in
(4.2).
Observe that the control ua (t) switches only at times ta,k + da,k for k = 1, 2....
In Figure 4·1, ua(t) = i while t ∈ [ta,k, ta,k + da,k) and then switches to a new value
j ∈ NG(i) at t = ta,k + da,k where j and da,k are both controllable. The condition
under which such a switch occurs may generally be expressed by a switching function
gi,j(x(t),R(t)) ≤ 0 associated with a transition from node i to node j, which is a
function of the overall state consisting of all agents x(t) = [x1(t), . . . ,xN(t)] and all
targets R(t) = [R1(t), . . . , RM(t)]. Let us define
τ ja,k = inf
t≥ta,k
{gi,j(x(t),R(t)) = 0}
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which can be viewed as a guard function. We set
ta,k + da,k = min
j∈NG(i)
{τ ja,k}
so that the change in the agent’s node assignment occurs at the earliest time that one
of the switching functions satisfies gi,j(x(t),R(t)) = 0. Thus, the task of the controller
is to determine optimal switching functions g∗i,j(x(t),R(t)) for all j ∈ NG(i) whenever
xa(t) = (i, 0) and then evaluate minj∈NG(i){τ ja,k} to specify the optimal dwelling time
d∗a,k. Therefore,
u∗a (t) =

i t ∈ [t∗a,k, t∗a,k + d∗a,k)
arg min
j∈NG(i)
{τ ja,k} t ∈ [t∗a,k + d∗a,k, t∗a,k+1)
(4.4)
The complete state of this system is defined by x(t) and R(t) so that the control
can be expressed as ua(x(t),R(t)). However, it is computationally hard to determine
the optimal feedback controller, i.e., the optimal g∗i,j(x(t),R(t)) above, in a high
dimensional space consisting of states of all agents and targets. In effect, whenever
xa(t) = (i, 0), the state space defined by all feasible values of [x(t),R(t)] is partitioned
into |NG(i)|+ 1 regions, denoted by Ri and Rj, j ∈ NG(i). The controller keeps the
agent at node i as long as [x(t),R(t)] ∈ Ri and switches to ua (t) = j ∈ NG(i)
as soon as the state vector transitions to a new region Rj. Thus, the optimization
problem consists of determining an optimal partition for all i = 1, . . . ,M through
g∗i,j(x(t),R(t)) for all j ∈ NG(i) and the time of a transition from Ri to some Rj,
j ∈ NG(i).
Parametric control. As already mentioned, designing an optimal feedback con-
troller for P1 is generally intractable where optimal partitions of the state space must
be determined whenever an agent visits a node. An alternative is to seek a parameter-
ization of these partitions through a parameter matrix Θ so as to ultimately replace
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P1 by a problem requiring the determination of a finite set of optimal parameters
such that Θ∗ = arg min J(Θ). Thus, switching functions of the form gi,j(x(t),R(t))
are expressed as gi,j(x(t),R(t); Θ) and an optimal switching function is given by
gi,j(x(t),R(t); Θ
∗).
The parameterization we select in our problem is motivated by the observation
that the movement of agents should be determined based on the values of the target
uncertainty states available to an agent, since the cost function (4.3) is closely related
to these values. In addition, through the parameterization we desire to make agent
controllers distributed so that an agent only uses local information, i.e., its own state
and the state of targets in its neighborhood, but not other nodes and targets. Thus,
we introduce threshold parameters associated with a node i which, when compared to
the actual value of Ri(t), provide information about the importance of visiting this
node next so that an agent can evaluate the control in (4.4). We set thresholds for
each agent at each node, thus rendering our control policy rich enough to include
both node states and agent states.
We organize the node thresholds associated with agent a into an M×M matrix Θa
where a row represents the current node visited by the agent and a column represents
a potential next node to visit. An example is shown in Figure 4·2 where a threshold
parameter is set to∞ when there is no direct path between the corresponding nodes.
In this example, an agent located at node 1 uses a state space partition parametrized
by θ11, θ12 and θ14 (the superscript agent index is omitted for this single agent case).
Next, we define the specific threshold-based controller family we consider. The
starting point is to define a state space region forcing the agent to remain at node
i. This is expressed through the condition Ri(t) > θ
a
ii. When this is no longer met,
i.e., the uncertainty state at node i is sufficiently low with respect to a level θaii,
then the agent may be assigned to a new node j 6= i as long as its uncertainty state
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Figure 4·2: A 1-agent 4-target example. The node topology graph is
shown on the left and the threshold matrix is on the right. The agent index
(superscript) is omitted for this single agent case.
exceeds another threshold, i.e., Rj(t) ≥ θaij. Since there may be several nodes in
the neighborhood of i whose uncertainty states are high relative to their associated
thresholds, we prioritize nodes in the neighborhood of i by defining an ordered set for
agent a as follows:
N aG(i) = {jk ∈ Ni : j1, . . . , jk, . . . , jDi} (4.5)
where Di is the degree of vertex i (the number of edges connected to vertex i). The
prioritization scheme used may depend on several factors (e.g., a priori importance
of a target, node proximity, travel distance, etc). We now define the threshold-based
control to specify ua(t; Θ) in (4.4) as follows:
ua(t; Θ) =

i if Ri(t) > θ
a
ii or Rj(t) < θ
a
ij for all j ∈ N aG(i)
arg min
k
s.t.jk∈NaG(i)
Rjk ≥ θaijk otherwise
(4.6)
Under (4.6), the agent first decreases Ri(t) through (4.1) below the threshold θ
a
ii before
moving to another node in the neighbor set N aG(i) with the minimum index k whose
associated state uncertainty value exceeds the threshold θaijk . If no such neighbor
exists, the agent remains at the current node maintaining its uncertainty state under
the given threshold level. All agent behaviors are therefore entirely governed by Θ
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through (4.6), which also implicitly determines the dwell time of the agent at each
node.
Remark 1 The controller in (4.6) is designed to be distributed by considering only
the states of neighboring nodes and not those of other nodes or of other agents. As
such, it is limited to a one-step look-ahead policy. However, it can be extended to a
richer family of multi-step look-ahead policies based on thresholds of node uncertainty
states. While this may cause the dimensionality of Θ to increase, the optimization
framework presented in Section III is not affected.
Through (4.6), we reduce P1 to a simpler parametric optimization problem of
determining the optimal thresholds in matrix Θ? under which the cost function in
(4.3) is minimized. Moreover, the resulting agent and node behavior defines a hybrid
system: the node dynamics in (4.1) switch between the mode where R˙i(t) = 0 and
R˙i(t) = Ai − BiNi(t), while the agent control in (4.4) switches whenever there is
a sign change in some expression of the form (Rj(t) − θaij) as seen in (4.6), hence
triggering a control switch. We use τk indexed by k to denote the time instant when
any of the state variables experiences a mode switch (these will be explicitly defined
as “events” in the sequel) and τ0 = 0, τK = T to denote the beginning and the end
of the time horizon. After rewriting the cost in (4.3) as the sum of costs over all
intervals [τk, τk+1) for k = 0, . . . , K − 1 as shown in (4.7), we have transformed the
optimal control problem P1 into a simpler parametric optimization problem P2 as
follows:
P2 : min
Θ≥0
J(Θ) =
1
T
M∑
i=1
K−1∑
k=0
τk+1(Θ)∫
τk(Θ)
Ri(t) dt (4.7)
subject to target uncertainty dynamics (4.1), agent control policy (4.6).
Remark 2 Using the optimal threshold matrix Θ?, the optimal dwell times and target
visiting sequences can both be determined online while executing the control policy
(4.6). It is interesting to note that, despite the a priori prioritization imposed in
N aG(i), the actual target visiting sequence will be adjusted and optimized as a result of
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the threshold optimization. This is because the optimization process will decrease the
threshold values of nodes that maintain higher uncertainties, hence inducing agents
to visit them more often.
4.2 Infinitesimal Perturbation Analysis (IPA)
In the previous section, agent trajectories are selected from the family x(Θ,x0,R0)
with parameter Θ and given initial agent state x0 and node uncertainty states R0.
The state dynamics are governed by (4.1) and the control policy (4.6). An “event” is
defined as any discontinuous change in any one of the state variables (e.g., a threshold
has been met by some Ri(t)). The k-th event occurrence time is denoted by τk(Θ). We
use Infinitesimal Perturbation Analysis (IPA) to obtain on-line the derivatives of the
cost function (4.7) with respect to parameters in Θ, hence seeking an optimal solution
through gradient descent. IPA specifies how changes in the parameter Θ influence
event times τk(Θ), k = 1, 2, . . ., the trajectories x(Θ,x0,R0), and ultimately the cost
(4.7).
Differentiating the cost J(Θ) in P2 and noting that all terms of the formRi(τk)∇τk
for k = 0, . . . , K are cancelled with τ0 = 0 and τK = T fixed, we obtain
∇J(Θ) = 1
T
M∑
i=1
K∑
k=0
( τk+1(Θ)∫
τk(Θ)
∇Ri(t) dt+Ri(τk+1)∇τk+1 −Ri(τk)∇τk
)
=
1
T
M∑
i=1
K∑
k=0
τk+1(Θ)∫
τk(Θ)
∇Ri(t) dt (4.8)
where ∇ ≡ ∂
∂Θ
is the gradient operator. We first derive the integrand ∇Ri(t) in (4.8)
for i = 1, . . . ,M and then integrate over [0, T ] to obtain∇J(Θ). The following lemma
shows that the integrand∇Ri(t) remains constant between any two consecutive events
and can be updated only at some event time. This establishes the fully event-driven
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nature of our IPA-based gradient algorithm.
Lemma 3 ∇Ri(t) remains constant for t ∈ [τk, τk+1), k = 0, . . . K − 1.
Proof. In each inter-event interval, R˙i(t) in (4.1) remains constant and, therefore,
∂fk(t)
∂Ri
= 0 and ∂fk(t)
∂θ
= 0 where either fk(t) = Ai −BiNi(t) or fk(t) = 0. From (2.14),
we can obtain d
dt
R′i = 0. As a result, ∇Ri(t) = ∇Ri(τ+k ), for t ∈ [τk, τk+1). 
In the following, we will show the derivation of ∇Ri(t) at each event time τk.
To do so, we need to first define all events in this hybrid system which may cause
discontinuities in ∇Ri(t). In view of (4.6), there are four types of “target events”
(labeled Event 1 to 4) corresponding to Ri(t) crossing some threshold value from
above/below, or reaching the value Ri(t) = 0 from above or leaving the value Ri(t) =
0. In parametric control problem P2, each agent’s movement is governed by the
target thresholds. Therefore, a target event may induce an agent departure event,
denoted by DEP, occurring at ta,k + da,k in (4.6). In turn, this event will induce
this agent’s arrival event at the next node visited, denoted by ARR. The process of
how events can induce other events is detailed next and is graphically summarized in
Figure 4·3.
For notational simplicity, we use ↓= as an operator indicating that the value on
its left-hand-side reaches the value on its right-hand-side from above. Similarly, ↑=
means reaching from below, and =↑ means increasing from the value on the right-
hand-side. In addition, since the derivative with respect to Θ is updated differently
at different entries, we use p, q, z to indicate the pq-entry of Θz, and the operator
(·)zpq to indicate the pq-entry of a matrix indexed by superscript z, i.e., (τ ′k)zpq = ∂τk∂Θzpq .
Event 1: Ri(τk) ↓= θaii . In this case, Ri(t) reaches the threshold θaii from above.
It is an endogenous event and the guard condition is gk = Ri − θaii = 0 in (2.16).
Therefore, the event time derivative with respect to the pq-th entry of the parameter
Θ of agent z is as follows:
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Figure 4·3: Event inducing scheme and the corresponding process of per-
turbation generation and propagation. Blue arrows indicate instantaneous
transitions if they ever occur. Green arrows indicate delayed transitions due
to an agent’s travel time over an edge.
(τ ′k)
z
pq =

−−1+(R
′
i(τ
−
k ))
z
pq
Ai−BiNi(τ−k )
if p = q = i, and z = a
− (R
′
i(τ
−
k ))
z
pq
Ai−BiNi(τ−k )
otherwise
(4.9)
Based on (4.6), this event may induce an agent departure from its current node which
we denote as event DEP1. Through this event, the value of the event time derivative
in (4.9) will be transferred to R′i(t) as shown next.
DEP1: Agent departure event 1. If Event 1 induces DEP1, then using (2.15)
and (4.9), we can obtain the perturbation on node i after the agent’s departure as
follows: (
R′i(τ
+
k )
)z
pq
=
(
R′i(τ
−
k )
)z
pq
−Bi · (τ ′k)zpq (4.10)
where the time perturbation (τ ′k)
z
pq is given by (4.9).
This agent departure event will induce an arrival event in the future at another
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target. The event time derivative in (4.9) will be transferred to the future arrival
event, therefore, τ ′k+l = τ
′
k for some integer l > 0. This is because the travel time
between any two nodes i and j is fixed and independent of Θ. To see this, set
gk+l = gk + c where c is a constant determined by the travel time. Through (2.16), it
is obvious that adding a constant after gk does not affect the derivative. Therefore,
we can transfer the value of τ ′k to τ
′
k+l (a similar proof can be found in (Cassandras
et al., 2010) Lemma 2.1). In other words, the agent arriving at node j at τk+l carries
with it the perturbation information τ ′k. Note that this is true for both arrival events
ARR1 and ARR2 which will be introduced later.
ARR1: Agent arrival event 1. This is induced by the earlier DEP1 at node
i, which is again induced by the target event Ri(τk) ↓= θaii (Event 1) and we transfer
the value of the event time derivative to obtain
(
τ ′k+l
)z
pq
= (τ ′k)
z
pq (4.11)
and through (2.15), we obtain the perturbation on node j after the agent’s arrival as
follows: (
R′j(τ
+
k+l)
)z
pq
=
(
R′j(τ
−
k+l)
)z
pq
+Bj ·
(
τ ′k+l
)z
pq
(4.12)
where (τ ′k+l)
z
pq is given by (4.11) and (4.9).
Event 2: Rj(τk) ↑= θaij . This event occurs when an agent is at node i and Rj(t)
at j 6= i exceeds the threshold θaij. The event is endogenous and the guard condition
in (2.16) is gk = Rj − θaij = 0. The corresponding event time derivative is obtained
from (2.16) as follows:
(τ ′k)
z
pq =

−−1+(R
′
j(τ
−
k ))
z
pq
Aj−BjNj(τ−k )
if p = i, q = j, and z = a
− (R
′
j(τ
−
k ))
z
pq
Aj−BjNj(τ−k )
otherwise
(4.13)
Looking at (4.6), this event can induce an agent departure event depending on whether
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Ri(τk) > 0 or not: in the former case, the event is denoted by DEP2-1 and in the
latter it is denoted by DEP2-2. The latter departure event DEP2-2 again has two
sub-cases DEP2-2-1 an DEP2-2-2 depending on the node’s dynamics after the agent’s
departure. The derivative in (4.13) will be transferred to R′i(t) through one of these
agent departure events.
DEP2-1: Agent departure event 2-1. In this case, Ri(τk) > 0. Using (2.15)
and the event time derivative in (4.13), we obtain
(
R′i(τ
+
k )
)z
pq
=
(
R′i(τ
−
k )
)z
pq
−Bi · (τ ′k)zpq (4.14)
where the time perturbation (τ ′k)
z
pq is given in (4.13).
DEP2-2: Agent departure event 2-2. This event is complementary to DEP2-
1 where the agent departure is induced by Event 2 but Ri(τk) = 0. Based on (4.1),
the target dynamics after this event either remain R˙i(t) = 0 or switch to R˙i(t) =
Ai − BiNi(τ+k ) depending on whether Ai > BiNi(τ+k ) or not. Thus, there are two
sub-cases to consider as follows.
DEP2-2-1: Ai > BiNi(τ
+
k ). In this sub-case, the target dynamics switch from
R˙i(t) = 0 for t ∈ [τk−1, τk) to R˙i(t) = Ai − BiNi(t) for t ∈ [τk, τk+1). We know
R′i(τ
−
k ) = 0 because Ri(τk) = 0 before the agent departure and the value R
′
i(t) = 0
holds as long as Ri(t) = 0. Using (2.15) and the event time derivative in (4.13), we
obtain (
R′i(τ
+
k )
)z
pq
= −(Ai −BiNi(τ+k )) (τ ′k)zpq (4.15)
where (τ ′k)
z
pq is again given by (4.13).
DEP2-2-2: Ai ≤ BiNi(τ+k ). In this sub-case, the target dynamics remain R˙i(t) =
0 before and after τk. Therefore, the state dynamics in (2.15) remain unchange and
we have
R′i(τ
+
k ) = 0 for all p, q, z (4.16)
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Remark 3 Note that DEP2-2-1 induces another target event (Event 4) since Ri(t)
increases after the agent’s departure. Moreover, both DEP2-1 and DEP2-2 will induce
an agent arrival event at the next visiting target.
ARR2: Agent arrival event 2. This is induced by an earlier agent departure
event at a target i which is again induced by the previous Event 2 Rj(τk) ↑= θaij.
Similar to the derivation in ARR1, we transfer the prior event time derivative at τk
to the current arrival time derivative at τk+l for some integer l > 0:
(
τ ′k+l
)z
pq
= (τ ′k)
z
pq (4.17)
Through (2.15) we obtain
(
R′j(τ
+
k+l)
)z
pq
=
(
R′j(τ
−
k+l)
)z
pq
+Bj ·
(
τ ′k+l
)z
pq
(4.18)
where (τ ′k+l)
z
pq can be obtained by (4.17) and (4.13). Notice here that the derivatives
R′j(τ
−
k+l) and R
′
j(τ
−
k ) may be different since R
′
j(t) may change due to arrivals or
departures of other agents during [τk, τk+l).
Event 3: Ri(t) ↓= 0. This event corresponds to the target uncertainty state
reaching zero from above, therefore from (4.1) the target state dynamics switch from
R˙i(t) = Ai − BiNi(t), t ∈ [τk−1, τk) to R˙i(t) = 0, t ∈ [τk, τk+1). It is an endogenous
event that occurs when gk(x, θ) = Ri = 0. According to (2.16),
(τ ′k)
z
pq = −
(
R′i(τ
−
k )
)z
pq
Ai −BiNi(τ−k )
(4.19)
Replacing τ ′k in (2.15) with the result in (4.19), we have
(
R′i(τ
+
k )
)z
pq
=
(
R′i(τ
−
k )
)z
pq
+
(
Ai −BiNi(τ−k )
)
(τ ′k)
z
pq = 0 for all p, q, z (4.20)
This indicates that ∇Ri(t) is always reset to 0 whenever the target’s uncertainty state
is reduced to zero. This is an uncontrollable event and does not induce any other
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event.
Event 4: Ri(t) =↑ 0. This event occurs when the target value leaves zero and
the dynamics in (4.1) switch from R˙i(t) = 0 to R˙i(t) = Ai−BiNi(t) before and after
τk. It is induced by an agent departure event (DEP2-2-1) which is in turn induced
by Event 2. This is an exogenous event functioning only as an indicator of Ri(t)
increasing from zero. Therefore, τ ′k = 0 and the derivative R
′
i(t) will not be affected.
Remark 4 The analysis of Events 1 to 4 shows that all non-zero gradient values
are caused by target events and then propagated through various agent departure and
arrival events (see Figure4·3).
IPA-based gradient descent algorithm. Once we have derived the gradient
∇J(Θ) in (4.8), we update Θ based on a standard gradient descent scheme as follows.
Θ(l+1) = Π
[
Θ(l) − β(l)∇J(Θ(l))] (4.21)
where the operator Π ≡ max{·,0}, (l) indexes the number of iterations, and β(l) is a
diminishing step-size sequence satisfying
∑∞
l=0 β
(l) =∞ and liml→∞ β(l) = 0.
4.3 One-agent case analysis
Recalling our control policy in (4.6), the diagonal entries in the parameter matrix Θ
control the dwell times at nodes, whereas the off-diagonal entries control the feasible
node visiting sequence. We ignore the superscript agent index in single-agent cases
and will show next that the optimal values of diagonal entries in ΘM×M are always
zero. This structural property indicates that the agent visiting a node should always
reduce the uncertainty state to zero before moving to the next node.
Ignoring the superscript agent index, the single-agent threshold matrix is written
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as
Θ =

θ11 θ12 θ13 . . . θ1M
θ21 θ22 θ23 . . . θ2M
...
...
...
. . .
...
θM1 θM2 θM3 . . . θMM
 (4.22)
Assumption 2 For any  > 0, there exists a finite time horizon T > tK − c1− where
tK is an instant such that ‖∇Ri(t1)−∇Ri(t2)‖ ≤ /M , i = 1, . . . ,M for all t1, t2 > tK
and c is a finite constant.
Assumption 3 The node visiting sequence is fixed.
Assumption 2 is a technical one which ensures that the optimization problem is
defined over a sufficiently long time horizon to allow the gradient to converge so as
to obtain Θ∗d in Theorem 1 below. Assumption 3 allows us to reduce the parameter
matrix Θ to a vector of its diagonal elements only Θd = [θ1, θ2, . . . , θM ]
> ≥ 0M×1.
Theorem 1 Consider M targets and a single agent under the parametric control Θd.
Under Assumptions 1 and 2, the optimal thresholds satisfy Θ?d = 0M×1.
Proof. To establish the proof, we will show that the derivative ∂J(Θd)/∂θi sat-
isfies ∂J(Θd)/∂θi > 0 for every i = 1, . . . ,M . As a result, through the parameter
update scheme (4.21), Θd will eventually be reduced to 0. First, for every element θi
in Θd, we have
∂J(Θd)
∂θi
=
1
T
T∫
t=0
M∑
m=1
∂Rm
∂θi
dt (4.23)
The value of the integrand over time is given by the IPA results in Sec. III as follows:
Agent departures. In the single-agent case, all agent departure events are of
type DEP1. From (4.10), the IPA derivatives with respect to each element in Θd after
such events are:
∂Ri
∂θi
(τ+k ) =
Ai
Ai −Bi
∂Ri
∂θi
(τ−k )−
Bi
Ai −Bi
∂Ri
∂θj
(τ+k ) =
Ai
Ai −Bi
∂Ri
∂θj
(τ−k ) for j 6= i
(4.24)
78
Agent arrivals. An agent arrival event at node i is induced by the earlier DEP1
event at some previously visited node j 6= i. According to (4.12), the IPA derivatives
are:
∂Ri
∂θj
(τ+k ) =
∂Ri
∂θj
(τ−k )−
Bi
Aj −Bj
(
∂Rj
∂θj
(τ−k )− 1
)
where j is the prior node
∂Ri
∂θl
(τ+k ) =
∂Ri
∂θl
(τ−k )−
Bi
Aj −Bj
∂Rj
∂θl
(τ−k ) for l 6= j
(4.25)
To simplify the notation, we set
∇Ri(t) =
[
∂Ri
∂θ1
,
∂Ri
∂θ2
, . . . ,
∂Ri
∂θM
]>
(4.26)
and
∇R(t) = [∇R1,∇R2, . . . ,∇RM ]> . (4.27)
The evolution of the gradient vector∇R(t) follows a system of linear equations defined
by (4.24) and (4.25) for each node i. Solving this system of equations, we obtain the
only possible equilibrium for every node i = 1, . . . ,M :
∂Ri
∂θi
= 1
∂Ri
∂θj
= 0 for j 6= i
(4.28)
Using Assumption 2, for any 0 <  < 1, there exists a tK such that ‖∂Ri∂θi (tK)− 1‖ <
/M for all i = 1, . . . ,M and ‖∂Ri
∂θj
(tK)‖ < /M for all i 6= j. We now rewrite (4.23)
with the integral separated into two parts over [0, T ] as follows:
∂J(Θd)
∂θi
=
1
T
 tK∫
t=0
M∑
m=1
∂Rm(t)
∂θi
dt+
T∫
tK
M∑
m=1
∂Rm(t)
∂θi
dt
 (4.29)
The first integral above corresponds to the transient stage before tK and there exists
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some constant c whose value is smaller that this integral so that
∂J(Θd)
∂θi
≥ 1
T
c+ T∫
tK
M∑
m=1
∂Rm(t)
∂θi
dt

=
1
T
c+ T∫
tK
[
∂Ri(t)
∂θi
+
∑
m6=i
∂Rm(t)
∂θi
]
dt

=
1
T
c+ T∫
tK
dt+
T∫
tK
[
∂Ri(t)
∂θi
− 1 +
∑
m 6=i
∂Rm(t)
∂θi
]
dt

≥ 1
T
c+ T − tK − T∫
tK
[
‖∂Ri(t)
∂θi
− 1‖+
∑
m6=i
‖∂Rm(t)
∂θi
‖
]
dt

≥ 1
T
c+ T − tK − T∫
tK
[/M + (M − 1)/M ] dt

=
1
T
[c+ (1− ) (T − tK)]
(4.30)
Therefore, as long as T > tK − c1− , we have ∂J(Θd)∂θi > 0 regardless of the value of Θd.
Through (4.21), θi for every node i will eventually be reduced to the optimal value
zero. 
Remark 5 In practice, Theorem 1 applies to the parametric controller ΘM×M as well
when the visiting sequence is fixed after a few iterations of gradient descent through
(4.21). The result of Theorem 1 is consistent with, but more general than, a similar
result in (Yu et al., 2017) where homogeneous targets are assumed (Ai = A and
Bi = B for all node i). The convergence of ∇R(t) is related to the coefficients
Ai and Bi, i = 1, . . . ,M . From elementary queueing theory, a basic requirement
for stability is Ai < Bi for each node, which in turn implies the existence of tK in
Assumption 2. Moreover, if T is sufficiently large and  is arbitrarily small, ∇Ri(t)
will converge to: ∂Ri/∂θi = 1 and ∂Ri/∂θj = 0 for j 6= i for every node i = 1, . . . ,M
and limT→∞ ∂J(Θd)/∂θi = 1.
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4.4 Simulation Examples
One agent, two targets. We provide a simple one-agent example to illustrate
Theorem 1. Consider a controller with parameter vector Θd = [θ1, θ2]
>. We track the
evolution of ∇R(t) =
[
∂R1
∂θ1
, ∂R1
∂θ2
, ∂R2
∂θ1
, ∂R2
∂θ2
]>
event by event.
i) the agent departs from target 1.
∇R(τ d+1k ) =

A1
A1−B1 0 0 0
0 A1
A1−B1 0 0
0 0 1 0
0 0 0 1
∇R(τ d−1k ) +

B1
B1−A1
0
0
0

For notational simplicity, denote the update matrix and update vector by Λ1 and U1
respectively. We can write
∇R(τ d+1k ) = Λ1∇R(τ d
−
1
k ) + U1 (4.31)
ii) the agent arrives at target 2
∇R(τa+2k ) =

1 0 0 0
0 1 0 0
B2
B1−A1 0 1 0
0 B2
B1−A1 0 1
∇R(τa−2k ) +

0
0
B2
A1−B1
0

We denote this update by
∇R(τa+2k ) = Λ2∇R(τa
−
2
k ) + U2 (4.32)
iii) the agent departs from target 2
∇R(τ d+2k ) =

1 0 0 0
0 1 0 0
0 0 A2
A2−B2 0
0 0 0 A2
A2−B2
∇R(τ d−2k ) +

0
0
0
B2
B2−A2

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We denote this update by
∇R(τ d+2k ) = Λ3∇R(τ d
−
2
k ) + U3 (4.33)
iv) the agent arrives at target 1
∇R(τa+1k ) =

1 0 B1
B2−A2 0
0 1 0 B1
B2−A2
0 0 1 0
0 0 0 1
∇R(τa−1k ) +

0
B1
A2−B2
0
0

We denote this update by
∇R(τa+1k ) = Λ4∇R(τa
−
1
k ) + U4 (4.34)
We initialize the agent at target 1. The agent goes to target 2 and back to target
1 so on so forth according to controller Θd = [θ1, θ2]
>. In each visiting cycle (from
case i) to case iv)), ∇R(t) is updated following the order from (4.31)-(4.34). We use
Tk to denote the beginning of the k-th cycle, and obtain
∇R(T−k+1) =Λ4
(
Λ3
(
Λ2
(
Λ1∇R(T−k ) + U1
)
+ U2
)
+ U3
)
+ U4
=Λ4Λ3Λ2Λ1∇R(T−k ) + Λ4Λ3Λ2U1 + Λ4Λ3U2 + Λ4U3 + U4
=Λ∇R(T−k ) + U
(4.35)
where Λ = Λ4Λ3Λ2Λ1 and U = Λ4Λ3Λ2U1 + Λ4Λ3U2 + Λ4U3 +U4 and the initial value
∇R(T0) = [0, 0, 0, 0]>.
Solving ∇Re = (I − Λ)−1U , we obtain the only equilibrium
∇Re = [1, 0, 0, 1]>
of the system (4.35). ∇R(t) converges to that equilibrium asymptotically (see Figure
4·5). The result matches with our analysis in the proof of Theorem 1. Moreover,
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convergence to the equilibrium simply requires the eigenvalues of Λ in (4.35) lie within
the unit circle of the complex plane.
If the two targets are homogeneous (A = A1 = A2 and B = B1 = B2), the
convergence of ∇R(t) is determined by the ratio ρ = A/B only. Using this ratio, the
eigenvalues of the system in (4.35) are
λ =

2ρ4−6ρ3+7ρ2−2ρ+
√
ρ3(2ρ−1)(2ρ2−5ρ+4)
2(ρ−1)4
2ρ4−6ρ3+7ρ2−2ρ+
√
ρ3(2ρ−1)(2ρ2−5ρ+4)
2(ρ−1)4
2ρ4−6ρ3+7ρ2−2ρ−
√
ρ3(2ρ−1)(2ρ2−5ρ+4)
2(ρ−1)4
2ρ4−6ρ3+7ρ2−2ρ−
√
ρ3(2ρ−1)(2ρ2−5ρ+4)
2(ρ−1)4
 (4.36)
Figure 4·4 shows the largest norm eigenvalue ‖λ‖max increases monotonically as ρ
increases and that ‖λ‖max = 1 at ρ = 1/2. The convergence of ∇R(t) requires
ρ < 1/2.
Figure 4·4: Monotonic increasing of ‖λ‖max as the increase of ρ.
Setting ρ = 0.3, we verify the convergence of both ∇R(t) and ∂J/∂Θd as shown
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in Figure 4·5. The results match with our analysis in Theorem 1.
A Multi-agent case where Theorem 1 does not hold. Theorem 1 asserts
that an agent visiting a node should reduce the uncertainty state to zero before moving
to the next node. This property, however, does not apply to multi-agent cases. This
is not surprising because when two or more agents are visiting a node, the allocation
of agents to nodes may be improved if one agent leaves the node before reducing its
uncertainty state to zero and allow other agents to complete this task.
Here we present a counterexample to Theorem 1 using two agents and five nodes
(see Figure 4·6). Agents are initialized at nodes 1 and 3 respectively and nodes are
located at X1 = (0, 0), X2 = (0, 3), X3 = (10, 0), X4 = (5, 7), X5 = (2, 3) with
uncertainty states Ri(0) = 0.5, Ai = 1, Bi = 10 for i = 1, . . . , 5. The initial thresholds
are listed as follows:
(Θ1)0 =

16.34 5.31 5.18 1.74 0.72
2.87 1.02 18.56 22.13 24.55
23.76 9.93 9.80 23.82 8.49
12.05 5.83 4.56 23.28 17.67
21.81 21.04 18.59 10.39 9.05

(Θ2)0 =

0.88 22.13 3.33 10.81 22.28
21.38 22.60 17.45 0.45 22.96
16.43 0.26 9.96 17.29 1.83
19.14 1.86 22.08 11.74 1.14
13.85 6.12 4.53 3.21 10.96

The final thresholds after convergence of (4.21), in this case 300 iterations, are as
follows:
(Θ1)300 =

0 2.38 5.18 1.74 0
5.70 0 18.56 23.76 23.94
23.76 9.93 7.25 23.82 8.51
12.05 5.83 4.56 8.06 17.67
21.70 21.04 20.09 16.07 0.23

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(Θ2)300 =

0.88 22.13 3.33 10.81 22.24
21.37 19.27 17.45 0.17 25.24
16.44 1.15 0.02 15.23 2.21
19.14 1.86 22.08 0.01 0.87
13.85 6.12 2.27 2.21 0.00

The diagonal entries of the final parameter matrices for both agents are: Θ1∗d =
[0, 0, 7.25, 8.06, 0.23]> and Θ2∗d = [0.88, 19.27, 0.02, 0.01, 0]
> which do not satisfy the
structure given in Theorem 1 as opposed to one-agent cases. In addition, the target
visiting sequences are adjusted on line during the optimization process. For instance,
the visiting sequence of agent 1 is adjusted from initially being 1−5−4−2−1−5−. . .
to 1− 5− 4− 2− 1− 2− . . . after 300 iterations as shown in Figure 4·7. Since agents
may adjust their visiting sequences asynchronously, the cost in the multi-agent cases
may fluctuate during the optimization process as shown in Figure 4·8
Threshold-based policy versus dynamic programming. We present a small
example to compare the performance of the threshold-based policy with a classical
dynamic programming solution of (4.3) adapted to the graph topology using value
iteration.
A single agent is initialized at (0, 0) to persistently monitor four targets located
at X1 = (0, 0), X2 = (4, 0), X3 = (4, 4), X4 = (0, 4) (see Figure 4·2) for T = 100
seconds. The parameters in the uncertainty dynamics (4.1) are Ai = 1, Bi = 20, for
i = 1, . . . , 4 and initial values are R1(0) = 19, R2(0) = 14, R3(0) = 9 and R4(0) = 4.
Using dynamic programming, the value function converges after 15 iterations and the
final cost is J?DP = 31.15. However, the number of states in the system consisting of
1 agent and 4 targets (s(t),R(t)) is about 2.5 ∗ 109 discretized by integers over 100
seconds. The running time is about 16 minutes per value iteration using a computer
with Intel(R) Core(TM) i7-7700 CPU @3.60GHZ processor. Obviously, this method
does not scale well in the number of states. On the other hand, the solution obtained
by optimizing the threshold-based policy using the IPA approach is slightly higher, but
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the computational complexity is reduced by several orders of magnitude as shown in
Figure 4·9. After 300 iterations of gradient descent through (4.21) (about 30 seconds
in total running time on the same computer), the cost is reduced to J?IPA = 36.20.
4.5 Summary
In a graph setting, the optimal multi-agent persistent monitoring problem involves
the planning of agent trajectories defined both by the sequence of nodes (targets) to
be visited and the amount of time spent at each node. We considered a class of para-
metric controllers through which agents control their visit sequence and dwell times
at nodes using threshold parameters associated with the node uncertainty states. We
used Infinitesimal Perturbation Analysis (IPA) to determine online optimal threshold
parameters through gradient descent and thus obtain optimal controllers within this
family of threshold-based policies. In the one-agent case we showed that the optimal
strategy is for the agent to reduce the uncertainty of a node to zero before moving
to the next node. The performance of the threshold-based parametric controller is
close to that of the optimal controller derived through dynamic programming and its
computational complexity is reduced substantially by orders of magnitude.
From an optimization standpoint, an important aspect is decentralization for the
purpose of robustness and computational efficiency. By distributing functionality to
the agents, each agent acts based on local information or by communicating with only
a set of neighbors. We observe that our event-driven IPA optimization mechanism
possesses decentralized properties. Therefore, in the next chapter, we will intro-
duce how the previously mentioned centralized solutions can be recovered through a
decentralized scheme in which each agent optimizes its trajectory using only local in-
formation (corresponding to the targets within the agent’s sensing range) and sparse
communication with neighbors.
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Figure 4·5: Top plot: convergence of ∇R(t) to the equilibrium [1, 0, 0, 1]>.
Bottom plot: convergence of ∂J/∂Θd to [1, 1]
>.
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Figure 4·6: An counter example with 2 homogeneous agents and 5 nodes
to show θa∗ii > 0 for some agent a. A graph consists of 5 nodes (R1 to R5)
and the feasible paths among nodes are shown by black lines. Blue triangle:
agent 1. Green triangle: agent 2.
Figure 4·7: Left plot: the visiting sequence under the initial parameter.
Right plot: the sequence under the optimized parameters after 300 iterations
of gradient descent. In both plots, blue lines indicate the sequence of agent
1 and red lines indicate the sequence of agent 2.
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Figure 4·8: Cost versus the number of iterations for the example of 2
agents and 5 nodes.
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Figure 4·9: Cost versus computational time (in log scale). The blue line
shows the result of IPA with the final cost J?IPA = 36.20 and the orange line
shows the result of dynamic programming with the final cost J?DP = 31.15 .
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Chapter 5
Persistent Monitoring:
Decentralized Solutions
Decentralization aims to achieve the same global objective as a central controller by
distributing functionality to the agents so that each one acts based on local informa-
tion or by communicating with only a set of neighbors. Decentralization in a persistent
monitoring setting is particularly challenging due to the time-varying nature of the
agent network and the fact that agents take actions depending on interactions with
the environment (targets) which cannot be easily shared through the agent network.
This chapter identifies conditions under which the centralized solution to the opti-
mal multi-agent persistent monitoring problem can be recovered in a decentralized
event-driven manner. Concretely, each agent uses (i) its own local information (to
be precisely defined later), (ii) information (in the form of observable events) from
agents that happen to be its neighbors at the time such events occur, and (iii) a
single specific event type communicated by a non-neighbor agent when it occurs. It
is the latter that prevents a completely decentralized control scheme, although, as we
will see in simulations, ignoring this non-local event results in little loss of accuracy.
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5.1 Limited Information Model for Decentraliza-
tion
We extend the persistent monitoring setting in Chapter 2 to 2D spaces.
Agent dynamics. We consider a fleet of N agents (indexed by j ) moving in a 2D
mission space Ω ⊆ R2. We define the state of an agent as its position sj(t) ∈ R2 and
the control input as the agent’s velocity (speed uj(t) and direction γj(t)). Without
loss of generality, the control input is scaled and bounded such that ‖uj(t)‖ ≤ 1 and
γj(t) ∈ [0, 2pi). The agent dynamics follow:
s˙j(t) = uj(t)
[
cos γj(t)
sin γj(t)
]
(5.1)
with given initial conditions sj(0) for j = 1, . . . , N .
Target dynamics. Without loss of generality, we use the same target model as
the one in Chapter 2.
R˙i(t) =
{
0 if Ri(t) = 0 and Ai ≤ BiPi (s(t))
Ai −BiPi (s(t)) otherwise (5.2)
Agent sensing model. Following the sensing model in Chapter 2, we replace
the absolute value of xi − sj(t) in pij(sj(t)) with a 2D Euclidean norm:
pij(sj(t)) = max
{
0, 1− ‖xi − sj(t)‖
rj
}
(5.3)
For N agents sensing cooperatively, assuming detection independence, the joint
probability that target i is sensed by at least one agent can be captured by
Pi (s(t)) = 1−
N∏
j=1
(1− pij(sj(t))) (5.4)
where we set s(t) = [s1 (t) , . . . , sN (t)]
>.
Optimal control problem. Our goal is to control the movement of the N
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Figure 5·1: A queuing model interpretation P1.
agents through uj (t) in (5.1) so that the cumulative average uncertainty over all
targets i = 1, . . . ,M is minimized over a fixed time horizon T . Thus, setting u (t) =
[u1 (t) , . . . , uN (t)]
T we aim to solve the following optimal control problem:
P1 : min
u(t)
J =
1
T
T∫
0
M∑
i=1
Ri(t)dt (5.5)
subject to the agent dynamics (5.1) and target uncertainty dynamics (5.2). As op-
posed to Chapter 2, in what follows we will limit the information of each agent to
itself and its neighbors.
Limited Information Model. In our model, an agent is capable of observing
information within its sensing range, specifically the state Ri(t) of all targets i such
that pij(sj(t)) > 0. Moreover, agents can communicate with their neighboring agents
to acquire information such as agent positions, speeds, and the states of targets which
are within their own sensing ranges. In contrast to traditional multi-agent systems
modeled through a network of agents, in the persistent monitoring setting agents
move to interact with targets as shown in Figure 5·2. Therefore, the network model
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Figure 5·2: Agent-target network. Red triangles are targets and blue
squares are agents. Blue lines indicate the neighbor agents of an agent and
red lines indicate the neighbor targets of an agent.
includes both agents and targets and we need to revisit the concept of neighborhood,
accounting as well for the fact that neighborhoods are time-varying. We begin with
the observation that agents have two types of neighbors: nearby agents and nearby
targets. On the other hand, the neighborhood of a target consists of just nearby
agents. We do not explicitly model the connectivity among targets; however, if the
target topology is fully connected, then it is possible for an agent near one target to
acquire information about all targets.
Definition 1 The agent neighborhood of agent j is the set Aj(t) = {k : ‖sk(t) −
sj(t)‖ ≤ rc, k 6= j, k = 1, . . . , N}.
This is a conventional definition of neighbors in multi-agent systems, where rc is
a communication range, but we point out that it is time-dependent since agents are
generally moving. As an example, in Figure 5·2, A1 = {A2, A3, A5}.
Definition 2 The target neighborhood of agent j is the set Tj(t) = {i : |xi − sj(t)| ≤
rj, i = 1, . . . ,M}.
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This includes all targets which are within agent j’s sensing range. In Figure 5·2,
T3 = {T1, T2, T3}. Assuming the agents are homogeneous with a common sensing
range r, we require that rc ≥ 2r in order to establish communication among agents
that are sensing the same target.
Definition 3 The agent neighborhood of target i is the set Bi(t) = {j : |sj(t)− xi| ≤
rj, j = 1, . . . , N}.
This set captures all the neighbor agents of target i. In Figure 5·2, B2 = {A1, A2, A3}.
Using Definition 3, the joint sensing probability in (5.4) can be rewritten as:
Pi (s(t)) = 1−
∏
j∈Bi(t)
(1− pij(sj(t))) (5.6)
where Bi(t) ⊆ {1, . . . , N}. We further define
Nij(t) = Bi(t) \ {j} (5.7)
to indicate the “collaborators” of agent j in sensing target i. Note that Nij(t) = {k :
k ∈ Aj(t) and k ∈ Bi(t)}, thus capturing a neighbor of agent j and target i at the
same time.
Our limited information model restricts observations of each agent to the agent’s
sensing range. However, any agent j is allowed to communicate with its neighbors in
Aj(t). Therefore, the local information of an agent is the union of the observations of
agent j and the observations of agents k ∈ Aj(t). In Section 5.2.1, we will explicitly
define the precise meaning of “information” above to consist of observable events such
as “agent stops” or “target state becomes Ri(t) = 0”.
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5.2 Decentralized Infinitesimal Perturbation Anal-
ysis
Using our parametric setting developed in Chapter 2, given a set of parametric tra-
jectories, our objective is to minimize the cost along a given trajectory:
min
θ,w
J(θ,w) =
1
T
K∑
k=0
τk+1(θ,w)∫
τk(θ,w)
M∑
i=1
Ri(t) dt (5.8)
The IPA-gradient analysis of each agent j can be expressed as
∇jJ(θ,w) = 1
T
K∑
k=0
M∑
i=1
τk+1(θ,w)∫
τk(θ,w)
∇jRi(t) dt (5.9)
where the notation ∇j = [ ∂∂θj , ∂∂wj ]> is the gradient operator with respect to agent j.
We begin by deriving the gradient above within any inter-event interval [τk, τk+1)
when the dynamics of both agent j and target i remain unchanged. Then, we will
define all events involved in switching these dynamics, hence affecting the gradient
evaluation possibly through discontinuities characterized by (2.15) and (2.16).
Applying the three IPA equations introduced in (2.14), (2.15), (2.16), we derive
the gradient above within any inter-event interval [τk, τk+1) when the dynamics of
both agent j and target i remain unchanged. We proceed with the derivation of
∂Ri(t)
∂θj
, since ∂Ri(t)
∂wj
can be derived in a similar way.
It follows from the first IPA equation in (2.14), observing that the first term
vanishes since fk(t) = R˙i(t) is not an explicit function of Ri(t). Then, in view of
(5.2), we have for all t ∈ [τk, τk+1):
∂Ri(t)
∂θj
=
∂Ri(τ
+
k )
∂θj
if R˙i(t) = 0 (5.10)
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and
∂Ri(t)
∂θj
=
∂Ri(τ
+
k )
∂θj
−Bi
t∫
τk
∂Pi(s(τ))
∂θj
dτ if R˙i(t) = Ai −BiPi(s(t)) (5.11)
Therefore,
∂Ri(t)
∂θj
=
∂Ri(τ
+
k )
∂θj
−

0 if Ri(t) = 0, Ai ≤ BiPi(s(t))
Bi
∫ t
τk
∂Pi(s(τ))
∂θj
dτ otherwise
(5.12)
The integrand in (5.12) is obtained from (5.6) using the limited information model.
∂Pi(s(τ))
∂θj
=
∂pij(sj(τ))
∂dij
∂dij(τ)
∂sj
∂sj(τ)
∂θj
∏
g∈Bi(τ)
g 6=j
[1− pig (sg(τ))] (5.13)
where dij(τ) = ‖xi − sj(τ)‖ is the distance between the agent and the target.
1D case study. Note that in 1D
∂pij(sj(τ))
∂sj
=
∂pij(sj(τ))
∂dij
∂dij(τ)
∂sj
is piece-wise constant
and takes values in {0,± 1
rj
} (see 1D agent sensing mode (2.3)). We can, therefore,
factor the constant
∂pij(sj(τ))
∂sj
out of the integral in (5.11). As for the term
∂sj(τ)
∂θj
, we
can apply (2.14) and (2.1) to obtain d
dt
∂sj(τ)
∂θj
= 0. Therefore,
∂sj(τ)
∂θj
=
∂sj(τ
+
k )
∂θj
which
is also a constant. The product term in (5.13) captures the contributions from all
agents other than j in monitoring target i. Using the definition of Nij(t) in (5.7), it
can be restricted to:
Gij(t) =
∏
g∈Nij(t)
[1− pig (sg(t))] (5.14)
which can be interpreted as a “collaboration factor” involving all agents in Nij(t).
Clearly, this is affected by an agent leaving or joining the neighbor set Nij(t) which
motivates defining an event associated with such changes (see Table 5.1).
When we combine (5.10) and (5.11), the derivative ∂Ri(t)
∂θj
, i = 1, . . . ,M , over any
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inter-event interval [τk, τk+1) becomes:
∂Ri(t)
∂θj
=
∂Ri(τ
+
k )
∂θj
−

0 if Ri(t) = 0, Ai ≤ BiPi(s(t))
Bi
∂pij(sj(τ
+
k ))
∂sj
∂sj(τ
+
k )
∂θj
∫ t
τk
Gij(τ) dτ otherwise
(5.15)
A similar derivation can be applied to the derivative ∂Ri(t)
∂wj
and gives:
∂Ri(t)
∂wj
=
∂Ri(τ
+
k )
∂wj
−

0 if Ri(t) = 0, Ai ≤ BiPi(s(t))
Bi
∂pij(sj(τ
+
k ))
∂sj
∂sj(τ
+
k )
∂wj
∫ t
τk
Gij(τ) dτ otherwise
(5.16)
2D case study. Following the 1D parametric optimization framework, we con-
strain the agent trajectory by a family of 2D parametric curves represented by θj.
We proceed with the derivation of ∂Ri(t)
∂θj
since ∂Ri(t)
∂wj
can be derived in a similar way.
Continue from the general gradient derivation in (5.12). The integrand in (5.12) is
obtained from (5.6):
∂Pi(s(τ))
∂θj
=
∂pij(sj(τ))
∂θj
∏
g∈Bi(τ)
g 6=j
[1− pig (sg(τ))] (5.17)
Using the collation term defined in (2.20),
∂Pi(s(τ))
∂θj
=
∂pij(sj(τ))
∂θj
Gij(τ) (5.18)
The first term on the right-hand-side of(5.18) can be obtained from
∂pij (sj(τ))
∂θj
=

∂pij (sj(τ))
∂dij
∂dij
∂sj
∂sj
∂θj
if dij(t) ≤ rj
0 if dij(t) > rj
(5.19)
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where dij(t) is the distance between target i and agent j.
dij(t) =
√
(sxj (t)− xxi )2 + (syj (t)− xyi )2 (5.20)
The first branch of (5.19), when dij(t) ≤ rj,
∂pij (sj(τ))
∂θj
=
∂pij (sj(τ))
∂dij
1
dij
((
sxj − xxi
) ∂sxj
∂θj
+
(
syj − xyi
) ∂syj
∂θj
)
(5.21)
Combining (5.12) and (5.14), we obtain the derivative ∂Ri(t)
∂θj
, i = 1, . . . ,M , over
any inter-event interval [τk, τk+1):
∂Ri(t)
∂θj
=
∂Ri(τ
+
k )
∂θj
−

0 if Ri(t) = 0, Ai ≤ BiPi(s(t))
Bi
∫ t
τk
∂pij(sj(τ))
∂θj
Gij(τ) dτ otherwise
(5.22)
A similar derivation can be applied to the derivative ∂Ri(t)
∂wj
and gives:
∂Ri(t)
∂wj
=
∂Ri(τ
+
k )
∂wj
−

0 if Ri(t) = 0, Ai ≤ BiPi(s(t))
Bi
∫ t
τk
∂pij(sj(τ))
∂wj
Gij(τ) dτ otherwise
(5.23)
Different from the 1D cases,
∂pij(sj(τ))
∂θj
(as we can see from (5.21)) is time-varying
in between events and cannot be easily factor out from the integral in (5.22). The
collaboration term defined in (5.14) is time-varying and requires agents to share part
of their trajectories with their neighboring agents when they are in the same target
neighborhood Nij(t). However, this additional requirement involves only agent infor-
mation exchanges locally. Therefore, it will not affect our decentralization framework.
Detailed derivation of ∇jsj(t) depends on the family of parametric trajectory used.
We will illustrate through an example using elliptical trajectory in Section 5.2.1.
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5.2.1 Events in the hybrid system
We are now in a position to define as “events” all switches in the hybrid system which
can result in changes in the derivatives in (5.12) so we can apply (2.15) to determine
the initial conditions
∂Ri(τ
+
k )
∂θj
at t = τk as well as the possible discontinuities (jumps)
in
∂sj(t)
∂θj
.
We classify events into four categories depending on the effect they have on target
dynamics (type I), agent sensing relative to a target (type II), neighbor set Nij(t)
(type III), and agent dynamics (type IV). Referring to Fig. 2·3, observe that only
event types I and IV (red and blue arrows) relate to the change of the dynamics of
target and agent. Event types II and III do not change the system dynamics but still
may affect the derivative values in (5.12). In what follows, we define all events types
and their corresponding effects and summarize them in Table 5.1.
Table 5.1: Events in agent-target system
Event Name Description
ρ0i Ri(t) hits 0
ρ+i Ri(t) leaves 0
pi0ij pij(sj(t)) hits 0
pi+ij pij(sj(t)) leaves 0
∆+ij Nij(τ+) = Nij(τ−) ∪ {k}, k 6∈ Nij(τ−)
∆−ij Nij(τ+) = Nij(τ−) \ {k}, k ∈ Nij(τ−)
νj uj(t) switches among {−1, 0, 1}
Note: events in the table include all i = 1, . . . ,M and j = 1, . . . , N
Event type I: switches in target dynamics R˙i(t). Referring to (5.2), when
Ri(t) either reaches zero or leaves zero, the IPA derivative switches between the two
branches in (5.12). To eliminate the two-simultaneous-event case when Ri(t) hits
zero and leaves immediately, Assumption 4 enforces Ri(t) to stay at zero for an
infinitesimal amount of time after its value reaches zero.
Assumption 4 If Ri(t
−
0 ) > 0 and Ri(t0) = 0 at t0 ∈ (0, T ), there exists an  > 0
such that Ri(t) = 0 for t ∈ [t0, t0 + ).
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We denote the former event when Ri(t) either reaches zero as ρ
0
i and the latter
as ρ+i for all i = 1, . . . ,M (see Table 5.1). When such events occur, the dynamics of
sj(t) in (5.1) remain unchanged, so it follows from (2.15) that ∇jsj(τ−k ) = ∇jsj(τ+k ).
However, the target dynamics switch between R˙i = Ai − BiPi(s(t)) and R˙i = 0 and
cause discontinuities in ∇jRi(t) as follows.
Event ρ0i : This event causes a transition from R˙i(t) = Ai − BiPi(s(t)), t < τk to
R˙i(t) = 0, t ≥ τk. It is an endogenous event because its occurrence depends on the
parameters θ which dictate switches in s(t). We first evaluate τ ′k from (2.16) with
gk(Ri(t), t) = Ri(t) = 0 to get
τ ′k = −
∇jRi(τ−k )
Ai −BiPi(s(τ−k ))
for all j (5.24)
and then apply (2.15) to obtain
∇jRi(τ+k ) = ∇jRi(τ−k ) +
[
Ai −BiPi(s(τ−k ))− 0
]
τ ′k (5.25)
Combining (5.24) and (5.25), we get
∇jRi(τ+k ) = 0 if event ρ0i occurs at τk (5.26)
Event ρ+i : This event causes a transition from R˙i(t) = 0, t < τk to R˙i(t) =
Ai − BiPi(s(t)), t ≥ τk. It is easy to see that the dynamics in both (5.1) and (5.2)
are continuous (especially Ai−BiPi(s(τk)) is continuous at τk) and we have R˙i(τ−k ) =
R˙i(τ
+
k ) = 0. It follows from (2.15) that ∇jRi(τ+k ) = ∇jRi(τ−k ). Moreover, since
Ri(t) = 0, R˙i(t) = 0, t < τk, we have ∇jRi(τ−k ) = 0 and we get
∇jRi(τ+k ) = 0 if event ρ+i happens at τk (5.27)
Remark 1: Combining (5.26) and (5.27) with (5.12), we conclude that a ρ0i event
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occurring at t = τk resets the value of ∇jRi(t) to ∇jRi(t) = 0 for all j = 1, . . . , N
regardless of the value ∇jRi(τ−k ) and the state of the agents. It has a global effect and
therefore is a global event required to be shared by all agents. Moreover, Ri(t) = 0
and ∇jRi(t) = 0 for t > τk until the next ρ+i event occurs.
Event type II: switches in agent sensing pij(sj(t)). These events trigger a
switch in
∂pij(sj(t))
∂sj
from some positive value to 0 or vice versa in (5.15) in 1D cases
and (5.22) in 2D cases. We denote the former event as pi0ij and the latter as pi
+
ij . These
events trigger a switch of
∂pij(sj(t))
∂sj
at t = τk from > 0 to 0 or vice versa in (5.15)
and (5.22). However, the dynamics in both (5.1) and (5.2) remain unchanged when
this happens (due to the continuity of the sensing function pij (sj(t))) and it follows
from the second IPA equation (2.15) that ∇jRi(τ+k ) = ∇jRi(τ−k ) and ∇jsj(τ+k ) =
∇jsj(τ−k ).
Event type II serves as an indicator of whether agent j is sensing target i (in the
target neighborhood) or not.
Event type III: changes in neighbor sets Nij(t). These events change the
topology of the agent-target network by altering the neighbors of agent j, hence
affecting the value of Gij(t) in (5.14) which in turn affects (5.12). We denote by ∆
+
ij
the event causing the addition of an agent to the neighbor set Nij(t) and by ∆−ij the
event causing the removal of an agent from the neighbor set Nij(t). However, the
dynamics of both Ri(t) and sj(t) remain unchanged when these events occur. Due to
the continuity of the sensing function pig (sg(τ)) in (5.14), the addition/removal of an
agent g to/from the set Nij(τ) does not affect the continuity of Gij(t), which implies
∇jRi(τ+k ) = ∇jRi(τ−k ) as well as ∇jsj(τ+k ) = ∇jsj(τ−k ).
Event type IV: switches in agent dynamics s˙j(t). Referring to (5.1), these
events cause a discontinuous switch in the optimal control values u∗j(τk) from 1 to 0
or vise versa. We denote these events as νj. The effect of these events in (5.22) and
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(5.23) is through discontinuities in the terms
∂sj(t)
∂θj
and
∂sj(t)
∂wj
at t = τk. These agent
control switches are endogenous events with guarding functions gk(sj(t), t) = 0. We
can apply (2.15) and (2.16) to (5.1). As we will see, the effect of this event depends
heavily on the agent trajectory. Here we list results of 1D cases and a 2D case using
elliptic agent trajectories.
1D cases: the calculation of
∂sj(t)
∂θj
and
∂sj(t)
∂wj
follows from (5.28) to (5.32) and the
derivatives are initialized to zeros at t = 0.
Events ν
(1,0)
j , ν
(−1,0)
j : These are switches such that uj(τ
−
k ) = ±1, uj(τ+k ) = 0 and
we get
∂sj
∂θjl
(τ+k ) =

1 if l = ξ
0 if l < ξ
(5.28)
∂sj
∂wjl
(τ+k ) = 0 for all l ≤ ξ (5.29)
Events ν
(0,1)
j , ν
(0,−1)
j : These are switches such that uj(τ
−
k ) = 0, uj(τ
+
k ) = ±1 and
we get
∂sj
∂θjl
(τ+k ) =

∂sj
∂θjl
(τ−k )− uj(τ+k )sgn
(
θjξ − θj(ξ−1)
)
if l = ξ
∂sj
∂θjl
(τ−k )− uj(τ+k )
[
sgn(θjl − θj(l−1))
−sgn(θj(l+1) − θjl)
]
if l < ξ
(5.30)
∂sj
∂wjl
(τ+k ) = −uj(τ+k ) for all l ≤ ξ (5.31)
Events ν
(−1,1)
j , ν
(1,−1)
j : These are switches such that uj(τ
−
k ) = ±1, uj(τ+k ) = ∓1 so
that a dwell time is not involved and we get
∂sj
∂θjl
(τ+k ) =

2 if l = ξ
− ∂sj
∂θjl
(τ−k ) if l < ξ
(5.32)
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A 2D case with elliptical trajectories. Since there are many families of
parametric curve in 2D, we use elliptical trajectories as an example to show the effect
of Event IV (νj). Define an elliptical trajectory with the parameter set
Θj = [Xj, Yj, aj, bj, ϕj] . (5.33)
An agent’s position sj(t) = [s
x
j (t), s
y
j (t)]
> follows the general parametric form of an
ellipse 
sxj (t) = Xj + aj cos ρj(t) cosϕj − bj sin ρj(t) sinϕj
syj (t) = Yj + aj cos ρj(t) sinϕj + bj sin ρj(t) cosϕj
(5.34)
where [Xj, Yj] is the center of the ellipse, aj, bj are the major and minor axis respec-
tively, ϕj ∈ [0, pi) is the orientation (i.e. the angle between the x axis and the major
ellipse axis), and ρj ∈ [0, 2pi) is the eccentric anomaly of the ellipse (i.e. the phase
indicates the position of the agent moving along the ellipse).
We first need to derive ∇jsj(t) under an elliptical trajectory. This will also com-
plete the derivation of
∂pij(sj(τ))
∂θj
in (5.21) for elliptical trajectory.
Using Hamiltonian analysis, we can show that an agent should move with maximal
speed 1 or dwell on the ellipse, and we first consider the maximal speed case when(
s˙xj
)2
+
(
s˙yj
)2
= 1. The eccentric anomaly will then satisfy
ρ˙j(t) =
[
(aj sin ρj(t) cosϕj + bj cos ρj(t) sinϕj)
2 + (aj sin ρj(t) sinϕj
−bj cos ρj(t) cosϕj)2
]−1/2
=
(
a2j sin
2 ρj(t) + b
2
j cos
2 ρj(t)
)−1/2 (5.35)
with the initial phase position ρj(0) given.
The IPA-based gradient follows (5.22) in between events and the analysis from
Event I - IV defined earlier in Section 5.2.1. Using the parametric form of ellipse in
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(5.34), ∇jsj(t) follows:
∂sxj
∂Xj
= 1,
∂syj
∂Xj
= 0 (5.36)
∂sxj
∂Yj
= 0,
∂syj
∂Yj
= 1 (5.37)
∂sxj
∂aj
= cos ρj(t) cosϕj,
∂syj
∂aj
= cos ρj(t) sinϕj (5.38)
∂sxj
∂bj
= − sin ρj(t) sinϕj,
∂syj
∂bj
= sin ρj(t) cosϕj (5.39)
∂sxj
∂ϕj
= −aj cos ρj(t) sinϕj − bj sin ρj(t) cosϕj,
∂syj
∂ϕj
= aj cos ρj(t) cosϕj − bj sin ρj(t) sinϕj
(5.40)
where ρj(t) can be calculated through forward integration of (5.35).
In the singular arcs when uj(t) = 0 for some t ∈ [t1, t2] ⊂ [0, T ] (e.g. agent j stops
at a target), we have
ρ˙j(t) =

(
a2j sin
2 ρj(t) + b
2
j cos
2 ρj(t)
)−1/2
if ‖uj(t)‖ = 1
0 if ‖uj(t)‖ = 0
(5.41)
depending on the speed of the agent. Event IV (i.e. a control switch) is exogenous
and serves as an indicator of the switches in the dynamics of ρ˙j(t).
Remark 2: Observe that ∇jsj(t) is independent of the states of other agents k 6=
j. This follows from the fact that agents can fully control its movement independent
of other agents, and ∇jsj(t) only depends on parameter and control values known to
agent j as we will see in the examples later. Thus, if k 6= j, ∇ksj(t) = 0.
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5.3 Event-driven decentralized gradient evaluation
We first classify the events defined in the previous section and show how the gradient
of the problem can be evaluated in a decentralized manner.
The set of all events defined above and summarized in Table 5.1 is denoted by E .
All these events are observable to at least one agent and therefore can be propagated
to other agents through inter-agent communication. Furthermore, we define the set
of type I, II, and III events as the target event set ET and the set of type IV of the
form νj as the agent event set EA. The subset of EA that contains only events related
to agent j is denoted by EAj . Similarly, the subset of ET that contains only events
related to target i is denoted by ETi . We then have:
Definition 4 The local event set of any agent j is the union of agent events EAj and
target events ETi for all i ∈ Tj(t):
Ej(t) = EAj
⋃
i∈Tj(t)
ETi (5.42)
In contrast, the global event set for agent j includes all non-neighboring target
events in ETi for all i 6∈ Tj and non-neighboring agent events EAk , for all k 6∈ Aj.
Based on the limited information model of Section 5.1, we define the local information
set of agent j, denoted by Ij(t), as follows:
Definition 5 The local information set of any agent j is the union of its local event
set and those of its neighbors in Nij(t) for all i ∈ Tj(t):
Ij(t) = Ej(t)
⋃
k∈Nij(t),i∈Tj(t)
Ek(t). (5.43)
This includes all local information necessary for agent j to evaluate the IPA gra-
dient ∇jRi(t) for i ∈ Tj(t). Observe that agent j does not need to communicate with
all its neighbors in Aj(t), but only a subset which includes those neighbors who are
sharing the same target(s) as j at time t since
⋃
i∈Tj(t)Nij(t) ⊆ Aj(t).
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Remark 3: It is clear from the analysis thus far, that IPA-based gradient of
P1 is event-driven, since all gradient updates happen exclusively at events occurring
at times τk(θ), k = 1, 2, . . .. Thus, this approach scales with the number of events
characterizing the hybrid system, and not its (generally much larger) state space.
We show next the main decentralization result in Theorem 2 that each agent
can evaluate the gradient of the objective function in (5.9) with respect to its own
controllable parameters θj and wj based on its local information set (5.43) and only
one non-local event. We begin with the following lemma which asserts that the
gradient ∇jRi(t) takes a very simple form as long as i /∈ Tj(t), i.e., while target i
cannot be sensed by agent j.
Lemma 4 Let t ∈ [t1, t2] such that i 6∈ Tj(t). Then,
1. If Ri(t) > 0 for all t ∈ [t1, t2], then
∇jRi(t) = ∇jRi(t+1 ) (5.44)
2. If there exists an event ρ0i at τ ∈ (t1, t2), then
∇jRi(t) =
∇jRi(t+1 ) t ∈ [t1, τ)0 t ∈ [τ, t2] (5.45)
Proof: see Appendix A.5.
Corollary 1 ∇jRi(t) is independent of events ρ+i for i 6∈ Tj(t).
Proof: see Appendix A.7.
Lemma 4 and Corollary 1 imply that agent j does not need any knowledge of non-
neighboring target events except for ρ0i with i 6∈ Tj(t) in order to evaluate its gradient.
We can further establish that the gradient ∇jJ(θ,w) along the agent trajectory is
affected by only local events in Ij(t), as defined in (5.43), and a small subset of global
events.
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Lemma 5 A sufficient event set to evaluate ∇jJ(θ,w) is Ij(t) ∪ {ρ0i : i 6∈ Tj(t)}.
Proof: see Appendix A.6.
Remark 4: Although an event ρ0i for i 6∈ Tj(t) is non-local to agent j, it must
be observed by at least one agent k 6= j such that i ∈ Tk(t). This is because ρ0i at
some time τk can only take place if one or more agents in its neighborhood cause a
transition from Ri(τ
−
k ) > 0 to Ri(τk) = 0 in the target dynamics (5.2). Therefore,
such events can be communicated to agent j through the agent network, possibly with
some delays. The implication of Lemma 5 is an “almost decentralized” algorithm in
which each agent optimizes its trajectory through the gradient ∇jJ(θ,w) using only
agent local information; the only exception is occasional target uncertainty depletion
events transmitted to it from other agents.
Returning to the parametric optimization problem (5.8), a centralized 1D solution
was obtained in Chapter 2 using the IPA gradients introduced in (2.18) and (2.19).
This optimization scheme applies to 2D trajectories easily as long as these trajectories
have a parametric form and the number of parameters is finite. A standard gradient
descent scheme to optimize the parameter vector [θ,w]T works as follows:
[
θl+1,wl+1
]T
=
[
θl,wl
]T − [αlθ, αlw]∇J(θ,w) (5.46)
where l = 0, 1, . . . is the iteration index and αlθ and α
l
w are diminishing step-size
sequences. A decentralized version of (5.46) is
[
θl+1j ,w
l+1
j
]T
=
[
θlj,w
l
j
]T − [αlθ, αlw]∇jJ(θ¯, w¯) (5.47)
where θ¯ and w¯ are agent j’s estimates based on the limited information provided in
Lemma 5.
Theorem 2 Any centralized solution of (5.8) through (5.46) can be recovered by
(5.47) in which each agent j optimizes its trajectory given the following conditions:
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1) Initial parameters [θ0j ,w
0
j ];
2) The local information set Ij(t);
3) The subset of the global information set {ρ0i , i 6∈ Tj(t)}.
Proof: The proof is immediate from Lemma 5. The gradient ∇jJ(θ,w) can
be evaluated by each agent given conditions 2 and 3. Condition 1 provides initial
parameters for each agent trajectory in order to execute (5.47). 
Note that condition 3) involves only a small subset of global events. As shown
in our simulation results in Section 5.4, ignoring such non-local events will affect the
cooperation among agents and increase the final cost. Thus, it can be interpreted
as the “price of anarchy” commonly associated with decentralization limiting agent
actions to only local information.
It is important to point out that the method of Theorem 1 relies on the gradient
∇jRi(t) for i 6∈ Tj(t) and not on Ri(t). In fact, there is no attempt by agent j to
reconstruct or estimate the states of targets i 6∈ Tj(t); the only information from such
targets is provided through the occasional ρ0i events.
We briefly discuss next some open issues defining ongoing research directions.
While the event-driven nature of IPA has several computational advantages (see Re-
mark 4), the optimization process depends on these events being observed so as to
“excite” algorithms such as Algorithm 3. To resolve this event excitation issue, po-
tential field methods were proposed in (Khazaeni and Cassandras, 2016) and (Zhou
et al., 2016). However, these methods generally require global information such as
target states. Here we have assumed that initial trajectories have been selected so
that all necessary events are excited. It is also possible to address this issue by having
each agent create an initial estimated potential field, until all necessary events are
excited. In addition, here we have also assumed that all agent communications are
without delays, in particular when non-local events ρ0i for i 6∈ Tj(t) are communicated
to agent j through multiple hops. The presence of delays generally affects (5.9). How-
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ever, asynchronous versions of (5.9) can still guarantee convergence of the solution
(to the same local optima) under certain mild conditions (see (Bertsekas, 1999) and
(Zhong and Cassandras, 2010)).
Algorithm 3 IPA-driven gradient descent for each agent
1: Initialize parameters θj,wj
2: Select an error tolerance  > 0 and a maximum number of iterations n0
3: repeat:
4: Compute the IPA gradient ∇jJ(θ¯, w¯)
5: Update θj,wj using (5.47)
6: until ‖∇jJ(θ¯, w¯)‖ <  or number of iterations exceeds n0
7: Set the optimized parameter θ∗j = θj,w
∗
j = wj.
5.4 Simulation Examples
In this section, we will present two sets of example to demonstrate the performance
of the decentralized scheme introduced in Theorem 2.
5.4.1 1D example
In 1D cases, the optimal control structure is fully characterized by u∗j(t) ∈ {1, 0,−1}.
We parametrize the optimal trajectory (illustrated in Figure 2·2 previously) so as to
determine (i) control switching points, where an agent switches its control from ±1
to ∓1 or possibly 0, and (ii) corresponding dwell times.
In our first example, three homogeneous agents are allocated to persistently mon-
itor seven targets in the 1D mission space for T = 300 seconds. The targets are
located at xi = 5i for i = 1, . . . , 7. The uncertainty dynamics in (5.2) are defined by
the parameters Ai = 1, Bi = 5, with initial values Ri(0) = 1 for i = 1, . . . , 7. Each
agent has a sensing range of r = 3 and is initialized with sj(0) = 0.5(j−1), uj(0) = 1,
θ01 = [5, 10, 15, 10, 5, . . .], θ
0
2 = [15, 20, 25, 20, 15, . . .], θ
0
3 = [25, 30, 35, 30, 25, . . .], and
w0j = [0.5, 0.5, 0.5, . . .] for all j = 1, . . . , 3. Results of the method in Theorem 2 are
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shown in Figure 5·3. The top plot depicts the optimal trajectories of each agent
determined after 200 iterations of (5.47), while the bottom plot shows the overall
cost J(θ,w) as a function of iteration number. All three agents are moving through
periodic cycles dwelling for a short time at each target before moving to the next.
The final cost is J∗ = 37.38. The exact same results (not shown here) as in Figure
5·3 were also obtained through the centralized scheme (5.46) where all information is
available to every agent. This shows the effectiveness of the method in Theorem 2.
As pointed out earlier, the method of Theorem 2 does not involve any knowledge
by agent j of the states of targets i 6∈ Tj(t). This is illustrated in Figure 5·4 which
shows (in blue) the fraction of time that agent 1 has any information on the state
of target 3 because it happens that 3 ∈ T1(t). The rest of the time (shown in red)
agent 1 is unable to accurately estimate the state of this target, but such information
is unnecessary. The agent only needs a small subset of is non-local information, as
illustrated by the green dots in Figure 5·4.
Using the same environment as the first one and agents start with the same initial
trajectories, we eliminate the non-local information (condition 3 in Theorem 2) and
each agent calculates its own IPA-based gradient using only local information in the
set Ij(t). Figure 5·5 shows the results after 200 of iterations of (5.47). Note that
without non-local information, each agent tends to spend more time dwelling on the
local targets instead of better coordinating with the other agents. Therefore, the
final cost after convergence increases from 37.38 to 41.66. Even though the gradient
estimate for agent j is no longer accurate without the ρ0i event information when
i 6∈ Tj(t), the cost still decreases and converges as shown in Figure 5·5, illustrating
the robustness of the IPA-based gradient descent method.
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Figure 5·3: “Almost decentralized” optimization using Theorem 2. Top
plot: optimal agent trajectories. Bottom plot: cost as a function of number
of iterations with J? = 37.38.
5.4.2 2D example using elliptical agent trajectories
Elliptical trajectories. In our example, two homogeneous agents are allocated to
persistently monitor eight targets in a 2D mission space for T = 150 seconds. Targets
are located at [5, 5], [10, 5], [15, 5], [5, 10], [10, 10], [15, 10], [5, 15], [10, 15], [15, 15].
The target uncertainty dynamics in (5.2) are defined by the parameters Ai = 1.5,
Bi = 10, with initial values Ri(0) = 1 for i = 1, . . . 8. Each agent has a sensing
range of r = 5 and is initialized with parameters θ01 = [5.00, 5.00, 6.50, 5.00, 0, 0],
θ02 = [15.00, 15.00, 6.50, 5.00, 1.57, 0]. For simplicity, we set the dwell times to zero for
all agents. Decentralized results in Theorem 2 are shown in Figure 5·6. The top left
plot shows the initial trajectories of the two agents and the top right plot shows the
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Figure 5·4: Red curve: R3(t), the state of target 3. Blue segments: R3(t)
known to agent 1 when its trajectory includes target 3 in its neighborhood.
Green dots: instants when agent 1 receives non-local events ρ03.
optimal trajectories determined after 300 iterations of (5.47). The final parameters
are θ3001 = [8.76, 7.96, 5.80, 4.18,−3.70, 0], θ3002 = [11.46, 11.86, 5.93, 4.12, 5.87, 0]. The
bottom plot shows the overall cost J(θ) as a function of iteration number. The final
cost is J∗ = 85.59. The exact same results (not shown here) as in Figure 5·6 were
also obtained through the centralized scheme (5.46) where all information is available
to both agents.
As we can observe from the results in Figure 5·6 and Figure 5·8, the (global)
target depletion events ρ0i for i = 1, . . . ,M have more effects in 2D cases towards
agent performance than in 1D. Moreover, the result obtained using Theorem 2 does
not involve any knowledge by agent j of the states of targets i 6∈ Tj(t) as shown in
Figure 5·7. The blue segments show the time that agent 1 has any information on
the state of target 2 because it happens that 2 ∈ T1(t). The rest of the time (shown
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Figure 5·5: Fully decentralized optimization without any non-local in-
formation. Top plot: optimal agent trajectories. Bottom plot: cost as a
function of number of iterations with J? = 41.66.
in red) agent 1 is unable to accurately estimate the state of this target, but such
information is unnecessary. As illustrated by the green dots, the agent only needs a
small subset of is non-local information,
Next we eliminate the non-local information (condition 3 in Theorem 2). Figure
5·8 shows the results after 300 of iterations of (5.47). Without non-local information,
agents tend to cover more targets instead of better coordinating with the other agents.
Therefore, the final cost after convergence increases from 85.59 to 92.56. Even though
the gradient estimate for agent j is no longer as accurate as the centralized case
without the ρ0i events when i 6∈ Tj(t), the cost decreases and converges to a local
optimal as shown in Figure 5·8, which illustrates the robustness of the IPA-based
gradient method.
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Figure 5·6: “Almost decentralized” optimization using Theorem 2. Top
left: initial agent trajectories: agent 1 in red and agent 2 in green. Top
right: optimal elliptical trajectories. Bottom: cost as a function of number
of iterations with J? = 85.59.
It is worth noting that when choosing the parameterizations, we assume that the
agent trajectory can be recovered under its dynamical constraint (5.1). We have
shown some feasible parameterizations such as linear segments (Zhou et al., 2017),
ellipses (Lin and Cassandras, 2015), threshold-based controls in (Zhou et al., 2019).
The agent dynamics (5.1) under these parameterizations can then be replaced by a
finite number of parameters defined by Θ. On the target side, the dynamics (5.2) are
controlled (perhaps intermittently) through the positions of agents and, therefore, are
determined by Θ as well.
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Figure 5·7: R2(t) the state of target at (10, 5). Blue segments: R2(t)
known to agent 1 when its trajectory includes target 2 in its neighborhood.
Green dots: instants when agent 1 receives non-local events ρ02.
5.5 Summary
The decentralization of multi-agent systems that involve the interaction of agents
with targets in the mission space is particularly challenging. We have shown that an
optimal centralized solution of the persistent monitoring problems can be recovered
by an event-driven “almost decentralized” algorithm which significantly reduces com-
munication costs while yielding the same performance as the centralized algorithm.
In particular, each agent uses only local information except for one event requiring
communication with a non-neighbor agent when it occurs. The derivations in this
chapter that lead to the “almost decentralized” IPA gradient evaluation apply to any
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Figure 5·8: Fully decentralized optimization without any non-local in-
formation.Top left plot: initial agent trajectories. Top right plot: optimal
elliptical trajectories. Bottom plot: cost as a function of number of iterations
with J? = 92.56.
2D-trajectories as long as these trajectories have a parametric form and the number
of parameters is finite. In addition to adopting this decentralized parameterization
frameworks to different objective functions, the extension of this approach with event
excitation issue mentioned following Theorem 2 and incorporating communication
delays in the algorithm we have developed is the subject of ongoing research.
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Chapter 6
Conclusions and Future Work
6.1 Conclusion
Persistent monitoring problems are particularly challenging due to the interaction of
agents with “points of interest” (targets) in their mission spaces which can be sparse
and have time-varying dynamics.
The first part of this dissertation showed that a persistent monitoring problem can
be formulated as an optimal control problem. This optimal control problem can be
reduced to a simpler parametric optimization problem using the structural properties
of the optimal solution obtained from Hamiltonian analysis. The underlying system
consisting of both agent and target dynamics is a hybrid one. A complete online
solution was provided by Infinitesimal Perturbation Analysis (IPA) to evaluate the
gradient of the objective function with respect to all parameters. Some common
issues (e.g. event excitation, stochastic targets) were discussed. Lastly, the solution
of second-order agent dynamics was touched upon.
The second part of this dissertation extended the persistent monitoring from 1D to
2D spaces with some constraints on agents mobility. First, agents were constrained
to move over multiple intersecting linear segments. In this case, the properties of
the 1D optimal control solution were largely inherited. Agent trajectories can be
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optimized within each linear segments respectively while including events defined by
agents from other subspaces visiting shared targets. Second, the movement of agents
were constrained to a graph defined by targets and their connectivity. In this graph
setting, the persistent monitoring problem involves the planning of agent trajecto-
ries defined both by the sequence of nodes (targets) to be visited and the amount of
time spent at each node. A class of parametric controllers was considered through
which agents control their visit sequence and dwell times at nodes using threshold
parameters associated with the node uncertainty states. Again, IPA was applied to
determine optimal threshold parameters through gradient descent and thus obtain
optimal controllers within this family of threshold-based policies. In the one-agent
case, the optimal strategy is shown that the agent should reduce the uncertainty of
a node to zero before moving to the next node. Compared with dynamic program-
ming solutions (in the limited instances when these are feasible), our threshold-based
parametric controller is effective and the computational complexity is reduced sub-
stantially by orders of magnitude.
The third part of this dissertation tackled the issue of decentralization that involve
the interaction of agents with targets in the mission space. It can be shown that un-
der the framework of IPA-based gradient method the optimal centralized solution of
the persistent monitoring problems can be recovered by an event-driven “almost de-
centralized” algorithm which significantly reduces communication costs while yielding
the same performance as the centralized algorithm. In particular, each agent uses only
local information except for one event requiring communication with a non-neighbor
agent when it occurs. The derivations that lead to the “almost decentralized” IPA
gradient evaluation apply to any 2D-trajectories as long as these trajectories have a
parametric form and the number of parameters is finite.
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6.2 Ongoing research
6.2.1 A formulation of covariance minimization
As opposed to the target model defined in (2.5), another variation is to use a linear
model with known target dynamics subject to noise. The target value can be observed
by agents with some increasing uncertainty in the distance. The objective is then to
minimize the covariance of some observation metric across all agents.
We denote the target state as Xi(t) in order to differentiate it from the previous
target state Ri(t). For simplicity, we apply a linear target dynamics with Gaussian
noise as follows:
X˙i(t) = Ai(t)Xi(t) + ωi(t) (6.1)
where the initial condition Xi(0) is a given. Compared to (2.5), here Ai(t) is the state
transition matrix, and ωi(t) is a Gaussian noise with zero mean and variance Qi(t).
The state of a target Xi(t) can be measured by an agent through the observation
equation.
Zij(t) = Xi(t) +Dij(t)νj(t) (6.2)
νj(t) is Gaussian with zero mean and unit variance. The coefficient Dij(t) is a function
of the distance between the agent and target.
Dij(t) = fij(‖xi(t)− sj(t)‖) (6.3)
Dij(t) is always positive and increases in the distance between the agent and target.
For instance, we can simply set Dij(t) = ‖xi(t)− sj(t)‖+ 0.01. The estimation of the
target state Xˆi(t) is a weighted average of observations across all agents.
Xˆi(t) =
N∑
j=1
αij(t)Zij(t) (6.4)
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The weight αij(t) satisfies the following properties: i) monotonically non-increasing in
the distance of the agent and the target, and ii)
∑N
j=1 αij(t) = 1. The agent sensing
model in (2.3) satisfies i) and ii), and we can choose αij(t) as follows:
αij(t) =
pij(sj(t))∑N
k=1 pik(sk(t))
(6.5)
An error covariance matrix of target state is defined in (6.6) which measures the
effectiveness of agent monitoring over target i.
Σi(t) = E
[(
Xi(t)− Xˆi(t)
)(
Xi(t)− Xˆi(t)
)>]
(6.6)
Covariance minimization. Under the linear target model (6.1) and the agent
observation model (6.2), our goal is to minimize the error covariance in (6.6). The
optimal control problem is given by
Pcov : min
u(t),γ(t)
J =
1
T
T∫
0
M∑
i=1
Tr (Σi(t)) dt (6.7)
subject to the target dynamics (6.1), agent dynamics, e.g. (2.1), and the observation
equations in (6.2) and (6.4).
Pcov can be solved in a similar way using the parametric optimization framework
introduced earlier. However, the complexity of deriving the IPA-based gradient esca-
lates due to the integration of the intrinsic quadratic function (covariance) and the
adding complication to the constraint set. This is an ongoing work in our lab and
please stay tuned for the future papers if interested.
6.2.2 Other ongoing work
1. Address the event excitation issue in higher dimensional spaces and in
decentralization.
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Recall that the IPA process is event-driven, in order for the algorithm to converge
to an optimal solution, it is essential that initial trajectories (θ0,w0) include a suffi-
cient number of events so that ∇J(θ0,w0) 6= 0. This issue typically arises when an
initial trajectory does not include agent visiting target events. In a higher dimen-
sional space, we can use a potential field approach to guarantee target visits but it
is difficult to determine a good potential function. In decentralized algorithms, it is
also possible to have each agent create an initial estimated potential field, until all
necessary events are excited.
2. Incorporate communication delays in the algorithms we have devel-
oped.
So far we have assumed that all agent communications are without delays, in
particular in the decentralized algorithm when non-local events are communicated
through multiple hops. The presence of delays generally affects the gradient obtained
by IPA. However, asynchronous versions of the decentralized algorithm in Chapter
5 can still guarantee convergence of the solution (to the same local optima) under
certain mild conditions (see (Bertsekas, 1999) and (Zhong and Cassandras, 2010)).
3. Develop richer families of threshold-based controllers.
We proposed in Chapter 4 a parametric controller using target thresholds for
general 2D persistent monitoring problems defined on a graph. The agent transitions
among targets are controlled by these thresholds and the routes between targets are
constrained by the underlying target topology. Optimizing this family of parametric
controls not only indicates the optimal dwell time at each target but also adjusts the
target visiting sequence towards better local optima. In future work, richer families
of threshold-based controllers can be developed by considering multi-step-look-ahead
policies and by identifying structural properties therein which give us insight to the
trade-off between exploitation and exploration in persistent monitoring tasks.
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Appendix A
Mathematical Proofs
A.1 Proof of Proposition 1
Proposition 1: In an optimal trajectory, x1 ≤ s∗j(t) ≤ xM , t ∈ [0, T ], j = 1, . . . , N .
Proof. The costate dynamics are
λ˙i(t) = − ∂H
∂Ri(t)
= −1, λi(T ) = 0 (A.1)
λ˙sj (t) = −
∂H
∂sj (t)
=
M∑
i=1
λi (t)Bi
∂Pi(s(t))
∂sj(t)
, λsj(T ) = 0 (A.2)
We first prove that s∗j(t) ≥ x1 for any agent j. Suppose that s∗j(t0) = x1 and
u∗j(t0) = −1. Assume that agent j reaches a point θ ∈ R at time t1 > t0 where
it switches direction; we will show that θ /∈ [a, x1) using a contradiction argument.
There are two cases to consider:
Case 1 : θ = a. Assuming s∗j(t1) = a, we first show that λ
∗
sj
(t−1 ) = 0 by a
contradiction argument. If λ∗sj(t
−
1 ) 6= 0, recall that u∗j(t−1 ) = −1, therefore λ∗sj(t−1 ) > 0
from (2.10). Since the constraint a − sj(t) ≤ 0 is active, λ∗sj(t) may experience a
discontinuity so that
λ∗sj(t
−
1 ) = λ
∗
sj
(t+1 )− pij (A.3)
where pij ≥ 0 is a scalar multiplier associated with the constraint a − sj(t) ≤ 0. It
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follows that λ∗sj(t
+
1 ) = λ
∗
sj
(t−1 ) + pij > 0. Since the Hamiltonian in (2.7) and the
constraint a− sj(t) ≤ 0 are not explicit functions of time, we have (Bryson and Ho,
1975) H∗(x(t−1 ), λ(t
−
1 ),u(t
−
1 )) = H
∗(x(t+1 ), λ(t
+
1 ),u(t
+
1 )) which, under Assumption 1,
reduces to
λ∗sj(t
−
1 )u
∗
j(t
−
1 ) = λ
∗
sj
(t+1 )u
∗
j(t
+
1 ) (A.4)
Recall that λ∗sj(t
−
1 )u
∗
j(t
−
1 ) < 0. However, u
∗
j(t
+
1 ) ≥ 0 (since the agent switches control),
therefore λ∗sj(t
+
1 )u
∗
j(t
+
1 ) ≥ 0 which violates (A.4). This contradiction implies that
λ∗sj(t
−
1 ) = 0. Recalling (2.4) and (A.2), we get λ˙
∗
sj
(t−1 ) =
∑M
i=1,Ri 6=0 λ
∗
i (t
−
1 )
Bi
rj
∏
d 6=j[1−
pid(s
∗
d(t
−
1 ))]. Under Assumption 1, there exists δ > 0 such that during interval (t1 −
δ, t1), no Ri(t) ≥ 0 becomes active, hence no λ∗i (t) encounters a jump for i = 1, . . . ,M
and it follows from (A.1) that λ∗i (t) > 0. Moreover, pid(s
∗
d(t)) 6= 1 for at least some
d 6= j since we have assumed that M > N . Thus, we have λ˙∗sj(t) > 0, for all
t ∈ (t1−δ, t1). However, since agent j is approaching a, there exists some δ′ < δ, such
that u∗j(t) = −1 for all t ∈ (t1 − δ′, t1), and λ∗sj(t) ≥ 0. Thus for t ∈ (t1 − δ′, t1), we
have λ∗sj(t) ≥ 0 and λ˙∗sj(t) > 0. This contradicts the established fact that λ∗sj(t−1 ) = 0.
We conclude that θ 6= a.
Case 2 : θ ∈ (a, x1). Assuming s∗j(t1) = θ, we still have u∗j(t−1 ) = −1, u∗j(t+1 ) ≥ 0.
Since the Hamiltonian (2.7) is not an explicit function of time, we haveH∗(x(t−1 ), λ(t
−
1 ),
u(t−1 )) = H
∗(x(t+1 ), λ(t
+
1 ),u(t
+
1 )) which leads to (A.4) under Assumption 1. First, we
assume λ∗sj(t
−
1 ) 6= 0. Since u∗j(t−1 ) < 0, we have λ∗sj(t−1 ) > 0 and the left hand side
of (A.4) gives λ∗sj(t
−
1 )u
∗
j(t
−
1 ) < 0. On the other hand, in order to satisfy (A.4), we
must have u∗j(t
+
1 ) > 0 and λ
∗
sj
(t+1 ) < 0. However, if λ
∗
sj
(t−1 ) > 0 and λ
∗
sj
(t+1 ) < 0,
then either λ˙∗sj(t1) < 0 and λ
∗
sj
(t1) = 0, or λ
∗
sj
(t) experiences a discontinuity at t1.
We show that neither condition is feasible. The first one violates our assumption
that λ∗sj(t1) 6= 0, while the second one is not feasible since at t = t1 the constraint
a− sj(t) ≤ 0 is not active. This implies that λ∗sj(t−1 ) = 0. Again, under Assumption
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1, the same argument as in Case 1 can be used to show that λ∗sj(t) ≥ 0 and λ˙∗sj(t) > 0
for all t ∈ (t1 − δ′, t1). This contradicts the established fact that λ∗sj(t−1 ) = 0 and we
conclude that θ /∈ (a, x1).
Combining both cases, we set a = 0 and conclude that θ /∈ [0, x1), which implies
that s∗j(t) ≥ x1. The same line of argument can be used to show that s∗j(t) ≤ xM .
A.2 Proof of Lemma 1
Lemma 1: If |sj(t)− xi| > rj for any i = 1, . . . ,M , then u∗j(t) 6= 0.
Proof. We proceed with a contradiction argument. Suppose that u∗j(t) = 0
for t ∈ [t1, t2] such that |s∗j(t1) − xi| > rj for all i = 1, . . . ,M and that u∗j(t) 6= 0
(without loss of generality, let u∗j(t) = 1) for t > t2 so that |s∗j(t3) − xi| = rj for
some i = 1, . . . ,M and |s∗j(t3 + ∆) − xi| < rj for t3 + ∆ > t3 > t2. In other words,
agent j eventually reaches a target i that it can sense at t = t3. Assume that u
∗
j(t),
t ∈ [t1, t3 + ∆] is replaced by u′j(t) as follows: u′j(t) = 1 for t ∈ [t1, t3 + ∆ + t1 − t2]
and u′j(t) = 0 for t ∈ (t3 + ∆ + t1 − t2, t3 + ∆]. In other words, the agent moves
to reach s′j(t3 + ∆ + t1 − t2) = s∗j(t3 + ∆) and then stops. The two controls are
thereafter identical, as illustrated in Fig. A·1. Then, referring to (2.6) we have∫ t3+∆
t3+∆+t1−t2 R
′
i(t)dt ≤
∫ t3+∆
t3+∆+t1−t2 R
∗
i (t)dt since under u
′
j(t) the agent may decrease
Ri(t) over [t3+∆+t1−t2, t3] whereas under u∗j(t) this is impossible since |s∗j(t)−xi| > rj
over this time interval. Since the cost in (2.6) is the same over [0, t3 +∆+ t1− t2) and
(t3 + ∆, T ], it follows that u
∗
j(t) = 0 when |sj(t)− xi| > rj cannot be optimal unless
u∗j(t) = 0 for all t ∈ [0, T ], i.e., the agent never moves and never senses any target, in
which case the cost under u′j(t) is still no higher than that under u
∗
j(t).
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Figure A·1: An illustration of the control strategies compared in the proof
of Lemma 1. The red bars indicate the segments when the target is within
the agent’s sensing range and the green bars indicate the segments when the
control takes the value 1.
A.3 Proof of Lemma 2
Lemma 2: Let |s∗j(t)− xk| < rj for some j = 1, . . . , N and isolated target k ∈ I. If
λ∗sj(t) = 0, t ∈ [t1, t2], then u∗j(t) = 0.
Proof. The proof is along the same line as Proposition III.3 in (Cassandras et al.,
2013). Assume that λ∗sj(t) = 0 over a singular arc [t1, t2]. Let H
∗ ≡ H(x∗, λ∗,u∗).
Since the Hamiltonian along an optimal trajectory is a constant, recalling (2.7) we
have
dH∗
dt
=
M∑
i=1
[
R˙∗i (t) + λ˙
∗
i (t)R˙
∗
i (t) + λ
∗
i (t)R¨
∗
i (t)
]
+
N∑
j=1
[
λ˙∗sj(t)u
∗
j(t) + λ
∗
sj
(t)u˙∗j(t)
]
= 0
(A.5)
and since from (A.1) λ˙∗i (t) = −1, (A.5) reduces to
dH∗
dt
=
M∑
i=1
λ∗i (t)R¨
∗
i (t) +
N∑
j=1
[
λ˙∗sj(t)u
∗
j(t) + λ
∗
sj
(t)u˙∗j(t)
]
= 0 (A.6)
Define S(t) = {j|λsj(t) = 0, λ˙sj(t) = 0} as the set of agents in singular arcs at t and
S¯(t) as the set of all remaining agents. If j ∈ S(t), then λ˙∗sj(t)u∗j(t) + λ∗sj(t)u˙∗j(t) = 0.
If j ∈ S¯(t), then λ∗sj(t)u˙∗j(t) = 0 since u∗j(t) = ±1 and u˙∗j(t) = 0. Therefore, we
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rewrite (A.6) as
dH∗
dt
=
M∑
i=1
λ∗i (t)R¨
∗
i (t) +
∑
j∈S¯(t)
λ˙∗sj(t)u
∗
j(t) = 0 (A.7)
Recalling (2.5), when Ri(t) 6= 0, we have R˙i = Ai − Bi
(
1 −∏Nn=1 [1 − pij(sj(t))]).
Therefore,
R¨∗i (t) =
d
dt
R˙∗i (t) = −
N∑
j=1
u∗j(t)Bi
∂pij(s
∗
j(t))
∂s∗j
∏
d6=j
[
1− pid(s∗d(t))
]
(A.8)
Moreover, from (A.2), we have
λ˙∗sj(t) =
M∑
i=1,Ri 6=0
λ∗i (t)Bi
∂pij(s
∗
j(t))
∂s∗j
∏
d6=j
[
1− pid(s∗d(t))
]
(A.9)
Combining (A.7)-(A.9), we get
dH∗
dt
= −
M∑
i=1
Ri 6=0
N∑
j=1
u∗j(t)λ
∗
i (t)Bi
∂pij(s
∗
j(t))
∂s∗j
∏
d6=j
[
1− pid(s∗d(t))
]
+
∑
j∈S¯(t)
M∑
i=1
Ri 6=0
u∗j(t)λ
∗
i (t)Bi
∂pij(s
∗
j(t))
∂s∗j
∏
d6=j
[
1− pid(s∗d(t))
]
= −
∑
j∈S(t)
M∑
i=1
Ri 6=0
u∗j(t)λ
∗
i (t)Bi
∂pij(s
∗
j(t))
∂s∗j
∏
d 6=j
[
1− pid(s∗d(t))
]
= 0 (A.10)
Since we have assumed that |s∗j(t)−xk| < rj and k is an isolated target, it follows that
pkj(s
∗
j(t)) 6= 0 and pij(sj(t)) = 0 if i 6= k. Therefore,
∂pkj(s
∗
j (t))
∂s∗j
6= 0 and ∂pij(s∗j (t))
∂s∗j
= 0
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for all i 6= k and (A.10) reduces to
∑
j∈S(t)
u∗j(t)λ
∗
k(t)Bi
∂pkj(s
∗
j(t))
∂s∗j
∏
d 6=j
[
1− pkd(s∗d(t))
]
= 0 (A.11)
Observe that, from (A.1), λi(t) > 0 when Ri(t) 6= 0, t < T . In addition Bi > 0 and∏
d6=j[1− pkd(s∗d(t))] 6= 0. Therefore, to satisfy (A.11) for all t ∈ [t1, t2], we must have
u∗j(t) = 0, for all j ∈ S(t).
A.4 Proof of Proposition 2
Proposition 2: Let |s∗j(t)−xk| < rj for some j = 1, . . . , N and isolated target k ∈ I.
If λ∗sj(t) = 0, t ∈ [t1, t2], and u∗j(t−1 ) = u∗j(t+2 ), then s∗j(t) = xk, t ∈ [t1, t2].
Figure A·2: An illustration of the control strategies compared in the proof
of Proposition 2. The green bars indicate the segments when the control
takes the value 1.
Proof. By Lemma 2, we know that u∗j(t) = 0, t ∈ [t1, t2]. We use a contradiction
argument similar to the one used in Lemma 1 to show that s∗j(t) = xk, t ∈ [t1, t2].
Suppose that u∗j(t
−
1 ) = 1 (without loss of generality) and that s
∗
j(t) = xk −∆ < xk.
Note that at the end of the singular arc u∗j(t
+
2 ) = 1 since u
∗
j(t
−
1 ) = u
∗
j(t
+
2 ). This
implies that s∗j(t2 + ∆) = xk. Assume that u
∗
j(t), t ∈ [t1, t2 + ∆] is replaced by u′j(t)
as follows: u′j(t) = 1 for t ∈ [t1, t1 + ∆] and u′j(t) = 0 for t ∈ (t1 + ∆, t2 + ∆]. In
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other words, the agent moves to reach s′j(t1 + ∆) = s
∗
j(t2 + ∆) = xk and then stops.
The two controls are thereafter identical, see Fig. A·2. Then, referring to (2.6) we
have
∫ t2+∆
t1
R′i(t)dt <
∫ t2+∆
t1
R∗i (t)dt since R˙
∗
i (t) < R˙
′
i(t) due to (2.5) and the fact that
pkj(sj(t)) is monotonically decreasing in |sj(t) − xk|. Since the cost in (2.6) is the
same over [0, t1) and (t2 + ∆, T ], it follows that s
∗
j(t) = xk − ∆ cannot be optimal.
The same argument holds for any ∆ > 0, leading to the conclusion that s∗j(t) = xk,
t ∈ [t1, t2]. A similar argument also applies to the case s∗j(t) = xk + ∆ > xk.
A.5 Proof of Lemma 4
Lemma 4: Let t ∈ [t1, t2] such that i 6∈ Tj(t). Then,
1. If Ri(t) > 0 for all t ∈ [t1, t2], then
∇jRi(t) = ∇jRi(t+1 ) (A.12)
2. If there exists an event ρ0i at τ ∈ (t1, t2), then
∇jRi(t) =

∇jRi(t+1 ) t ∈ [t1, τ)
0 t ∈ [τ, t2]
(A.13)
Proof: By the definition of Tj(t), when i 6∈ Tj(t) we have ‖sj(t) − xi‖ > rj and
∂pij(sj(t))
∂sj
= 0 for all t ∈ [t1, t2]. If Ri(t) > 0 for all t ∈ [t1, t2], it follows directly
from (5.12) that ∇jRi(t) = ∇jRi(t+1 ). Otherwise, there exists an event ρ0i at time
τ ∈ (t1, t2) which results in Ri(τ) = 0. The previous argument applies to (t1, τ) giving
∇jRi(t) = ∇jRi(t+1 ) for t ∈ [t1, τ). According to (B.1), event ρ0i resets the gradient
to ∇jRi(τ) = 0. Subsequently, over [τ, t2], regardless of which of the cases in (5.12)
applies, it holds that ∇jRi(t) = 0. 
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A.6 Proof of Lemma 5
Lemma 5: A sufficient event set to evaluate ∇jJ(θ,w) is Ij(t) ∪ {ρ0i : i 6∈ Tj(t)}.
Proof: Let τk be any event time when Tj(τk) is altered, i.e., a new target is added
to the target neighborhood of agent j or one is removed from it. From Lemma 4,
if i 6∈ Tj(t), then either ∇jRi(t) = ∇jRi(τk) and remains constant at this value or
∇jRi(t) = 0, depending on whether an event ρ0i takes place. It follows from (??) that
the objective function gradient can be rewritten as
∇jJ(θ,w) =
K∑
k=0
M∑
i=1
τk+1∫
τk
∇jRi(t)dt
=
K∑
k=0
( ∑
i 6∈Tj(τk)
∇jRi(τk)(τk+1 − τk) +
∑
i∈Tj(τk)
τk+1∫
τk
∇jRi(t)dt
)
(A.14)
The value of ∇jRi(τk) in the first term of (A.14) depends on {ρ0i : i 6∈ Tj(t)} which
is a subset of events non-local to agent j. The second term of (A.14) depends only
on the local information set events Ij(t) since target i ∈ Tj(t) is local to agent j.
Therefore, Ij(t) ∪ {ρ0i : i 6∈ Tj(t)} is a sufficient event set to evaluate ∇jJ(θ,w). 
A.7 Proof of Corollary 1
Corollary 1 ∇jRi(t) is independent of events ρ+i for i 6∈ Tj(t).
Proof: Note that the ρ+i event can only occur after a ρ
0
i event. The proof is self-
evident following Lemma 4. We have ∇jRi(t) = 0 for t > τ until target i joins the
target neighborhood of agent j. Therefore, any non-local ρ+i event that may occur
cannot affect ∇jRi(t). 
Appendix B
IPA derivation
In between each two consecutive events, ∇Ri(t) evolves according to (2.18) and (2.19),
but at the event times it may experience discontinuities as captured by the boundary
condition (2.15) with τ ′k evaluated through (2.16).
First, let us consider the events that cause switches in R˙i(t) in (2.5) at time τk.
For these events, the dynamics of sj(t) are continuous so that ∇sj(τ−k ) = ∇sj(τ+k ).
For target i,
∇Ri(τ+k ) =

∇Ri(τ−k ) if Ri(τk) 6= 0
0 if Ri(τk) = 0
(B.1)
Notice that ∇Ri(t) is reset to zero when Ri(t) reaches zero at event time τk regardless
of the value ∇Ri(τ−k ), otherwise ∇Ri(t) evolves continuously in t.
Second, let us consider events that cause switches in s˙j(t) in (2.1) at time τk. For
these events, the dynamics of Ri(t) are continuous so that ∇Ri(τ−k ) = ∇Ri(τ+k ). In
order to evaluate (2.18) and (2.19), we need
∂sj(τ
+
k )
∂θj
and
∂sj(τ
+
k )
∂ωj
. Clearly, these cannot
be affected by future events and we only have to consider the prior and current control
switches from l = 1, 2..., ξ. Let θjξ and ωjξ be the current switching point and dwelling
time. Again, applying (2.14), (2.15), (2.16) to (2.1), we have
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Case 1 : uj(τ
−
k ) = ±1, uj(τ+k ) = 0
∂sj
∂θjl
(τ+k ) =

1 if l = ξ
0 if l < ξ
(B.2)
∂sj
∂ωjl
(τ+k ) = 0 for all l ≤ ξ (B.3)
Case 2 : uj(τ
−
k ) = 0, uj(τ
+
k ) = ±1
∂sj
∂θjl
(τ+k ) =

∂sj
∂θjl
(τ−k )− uj(τ+k )sgn
(
θjξ − θj(ξ−1)
)
if l = ξ
∂sj
∂θjl
(τ−k )− uj(τ+k )
[
sgn(θjl − θj(l−1))− sgn(θj(l+1) − θjl)
]
if l < ξ
(B.4)
∂sj
∂ωjl
(τ+k ) = −uj(τ+k ) for all l ≤ ξ (B.5)
Case 3 : uj(τ
−
k ) = ±1, uj(τ+k ) = ∓1
∂sj
∂θjl
(τ+k ) =

2 if l = ξ
− ∂sj
∂θjl
(τ−k ) if l < ξ
(B.6)
These derivations are similar to the derivations in (Cassandras et al., 2013) and
can be found in the Appendix therein. An important difference arises in Case 2 above,
where τk = |θj1− a|+ ωj1 + ...+ |θjξ − θj(ξ−1)|+ ωjξ. We eliminate the constraints on
the switching location that θjξ ≤ θj(ξ−1) if ξ is even and θjξ ≥ θj(ξ−1) if ξ is odd.
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