Abstract. In modeling biological and ecological processes from data, it is essential to deal with data selection bias properly in order to obtain reliable and reasonable predictions. To incorporate the mechanism of selection bias into a statistical analysis, a propensity score (PS) is widely employed as an inverse probability weight in order to obtain a consistent estimation of a binary response variable of interest. However, the estimation performance often becomes unstable due to the mis-estimation of the PS. In order to obtain a consistent estimation as well as to stabilize the estimation performance, we propose a new regression model that incorporates the PS as an explanatory variable. Moreover, we show that the proposed model has a the property of double robustness, which enables us to obtain a consistent estimation of the response without suffering from selection bias if either the PS model or the proposed model is correctly specified. The robust bias correction model also accommodates heterogeneity of data distributions based on an asymmetric logistic model, which in turn improves model fitting and prediction accuracy. The PS in our regression model enables us to estimate consistently the global fish stock status even if the information of the stock status available is biased.
INTRODUCTION
Predictive modeling is a key component in ecological studies. Such schemes are applied to predictions of the environmental requirements and geographic distributions of species (Phillips et al. 2006) , future population abundances (Ferguson and Ponciano 2014) , global biodiversity status (Butchart et al. 2010) , and fishery resources (Worm et al. 2009 ). Studies using predictive modeling usually consist of two steps. In the first step, a causal relationship between a response variable of interest and potential explanatory variables is determined by various statistical methods commonly used in regression analyses. The second step involves extrapolation of the causal relationship to another region (usually in wider spatial and/or temporal ranges) in which the response variable is not observed. The rapid development of large-database science and remote sensing techniques for measuring environmental variables in wider spatial and/or temporal ranges has enhanced studies using predictive modeling in ecology (Phillips et al. 2006) .
However, ecological and biological data are usually less available than environmental data; moreover, the former data are often sampled with bias. For example, on a global scale, although species richness is greatest in the tropics, the richness of biodiversity data is skewed toward the poles (Collen et al. 2008) . Geographical biases also occur: For example, protected areas, temperate deciduous woodlands, and wealthy countries are overrepresented (Martin et al. 2012 ). In the context of marine ecosystems, the activities of fisheries around the world and their landing statistics have been compiled by Food and Agriculture Organization of the United Nations FAO data (1999) , where the stock status (collapse or noncollapse) is missing. On the other hand, only a subset of world fisheries, mainly in developed countries with well-managed fisheries, is assessed and used for the purpose of estimating stock status and prediction of the current and future status of global fisheries (Worm et al. 2009 , Costello et al. 2012 , Ricard et al. 2012 . The most prominent database of global fishery stock assessments is the RAM Legacy database (RAM data; Ricard et al. 2012) , and it has the information on status of diverse fisheries stocks.
One method for tackling the problem of selection bias is to employ the propensity score (PS; Rosenbaum and Rubin 1983) . This idea has been widely applied in clinical and econometric studies and more recently has been incorporated in some ecological studies. In particular, the PS has been used to evaluate the effects of recovery planning on the status of threatened species (Bottrill et al. 2011) , catch share on fisheries assessment (Costello et al. 2008) , and intensive agricultural land cover on stream habitats (Yuan 2010) . In these studies, the PS was primarily used to stratify the data (PS-based stratification) in order to eliminate confounding factors, or to match the data (PS matching) to compare without bias the difference in some ecological parameter(s) between two groups of interest.
Here, we introduce another property of the PS, double robustness (DR; Tsiatis 2010), which allows us to make an unbiased prediction asymptotically if either the PS model or the prediction model for a response variable of interest is correctly specified. The advantage of DR is twofold. First, the mechanism of unbalanced sampling can be incorporated into the prediction model as the inverse of PS, leading to the unbiased prediction of the ecological characteristic of interest. Second, DR can use data with missing observations of the response variable of interest, as well as completely observed data. Because the PS model in our data analysis has a large sample size and is likely to have simpler mechanism than the prediction model for the response variable because the latter often needs to model a more complicated ecological process, the resultant prediction is stabilized (Vansteelandt et al. 2010) .
In this context, we propose a DR asymmetric logistic regression model (DRAL) using the PS, which is an extension of DR estimation in the logistic regression model (Bang and Robins 2005) . Here, the prediction model is to predict the stock status (collapse or non-collapse); the PS model is to allow for the selection bias (or missing mechanism) between the RAM and FAO datasets. By employing the information in the FAO data using the PS model, this method enables us to estimate the global stock status even if the stock status in the RAM data is biased and not globally representative. Although the basic idea of DR is widely appreciated in clinical and econometric studies (Rosenbaum and Rubin 1983, Heckman et al. 2006) , this is the first application of DR estimation based on the PS to the ecological sciences. We showed that the resultant estimations and conclusions are strongly influenced by the effect of the PS, indicating that the PS model is useful for obtaining a more accurate prediction than singleoutcome regression. All code and datasets have been compiled in a statistical software R package named DRAL (Data S1), which can be used to reproduce the results of simulation studies as well as analysis of real data.
MATERIALS AND METHODS

Data description
In this case study, the response variable of interest is the global status of fish stock abundance. The stock status is represented as a binary variable, "collapse (unsustainable)" (y = 1) or "noncollapse (sustainable)" (y = 0). "Collapse" stocks are defined as those for which the total abundance (biomass) is 1/5 or less of the total biomass required to achieve maximum sustainable yield, according to the definition established in previous studies (Worm et al. 2009 , Costello et al. 2012 , Thorson et al. 2012 , Komori et al. 2016 . The global dataset consisting only of explanatory variables is the landing statistics compiled by the Food and Agriculture Organization of the United Nations FAO data (1999) . The dataset with the class label of "collapse" or "non-collapse" is the RAM Legacy Stock Assessment Database (RAM data; Ricard et al. 2012) .
The potential explanatory variables are time series of catch (C), trophic level (TL), maximum length of stock (Lmax), calendar year (Year), fishing region (Region), and fish category (Group). The fishing regions are summarized into four data-rich regions (NW Atlantic, NE Atlantic, NE Pacific, and SW Pacific) and other regions, by analogy to Thorson et al. (2012) and Komori et al. (2016) . A binary indicator is used for fish category to indicate whether a given fish is demersal, where G = 1 for demersal and G = 0 for non-demersal; this information is useful in modeling stock abundance (Costello et al. 2012 , Komori et al. 2016 ). The raw catch data are preprocessed as a 3-yr moving average to smooth the annual trends. Relative catch (RC), which is the catch divided by the maximum value of catch recorded in the past, is calculated to reduce variation in catch. To stabilize the statistical procedure, all variables except for the binary indicator (Group) are standardized to have mean = 0 and standard deviation = 1.
Propensity score
Let x i be a vector of explanatory variables and y i be a binary response variable to be estimated, where i = 1, . . ., n. Some of y i are now missing, so we introduce an indicator variable D i that takes a value of 1 when y i is actually observed and 0 when y i is missing. For the dataset {(x i , y i , D i ), i = 1, . . ., n}, we consider a PS, p(x i ; a, j), defined as a probability:
where a is a coefficient of x i and j (≥1) is a parameter of a modified logistic regression model. Hence, the PS models the missing mechanism of y i by comparing the RAM and FAO datasets. That is, this model reflects the difference between a dataset in which y i is actually observed and one in which y i is missing. In our analysis, D i = 1 indicates that stock i belongs to the RAM data (biomass is available); D i = 0 indicates that it belongs to the FAO data (biomass is missing); and n is the total sample size of the RAM and the FAO data. The parameter j represents the extent to which the FAO data are heterogeneous, in that the distribution of the FAO data is partially mixed with that of the RAM data (Appendix S1: A). This assumes that some stocks in the RAM data could also be recorded in the FAO data because they are collected globally by an international organization (FAO) . Note that this model is reduced to the usual logistic regression model when j = 1.
Double robust asymmetric logistic regression model
In previous studies (Costello et al. 2012 , Thorson et al. 2012 , Komori et al. 2016 ), prediction models for abundance of marine stocks (collapse probability in our case) were constructed using only the RAM data. This means that the information in the FAO data, which are collected globally and can be regarded as better reflecting global stock abundance, is not properly taken into account in the construction of the prediction model, resulting in a high probability that the estimated abundance will be unreliable. To address this problem, we employ the DR estimation for collapse probability based on the PS. Here, DR means that the model can perform the estimation consistently (without bias asymptotically) when either the PS model or the model for the prediction of collapse probability is correctly specified. Because of the frequency (indeed, near inevitability) of model mis-specification, the property of double robustness is highly desirable (Bang and Robins 2005) .
The conventional model by Thorson et al. (2015) and Komori et al. (2016) is constructed using the subsample for which the stock status collapse (y i = 1) or non-collapse (y i = 0) is actually observed. Recall that y i is missing if D i = 0. In fact, the model is a logistic regression model as
where information about whether D i = 0 or D i = 1 is not included in the model. On the other hand, we consider a model allowing for the information by incorporating the estimate of PS pðx i ;â;ĵÞ as follows:
which is regarded as a calibrated prediction model for the status of stock y i . Hence, our model involves a two-step estimation procedure. First, we estimate the PS model based on a and j using the whole dataset in Eq. 1. Then, the estimates are plugged into Eq. 2 to obtain the calibrated model. When the parameter / = 0, the model becomes the asymmetric logistic regression model (AL). When the parameter k = 0, it becomes the DR logistic regression model (DRL) in Bang and Robins (2005) . Hence, we refer to the model in Eq. 2 as a DRAL. The DRAL incorporates the property of AL, which allows for asymmetry in probability distributions of the data, as well as the property of DRL, which enables unbiased estimation asymptotically based on the PS. The model in Eq. 2 is derived by modifying the formulation of DRL (Bang and Robins 2005, Tsiatis 2010 ) in the setting of AL.
Estimation of parameters and global collapse probability
To estimate the parameters of the PS in Eq. 1 and the DRAL in Eq. 2, we consider the marginal likelihoods to be maximized as in Thorson et al. (2012) and Komori et al. (2016) . The estimation procedure has two steps. First, we estimateâ and j for PS. Then, we plug the estimator pĵðx;âÞ into the DRAL to obtainb,k, and/. In practice, the Laplace approximations are applied to estimate the parameters of fixed and random effects using the lme4 package in the statistical software R (Appendix S1: B).
One simple application of the PS for the purpose of obtaining an unbiased estimation is to use the inverse-probability-weighted (IPW) estimation, defined aŝ
where we define y i D i = 0 when y i is missing (D i = 0). However, this estimator becomes unstable when pðx i ;â;ĵÞ has an extremely small value, which is often the case in practice.
On the other hand, the DR estimator by DRAL in Eq. 2 has the following simple form:
wherePðy i ¼ 1jD i ¼ 1; x i Þ are given by plugginĝ b,k, and/ into P(y i = 1|D i = 1, x i ). This estimator is stable even when pðx i ;â;ĵÞ has an extremely small value because the coefficient / and the linear predictor b ⊤ x i adjust the effect. In addition, we can show that Eq. 3 is equivalent to the general form of the DR estimation model (Tsiatis 2010) . (See Appendix S1: C for the derivation.) Hence, if either the PS model P(D = 1|x) or the prediction model P (y = 1|D = 1, x) is correctly specified, then the consistent estimator can be obtained under an assumption of missing at random (MAR), which means that $y$ and $\Delta$ are independent given $x$. Moreover, we can observe the direct effect of the PS on the estimation of y because it is embedded in the linear predictor of P(y = 1|D = 1, x); moreover, whether the effect is positive or negative can be determined by the sign of the coefficient /. In the real data analysis, the resultant l DRAL is slightly adjusted because the RAM data can be considered as a subset of the FAO data (Appendix S1: D). Variable selection is conducted by the Akaike information criterion (AIC; Akaike 1973) for both the prediction and PS models.
Estimation of annual trend by synthetic data
We now compare the performance of DRAL with AL and IPW using the variables in RAM and FAO data from 1980 to 2011. The underlying parameters p ij , p ij , and l j for the PS model, the prediction model, and the collapse probability are determined as in Table 1 , where i = 1, . . ., n j and j = 1980, . . ., 2011, with sample size of n j for year j. The response random variables D ij and y ij are generated according to the Bernoulli distributions of parameters p ij and p ij , respectively. In this setting, we assume that the PS model is reliable because it is likely to have a simpler mechanism than that for prediction of the response variable y ij . On the contrary, AL is mis-specified because it does not include the true explanatory variables of Lmax and TL. Hence, we consider a situation in which only the model for y ij is mis-specified in the estimation of parameters. The collapse probabilities are estimated for the three models as shown ❖ www.esajournals.orgin Table 1 . This procedure is repeated 100 times to evaluate the average performance of each method.
RESULTS
Simulation studies
The estimations of DRAL and IPW are consistent with the true annual trend as a whole, whereas AL fails to capture this trend (Fig. 1 ). The figure also shows the characteristics of the unstable estimation by IPW. This is mainly because the estimated PS is involved in the denominator of IPW, and the overestimation or underestimation directly affects the accuracy of estimation of collapse probability l j . In DRAL, on the other hand, the coefficient / and other variables RC, Group, and Year alleviate the instability of the PS, still capturing the effect appropriately.
Fishery data analysis
Propensity score model.-The resultant linear predictorâ > x i of the PS model in Eq. 1 is estimated as
where F denotes fishing regions as {NW Atlantic, NE Atlantic, NE Pacific, SW Pacific, Others}; I (Region i = a is an indicator function that equals 1 if stock i is in region a and 0 otherwise. The details of estimates of fixed effects (â f ) and random effects (â r ) are described in Appendix S1: Tables S1, S2. The variable Group is used for the slope of random effects because we found that it improves the model fitting better than any other variable. Recent stocks have not yet been fully recorded in the database, making the sample sizes of the RAM data smaller for more recent years. Therefore, the Year term is omitted in the model to avoid detecting an artificial yearly trend. The most influential term turns out to be Group, which has the largest positive coefficient value (2.38), indicating that demersal fish are likely to be included in the RAM data. The variables RC, Lmax, and TL have small positive impacts on D = 1. The resultant values of PS are larger for demersal than for non-demersal fish, especially for stocks in the NE Pacific (Appendix S1: Fig. S1 ). The resultant value of j (ĵ ¼ 1:5) in the model indicates the heterogeneity of the probability distribution of the FAO data (Appendix S1: A).
Double robust estimation.-The resultant linear predictorb > x i of DRAL in Eq. 2 is estimated as
where/ ¼ 0:046, pðx;â;ĵÞ À1 is included as the default because of the DR property, and TL is excluded based on AIC. Here, RC is used for the slope of random effects because it is informative for prediction of the collapse probabilities (Thorson et al. 2012 , Komori et al. 2016 . The details of estimator fixed effects (b f ) and random effects (b r ) of AL and DRAL are shown in Appendix S1: Tables S3, S4. For the AL model, all variables except for Group are included based on AIC, resulting in model fitting with AIC = 2478. An improvement of model fitting for DRAL is observed, with AIC = 2444. This is mainly because pðx;â;ĵÞ À1 is included in the model, which represents the difference of the RAM and FAO data (selection bias regarding assessed or unassessed stocks). The positive coefficient value (0.046) means that stocks in the FAO data (likely to have small values of pðx;â;ĵÞ) have high probabilities of collapse compared with those in the RAM data. This result reflects the fact that unassessed fisheries are in substantially worse condition than assessed fisheries (Costello et al. 2012) . The signs of the estimated coefficients are consistent across methods when the variables are included by AIC in both models. The negative coefficient of RC indicates that a large amount of catch decreases the collapse probabilities, whereas the positive coefficient of Lmax has the opposite effect. The effect of Group becomes more evident in DRAL, suggesting that demersal fish are more likely to be categorized as collapsed in our model. Based on these findings, we predict global collapse probabilities by taking the average of Pðy i ¼ 1jD i ¼ 1; x i Þ based on the RAM and FAO data for each observation year. We then make plots for DRAL, AL, and IPW to illustrate the annual trends of the estimation (Fig. 2) . The pointwise 95% confidence intervals (shown in gray) are calculated by Monte Carlo simulation, where binomial random variables with the success probability being the average ofPðy i ¼ 1jD i ¼ 1; x i Þ and the number of trials being the sample size at each year are generated (Thorson et al. 2012 , Komori et al. 2016 . The trend plot of AL is estimated to be in the range 5-7%, comparable to the results of Komori et al. (2016; 5-8%) and Thorson et al. (2012; 4-6%) . According to DRAL, on the other hand, global collapse probabilities are estimated to be higher (7-9%), comparable to the results of Branch et al. (2011; 7-13%) .
We also drew trend plots for the four data-rich regions, as well as other regions (Appendix S1: Fig. S2 ). In the NW Atlantic, NE Atlantic, NE Pacific, and SW Pacific, the trend plots of AL and DRAL exhibit similar tendencies: Specifically, they gradually decrease in recent years in the NW Atlantic, increase in the NE Atlantic, and remain stationary in the NE Pacific and SW Pacific. A distinct difference is observed in other regions, for which the estimated collapse probabilities of DRAL are around 5% in all observed years. On the other hand, according to AL, these values are estimated to be around 1%. This is mainly due to the effect of pðx;â;ĵÞ in DRAL, which, as mentioned above, increases the estimated collapse probabilities of stocks when it has a small value. Thus, AL is clearly subject to underestimation of collapse probabilities in other regions because it does not account for information from the FAO data in the model construction. This biased estimation is derived from the fact that a large number of stocks in the FAO data belong to other regions, as shown in Appendix S1: Fig. S1 .
DISCUSSION
The temporal and spatial trends of marine stock status exhibit clear differences between assessed (RAM) and unassessed (FAO) stocks because more fishing efforts are put into the unassessed fisheries (Anderson et al. 2011) . The worsening condition of unassessed stocks has been reported previously (Costello et al. 2012 ). However, statistical models to allow for this difference have not yet been considered, and to date, only assessed data have been used for model construction (Costello et al. 2012 , Thorson et al. 2012 , Komori et al. 2016 , suggesting that the resultant models are very likely to lead to biased and unreliable conclusions. Hence, we propose the DRAL model to incorporate this difference as a form of PS into the prediction model for marine stock status. In addition, we found that the effect of the difference is evident in the estimation of global stock status. Moreover, due to the property of double robustness of DRAL, this approach allows us to obtain a more reliable estimation of collapse probabilities, as discussed in the main text.
In particular, the PS model in our analysis of the RAM and FAO data could be highly reliable in terms of estimation accuracy, due to the large sample size of the FAO data (n FAO = 57,632) in combination with the RAM data (n RAM = 7352) from 1980 to 2013. Actually, we have small standard deviation of the estimated parameters for the PS model as well as the prediction model. Furthermore, we assume that the missing mechanism causing the difference of the two datasets is much simpler than the one that distinguishes between collapsed and non-collapsed stocks; in the latter case, the detailed information regarding biological relations or interactions between multiple species (not available on the global scale in reality) would be employed. Thus, even if the calibrated model in DRAL is less accurate or misspecified due to unobserved factors u ij , as in the simulation study, it is likely that the PS would allow us to obtain asymptotically unbiased estimation results because of the property of DR. In the mis-specified case, the estimated coefficients in Eq. 4 could be interpreted as partial and approximate effects on the collapse probabilities, which also play a role in adjusting the effect of PS to improve the model fitting of DRAL.
To achieve DR estimation, the assumption of MAR must be satisfied, that is, y ?
? Djx (y and D are independent given x). This means that the missing mechanism (D = 0 or D = 1) may depend on the observed data, but not on the unobserved data (Schafer and Graham 2002) . However, the MAR assumption cannot be formally evaluated because knowledge of the missing values is needed (Faris et al. 2002) . One feasible approach is to check the model fitting of the PS (Seaman and White 2011) because good model fitting would suggest that the missing mechanism is not affected by other unobserved variables. In this sense, the area under the ROC curve (AUC), that is, the c-statistic, is often measured to evaluate model fitting and prediction accuracy (Wang et al. 2005) . In our analysis of the RAM and FAO data, the AUC in the PS model turned out to be 0.820, which is regarded as good enough in practice (Swets 1988) .
Our study reveals interesting and useful properties of DR estimation based on PS, which has not yet been widely applied in ecology, in both simulations and real data analysis. Our findings reveal that the PS plays a crucial role in addressing the problem of selection bias or missing data, enabling us to obtain a more reliable prediction in the sense of robustness to model mis-specification. This property is desirable in practice because model mis-specification often occurs in real data analysis due to unmeasured confounding variables and complex missing mechanisms. Hence, model construction that allows for selection bias or integration of missing mechanisms is highly recommended.
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