Current limitations in electronic structure methods are discussed from the perspective of their potential to contribute to inherent uncertainties in predictions of molecular properties, with an emphasis on atomization energies ͑or heats of formation͒. The practical difficulties arising from attempts to achieve high accuracy are illustrated via two case studies: the carbon dimer ͑C 2 ͒ and the hydroperoxyl radical ͑HO 2 ͒. While the HO 2 wave function is dominated by a single configuration, the carbon dimer involves considerable multiconfigurational character. In addition to these two molecules, statistical results will be presented for a much larger sample of molecules drawn from the Computational Results Database. The goal of this analysis will be to determine if a combination of coupled cluster theory with large 1-particle basis sets and careful incorporation of several computationally expensive smaller corrections can yield uniform agreement with experiment to better than "chemical accuracy" ͑±1 kcal/ mol͒. In the case of HO 2 , the best current theoretical estimate of the zero-point-inclusive, spin-orbit corrected atomization energy ͑⌺D 0 = 166.0± 0.3 kcal/ mol͒ and the most recent Active Thermochemical Table ͑ATcT͒ value ͑165.97± 0.06 kcal/ mol͒ are in excellent agreement. For C 2 the agreement is only slightly poorer, with theory ͑D 0 = 143.7± 0.3 kcal/ mol͒ almost encompassing the most recent ATcT value ͑144.03± 0.13 kcal/ mol͒. For a larger collection of 68 molecules, a mean absolute deviation of 0.3 kcal/ mol was found. The same high level of theory that produces good agreement for atomization energies also appears capable of predicting bond lengths to an accuracy of ±0.001 Å.
I. INTRODUCTION
Coupled cluster theory has proven to be one of the most widely applicable and consistently reliable tools for the accurate prediction of spectroscopic and thermochemical properties. Examples of such properties include molecular structures, harmonic and anharmonic vibrational frequencies, excitation energies, and heats of formation ͑atomization energies͒, but may also include a wide assortment of other, less commonly selected properties. In most cases, accurate reproduction of high quality experimental data and equally accurate predictions requires the inclusion of electronic excitation levels up to triples. Extensive benchmarking has demonstrated that a single-step, quasiperturbative incorporation of "connected" triple excitations, corresponding to the CCSD͑T͒ method, often yields values in fortuitously close agreement with those obtained from more expensive methods.
Among the various categories of properties that have been the object of theoretical interest over the past several decades, atomization energies have arguably proven to be the most challenging. Relatively low-level, frozen core ͑FC͒ coupled cluster calculations with a small augmented valence double zeta quality basis set exhibit a mean absolute deviation, MAD , with respect to experiment of almost 40 kcal/ mol ͑259 comparisons͒. The analysis was performed with the Computational Results Database ͑CRDB͒, which contains approximately 90 000 experimental and theoretical entries covering nearly 300 molecules.
1 Errors of this magnitude render the method essentially useless for practical applications. By way of comparison, bond lengths predicted at the same level of theory exhibit an MAD of ϳ0.02 Å ͑409 comparisons͒. For polyatomic molecules, the typical experimental uncertainty in equilibrium bond lengths is on the order of 0.01 Å. Thus, even this modest level of theory appears almost capable of experimental accuracy for bond lengths, in contrast to its very poor showing for atomization energies. An often-quoted target in computational thermochemistry is the attainment of "chemical accuracy," a term conventionally associated with errors of ±1 kcal/ mol ͑4.184 kJ/ mol͒ or less, when measured with respect to high quality experimental results. This term is commonly found in studies of small molecules where high accuracy is a primary goal and the number of chemical compounds is necessarily limited due to the computationally intensive nature of the methods. The long-term objective, which is frequently unstated, is the desire to find methods capable of chemical accuracy in thermochemical properties for as wide an assortment of chemical systems as possible. This includes molecules that would be judged "large" by present standards, as well as those with special difficulties due to the multiconfigurational nature of their electronic states. The objective of the present work is to further probe the inherent limitations a͒ Electronic mail: dfeller@owt.com b͒ Author to whom correspondence should be addressed. Electronic mail: kipeters@wsu.edu of a composite coupled cluster theory approach developed over the past decade in collaboration with Dixon and co-workers. [2] [3] [4] [5] This general approach has been applied to more than 400 chemical systems. [2] [3] [4] [5] [6] We wish to determine the extent to which our approach is capable of ͑1͒ estimating results close to the relativistic one-particle and n-particle limits and ͑2͒ meeting or exceeding the standard of chemical accuracy. Initially, our discussion will focus on an in-depth examination of two prototypical small molecules. They were chosen because of the availability of reliable experimental data and because one is Hartree-Fock dominant and the other is not. The discussion then shifts to a statistical analysis of a much larger collection of molecules. This analysis should prove useful in calibrating the current state of the art in electronic structure methods. As improvements in theoretical and experimental techniques continue to push the limits of accuracy, it is helpful to periodically reassess our understanding of the limitations of each approach. We have recently examined the leading sources of error in coupled cluster theory calculations of total energies, bond lengths, harmonic frequencies, and atomization energies for first and second row atoms and small molecules. 7 The basic approach incorporates techniques similar to those used by other research groups. [8] [9] [10] [11] However, while it shares some common components with other approaches, it differs from them in one key aspect. Rather than rely on a rigidly defined, static recipe or "model chemistry," involving fixed method/ basis set combinations, we prefer to retain the flexibility to adjust the approach to reflect the accuracy requirements, size and composition of the chemical system under study. For example, we might apply the diagonal Born-Oppenheimer correction ͑DBOC͒ in high accuracy studies of light systems such as the H-OH bond dissociation energy, 4 but ignore it in a study of BrCl. 12 Similarly, for heavy systems such as BrCl we might include a second order spin-orbit correction that would be completely negligible for lighter molecules. The common goal in all of our studies is to systematically reduce, to the extent possible, all significant sources of error contributing to the uncertainty in predicted properties. Adoption of a model chemistry approach almost inevitably leads to a proliferation of variants in order to meet the sometimes disparate needs of increased accuracy and larger systems. Consequently, the computational chemistry community has witnessed the introduction of G1, 13 G2, 14 and G3 ͑Ref. 15͒ model chemistries, as well as a large number of variants. 16 Other families of model chemistries include W1, W2,
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W3, 10 and W4, 18 as well as HEAT, 8 HEAT345-͑Q͒, HEAT345-Q, HEAT345-Q͑P͒, and HEAT345-QP. 9 In addition, there are the multiple complete basis set ͑CBS͒ model chemistries of Petersson and co-workers. 19 Most of the present discussion is focused on two prototypical small molecules, C 2 ͑ 1 ͚ g + ͒, the carbon dimer, and HO 2 ͑ 2 AЉ͒, the hydroperoxyl radical. These molecules were chosen as representative of a range of systems, spanning those that are dominated by the Hartree-Fock component of their wave functions, as is the case for HO 2 , or possessing a significant multiconfigurational component, as is the case for C 2 . Their wave functions are approximately given by .94͑1aЈ  2 2aЈ  2 3aЈ  2 4aЈ  2 5aЈ  2 6aЈ  2 1aЉ  2 7aЈ  2 2aЉ 1 ͒,
respectively. In the coupled cluster realm, Lee et al. have proposed the T 1 diagnostic as a predictor of the quality of CCSD results. 20 The T 1 values for HO 2 and C 2 are 0.037 and 0.039, respectively. An alternate but related diagnostic, known as D 1 , has been suggested by Janssen and Nielsen. 21 In their study of bond lengths and harmonic frequencies for 29 small molecules, C 2 was reported to have the single largest D 1 diagnostic, although interestingly not the largest errors. Nonetheless, we anticipate that C 2 will present a challenge for CCSD͑T͒, as it is nominally a single reference method. The D 1 value of HO 2 = 0.126 and of C 2 = 0.087.
Previous findings suggest that the fraction of correlation energy recovered by CCSD͑T͒ is sufficiently large to partially compensate for its single reference nature. 3 In a growing number of comparisons with less approximate methods, CCSD͑T͒ has been found to often outperform coupled cluster theory with iterative triples, CCSDT. 22, 23 Consequently, it has been adopted as the method of choice for most high accuracy computational studies, especially for molecules in ground or low-lying excited states. Although CCSD͑T͒ is strictly a ground state method, excited states of different symmetries can be treated and the equation of motion CCSD formalism makes other states accessible. Multiple reports in the literature claim theoretical uncertainties as small as 0.2-0.5 kcal/ mol for enthalpies of reaction and heats of formation based on the CCSD͑T͒ or CCSDT methods. 11, 24, 25 By incorporating higher level correlation corrections, uncertainties as small as 0.1 kcal/ mol have been reported for molecules such as HO 2 . 26 In the first HEAT paper, an MAD of 0.09 kcal/ mol was reported for 11 comparisons with high accuracy experimental measurements. 8 The second HEAT paper, which included several refinements on the original approach, listed an MAD of 0.06 kcal/ mol for 18 small molecules. 9 Schuurman et al. 11 reported uncertainties of ±0.2 kcal/ mol for heats of formation of NCO and its isomers by including limited CCSDT corrections. The W4 approach of Karton et al. also seeks sub-kJ/mol accuracy by including a higher level correlation correction.
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II. APPROACH
Conceptually, we are attempting to approximate the results of all-electron, full configuration interaction ͑FCI͒ wave functions expanded in an effectively CBS, using a relativistic Hamiltonian for the system of interest. Despite the development of massively parallel computers consisting of thousands of processors, FCI remains so computationally intensive that it continues to be a niche method. Even for a simple diatomic, such as C 2 , FCI calculations are limited to relatively small basis sets and the frozen core approximation. Consequently, out of necessity a much more efficient, composite approach has been developed, which replaces a single, intractable calculation with a series of smaller calculations and extrapolations that are designed to minimize individual contributions to the overall error. The use of smaller component calculations permits a degree of fine-tuning in our approach to match the needs of the problem at hand that would be impossible with a single calculation.
The largest source of error in most ab initio calculations is the truncation of the one-particle basis set expansion, followed closely by the truncation of the n-particle expansion. In the present work, one-particle basis sets for C 2 and HO 2 were taken from the correlation consistent family of basis sets. CCSD͑T͒͑FC͒ energies, geometries and harmonic frequencies were evaluated with the diffuse function augmented sets, aug-cc-pVnZ, n =D, T, Q, 5, 6, and 7.
27,28 Spectroscopic properties for C 2 were obtained from a sixth degree Dunham fit of the potential energy curve. 29 The largest basis set, denoted aug-cc-pV7Z, consists of a ͑19s ,13p ,7d ,6f ,5g , 4h ,3i ,2k͒ → ͓9s ,8p ,7d ,6f ,5g ,4h ,3i ,2k͔ contraction. Current hardware limitations did not permit us to explicitly include multiple sets of 15-component k functions ͑ᐉ =7͒ in the HO 2 calculations. The contribution to the total energy of the missing k functions was estimated by exploiting the uniformity in the correlation energy convergence pattern as a function of ᐉ, as described elsewhere. 7, 23, 28 Tests of this approximation against k function-inclusive calculations on a series of first row atoms and diatomic molecules established the accuracy of this estimate as ±10
−5 E h . Errors in energy differences were ഛ0.05 kcal/ mol.
Despite the use of very extended basis sets, the residual one-particle basis set error remains significant in terms of the present discussion's focus on high accuracy. Furthermore, most of the molecules included in the statistical analysis discussion were too large to permit the use of a 7Z quality basis set. For some, aug-cc-pVQZ was the largest affordable basis set. Contributions to properties arising from the remaining basis set incompleteness was estimated by five CBS extrapolation formulas, including an exponential, 30 a mixed Gaussian/exponential, 31 two inverse powers of ᐉ max , where ᐉ max is the highest angular momentum present in the basis set, 24, 32 and a recent expression due to Schwenke. 33 Each has been discussed elsewhere. 7 With the first four extrapolation formulas, we have chosen to extrapolate the total CCSD͑T͒ energy, rather than perform separate extrapolations on the self-consistent field ͑SCF͒ and correlation components. Tests performed on a variety of molecules treated with basis sets as large as aug-cc-pV7Z showed minimal differences for these two approaches because of the dominance of the correlation component. The sole exception was at the aug-cc-pVQZ basis set level, where differences as large as 0.7 kcal/ mol were occasionally observed. While differences of this magnitude are significant, neither approach clearly provided superior estimates of the apparent CBS limits.
As seen in Fig. 1 , where the convergence of the CBS estimates for D e ͑C 2 ͒ and ͚D e ͑HO 2 ͒ is plotted alongside the directly computed CCSD͑T͒ values, use of the extrapolations dramatically reduces the one-particle basis set error. An analysis of similar plots for other small molecules leads to several general observations. With basis sets of aug-ccpVQZ or aug-cc-pV5Z quality, the exponential and mixed formulas tend to underestimate the apparent CBS limit, while the ᐉ max formulas tend to overestimate it. Binding energies based on the Schwenke formulas often fall somewhere in between. For molecules consisting of first row elements, similar to the six small molecules in the Schwenke training set, the formula works very well, even when extrapolating from aug-cc-pVDZ and aug-cc-pVTZ basis sets. However, our experience with the Schwenke formulas and second row compounds indicated that further refinement of the approach might be needed when treating elements outside the training set. 7 No single formula clearly works "best" for every chemical system and combination of basis sets. Unless otherwise noted, we adopt the average of the five formulas as our best approximation to the CBS limit and the spread among the estimates as a crude gauge of the uncertainty in the extrapolations.
Core/valence ͑CV͒ correlation effects for C 2 and HO 2 were described with the cc-pCVnZ, n =D−6, sets. 34 The CV correction to a particular property is defined as the difference between the frozen core and CV value of the property evaluated with the same CV basis set at the corresponding FC and CV optimized geometries. Because the CV correction usually converges more rapidly than the FC component, our best estimates will often combine a frozen core value from a basis set that is one zeta level higher than the CV calculation used. We will sometimes refer to CV results as "all electron," as distinguished from "valence electron," since in the present context there is no possibility of confusion with effective core potential or pseudopotential calculations. In most of our previous work we have assumed that the effects of correlating the inner shell electrons could be introduced as an additive correction to frozen core properties, as a practical expedient aimed at preventing the size of the one-particle expansion from growing excessively large. A discussion of the accuracy of this assumption follows in a subsequent section.
Scalar relativistic ͑SR͒ corrections were obtained from Douglas-Kroll-Hess ͑DKH͒ calculations 35 using the cc-pVnZ គ DK frozen core basis sets. 36 The statistical analysis discussion involves molecules composed of elements up to Z =53 ͑I͒. Basis sets for second row, main group elements ͑Al-Cl͒ were taken from the aug-cc-pV͑n + d͒Z, n =D−6, family, which contain an additional tight d function for the purpose of addressing a known SCF-level deficiency in the aug-cc-pVnZ sets. 37 First row transition metals were described with the recently reported, all-electron aug-cc-pVnZ and aug-cc-pVnZ-DK basis sets. 38 Third and fourth row, main group elements were represented by the aug-cc-pVnZ-PP basis sets. 39 All CCSD͑T͒ calculations in the present work were performed with MOLPRO 47 which begins with restricted open shell HartreeFock ͑ROHF͒ orbitals, but allows a small amount of spin contamination in the solution of the CCSD equations. It is requested in MOLPRO with the keyword "UCCSD͑T͒." Full atomic symmetry was imposed on the orbitals. There are two other commonly used open shell techniques. RCCSD͑T͒, which is requested in MOLPRO with the keyword "RCCSD͑T͒," also begins with ROHF orbitals, but subsequently imposes a restriction on the coupled cluster amplitudes such that the linear part of the wave function becomes a spin eigenfunction. 48 The third choice, UCCSD͑T͒, employs unrestricted Hartree-Fock ͑UHF͒ orbitals. As pointed out by Karton et al., 18 only the open shell UHF-UCCSD͑T͒ method is uniquely defined. Differences in RCCSD͑T͒ implementations among programs will result in small differences in open shell energies. Note that these differences are in addition to the R/UCCSD͑T͒ versus RCCSD͑T͒ differences within a single program, such as MOLPRO. As already mentioned, in the present work the n-particle expansion will be addressed by coupled cluster methods. The majority of the correlation energy will be recovered at the CCSD͑T͒͑FC͒ level of theory, but higher level corrections to CCSD͑T͒ will require CCSD, CCSDT and CCSDTQ energies. A limited number of FCI calculations will be used for calibration purposes. Due to the time consuming nature of CCSDT and CCSDTQ calculations, the size of the basis sets that can be used with these methods is limited. The various coupled cluster methods formally scale as n 6 ͑CCSD͒, n 7 ͓CCSD͑T͔͒, n 8 ͑CCSDT͒, and n 10 ͑CCSDTQ͒, where n is the number of basis functions. More specifically, CCSD͑T͒ scales as n 2 N 4 N it ͑with a single n 3 N 4 step͒, where n, N, and N it are the number of occupied and unoccupied molecular orbitals and the number of CCSD iterations. Thus, for a molecule such as C 2 , where n is fixed, we find that the method scales in practice as n 4.5 . Although CCSDTQ is currently the highest level of theory that can routinely be applied to polyatomic molecules, the residual n-particle error associated with this method continues to be an issue for high accuracy studies, in much the same way that the remaining one-particle error remained significant with the 6Z and 7Z sets. In earlier work, we adopted a continued fraction ͑cf͒ approximant to FCI as an n-particle analog to the one-particle CBS extrapolation formulas. First introduced by Goodson, 49 the cf approximant was originally formulated using Hartree-Fock, CCSD, and CCSD͑T͒ energies. However, tests involving almost 40 molecules showed this sequence of energies yielded inconsistent results. 5 In particular, the effectiveness of the extrapolation was found to vary widely depending on the "class" of the molecules to which it was applied. For molecules categorized as "class B," more than 30% of the time the differences between the CCSD͑T͒-cf and FCI energies were larger than the corresponding differences for CCSD͑T͒ without extrapolation.
We have recently reinvestigated a modified version of the continued fraction approximant, in which the original sequence of energies was replaced with CCSD, CCSDT, and CCSDTQ energies. 7 This substitution was found to significantly improve the reliability of the extrapolation, albeit at the cost of substantially more expensive energies. Our initial evaluation involved only a limited number of comparisons with explicit FCI results. In the present work, further calibration of the method was undertaken by expanding the number of comparisons to include cc-pVDZ and cc-pVTZ basis set results for a series of first row diatomic molecules. In some cases, the CCSDTQ properties were already very close to the equivalent FCI values and the extrapolation had no effect. In other cases, where the CCSDTQ and FCI values differed by an appreciable amount, the cf method was consistently found to be effective in improving the agreement with FCI. Dissociation energies presented the greatest challenge. Across all comparisons, the cf approximant recovered an average of 80% of the FCI correction to CCSDTQ dissociation energies.
The worst performance was observed for C 2 with the ccpVDZ basis set, where the extrapolation recovered only 50% of the actual FCI correction of 0.4 kcal/ mol. With a larger cc-pVTZ+ diffuse͑s , p͒ basis set the continued fraction recovered increased to 71%. FCI bond lengths and harmonic frequencies proved to be more easily reproduced by the cf estimated FCI method.
In general, our approach employs molecular energies evaluated at the corresponding optimized geometries, e.g., CCSD͑T͒/aug-cc-pVDZ energies at CCSD͑T͒/aug-cc-pVDZ optimized geometries. In situations where that becomes prohibitively expensive, the use of a alternative high quality structure, obtained from either theory or experiment, has been found to introduce errors on the order of 0.1-0.2 kcal/ mol for molecules with four or fewer first row atoms.
III. RESULTS AND DISCUSSION
A. C 2
Theoretical spectroscopic properties for C 2 are organized in Table I according to the basis set level, from DZ to 7Z. The "composite" entries represent our best estimate of the scalar relativistic, all-electron FCI properties at each basis set level. While the convergence of the frozen core CCSD͑T͒ bond length is seen to be comparatively rapid, with the augcc-pVTZ value falling within 0.006 Å of the CBS limit, the convergence of the harmonic frequency, e , is noticeably slower. The aug-cc-pVTZ value is almost 19 cm −1 smaller than the CBS limit. At the CCSD͑T͒͑FC͒/CBS limit, r e is ϳ0.001 Å longer than the experimental value reported by Huber and Herzberg 50 and e is too large by ϳ5 cm −1 . Our best estimate of the frozen core CCSD͑T͒ binding energy is 145.1± 0.1 kcal/ mol when dissociating to R/UCCSD͑T͒ atomic asymptotes and including atomic spinorbit effects. This estimate is based on the average of four CBS extrapolation formulas ͑exponential, mixed, and two inverse powers of ᐉ max ͒ applied to total energies up to augcc-pV7Z. The Schwenke formula was not used due to the lack of extrapolation coefficients for the aug-cc-pV7Z basis set. Estimates of the CBS limit in D e obtained by averaging over multiple extrapolation formulas proved to be remarkably stable with respect to changes in the underlying basis sets. If the largest basis set is reduced to aug-cc-pV6Z, the average remains unchanged, but the error bars increase slightly, D e ͑CBS͒ = 145.1± 0.2 kcal/ mol ͑five formulas͒. Still smaller basis sets yielded averages of 145.1± 0.4 ͑aug-ccpV5Z͒ and 145.6± 0.5 ͑aug-cc-pVQZ͒. At least for C 2 , the adoption of the spread among the various formulas as a crude measure of the uncertainty in the CBS extrapolation procedure produces error bars that behaved as expected; i.e., they decrease as the size of the basis sets increase. Similar trends have been observed for other chemical systems, such as N 2 , CS, CS 2 , CO, and O 2 .
The use of UCCSD͑T͒ for treating the carbon atom asymptotes decreases the binding energy by ϳ0.2 kcal/ mol, whereas the RCCSD͑T͒ method increases it by a comparable amount. As noted previously, 7 the difference between the UCCSD͑T͒ and R/UCCSD͑T͒ open shell methods for the atoms largely disappears when core/valence correlation corrections are incorporated for computing D e . However, the difference between UCCSD͑T͒ or R/UCCSD͑T͒ and RCCSD͑T͒ remains on the order of 0.1-0.2 kcal/ mol per first row atom. Thus, for large closed shell systems the choice of open shell method for treating the atoms can have a significant effect on the atomization energy.
The present CCSD͑T͒͑FC͒/CBS dissociation energy overlaps the low end of the available experimental measurements, [50] [51] [52] [53] but an interim Active Thermochemical Table ͑ATcT͒ value from Ruscic, 54 146.67± 0.13 kcal/ mol, is more than 1.6 kcal/ mol larger in magnitude. The ATcT combines experimental and theoretical determinations in a thermochemical network approach to arrive at a best currently available consensus. 55 Application of CV and DKH corrections, although relatively minor for a small first row diatomic such as C 2 , is expected to improve the agreement with experiment. The size of both corrections scales with the size of the system. For example, in n-octane, C 8 H 18 , the CV and DKH corrections approach 9 and −2.3 kcal/ mol, respectively. 56 For C 2 , Table I shows that the CV correction approaches a CBS value of ϳ0.99 kcal/ mol, but basis sets of at least CVQZ quality are required to converge the correction to within 0.1 kcal/ mol of the limit. A similar conclusion was reached for N 2 in an earlier study. 7 The scalar relativistic correction converges to a limiting value of −0.17 kcal/ mol, and is essentially converged at the VTZគDK basis set level.
As previously mentioned, our approach normally relies on a series of frozen core calculations followed by the incorporation of several smaller corrections that are assumed to be additive. The practical advantage of this approach is that it facilitates the use of very large, diffuse function augmented basis sets at the FC level. If we were required to combine these sets with the additional "tight" functions needed for CV correlation, the resulting basis sets would become prohibitively expensive. For C 2 , a test of the error introduced by assuming additivity in the CV correction was performed at the aug-cc-pCV6Z basis set level. The resulting errors ͑0.000 06 Å in r e , 0.01 kcal/ mol in D e , and 0.3 cm −1 in e ͒ are negligible compared to other sources of error in our calculations. We often take the decomposition of the problem a step further by performing the CV calculation with a basis set that is one basis set level smaller than the one used for the FC calculation. For example, if a CCSD͑T͒͑FC͒ calculation was performed with the aug-cc-pV6Z basis set, it might be combined with a CCSD͑T͒͑CV͒/cc-pCV5Z correction. By exploiting the different rates of convergence in the FC, CV, and DKH portions of the problem, even greater savings in computer resources are possible with minimal increase in uncertainty. The errors resulting from approximating the full ͑CV͒/aug-cc-pCV6Z calculation by ͑FC͒ / aug-cc-pV6Z + ͑CV͒ / cc-pCV5Z are 0.00015 Å ͑r e ͒, −0.03 kcal/ mol ͑D e ͒, and −0.5 cm −1 ͑ e ͒. As indicated by the CCSDTQ and FCI entries in Table I , corrections to the three spectroscopic properties arising from higher order excitations are seen to be significant if uncertainties of ഛ0.001 Å ͑r e ͒, ഛ1 cm −1 ͑ e ͒, and ഛ1 kcal/ mol ͑D e ͒ are desired. With the cc-pVDZ basis set, higher order correlation lengthens r e by 0.0022 Å, decreases e by 15.7 cm −1 , and increases D e by 1.0 kcal/ mol, relative to the CCSD͑T͒ values. In the latter case, over 40% of the effect comes from the FCI correction to CCSDTQ. The size of the higher order corrections to r e and e are relatively insensitive to further increase in the size of the basis set. However, the correction for D e generally decreases with increasing basis set size, in accord with our earlier findings for N 2 .
7 Because we were unable to carry out explicit FCI/cc-pVTZ calculations or to find comparable results in the literature, the ccpVTZ corrections for r e and e in Table I are based on the cf approximant. For D e we used the FCI/ cc-pVTZ͑+diff.s , p͒ result from Gan and Harrison, 57 which was obtained at the experimental bond length ͑r = 1.2425 Å͒.
Local software limitations prevented us from performing CCSDTQ/cc-pVQZ calculations. Estimates of the CCSDTQ/ cc-pVQZ corrections were obtained by combining CCSDT/ cc-pVQZ+ CCSDTQ/ cc-pVQZ͑no g͒ components with a small correction for the missing g functions. The last of these involved calculations in which the g functions were present, but the two sets of f functions were removed. Combining CCSD͑T͒ → CCSDT and CCSDT→ CCSDTQ corrections, where the T correction is obtained with a larger basis set than the Q correction, rests upon the assumption that the former converges more rapidly, with respect to the oneparticle basis set, than the latter. Each successively higher level of excitation converges roughly an order of magnitude faster, than the next lower order. 7 However, care must be exercised, since the CCSDT and CCSDTQ corrections are often of opposite signs and may individually be three to four times larger than the total correction, as seen in Table II , where data for the higher order corrections to the dissociation energy of C 2 are shown. In the HEAT procedure, the CCSDT correction is extrapolated to the CBS limit, but the CCSDTQ correction is obtained from a cc-pVDZ calculation. 8 In the case of C 2 , this would seem to lead to an error on the order of 0.5 kcal/ mol in the higher order correction.
We have also investigated the effects of connected quadruple excitations on the CV correction. In our previous studies, it was assumed that CV contributions beyond CCSD͑T͒ would be insignificant. That assumption appears to have been correct, as seen in the results in Table I . With the cc-pCVDZ basis set, no correction was found for r e and the adjustment in e was only 0.5 cm −1 . D e increases by just 0.12 kcal/ mol. Software limitations prevented us from performing calculations at the CCSDTQ͑CV͒/cc-pCVTZ level of theory. An estimate of the effect was obtained by combining CCSDT͑CV͒ / cc-pCVTZ+ CCSDTQ͑CV͒ / cc-pCVTZ ͑no f͒ corrections. At the CVTZ level, the size of the CCS-DTQ͑CV͒ corrections to r e and e are essentially the same as the CVDZ values. The correction to D e decreased to a negligible −0.02 kcal/ mol. In the W4 paper, Karton et al. 18 reported an UCCSDT͑Q͒/cc-pCVTZ correction to the binding energy of 0.08 kcal/ mol. The DBOC was evaluated at the CISD/aug-cc-pVTZ level of theory. As was the case in our earlier study of N 2 and CS, 7 the magnitude of the correction was negligibly small, at 0.03 kcal/ mol. Electron correlation has little impact on this value. The RHF/aug-cc-pVTZ value was essentially the same, as has been reported by Karton et al. 18 Our best final estimates, labeled "CBS Composite" at the bottom of Table I , are in excellent agreement with experiment. The theoretical D e values include a −0.17 kcal/ mol correction for atomic spin-orbit effects. 58 Combining the CBS composite atomization energy with a −2.64 kcal/ mol anharmonic zero point vibrational correction 50 yields D 0 = 143.7± 0.3 kcal/ mol when dissociating to R/UCCSD͑T͒ atoms. Theory and experiment are in essentially exact agreement on the zero point energy. This value compares well with the most recent ATcT value of 144.03± 0.13 kcal/ mol due to Ruscic. 59 Over time, the experimental value has tended to drift lower. As recently as early 2006, the best available experimental value ͑144.7± 0.3 kcal/ mol͒ ͑Ref. 54͒ lay slightly beyond the theoretical error bars. The 1998 NIST/JANAF value ͑141.8± 0.9 kcal/ mol͒ appears to be several kcal/mol too small. We believe our error bars, which are based on the uncertainty in the frozen core CCSD͑T͒/ CBS estimate, plus a contribution due to the uncertainty in the higher order correction, to be conservative. If the RCCSD͑T͒ method is used for the atomic asymptotes, the theoretical estimate increases slightly, to 144.2 ± 0.3 kcal/ mol and is in somewhat better agreement with experiment. 
B. HO 2
A summary of previously reported theoretical and experimental atomization energies for HO 2 is shown in Table  III . Dixon et al. 60 reported ͚D 0 = 165.27 kcal/ mol and ⌬H f ͑298.15 K͒ = 3.6 kcal/ mol, based on CCSD͑T͒/aug-ccpVDZ through CCSD͑T͒/aug-cc-pVQZ calculations, followed by a single CBS extrapolation and CV and SR corrections. Several years later, Flowers et al. 26 arrived at slightly different values ͓͚D 0 = 166.05± 0.1, ⌬H f ͑298͒ = 2.96± 0.1 kcal/ mol͔ using the larger aug-cc-pV5Z basis set and incorporating corrections for higher order correlation. HO 2 was also included in the initial HEAT paper by some of the same authors. 8 The atomization energy remained unchanged. Experimental ⌬H f values ranged from 3.5+ 1.0/ −0.5 to 2.940.06 kcal/ mol. 53, [61] [62] [63] [64] [65] [66] [67] [68] [69] Hardware limitations prevented us from carrying out CCSD͑T͒/aug-cc-pV7Z calculations with the two sets of k functions present on both oxygen atoms. The small contribution from the missing k functions was estimated by performing an exponential extrapolation of the incremental correlation energy lowering associated with each ᐉ value.
The spectroscopic constants for HO 2 obtained in the current work are listed in Table IV . Convergence of the properties, with respect to the one-particle expansion, follows a similar pattern to what was observed for C 2 , despite the difference in the degree of multiconfigurational character in the two systems. At the CCSD͑T͒͑FC͒/aug-cc-pVDZ basis set level, both systems are approximately 17 kcal/ mol below the CBS atomization limit. At the aug-cc-pVQZ level the error has fallen to 2 kcal/ mol. The convergence in bond lengths is somewhat faster in the case of HO 2 .
The CCSDTQ/cc-pVDZ correction to the atomization energy is actually larger for HO 2 ͑0.95 versus 0.43 kcal/ mol͒ than for C 2 . Unlike the situation with C 2 , the CCSD͑T͒ → CCSDT and CCSDT→ CCSDTQ corrections are of the same sign, 0.32 and 0.63 kcal/ mol, respectively. Due to the decrease in molecular symmetry, relative to C 2 , an explicit CCSDTQ/cc-pVTZ calculation proved to be prohibitively expensive. The CCSDTQ/cc-pVTZ entry in Table IV was estimated by combining CCSDT/ cc-pVTZ+ CCSDTQ/ cc-pVTZ͑no f O, no d H͒ corrections.
Combining the CBS composite atomization energy fromTable IV with a −0.43 kcal/ mol correction for atomic spin-orbit effects 58 and a −8.85 kcal/ mol anharmonic zero point vibrational correction, 26 leads to a ͚D 0 = 166.0± 0.3 kcal/ mol. This value is in essentially exact agreement with the values reported by Flowers et al. 26 and Tajti et al., 8 although the present approach differs in several details. It is also in excellent agreement with the 165.97± 0.06 kcal/ mol ATcT value reported by Ruscic et al. 69 The RCCSD͑T͒ open shell method produces a slightly larger estimate, ͚D 0 = 166.2± 0.3 kcal/ mol.
C. Other systems
In addition to C 2 and HO 2 , statistics have been compiled for a much larger collection of molecules. Due to the high cost of coupled cluster or configuration interaction techniques when combined with extended basis sets, many previous thermochemical surveys have been limited to a relatively small number of molecules. For example, the seminal work of Klopper et al., 25 which reported an MAD of 1 kJ/ mol ͑0.24 kcal/ mol͒ for a set of reaction enthalpies, was based on just 15 examples. Two molecules from their original set were eliminated because they either involved excessive multireference character or the accuracy of the experimental data was called into question. Other studies, such as those discussing the HEATx methods, 8, 9 have limited themselves to molecules with available experimental heats of formation whose uncertainties are Ͻ0.1 kcal/ mol. Our goal is somewhat different. We wish to determine if currently affordable levels of coupled cluster theory are capable of reproducing experimental heats of formation ͑or atomization energies͒ to an accuracy of ±1 kcal/ mol or better, without imposing an overly restrictive criterion for inclusion of molecules in the test set. Besides thermochemical comparisons, we wish to evaluate the performance of theoretical models for molecular structures and normal mode frequencies. However, in this work, we will only examine the first two. Statistical results will be presented for two basic levels of theory. The first involves the CCSD͑T͒͑FC͒ method with basis sets ranging from aug-cc-pVDZ up to aug-cc-pV6Z. At the frozen core level of theory, comparisons will range over the entire list of molecules in the CRDB, regardless of the accompanying uncertainty in the experimental data. Conse- 2 AЉ͒ theoretical results. Units are r OO and r OH in Å, ЄHOO in degrees, i in cm −1 , the electronic atomization energy ͑⌺D e ͒ in kcal/mol, and total energies ͑E͒ at the optimized geometry in hartrees. The CCSD͑T͒͑FC͒ / aug-cc-pVnZ dissociation energies and CCSD͑T͒ / cc-pCVnZ and CCSD͑T͒-DK͑FC͒ / cc-pVnZ dissociation energy corrections are with respect to R/UCCSD͑T͒ atomic energies obtained with symmetry equivalencing and with the removal of high angular momentum contaminants. The CCSDTQ dissociation energy corrections are with respect to UHF-CCSDTQ atoms. Composite values represent an approximation to the scalar relativistic, core/valence FCI result at each basis set level. Composite values were obtained by combining the frozen core, core/valence, scalar relativistic, and higher order corrections. Whenever a correction is unavailable for a given basis set, e.g., FCI/cc-pVQZ, the next available lower basis set correction is substituted. 
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Limits of accuracy in calculations J. Chem. Phys. 126, 114105 ͑2007͒ quently, those statistics will involve molecules such as B 2 ͑ 3 ͚ g − ͒ with potentially less reliable experimental information, e.g., D 0 ͑Expt.͒ = 75.6± 8 kcal/ mol. The number of atomization energy comparisons will range from 252 for the aug-ccpVDZ basis set to 155 for the aug-cc-pV5Z set and 71 for the aug-cc-pV6Z set.
The second, or "Best," level for which statistics will be gathered involves a CBS extrapolation plus corrections for core/valence and scalar relativistic effects, at minimum. For most entries in the Best category, an additional correction for higher order correlation via CCSDTQ, cf estimated FCI or FCI, is also included. Where required by the nature of the elements composing the molecule, there are also corrections for the DBOC and second order spin-orbit effects. A relatively loose criterion of ±5 kcal/ mol ͑experimental uncertainty͒ was used for including molecules in the test set for this category. In light of this, conclusions drawn from the statistics should be tempered by an understanding of the inherent uncertainty in the reference data. At present, only 68 comparisons are available in the CRDB for this category. Nonetheless, these systems include elements through the fourth row of the periodic table. More than half of the CCSD͑T͒͑FC͒/CBS estimates were based on calculations through aug-cc-pV6Z ͓aug-cc-pV͑6+d͒Z for second row elements͔ energies. An additional nine estimates incorporated aug-cc-pV7Z energies. Core/valence corrections were generally obtained with the cc-pCV5Z or cc-pwCV5Z ͑Ref. 70͒ basis sets and most scalar relativistic corrections were obtained from DKH CCSD͑T͒/cc-pVTZគDK calculations.
As discussed in our earlier studies of sources of error in electronic structure calculations, 3, 7 we prefer to use accurate theoretical, anharmonic zero point energies ͑ZPEs͒ whenever possible, but such values are seldom available for systems with more than five or six atoms. Instead, we have often estimated the anharmonic ZPE by performing a 1:1 averaging of theoretical harmonic frequencies and experimental fundamentals, as suggested by Grev et al. 71 More recently, Barone 72 demonstrated that approximate, theoretically determined fundamentals are adequate in many cases for this purpose. In a comparison of ZPEs based on the average of high quality, CCSD͑T͒ harmonic frequencies and experimental fundamentals against accurate anharmonic ZPEs, we found mean absolute deviations ranging from 0.16 kcal/ mol ͑aug-cc-pVDZ, 47 comparisons͒ to 0.08 kcal/ mol ͑aug-cc-pVQZ, 27 comparisons͒.
Mean absolute deviations, standard deviations and maximum positive, and negative errors are shown in Fig. 2 . The CCSD͑T͒͑FC͒ MAD values range from 49.5 kcal/ mol with the small aug-cc-pVDZ basis set to 2.8 kcal/ mol with the much larger aug-cc-pV6Z basis set. At the Best level, incorporation of the CV, SR, and higher order corrections proved effective at driving down the MAD to ϳ0.3 kcal/ mol, but at sharply increased computational expense due principally to the notoriously poor scaling of higher order correlation methods. Experimentalists tend to prefer quoting an uncertainty corresponding to a 95% confidence interval ͑approxi-mately two standard deviations͒. The standard deviation for the Best theory is 0.9 kcal/ mol. Karton et al. 18 report an MAD value of 0.066 kcal/ mol for the W4 protocol compared to ATcT for 19 first row compounds. Using the same ATcT ͚D 0 values, we find MAD = 0.1 kcal/ mol following the procedure outlined in this work.
In only three cases did the Best error exceed chemical accuracy ͑±1 kcal/ mol͒. The worst positive error, +6.6 kcal/ mol, was observed for MnH ͑ 7 ͚ + ͒ which has an experimental D 0 = 29.3± 4.4 kcal/ mol. 73 The current theoretical value was taken from Balabanov and Peterson. 38 The largest negative error, −1.1 kcal/ mol, occurred in TiH ͑ 4 ⌽͒ where the experimental D 0 = 48.0± 2.1 kcal/ mol. 74 Corrections for higher order correlation effects were not included. While most higher order correlation corrections were less than 1 kcal/ mol for the systems examined in this study, the correction for O 3 was 3.2 kcal/ mol, reflecting the need for including some estimate of the remaining error at the CCSD͑T͒ level of theory if a consistent agreement to ±1 kcal/ mol is desired. Similar conclusions were reached in the W4 study. 18 Although the small size of the MAD for atomization energies is reassuring, the possibility exists that theoretical predictions based on the approach outlined in this work may eventually prove to be even more accurate than the current statistics indicate as better experimental and/or ATcT estimates are reported. For example, the Best theoretical zero point inclusive atomization energy for HOF is 149.1± 0.3 kcal/ mol, after including a −0.60 kcal/ mol correction for atomic spin-orbit effects. 18 commented on potential basis set problems arising from what they refer to as "inner polarization" effects. They speculate that the aug-cc-pV͑n + d͒Z sequence of basis sets might not adequately describe this effect and suggest the use of alternative basis sets. 75 With the approach outlined in the present work, we find no evidence of a basis set problem with the aug-cc-pV͑5+d͒Z or aug-cc-pV͑6+d͒Z sets. Our final ͚D 0 = 254.6± 0.5 kcal/ mol value is in very close agreement with the ATcT value of 254.46± 0.02 kcal/ mol quoted in the W4 paper. Our value incorporates the same 4.38 kcal/ mol zero point energy as W4, as well as CCSDT and CCSDTQ corrections. CBS extrapolations were averaged over five methods. Reducing the maximum size of the basis set to aug-cc-pV͑5+d͒Z worsens the agreement with the ATcT value by only 0.1 kcal/ mol
In 1998 we examined the performance of the CCSD͑T͒ ϫ͑FC͒ / aug-cc-pVnZ,n = D, T, and Q, levels of theory in reproducing bond lengths and bond angles for the Gaussian-2 ͑G2͒ collection of molecules. 76 With the largest basis set, mean absolute deviations for bond lengths of 0.009 Å ͑AH͒ and 0.007 Å ͑AB͒ were reported. Although core/valence geometry optimizations were prohibitively expensive for most of the G2 systems at that time, it was noted that earlier work on first row diatomics indicated that changes of ±0.002 Å could be expected. 77 Subsequent studies explored the impact of correlation recovery beyond CCSD͑T͒ for first row diatomics. 22, 23 More recently, Ruden et al. 78 extended these earlier studies by applying the CCSDTQ͑FC͒ method to four diatomics ͑HF, N 2 , F 2 , and CO͒. Other studies include the work of Heckert et al. 79, 80 Comparisons between theoretical and experimental r e bond lengths in diatomics are relatively straightforward compared to the situation with polyatomic molecules. In the latter case, typical "bottom of the well" values obtained from electronic structure methods are not directly comparable to the assortment of values ͑r 0 , r g , r ␣ , r z , etc.͒ obtained from spectroscopic or diffraction-based experimental measurements. Recently, this situation has begun to change with the adoption of a technique that adjusts the experimental rotational constants with vibration-rotation constants obtained from high quality calculations. The resulting "semiexperimental" r e structures are often in excellent agreement with coupled cluster theory results, as seen in Table V . The semiexperimental results are taken from the work of Craig et al. 81 and Gauss et al. 82 A similar agreement was found for 1,1-difluorocyclopropane. 83 CCSD͑T͒͑FC͒ theory MAD values for bond lengths between hydrogen and nonhydrogen atoms ͑AH͒, between two nonhydrogens ͑AB͒ and bond angles ͑ABC͒ are presented in TABLE V. Selected structural comparisons with experiment for polyatomic molecules. Bond lengths are in angstroms and bond angles are in degrees. The estimated experimental uncertainties are ±0.001 Å and 0.1°. The theoretical values are based on complete basis set extrapolations of the frozen core CCSD͑T͒ parameters using up to aug-cc-pV5Z ͑ethylene C 2 H 4 ͒ and aug-cc-pVQZ ͑butadiene C 4 H 6 and cyclopropane C 3 H 6 ͒ basis sets, with core/valence and DouglasKroll relativistic corrections applied. Best" results are based on frozen core calculations performed with basis sets of at least aug-cc-pV5Z quality and including corrections for core/valence, scalar relativistic and higher order correlation recovery ͑when available͒. "AH" indicates bond distances involving a hydrogen atom. "HAB" indicates a bond angle involving a hydrogen atom and two non-hydrogen atoms. AH and AB indicate the number of comparisons. 80 In Table VI the errors in bond lengths are seen to monotonically decline as the quality of the basis set improves. At the Best level of theory, the errors are very similar to the reported experimental uncertainties, i.e., MAD = ± 0.0014 Å ͑AH, 34 comparisons͒ and ±0.0007 Å ͑AB, 51 comparisons͒. Heckert et al. 80 reported a mean absolute deviation of 0.0003 Å for a smaller collection of 20 bond lengths, but relativistic corrections were not included in this value.
IV. CONCLUSION
The requirements for obtaining high accuracy spectroscopic and thermodynamic properties from coupled cluster theory calculations are illustrated for two prototypical small molecules. In accord with previous findings, various complete basis set extrapolations were found to be effective in accelerating the one-particle convergence. Nevertheless, expensive, higher order techniques beyond CCSD͑T͒ are needed in order to consistently obtain thermodynamic properties to better than chemical accuracy ͑±1 kcal/ mol͒. Success in minimizing theoretical uncertainty requires meticulous attention to detail in all steps. In particular, the treatment of CCSDT and CCSDTQ corrections must be carefully handled, since the individual corrections are often of opposite signs and much larger than the overall higher order correction.
The approach described in this and previous articles as well as the related approaches developed by other groups consist of many parts. For example, if we include the DBOC correction, there were nine contributions to the final composite D 0 value for C 2 . If carbon was replaced by a much heavier element, additional corrections might have been required, such as one to account for second order spin-orbit effects. Strictly speaking, in order to claim convergence in the theoretical properties to some level, e.g., ±0.24 kcal/ mol ͑±1 kJ/ mol͒, it is necessary to demonstrate convergence in each of the component pieces to an even smaller value. Due to the likelihood of at least partial cancellation of error, close statistical agreement with a small body of experimental data should not be construed as implying the same inherent level of overall uncertainty in the calculations.
In the overwhelming majority of cases studied to date, coupled cluster theory is capable of better than chemical accuracy in predicting atomization energies. For well-behaved systems possessing highly accurate experimental or ATcT values, the MAD = 0.1 kcal/ mol, similar to what was recently reported for the W4 protocol. For a larger collection of 68 molecules, the MAD increases to 0.3 kcal/ mol ͑ rms = 0.9 kcal/ mol͒. The same high level of theory is capable of predicting bond lengths to an accuracy of ±0.001 Å.
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