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1. Introduction
The Euler system of conservation laws of energy and momentum in special relativity reads⎧⎪⎪⎪⎨
⎪⎪⎪⎩
((
p + ρc2) v2
c2(c2 − v2) + ρ
)
t
+
((
p + ρc2) v
c2 − v2
)
x
= 0,
((
p + ρc2) v
c2 − v2
)
t
+
((
p + ρc2) v2
c2 − v2 + p
)
x
= 0,
(1.1)
where ρ , p, and v represent the proper energy density, pressure, and particle speed, and c is the speed of light. System (1.1)
models the dynamics of plane waves in special relativistic ﬂuids (see [1–4]) in a two-dimensional Minkowski space-time
(x0, x1)
div T = 0, (1.2)
with the stress-energy tensor for a ﬂuid
T ij = (p + ρc2)uiu j + pηi j, (1.3)
where all indices run from 0 to 1 with x0 = ct . In (1.3),
ηi j = ηi j = diag(−1,1)
denotes the ﬂat Minkowski metric, u the 2-velocity of the ﬂuid particle, and ρ the mass-energy density of the ﬂuid as
measured in units of mass in a reference frame moving with the ﬂuid particle.
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ρt + (ρv)x = 0,
(ρv)t +
(
ρv2 + p)x = 0. (1.4)
Thus system (1.1) can be viewed as the relativistic generalization of system (1.4).
In general, a solution to system (1.1) and (1.4) strongly depends on the state equation p = p(ρ), which expresses how
the pressure p depends on the density ρ . For a polytropic gas, it is formulated as
p = κ2ργ (γ > 1, κ < c). (1.5)
For this type of gas, system (1.1) and (1.4) has been extensively investigated. See papers [5–9]. Another important situation
is
p = −ρ−1, (1.6)
which was introduced by Chaplygin [10], Tsien [11] and von Karman [12] as a suitable mathematical approximation for
calculating the lifting force on a wing of an airplane in aerodynamics. A gas is called a Chaplygin gas if it satisﬁes the exotic
equation of state (1.6). A Chaplygin gas owns a negative pressure and occurs in certain theories of cosmology. Such a gas
has been advertised as a possible model for dark energy [13–17].
Recently, system (1.4) for a Chaplygin gas has been studied in papers [18,19]. Many excellent results have been obtained.
In particular, some conjectures on the structures of solutions were delivered in paper [19] for the two-dimensional case.
However, we notice that few literatures contribute to system (1.1) for a Chaplygin gas so far. In fact, there is substantial
difference between system (1.1) with the state equation (1.5) and (1.6), respectively. For the former, it has two genuinely
nonlinear eigenvalues, so the elementary waves consist of shock waves and rarefaction waves. However, for the latter, it is
a fully linearly degenerate system, i.e., both eigenvalues are linearly degenerate, thus the classical elementary waves only
involve contact discontinuities. Moreover, the delta shock waves, the most interesting topic, will appear in solutions.
In the present paper, we put our aim on the investigation of system (1.1) with the state equation (1.6), which we will
call the relativistic Chaplygin Euler equations. Before going into details, let us recall some knowledge about delta shock
waves. A delta shock wave is a generalization of an ordinary shock wave. Speaking informally, it is a kind of discontinuity,
on which at least one of the state variables may develop an extreme concentration in the form of a weighted Dirac delta
function with the discontinuity as its support. A delta shock wave is more compressive than an ordinary shock wave in
the sense that more characteristics enter the discontinuity line of the delta shock wave. From the physical point of view,
a delta shock wave represents the process of concentration of the mass. As for delta shock waves, there have been rich
results for some strictly or nonstrictly hyperbolic systems of conservation laws. We refer to the work of Korchinski [20],
Tan, Zhang and Zheng [21,22], LeFloch [23], Keyﬁtz [24], Sheng and Zhang [25], Li, Yang and Zhang [26], Yang [27–29] and
Shelkovich [30,31], etc.
We mainly consider the Riemann problem for the relativistic Chaplygin Euler equations (1.1) and (1.6) supplemented
with initial conditions
(ρ, v)(t = 0, x) =
{
(ρ−, v−), x< 0,
(ρ+, v+), x> 0.
(1.7)
Because system (1.1) and (1.6) possesses two linearly degenerate eigenvalues, all the classical elementary waves consist of
contact discontinuities which are here divided into compressive contact discontinuities (S) and rarefactive contact disconti-
nuities (R). The contact discontinuity curves can divide the physically relevant region into ﬁve domains I, II, III, IV(ρ−, v−)
and V(ρ−, v−) (see Section 2 below). By the analysis method in phase plane, we can construct Riemann solutions only
involving contact discontinuities when (ρ+, v+) ∈ I, II, III, IV(ρ−, v−). However, for the case (ρ+, v+) ∈ V(ρ−, v−), we ﬁnd
the Riemann solution can not be constructed by these classical contact discontinuities and delta shock waves should occur.
Then, for delta shock waves, by a deﬁnition of solution to (1.1) and (1.6) in the sense of distributions, we propose the gen-
eralized Rankine–Hugoniot relation and entropy condition. The generalized Rankine–Hugoniot relation consists of a system
of ordinary differential equations which describes the relation among the limit states on both sides of the discontinuity,
location, propagation, weight and the assignments of the component v on its discontinuity relative to the delta shock wave.
The entropy condition is an overcompressive one and guarantees the uniqueness of solution. Thus the existence and unique-
ness of solutions involving delta shock waves can be obtained by solving the generalized Rankine–Hugoniot relation under
entropy condition. Here, we point out the assignment of v on its discontinuity plays two roles. The ﬁrst is to overcome the
problem of multiplying a delta function with a discontinuous function. The second is for the needs of concentration in ρ to
travel at the speed of delta shock wave.
The rest of this paper is organized as follows. In Section 2, we at ﬁrst present some preliminary knowledge about
system (1.1) and (1.6), then solve the Riemann problem (1.7) for system (1.1) and (1.6) and obtain four kinds of Riemann
solutions which consist of different contact discontinuities. Next, in Section 3, we construct the other Riemann solution
by a single delta shock wave. Under suitable generalized Rankine–Hugoniot relation and entropy condition, we show the
existence and uniqueness of delta-shock solutions.
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In this section, we analyze some basic properties and solve the Riemann problem (1.7) for (1.1) and (1.6). Here the
physically relevant region for solutions is
V =
{
(ρ, v): ρ  1
c
, |v| < c
}
, (2.1)
that is, the sonic speed
√
p′(ρ) should be not more than the light speed c. Obviously, the physically relevant region (2.1) is
different from that for polytropic gas.
For smooth solutions, system (1.1) and (1.6) is equivalent to
A
(
ρ
v
)
t
+ B
(
ρ
v
)
x
= 0, (2.2)
where
A =
⎛
⎝
c4+p′(ρ)v2
c2(c2−v2)
2(p(ρ)+ρc2)v
(c2−v2)2
(p′(ρ)+c2)v
c2−v2
(p(ρ)+ρc2)(c2+v2)
(c2−v2)2
⎞
⎠
and
B =
⎛
⎝
(p′(ρ)+c2)v
c2−v2
(p(ρ)+ρc2)(c2+v2)
(c2−v2)2
c2(p′(ρ)+v2)
c2−v2
2c2(p(ρ)+ρc2)v
(c2−v2)2
⎞
⎠ .
The eigenvalues are
λ− = c
2(v −√p′(ρ) )
c2 − v√p′(ρ) , λ+ =
c2(v +√p′(ρ) )
c2 + v√p′(ρ)
with associated right eigenvectors
r− =
( −1
c2 − v2 ,
√
p′(ρ)
p(ρ) + ρc2
)T
, r+ =
(
1
c2 − v2 ,
√
p′(ρ)
p(ρ) + ρc2
)T
.
By a direct calculation,
∇λ− · r− = c2 · p(ρ)p
′′(ρ) + c2(ρp′′(ρ) + 2p′(ρ)) − 2(p′(ρ))2
2
√
p′(ρ)(p(ρ) + ρc2)(c2 − v√p′(ρ) )2 ≡ 0
and
∇λ+ · r+ = c2 · p(ρ)p
′′(ρ) + c2(ρp′′(ρ) + 2p′(ρ)) − 2(p′(ρ))2
2
√
p′(ρ)(p(ρ) + ρc2)(c2 + v√p′(ρ) )2 ≡ 0.
Therefore system (1.1) and (1.6) is strictly hyperbolic and fully linearly degenerate in the sense of Lax [32].
As usual, we should seek the self-similar solution
(ρ, v)(t, x) = (ρ, v)(ξ), ξ = x/t,
for which system (1.1) and (1.6) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−ξ
((
p + ρc2) v2
c2(c2 − v2) + ρ
)
ξ
+
((
p + ρc2) v
c2 − v2
)
ξ
= 0,
−ξ
((
p + ρc2) v
c2 − v2
)
ξ
+
((
p + ρc2) v2
c2 − v2 + p
)
ξ
= 0,
(2.3)
and initial data (1.7) changes to the boundary condition
(ρ, v)(±∞) = (ρ±, v±). (2.4)
This is a two-point boundary value problem of ﬁrst-order ordinary differential equations with the boundary value in the
inﬁnity.
For any smooth solution, (2.3) satisﬁes⎛
⎝
(p′(ρ)+c2)v
c2−v2 − ξ c
4+p′(ρ)v2
c2(c2−v2)
(p(ρ)+ρc2)(c2+v2)
(c2−v2)2 − ξ 2(p(ρ)+ρc
2)v
(c2−v2)2
c2(p′(ρ)+v2) − ξ (p′(ρ)+c2)v 2c2(p(ρ)+ρc2)v − ξ (p(ρ)+ρc2)(c2+v2)
⎞
⎠(dρ
dv
)
= 0. (2.5)c2−v2 c2−v2 (c2−v2)2 (c2−v2)2
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(ρ, v) = const.
(
ρ  1
c
)
(2.6)
or singular solutions
ξ = λ− = c
2(v −√p′(ρ) )
c2 − v√p′(ρ) , d
(
c2(v −√p′(ρ) )
c2 − v√p′(ρ)
)
= 0 (2.7)
and
ξ = λ+ = c
2(v +√p′(ρ) )
c2 + v√p′(ρ) , d
(
c2(v +√p′(ρ) )
c2 + v√p′(ρ)
)
= 0. (2.8)
So the self-similar smooth solution for the initial value problem to (1.1) and (1.6) only admits constant states.
For a bounded discontinuous solution at ξ = ω, the Rankine–Hugoniot relation holds⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−ω
[(
p + ρc2) v2
c2(c2 − v2) + ρ
]
+
[(
p + ρc2) v
c2 − v2
]
= 0,
−ω
[(
p + ρc2) v
c2 − v2
]
+
[(
p + ρc2) v2
c2 − v2 + p
]
= 0,
(2.9)
where [q] = q − q0 is the jump of q across discontinuous line and ω is the velocity of discontinuity. A direct calculation
gives
ω = λ− = c
2(v −√p′(ρ) )
c2 − v√p′(ρ) =
c2(v0 −
√
p′(ρ0) )
c2 − v0
√
p′(ρ0)
(2.10)
and
ω = λ+ = c
2(v +√p′(ρ) )
c2 + v√p′(ρ) =
c2(v0 +
√
p′(ρ0) )
c2 + v0
√
p′(ρ0)
. (2.11)
Thus the rarefaction curves (2.7) and (2.8) coincide with shock curves (2.10) and (2.11) in phase plane, respectively. Ob-
viously, the characteristic curves are straight lines and the discontinuity lines are just characteristic lines on both sides.
In other words, the discontinuities are contact ones. In phase plane, the curves (2.10) and (2.11) are called backward and
forward contact discontinuity curves, respectively. The following lemmas show the properties of curves (2.10) and (2.11).
Lemma 2.1. Let La be the curve determined by the equation
c2(v − 1ρ )
c2 − vρ
= a (a is a constant and |a| c) (2.12)
then La: (1) has v = a as its asymptotic line; (2) has singularity point (ρ, v) = ( 1c , c); (3)monotonely decreases; (4) is convex; (5) for
any a1 	= a2 , La1 and La2 have no interaction point except the common singularity point ( 1c , c).
Proof. Noticing that
ρ = c
2 − av
c2(v − a) , ρv = −
1− (ac )2
(v − a)2 , ρvv =
2(1− (ac )2)
(v − a)3 ,
we can easily check the conclusions. 
Lemma 2.2. Let Lb be the curve determined by the equation
c2(v + 1ρ )
c2 + vρ
= b (b is a constant and |b| c) (2.13)
then Lb: (1) has v = b as its asymptotic line; (2) has singularity point (ρ, v) = ( 1c ,−c); (3) monotonely increases; (4) is convex;
(5) for any b1 	= b2 , Lb and Lb have no interaction point except the common singularity point ( 1 ,−c).1 2 c
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Proof. From
ρ = c
2 − bv
c2(b − v) , ρv =
1− ( bc )2
(b − v)2 , ρvv =
2(1− ( bc )2)
(b − v)3 ,
we can easily prove this lemma. 
In (ρ, v)-plane, starting from any point (ρ−, v−), we draw a branch of curve (2.10) in which (ρ0, v0) = (ρ−, v−) for
ρ  1c . The half branch of ρ > ρ− is compressive and denoted by
←−
S . And the other half branch is rarefactive and denoted
by
←−
R . We also draw a branch of curve (2.11) in which (ρ0, v0) = (ρ−, v−) for ρ  1c . The half branch of ρ > ρ− is rarefactive
and denoted by
−→
R . And the other half branch is compressive and denoted by
−→
S . Also, starting form the (ρ−, v3) (v3 is
shown in (2.14)), we draw the contact discontinuity curve (2.11) in which (ρ0, v0) = (ρ−, v3). Then the physically relevant
region V is divided into ﬁve domains. See Fig. 1, in which
v1 =
c2(v− − 1ρ− )
c2 − v−ρ−
= v− − 1
ρ−
· 1− (
v−
c )
2
1− v−
ρ−c2
,
v2 =
c2(v− + 1ρ− )
c2 + v−ρ−
= v− + 1
ρ−
· 1− (
v−
c )
2
1+ v−
ρ−c2
,
and v3 satisﬁes
c2(v3 + 1ρ− )
c2 + v3ρ−
=
c2(v− − 1ρ− )
c2 − v−ρ−
. (2.14)
By the analysis method in phase plane, one can easily get the following four kinds of conﬁgurations of solutions:
1. (ρ+, v+) ∈ I(ρ−, v−): ←−R + −→R ; 2. (ρ+, v+) ∈ II(ρ−, v−): ←−R + −→S ;
3. (ρ+, v+) ∈ III(ρ−, v−): ←−S + −→R ; 4. (ρ+, v+) ∈ IV(ρ−, v−): ←−S + −→S .
In the above solutions, the intermediate states (ρ∗, v∗) connecting two contact discontinuities satisfy
c2(v∗ + 1ρ∗ )
c2 + v∗ρ∗
=
c2(v+ + 1ρ+ )
c2 + v+ρ+
,
c2(v∗ − 1ρ∗ )
c2 − v∗ρ∗
=
c2(v− − 1ρ− )
c2 − v−ρ−
. (2.15)
3. Delta-shock solutions
In this section, let us discuss the last case (ρ+, v+) ∈ V(ρ−, v−) in detail. The characteristic lines from initial data
will overlap in a domain Ω shown in Fig. 2. So singularity must happen in Ω . It is easy to know that the singularity is
impossible to be a jump with a ﬁnite amplitude because the Rankine–Hugoniot relation is not satisﬁed on the bounded
jump. In other words, there is no solution which is piecewise smooth and bounded. Motivated by [22,25,27], we seek
solutions with delta distribution at the jump. In fact, the appearance of delta shock wave is due to the overlap of linearly
degenerate characteristic lines.
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For system (1.1) and (1.6), the deﬁnitions of solution in the sense of distributions can be given as follows.
Deﬁnition 3.1. A pair (ρ, v) constitutes a solution of (1.1) and (1.6) in the sense of distributions if it satisﬁes⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
+∞∫
0
+∞∫
−∞
(((
p + ρc2) v2
c2(c2 − v2) + ρ
)
φt +
((
p + ρc2) v
c2 − v2
)
φx
)
dxdt = 0,
+∞∫
0
+∞∫
−∞
(((
p + ρc2) v
c2 − v2
)
φt +
((
p + ρc2) v2
c2 − v2 + p
)
φx
)
dxdt = 0
(3.1)
for all test functions φ ∈ C∞0 (R+ × R1).
Moreover, we deﬁne a two-dimensional weighted delta functions in the following way.
Deﬁnition 3.2. A two-dimensional weighted delta function w(s)δL supported on a smooth curve L parameterized as t = t(s),
x = x(s) (c  s d) is deﬁned by
〈
w(s)δL, φ
〉=
d∫
c
w(s)φ
(
t(s), x(s)
)
ds (3.2)
for all test functions φ ∈ C∞0 (R2).
Consider a solution with discontinuity x = x(t) of (1.1) and (1.6) of the form
(ρ, v)(t, x) =
⎧⎨
⎩
(ρl, vl)(t, x), x< x(t),
(w(t)δ(x− x(t)), vδ(t)), x = x(t),
(ρr, vr)(t, x), x> x(t),
(3.3)
where (ρl, vl) and (ρr, vr)(t, x) are piecewise smooth solutions of (1.1) and (1.6), x(t), vδ(t) ∈ C1[0,+∞), and δ(·) is the
standard Dirac measure. Similarly to [18,19], we deﬁne ρ−1 as follows:
ρ−1 =
⎧⎨
⎩
ρ−1l , x< x(t),
0, x = x(t),
ρ−1r , x> x(t).
(3.4)
Noticing that ρ and v in (3.3) are well deﬁned, we can assert that (3.3) is a solution of (1.1) and (1.6) in the sense of
distributions if the following ordinary differential equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx
dt
= vδ,
d
dt
(
w(t)
c2
c2 − v2δ
)
= −vδ
[(
p + ρc2) v2
c2(c2 − v2) + ρ
]
+
[(
p + ρc2) v
c2 − v2
]
,
d
dt
(
w(t)
c2vδ
c2 − v2δ
)
= −vδ
[(
p + ρc2) v
c2 − v2
]
+
[(
p + ρc2) v2
c2 − v2 + p
]
(3.5)
are satisﬁed, where [q] = ql − qr . The proof is easy and similar to that in [25]. So we omit it.
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the limit states on two sides of the discontinuity, location, propagation speed, weight and the assignment of v on its
discontinuity line.
In addition, to guarantee uniqueness, the discontinuity should satisfy
λ+(ρr, vr) vδ  λ−(ρl, vl). (3.6)
Condition (3.6) is called the entropy condition, which means that all characteristics on both sides of the discontinuities are
not out-coming.
A discontinuity satisfying (3.5) and (3.6) will be called a delta shock wave to system (1.1) and (1.6), symbolized by δ.
In what follows, the generalized Rankine–Hugoniot relation and entropy condition will be in particular applied to Rie-
mann problem (1.1), (1.6) and (1.7) for the case (ρ+, v+) ∈ V (ρ−, v−), which is equivalent to the inequality
λ−(ρ+, v+) < λ+(ρ+, v+) λ−(ρ−, v−) < λ+(ρ−, v−), (3.7)
that is,
c2(v+ − 1ρ+ )
c2 − v+ρ+
<
c2(v+ + 1ρ+ )
c2 + v+ρ+

c2(v− − 1ρ− )
c2 − v−ρ−
<
c2(v− + 1ρ− )
c2 + v−ρ−
. (3.7′)
At this moment, the Riemann problem is reduced to solving the system of ordinary differential equations (3.5) with the
initial conditions
t = 0: x(0) = 0, w(0) = 0. (3.8)
From (3.5) and (3.8), it follows that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wc2
c2 − v2δ
= −Ex+ Ft,
wc2vδ
c2 − v2δ
= −F x+ Gt,
(3.9)
where
E =
[(
p + ρc2) v2
c2(c2 − v2) + ρ
]
, F =
[(
p + ρc2) v
c2 − v2
]
, G =
[(
p + ρc2) v2
c2 − v2 + p
]
.
Multiplying the ﬁrst equation in (3.9) by vδ and then subtracting it from the second one, we obtain that
Exvδ − Ftvδ − F x+ Gt = 0, (3.10)
or
d( E2 x
2 − Ftx+ G2 t2)
dt
= 0. (3.10′)
It gives
Ex2 − 2Ftx+ Gt2 = 0. (3.11)
From (3.11), we can ﬁnd that vδ is a constant and x(t) = vδt . Then, Eq. (3.11) can be rewritten into
H(vδ) := Ev2δ − 2F vδ + G = 0, (3.12)
which is just a quadratic equation with respect to vδ .
Again, from (3.7) it can be directly derived the following inequalities
A1 := −v+ρ+c2ρ− + v+ρ+v− + c2ρ− − v− + v−ρ−c2ρ+ − v−ρ−v+ − c2ρ+ + v+ > 0, (3.13)
A2 := −v+ρ+c2ρ− − v+ρ+v− − c2ρ− − v− + v−ρ−c2ρ+ + v−ρ−v+ + c2ρ+ + v+ > 0, (3.14)
A3 := −v+ρ+c2ρ− + v+ρ+v− − c2ρ− + v− + v−ρ−c2ρ+ + v−ρ−v+ − c2ρ+ − v+  0, (3.15)
so one can get that
H
(
λ+(ρ+, v+)
)= c2A2A3
(c2ρ+ + v+)2(c − v−)(c + v−)ρ−  0, (3.16)
H
(
λ−(ρ−, v−)
)= − c2A1A3
2 2
 0, (3.17)
(c ρ− − v−) (c − v+)(c + v+)ρ+
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2ρ− − v−)A2
(c2ρ+ + v+)(c − v−)(c + v−)ρ− > 0, (3.18)
−Eλ−(ρ−, v−) + F = (c
2ρ+ + v+)A1
(c2ρ− − v−)(c − v+)(c + v+)ρ+ > 0. (3.19)
Now we are in the position to solve Eq. (3.12).
When E 	= 0, by virtue of
F 2 − EG = A1A2
ρ−ρ+(c − v−)(c + v−)(c − v+)(c + v+) > 0,
we ﬁnd two solutions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
x(t) = F −
√
F 2 − EG
E
t,
vδ = F −
√
F 2 − EG
E
,
w(t) =
√
F 2 − EG
(
1−
(
F − √F 2 − EG
cE
)2)
t,
(3.20)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
x(t) = F +
√
F 2 − EG
E
t,
vδ = F +
√
F 2 − EG
E
,
w(t) = −
√
F 2 − EG
(
1−
(
F + √F 2 − EG
cE
)2)
t.
(3.21)
Next, with the help of the entropy condition (3.6), we will choose the admissible solution to Riemann problem (1.1), (1.6)
and (1.7) from (3.20) and (3.21).
For solution (3.20), noticing (3.16)–(3.19), we have
vδ − λ+(ρ+, v+) = F −
√
F 2 − EG
E
− λ+(ρ+, v+)
= Eλ
2+(ρ+, v+) − 2Fλ+(ρ+, v+) + G
(−Eλ+(ρ+, v+) + F ) +
√
F 2 − EG
= H(λ+(ρ+, v+))
(−Eλ+(ρ+, v+) + F ) +
√
F 2 − EG  0, (3.22)
and
vδ − λ−(ρ−, v−) = F −
√
F 2 − EG
E
− λ−(ρ−, v−)
= Eλ
2−(ρ−, v−) − 2Fλ−(ρ−, v−) + G
(−Eλ−(ρ−, v−) + F ) +
√
F 2 − EG
= H(λ−(ρ−, v−))
(−Eλ−(ρ−, v−) + F ) +
√
F 2 − EG  0, (3.23)
which imply the entropy condition (3.6) is valid. Especially, from (3.13)–(3.17), one can easily observe that, in the two
inequalities above, both of the signs “=” are valid if and only if λ+(ρ+, v+) = λ−(ρ−, v−). In this case we have vδ =
λ+(ρ+, v+) = λ−(ρ−, v−).
For solution (3.21), when E < 0,
vδ − λ+(ρ+, v+) = F +
√
F 2 − EG
E
− λ+(ρ+, v+)
= −Eλ+(ρ+, v+) + F +
√
F 2 − EG
< 0, (3.24)
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vδ − λ−(ρ−, v−) = F +
√
F 2 − EG
E
− λ−(ρ−, v−)
= −Eλ−(ρ−, v−) + F +
√
F 2 − EG
E
> 0. (3.25)
These show that the solution (3.21) does not satisfy the entropy condition (3.6).
When E = 0, the situation is simple. From (3.18) or (3.19), we have F > 0, and we get the solution
x(t) = G
2F
t, vδ = G
2F
, w(t) = F
(
1−
(
G
2Fc
)2)
t, (3.26)
which obviously satisﬁes (3.6) as a result of H ′(vδ) = −2F < 0, or similarly to (3.22) and (3.23).
Thus we have proved the following result.
Theorem 3.1. Let (ρ+, v+) ∈ V(ρ−, v−). Then Riemann problem (1.7) for (1.1) and (1.6) admits one and only one entropy solution in
the sense of distributions of the form
(ρ, v)(t, x) =
⎧⎨
⎩
(ρ−, v−), x< vδt,
(w(t)δ(x− vδt), vδ), x = vδt,
(ρ+, v+), x> vδt,
(3.27)
where vδ and w(t) are shown in (3.20) for E 	= 0 and (3.26) for E = 0.
At last, associating with the results in Section 2, we can conclude
Theorem 3.2. For Riemann problem (1.1), (1.6) and (1.7), there exists a unique entropy solution, which contains different contact
discontinuities when λ+(ρ+, v+) > λ−(ρ−, v−) and a delta shock wave when λ+(ρ+, v+) λ−(ρ−, v−).
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