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Abstract
We study a lattice sigma model which is expected to reflect Anderson localization
and delocalization transition for real symmetric band matrices in 3D, but describes
the mixing measure for a vertex reinforced jump process too. For this model we
prove exponential localization at any temperature in a strip, and more generally in
any quasi-one dimensional graph, with pinning (mass) at only one site. The proof
uses a Mermin-Wagner type argument and a transfer operator approach.
1 Introduction
Nonlinear sigma models and random matrices. Nonlinear sigma models appear
as effective models at low energy in a large variety of physical problems where some kind
of spontaneous symmetry breaking and phase transition is expected. They can be viewed,
in analogy to statistical mechanics, as models of interacting spins, taking values in a non-
linear manifold. In the context of disordered conductors and quantum chaos, the spectral
and transport properties of random Schro¨dinger operators and random band matrices can
be translated in the study of the correlation functions for a statistical mechanics model
where the spin at each lattice site j is replaced by a matrix Qj , whose elements are both
ordinary (bosonic) complex or real variables and anticommuting (fermionic) Grassmann
variables. This representation was introduced and developed by Efetov [Efe83, Efe97],
based on seminal work by Wegner [Weg79, SW80], using the supersymmetric approach.
In the corresponding nonlinear sigma model, the matrix Qj satisfies Q
2
j = 1 and is re-
stricted to take values on a supermanifold, whose symmetry properties depend on the
symmetries of the initial random matrix ensemble and the observable (correlation func-
tion) under study. Efetov’s supersymmetric nonlinear sigma model and its variants were
intensively studied, especially in the physics literature, but they still defy a rigorous math-
ematical understanding. See [Spe12, Mir00b, Mir00a, Fyo02] for an introduction to these
problems.
In this context Zirnbauer introduced a supersymmetric sigma model [Zir91, DFZ92],
that is expected to reflect Anderson localization and delocalization transition for real
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symmetric band matrices in 3D. In this statistical mechanical model the field (or spin)
at site j is a vector vj = (xj , yj, zj, ξj, ηj) where x, y, z are real and ξ, η are Grassmann
variables. We endow this vector space with a generalization of the Lorentz metric (v, v′) =
xx′ + yy′ − zz′ + ξη′ − ηξ′. Imposing the constraint (vj, vj) = −1, the field vj has four
degrees of freedom (two bosonic and two fermionic), and takes values in a target space
denoted by H2|2, which is a supermanifold extension of the hyperbolic plane H2. The
effective action for this model is given by
F(v) =
∑
i∼j
βij
2
(vi − vj , vi − vj) +
∑
j
εj(zj − 1) (1.1)
where the first term is the kinetic energy, and i ∼ j denotes edges connecting nearest
neighbors i and j. See [DSZ10, Sect. 2.1] for more details. The parameter βij = βji > 0
may be seen as a local inverse temperature along the edge i ∼ j, using the language of
statistical mechanics. The last term in the action is needed to break the non-compact
symmetry and make the corresponding integral finite, so εj ≥ 0 can be seen as the analog
of a magnetic field, or a mass term. Note that if we add a new vertex ρ to the lattice, we
connect it to all lattice points j with εj > 0 and we fix vρ = (0, 0, 1, 0, 0) we have∑
j
εj(zj − 1) =
∑
j
εj
2
(vj − vρ, vj − vρ).
Then the mass term may be seen as a kinetic term too. In the appropriate coordinate
system (see [DSZ10]) the action becomes quadratic in the fermionic variables and these
variables can be integrated out exactly. We are left with two real variables tj , sj at each
lattice site and a probability measure dµ(t, s). The resulting statistical mechanical model
then has a probabilistic interpretation. In this paper, we will not use the supersymmetric
formalism at all, and will work directly on the probability measure dµ(t, s), whose precise
form is given in (2.3) below4.
Connection with stochastic processes. Recently Sabot and Tarre`s [ST12] proved
a precise relation between H2|2 and both vertex reinforced jump process (VRJP) and
linearly edge reinforced random walk (LERRW) on the graph with the additional vertex ρ.
Both are history dependent stochastic processes, describing self-organization and learning
behavior. VRJP was conceived by Werner and studied in [DV02, DV04, Col06, Col09,
BS12]. It is a continuous time process Y = (Yu)u≥0 where the particle jumps from the
lattice site i to j with rate βij(1 + Lj(u)), where Lj(u) is the local time at j, that is the
time the particle has already spent on j up to time u. Here we take the convention βiρ =
βρi = εi. In this context large/small β corresponds to weak/strong reinforcement. Indeed,
assuming β to be constant, we can rescale the time by u′ = βu. Then L′j(u
′) = βLj(u),
the jump rate becomes 1 + L′j(u
′)/β and the bigger β is, the weaker the influence of the
4Actually here we work only with the formula for one pinning point. For the more general formula
see [DS10].
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local time. Let Y˜ = (Y˜n)n∈N0 be the discrete time process associated to Y by taking only
the value of Yu immediately before the jump times, ignoring the waiting time between
jumps. Sabot-Tarre`s [ST12] proved that on any finite graph it can be represented as a
random walk in a random environment, and more precisely as a mixture of reversible
Markov chains
P(Y˜ ∈ A) =
∫
PW (t,s)(Y˜ ∈ A) dµ(t, s) (1.2)
for any event A on paths, where dµ(t, s) is the measure for H2|2 defined in (2.3) below.
Here PW (t,s)(Y˜ ∈ ·) is the probability law associated to the Markovian random walk
starting at the root ρ and jumping from i to j with probability proportional toWij(t, s) =
Wji(t, s) = βije
ti+tj for any i ∼ j, with the convention tρ = 0. The probability measure
µ(W ∈ ·) allows to pick randomly the environment where the particle moves. It is called
the mixing measure for the process. From the stochastic process perspective, the most
natural situation is to consider the case of one pinning point εj = εδjj0, where j0 is some
fixed lattice site.
LERRW is a discrete time process X = (Xn)n∈N0 where the particle jumps at time n
from the lattice site i to j with a probability depending on the number of times it has
traversed the i ∼ j edge in the past. This model is known to be a mixture of reversible
Markov chains with explicitly known mixing measure [CD86, KR00]. The relation of
this model to H2|2 was clarified by Sabot and Tarre`s [ST12, Thm. 1], who showed that
LERRW is obtained from the discrete time VRJP as a mixture by taking the weights (βij)
in Wij(t, s) to be independent Gamma distributed random variables. Using this relation
they proved localization of LERRW in d ≥ 1 for strong reinforcement.
Results and conjectures. Exponential localization for H2|2 was established in d = 1
[Zir91]-[DS10] for any value of β, and in d ≥ 1 for small β [DS10]. A quasi-diffusive
phase was established in d ≥ 3 for large β thus proving the existence of a phase transition
[DSZ10]. In d = 2 localization is expected to hold for any value of β, with localization
length of order eβ. The proofs in [DS10, DSZ10] are derived for constant parameters
βij = β, but they can be easily generalized to the case of variable betas. In the case of
one pinning point εj = δjj0, the results listed above imply that the corresponding VRJP
starting at j0 is recurrent in d = 1 for any value of β, and in d ≥ 1 for small β [ST12].
In this paper we consider H2|2 in the case of one pinning point on a generalized strip,
consisting of copies of an arbitrary finite connected graph. For this model we prove
exponential localization for any periodic choice of βij , uniformly in the number of copies.
This implies the corresponding discrete time process associated to VRJP is recurrent
on the infinite strip and exponentially localized in a finite region with high probability:
P(|Y˜n| > R) ≤ e−cR for some constant c, independent from n. Similar statements could
be made about the continuous time process too, although they are not worked out here.
Idea of the proof. Though one may expect this should be just a small modification
of the 1D proof, it turns out the argument used in [DS10] breaks down as soon as we
leave the perfect one dimensional chain, unless we take β small. Here we use a quite
3
different approach, namely a deformation argument on probability measures (in the spirit
of Mermin-Wagner). The transfer operator method is used in a non standard way. Instead
of estimating the top eigenvalue directly, it is used to bound some of the terms generated
by the deformation uniformly in the length of the strip. For this purpose, we need only a
reflection symmetry and compactness. To set up a transfer operator we need to express
our measure as a product of local functionals. This is not trivial due to the presence of a
highly non local determinant in the measure. One might write this determinant in terms
of a product of local functions of Grassmann (anticommuting) variables, but would have to
deal with a transfer matrix involving both real and Grassmann variables. In contrast, here
we write the determinant as a sum over spanning trees, using the matrix-tree theorem.
Then these trees can be described by a set of local variables and the Boltzmann weight
becomes a product of local non-negative functions.
The arguments are inspired by the methods used by two of us in previous work on
the LERRW [MR05, MR09a]. In contrast to that work though, here our deformation
depends on a cut-off function selecting only small gradients. With this choice, we have
to estimate bounded observables only. An alternative method, not presented here, would
be to remove the cut-off function, and deal with unbounded observables.
To simplify the proof as much as possible, we did not try to estimate the localization
length as a function of β or W , though such an estimate is maybe achievable by a more
detailed analysis. Some variant of the arguments we use here may perhaps be applied to
the case of uniform pinning εj = ε. On the other hand, the true d = 2 case with large
beta is much harder and will probably need a different approach.
Acknowledgements. It is our pleasure to thank T. Spencer for many useful discussions
and suggestions related to this paper.
2 Model and main result
2.1 The model
Let G0 = (V0, E0) be a finite undirected graph with vertex set V0 and edge set E0. If
there is an edge between v and v′ in the graph G0, we write (v ∼ v
′) ∈ E0. We consider
the sigma model on the graph G obtained by putting infinitely many copies of G0 in a
row. Let Gn = (Vn, En) be the copy of G0 at level n ∈ Z. More precisely, G = (V,E) has
vertex set V := Z× V0 and edge set E =
⋃
n∈Z(En ∪ En+1/2), where
En := {en := ((n, v) ∼ (n, v
′)) : e = (v ∼ v′) ∈ E0} (2.1)
is the set of “vertical” edges in Gn, connecting the copies at level n of the vertices v and
v′, for any edge (v ∼ v′) ∈ E0, and
En+1/2 := {vn+1/2 := ((n, v) ∼ (n+ 1, v)) : v ∈ V0} (2.2)
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is the set of “horizontal” edges connecting each vertex in Vn with its copy in Vn+1. We
say that an edge in En+1/2 is at level n+1/2. Note that, in the special case when G0 is a
finite segment of Z, the graph we obtain is an infinite strip. In this case the edges en are
vertical lines while the edges vn+1/2 are horizontal lines. Hence, the names above.
For L, L ∈ N, we set L := (−L, L) and consider the finite piece GL = (VL, EL) of G
with vertex set VL := {−L, . . . , L} × V0. Let p be a fixed vertex in V0. We abbreviate
0 := (0, p). The site 0 in G0 will be used as pinning point (hence the name we chose). To
each site j ∈ VL we associate the real variables tj and sj. We abbreviate t = (ti)i∈VL and
s = (si)i∈VL and let ∇t = (ti − tj)i,j∈VL denote the vector of gradients of the t variables.
We introduce the probability measure5
dµ0L(t, s) =
∏
j∈VL
dtjdsje
−tj
2π
e−FL(∇t)e−
1
2
[s,AL(t)s] det[AL(t) + ε̂ ] e
−M(t0,s0), (2.3)
where dtj and dsj denote the Lebesgue measure on R, AL(t) = (AL(t)ij)i,j∈VL is the
positive definite matrix defined by
AL(t)ij =

−βije
ti+tj if i ∼ j,∑
k:k∼j
βkje
tk+tj if i = j,
0 otherwise,
(2.4)
and ε̂ is the diagonal matrix with entries
ε̂ij = δi0δj0εe
t0 for i, j ∈ VL. (2.5)
The arguments in the exponent are defined by
FL(∇t) =
∑
(i∼j)∈EL
βij(cosh(ti − tj)− 1), (2.6)
[s, AL(t)s] =
∑
(i∼j)∈EL
βij(si − sj)
2eti+tj , (2.7)
M(t0, s0) = ε
[
cosh t0 − 1 +
s2
0
2
et0
]
, (2.8)
where ε, (βij)(i∼j)∈EL are positive fixed weights. In the remainder of this article, we con-
sider only translation invariant weights:
βen = βe0 ∀e ∈ E0 and βvn+1/2 = βv1/2 ∀v ∈ V0, ∀n ∈ Z. (2.9)
Therefore, we can recover βe for all e ∈ EL from
~β := (βe)e∈E0∪E1/2 . (2.10)
5This measure is normalized to one by supersymmetry, see [DSZ10, Sect. 4]. The factor 2pi comes from
integrating over the fermionic variables. Alternatively one may notice that this is the mixing measure for
a VRJP hence it is normalized to one.
5
2.2 The main result
With the above definitions we can now state the main result of the paper.
Theorem 2.1 There exist constants c1, c2 > 0 depending only on G0 and ~β such that for
all L = (−L, L) and l with −L ≤ l ≤ L, one has
Eµ0L
[
e
tℓ−t0
2
]
≤ c1e
−c2l, (2.11)
where ℓ := (l, p) denotes the copy of the pinning point p at level l. The estimate holds
uniformly in L. Moreover, there exists a probability measure µ0∞ on R
V ×RV such that for
any bounded observable O depending only on finitely many ti, si we have Eµ0L [O]→ Eµ0∞ [O]
as L = (−L, L)→ (−∞,+∞).
Using this result we can derive several properties of the VRJP. Let Gρ denote the graph
G with the additional vertex ρ, that is connected only to 0.
Corollary 2.2 The discrete time process associated to the vertex reinforced jump process
on the infinite graph Gρ is a mixture of positive recurrent irreducible reversible Markov
chains for any translation invariant beta as in (2.9) above. The mixing measure for
the random weights, indexed by edges i ∼ j in Gρ, is given by the joint distribution
of (Wij(t, s) = βije
ti+tj )i∼j with respect to µ
0
∞; here we use the convention Wρ0(t, s) =
βρ0e
t0+tρ = εet0 with tρ = 0 and βρ0 = ε.
By standard arguments similar to the ones given in [MR07] for the linearly edge reinforced
random walk case, the decay properties of ti as i→∞ with respect to µ
0
∞ allow to derive
several asymptotic properties of VRJP.
In the following, the level of any vertex v = (m, x) ∈ Vm, x ∈ V0, is denoted by |v| = m.
Corollary 2.3 For the discrete-time process (Y˜n)n∈N0 associated to the VRJP on Gρ there
exist constants c3, c4 > 0 depending only on G0 and ~β such that for all v ∈ V , one has
sup
n∈N0
P(Y˜n = v) ≤ c3e−c4|v|. (2.12)
Furthermore, there exists a constant c5 > 0 such that P-a.s.
max
k=0,...,n
|Y˜k| ≤ c5 logn for all n large enough.
2.3 Plan of the paper and outline of the proof
Before starting the proof we reorganize the expressions in a more convenient way. We
perform a change of coordinates, replacing the t, s variables by gradient variables taken
along a fixed tree. We also replace the determinant in (2.3) by a sum over the set of
spanning trees. The measure µ0L then factors in a product of a “pinning” measure on
6
t0, s0 and a “gradient” measure on ∇t, y, T , where y is a rescaling of ∇s and T is a
spanning tree. This is done in subsections 3.1-3.2.
Now, since the quantity we want to average is strictly positive, we can include it
in the measure. The problem is then to estimate the normalization constant of this new
“interpolated measure”. This in turn can be translated in the problem of minimizing a free
energy with respect to a set of probability measures. The argument is given in Lemma 3.6.
In the next subsection we introduce a particular deformation of the interpolated measure:
the guiding principle behind is to move closer to the minimizer without moving too far
away from the interpolated measure, in order to exploit its symmetry properties.
Sect. 4, 5 and 6 are then devoted to prove that this deformed measure gives a sufficiently
good bound to ensure exponential localization. The free energy we need to minimize
consists of two terms: an energy term and an entropy term. In Sect. 4 we derive an upper
bound for the entropy by a second order Taylor expansion. For the energy term though
we use a transfer operator method in Sect. 6. To apply the transfer operator we need first
to rewrite the sum over (global) spanning trees in terms of new local tree variables. This
is done in Sect. 5. Finally Sect. 7 puts together all the pieces to complete the proof of the
main theorem. There we also prove the results on VRJP.
In order to be as self-contained as possible, and since the results on transfer operators
are somehow scattered in the literature, we have collected in the appendix the parts we
need for the convenience of the reader.
Notation. In the following, constants are labelled by c1, c2 . . . . They keep their meaning
throughout the whole paper.
3 Reorganizing the problem
In this section we perform a change of variables in order to make the gradient structure
of the measure µ0L more explicit. We need to introduce first a few definitions.
3.1 Gradient and tree variables
Spanning trees and backbones. Let TL denote the set of spanning trees on GL. In
the following, we write T instead of TL, unless there is a risk of confusion. For each tree in
TL we define the backbone of T , denoted by B(T ), as the unique path in T connecting r =
(−L, p) to r = (L, p). Moreover, we denote by Bc(T ) the set of edges in the complement
of B(T ) inside T : these are the branches of the tree. Then T = B(T ) ∪Bc(T ). See Fig.1
for an example.
We use a fixed reference tree defined in the following way. Let B be the set of horizontal
edges in
⋃
n∈ZEn+1/2 connecting all copies of 0:
B = {pn+1/2 : −L ≤ n ≤ L− 1, n ∈ Z}. (3.1)
7
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Figure 1: (a) an example of spanning tree T with the corresponding sets B(T ) and Bc(T );
(b) the backbone tree T bb with its backbone B.
We call this line the backbone. Let S be a fixed spanning tree of the finite graph G0.
We define the backbone tree T bbL to be the spanning tree of GL consisting of L + 1 + L
copies of the spanning tree S which are just connected by the horizontal edges in B. In
the following, we write T bb instead of T bbL , unless there is a risk of confusion. With these
definitions we have B(T bb) = B (see Fig.1).
Orienting the edges. We assign to every edge e = (i ∼ j) an arbitrary orientation
from i to j for bookkeeping reasons only. We define the oriented gradient
∇te = ∇ti,j := tj − ti, ∇ye = yi,j := (sj − si)e
ti+tj
2 . (3.2)
We will mostly use the notation ∇te, ye as an argument of some even function, where the
orientation (hence the sign) will not matter.
Let T ∈ T be an arbitrary spanning tree. In the following, any tree T ∈ T is oriented
away from the root r. For each edge e ∈ T , we denote its endpoints by ie,T and je,T such
that the orientation of e in T goes from ie,T towards je,T . Then we define the oriented
gradient along the tree T as
∇tTe := tje,T − tie,T , y
T
e := (sje,T − sie,T )e
tie,T
+tje,T
2 if e ∈ T (3.3)
∇tTe = y
T
e := 0 if e 6∈ T.
Of particular interest is T = T bb. As the other trees, the backbone tree is always oriented
away from the point r. This corresponds to orient all edges in the spanning tree S of
G0 away from the pinning point 0 = (0, p) (likewise orient all edges in the n-th copy of
S away from (n, p)) and orient each edge pn+1/2 on the backbone B from (p, n) towards
(p, n+ 1). In this case, we abbreviate ie = ie,Tbb and je = je,Tbb.
Gradient variables. In the following we replace µ0L by a measure depending on the set
of spanning trees T defined above plus the set of oriented gradients along the backbone
tree
∇tbb = (∇t
bb
e )e∈Tbb := (∇t
Tbb
e )e∈Tbb, ybb = (y
bb
e )e∈Tbb := (y
Tbb
e )e∈Tbb. (3.4)
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Let
ΩL := RT
bb
× RT
bb
and ΩL := ΩL × TL (3.5)
denote the set of all possible values of ~ω := (∇tbb, ybb) and ~ω := (~ω, T ), respectively.
Finally we call ωn (and ωn+1/2, respectively) the set of gradient variables associated to
“vertical edges” e ∈ Sn at the n-th level (and the gradient variables associated to the
unique horizontal edge in T bb at level n + 1/2, respectively):
ωn :=(ωe)e∈Sn := (∇t
bb
e , y
bb
e )e∈Sn, n = −L, . . . , L, (3.6)
ωn+1/2 :=(∇t
bb
pn+1/2
, ybbpn+1/2), n = −L, . . . , L− 1.
All vertical variables ωn, n = −L, . . . , L, belong to the same set Ωvert = RS × RS, all
horizontal variables ωn+1/2, n = −L, . . . , L − 1 belong to the same set Ωhor = R × R.
Oriented gradient variables from (3.3) can be viewed as functions of gradient variables
along the backbone tree as described in the following lemma.
Lemma 3.1 Let i, j ∈ VL be two vertices. We can write tj − ti as a function of ∇tbb as
follows:
tj − ti =
∑
e′∈γij
Tbb
∇tbbe′
[
1{e′∈γrj
Tbb
} − 1{e′∈γri
Tbb
}
]
, (3.7)
where γij
Tbb
is the unique path on the backbone tree connecting the vertices i and j, and
1{e∈γij
Tbb
} is the corresponding indicator function. For (i ∼ j) ∈ En the path γ
ij
Tbb
is
completely inside Sn. On the other hand, for (i ∼ j) ∈ En+1/2 the path uses only the edge
pn+1/2 and edges in T
bb at levels n and n+ 1.
Finally, for any edge e = (i ∼ j) ∈ E directed from i to j, we have:
yi,j =
∑
e′∈γij
Tbb
Ye′, where Ye′ = Ye′(∇tbb, ybb) is given by (3.8)
Ye′ = y
bb
e′
[
1{e′∈γrj
Tbb
} − 1{e′∈γri
Tbb
}
]
exp
{
1
2
∑
e′′∈γij
Tbb
\{e′}
∇tbbe′′
[
1− 2 · 1
{e′′∈γ
ri
e′
Tbb
}
]}
Proof. Every ti can be expressed in terms of t0 and ∇tbb:
ti = t0 + (ti − tr)− (t0 − tr) = t0 +
∑
e∈Tbb
∇tbbe
[
1{e∈γri
Tbb
} − 1{e∈γr0
Tbb
}
]
(3.9)
Therefore, for any vertices i and j, the difference tj − ti is a function of ∇tbb only:
tj − ti =
∑
e∈Tbb
∇tbbe
[
1{e∈γrj
Tbb
} − 1{e∈γri
Tbb
}
]
=
∑
e∈γij
Tbb
∇tbbe
[
1{e∈γrj
Tbb
} − 1{e∈γri
Tbb
}
]
, (3.10)
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where we used 1{e∈γrj
Tbb
} − 1{e∈γri
Tbb
} = 0 when e 6∈ γ
ij
Tbb
. In the same way sj can be
expressed in terms of t0, s0,∇tbb, ybb:
si = s0 +
∑
e∈Tbb
ybbe e
−
tie+tje
2
[
1{e∈γri
Tbb
} − 1{e∈γr0
Tbb
}
]
, (3.11)
where for each e ∈ T bb,
tie + tje
2
= t0 +
1
2
∑
e′∈Tbb
∇tbbe′
[
1{e′∈γrie
Tbb
} + 1{e′∈γrje
Tbb
} − 2 · 1{e′∈γr0
Tbb
}
]
.
For any edge e = (i ∼ j) directed from i to j, yi,j is a function of ∇tbb and ybb only:
yi,j = (sj − si)e
ti+tj
2 =
∑
e′∈γij
Tbb
ybbe′ e
ti+tj−ti
e′
−tj
e′
2
[
1{e′∈γrj
Tbb
} − 1{e′∈γri
Tbb
}
]
. (3.12)
The argument in the exponent is
ti + tj − tie′ − tje′ =
∑
e′′∈γij
Tbb
∇tbbe′′
[
1{e′′∈γri
Tbb
} + 1{e′′∈γrj
Tbb
} − 1{e′′∈γrie′
Tbb
}
− 1
{e′′∈γ
rj
e′
Tbb
}
]
,
where we used (3.10), γ
ie′ je′
Tbb
⊂ γij
Tbb
, and
1{e′′∈γri
Tbb
} + 1{e′′∈γrj
Tbb
} − 1{e′′∈γrie′
Tbb
}
− 1
{e′′∈γ
rj
e′
Tbb
}
= 0 when e′′ 6∈ γij
Tbb
.
Now we remark that
(γriTbb ∩ γ
rj
Tbb
) ∩ γij
Tbb
= ∅, γij
Tbb
= (γriTbb ∩ γ
ij
Tbb
) ∪ (γrj
Tbb
∩ γij
Tbb
).
Then for each e′ ∈ γij
Tbb
we have
ti + tj − tie′ − tje′ =
∑
e′′∈γij
Tbb
∇tbbe′′
[
1− 1
{e′′∈γ
ri
e′
Tbb
}
− 1
{e′′∈γ
rj
e′
Tbb
}
]
=
∑
e′′∈γij
Tbb
∇tbbe′′
[
1− 2 · 1
{e′′∈γ
rie′
Tbb
}
− 1{e′′=e′}
]
=
∑
e′′∈γij
Tbb
\{e′}
∇tbbe′′
[
1− 2 · 1
{e′′∈γ
rie′
Tbb
}
]
where we used 1
{e′′∈γ
rj
e′
Tbb
}
= 1
{e′′∈γ
ri
e′
Tbb
}
+ 1{e′′=e′}. This completes the proof of (3.8).
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3.2 The measure µ0
L
In the following ∇te, ye,∇t
T
e and also tj − ti, for any edge e and any two vertices i, j, are
viewed as functions of ~ω. This is possible by Lemma 3.1. With all the definitions from
above we have
Theorem 3.2 Consider the transformation
Φ : RV × RV → (R× R)× ΩL,
(ti, si)i∈VL 7→ (t0, s0,∇tbb, ybb) = (t0, s0, ~ω). (3.13)
With respect to this transformation, the image of the probability measure µ0L equals the
product measure µpin × µgrad,0L,no tree, where µ
pin and µgrad,0L,no tree are two probability measures
defined on R× R and ΩL, respectively. These measures are defined as follows:
dµpin(t0, s0) = e
−Hpin(t0,s0)dt0ds0 with
Hpin(t0, s0) = ε
[
cosh t0 − 1 +
s2
0
et0
2
]
− ln
ε
2π
, (3.14)
where dt0 ds0 denotes the Lebesgue measure on R× R. The measure µ
grad,0
L,no tree is obtained
from a probability measure µgrad,0L on ΩL by summing over all spanning trees. More
precisely, µgrad,0L,no tree is the marginal with respect to the projection ΩL → ΩL, ~ω = (~ω, T ) 7→
~ω of the probability measure µgrad,0L on ΩL defined as follows:
dµgrad,0L (~ω) =e
−Hgrad,0L (~ω)d~ω with
Hgrad,0L (~ω) =
∑
e∈EL
βe
[
cosh∇te − 1 +
y2e
2
]
+
∑
e∈T
∇tTe −
∑
e∈Tbb
∇tbbe
2
+ tr − t0 −
∑
e∈T
ln
βe
2π
(3.15)
and d~ω = d~ω dT =
∏
e∈Tbb d∇t
bb
e dy
bb
e dT is the Lebesgue measure on ΩL times the count-
ing measure dT on T .
Proof. By the matrix tree theorem the determinant of AL(t) + ε̂ can be written as
det[AL(t) + ε̂ ] = εe
t0
∑
T∈T
∏
(i∼j)∈T
βije
ti+tj =
∑
T∈T
et0+ln ε+
∑
(i∼j)∈T (ti+tj+lnβij). (3.16)
Therefore we can rewrite the measure µ0L as a marginal, by taking the spanning tree T as
additional variable. We have then
dµ0L(t, s) =
∫
T∈T
e−HL(t,s,T )d[t, s, T ], where d[t, s, T ] =
∏
j∈VL
dtjdsj
2π
dT, and
11
HL(t, s, T ) =
∑
(i∼j)∈EL
βij
[
cosh(ti − tj)− 1 +
(si − sj)
2
2
eti+tj
]
+
∑
j∈VL
tj
+ ε
[
cosh t0 − 1 +
s2
0
2
et0
]
−
t0 + ln ε+ ∑
(i∼j)∈T
(ti + tj + ln βij)
 . (3.17)
The normalizing constant (2π)−|VL| is distributed in pieces among the terms ln(βe/(2π)),
e ∈ T , and ln(ε/(2π)) appearing in Hgrad,0L and H
pin, respectively. The transformation Φ
from (3.13) is a bijection. Changing the variables according to (t0, s0,∇tbb, ybb) = Φ(s, t)
yields the transformed measure
Φ[e−HL(t,s,T )dtds] = e−HL(Φ
−1(t0,s0,∇tbb,ybb),T )J dt0 ds0 d∇tbb dybb (3.18)
where the last term J is the Jacobian
J =
∏
(i∼j)∈Tbb
e−
1
2
(ti+tj) = e−[
∑
j∈VL
tj−tr−
1
2
∑
e∈Tbb
∇tbbe ], (3.19)
and in the last equality we used Lemma 3.3 below. Using Lemma 3.3 again∑
j∈VL
tj − t0 −
∑
(i∼j)∈T
(ti + tj) = −
∑
j∈VL
tj + tr + (tr − t0) +
∑
e∈T
∇tTe .
Inserting this in the Hamiltonian (3.17), we get
HL(t, s, T ) =
∑
e∈E
βe
[
cosh∇te − 1 +
y2e
2
]
+
∑
e∈T
∇tTe −
∑
j∈VL
tj + tr + (tr − t0)
−
∑
e∈T
ln βe + ε
[
cosh t0 − 1 +
s2
0
et0
2
]
− ln ε. (3.20)
Adding the contribution (3.19) from the Jacobian the result follows.
Lemma 3.3 For every T ∈ T , one has∑
e∈T
(tie + tje)− 2
∑
j∈VL
tj + 2tr +
∑
e∈T
∇tTe = 0. (3.21)
Proof. Recall that for each edge e ∈ T , we denote its endpoints by ie,T and je,T such that
je,T is farther away from r in the tree T than ie,T : tje,T − tie,T = ∇t
T
e . For every vertex
j ∈ VL \ {r} there is a unique edge e ∈ T with je,T = j, therefore∑
j∈VL
tj = tr +
∑
e∈T
tje,T . (3.22)
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Using this, we get
∑
e∈T
(tie + tje)− 2
∑
j∈VL
tj + 2tr =
∑
e∈T
(tie,T + tje,T )− 2
(
tr +
∑
e∈T
tje,T
)
+ 2tr
=
∑
e∈T
(tie,T − tje,T ) = −
∑
e∈T
∇tTe . (3.23)
The claim follows.
3.3 The interpolated measure
Let l ∈ N with 0 < l ≤ L. The reader may imagine 1≪ l ≪ L. We set ℓ := (l, p). Thus,
ℓ is the copy of p at level l. We are interested in studying the average Eµ0L
[
e
tℓ−t0
2
]
. Note
that
Eµ0L
[
e
tℓ−t0
2
]
=
∫
e
tℓ−t0
2 dµgrad,0L (~ω), (3.24)
since ∫
dµpin(t0, s0) = 1.
The last expression is true by supersymmetry, being the partition function for the prob-
ability measure (2.3) in the special case of a single vertex. In this simple case one may
check the identity also by direct computation. We now merge the observable e
tℓ−t0
2 with
Hgrad,0L (~ω) to define a new probability measure, called the interpolated measure,
dP0ℓL =
e∆Hdµgrad,0L
Z0ℓL
, where ∆H =
tℓ − t0
2
, Z0ℓL = Eµgrad,0L
[
e
tℓ−t0
2
]
. (3.25)
The normalization constant of this new measure is exactly the observable we want to
estimate.
Theorem 3.4 Using the gradient variables above the interpolated measure dP0ℓL can be
written as
dP0ℓL (~ω) =
e−H
0ℓ
L (~ω)
Z0ℓL
d~ω, with H0ℓL (~ω) =
∑
e∈EL
he(~ω)−
−1∑
n=−L
∇tbbpn+1/2
2
+
L−1∑
n=l
∇tbbpn+1/2
2
, (3.26)
where
he(~ω) = βe
[
cosh∇te − 1 +
y2e
2
]
+∇tTe 1{e∈Bc(T )} −
∇tbbe
2
1{e∈Bc(Tbb)} − ln
βe
2π
1{e∈T}.
(3.27)
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Proof. By (3.15) above, the Hamiltonian for the interpolated measure is
H0ℓL (~ω) = H
grad,0
L +
t0 − tℓ
2
=
∑
e∈EL
βe
[
cosh∇te − 1 +
y2e
2
]
−
∑
e∈T
ln
βe
2π
+
∑
e∈T
∇tTe −
∑
e∈Tbb
∇tbbe
2
− (t0 − tr)−
tℓ − t0
2
.
We reorganize the terms that are not already in local form as
−(t0 − tr)−
tℓ − t0
2
= −
t0 − tr
2
−
tr − tr
2
+
tr − tℓ
2
.
We decompose the middle term (that no longer depends on 0 or ℓ) as
−
tr − tr
2
= −(tr − tr) +
tr − tr
2
= −
∑
e∈B(T )
∇tTe +
∑
e∈B
∇tbbe
2
,
where we used the definition of B(T ) and B given in Sect. 3.1. The other terms can be
decomposed as sums along the backbone B. Inserting all this in the formula above, and
writing t0 − tr, tr − tℓ as telescopic sums along the backbone, we have
H0ℓL (~ω) =
∑
e∈EL
βe
[
cosh∇te − 1 +
y2e
2
]
−
∑
e∈T
ln
βe
2π
+
∑
e∈T
∇tTe
[
1− 1{e∈B(T )}
]
−
∑
e∈Tbb
∇tbbe
2
[
1− 1{e∈B}
]
−
−1∑
n=−L
∇tbbpn+1/2
2
+
L−1∑
n=l
∇tbbpn+1/2
2
.
Isolating the contribution of each edge the result follows.
Remark 3.5 Note that from (3.7) and (3.8) the gradients ∇tTe , y
T
e for e = (i ∼ j) ∈ E,
given the direction of e in T , depend only on the independent (backbone tree) variables
∇tbbe′ , y
bb
e′ associated to the unique path in T
bb connecting i to j. When e ∈ En this path
belongs completely to Sn, therefore contains only vertical edges at level n. On the other
hand when e ∈ En+1/2 the path may contain edges in Sn, edges in Sn+1, plus the unique
edge in T bb∩En+1/2. Therefore the contribution he to the Hamiltonian for e ∈ En depends
only on gradient variables associated to vertical edges at level n (plus the tree T ). On the
other hand, when e ∈ En+1/2, he depends on gradient variables associated to vertical edges
at levels n and n+1, i.e. ωn and ωn+1 plus the gradient variables ωn+1/2 associated to the
unique horizontal edge pn+1/2 in T
bb at level n+ 1/2, and finally the tree T .
The problem is now to estimate the normalization constant of the interpolated measure.
We will need the following result (in the context of edge-reinforced random walks, such
an estimate is shown as Lemma 5.1 of [MR09b]).
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Lemma 3.6 The normalization constant Z0ℓL satisfies
lnZ0ℓL ≤ EΠ[∆H ] + EΠ
[
ln
(
dΠ
dP0ℓL
)]
(3.28)
for any probability measure Π having a positive density with respect to P0ℓL , such that
EΠ[∆H ] and EΠ
[
ln dΠ
dP0ℓL
]
are both finite. Equality holds at Π = µgrad,0L . Moreover
EΠ
[
ln
(
dΠ
dP0ℓL
)]
≥ 0 (3.29)
and takes value zero at Π = P0ℓL .
Proof. By definition we have
dP0ℓL =
e∆Hdµgrad,0L
Z0ℓL
⇒ Z0ℓL = e
∆H dµ
grad,0
L
dP0ℓL
⇒ lnZ0ℓL = ∆H + ln
dµgrad,0L
dP0ℓL
where dµgrad,0L /dP
0ℓ
L is the Radon-Nikodym derivative. This equality is true pointwise
hence
lnZ0ℓL = EΠ
[
lnZ0ℓL
]
= EΠ [∆H ] + EΠ
[
ln
dµgrad,0L
dP0ℓL
]
for any probability measure Π such that EΠ[∆H ] is finite. Moreover, given that EΠ
[
ln dΠ
dP0ℓL
]
is finite, we have
EΠ
[
ln
dµgrad,0L
dP0ℓL
]
= EΠ
[
ln
dΠ
dP0ℓL
]
+ EΠ
[
ln
dµgrad,0L
dΠ
]
≤ EΠ
[
ln
dΠ
dP0ℓL
]
+ EΠ
[
dµgrad,0L
dΠ
− 1
]
= EΠ
[
ln
dΠ
dP0ℓL
]
(3.30)
where we applied ln x ≤ x − 1 ∀x > 0. The inequality becomes sharp for Π = µgrad,0L .
Finally
EΠ
[
ln
dΠ
dP0ℓL
]
= −EΠ
[
ln
dP0ℓL
dΠ
]
≥ −EΠ
[
dP0ℓL
dΠ
− 1
]
= 0 (3.31)
This concludes the proof.
3.4 The deformed measure
Using Lemma 3.6 above, the problem of estimating the decay of Eµ0L
[
e
tℓ−t0
2
]
can be
translated in bounding the free energy lnZ0ℓL by (3.28). To prove exponential decay of
Z0ℓL we need to find a measure Π such that
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(a) the energy term in (3.28) satisfies EΠ [∆H ] ≤ C0 − C1l for some positive constants
C0, C1,
(b) the entropy term in (3.28) satisfies EΠ
[
ln dΠ
dP0ℓL
]
≤ C2l with 0 ≤ C2 < C1.
Since EΠ[ln dΠdP0ℓL
] ≥ 0 by (3.29), there is no hope to get a negative contribution from the
entropy term. Ideally we should take Π = µgrad,0L to optimize the estimate, but in practise
this is too hard. On the other hand, if we take Π = P0ℓL the entropy term is exactly zero.
Guided by these facts, we will take a deformation Πα of P0ℓL , where α ∈ R is a deformation
parameter such that
• α is close enough to zero so that the entropy term remains near zero and
• the deformed measure Πα is close to the minimum µ
grad,0
L .
This will be made more precise below.
The deformation. We introduce a small deformation ξα acting only on the gradient
variables ∇tbbpn+1/2 of the backbone in the unique path connecting 0 to ℓ:
ξα : ΩL → ΩL, ~ω = (∇tbb, ybb, T ) 7→ ~ωα = (∇t
α, ybb, T ), (3.32)
where
∇tαe = ∇t
bb
e if e ∈ T
bb\γ0ℓTbb
∇tαpn+1/2 = ∇t
bb
pn+1/2
+ αχn+1/2 if 0 ≤ n ≤ l − 1 (3.33)
and χn+1/2 = χ(ωn, ωn+1/2, ωn+1) with a cutoff function χ : Ωvert × Ωhor × Ωvert → [0, 1]
given by
χ(ω, ωhor, ω
′) = χ˜(η−2‖ωhor‖
2)
∏
e∈S
[
χ˜(η−2‖ωe‖
2)χ˜(η−2‖ω′e‖
2)
]
(3.34)
with χ˜ : R → [0, 1] being a smooth decreasing non negative function such that χ˜(x) = 1
for x ≤ 1/2 and χ˜(x) = 0 for x ≥ 1. The variables ωn, ωn+1/2 and ωe were defined
in equation (3.6), and ‖·‖ denotes the Euclidean norm. Finally η is any fixed positive
constant. Here, its value is irrelevant, but it may become important to optimize the
bounds quantitatively.
Lemma 3.7 The transformation ξα defined in (3.32) is invertible for all values of |α| ≤
ηc6, where c6 is any fixed positive constant satisfying c6 < (2‖χ˜
′‖∞)
−1. Furthermore, for
all n = 0, . . . , l − 1, one has ∣∣∣∣∣ ∂χn+1/2∂∇tbbpn+1/2
∣∣∣∣∣ ≤ 2η−1‖χ˜′‖∞. (3.35)
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Proof. By (3.33), only variables ∇tαpn+1/2 with n = 0, . . . , l − 1 are modified and each
∇tαpn+1/2 does not depend on the other ∇t
α
pm+1/2
, m 6= n. Let us freeze all the unchanged
variables. The transformation ξα then reduces to a set of l one dimensional functions
ξn,α : R→ R, n = 0, . . . , l − 1, defined by
ξn,α(u) = u+αfn(u), where fn(u) = χ˜(η
−2(u2+y2pn+1/2))
∏
e∈S
[
χ˜(η−2‖ωen‖
2)χ˜(η−2‖ωen+1‖
2)
]
.
These functions ξn,α coincide with the identity for any |u| > η and are injective for all α
satisfying 2η−1|α|‖χ˜′‖∞ < 1 because of
sup
u∈R
|f ′n(u)| = sup
|u|≤η
|f ′n(u)| ≤ 2η
−1‖χ˜′‖∞. (3.36)
Taking a constant 0 < c6 < (2‖χ˜
′‖∞)
−1, we conclude that for all |α| ≤ ηc6 each function
ξn,α is a bijection. The bound (3.35) follows also from (3.36).
With these definitions we introduce the deformed measure Πα
Πα(A) = ξα[P0ℓL ](A) := P
0ℓ
L
(
ξ−1α A
)
∀A ⊆ ΩL measurable. (3.37)
Lemma 3.8 Using the deformed measure Πα, we have
lnZ0ℓL ≤ E
0ℓ
L (α) + S
0ℓ
L (α) (3.38)
where
E0ℓL (α) = EΠα[∆H ] =
1
2
l−1∑
n=0
EP0ℓL
[
∇tbbpn+1/2 + αχn+1/2
]
(3.39)
S0ℓL (α) = EΠα
[
ln
dΠα
dP0ℓL
]
= EP0ℓL
[
H0ℓL ◦ ξα −H
0ℓ
L − ln | detDξα|
]
(3.40)
and Dξα is the Jacobian matrix for the deformation.
Proof. The inequality (3.38) follows from Lemma 3.6. To obtain (3.39) we use the
representation
∆H =
tℓ − t0
2
=
1
2
l−1∑
n=0
∇tbbpn+1/2
from (3.25) and the deformation (3.33) to see
E0ℓL (α) = EΠα [∆H ] = EP0ℓL [ ∆H ◦ ξα ] =
1
2
l−1∑
n=0
EP0ℓL
[
∇tbbpn+1/2 + αχn+1/2
]
. (3.41)
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To obtain (3.40), we notice that
dΠα
dP0ℓL
=
dξα[P0ℓL ]
dP0ℓL
=
dξα[P0ℓL ]
dξα[λ]
dξα[λ]
dλ
(
dP0ℓL
dλ
)−1
=
(
dP0ℓL
dλ
◦ ξ−1α
)
1
|detDξα| ◦ ξ−1α
(
dP0ℓL
dλ
)−1
where dλ(~ω) = d~ω is the Lebesgue measure times the counting measure. Then
S0ℓL (α) = Eξα[P0ℓL ]
[
ln
dΠα
dP0ℓL
]
= EP0ℓL
[
ln
dΠα
dP0ℓL
◦ ξα
]
= EP0ℓL
[
ln
dP0ℓL
dλ
− ln
(
dP0ℓL
dλ
◦ ξα
)
− ln |detDξα|
]
Using dP0ℓL /dλ = e
−H0ℓL /Z0ℓL we conclude the proof.
In the next two sections we prove separately the bounds on the entropy and energy
term. The techniques for the two bounds are quite different: for the entropy we use a
Taylor expansion while for the energy term we need to set up a transfer operator approach.
4 The entropy contribution
Theorem 4.1 For any given η > 0 and ~β the entropy contribution satisfies
S0ℓL (α) = EΠα
[
ln
dΠα
dP0ℓL
]
≤ c7α
2l (4.1)
for all α ∈ R with |α| ≤ c6η and some constant c7(βmax, G0, η) > 0. Here, c6 > 0 is the
constant from Lemma 3.7, βmax = maxe∈E1/2{βe} and η is the parameter appearing in the
definition of ξα. This bound holds uniformly in L.
Proof. The derivatives of S0ℓL (α) can be calculated by differentiating the argument of
the expectation in (3.40). This is possible because the cutoff function χ, defined in
(3.34), is compactly supported. By relation (3.29), the entropy is always positive or zero:
S0ℓL (α) ≥ 0 for all α. Moreover
S0ℓL (0) = EP0ℓL
[
ln
dP0ℓL
dP0ℓL
]
= 0.
Therefore [∂αS
0ℓ
L (α)]α=0 = 0 and the first non zero term in the Taylor expansion for α is
the second derivative. Hence
S0ℓL (α) =
α2
2
∂2
∂α˜2
S0ℓL (α˜) =
α2
2
EP0ℓL
[
∂2
∂α˜2
H0ℓL ◦ ξα˜ −
∂2
∂α˜2
ln | detDξα˜|
]
(4.2)
for some α˜ ∈ [0, α]. In the last equality we used (3.40). In the following, we prove a
bound for the argument of the expectation in (4.2) for any 0 ≤ α˜ ≤ c6η. Below, we write
α instead of α˜ for simplicity.
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Bound on the energy: ∂
2
∂α2
(H0ℓL ◦ ξα). The deformation ξα acts only on the horizontal
variables ∇tbbpn+1/2 belonging to the backbone segment connecting 0 to ℓ, hence for 0 ≤
n ≤ l − 1. Using the decomposition (3.26) and (3.27) for H0ℓL , each variable ∇t
bb
pn+1/2
appears only inside the terms he for edges e ∈ En+1/2, therefore
∂2
∂α2
(H0ℓL ◦ ξα) =
l−1∑
n=0
∑
e∈En+1/2
∂2
∂α2
(he ◦ ξα). (4.3)
Applying (3.27), for each e ∈ En+1/2 with 0 ≤ n ≤ l − 1 we have
he ◦ ξα(~ω) = βe
[
cosh(∇te + αχn+1/2)− 1 +
(ye ◦ ξα)
2
2
]
− ln
βe
2π
1{e∈T}
+ [∇tTe + αχn+1/2]1{e∈Bc(T )}
where all terms from the backbone tree present in (3.27) disappear since Bc(T bb) ∩
En+1/2 = ∅ for all n. Taking the second derivative in α, we have
∂2
∂α2
he◦ξα = βe
[
χ2n+1/2 cosh(∇te+αχn+1/2) + [∂α(ye ◦ ξα)]
2 + (ye◦ξα)[∂
2
α(ye◦ξα)]
]
. (4.4)
First, we study the terms involving ye ◦ ξα for a horizontal edge e = (i ∼ j) ∈ En+1/2 with
i ∈ Vn and j ∈ Vn+1. Using (3.8) we can write
± ye =
∑
e′∈γij
Tbb
Ye′
with plus sign if e is directed from i to j with respect to the bookkeeping orientation
and minus sign otherwise; the sign is irrelevant below. Note that γriTbb ∩ γ
ij
Tbb
⊂ En and
γrj
Tbb
∩ γij
Tbb
⊂ En+1/2 ∪ En+1. The only term which changes when we apply ξα to Ye′ is
∇tbbe′′ where e
′′ = pn+1/2. Consequently, for e
′ = pn+1/2, one has Ye′ ◦ ξα = Ye′ and for all
other e′ ∈ γij
Tbb
one has Ye′ ◦ ξα = Ye′e
± 1
2
αχn+1/2 . More precisely, we get
±ye ◦ ξα =
∑
e′∈γij
Tbb
Ye′
[
e
1
2
αχn+1/21{e′∈En} + 1{e′=pn+1/2} + e
− 1
2
αχn+1/21{e′∈En+1}
]
,
±∂α(ye ◦ ξα) =
1
2
χn+1/2
[ ∑
e′∈γij
Tbb
∩En
Ye′ e
1
2
αχn+1/2 −
∑
e′∈γij
Tbb
∩En+1
Ye′ e
− 1
2
αχn+1/2
]
,
±∂2α(ye ◦ ξα) =
1
4
χ2n+1/2
[ ∑
e′∈γij
Tbb
∩En
Ye′ e
1
2
αχn+1/2 +
∑
e′∈γij
Tbb
∩En+1
Ye′ e
− 1
2
αχn+1/2
]
. (4.5)
Let us assume the constraint χn+1/2 6= 0 holds. It ensures that |∇t
bb
e′ | < η and |y
bb
e′ | < η
for all e′ ∈ En ∪ En+1/2 ∪ En+1. Furthermore, |γ
ij
Tbb
| ≤ 2|S| + 1 holds for any horizontal
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edge with endpoints i, j. Hence, using (3.8), for each e = (i ∼ j) ∈ En+1/2, we have
|Ye′| ≤ ηe
|S|η for all e′ ∈ γij
Tbb
. Thus,
|∂α(ye ◦ ξα)| ≤ |S|ηe
η|S|+α
2 , |∂2α(ye ◦ ξα)| ≤
|S|η
2
eη|S|+
α
2 , |(ye ◦ ξα)| ≤ (2|S|+ 1)ηe
η|S|+α
2 .
Since |α| ≤ c6η by the assumption of the theorem, we have∣∣[∂α(ye ◦ ξα)]2 + (ye ◦ ξα)[∂2α(ye ◦ ξα)]∣∣ ≤ 3|S|2η2eη(2|S|+c6). (4.6)
Moreover, since |∇te| = |∇ti,j| ≤ η(2|S|+ 1) by (3.7), we have
χ2n+1/2 cosh(∇te + αχn+1/2) ≤ cosh(η(2|S|+ 1 + c6)). (4.7)
Inserting all these bounds in (4.3)-(4.4) above, we have
∂2
∂α2
(
H0ℓ ◦ ξα
)
≤ l|E1/2|[ max
e∈E1/2
βe]
(
cosh[η(2|S|+ 1 + c6)] + 3|S|
2η2eη(2|S|+c6)
)
=: lc8
(4.8)
Bound on the determinant ∂
2
∂α2
ln | detDξα|. The Jacobi matrix of the deformation
(∇tbb, ybb) 7→ (∇t
α, ybb) has a block structure with the block ∂ybb/∂∇tbb = 0 and
∂ybb/∂ybb = id. Thus, the Jacobi determinant for the deformation ξα is given by
detDξα = det
(
∂∇tαe
∂∇tbbe′
)
e,e′∈Tbb
.
Recall from (3.33) that only the variables ∇tbbpn+1/2 for edges pn+1/2 on the backbone
between levels 0 and l are deformed. We get(
∂∇tαe
∂∇tbbe′
)
ee′
= δee′ + αXee′, where
{
Xee′ = 0 if e 6∈ γ
0ℓ
Tbb
Xpn+1/2e′ =
∂χn+1/2
∂∇tbb
e′
n = 0, . . . l − 1
(4.9)
where χn+1/2 depends on ∇t
bb
pn+1/2
and ∇tbbe for e ∈ En ∪ En+1. We order the variables
∇tbb so that the horizontal variables ∇tbbpn+1/2 , n = 0, . . . , l − 1, come first and then all
the others. With this ordering and using (4.9), ∂∇tα/∂∇tbb becomes a triangular matrix.
The only diagonal entries that may be unequal to 1 are 1+αXpn+1/2pn+1/2, n = 0, . . . , l−1.
Therefore,
detDξα =
l−1∏
n=0
(1 + αXpn+1/2pn+1/2). (4.10)
By Lemma 3.7, we have the bound |Xpn+1/2pn+1/2 | ≤ 2η
−1‖χ˜′‖∞. The assumption |α| ≤
c6η < η(2‖χ˜
′‖∞)
−1 of the theorem implies that every factor in the product (4.10) is strictly
positive. Therefore,
ln detDξα =
l−1∑
n=0
ln(1 + αXpn+1/2pn+1/2).
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Taking the second derivative in α we have
0 ≤ −
∂2
∂α2
ln detDξα =
l−1∑
n=0
X2pn+1/2pn+1/2
(1 + αXpn+1/2pn+1/2)
2
≤ l
4‖χ˜′‖2∞
η2(1− c62‖χ˜′‖∞)2
=: l c9 (4.11)
Inserting (4.8) and (4.11) in (4.2) above and setting c7 = (c8+ c9)/2 the result follows.
5 Local variables
5.1 Local tree variables
Our next goal is to describe each spanning tree T of GL by a sequence of local tree
variables. A similar but different local representation of spanning trees was done in the
case that the finite graph G0 is a tree in [Rol06].
5.1.1 Definitions and properties
Preliminary definitions. In the following it will be more convenient to work on the
infinite graph G instead of GL. We define the backbone tree T
bb
∞ as the unique spanning
tree on G that coincides with T bb on every finite piece GL. Similarly, we extend every
spanning tree T ∈ TL to a spanning tree T∞ of the two-sided infinite graph G by attaching
copies of S to the backbone:
T∞ := T ∪
(
T bb∞ ∩
⋃
n∈ 1
2
Z:n<−L or n>L
En
)
. (5.1)
We identify the tree T with its infinite extension T∞. Let T∞ :=
⋃
L TL denote the set
of all the possible spanning trees of G which agree far outside on both sides with T bb∞ .
For T ∈ T∞, there is a unique two-sided infinite simple path in T which goes from levels
near −∞ to levels near ∞; we call it the backbone in T and denote the set of its edges
by B(T ). Since every tree T ∈ T∞ is the infinite extension of a finite tree TL ∈ TL, this
definition coincides inside TL with the definition of B(T ) we introduced in Sect. 3.1.
Translation. For any m ∈ Z, we define translation operations on vertices θm : V → V ,
by θm(n, v) = (n +m, v) and on edges θm : E → E, by θmen = en+m for en ∈ En, n ∈ Z,
and θmvn+1/2 = vn+m+1/2 for vn+1/2 ∈ En+1/2. Furthermore, we define a translation
operation on trees θm : T∞ → T∞, T 7→ θ
mT , by θmT = {θme : e ∈ T}.
The tree structure near level 0. Looking at the expression for the interpolated
measure (3.26), and more precisely, the contribution he(~ω) in (3.27) of each edge e ∈ E,
we see that the only information we need on the tree T to compute he(~ω) are: (a) whether
e ∈ T , (b) if yes its orientation in the tree and (c) whether e ∈ B(T ) or Bc(T ). We consider
the level n = 0 first. To describe a tree T ∈ T∞ locally near level 0, we introduce an
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auxiliary tree which is a simplification of T with the same connectedness properties near
level 0. For the description of the auxiliary tree, we do not need the full tree T , but
only five ingredients (Aleft, bleft, F, bright, Aright) coming out of a fixed finite set: F is the set
of tree lines near level 0, Aleft/Aright encode which vertices in V0 are connected by T on
the left/right and finally bleft/bright identify the beginning/end of the backbone segment
at level 0. The same definitions hold for the local tree structure at level n. These local
informations are enough to reconstruct all properties of the tree T we need for the energy
at level 0. We will see, that if a compatibility condition is satisfied, they are also sufficient
to reconstruct the full tree. The precise definitions are given below.
Definition 5.1 (Local tree structure) Consider a tree T ∈ T∞.
The tree lines. We denote by
F = F0,T := T ∩ (E−1/2 ∪ E0 ∪ E1/2) (5.2)
the set of tree lines at levels −1/2, 0, and 1/2. Note that F is a forest. This means it is
a set of lines with no loops.
Connectedness to the left or to the right. We introduce a partition Aleft = Aleft0,T of
the subset {v ∈ V0 : v−1/2 ∈ T} of vertices in V0 that have a horizontal edge in T attached
to their left. Vertices u, v ∈ V0 belong to the same class in A
left if they are connected by
a path in T ∩
⋃
m∈ Z
2
,m<0Em, i.e. using only edges on levels ≤ −1/2. For v ∈ V0 with
v−1/2 ∈ T , its class in A
left is denoted by [v]left = [v]left0,T (this class may in some cases
consist of a single point).
The partition Aright = Aright0,T of the set {v ∈ V0 : v1/2 ∈ T} is defined similarly, using
paths in T ∩
⋃
m∈ Z
2
,m>0Em, i.e. only edges on levels ≥ 1/2. The class of any v ∈ V0 with
v1/2 ∈ T is denoted by [v]
right = [v]right0,T .
The backbone. Finally, when traversing B(T ) from −∞ to ∞, there is a vertex bleft =
bleft0,T in V0 traversed first among all vertices on level 0. Similarly, there is a vertex b
right =
bright0,T on level 0 traversed last.
One may visualize the elements of Aleft and Aright as being distinct auxiliary vertices “to
the left at level −1” and “to the right at level 1”, respectively. For any vertex v ∈ V0 such
that there is a horizontal line v−1/2 in T connecting it to (−1, v), we draw an auxiliary
line from v to the vertex [v]left (a square dot in Figure 2). Similarly, we draw auxiliary
lines on the right. In this way, we get a graph Gaux = Gaux0,T as follows. Its set of vertices is
the union of the set V0 of vertices at level 0 together with the new vertices corresponding
to the classes in Aleft and Aright. Its set of (undirected) edges consists of the forest F ∩E0
and the auxiliary lines introduced above. By construction, Gaux0,T is a tree; see Figure 2 for
an example. We will denote the auxiliary vertex associated to bleft on the left (in Gaux0,T ) by
−∞ := [bleft]left. Similarly, ∞ := [bright]right. With these notions, we can define the local
tree variables.
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Figure 2: (a) an example of spanning tree T ∈ TL and its extension in T∞ with the
structure at level 0 put in evidence; (b) extracting the local structure of T at level 0; c)
the corresponding auxiliary graph Gaux0,T .
Definition 5.2 (Local tree variables) For any tree T ∈ T∞, we define its “local tree
variable” at level 0 by
τ = τ0,T := (A
left, bleft, F, bright, Aright). (5.3)
We define also its “local tree variable” at level n ∈ Z by taking the local tree variable at
level 0 of the shifted tree θ−nT :
τn,T = (A
left
n,T , b
left
n,T , Fn,T , b
right
n,T , A
right
n,T ) := τ0,θ−nT . (5.4)
All other quantities of the form “something”0,T can be generalized to “something”n,T :=
“something”0,θ−nT , as well. Both τ0,T and τn,T belong to the set treevar defined as follows
treevar = {τ0,T : T ∈ T∞}. (5.5)
Note that treevar is a finite set since there are only finitely many choices for Aleft/right,
bleft/right, and F .
The local tree structure near level n can be completely recovered from τn,T . This is
proved in the following theorem.
Theorem 5.3 For all T ∈ T∞, n ∈ Z, for any given, known edge e ∈ E−1/2 ∪ E0 ∪ E1/2,
all information we need on its copy θne at level n, that is (a) whether it belongs to T , (b)
if the answer is yes, which end point of θne is closer to −∞ in T , hence its orientation in
T , and (c) whether θne belongs to the backbone B(T ) of T , can be recovered from knowing
τn,T without knowing n, T or B(T ) explicitly. Moreover, the following map is one-to-one.
T : T∞ → treevarZ, T(T ) = (τn,T )n∈Z (5.6)
The map T above is not onto (except in the trivial case of the one-dimensional chain
G = Z). To describe its range, we need to introduce a matching condition as follows.
Definition 5.4 (Matching relation for tree variables) Let τ, τ ′ ∈ treevar. We say
that τ can be followed by τ ′, in symbols τ ; τ ′, if there is a tree T ∈ T∞ such that τ0,T = τ
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and τ1,T = τ
′. Furthermore, for all L = (−L, L), using the abbreviation τbb = τ0,Tbb∞ , we
define
wordsL := {(τn)n∈Z ∈ treevar
Z : ∀n ∈ Z τn ; τn+1 and ∀n ∈ Z \ [−L, L] τn = τbb}.
(5.7)
With this definition we are finally able to reconstruct spanning trees from sequences of
local tree variables, as follows.
Theorem 5.5 For any L, the function T maps TL bijectively onto wordsL. The map
T : T∞ → words :=
⋃
L wordsL is a bijection. Moreover, there is N ∈ N such that for all
τ, τ ′ ∈ treevar, there are τ0, . . . , τN ∈ treevar with
τ = τ0 ; τ1 ; . . . ; τN = τ
′. (5.8)
We will also need to use some reflection properties of trees. We define a reflection
operation ↔: E → E, e 7→ e↔ on edges, by e↔n = e−n for any vertical edge en ∈ En,
n ∈ Z, and v↔n+1/2 = v−n−1/2 for any horizontal edge vn+1/2 ∈ En+1/2. In the same way,
we define a reflection ↔: T∞ → T∞, T 7→ T
↔, on trees, by T↔ = {e↔ : e ∈ T}.
Finally, for any local tree variable τ = (bleft, Aleft, F, Aright, bright) ∈ treevar, we set τ↔ =
(bright, Aright, F↔, Aleft, bleft) ∈ treevar, where F↔ = {e↔ : e ∈ F}. Note that ↔2= id
holds for these reflection operations.
Lemma 5.6 The reflection operation satisfies
τ0,T↔ = [τ0,T ]
↔ and τ ; τ ′ ⇔ (τ ′)↔ ; τ↔. (5.9)
The rest of this subsection is devoted to the proofs of the above statements. However, in
the next section, only the claims of the theorems are used, but no details from the proofs.
5.1.2 Proofs
Proof of Lemma 5.6. Since “left” and “right” are exchanged in the definition of both,
T↔ and τ↔, the first claim τ0,T↔ = [τ0,T ]
↔ follows immediately. For the second claim,
let τ, τ ′ ∈ treevar with τ ; τ ′. Then, there exists T ∈ T∞ with τ0,T = τ and τ1,T = τ
′.
Then the reflected tree satisfies τ0,T↔ = τ
↔
0,T = τ
↔ and τ−1,T↔ = τ
↔
1,T = (τ
′)↔. This shows
that (τ ′)↔ ; τ↔.
Auxiliary finite trees. Given a tree T ∈ T∞ and two levels m,n ∈ Z with m ≤ n,
we define an auxiliary graph Gaux[m,n],T as follows. Its set of vertices consists of the union
of
⋃n
k=m Vk together with a copy θ
mAleftm,T of A
left
m,T formally associated to level m− 1 and
a copy θnArightn,T of A
right
n,T formally associated to level n + 1. The set of edges in G
aux
[m,n],T
consists of all edges in T ∩
⋃
k∈ Z
2
∩[m,n]Ek together with an auxiliary line connecting every
(m, v) ∈ Vm with vm−1/2 ∈ T to the copy θ
m[v]leftm,T of its class [v]
left
m,T , and an auxiliary line
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Figure 3: (a) another example of spanning tree T ∈ T∞ with the path γ
uv
T in evidence;
b) the corresponding auxiliary graph Gaux[−1,0],T , with γ
uv
aux,T , (−1, b
left
−1,T ) and (0, b
right
0,T ) in
evidence.
connecting every (n, v) ∈ Vn with vn+1/2 ∈ T to the copy θ
n[v]rightn,T of its class [v]
right
n,T . Note
that Gaux[m,n],T is again a spanning tree, and that G
aux
[n,n],T = θ
nGauxn,T where G
aux
n,T = G
aux
0,θ−nT .
In particular Gaux[0,0],T = G
aux
0,T . See Fig. 3 for an example.
In the following, the word “path” means “simple path”.
Lemma 5.7 Consider two vertices u, v ∈
⋃n
k=m Vk and the paths γ
uv
T and γ
uv
aux,T con-
necting them in T and in Gaux[m,n],T , respectively. Let e1, . . . , ej be the edges in γ
uv
T ∩⋃
k∈ Z
2
∩[m,n]Ek, arranged in the order that they are traversed when walking along γ
uv
T
from u to v. Let e′1, . . . , e
′
j′ be defined similarly, using G
aux
[m,n],T instead of T . Then
(e1, . . . , ej) = (e
′
1, . . . , e
′
j′). Moreover, the edges e1, . . . , ej are traversed in the same direc-
tion by γuvT and γ
uv
aux,T .
Of particular interest is the case u = θm(bleftm,T ) = (m, b
left
m,T ) and v = (n, b
right
n,T ). In this
case, γuvT is the piece of B(T ) between u and v.
Proof. The proof is straightforward by replacing pieces in γuvT not in
⋃
k∈ Z
2
∩[m,n]Ek by
auxiliary lines. See Fig. 3 for an example.
Proof of Theorem 5.3. Recall from (5.3) and (5.4) that τn,T contains the informa-
tion Aleftn,T , b
left
n,T , Fn,T , b
right
n,T , A
right
n,T and is equivalent to the auxiliary graph G
aux
n,T with the
additional markings “±∞”.
(a) For any edge e ∈ E−1/2 ∪ E0 ∪ E1/2 we have θ
ne ∈ T if and only if e ∈ Fn,T .
(b) Now assume θne ∈ T . If e = (bleftn,T )−1/2 then e ∈ B(θ
−nT ) ∩ Fn,T , by definition of
bleft, which is equivalent to θne ∈ B(T )∩θnFn,T . Then the endpoint (n−1, b
left
n,T ) is the one
closer to −∞ in T . For any other edge e ∈ θ−nT ∩ Fn,T , let u ∈ V0 be one endpoint. For
a horizontal edge we have e = u±1/2 ∈ E±1/2 and the edge corresponds to the auxiliary
line connecting u±1/2 to [u]
right/left
n,T in G
aux
n,T . Consider the path γ from (0, b
left
n,T ) to (0, u) in
Gauxn,T . Using Lemma 5.7, it follows that (n, u) is the endpoint of θ
ne closer to −∞ in T if
and only if the path γ does not contain e (or the corresponding auxiliary line).
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(c) Using again Lemma 5.7, the edge e ∈ E−1/2 ∪E0 ∪E1/2 belongs to B(θ
−nT )∩Fn,T
if and only if one of the following three cases holds: e = (bleftn,T )−1/2, or e = (b
right
n,T )1/2, or e
belongs to the path from bleftn,T to b
right
n,T in G
aux
n,T .
Finally, the map T is one-to-one, because T =
⋃
n∈Z θ
nFn,T holds for all T ∈ T∞. This
concludes the proof.
When two different trees coincide somewhere, their corresponding local tree variables
satisfy the following matching properties.
Lemma 5.8 Let T, T ′ ∈ T∞ be two trees and m ∈ Z.
1. If Fm,T = Fm,T ′ and A
left
m,T = A
left
m,T ′ hold, then A
left
m+1,T = A
left
m+1,T ′ holds as well.
Similarly, the assumptions Fm+1,T = Fm+1,T ′ and A
right
m+1,T = A
right
m+1,T ′ imply A
right
m,T =
Arightm,T ′.
2. Assume that Gaux[m,m+1],T = G
aux
[m,m+1],T ′, b
left
m,T = b
left
m,T ′, and b
right
m+1,T = b
right
m+1,T ′ hold.
Then bleftm+1,T = b
left
m+1,T ′ and b
right
m,T = b
right
m,T ′ hold also.
3. Assume that Fn,T = Fn,T ′ for all n ≤ m and τm,T = τm,T ′ hold. Then τn,T = τn,T ′
holds for all n ≤ m. The same holds when “n ≤ m” is replaced by “n ≥ m” in the
assumption and in the claim.
Proof. Part 1: Consider a path in T connecting two vertices u and v on level m + 1
using only edges on levels ≤ m+1/2. Since Aleftm,T = A
left
m,T ′ , any excursion in the path from
one vertex on level m to another vertex on level m using only edges on levels ≤ m− 1/2
can be replaced by an excursion in T ′ between the same vertices, also using only edges
on levels ≤ m − 1/2. In this way, we get a path in T ′ from u to v which uses also only
edges on levels ≤ m + 1/2. The same holds when T and T ′ are exchanged. The second
statement follows by the same argument, exchanging “left” and “right”. As an example,
compare the trees in Fig. 2 and 3 on levels −1 and 0.
Part 2: This follows directly from Lemma 5.7, applied to u = θmbleftm,T and v = θ
m+1brightm+1,T .
Part 3: The assumption Fn,T = Fn,T ′ for n ≤ m implies that T and T
′ coincide on all
levels ≤ m + 1/2. It follows that Aleftn,T = A
left
n,T ′ and b
left
n,T = b
left
n,T ′ hold for n ≤ m. From
this, the first claim in 3. follows by induction over n, starting with n = m and using parts
1. and 2. of the lemma in the induction step. The second claim in 3. follows similarly,
exchanging the roles of “left” and “right”.
The next lemma gives criteria to paste pieces of different trees together.
Lemma 5.9 (Glueing trees) Let m ∈ Z and let Tleft, Tright ∈ T∞ be spanning trees with
τm,Tleft ; τm+1,Tright . Then there is a unique tree T ∈ T∞, called gluem(Tleft, Tright), with
τn,T = τn,Tleft for n ≤ m and τn,T = τn,Tright for n ≥ m+ 1.
Proof. Uniqueness follows from the fact that Fn,T is a component of τn,T , and thus
T =
⋃
n∈Z
θnFn,T =
⋃
n≤m
θnFn,Tleft ∪
⋃
n≥m+1
θnFn,Tright =: gluem(Tleft, Tright). (5.10)
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Existence. We take as definition the unique possible choice T = gluem(Tleft, Tright) from
above. We will prove below this is a spanning tree and τn,T = τn,Tleft for all n ≤ m and
τn,T = τn,Tright for all n ≥ m+ 1.
By definition, T agrees with Tleft on all levels ≤ m and with Tright on all levels ≥ m+1,
i.e. T ∩Ek = Tleft∩Ek for all k ∈
Z
2
with k ≤ m and T ∩Ek = Tright∩Ek for all k ∈
Z
2
with
k ≥ m+ 1. Furthermore, from the definition of T , T ∩ Em+1/2 = (Tleft ∪ Tright) ∩ Em+1/2.
Since τm,Tleft ; τm+1,Tright , there is a tree T
′ ∈ T∞ with τm,Tleft = τm,T ′ and τm+1,Tright =
τm+1,T ′ . The tree T
′ plays an important role in the remainder of the proof. We have
Tleft ∩ Em+1/2 = T
′ ∩ Em+1/2 = Tright ∩ Em+1/2, hence
T ′ ∩ Em+1/2 = Tleft ∩ Em+1/2 = Tright ∩ Em+1/2 = T ∩ Em+1/2. (5.11)
In the same way we have Aleftm,Tleft = A
left
m,T ′ and A
right
m+1,Tright
= Arightm+1,T ′ .
T is acyclic. We prove this by contradiction. Assume that T contains a cycle C. If
all edges in C are on levels ≤ m (resp. ≥ m+ 1), then it is already a cycle in Tleft (resp.
Tright), a contradiction. Now suppose that C crosses level m+1/2 a non-zero even number
of times. This path consists of alternating pieces in Tleft made of edges at levels ≤ m and
pieces in Tright made of edges at levels ≥ m + 1, connected by horizontal lines at level
m+1/2. Any piece in Tleft together with the two horizontal lines at level m+1/2 attached
to it can be replaced by a path in T ′, made of edges on levels ≤ m plus the same two
horizontal lines. This is true because Aleftm+1,Tleft = A
left
m+1,T ′ by Part 1 of Lemma 5.8 applied
to Tleft and T
′. Similarly any piece in Tright together with the two horizontal lines at level
m+ 1/2 attached to it can be replaced by a path in T ′, made of edges on levels ≥ m+ 1
plus the same two horizontal lines, since Arightm,Tright = A
right
m,T ′ . Joining these pieces in T
′, we
obtain a cycle in T ′, which is impossible.
T connects any two vertices in Z × G0 to each other. First, from the argument just
described above we know that any two horizontal edges in T on levelm+1/2 are connected
by a path in T if and only if they are connected in T ′. Since T ′ is a spanning tree, this
implies that any two horizontal edges in T on level m+ 1/2 are connected in T . Second,
for any vertex (n, u) on any level n ≤ m there exists at least one horizontal edge on level
m+1/2 connected to it in Tleft by a path using only edges on levels ≤ m+1/2. This path
is also a path in T . Third, similarly, for any vertex (n, v) on any level n ≥ m + 1 there
is a path in Tright and hence in T to some horizontal edge on level m + 1/2. Combining
these three arguments the claim follows.
We have shown that T is a spanning tree, therefore Aleftn,T , A
right
n,T are well defined for all
n ∈ Z. Obviously Aleftm,T = A
left
m,Tleft
= Aleftm,T ′ and A
right
m+1,T = A
right
m+1,Tright
= Arightm+1,T ′. Similarly
bleftm,T = b
left
m,Tleft
= bleftm,T ′, and b
right
m+1,T = b
right
m+1,Tright
= brightm+1,T ′ . Then G
aux
[m,m+1],T = G
aux
[m,m+1],T ′
and by a straightforward application of parts 1 and 2 of Lemma 5.8 we get τm,T = τm,Tleft
and τm+1,T = τm+1,Tright . Finally, the claims τn,T = τn,Tleft for n ≤ m and τn,T = τn,Tright for
n ≥ m+ 1 follow from part 3 of Lemma 5.8.
Note that if a spanning tree T ∈ T∞ satisfies F0,T = F0,Tbb∞ , then τ0,T = τ0,Tbb∞ = τbb. In
other words, τbb is the only tree variable representing a tree locally at 0 which looks like
T bb∞ near 0. This comes from the fact that T
bb
∞ has only one horizontal line on level 1/2
and only one on level −1/2.
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Proof of Theorem 5.5. The map T is one-to-one by Theorem 5.3. To prove that the
map T is onto, let τ = (τn)n∈Z ∈ words. We prove by induction that for any m ∈ Z,
there is a tree Tmleft ∈ T∞ such that τn,Tmleft = τn for all n ∈ Z with n ≤ m. First, we
see that this claim is true for all m sufficiently close to −∞. Indeed, for m so small
that τn = τbb for all n ≤ m, we can just take T
m
left = T
bb
∞ . For the induction step,
assume that the claim holds for a given m. Since τ ∈ words, it follows τm ; τm+1.
Hence, there is a spanning tree Tmright with τm,Tmright = τm and τm+1,Tmright = τm+1. Taking
Tm+1left := gluem(T
m
left, T
m
right) from Lemma 5.9, we obtain τn,Tm+1left
= τn,Tmleft = τn for all n ∈ Z
with n ≤ m, and τm+1,Tm+1left
= τm+1,Tmright = τm+1. This finishes the inductive proof. Now
take m ∈ N so large that τn = τbb holds for all n ≥ m. Using τbb ; τbb, we can take
T := gluem(T
m
left, T
bb
∞ ). Then T(T ) = τ .
Next, we prove that for any L = (−L, L), the function T maps TL onto wordsL. For
T ∈ TL, note that τn,T = τbb for all n ∈ Z \ [−L, L]. Consequently, T(TL) ⊆ wordsL. To
prove that T(TL) ⊇ wordsL, take τ ∈ wordsL. By the above, there exists T ∈ T∞ with
T(T ) = τ . Since T =
⋃
n∈Z θ
nFn,T , the tree T agrees with T
bb
∞ on (Z \ [−L, L]) × G0.
Consequently, T ∈ TL.
It remains to prove that there exists N ∈ N such that for any tree variables τ, τ ′ ∈
treevar, there is a tree T ∈ T∞ with τ0,T = τ and τN,T = τ
′.
For any τ ∈ treevar, choose a tree Tτ with τ = τ0,Tτ . Since the set treevar is finite,
there is M ∈ N such that for all n ∈ Z with |n| ≥ M and all τ ∈ treevar, one has
τn,Tτ = τbb. Take N = 2M +1. Given τ, τ
′ ∈ treevar, the tree Tτ equals T
bb
∞ on all levels
≥ M , while θNTτ ′ equals T
bb
∞ on all levels ≤ M + 1. Gluing Tτ and θ
NTτ ′ together at
level M + 1/2, we obtain a tree T = glueM(Tτ , θ
NTτ ′) which satisfies the claim.
5.2 Joining gradient and local tree variables
Recall that ΩL = ΩL × TL denotes the set of all possible values of ~ω = (∇tbb, ybb, T ). In
the following we identify ~ω ∈ ΩL with the set of local gradient and tree variables
~ω ≡ ((ωn)n∈Z∩[−L,L], (ωn+1/2)n+1/2∈(Z+1/2)∩[−L,L]) (5.12)
where for n ∈ Z ∩ [−L, L]
ωn = (ωn, τn) = ((∇t
bb
e )e∈Sn , (y
bb
e )e∈Sn, τn(T )) ∈ Ωvert := R
S × RS × treevar, (5.13)
and for n+ 1/2 ∈ (Z+ 1/2) ∩ [−L, L]
ωn+1/2 = (∇t
bb
pn+1/2
, ybbpn+1/2) ∈ Ωhor. (5.14)
The set Ωvert is the domain of definition for the gradient variables associated to vertical
edges in S plus the local tree variables. Using (3.7) and (3.8), we view ∇te and ye for any
e ∈ EL in the following as functions of ~ω. By Theorem 5.5, there is a bijection between
the set of spanning trees TL and the set wordsL consisting of words of local tree variables
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(τn)n=−L,...,L with suitable matching conditions. Thus, the set ΩL is identified with the
subset ΩL ⊆ ΩˆL of the set
ΩˆL := Ω
Z∩[−L,L]
vert × (Ωhor)
(Z+1/2)∩[−L,L] (5.15)
consisting of all ~ω with
τbb ; τ−L ; τ−L+1 ; . . . ; τL ; τbb. (5.16)
With these definitions we can reorganize the interpolated measure in order to set up a
transfer operator approach. Recall the definition of he from (3.27). Using the results of
Lemma 3.1, Remark 3.5 and Theorem 5.3, the value he(~ω) for any edge e (vertical or
horizontal) can be written in terms of local variables. More precisely, for a vertical edge
en on an integer level n ∈ Z ∩ [−L, L], the value hen(~ω) depends only on e ∈ E0 and ωn,
but not explicitly on n or any other component of ~ω (recall that βen = βe0 for all n ∈ Z).
Thus we can write for e ∈ E0
hen(~ω) = h
vert
e (ωn)
for some function hverte : Ωvert → R. Similarly, for a horizontal edge vn+1/2 on a half-integer
level n+1/2 ∈ Z∩ (−L, L), the value hvn+1/2(~ω) depends only on v ∈ V0, ωn, ωn+1/2 and
ωn+1. Thus we write in this case
hvn+1/2(~ω) = h
hor
v (ωn, ωn+1/2,ωn+1).
We set Ωmiddle := Ωvert × Ωhor ×Ωvert. For arguments (ω, ωhor,ω
′) ∈ Ωmiddle that cannot
be written in the form (ωn, ωn+1/2,ωn+1), we set
hhorv (ω, ωhor,ω
′) = +∞.
Note that this is precisely the case when the tree variable τ in ω and the tree variable τ ′
in ω′ do not fulfill τ ; τ ′. Using this extension, we get a well-defined function
hhorv : Ωmiddle → R ∪ {∞}
for any v ∈ V0. We define Hvert : Ωvert → R and Hhor : Ωmiddle → R ∪ {∞} by
Hvert =
∑
e∈E0
hverte , Hhor =
∑
v∈V0
hhorv .
With the above abbreviations, we can write for ~ω ∈ ΩˆL the interpolated Hamiltonian
defined in (3.26) as
H0ℓL (~ω) =
∑
n∈Z∩[−L,L]
Hvert(ωn) +
∑
n+1/2∈(Z+1/2)∩[−L,L]
Hhor(ωn, ωn+1/2,ωn+1)
−
1
2
−1∑
n=−L
∇tbbpn+1/2 +
1
2
L−1∑
n=l
∇tbbpn+1/2 , (5.17)
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where H0ℓL (~ω) =∞ holds if and only if ~ω /∈ ΩL. Furthermore, we define Hmiddle, H
±
middle :
Ωmiddle → R ∪ {∞} as follows. For (ω, ωhor,ω′) ∈ Ωmiddle with ωhor = (∇thor, yhor) we set
Hmiddle(ω, ωhor,ω
′) =
1
2
Hvert(ω) +Hhor(ω, ωhor,ω
′) +
1
2
Hvert(ω
′), (5.18)
H±middle(ω, ωhor,ω
′) = Hmiddle(ω, ωhor,ω
′)±
1
2
∇thor. (5.19)
Finally, we set for ω = (ω, τ) ∈ Ωvert,
Hleft(ω) :=
1
2
Hvert(ω) +∞1{τbb 6;τ}, Hright(ω) :=
1
2
Hvert(ω) +∞1{τ 6;τbb}. (5.20)
With these definitions we have the following result.
Lemma 5.10 The interpolated Hamiltonian H0ℓL : ΩˆL → R ∪ {∞} can be written as
H0ℓL (~ω) = Hleft(ω−L) +
−1∑
n=−L
H−middle(ωn, ωn+1/2,ωn+1) (5.21)
+
l−1∑
n=0
Hmiddle(ωn, ωn+1/2,ωn+1) +
L−1∑
n=l
H+middle(ωn, ωn+1/2,ωn+1) +Hright(ωL).
It takes finite values precisely on ΩL, represented by the constraint (5.16).
Proof. This is an immediate consequence of the definitions above.
Reflection Symmetry. For later use, we define
ω
↔ = (ω, τ↔) ∈ Ωvert for ω = (ω, τ) ∈ Ωvert. (5.22)
Note that the reflection operation changes the orientation in T for the edges along the
backbone B(T ), but not for the ones along Bc(T ). Moreover βe↔ = βe for all e ∈ E.
Then for e ∈ E0, v ∈ V0, ω,ω
′ ∈ Ωvert and ωhor ∈ Ωhor we see from (3.27)
hverte (ω
↔) = hverte (ω), h
hor
v (ω
′↔,−ωhor,ω
↔) = hhorv (ω, ωhor,ω
′). (5.23)
In particular, by Lemma 5.6 we have
hhorv (ω, ωhor,ω
′) <∞ ⇔ τ ; τ ′ ⇔ τ ′
↔
; τ↔ ⇔ hhorv (ω
′↔,−ωhor,ω
↔) <∞. (5.24)
The symmetry properties (5.23) imply for (ω, ωhor,ω
′) ∈ Ωmiddle
Hmiddle(ω
′↔,−ωhor,ω
↔) = Hmiddle(ω, ωhor,ω
′). (5.25)
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6 The energy contribution
Theorem 6.1 Take a fixed G0 and ~β. For any α ∈ R, the energy contribution (3.39)
satisfies
E0ℓL (α) = α l c10 + c11(L, l, α) ≤ α l c10 + c
max
11 (α) (6.1)
where c10 > 0 and c11(L, l, α) ∈ R are constants depending also on G0 and ~β, and
cmax11 (α) := sup
L,l
|c11(L, l, α)| <∞.
The rest of the section is devoted to the proof of this result. In Sect. 5 we introduced
local tree variables, replacing the global variable T . With these new variables we set up
a transfer operator method in Sect. 6.1 below. Finally Sect. 6.2 contains the proof of the
theorem.
6.1 Setting up the transfer operator
We endow Ωvert with the reference measure dω =
∏
e∈S d∇t
bb
e dy
bb
e dτ , where d∇t
bb
e and
dybbe denote the Lebesgue measure on R and dτ denotes the counting measure on treevar.
The scalar product on L2(Ωvert, dω) is defined by
〈F,G〉 :=
∫
Ωvert
F (ω)G(ω)dω.
However, here we are using mostly real functions.
Definition 6.2 We define the integral kernels k, k±, k˜α : Ωvert ×Ωvert → [0,∞) by
k(ω,ω′) =
∫
Ωhor
e−Hmiddle(ω,ωhor,ω
′)dωhor, k
±(ω,ω′) =
∫
Ωhor
e−H
±
middle(ω,ωhor,ω
′)dωhor, (6.2)
and k˜α(ω,ω
′) =
∫
Ωhor
[∇thor + αχ(ω, ωhor, ω
′)] e−Hmiddle(ω,ωhor,ω
′)dωhor,
where ωhor = (∇thor, yhor), ω = (ω, τ), ω
′ = (ω′, τ ′), the function χ is given by (3.34) and
α ∈ R. We also define two functions Ψleft,Ψright : Ωvert → [0,∞) by
Ψleft(ω) = e
−Hleft(ω) and Ψright(ω) = e
−Hright(ω). (6.3)
Lemma 6.3 Ψleft and Ψright belong to L
2(Ωvert, dω) \ {0}. The integral kernels k, k
±,
and k˜α belong all to L
2(Ωvert ×Ωvert, dω dω
′).
Proof. Consider any edge e in GL and any ~ω = (∇tbb, ybb, T ) ≡ ((ωn, τn)n∈Z∩[−L,L],
(ωn+1/2)n+1/2∈(Z+1/2)∩[−L,L]). We bound the contribution he(~ω) to the Hamiltonian from
(3.27) as follows from below:
he(~ω) =βe
[
cosh∇te − 1 +
y2e
2
]
+ fe,T (∇tbb)− log
βe
2π
1{e∈T}
≥
βe
2
[
(∇te)
2 + y2e
]
+ fe,T (∇tbb)− log
βe
2π
1{e∈T} (6.4)
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with the linear function fe,T : ∇tbb 7→ ∇t
T
e 1{e∈Bc(T )} − ∇t
bb
e 1{e∈Bc(Tbb)}/2. Given e on
an integer level n, note that fe,T (∇tbb) depends only on τn,T and linearly on the ∇tbb-
components in ωn. Similarly, given e on level n + 1/2, the value fe,T (∇tbb) depends only
on τn,T and linearly on the ∇tbb-components in (ωn, ωn+1/2, ωn+1). Summing over edges
and dropping the terms (∇te)
2 + y2e in (6.4) for edges e /∈ T
bb, we conclude the following
for ω = (ω, τ), ω′ = (ω′, τ ′) ∈ Ωvert and ωhor ∈ Ωhor with some β-dependent constants
cvert12 , c
hor
12 > 0, c
vert
13 , c
hor
13 ∈ R and some linear functions f
vert
τ and f
hor
τ :
Hvert(ω) ≥ c
vert
12 ‖ω‖
2 + fvertτ (ω) + c
vert
13 , (6.5)
Hhor(ω, ωhor,ω
′) ≥ chor12 ‖(ω, ωhor, ω
′)‖2 + fhorτ (ω, ωhor, ω
′) + chor13 . (6.6)
Using the definitions (5.18) and (5.19) of Hmiddle and H
±
middle, we get that e
−Hmiddle(ω,ωhor,ω
′)
and e−H
±
middle(ω,ωhor,ω
′) are bounded by a (τ, τ ′)-dependent Gaussian in the arguments
(ω, ωhor, ω
′). Integrating over ωhor, square integrability of k and k
± follows. Similarly,
using the definition (5.20) of Hleft and Hright, it follows that Ψleft(ω) = e
−Hleft(ω) and
Ψright(ω) = e
−Hright(ω) are bounded by τ -dependent Gaussians in ω and hence square in-
tegrable. Since χ is bounded and ∇thor depends linearly on ωhor, square integrability of
k˜α follows by the same argument.
Definition 6.4 We define the transfer operators K, K±, and K˜α by
KF (ω) =
∫
Ωvert
k(ω,ω′)F (ω′) dω′ (6.7)
and similarly for K± and K˜α using the integral kernels k
± and k˜α instead of k.
By Lemma 6.3 above, these transfer operators are Hilbert-Schmidt operators from
L2(Ωvert, dω) to L
2(Ωvert, dω). They satisfy the following properties.
Lemma 6.5 The spectral radii λ, λ± of the integral operators K, K±, and their adjoints
K∗, (K±)∗ are strictly positive eigenvalues of the corresponding operator and its adjoint.
The corresponding eigenspaces are one-dimensional and spanned by strictly positive func-
tions, denoted by Φright, Φ
±
right, Φleft, Φ
±
left, respectively. We normalize these functions
such that 〈Φleft,Φright〉 = 1 and
〈
Φ±left,Φ
±
right
〉
= 1. Projections to the eigenspaces of K, K±
are given by PΨ = 〈Φleft,Ψ〉Φright and P
±Ψ =
〈
Φ±left,Ψ
〉
Φ±right, respectively. They fulfill
KP = PK = λP and
‖Km(id−P )‖ = ‖Km − λmP‖ = O(amλm) as m→∞, (6.8)
‖(K±)m − (λ±)mP±‖ = O((a±)m(λ±)m) as m→∞ (6.9)
with some constants a, a± ∈ [0, 1).
Proof. From Theorem 5.5, it follows that some power KN of K has a strictly positive
integral kernel. The same holds for some power of K±. Furthermore, the values of the
integral kernels k(ω,ω′) and k±(ω,ω′) are strictly positive whenever the tree variables
τ in ω and τ ′ in ω′ both equal τbb. Hence, the lemma follows by the Perron-Frobenius-
Jentzsch theory; see appendix.
We remark that P and P± need not be self-adjoint.
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6.2 Bound on the energy
Using the transfer operator representation, we can now prove the estimate on the energy
term. In the following we abbreviate for m ∈ N:
Ψmleft := ((K
−)m)∗Ψleft, Ψ
m
right := (K
+)mΨright. (6.10)
We have the following result.
Lemma 6.6 The energy term E0ℓL (α) defined in (3.39) can be written as
E0ℓL (α) =
1
2
l−1∑
n=0
〈
ΨLleft,K
n K˜α K
l−1−nΨL−lright
〉
〈
ΨLleft,K
lΨL−lright
〉 . (6.11)
Proof. Using Lemma 5.10, this is just a rewriting of the integral in (3.39) in terms of
transfer operators.
We will prove below that each term in this sum can be written as a leading term
independent of n, l and L plus a rest that is summable over n and uniformly bounded in
l and L. The key estimate is proved in the following lemma.
Lemma 6.7 For any m,n,m′, n′ ∈ N, we have〈
Ψmleft,K
nK˜αK
n′Ψm
′
right
〉
〈
Ψmleft,K
n+n′+1Ψm
′
right
〉 =
〈
Φleft, K˜αΦright
〉
〈Φleft,KΦright〉
+Rm,n,m′,n′(α) (6.12)
with a rest term Rm,n,m′,n′(α) that fulfills
sup
m,n,m′,n′∈N
|Rm,n,m′,n′(α)|
amin{n,n′}
<∞, (6.13)
where a ∈ (0, 1) is taken from Lemma 6.5, and 〈Φleft,KΦright〉 = λ by construction.
Proof. Since Ψleft(ω, τbb) > 0 for any ω ∈ Ωvert and k
−((ω, τbb), (ω
′, τbb)) > 0 for any
ω, ω′, we have ‖Ψmleft‖ > 0 for any m ≥ 0. Therefore the normalized quantities Ψˆ
m
left =
Ψmleft/‖Ψ
m
left‖ and Φˆ
−
left = Φ
−
left/‖Φ
−
left‖ are well defined. Replacing left by right and k
−
by k+ we also find ‖Ψmright‖ > 0 for any m ≥ 0, so Ψˆ
m
right = Ψ
m
right/‖Ψ
m
right‖ and Φˆ
+
right =
Φ+right/‖Φ
+
right‖ are well defined too. We will work with the normalized operators Kˆ = λ
−1K
and Kˆα = λ
−1K˜α. Then〈
Ψmleft,K
nK˜αK
n′Ψm
′
right
〉
〈
Ψmleft,K
n+n′+1Ψm
′
right
〉 =
〈
Ψˆmleft, Kˆ
nKˆαKˆ
n′Ψˆm
′
right
〉
〈
Ψˆmleft, Kˆ
n+n′+1Ψˆm
′
right
〉 (6.14)
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Abbreviating P c = id−P , we split the numerator in (6.14) in four pieces:〈
Ψˆmleft, Kˆ
nKˆαKˆ
n′Ψˆm
′
right
〉
=
〈
Ψˆmleft, P Kˆ
nKˆαKˆ
n′P Ψˆm
′
right
〉
+
〈
Ψˆmleft, P
cKˆnKˆαKˆ
n′P Ψˆm
′
right
〉
+
〈
Ψˆmleft, P Kˆ
nKˆαKˆ
n′P cΨˆm
′
right
〉
+
〈
Ψˆmleft, P
cKˆnKˆαKˆ
n′P cΨˆm
′
right
〉
. (6.15)
Using P Kˆn = P and Kˆn
′
P = P , the first piece in the sum equals〈
Ψˆmleft, P KˆαP Ψˆ
m′
right
〉
=
〈
Ψˆmleft,Φright
〉〈
Φleft, KˆαΦright
〉〈
Φleft, Ψˆ
m′
right
〉
. (6.16)
In the remainder of this proof, the notation “bn = O(a
n)” means that there is a constant
c <∞ such that supn∈N |bn/a
n| ≤ c. In particular, it implies that bn is finite for every n.
Using (6.8), the second term in the sum in (6.15) is bounded by∣∣∣〈Ψˆmleft, P cKˆnKˆαKˆn′P Ψˆm′right〉∣∣∣ ≤ ‖P cKˆn‖‖Kˆα‖‖P‖ = O(an) (6.17)
where the constant in O(an) may depend on α, but not on m,m′, n, n′. The third and
fourth terms fulfill a similar bound with O(an
′
) and O(an+n
′
), respectively, instead of
O(an). Then the numerator in (6.14) can be written as〈
Ψˆmleft, Kˆ
nKˆαKˆ
n′Ψˆm
′
right
〉
=
〈
Ψˆmleft,Φright
〉〈
Φleft, KˆαΦright
〉〈
Φleft, Ψˆ
m′
right
〉
+O(amin{n,n
′}).
(6.18)
Now, we claim
(a) inf
l,m,m′∈N
〈
Ψˆmleft, Kˆ
lΨˆm
′
right
〉
> 0, (b) inf
m,m′∈N
〈
Ψˆmleft,Φright
〉〈
Φleft, Ψˆ
m′
right
〉
> 0. (6.19)
Assuming this is true and combining the estimate (6.18) for the numerator with the fact
(6.19)(a) that the denominator is uniformly bounded away from 0, the right-hand side of
(6.14) can be written as
〈
Φleft, KˆαΦright
〉 〈Ψˆmleft,Φright〉〈Φleft, Ψˆm′right〉〈
Ψˆmleft, Kˆ
n+n′+1Ψˆm
′
right
〉 +O(amin{n,n′}). (6.20)
To estimate the denominator in the last expression, we use the following bound
sup
m,m′
∣∣∣〈Ψˆmleft, KˆlΨˆm′right〉− 〈Ψˆmleft,Φright〉〈Φleft, Ψˆm′right〉∣∣∣
= sup
m,m′
∣∣∣〈Ψˆmleft, (Kˆl − P )Ψˆm′right〉∣∣∣ ≤ ‖Kˆl − P‖ ≤ O(al) (6.21)
with l = n+n′+1. Note that the proof of this estimate does not use (6.19). The fraction
in (6.20) is bounded from above using (6.19)(a) and the fact that ‖Ψˆmleft‖ = 1 = ‖Ψˆ
m′
right‖.
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Moreover, this fraction is bounded from below by a positive constant using (6.19)(b)
and (6.21). These estimates hold uniformly in m,m′, n, n′. In particular by (6.21) the
reciprocal is estimated as follows
sup
n,n′:
n+n′+1=l
sup
m,m′
∣∣∣∣∣∣
〈
Ψˆmleft, Kˆ
n+n′+1Ψˆm
′
right
〉
〈
Ψˆmleft,Φright
〉〈
Φleft, Ψˆm
′
right
〉 − 1
∣∣∣∣∣∣ = O(al). (6.22)
These estimates give (6.12) with the bound (6.13). To complete the proof of the lemma
we now prove claim (6.19). Recall that k((ω, τbb), (ω
′, τbb)) > 0, Ψˆ
m
left(ω, τbb) > 0, and
Ψˆm
′
right(ω
′, τbb) > 0 for all ω, ω
′ and m,m′ ∈ N. It follows〈
Ψˆmleft, Kˆ
lΨˆm
′
right
〉
> 0 and
〈
Ψˆmleft,Φright
〉〈
Φleft, Ψˆ
m′
right
〉
> 0 (6.23)
for all l, m,m′ ∈ N. Similarly, since Φˆ−left > 0 and Φˆ
+
right > 0, for all l, m,m
′ ∈ N we have〈
Ψˆmleft, Kˆ
lΦˆ+right
〉
> 0 and
〈
Φˆ−left, Kˆ
lΨˆm
′
right
〉
> 0. (6.24)
We apply the Perron-Frobenius-Jentzsch theory to Kˆ±. More specifically, we observe first
(P−)∗Ψˆleft = c
−Φˆ−left and P
+Ψˆright = c
+Φˆ+right where c
−, c+ > 0 since
〈
Ψˆleft, Φˆ
−
right
〉
> 0
and
〈
Φˆ+left, Ψˆright
〉
> 0. Then, using (6.9) we get
Ψˆmleft
m→∞
−→ Φˆ−left and Ψˆ
m
right
m→∞
−→ Φˆ+right, (6.25)
where the limits are taken with respect to ‖·‖. Thus,〈
Ψˆmleft,Φright
〉
m→∞
−→
〈
Φˆ−left,Φright
〉
> 0 and
〈
Φleft, Ψˆ
m
right
〉
m→∞
−→
〈
Φleft, Φˆ
+
right
〉
> 0. (6.26)
Combining this with (6.23), we get (6.19)(b). Using (6.21), this implies for l0 ∈ N large
enough
inf
l≥ l0
inf
m,m′∈N
〈
Ψˆmleft, Kˆ
lΨˆm
′
right
〉
> 0. (6.27)
We consider a given l < l0 next. From (6.24), (6.25), and
〈
Φˆ−left, Kˆ
lΦˆ+right
〉
> 0, we have
inf
m∈N
〈
Ψˆmleft, Kˆ
lΦˆ+right
〉
> 0 and inf
m′∈N
〈
Φˆ−left, Kˆ
lΨˆm
′
right
〉
> 0. (6.28)
Using this, (6.23), and (6.25) again, we find for our given l: infm,m′∈N
〈
Ψˆmleft, Kˆ
lΨˆm
′
right
〉
> 0.
Combining this with (6.27), the claim (6.19)(a) follows.
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Proof of Theorem 6.1. Combining Lemmas 6.6 and 6.7 above, the energy term E0ℓL (α)
defined in (3.39) can be written as
E0ℓL (α) =
1
2
l
〈
Φleft, K˜αΦright
〉
〈Φleft,KΦright〉
+
1
2
l−1∑
n=0
RL,n,L−l,l−1−n(α) (6.29)
where, for any given α, the rest
1
2
l−1∑
n=0
RL,n,L−l,l−1−n(α) = c11(G0, β, L, l, α) (6.30)
is bounded uniformly in L and l since 0 ≤ a < 1. Now we claim there is a constant
c10 = c10(G0, β) > 0 such that for all α ∈ R one has〈
Φleft, K˜αΦright
〉
= 2αλc10. (6.31)
To prove this we split K˜α = K˜0 + (K˜α − K˜0). We claim〈
Φleft, K˜0Φright
〉
= 0. (6.32)
This is proved by symmetry. Recall from (5.22) that we set ω↔ = (∇t, y, τ↔) ∈ Ωvert for
ω = (∇t, y, τ) ∈ Ωvert. From (5.25) it follows for ω,ω
′ ∈ Ωvert
k(ω′,ω) = k(ω↔,ω′↔) and k˜0(ω
′,ω) = −k˜0(ω
↔,ω′↔). (6.33)
Since k is real-valued, the first equation implies that (ω,ω′) 7→ k(ω↔,ω′↔) is the integral
kernel of the adjoint K∗ of K. Consider the “reflected” eigenfunctions Φ↔right,Φ
↔
left : Ωvert →
(0,∞), Φ↔right(ω) = Φright(ω
↔), Φ↔left(ω) = Φleft(ω
↔). Since the reflection ↔ leaves the
reference measure dω invariant and KΦright = λΦright, we get K
∗Φ↔right = λΦ
↔
right. But the
eigenspace Eλ(K
∗) is spanned by Φleft, then Φ
↔
right = cΦleft for some constant c > 0, and
therefore Φ↔left = c
−1Φright. We conclude〈
Φleft, K˜0Φright
〉
=
∫
Ωvert
∫
Ωvert
Φleft(ω
↔)k˜0(ω
↔,ω′↔)Φright(ω
′↔) dω dω′
=
〈
Φ↔right,−K˜0Φ
↔
left
〉
= −
〈
Φleft, K˜0Φright
〉
. (6.34)
This proves claim (6.32). The contribution of K˜α − K˜0 is given by〈
Φleft, (K˜α − K˜0)Φright
〉
= α
∫
Ωmiddle
χ(ω, ωhor,ω
′)e−Hmiddle(ω,ωhor,ω
′)dω dωhor dω
′ =: 2αλc10.
(6.35)
Note that c10 > 0, because the integrand in (6.35) is nonnegative everywhere and positive
on a set of positive measure. This proves claim (6.31). Finally, combining (6.29), (6.30)
and (6.31) the proof of the theorem follows.
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7 Putting pieces together
Proof of Theorem 2.1. We prove the estimate for 0 < l ≤ L. The case −L ≤ l < 0
follows by reflection symmetry. Take any η > 0 and α ∈ R with |α| ≤ c6η. Using (3.24),
(3.25), and Lemma 3.8
lnEµ0L
[
e
tℓ−t0
2
]
= lnEµgrad,0L
[
e
tℓ−t0
2
]
= lnZL
0ℓ ≤ E
0ℓ
L (α) + S
0ℓ
L (α). (7.1)
Inserting the expression for the internal energy E0ℓL (α) from Theorem 6.1 and the estimate
for the entropy term S0ℓL (α) from Theorem 4.1 we conclude
lnEµgrad,0L
[
e
tℓ−t0
2
]
≤ c7α
2l + αlc10 + c
max
11 (α) = α(c7α + c10) l + c
max
11 (α). (7.2)
Taking α < 0 such that |α| < min{c10/c7, c6η}, Claim (2.11) follows with c1 = e
cmax11 (α)
and c2 = −α(c7α + c10) > 0.
To prove the second part of the theorem, we notice that, by Theorem 3.2, the variables
(t0, s0) and (∇tbb, ybb) are stochastically independent and the distribution of (t0, s0) is
independent of L. Moreover using (3.7) with i = 0 we can reconstruct any tj knowing only
t0 and a finite number of variables ∇t
bb
e , independent of L, for L large enough. A similar
statement holds for the sj using only a finite number of variables ∇t
bb
e and y
bb
e . Then any
local observable of (tj, sj)j∈V (i.e. depending only on a finite number of lattice sites) can
be written as a local observable of (t0, s0,∇tbb, ybb) uniformly in L for L large enough.
Using the definitions of the previous section, in analogy to Lemma 6.6, the average of any
bounded local observable can be written as a ratio of scalar products
Eµ0L [O] =
〈
ΨˆL−j1left ,KO Ψˆ
L−j2
right
〉
〈
Ψˆ
L−j1
left , (K
−)j1 (K+)j2 ΨˆL−j2right
〉 , (7.3)
where the operator KO depends on the observable and the level indices j1, j2 ≥ 0 need to
be large enough depending on the choice of KO. Since Ψˆ
m
left/right → Φˆ
−/+
left/right as m→∞ by
(6.25), the limit of (7.3) as L, L→ ∞ is well defined. If for L large enough one replaces
j1 by j1 + n1 and j2 by j2 + n2 and KO by K
n1
− KOK
n2
+ , the expression (7.3) remains
unchanged. This holds also in the limit as L, L→∞. Hence, the consistency conditions
in Kolmogorov’s extension theorem ensure the limiting measure µ0∞ exists. This completes
the proof.
Proof of Corollary 2.2. Let Y˜ = (Y˜n)n∈N0 be the discrete time process associated
to VRJP on Gρ. Let Gρ,L denote the graph obtained from GL by adding the additional
vertex ρ connected by an edge to 0. For any fixed time T , the process Y˜ can jump at
most a distance of T away from its starting point. Consequently, the law of (Y˜n)n=0,...,T
agrees with the law of the discrete time process (Y˜ Ln )n=0,...,T associated with the VRJP
on Gρ,L for all L = (−L, L) with L, L > T . Thus, by Theorem 2 and the remarks in Sect.
6 of [ST12], the process (Y˜n)n=0,...,T is a mixture of reversible Markov chains with mixing
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measure given by random weights on the edges Wij(t, s) = βije
ti+tj with ti, tj distributed
according to µ0L with L large enough. Note that the edge weights are strictly positive. In
particular, for any finite path ~v := (v0 = ρ, v1, . . . , vT ) in Gρ starting in ρ and all L with
L, L > T , one has
P((Y˜n)n=0,...,T = ~v) =
∫
PW (t,s)((Y˜n)n=0,...,T = ~v) dµL0(t, s). (7.4)
Since PW (t,s)((Y˜n)n=0,...,T = ~v) ∈ [0, 1] is a bounded observable, Theorem 2.1 implies
that the right-hand side of (7.4) equals
∫
PW (t,s)((Y˜n)n=0,...,T = ~v) dµ0∞(t, s). The events
{(Y˜n)n=0,...,T = ~v} together with the empty set are closed under intersections and generate
the whole space. This shows that Y˜ is a mixture of reversible Markov chains with mixing
measure µ0∞. Since all edge weights are strictly positive, one has a mixture of irreducible
Markov chains.
To prove positive recurrence, let x = (|x| = l, v) ∈ V be an arbitrary site and set
ℓ := (l, p). By Theorem 3.2, ∇tbb and t0 are independent. Using this fact and the
Cauchy-Schwarz inequality, we get for all L with −L ≤ l ≤ L,
EµL
0
[
e
tx
4
]
= EµL
0
[
e
tx−tℓ
4 e
tℓ−t0
4 e
t0
4
]
≤ EµL
0
[
e
tx−tℓ
2
]1/2
EµL
0
[
e
tℓ−t0
2
]1/2
EµL
0
[
e
t0
4
]
. (7.5)
It follows from Theorem 3.2 that EµL
0
[
e
t0
4
]
< ∞. Since x and ℓ are on the same level,
γxℓTbb ⊂ Sl and thus
EµL
0
[
e
tx−tℓ
2
]
≤ EµL
0
[ ∏
e∈γxℓ
Tbb
e
|∇tbbe |
2
]
≤ C
|S|
β EµL0
[
e
∑
e∈γxℓ
Tbb
βe
2
(cosh∇tbbe −1+
y2e
2
)
]
≤ (2Cβ)
|S|
(7.6)
where Cβ is a constant that depends only on (βe)e∈S and in the last inequality we used a
straightforward generalization of [DSZ10, Lemma 3, eq. (6.2) and (2.10)] to the case of
variable β.
Using Theorem 2.1, we conclude
EµL
0
[
e
tx
4
]
≤ c14e
−c2
|x|
2 (7.7)
with a constant c14 > 0. Then, by monotone convergence, we get
Eµ0∞
[
e
tx
4
]
= lim
M→∞
Eµ0∞
[
e
tx
4 1{|tx|≤M}
]
= lim
M→∞
lim
L→∞
EµL
0
[
e
tx
4 1{|tx|≤M}
]
≤ c14e
−c2
|x|
2 . (7.8)
Using the exponential Chebyshev inequality and a Borel-Cantelli argument, it follows that∑
x∈V e
tx <∞ µ0∞-a.s. Consequently, µ
0
∞-a.s. the edge weights are summable∑
i∼j
βije
ti+tj ≤ (max
ij
βij)
∑
i∈V
eti
∑
j∈V
etj <∞, (7.9)
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and hence we have a mixture of positive recurrent Markov chains.
Proof of Corollary 2.3. The argument is similar to the one used in Theorem 2.1 in
[MR07]. For (t, s) ∈ RV×V , let PW (t,s)v denote the distribution of the Markovian random
walk on Gρ with weights Wij = Wij(t, s) = βije
ti+tj starting at v ∈ V ∪ {ρ}. This random
walk is reversible with a reversible measure given by
πWi =
∑
j∼i
Wij, i ∈ V ∪ {ρ}. (7.10)
For all n ∈ N0 and v ∈ V , one has
πWρ P
W
ρ (Y˜n = v) = π
W
v P
W
v (Y˜n = ρ). (7.11)
Then for any α ∈ (0, 1)
PWρ (Y˜n = v) =
[
πWv
πWρ
]α
PWv (Y˜n = ρ)
α PWρ (Y˜n = v)
1−α
≤
[
πWv
πWρ
]α
=
[∑
i∼v
βiv
ε
eti+tv−t0
]α
≤
βαmax
εα
∑
i∼v
eα(ti+tv−t0). (7.12)
Integrating over s and t with respect to µ0∞, as in (1.2), we conclude
P(Y˜n = v) =
∫
PW (t,s)ρ (Y˜n = v) dµ
0
∞(t, s) ≤
βαmax
εα
∑
i∼v
Eµ0∞ [e
α(ti+tv−t0)]. (7.13)
Let ℓ = (m, p) be the copy of the pinning point 0 at the level m = |v| of v. Using
independence of t0 from the gradient variables (see Theorem 3.2 and Lemma 3.1) and the
Cauchy-Schwarz inequality, we get, for any i ∼ v,
Eµ0∞ [e
α(ti+tv−t0)] = Eµ0∞ [e
α(ti−tℓ+tv−tℓ)e2α(tℓ−t0)eαt0 ]
≤ Eµ0∞ [e
2α(ti−tℓ+tv−tℓ)]1/2 Eµ0∞ [e
4α(tℓ−t0)]1/2 Eµ0∞ [e
αt0 ] (7.14)
Now, setting α = 1/8, we can use Theorem 2.1, plus the same arguments we used in (7.5)
and (7.6) above. We obtain
βαmax
εα
∑
i∼v
Eµ0∞ [e
α(ti+tv−t0)] ≤ c3e
−c4|v|
for some positive constants c3, c4. This proves the first claim. The second claim follows
with precisely the same Borel-Cantelli argument as in Corollary 2.2 [MR07].
A Spectral properties of transfer operators
This appendix reviews the results from the Perron-Frobenius-Jentzsch theory that we
need. For more background on this theory, we refer to [Sch74] and [Zaa97].
Let (Ω,A, µ) be a σ-finite measure space and k : Ω×Ω→ R be a measurable function
with the following properties:
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(a)
∫
Ω
∫
Ω
k(x, y)2 µ(dx)µ(dy) <∞.
(b) k(x, y) ≥ 0 holds for all x, y ∈ Ω.
(c) There are S ∈ A with µ(S) > 0 and ǫ > 0 such that k(x, y) ≥ ǫ holds for all
x, y ∈ S.
(d) For N ∈ N with N ≥ 1, let kN : Ω × Ω → R denote the iterated integral kernel,
recursively defined by k1 = k and kN+1(x, y) =
∫
Ω
kN(x, z)k(z, y)µ(dz). For some
N ∈ N with N ≥ 1, the kernel kN is strictly positive.
Let H = L2(Ω,A, µ;C) and K,K∗ : H → H be the linear operators defined by
Kf(x) =
∫
Ω
k(x, y)f(y)µ(dy), K∗f(y) =
∫
Ω
f(x)k(x, y)µ(dx)
for µ-a.e. x ∈ Ω, resp. for µ-a.e. y ∈ Ω, where K∗ is the adjoint operator of K. K and K∗
are Hilbert-Schmidt operators; see e.g. Theorem VI.23 in [RS80]. In particular, they are
compact; see e.g. Theorem VI.22(e) in [RS80]. For z ∈ C, let
Ez(K) = {f ∈ H : Kf = zf}, and Sz(K) = {f ∈ H : (K − z id)
nf = 0 for some n ∈ N}
denote the eigenspace Ez(K) and the spectral subspace Sz(K) ⊇ Ez(K) corresponding
to z, respectively. The eigenspaces Ez(K
∗) and the spectral subspaces Sz(K
∗) for the
adjoint operator are defined in the same way. Let ρ(K) = {z ∈ C : K − z id : H →
H is bijective} denote the resolvent set of K, σ(K) = C \ ρ(K) be the spectrum, and let
λ = r(K) := supz∈σ(K) |z| = limn→∞ ‖K
n‖1/n be the spectral radius. (Equality of these
two representations of r(K) is proven in Lemma VII 3.4 in [DS88].) Then the following
holds:
(1) σ(K) \ {0} consists of isolated points z with 0 < dimEz(K) < ∞, which can
accumulate at most at 0. If dimH =∞, then 0 ∈ σ(K).
(2) For every z ∈ σ(K) \ {0}, one has dimSz(K) = dimSz(K
∗) <∞.
(3) σ(K∗) = {z : z ∈ σ(K)} = σ(K) and λ = r(K) = r(K∗) > 0.
(4) λ ∈ σ(K), and Eλ(K) contains a µ-a.e. positive function Φright > 0. Similarly,
Eλ(K
∗) contains a µ-a.e. positive function Φleft > 0.
(5) Let N ∈ N with N ≥ 1, f, g ∈ H with g ≥ 0 (µ-a.e.). If KNf = λNf + g, it follows
that g = 0 (µ-a.e.).
(6) dimEλ(K) = 1 and dimEλ(K
∗) = 1.
(7) Sλ(K) = Eλ(K) and Sλ(K
∗) = Eλ(K
∗).
(8) For every z ∈ σ(K) with z 6= λ, one has |z| < λ. Furthermore, one has
sup{|z| : z ∈ σ(K) \ {λ}} < λ.
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(9) Let Φright and Φleft from (4) be normalized such that 〈Φleft,Φright〉 = 1. Set P : H →
H, Pf = 〈Φleft, f〉Φright. Then σ(K−λP ) \ {0} = σ(K) \ {λ, 0} and r(K−λP ) < λ.
(10) One has λ−nKn − P = (λ−1K − P )n for all n ∈ N, n ≥ 1, and ‖λ−nKn − P‖ =
O(an) as n → ∞ for any a < 1 with r(K − λP ) < λa. Note that such an a exists
because of (9).
Proof. Claim (1). This is the content of a theorem by F. Riesz, proven e.g. as Theorem
7.1 in Chapter VII of [Con90].
Claim (2). For any z ∈ C \ {0}, the operator K − z id is a Fredholm operator with
Fredholm index ind(K − z id) = dim ker(K − z id)− dimker(K − z id)∗ = 0. This follows
from the Fredholm alternative, see e.g. Proposition 3.3 in Chapter XI of [Con90]. Then,
for any n ∈ N, (K − z id)n is a Fredholm operator with Fredholm index dim ker(K −
z id)n − dimker(K∗ − z id)n = ind(K − z id)n = n ind(K − z id) = 0 as well; see e.g.
Theorem 3.7 in Chapter XI of [Con90]. This implies dimSz(K) = dimSz(K
∗). To see
that these dimensions are finite, it suffices to show that ker(K− z id)n = ker(K− z id)n+1
holds for some n ∈ N, since this implies ker(K− z id)m = ker(K− z id)m+1 for all m ≥ n.
If the inclusion ker(K− z id)n ⊂ ker(K− z id)n+1 was strict for all n ∈ N, we could choose
for every n ∈ N some fn ∈ ker(K − z id)n+1 with ‖fn‖ = 1 and fn ⊥ ker(K − z id)n. But
then Kfn = zfn + (K − z id)fn ∈ zfn + ker(K − z id)
n has at least distance |z| from the
space ker(K − z id)n. Because Kfm ∈ ker(K − z id)
n holds for all m < n, it follows that
‖Kfn −Kfm‖ ≥ |z| holds for all m < n. This means that the sequence (Kfn)n∈N cannot
have an accumulation point, contradicting the fact that K is a compact operator.
Claim (3). The first equality is contained in Theorem VI.7 in [RS80]. The second
equality follows from the fact that the integral kernel k is real-valued. The claim r(K) =
r(K∗) follows immediately from σ(K) = σ(K∗). To prove r(K) > 0, we use hypotheses (b)
and (c) as follows: K1S ≥ a1S, where we abbreviate a = ǫµ(S) > 0. Because of k ≥ 0,
the operator K is positive in the sense that f ≥ g implies Kf ≥ Kg for any f, g ∈ H.
Inductively, it follows that Kn1S ≥ a
n1S holds for all n ∈ N. This implies ‖Kn‖ ≥ an for
all n and hence r(K) = limn→∞ ‖K
n‖1/n ≥ a > 0.
Claim (4). Since σ(K) is nonempty and compact, there is a z ∈ σ(K) with |z| = r(K).
By part (1), there is an eigenfunction g ∈ Ez(K) with ‖g‖ = 1. We abbreviate f := |g|.
In particular, ‖f‖ = ‖g‖ = 1. From positivity of K, it follows that Kf = K|g| ≥ |Kg| =
|z||g| = λf ≥ 0 and then Kn+1f ≥ λKnf ≥ λn+1f ≥ 0 for all n ∈ N by iteration. Take a
sequence (λm)m∈N of positive numbers λm > λ with λm ↓ λ as m → ∞ and consider for
the moment a fixed m ∈ N. Since ‖Knf‖ ≤ ‖Kn‖ = (λ+ o(1))n as n→∞, the series
hm := (id−λ
−1
m K)
−1f =
∞∑
n=0
λ−nm K
nf (A.1)
converges. The facts f 6= 0 and Knf ≥ 0 for all n imply hm 6= 0 and hm ≥ 0; hence
vm := hm/‖hm‖ ≥ 0 is well-defined. Furthermore,
hm ≥
∞∑
n=0
λ−nm λ
nf = (1− λ/λm)
−1f ≥ 0
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implies ‖hm‖ ≥ (1 − λ/λm)
−1‖f‖ = (1 − λ/λm)
−1 m→∞−→ ∞. From Khm − λmhm = −λmf
we conclude ‖Kvm−λmvm‖ = λm‖f‖/‖hm‖ → 0 as m→∞. Because of ‖λmvm−λvm‖ =
λm−λ→ 0 it follows also ‖Kvm−λvm‖ → 0 as m→∞. In particular, limm→∞ ‖Kvm‖ =
limm→∞ ‖λvm‖ = λ. By compactness of the operator K and ‖vm‖ = 1, some subsequence
(Kvml)l∈N converges to some Φright ∈ H. By the positivity of K and vm ≥ 0 we know
Kvm ≥ 0 for all m, hence Φright ≥ 0 (µ-a.e.). Furthermore, ‖Φright‖ = liml→∞ ‖Kvml‖ = λ
and
‖KΦright − λΦright‖ = lim
l→∞
‖K2vml − λKvml‖ ≤ lim
l→∞
‖K‖‖Kvml − λvml‖ = 0.
This means that 0 6= Φright ∈ Eλ(K), hence λ ∈ σ(K). By hypothesis (d), for some
N ∈ N the integral kernel kN of KN takes only positive values, then the facts Φright ≥ 0,
Φright 6= 0 and Φright = λ
−NKNΦright imply Φright > 0 (modulo changes on null sets).
The same arguments, applied to K∗ instead of K, show that Eλ(K
∗) contains a positive
function Φleft (modulo changes on null sets).
Claim (5). Take N ∈ N, f, g ∈ H with g ≥ 0 µ-a.e. and KNf = λNf + g. Using the
eigenfunction Φleft > 0 of K
∗ from Claim (4), we obtain
λN 〈Φleft, f〉 = 〈(K
∗)NΦleft, f〉 = 〈Φleft,K
Nf〉 = λN〈Φleft, f〉+ 〈Φleft, g〉
and therefore 〈Φleft, g〉 = 0. Since Φleft > 0 and g ≥ 0, this implies g = 0 µ-a.e.
Claim (6). Let u ∈ Eλ(K): our goal is to show that u is a multiple of Φright µ-a.e.
Take again N ∈ N as in hypothesis (d); then u ∈ EλN (KN) also holds. Since the integral
kernel kN of K
N is real-valued, it follows Reu ∈ EλN (K
N ) and Im u ∈ EλN (K
N ); thus it
suffices to show that every real-valued u ∈ EλN (K
N ) is a multiple of Φright µ-a.e. Assume
by contradiction that this was false. Then there is a ∈ R such that neither au+Φright ≥ 0
nor au + Φright ≤ 0 holds µ-a.e. Setting h = au + Φright ∈ EλN (K
N ), f = |h| and
g = KN |h| − |KNh|, it follows g ≥ 0, and KNf = |KNh| + g = |λNh| + g = λNf + g.
Since the integral kernel kN of KN takes only positive values, g cannot be 0 µ-a.e. This
contradicts Claim (5).
Claim (7). Assume that there was a strict inclusion Eλ(K) $ Sλ(K). Then there is
f ∈ ker(K−λ id)2 with Kf = λf+Φright, since ker(K−λ id) = Eλ(K) is spanned by Φright
by claims (4) and (6). This contradicts Claim (5) since Φright > 0. The same argument
applied to K∗ instead of K shows Eλ(K
∗) = Sλ(K
∗).
Claim (8). Let z ∈ σ(K) with |z| = λ. Then, by (1), there is an eigenfunction
f ∈ Ez(K), f 6= 0. Taking N ∈ N from hypothesis (d), we get λN |f | = |zNf | = |KNf | ≤
KN |f |, by (5) λN |f | = |KNf | = KN |f | µ-a.e.. This means for µ-a.e. x ∈ Ω
|KNf(x)| =
∣∣∣∣∫
Ω
kN(x, y)f(y)µ(dy)
∣∣∣∣ = ∫
Ω
kN(x, y)|f(y)|µ(dy) = K
N |f |(x),
therefore, again for µ-a.e. x ∈ Ω, there is a constant cx ∈ C with |cx| = 1 such that
kN(x, y)f(y) = cxkN(x, y)|f(y)| holds for µ-a.e. y ∈ Ω. Using that kN is strictly positive,
this implies f = c|f | (µ-a.e.) for some c ∈ C with |c| = 1, therefore KNf = cKN |f | =
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cλN |f | = λNf . We obtain f ∈ Sλ(K) and hence f ∈ Eλ(K) from Claim (7). This
implies z = λ since 0 6= f ∈ Ez(K) ∩ Eλ(K). This shows that for all z ∈ σ(K) we have
z = λ or |z| < λ. Since the spectral values of K can only accumulate at 0, this implies
sup{|z| : z ∈ σ(K) \ {λ}} < λ.
Claim (9). Let Σ := K − λP . Σ is a compact operator, since K is compact and P has
rank 1. We show now that λ /∈ σ(Σ). Let f ∈ Eλ(Σ); we need to show f = 0. From
Kf − λf = Kf − Σf = λPf = PΣf = 〈Φleft,Kf〉Φright − λ 〈Φleft, P f〉Φright
= 〈K∗Φleft, f〉Φright − λ 〈Φleft,Φright〉 〈Φleft, f〉Φright
= λ 〈Φleft, f〉Φright − λ 〈Φleft, f〉Φright = 0 (A.2)
we get that f is a multiple cΦright of Φright, with c ∈ C, since Eλ(K) is spanned by Φright.
But f ∈ Eλ(Σ) and ΣΦright = KΦright − λ 〈Φleft,Φright〉Φright = λΦright − λΦright = 0 then
imply λf = Σf = cΣΦright = 0 and therefore f = 0.
Next, let z ∈ C \ {0, λ}. We need to show that z ∈ σ(K) holds if and only if z ∈ σ(Σ).
Now every non-zero spectral value ofK (resp. Σ) is an eigenvalue of K (resp. Σ).Therefore,
it suffices to show that Ez(K) = Ez(Σ). To prove Ez(K) ⊆ Ez(Σ), let f ∈ Ez(K). Then
λPf = λ 〈Φleft, f〉Φright = 〈K
∗Φleft, f〉Φright = 〈Φleft,Kf〉Φright = z 〈Φleft, f〉Φright = zPf ,
hence Pf = 0 since z 6= λ. This shows Σf = Kf = zf , i.e. f ∈ Ez(Σ).
To prove Ez(K) ⊇ Ez(Σ), let f ∈ Ez(Σ). Note that P
2 = P since for g ∈ H we have
P 2g = 〈Φleft, g〉 〈Φleft,Φright〉Φright = 〈Φleft, g〉Φright = Pg. We obtain
zPf = PΣf = PKf − λP 2f = 〈Φleft,Kf〉Φright − λPf
= 〈K∗Φleft, f〉Φright − λPf = λ 〈Φleft, f〉Φright − λPf = 0 (A.3)
hence again Pf = 0. This shows Kf = Σf = zf , i.e. f ∈ Ez(K). Thus we have proven
σ(Σ)\{0} = σ(K)\{λ, 0}. The remaining claim r(Σ) < λ follows now from assertion (8).
Claim (10). Note that PΣ = 0 = ΣP hold, because for f ∈ H, we have
PΣf = 〈Φleft,Kf〉Φright − λP
2f = 〈K∗Φleft, f〉Φright − λPf = λ 〈Φleft, f〉Φright − λPf = 0,
ΣPf = KPf − λP 2f = 〈Φleft, f〉KΦright − λPf = λ 〈Φleft, f〉Φright − λPf = 0.
As a consequence, we obtain Claim (10) as follows:
λ−nKn = (λ−1Σ + P )n = λ−nΣn + P n = λ−nΣn + P = (λ−1K − P )n + P
and ‖λ−nKn − P‖1/n = ‖λ−nΣn‖1/n
n→∞
−→ r(λ−1Σ) = λ−1r(Σ) < 1.
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