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ABSTRACT
In recent years, binary code learning, a.k.a. hashing, has received
extensive attention in large-scale multimedia retrieval. It aims to
encode high-dimensional data points into binary codes, hence the
original high-dimensional metric space can be efficiently approxi-
mated via Hamming space. However, most existing hashing meth-
ods adopted offline batch learning, which is not suitable to handle
incremental datasets with streaming data or new instances. In con-
trast, the robustness of the existing online hashing remains as an
open problem, while the embedding of supervised/semantic infor-
mation hardly boosts the performance of the online hashing, mainly
due to the defect of unknown category numbers in supervised learn-
ing. In this paper, we propose an online hashing scheme, termed
Hadamard Codebook based Online Hashing (HCOH), which aims
to solve the above problems towards robust and supervised on-
line hashing. In particular, we first assign an appropriate high-
dimensional binary codes to each class label, which is generated
randomly by Hadamard codes. Subsequently, LSH is adopted to
reduce the length of such Hadamard codes in accordance with the
hash bits, which can adapt the predefined binary codes online, and
theoretically guarantee the semantic similarity. Finally, we con-
sider the setting of stochastic data acquisition, which facilitates our
method to efficiently learn the corresponding hashing functions via
stochastic gradient descend (SGD) online. Notably, the proposed
HCOH can be embedded with supervised labels and is not limited
to a predefined category number. Extensive experiments on three
widely-used benchmarks demonstrate the merits of the proposed
scheme over the state-of-the-art methods. The code is available
at https://github.com/lmbxmu/mycode/tree/master/2018ACMMM_
HCOH.
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1 INTRODUCTION
With the growth of data scales, hashing-based methods have at-
tracted extensive research attentions in large-scale multimedia re-
trieval [34], which merits in low storage and efficient computation
on large-scale datasets. In principle, most existing works aim to
map high-dimensional data into a compact Hamming space, such
that the original data similarity can be approximated via Hamming
distance efficiently. To this end, most effective hashing schemes are
“data dependent”, which relies on modeling labeled or unlabeled
data to learn discriminative binary codes [12, 13, 22, 24–26, 31, 36].
However, such a setting is hardly workable for various real-world
applications. Many applications require the search engine to index
streaming data online. In contrast, most existing works in hashing
adopt batch-based learning on the prepared training data, which is
only suitable for fixed dataset. While facing new data, batch-based
learning has to accumulate all the available data and re-learns
all hash functions. To handle this problem, advanced batch-based
hashing [16, 22] has been proposed to perform multiple passes over
the data. Unfortunately, the frequent data loading becomes a major
performance bottleneck. In order to address the above challenges,
online hashing (OH) [7, 30, 35] has been proposed to perform online
learning of hash functions in an efficient way. However, two open
problems still exist:
Firstly, most OH methods require that the input data should be
fed with pairs or batches [2, 15, 20], while little works consider the
case of a single datum input. To tackle this problem, inspired by
the Error Correcting Output Codes (ECOCs), Cakir et al. proposed
an online supervised hashing to solve such an extreme input [1],
which uses an SGD of the supervised hashing with error correcting
codes. But, the random construction for error correcting code will
corrupt the model, which degenerates the retrieval performance.
Secondly, the unsupervised OH method [20] can not make full
use of the label information and suffers from low performance,
which has to adopt a batch of training data to update the hash func-
tions. Meanwhile, the performance of the existing supervised OH
schemes [1, 3, 15] is still far from satisfying, most of which remain
unchanged or even degenerate with the increase of streaming data,
as reported in [1] and quantitatively demonstrated in Sec. 4.4. Even
though the work in [2] solves this problem to a certain extend, its
performance gain is accompanied by a time-consuming burden, due
to the complex mutual information calculation between distance
matrix and neighborhood indicator (i.e., a O(T 2) complexity where
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Figure 1: The framework of the proposed Hadamard Code-
book based Online Hashing (HCOH). When new stream
data from new class in left part is received, a column vec-
tor (codeword) in Hadamard matrix is sampled as a virtual
multi-label representationto this class. Otherwise, it shares
the same virtual multi-label representationwith instances
falling in the same class (denoted with different shapes
in different colors). These virtual representations form the
codebookC (purple boxes). Then, a randomGaussianmatrix
W˜ is applied to reduce the codeword length to being consis-
tent to the predefined hash bits. In sum, HCOH explicitly ag-
gregates the undiscriminating features in the original space
into discerning Hamming space (in the right part).
T is the number of batch size). Therefore, an effective yet efficient
OH scheme is in urgent need.
In this paper, we propose a simple and effective online hash-
ing method, termed Hadamard Codebook based Online Hashing
(HCOH), which aims to solve all aforementioned problems in a
unified framework. First, we generate the Hadamard matrix via it
definition, from which a discrete codebook is randomly sampled.
Each codeword in such a codebook will be designated as the cen-
troid of data sharing the same label, which can be used to conduct
the learning of hash functions. Second, we employ the locality sen-
sitive hashing (LSH) [10] to reduce the codeword length to being
consistent with the length of hash bits. Therefore, HCOH can train
the objective function by leveraging the difference between the
codewords and the produced Hamming codes, and the hash func-
tions are updated swiftly in an iterative manner with streaming
data. Note that, both Hadamard matrix and the application of LSH
can be efficiently applied online, because Hadamard matrix can be
generated offline and the LSH is the data-independent encoding
method with random projections.
No extra time is spent during online learning by using this
method, which differentiates our method from the existing OH
method [1], where the codebook has to be generated on-the-fly
or to be in a fixed size. Moreover, the proposed HCOH by nature
enables the embedding of supervised labels by using discriminative
Hadamard matrix. Finally, in optimization, we show that the pro-
posed HCOH needs only one instance to update each round, while
most OH methods [2, 3, 15, 20] need at least two instances. Exten-
sive experiments on three benchmarks, i.e., CIFAR-10, Places205,
and MNIST, show that the proposed HCOH achieves better or com-
petitive results to the state-of-the-art methods [1–3, 15, 20].
The main contributions of this work are as follows:
(1) A codeword sampled from Hadamard matrix is introduced
as the centroid of different class labels, which can be utilized
to learn discriminative binary codes in online manner.
(2) Each codeword can be used as the virtual multi-label rep-
resentation, which serves as the supervised information to
build our effective model for online learning.
(3) The specific stochastic gradient descent (SGD) is derived to
achieve efficient optimization for the proposed method.
(4) The proposed scheme achieves competitive results compared
with several state-of-the-art online hashing [1–3, 15, 20].
2 RELATEDWORK
Recently, online hashing (OH) has received wide attention in online
applications. It merits in efficiently updating the hash functions by
using the streaming data online, which can be further subdivided
into two categories: SGD-based OH methods [1–3, 15], and matrix
sketch-based OH methods [20].
For SGD-based online hashing, Online Kernel Hashing (OKH)
[15] is the first of its kind, which updates hash functions with an
online passive-aggressive algorithm [6]. OKH needs the new data to
arrive in pairs with a similarity indicator, and the hash functions are
updated via gradient descent on the selected hashing parameters.
Similar to OKH, Adaptive Hashing (AdaptHash) [3] uses a similar
framework, in which data are fed with pairs and label similarity. It
defines a hinge loss function and uses SGD to optimize model in
online manner. Furthermore, Cakir et al. developed a more general
two-step OH framework, a.k.a. Online Supervised Hashing (OSH)
[1]. In details of OSH, Error Correcting Output Codes (ECOCs)
[8] are first generated as the codebook, in which each codeword is
further assigned to eachclass. Then, an exponential loss is developed
to replace the 0\1 loss, which is optimized via SGD to ensure the
learned hash functions to fit the binary ECOCs. In [2], Online
HashingwithMutual Information (MIHash) was proposed by giving
an image along with its neighbors and non-neighbors. It targets at
optimizing the mutual information to reduce the ambiguity in the
induced neighborhood structure in the Hamming space. Therefore,
the whole framework can be optimized via SGD on mini-batch data.
For sketch-based online hashing, the main motivation comes
from the idea of “data sketching”, which preserves the main prop-
erty of a dataset with a significantly smaller size [5, 21]. Leng et
al. proposed Online Sketching Hashing (SketchHash) [20] where
an online sketching with zero mean is developed to efficiently up-
date hash codes online. An efficient variant of SVD decomposition
(denoted as RSVD) [33] is employed to obtain the hash functions.
Although SketchHash [20] only requires O(dl) space complexity
to store and perform calculations on the streaming data, its time
complexity is O(ndl + dl2) to yield hash functions, where n is the
data size, d is the data dimension, and l denotes the sketching size
satisfying l < d ≪ n. Moreover, FasteR Online Sketching Hashing
(FROSH) [4] was developed to further reduce the training time to
O(nl2+nd). FROSH employs the independent Subsampled Random-
ized Hadamard Transform (SRHT) on different small data chunks to
make the sketching compact and accurate, as well as to accelerate
the sketching process.
3 THE PROPOSED METHOD
3.1 Notations
In this section, we introduce the proposed Hadamard Codebook
based Online Hashing (HCOH) in details. We first give notations
used in the rest of this paper. We define X = [x1, ...,xn ] as a set
of n training data with the corresponding labels Y = {y1, ...,yn },
where each xi ∈ Rd is the i-th d-dimensional feature with label
yi ∈ R. LetH1 = {−1, 1}r be the r−dimensional Hamming space.
The goal of hashing is to assign each instance a binary code in
H1, such that similarities in the original space are preserved in the
Hamming space. This is achieved by learning a collection of hash
functions F = { f1, ..., fk , ..., fr }, where each function fk : Rd →
{−1,+1} is to generate one bit code. As for online hashing, the hash
functions F are continuously updated from the input streaming
data. Following [4], we mainly consider the linear projection-based
hash function, where hash function for each bit is defined as:
fk (x) = sgn(wTk x + bk ) =
{
1, if wTk x + bk ≥ 0,
-1, otherwise,
where wk ∈ Rd is a parameter vector and bk ∈ R is a bias term.
Consequently, the hash codes for X can be presented as
F (X ) = [f1(X ), ..., fr (X )] = sgn(WTX + b) ⊂ Rr×n , (1)
whereW = [w1,w2, ...,wr ] ∈ Rd×r and b = [b1;b2; ...;br ] ∈ Rr .
3.2 Online Hashing Formulation
To update the hash functions F from streaming data online, the
current mapping matrixW t and bias vector bt are learned on the t-
th round input streaming dataX t = [xt1 , ...,xtnt ] ∈ Rd×n
t with their
corresponding class labels Y t = {yt1, ...,ytnt } ∈ Rn
t . As mentioned,
the existing online hashing methods [2, 15, 20] requires the input
data to be paired or batched, i.e., nt ≥ 2, for dynamic updating.
In this paper, we break through such a limitation by updating the
model using only one instance via stochastic gradient descend,
which is experimentally demonstrated to be very effective.
To this end, we first revisit SGD-based online hashing, i.e., an
SGD version of the supervised hashing with error correcting codes
(ECC) [1], known as “codebook”. Each vector, known as “codeword”
in this codebook is assigned to the data falling into the same label.
SGD-based hashing employs a 0−1 loss function, which outputs
either 1 or 0 to indicate whether the binary code generated by
the existing hash functions is matched to the codeword. After re-
placing the 0−1 loss with a convex loss function and relaxing the
sign function, SGD is applied to minimize the loss and update the
hash functions online. However, such methods cannot guarantee a
constant loss upper bound [15], which is caused by the random con-
struction of the codebook for class label. To compensate, a boosting
scheme that considers previous mappings when updating each hash
function is used to handle the error-correlation, which however
needs more training time for each round input.
To solve the above mentioned problems, we argue that a bet-
ter ECC is the key for robust and efficient online hashing. The
basic idea of ECC stems from the model of signal transmission
in the communication field [29]. Recently, ECC has become one
of the most widely used strategies for dealing with multi-class
classification problems, which contains both encoding and decod-
ing phases. In the encoding phase, an encoding matrix (codebook)
C ∈ {−1, 1}r ∗×N decouples an N -class classification problem into
r∗ binary-classification (bi-classification) problems [23]. That is,
each column (codeword) of the matrix C represents a class sample,
each row represents a virtual category, and each original class can
be approximated by a series of virtual categories in the decoding
phase. Therefore, we argue that ECC can also help to solve the
existing problems of online hashing, where the hash functions can
be seen as a set of bi-classification models, and each fk (xi ) = 1
means a given xi belongs to the k-th virtualcatogory and vice versa.
Following the above definitions, we consider the linear regres-
sion tobuild each bi-classification model at the t-th round with the
i-th new data point xti :
l(xti ;W t ) = ∥F (xti ) − c J (x ti )∥
2
F , (2)
where ci is the i-th column of matrix C , and J (xti ) returns the class
label of xti , and ∥ · ∥F is the Frobenius norm of the matrix. Therefore,
the overall objective function can be rewritten as:
min
X t ;W t ,bt
L(W t ,bt )= 1
n
n∑
i=1
l(xti ;W t ,bt )=
1
n
n∑
i=1
∥F (xti ) − c J (x ti )∥
2
F
=
1
n
∥F (X t ) −C J (X t )∥2F , (3)
where C J (X t ) ∈ Rr
∗×nt is the virtual multi-label representation ma-
trix, of which the rows represent the virtual labels and the columns
represent the samples.
However, the length of hash bit may not be the same with the
length of codeword, i.e., r , r∗, which makes Eq. 3 hard to be di-
rectly optimized. To handle this problem, we further use the locality
sensitive hashing (LSH) to transform the virtual labels to obtain the
same length of binary codes to learn the hash functions. As proven
in [9], LSH preserves the semantic similarity among label-based
representation, since the collision probability between the binary
codes of two labels is less than 0.5 if they are dissimilar, otherwise
the collision is greater than 0.5. As a result, we reformulate Eq. 3
by LSH-based random hashing as:
min
W t ,bt
1
n
F (X t ) − sgn(W˜TC J (X t ))2F , (4)
where W˜ ∈ Rr ∗×r is the random Gaussian matrix.
3.3 Hadamard Codebook
As above, the key issue falls in the construction of encoding ma-
trix (codebook) C . Towards learning an optimal matrix C via ECC
method, the following principles should be satisfied in traditional
ECC: 1) Maximize the Hamming distance between each row, which
allows strong error-correction ability. 2) Maximize the Hamming
distance between each column, which ensures significant difference
between the classifiers. However, the existing ECC construction
schemes are too complex for generating long hash bits, which hin-
ders their practical applications.
To solve this problem, we use the classical Hadamard codes in
the communication system to construct ECC, which satisfies the
above two principles [14]. In particular the Hadamard is an n-order
orthogonal matrix, i.e., both its row vectors and columns vectors
are pair-wise orthogonal, which by nature satisfies principles 1)
and 2), respectively. And its elements are either +1 or −1. That is:
CCT = nIn , or CTC = nIn , (5)
where In is an n−order identity matrix.
Though the existence of Hadamard matrices of other orders
[11, 27, 28, 37], we utilize 2k -order Hadamard matrices in this paper,
which can achieve satisfactory performances as shown in Sec. 4.
To construct the 2k -order Hadamard matrices, the entry in the i-th
row and the j-th column can be defined as:
Ci j = (−1)(i−1)×(j−1). (6)
Based on the definition of Hadamard matrix in Eq. 5, vectors in
a Hadamard matrix are linearly independent. That is, Hadamard
matrices can be well utilized as a discriminative set in Hamming
space, which can further guide the learning of hash functions.
By the definition of 2k -order Hadamardmatrix, we set the coding
length r∗ as follows:
r∗ = min{l |l = 2k , l ≥ r , l ≥ |Y |,k = 1, 2, 3, ...}, (7)
where |Y | is the number of class labels in the dataset. Therefore, we
construct the square encodingmatrix asCr ∗ ∈ {−1, 1}r ∗×r ∗ . If a new
data with new label is received, we randomly and non-repeatedly
select a column representation to construct a virtual multi-label
vector for this data. Otherwise, the virtual label previously assigned
to the instances with the same label is given. Such vectors are
further aggregated to construct the encoding matrix C . Therefore,
our scheme does not need to predefine the category number of the
dataset. The detailed framework can be shown in Fig. 1.
3.4 Learning Formulation
By giving the encoding matrix C as defined in Sec. 3.3, we aim to
optimize the objective function in Eq. 4. However, the sign function
sgn(·) is non-smooth and non-convex, which makes the standard
optimization method infeasible for the proposed model. Following
the work in [22], we relax the hash function F (X ) = sgn(WTX +b)
as follows:
Fˆ (X ) = tanh(WTX + b), (8)
where tanh(·) is the hyperbolic tangent function that transforms
the discrete values {−1,+1} to continuous values (−1,+1).
Based on this relaxation, Eq. 2 can be reformulated as:
Lˆ(xti ;W t ,bt ) = ∥Fˆ (xti ) − c J (x ti )∥
2
F , (9)
Ideally, SGD optimization can be used to carry out in an iterative
way for Eq. 4, where the partial derivative of Lˆ with regard toW
and b can be derived as:
W t+1 ←W t − ηt ∂Lˆ(W
t )
∂W t
, (10)
bt+1 ←W t − ηt ∂Lˆ(b
t )
∂bt
, (11)
where ηt is a positive learning rate at the t-th round, and the deriv-
ative of Lˆ(W t ) with respect toW t is
∂Lˆ(W t )
∂W t
=
2
nt
X t
( (
tanh(W tTX t + bt ) − LSH(X t )) ⊙ P ), (12)
and the derivative of bˆt with respect to bt is
∂Lˆ(bt )
∂bt
=
2
nt
( (
tanh(W tTX t + bt ) − LSH(X t )) ⊙ P ), (13)
Algorithm 1 Hadamard Codebook Hashing based Online Hashing
(HCOH)
Input: Training data set D with feature space X and label space Y ,
the number of hash bits r , the learning rate η, the total number
of streaming data batches L.
Output: The hash codes B for training space X and the projection
coefficient matrixW.
1: InitializeW1 and b1 with the normal Gaussian distribution.
2: Set the value of r∗ by Eq. 7.
3: Generate Hadamard matrix as stated in Sec. 3.3.
4: if r = r∗ then
5: Set W˜ as an identity matrix.
6: else
7: Randomize W˜ from Gaussian distribution.
8: end if
9: for t = 1→ L do
10: UpdateW t by Eq. 12.
11: Update bt by Eq. 13.
12: end for
13: Compute B = sдn(WTX + b).
where P =
(
1−tanh(W tTX t +bt )) ⊙ tanh(W tTX t +bt ), ⊙ denotes
the element-wise product, and LSH(X t ) = sgn(W˜TC J (X t )) . We
summarize our proposed HOCH in Alg.1.
4 EXPERIMENTS
In this section, we report our quantitative experiments to verify the
effectiveness and efficiency of the proposed method. We run large-
scale image retrieval experiments on three datasets, i.e., CIFAR-10
[17], Places205 [38], and MNIST [19].
4.1 Datasets
CIFAR-10 is a widely-used dataset for image classification and
retrieval. It contains 60K samples from 10 categories represented
by 4096-dimentional CNN features extracted from the fc-7 layer
of a VGG-16 network [32] pre-trained on ImageNet. As in [2], the
entire dataset is partitioned into two parts: a retrieval set with 59K
samples, and a test set with 1K samples. And a random subset of 20K
images from the retrieval set is used for learning hash functions.
Places205 is a 2.5-million image set where each instance belongs
to one of 205 scene categories. Following [1, 2], features are pre-
computed from the fc-7 layer of an AlexNet [18], and then further
reduced by PCA to a 128-dimension vector. For each category, 20
instances are randomly sampled to form a test set, and the remaining
are used to form a retrieval set.We sample a subset from the retrieval
set with 100K images at random for learning hash functions.
MNIST dataset contains 70K images of handwritten digits with
10 classes. Feature vectors are presented by 28×28 = 784 normalized
original pixels. We construct the test set by sampling 100 instances
from each class and the other are used as retrieval set. From the
retrieval set, 20K instances are adopted to learn the hash functions.
Table 1:mAP and Precision@500 Comparisons on CIFAR-10 with 8, 16, 32, 64 and 128 bits.
Method mAP Precision@5008-bit 16-bit 32-bit 64-it 128-bit 8-bit 16-bit 32-bit 64-bit 128-bit
OKH 0.100 0.134 0.223 0.268 0.350 0.100 0.179 0.361 0.431 0.510
SketchHash 0.248 0.301 0.302 - - 0.348 0.433 0.450 - -
AdaptHash 0.116 0.138 0.216 0.305 0.293 0.129 0.182 0.357 0.464 0.467
OSH 0.123 0.126 0.129 0.127 0.125 0.138 0.150 0.150 0.154 0.157
MIHash 0.512 0.640 0.675 0.667 0.664 0.560 0.703 0.744 0.739 0.745
HCOH 0.536 0.698 0.688 0.724 0.734 0.636 0.752 0.756 0.772 0.779
Figure 2: mAP performance with respect to different number of training instances on CIFAR-10.
Figure 3: AUCperformancewith respect to different lengths
of hash bits on CIFAR-10.
4.2 Evaluation Protocols and Baselines
As for the evaluation protocols, we adopt the widely-used mean Av-
erage Precision (mAP) at varying bit lengths, as well as themean pre-
cision of the top 500 retrieved samples (denoted as Precision@500).
We also report themAP vs. numbers of training instances, as well as
its corresponding area under themAP curve (denoted as AUC). Due
to the large scale of Places205 benchmark, it is very time-consuming
to compute mAP. Following [2], we only compute mAP on the top
1000 retrieved samples (Denoted as mAP@1000).
We compare our method with five state-of-the-art online hashing
algorithms, i.e., Online Kernel Hashing (OKH) [15], Online Sketch-
ing Hashing (SketchHash) [20], Adaptive Hashing (AdaptHash) [3],
Online Supervised Hashing (OSH) [1] and Online Hashing with
Mutual Information (MIHash) [2]. Source codes of all these methods
are available publicly. Our model is implemented with MATLAB.
Training is done on a standard workstation with a 3.6GHz Intel
Core I7 4790 CPU and 16G RAM. All the experimental results are
averaged over three runs.
4.3 Parametric Settings
We describe the parameters to be tuned during the experiments.
Due to that we share the common dataset configurations on CIFAR-
10 and Places205, we directly adopt the parameters as described
in [2] for all baselines. Otherwise, we partition a validate set from
training set with a size of 2K, 10K, 2K for CIFAR-10, Places205 and
MINST, respectively, and identify the best choice for each parameter.
The following describes our parameter settings.
• OKH: The tuple (C,α) is set as (0.001, 0.3), (0.0001, 0.7) and
(0.001, 0.3) for CIFAR-10, Places205 and MNIST, respectively.
• SketchHash: The tuple (sketchsize,batchsize) is set to (200,
50), (100, 50) and (200, 50) for CIFAR-10, Places205 andMNIST,
respectively.
• AdaptHash: The tuple (α , λ,η) is set as (0.9, 0.01, 0.1), (0.9,
0.01, 0.1) and (0.8, 0.01, 0.2) for CIFAR-10, Places205 and
MNIST, respectively.
• OSH: For all datasets, η is set to 0.1 and the ECOC codebook
C is populated the same way as in [1].
• MIHash: The tuple (θ ,R,A) as (0, 1000, 10), (0, 5000, 10) and
(0, 1000, 10) for CIFAR-10, Places205 and MNIST, respec-
tively.
Due to the page limit, we do not explicitly explain the meaning
of these parameters. Detailed information can be found in the cor-
responding papers [1–3, 15, 20]. Also, for SketchHash, the batch
size has to be larger than the length of hash bits. Therefore, we do
not report its performance when the hash bits are 64 and 128.
Table 2:mAP@1000 and Precision@500 Comparisons on Places205 with 8, 16, 32, 64 and 128 bits.
Method mAP@1000 Precision@5008-bit 16-bit 32-bit 64-bit 128-bit 8-bit 16-bit 32-bit 64-bit 128-bit
OKH 0.018 0.033 0.122 0.114 0.258 0.011 0.025 0.104 0.094 0.091
SketchHash 0.052 0.120 0.202 - - 0.045 0.108 0.186 - -
AdaptHash 0.028 0.097 0.195 0.222 0.229 0.029 0.089 0.178 0.243 0.285
OSH 0.018 0.021 0.022 0.043 0.164 0.010 0.012 0.014 0.029 0.132
MIHash 0.094 0.191 0.244 0.308 0.332 0.083 0.179 0.245 0.282 0.313
HCOH 0.049 0.173 0.259 0.321 0.347 0.063 0.147 0.256 0.298 0.324
Figure 4: mAP performance with respect to different number of training instances on Places205.
Figure 5: AUCperformancewith respect to different lengths
of hash bits on Places205.
4.4 Results and Discussions
4.4.1 Results on CIFAR-10. We first report the performance of
the proposed method on CIFAR-10. Tab. 1 illustrates the mAP and
Precision@500 of our method and the baselines with different hash
bits. Fig. 2 reports the mAP with respect to different numbers of
training instances, and Fig. 3 displays the corresponding AUC re-
sults when the hash bits are 8, 16, 32, 64 and 128. We can see that
the proposed method outperforms all of the other methods in all
cases.
In terms ofmAP and Precision@500, we can observe that the pro-
posed method achieves substantially better performance at all code
lengths. Comparing to the state-of-the-art method, i.e., MIHash,
the proposed method shows a relative increase of 4.69%, 9.06%,
1.93%, 8.55%, 10.54% for mAP when hash bits are 8, 16, 32, 64, 128,
respectively, as well as 13.57%, 6.97%, 1.61%, 4.47%, 4.56% for Preci-
sion@500 when hash bits are 8, 16, 32, 64, 128, respectively. As for
themAP performance with respect to different numbers of training
instances, the proposed method not only surpasses the state-of-
the-art methods by a large margin, but also achieves satisfactory
performance with less training instances. Taking the metric under
64-bit as an example, the proposed method obtains 0.6 mAP when
the training instances grow to around 1K , while it takes MIHash
nearly 8K instances to achieve the same mAP. For a deeper look,
we further analyze the area under themAP curves in Fig. 3. Among
all baselines including OSH that uses ECOC as a codebook, the
proposed HCOH always achieves the best results, which implies
that using Hadamard codebook with our proposed online learning
scheme is more preferable than using ECOC with classical SGD
learning scheme.
4.4.2 Results on Places205. Tab. 2 shows comparative results
about mAP@1000 and Precision@500 on a larger-scale dataset
Places205 with different code lengths, respectively. The mAP with
respect to different numbers of training instances and its AUC are
reported in Fig. 4 and Fig. 5. We can find that in low bit cases, i.e., 16-
bit and 32-bit, MIHash achieves the best results in all four metrics.
However, as the length of hash bit grows, the proposed HCOH still
outperforms all the baselines including MIHash, which claims that
the overall performance of the HOCH is better on Places205.
In detail, in low bits of 8 and 16, compared with the proposed
HCOH, MIHash acquires 23.88%, 4.66% gains for mAP@1000 and
31.75%, 21.77% gains for Precision@500, respectively. Notably, un-
der the setting of 8-bit, SketchHash is second best. When the hash
bits are 32, 64 and 128, the proposed HCOH surpasses MIHash by
6.15%, 4.22%, 4.52% gains for mAP@1000 and 4.49%, 5.67%, 3.51%
gains for Precision@500, respectively.We further look into themAP
with respect to different number of training instances and the AUC
Table 3:mAP and Precision@500 Comparisons on MNIST with 8, 16, 32, 64 and 128 bits.
Method mAP Precision@5008-bit 16-bit 32-bit 64-it 128-bit 8-bit 16-bit 32-bit 64-bit 128-bit
OKH 0.100 0.155 0.224 0.301 0.404 0.100 0.257 0.452 0.606 0.732
SketchHash 0.257 0.312 0.348 - - 0.420 0.571 0.641 - -
AdaptHash 0.138 0.207 0.319 0.292 0.208 0.187 0.368 0.571 0.558 0.439
OSH 0.130 0.144 0.130 0.146 0.143 0.152 0.171 0.165 0.222 0.224
MIHash 0.664 0.741 0.744 0.713 0.681 0.755 0.801 0.823 0.812 0.812
HCOH 0.536 0.708 0.756 0.759 0.771 0.662 0.801 0.837 0.848 0.854
Figure 6: mAP performance with respect to different number of training instances on MNIST.
Figure 7: AUCperformancewith respect to different lengths
of hash bits on MNIST.
under different hash bits. As depicted in Fig. 4, when the lengths
of hash codes are 8 and 16, at first, the proposed HCOH rapidly
increase, and as the dataset grows, MIHash transcends. However,
when referring to 32-bit, 64-bit and 128-bit, the proposed HCOH
keeps the first throughout the training process. In Fig. 5, it shows
similar results as in Fig. 4. In the 8-bit, 16-bit settings, MIHash per-
forms the best. Whereas, In the settings of 32-bit, 64-bit, 128-bit, the
proposed HCOH shows its dominance and keeps the first results.
To analyze the reason for unsatisfactory performance of the
proposed HCOH in low hash bits, it owes to the usage of LSH to
reduce the codeword’s length, because LSH needs longer codes to
achieve the theoretic convergence guarantee [10]. Nevertheless, we
argue that when facing large-scale datasets, longer binary codes are
necessities to guarantee good performance. Even though MIHash
shows best in hash bits of 8 and 16, the performance are far from
satisfying. For example, in 8-bit setting, the mAP is only 0.094,
which is insufficient in real applications. However, when hash bit
is 64, the best result increases to 0.321, which is more applicable.
Therefore, longer binary codes are necessary to achieve workable
performance in large-scale settings.
4.4.3 Results on MNIST. The mAP and Precision@500 for all
methods on MNIST are listed in Tab. 3. ThemAP with regard to dif-
ferent numbers of training instances and AUC curves are displayed
in Fig. 6 and Fig. 7, respectively. We can observe that the results on
MNIST are very similar to those on Places205. When it comes to
low hash bits of 8 and 16, the performance of the proposed HCOH
is worse than MIHash. But in most cases, our method surpasses
all of the other methods. As aforementioned, low hash bits are not
suitable for large-scale datasets, especially for streaming data due
to its low performance.
In particular, when the hash bits are 8 and 16, MIHash gets
23.88% and 0.05% mAP gains to the proposed method. When hash
bits are 32, 64 and 128, the proposed HCOH gets 1.61%, 6.45%,
13.22% mAP gains to MIHash. As for the Precision@500, MIHash
gains 14.05% higher than HCOH when the hash bit is 8. Both the
proposed HCOH and MIHash earn 0.801mAP under the hash bit of
16. Regarding to the hash bits of 32, 64, 128, the proposed method
consistently outperforms MIHash by 1.70%, 4.43% and 5.17% mAP
gains, respectively. Further, we analyze the mAP with respect to
different numbers of training instances and the corresponding AUC.
As shown in Fig. 6, when the hash bit is 8, the proposed method
shows best mAP at first, but is surpassed by MIHash as the number
of instances increases. Fig. 7 reports the same observation for AUC.
Interestingly, in regard of the 16-bit case, even MIHash transcends
the proposed HCOH in the end, but the proposed HCOH still holds
(a) mAP with varying learning rates. (b) mAP over different sizes of batch.
Figure 8: The analysis of hyper-parameters.
the first position for AUC metric. For higher hash bits, the proposed
method significantly surpasses all baselines by a large margin.
Based on Tab. 1, Tab. 2 and Tab. 3, it can be observed that when
the hash bits are 8 and 16, HCOH isworse thanMIHash on Places205
and MNIST, while HCOH performs better on CIFAR-10. We argue
that this is owing to the dimensionality of features. As introduced
in Sec 4.1, features in CIFAR-10 are 4096-D, while it is only 128-D
and 784-D for Places205 and MNIST, respectively. So as to preserve
mutual information in Hamming space, MIHash learns binary codes
via linear mappings which suffers great quantizationerror when
mapping data from high-dimensional space into low-bit Hamming
space. Hence, we argue that when learning low-bit binary cod-
ings, i.e., 8 or 16 bits, our method is suitable for high-dimensional
features, while MIHash is proper to low-dimensional features.
4.4.4 Parameter Sensitivity Analysis. We further analyze the
influence of hyper-parameters on the performance. Unlike other
baselines, there are only two parameters in the proposed HCOH,
i.e., the learning rate η and the batch size n, which reflects another
advantage of the proposed HCOH, because less parameters denote
simpleness to complement and less time spent on deciding optimal
values. For simplicity, at each round t , we set ηt and nt as constants.
To validate the effectiveness of these two parameters, we conduct
experiments on CIFAR-10 when the hash bit is 16. In Fig. 8(a), we
plot themAP curves under different values of learning rate. We can
see that themAP results fluctuate as the learning rate η varies. This
is owing to the random sampling process involved in the evaluation
protocol. In general, when η = 0.2, the proposed HCOH performs
the best. Fig. 8(b) shows the mAP performance along with the
increase of batch size n. Generally, the performance of the proposed
HCOH degenerates with the increase of n. The precise results for
nt = 1 and nt = 2 are 0.755 and 0.716, respectively. This is because
individual update preserves more instance-level information. The
best choice for n is 1 in such a case.
Similarly, the same experiments can be conducted for Places205
and MNIST. In this paper, the tuple (η, n) is set as (0.2,1), (0.1,1) and
(0.2, 1) for CIFAR-10, Places205 and MNIST, respectively. Through
the analysis, we demonstrate that the proposed HCOH only needs
one instance to update the hash functions each round, which differs
HCOH to most OH methods, which needs at least two instances.
4.5 Time Complexity
To demonstrate the efficiency of the proposed HCOH, we further
compare the training time on CIFAR-10 when the hash bit is 32.
Table 4: Training times on the CIFAR-10 with 20K training
instances, under 32-bit hash codes.
Method Training Time (s)
OKH 12.40
SketchHash 8.25
AdaptHash 78.52
OSH 333.70
MIHash 95.24
Ours 15.58
The results are summarized in Tab. 4, which shows that HCOH has
acceptable training time. Although OKH and SketchHash are more
efficient, they suffer from unsatisfactory performance as analyzed
in Sec. 4.4. When comparing to OSH, the proposed HCOH gains a
20.42× training speed acceleration. To analyze, though OSH also
adopts codebook-based scheme, it has to utilize the boosting algo-
rithm to improve the performance, which increases the training
time. Regarding to MIHash, the proposed HCOH obtains a 5.26×
training speed acceleration, which is due to the usage of mutual
information, i.e., given a query, MHIash has to calculate the Ham-
ming distance between its neighbors and non-neighbors. Even if in
some situations of low hash bits, the performance of MIhash may
surpass the proposed HCOH, it has unavoidably introduced more
training time, which is in many cases unacceptable in OH.
5 CONCLUSION
In this paper, we propose a robust supervised online hashing scheme,
termed Hadamard Codebook based Online Hashing, which can be
trained very efficiently online, and is not limited by predefining the
category number of the streaming dataset. To this end, the proposed
HCOH is firstly associated with a codebook sampled from the gen-
erated Hadamard matrices, and then designates the codeword in
the codebook as the centroid of data sharing the same label space,
so as to conduct the learning of hash functions. To keep consistency
with the length of hash bits, locality sensitive hashing is further
employed to reduce the codeword dimension. Stochastic gradient
descend is developed to update the hash codes for streaming data
online. In optimization, the proposed HCOH only needs one train-
ing instance each round. Extensive experiments with quantitative
evaluation metrics and benchmarks including CIFAR-10, Places-205,
and MNIST demonstrate the merits of of the proposed method over
the state-of-the-art.
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