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Kudo¯ [Ann. Probab. 2(1) (1974), 76–83] introduced a notion of convergence of
sub-σ-fields in terms of L1-convergence of conditional expectation. We study rela-
tionships between convergence of sub-σ-fields and convergence of associated sub-
spaces LpBn. In particular, we show that the Slice convergence is not adapted to
the L1-case in contrast to the Mosco convergence. Notions of upper and lower lim-
its are also studied. This enables us to obtain measurability results regarding those
limits. We also give examples and counterexamples in order to exhibit characteristic
behaviours of the sequences Bnn, LpBnn, and Bn n. © 1998 Academic Press
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0. INTRODUCTION
Let ;F ; µ be a probability space and let Bnn be a sequence of
sub-σ-fields. Let us consider the problem (P) of the existence of a sub-σ-
field B∞ such that every conditional expectation sequence Bnf n con-
verges to B∞f  in L1 for each f ∈ L1;F ; µ. Classic results of the
martingale convergence give a positive answer to (P) when the sequence
Bnn is monotone. It is only a sufficient condition. When the upper limit⋂
n
∨
m≥n Bm and the lower limit
∨
n
⋂
m≥n Bm are equal (where
∨
denotes
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the formation of the smallest sub-σ-field containing all sub-σ-fields follow-
ing the sign), D.-N. Nghiem [13] and H. Fetter [16] have shown that (P) is
resolved. Finally H. Kudo¯ [18] defined a limit (lower and upper limits) of
a sequence of sub-σ-fields characteristic of (P), (L1 case).
Because the space L2;F ; µ is a Hilbert space and as the conditional
expectation operator is an orthogonal projection operator, the problem (P)
may be generalised as follows: Let H be a Hilbert space and let Cnn be a se-
quence of closed nonempty convex set of H. Is there a closed nonempty convex
set C∞ of H such that the orthogonal projected sequence projCnxn con-
verges to projC∞x for every x ∈ H? H. Attouch [4, 5] used the Mosco con-
vergence of the sequence Cnn in order to characterize this problem. Fi-
nally M. Tsukada [21] has shown that the Kudo¯ notion of sub-σ-fields limit
and the Mosco convergence of the subspaces sequence L2;Bn; µn are
connected, (L2 case).
Let us now consider the problem (P) extended to any p ∈ 1;+∞ (again
called (P)),
∃ ? B∞; Bnf  −→ Bf ; ∀f ∈ LpF : P
Our purpose is to resolve these problems with p ∈ 1;+∞ and to show
they are equivalent to the existence of the Kudo¯ limit of the sequence
Bnn. In this study we follow a probabilistic approach (sub-σ-fields limit)
and a set convergence approach (subspaces LpBnn convergence) and
we build connections between them (cf. Theorems 2.1.3 and 2.2.2). We
characterize the upper limit and the lower limit and the limit of sub-σ-fields
in terms of Painleve´–Kuratovski upper and lower limits and the limit of the
subspaces sequence Lp;Bn; µn. When p /∈ 1;+∞ one difficulty is to
remedy the lack of adequacy of the Mosco-topology to the nonreflexivity
of the space Lp;F ; µ. In particular if it seems that the Slice topology
is adapted to the L1 case, we show with a counterexample (Section 3.6)
that this topology must be discarded. When p = 1 the Mosco topology is
the right concept. When p = +∞ we remark that the topology of the L∞-
norm is too strong (Section 3.6). Then we show that the Mackey topology
is well adapted. It is worth studying a synthesis of these two approaches
as it enables us to have a better understanding of each. In particular we
obtain measurability results and a characterization of the upper limit of a
sequence of sub-σ-fields.
We may also note that nonmonotone sequences of sub-σ-fields give a
better representation of economic problems. Indeed a sub-σ-field (or in-
formation) represents a state and a sequence of its evolution. B. Allen [1]
and K. Cotter [12] studied economic consequences of nonmonotone con-
vergences of a sequence of sub-σ-fields. Z. Artstein [2] studied implications
of the convergence of sub-σ-fields in stochastic optimization. We may also
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note that this convergence can be interpreted in the framework of sensors
(sensors are laws of random measures, cf. [3, Section 9]).
1. PRELIMINARIES
Let ;F ; µ be a probability space. Let Lp;F ; µ denote the space
of all classes of -valued functions which are of power p integrable if
1 ≤ p < +∞ and essentially bounded if p = +∞. The brackets  ;  will
refer to the bilinear forms of standard dualities, for example, f; g when
f ∈ L1;F ; µ and g ∈ L∞;F ; µ, or f and g ∈ L2;F ; µ. We equip
spaces Lp;F ; µ with the Mackey topology τLp;F ; µ; Lq;F ; µ
where p ∈ 1;+∞ and 1/p+ 1/q = 1 [9, p. IV.2] (briefly denoted by τp).
A sequence fnn of functions in Lp;F ; µ τp-converges to f if and
only if for every subset G of Lq;F ; µ which is convex, symmetric and
relatively weak-compact, we have
sup
g∈G
fn − f; g −→ 0:
It will be denoted by τp-lim fn = f . When 1 ≤ p < +∞, the topology τp is
the topology of the norm  · p. When p = +∞ let us note that G is rela-
tively weak-compact if and only if G is uniformly integrable [15, Dunford–
Pettis’ Theorem IV.8.9 and IV.8.11, p. 249]. Because the convex symmetric
hull of a uniformly integrable set G is uniformly integrable, we can take
G uniformly integrable in the formulation of the Mackey convergence of
fnn.
We will also consider the spaces Lp;F ; µ, respectively, equipped with
the weak-topologies σLp;F ; µ; Lq;F ; µ where 1/p + 1/q = 1
and 1 ≤ p ≤ +∞ (briefly denoted by σLp;Lq or σp). A sequence of
functions fnn in Lp;F ; µ σp-converging to f will be denoted by σp-
lim fn = f .
Let ∼ be the equivalence relation on the set of all sub-σ-fields of F with
generic elements A, B, with A ∼ B if and only if A and B differ only by
null sets. For A a sub-σ-field of F and f ∈ Lp;F ; µ, the conditional
expectation Af  is defined up to null sets and is in Lp;A; µ. Because
Af  = Bf  a.e. for all f ∈ L∞;F ; µ if and only if A ∼ B, which is
equivalent to Lp;A; µ = Lp;B; µ, we can suppose throughout this
article that all considered sub-σ-fields are complete. The space F̂ denotes
the set of all complete sub-σ-fields of F . The subspace Lp;A; µ will be
briefly denoted by LpA.
Let fnn∈ be a sequence in L∞;F ; µ and f ∈ L∞;F ; µ. Let us
consider G the unit ball of L2;F ; µ. Then
fn − f2 = sup
g∈G
fn − f; g ;
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and thus τ∞-lim fn = f H⇒ τ2-lim fn = f . Let us remark that τ∞-lim fn = f
allows us to obtain the existence of M < +∞ such that for all n ∈ 
fn∞ ≤M (Banach–Steinhaus). In a special case, we have the equivalence.
1.1 Lemma. Let fnn∈ be a sequence in L∞F . Then
τ2- lim fn = f
∃M < +∞; ∀n ∈ ; fn − f∞ ≤M
}
⇐⇒ τ∞- lim fn = f:
Proof. We only need to prove the implication H⇒. Let G be a uniformly
integrable subset of L1;F ; µ. For all a ∈ +, we have
sup
g∈G
fn − f; g ≤ sup
g∈G
∫
g>a∪g≤a
fn − f  g dµ
≤M sup
g∈G
∫
g>a
g dµ+ a fn − f1:
The second term a fn − f1 goes to 0 when n → +∞ for every a, and
by the uniform integrability of G, the first term converges to 0 when
a→+∞.
1.2 Corollary (Grothendieck [17, Proposition 1 and exercise, p. 298]).
Let fnn be a sequence in L∞F  and let f be in L∞F . Suppose that
fn → f in measure and that there exists M ∈ + such that fn − f∞ ≤ M .
Then τ∞- lim fn = f and conversely.
Let CvlH denote the closed vector lattice generated by the subset H
of a topological vector lattice E. We did not specify the topology in the
notation CvlH. When E = Lp;F ; µ and 1 ≤ p < +∞, it is the strong
topology of Lp. When E = L∞;F ; µ, it is the Mackey topology.
1.3 Proposition. Let p be in 1;+∞. Let H be a subset of LpF . Sup-
pose that H is a closed vector sublattice that contains the constant functions.
Then there exists a sub-σ-field A of F such that H = LpA.
Proof. (See [20, 11.2, p. 210] when p 6= +∞. We proceed the same way
as in [20].) We see easily that the subspace LpA is a closed vector sub-
lattice that contains the constant functions. Now, let A = σf−1Bx f ∈
H;B ∈ B where B is the Borel σ-field of  and σ· is the σ-field gen-
erated. Then H ⊂ LpA. Let us show the reverse inclusion. We proceed
by steps.
1− A = A ∈ F x |A ∈ H. Let f ∈ H and α; β ∈  with α > β and let
fα;β =
inff; α − inff; β
α− β :
Then 0 ≤ fα;β ≤ 1 and fα;β belongs to H. Let βnn be an increasing
sequence to α. Then the sequence fα;βnn decreases to |f>α. Because H
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is a closed vector lattice then for every α ∈ , |f>α belongs to H and so
does |f−1B. It follows that A ⊂ A ∈ F x |A ∈ H. The reverse inclusion
is obvious.
2 − H ⊃ LpA. Let g ∈ LpA. Then there exists a A-measurable sim-
ple functions sequence gnn pointwise converging to g such that for all n
gn ≤ g. Using 1, gn belongs to H and invoking Lebesgue’s dominated
convergence theorem (by gn − gp ≤ 2p gp) gn converges to g in Lp when
1 ≤ p < +∞ and using Lemma 1.1 we also have τ∞-lim gn = g. So g be-
longs to H.
H. Kudo¯ introduced in [18] the notions of upper and lower limits of a
sequence Bnn of sub-σ-fields in F .
1.4 Definition. A σ-field is called the upper limit of Bnn, and de-
noted by B] if it is the minimum sub-σ-field among sub-σ-fields B of F̂
such that
lim sup Bnf 1 ≤ Bf 1; ∀f ∈ L∞F : 1:1
1.5 Definition. A σ-field is called the lower limit of Bnn, and is de-
noted by B[ if it is the maximum sub-σ-fields among sub-σ-field B of F̂
such that
lim inf Bnf 1 ≥ Bf 1 ∀f ∈ L∞F : 1:2
It follows from (1.1) and (1.2) that B]f 1 ≥ B[f 1 for every f ∈
L∞F . It is equivalent to B[ ⊂ B] [18, Theorem 3.1, p. 79]. When we have
the reverse inclusion, let us denote B∞ the common value. In this case, we
will say that the sub-σ-fields sequence Bnn converges to B∞. It will be
denoted by lim Bn = B∞ or by Bn→ B∞.
We will use the following result of M. Tsukada [21, Theorem 3.7, p. 145]
which gives the possibility of working in the Hilbert space L2F  instead of
L1F .
1.6 Theorem. The σ-field B] is the minimum sub-σ-field among sub-σ-
fields B of F̂ with lim sup Bnf 2 ≤ Bf 2, ∀f ∈ L2F .
Throughout this article we will use the following result of H. Kudo¯ [18,
Theorem 3.2, p. 80] which gives a constructive formulation of B[.
1.7 Proposition. Let Bnn be a sequence of elements of F̂ . Let us denote
AMB = A \ B ∪ B \A. Then
B[ = A ∈ F x µAMAn → 0;An ∈ Bn:
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We define the Painleve´–Kuratovski lower limit of a subsets sequence
Ann of a topological space E; t as follows,
PK- lim infAn =
{
x ∈ Ex ∃xn ∈ An; t- lim xn = x
}
:
If σE;F denotes the weak-topology of E associated with the duality be-
tween E and F , the Painleve´–Kuratovski upper limit of a subsets sequence
Ann of E;σE;F is defined as follows,
PK- lim supAn =
{
x ∈ Ex ∃nk∃xk ∈ Ank; σE;F- lim xk = x
}
:
Let E be the space Lp;F ; µ. We will use the topology t on E as the
Mackey topology. The topology σE;F is the topology σLp;Lq when
1/p+ 1/q = 1.
Throughout this article, we will use the Painleve´–Kuratovski limits in
the particular case when An = LpBn with Bn ∈ F̂ . We recall that
PK- lim inf LpBn is a closed vector subspace of Lp;F ; µ. Using the
inequalities,
a ∨ b− c ∨ d ≤ a− c + b− d ;
a ∧ b− c ∧ d ≤ a− c + b− d ;
when a; b; c; d ∈ , we can show that PK- lim inf LpBn is a closed vec-
tor lattice that contains the constant functions (see [21] in the case when
p = 2). However, PK- lim supLpBn does not have this property, although
it contains the constant functions. We also recall that PK- lim supLpBn
contains PK- lim inf LpBn. When we have the reverse inclusion, let
M- limLpBn denote the common value. Note that when 1 ≤ p < +∞,
M- limLpBn is the Mosco limit of the sequence LpBnn. When
p = +∞, M- limL∞Bn does not imply the Mosco convergence of the
sequence L∞Bnn.1
For every subset C of a space E, we define the following sets,
C− = {A ⊂ Ex A ∩ C 6= Z} ⊂ 2E;
C+ = {A ⊂ Ex A ⊂ C} ⊂ 2E:
For a fixed p ∈ 1;+∞, we will use the topologies on LpBx B ∈ F̂  ⊂
2L
pFˆ , respectively, generated by the set V −x V is τp-open in LpF  ⊂
2L
pFˆ  and the set Kc+x K is σp-compact in LpF  ⊂ 2LpFˆ . Because
the map B ∈ F̂ 7−→ LpB is one to one, these topologies induce the
topologies (depending on p) t− and t+ on F̂ . These topologies are not
Hausdorff. But for a t− (resp., t+) converging sequence there is a biggest
1i.e., when L∞F  is equipped with the infinite norm topology.
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(resp., smallest) limit relatively to the set inclusion and every subset (resp.,
superset) is also limit.
Finally, we will use the notion of orthogonal of a subset of LpF . For
a fixed p in 1;+∞ and a subset A of LpF  we define the set A⊥ as
follows: A⊥ = g ∈ LqF x f; g = 0. When A = LpB, and using the
fact that for every f ∈ A and g ∈ LqF  we have f; g = f;Bg, it is
easy to see that
LpB⊥ = {g ∈ LqF x Bg = 0; a.e.}: 1:3
Because LpB is a σp-closed vector space, the set LpB⊥⊥ is equal to
LpB [10, The´ore`me 1, Section 2, p. 94]. We will use the following result.
1.8 Proposition. Let Bnn be a sequence of elements of F̂ and let p ∈
1;+∞. Then
PK- lim inf
[
LpBn⊥
] = {g ∈ LqF x τq- lim Bng = 0}:
Proof. Let g ∈ PK- lim inf [LpBn⊥]. For every n there exists gn ∈
LpBn⊥ such that τq-lim gn = g. From (1.3), it follows that when p 6= 1,
Bngq = Bngn − Bngq ≤ gn − gq → 0:
When p = 1 using Lemma 1.1 the sequence gnn τ2-converges to g. Thus
Bngn τ2-converges to 0 and using Lemma 1.1 τ∞-lim Bng = 0.
Conversely, let g ∈ LqF  such that Bng τq-converges to 0. So the
map gn = g − Bng belongs to LpBn⊥ and τq-lim gn = g.
2. CONVERGENCE OF SUB-σ-FIELDS AND
ASSOCIATED SUBSPACES LpBn
The objective of this section is to resolve the problem of the existence of
a sub-σ-field B such that
τp- lim 
Bnf  = Bf ; ∀f ∈ LpF ; 1 ≤ p ≤ +∞: P
These problems can be treated using probabilistic tools, choosing the prob-
abilistic point of view. It is the way developed by H. Kudo¯ [18] in the
case when p = 1. Another point of view is the set point of view using
set convergence. More tools were developed as Mosco convergence, Slice
convergence, : : : . This is the way used by M. Tsukada [21] in the Hilbert
environment of L2F .
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2.1. The Lower Limits
In this subsection we are mainly concerned with connections between B[
and PK- lim inf LpBn. We also build a topology on F̂ generating the lower
limit.
2.1.1 Proposition. Let Bnn be a sequence of elements of F̂ and let
p ∈ 1;+∞. Then
PK- lim inf LpBn =
{
f ∈ LpF x τp- lim Bnf  = f
}
:
Proof. Let f be in the first set. So there exists fn ∈ LpBn such that τp-
lim fn = f . When 1 ≤ p < +∞, the inequality Bnf  − fp ≤ 2 fn − fp
completes the proof. Now, when p = +∞ we infer that the sequence
fnn τ∞-converges to f . So fnn τ2-converges to f . By using the in-
equality we have Bnf  − f2 → 0. Using Lemma 1.1 we obtain the
τ∞-convergence.
2.1.2 Proposition. Let Bnn be a sequence of elements of F̂ and let
B ∈ F̂ . Let us fix p ∈ 1;+∞. Then the following statements are equivalent:
(1) LpB ⊂ PK- lim inf LpBn.
(2) Bn→ B for the t− topology.
Proof. (1) H⇒ (2): Let V be an open subset of LpF  such that LpB ∩
V 6= Z and let f be in this intersection. Using assumption (1) we infer that
there exists fn ∈ LpBn and N such that for every n > N , fn ∈ V . So we
have fn ∈ LpBn ∩ V 6= Z and Bn→ B for the t− topology.
(2) H⇒ (1): Let us proceed in two cases.
(a) First, suppose that 1 ≤ p < +∞. Let us fix f in LpB. Let us build
a sequence fnn with fn ∈ LpBn such that τp-lim fn = f . Let Bk = f ′ ∈
LpF x f − f ′p < 1/k. Then Bkx k ∈  is a neighbourhood basis
of f such that Bk+1 ⊂ Bk. We have Bk ∩ LpB 6= Z. Using assumption
(2) we infer that for every k there exists Nk such that for all n ≥ Nk,
Bk ∩LpBn 6= Z. We can suppose N1 < N2 < N3 < · · ·. For each n ≥ Nk,
let us pick gn;k ∈ Bk ∩ LpBn. Let fn = gn;k for Nk ≤ n < Nk+1 and k ∈
?. Thus fn ∈ LpBn and fn ∈ Bk, and the sequence fnn τp-converges
to f .
(b) It remains to study the case when p = +∞. Let f ∈ L∞B. Then f
belongs to L2B. Using assumption (2) we have the following property,
∀ V ⊂ L∞F ; V τ∞-openx L∞B ∩ V 6= Z;
∃N ∀ n ≥ N; L∞Bn ∩ V 6= Z:
Because τ∞ is finer than τ2, the preceding property holds when V is τ2-
open. The same construction as in (a) allows to obtain fn ∈ L∞Bn τ2-
converging to f . By using Lemma 1.1, we have τ∞-lim fn = f .
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2.1.3 Theorem. Let Bnn be a sequence of elements of F̂ . Let us fix
p ∈ 1;+∞. Then
PK- lim inf LpBn = LpB[:
Proof. By Proposition 1.3, there exists a sub-σ-field A ∈ F̂ such that we
have PK- lim inf LpBn = LpA. To prove the inclusion A ⊂ B[, let A be
in A. The sequence Bn|An τp-converges to |A and consequently in
measure. Let An = Bn|A ≥ 12. Then
AnMA =
{
ω 6∈ Ax Bn|A ≥ 12
} ∪ {ω ∈ Ax Bn|A < 12}
⊂ { ∣∣|A − Bn|A∣∣ ≥ 12}:
Using measure convergence we have µAMAn → 0. So by Proposition 1.7
A belongs to B[.
To prove the reverse inclusion, let A be in B[. By Proposition 1.7 there
exists Bn in Bn such that µAMBn → 0. Because µAMBn = |A −
|Bnp when 1 ≤ p < +∞, we have |A ∈ LpA. By using Lemma 1.1 we
also have τ∞-lim |Bn = |A ∈ LpA which completes the proof.
2.1.4 Corollary. Let Bnn be a sequence of elements of F̂ . Then the
σ-field B[ is the maximum sub-σ-field B of F̂ such that Bn → B for the t−
topology.
Proof. It follows from Theorem 2.1.3 and Proposition 2.1.2 that Bn →
B[ for the t− topology. Now if Bn → B for the t− topology then LpB ⊂
LpB[ Proposition 2.1.2 and B ⊂ B[.
2.2. The Upper Limits
In this subsection we are mainly concerned with the connections between
B] and PK- lim supLpBn. We also build a topology on F̂ generating the
upper limit.
2.2.1 Proposition. Let Bnn be a sequence of elements of F̂ and let
B ∈ F̂ . Let us fix p ∈ 1;+∞. Then the following statements are equivalent:
(1) PK- lim supLpBn ⊂ LpB.
(2) Bn→ B for the t+ topology.
Proof. (1) H⇒ (2): We must show that for all K σp-compact subset of
LpF  such that LpB ∩ K = Z, ∃N ∀n > N , LpBn ∩ K = Z. So, let
K be a σp-compact subset of LpF  and let us suppose that ∀N ∃n > N
such that LpBn ∩K 6= Z. Let us show that LpB ∩K 6= Z. We can find
integers n1 < n2 < n3 < · · · such that LpBnk ∩K 6= Z for every k. Let us
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pick fk ∈ LpBnk ∩K. If we can suppose that there exists a subsequencefkj j σp-converging to f then by assumption (1) we have LpB ∩K 6= Z.
It remains to prove that we can find a converging subsequence fkj j .
When 1 ≤ p < +∞, the Eberlein–Smulian’s Theorem [15, Theorem
1, p. 430] completes the proof. Suppose now p = +∞. If F is sepa-
rable, the set L1F  is separable and every σ∞-compact set is metriz-
able [15, Theorem 1, p. 426]. Otherwise, let A = σfkx k ∈ . The
sub-σ-field A is separable. The set
{
Af x f ∈ K} is a σL∞A; L1A-
compact metrizable subset of L∞A. Because fk = Afk, there exists
a σL∞A; L1A-converging subsequence fkj j to f ∈ L∞A. Let
g ∈ L1F . Then fkj − f ; g = fkj − f ;Ag → 0 and the subsequence
fkj j σL∞; L1-converges to f .
(2) H⇒ (1): Let fkk ∈ LpBnk σp-converging to f . Let Ki = f ∪fkx k ≥ i. Each Ki is σp-compact. By using assumption (2) for every i we
have LpB ∩Ki 6= Z. Because LpB is σp-closed we have f ∈ LpB.
2.2.2 Theorem. Let Bnn be a sequence of elements of F̂ . Let us fix
p ∈ 1;+∞. Then
Cvl
(
PK- lim supLpBn
) = LpB]:
Proof. We proceed by steps in proving the following points.
(a) L∞F  ∩ PK- lim supLpBn⊥ ⊂L∞F  ∩PK- lim infLpBn⊥:
Let f be in the first set. Let us show that τq-lim Bnf  = 0. Because
Bnf ∞ ≤ f∞, from each subsequence we can extract a subsequence
B′nf n σ∞-converging to g belonging to the set PK- lim supLpBn and
so B′nf 2 =
√
B′nf ; f  → √f; g = 0. Thus Bnf 2 → 0. Then
τ∞-lim Bnf  = 0 and using the inequality when q ≥ 2,
Bnf q ≤ Bnf 2/q2 Bnf q−2/q∞ ;
we obtain that τq-lim Bnf  = 0 when 1 ≤ p ≤ +∞.
(b) LpB]⊥ ⊂ PK- lim supLpBn⊥:
Let f be in the first set (f ∈ Lq). Then B]f  = 0 a.e. Because
B] satisfies Theorem 1.6 we have lim Bnf 1 = 0. For a fixed
g ∈ PK- lim supLpBn, there exists a subsequence gnk ∈ LpBnk such
that σp-lim gnk = g. Then f; g = lim f; gnk = lim Bnk f ; gnk ≤
limksupi Bnk f ; gni = 0 (see Lemma 1.1). So f belongs to PK-
lim supLpBn⊥.
(c) CvlPK- lim supLpBn ⊂ LpB]:
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By (b) and using properties of ⊥ we have
PK- lim supLpBn ⊂
[
PK- lim supLpBn
]⊥⊥ ⊂ LpB]⊥⊥ = LpB]:
Because LpB] is a closed vector lattice, we obtain the assertions (c).
(d) Let A be the sub-σ-field such that LpA = CvlPK-
lim supLpBn (see Proposition 1.3). Let us show that
lim inf Bnf 2 ≤ Af 2; ∀f ∈ L∞F :
Because a part of LpF  and its closed vector lattice generated have the
same orthogonal, it follows from (a) that L∞F  ∩ LpA⊥ ⊂ L∞F  ∩
PK- lim infLpBn⊥. By using (1.3) and Proposition 1.8 it means : if g ∈
L∞F  with Ag = 0 then we have τq- lim Bng = 0. Let g = f − Af 
with f ∈ L∞F . Then we have Ag = 0 and
f − Bnf 22 = g − Bng + Af  − BnAf 22
≥ g − Bng22 + 2
〈
g − Bng;Af  − BnAf 〉 :
Because g − Bng; BnAf  = 0 and because Bn is the orthogonal
projector in L2, we have
f22 − lim inf Bnf 22 = lim sup f − Bnf 22 ≥ lim sup g − Bng22:
Because τq-lim Bng = 0 we have2 τ2-lim Bng = 0, we obtain
f22 − lim inf Bnf 22 ≥ f − Af 22 = f22 − Af 22:
So A satisfies (d).
(e) LpB] = CvlPK- lim supLpBn:
It follows from (c) that the sub-σ-field A satisfying Proposition 1.3 is con-
tained in B]. So by (d) and by Theorem 1.6, A = B].
2.2.3 Corollary. Let Bnn be a sequence of elements of F̂ . Then the
σ-field B] is the minimum sub-σ-field B of F̂ such that Bn → B for the t+
topology.
Proof. It follows from Proposition 2.2.1 and Theorem 2.2.2 that Bn →
B] for the t+ topology. Now if Bn → B for the t+ topology then LpB ⊃
LpB] Proposition 2.2.1 and B ⊃ B].
2When q = +∞ we use Lemma 1.1, when 1 ≤ q < +∞ we use Ho¨lder’s inequality.
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2.3. The Limits
When the sequence Bnn converges to B∞, it follows from Defini-
tions 1.4 and 1.5 that lim Bnf 1 = B∞f 1 for every f ∈ L∞F .
Using intrinsic properties of the conditional expectation operator, we ob-
tain the following result.
2.3.1 Theorem. Let Bnn be a sequence of elements of F̂ and let B∞ ∈
F̂ . Let us fix p ∈ 1;+∞. Then the following statements are equivalent.
(1) Bn→ B∞.
(2p) lim Bnf p = B∞f p for every f ∈ L∞F .
(3) Bn|A → B∞|A in measure for every A ∈ F .
(4p) τp-lim Bnf  = B∞f  for every f ∈ LpF .
(5p) σp-lim Bnf  = B∞f  for every f ∈ LpF .
Proof. The equivalence (1)⇔ (21) directly ensues from the definition of
B∞. J. Neveu [19, Exercice IV.3.2, p. 117] and H. Kudo¯ [18, Theorem 2.1,
p. 78] showed that (21)⇔ (3). Because the set Bf x B sub-σ-field of F 
is uniformly integrable for every f ∈ L1F , the convergence in measure
is equivalent to the τ1-convergence [19, Proposition II-5.4, p. 50]. Hence
(3) implies that τ1-lim Bnf  = B∞f  for every f ∈ L∞F . By using the
equicontinuity of Bf x B sub-σ-field of F  and the density of L∞F  in
L1F , we infer (41).
(41) H⇒ (4p): for every f ∈ L∞F  and p 6= +∞, we have
Bnf  − B∞f pp ≤
(
2 f∞
)p−1 Bnf  − B∞f 1:
By using the equicontinuity of Bf x B sub-σ-field of F  and the density
of L∞F  in LpF , we infer (4p). By Lemma 1.1, (42) H⇒ (4∞).
(4p) H⇒ (41): when f ∈ LpF , τp-lim Bnf  = B∞f  and so we
have τ1-lim Bnf  = B∞f . By using the equicontinuity of Bf xB sub-
σ-field of F  and the density of L∞F  in L1F , we infer (41).
(4p) H⇒ (5p) is obvious.
(52) H⇒ (42): for every f ∈ L2F , we have
Bnf 22 =
〈
Bnf ; f 〉 −→ 〈B∞f ; f 〉 = B∞f 2:
A classic result in the Hilbert spaces [11, Proposition V17, p. 10] yields (42).
(5p) H⇒ (42) with p ∈2;+∞: q belongs to 1; 2 and Lp ⊂ L2 ⊂ Lq.
For every f ∈ LpF , the sequence Bnf n σp-converges to B∞f  and
Bnf 22 =
〈
Bnf ; f 〉 −→ 〈B∞f ; f 〉 = B∞f 2:
However, as previously, we infer (42).
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(5p) H⇒ (42) with p ∈ 1; 2: q belongs to 1; 2 and Lp ⊂ L2 ⊂ Lq.
Let f and g be in L2F . Fix ε > 0. Let us show that when n is large
enough Bnf  − B∞f ; g < ε. By density of LqF  in L2F , there
exists h ∈ LqF  such that h− g2 < ε/4 f2. There exists N such that
for all n > N Bnf  − B∞f ; h < ε/2. Namely∣∣〈Bnf  − B∞f ; g〉∣∣ ≤ ∣∣〈Bnf  − B∞f ; h〉∣∣
+ ∣∣〈Bnf  − B∞f ; g − h〉∣∣
<
ε
2
+ 2 f2 g − h2 < ε:
It completes the proof.
We easily deduce from the theorems of Sections 2.1 and 2.2 the following
result.
2.3.2 Theorem. Let Bnn be a sequence of elements of F̂ and let B ∈ F̂ .
Let us fix p ∈ 1;+∞. Then the following statements are equivalent.
(1) Bn→ B∞
(2) M- limLpBn = LpB∞
Comments. When p = 2, the space L2F  is a Hilbert space. So the
conditional expectation operator B is the orthogonal projection operator
on L2B. Then this proposition when p = 2 is a particular case of a result
proved by H. Attouch [4, Chap. 1, p. 15]; [5, Proposition 3.33, p. 322] (See
also M. Tsukada [21]). When 1 < p < +∞, the spaces LpF  are reflexive.
So the Mosco topology has desirable properties such as the uniqueness
of the limit. When p = 1, the space L1F  is not reflexive. G. Beer and
J. Borwein [8] have shown the following result: if a normed vector space
X is not reflexive, the Mosco-convergence topology on the set of nonempty
convex close subsets of X is not Hausdorff. In order to remedy the lack of
adequacy of the Mosco topology to the nonreflexivity of L1F , Y. Sonntag
and C. Zalinescu introduced the Slice topology. By using [7, Theorem 5.4,
p. 23], the sequence L1Bnn Slice converges to L1B if and only if∀f ∈ L
1F ; lim inf
h∈L1Bn
f − h1 = inf
h∈L1B
f − h1;
∀g ∈ L∞F ; lim Bng∞ = Bg∞:
So the Slice convergence gives Bn→ B∞. But the converse is not true. (See
Section 3). However the Mosco convergence is well adapted to the problem.
When p = +∞, the Mosco convergence3 of the sequence L∞Bnn gives
Bn→ B∞. But the converse is false (see Section 3).
3i.e., when L∞F  is equipped with the infinite norm topology.
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Remarks. It follows from Theorem 2.3.1 that we have uniqueness of the
Kudo¯ limit. By using Theorems 2.1.2 and 2.2.1 it follows from Proposition
2.3.1 that
Bn→ B∞ ⇐⇒ Bn→ B∞ for the t− and t+ topologies.
We also can build several topologies inducing the same topology on the set
of sub-σ-fields (see [5]).
2.4. Consequences
Thanks to the set approach using Painleve´–Kuratovski lower and upper
limit we obtain the following results.
2.4.1 Corollary. Let Bnn be a sequence of elements of F̂ , let p ∈
1;+∞ and let f ∈ LpF . Thus,
f is B[-measurable ⇐⇒ τp- lim Bnf  = f:
Proof. It follows from Proposition 2.1.1 and from Theorem 2.1.3 that
the set of functions belonging to LpF  and satisfying the inequality on the
right-hand side is the subspace LpB[.
2.4.2 Corollary. Let Bnn be a sequence of elements of F̂ , let p ∈
1;+∞, and let f ∈ LpF . Let Bϕnn be a subsequence of Bnn. Hence,
fn ∈ LpBϕn; σp- lim fn = f H⇒ f is B]-measurable.
Proof. It directly follows from Theorem 2.2.2.
2.4.3 Corollary. Let p ∈ 1;+∞. The σ-field B] is the minimum sub-
σ-field among sub-σ-fields B of F̂ such that for all h ∈ L∞F ,[
Bh = 0 a.e.] H⇒ [τp- lim Bnh = 0]:
Proof. Let us pose  the set of sub-σ-fields of F̂ satisfying this
property. It follows from Theorem 1.6 that when B
]h = 0 a.e. then
lim Bnh2 = 0. Then τ∞-lim Bnh = 0 and using the following
inequality when 1 ≤ p < +∞,
Bnhp ≤ Bnh2/p2 Bnhp−2/p∞ ;
we obtain that τp-lim Bnh = 0. Thus B] belongs to . Let us show
that when B ∈, then B] ⊂ B. Using properties of ⊥ and Theorem 2.2.2
it remains to show that LpB⊥ ⊂ PK- lim supLpBn⊥ (see proof
of Theorem 2.2.2(c)). Let g ∈ LpB⊥. Then Bg = 0 a.e. and be-
cause B ∈ , τq-lim Bng = 0. Let fk ∈ LpBnk σp-converging to f .
Then f; g = lim fk; g = lim fk; Bnk g = 0 thus g belongs to
PK- lim supLpBn⊥.
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3. EXAMPLES AND COUNTEREXAMPLES
In this section we are mainly interested in studying the behaviours of the
sequences Bnn, LpBnn, and Bnf n through examples and coun-
terexamples.
3.1. Let Bnn be a monotone sequence of sub-σ-fields. Let B∞ be the
σ-field ∩Bn (decreasing case) and
∨
Bn (increasing case) where
∨
denotes
the formation of the smallest complete sub-σ-field containing all σ-fields
following the sign. Classic results in the martingale theory allow us to obtain
that Bn→ B∞.
3.2. Let us consider Bnn a sequence of sub-σ-fields. The set theoretical
definition of the lower and upper limits should be, respectively,
∨
k
⋂
n≥k Bn
and
⋂
k
∨
n≥k Bn. However, as H. Kudo¯ remarked [18, Remark 3.1, p. 83]
we have
∨
k
⋂
n≥k Bn ⊂ B[ ⊂ B] ⊂
⋂
k
∨
n≥k Bn (see also [13, 16]).
3.3. Let us consider  = 0; 1 with the Lebesgue measure λ and its
Borel σ-field. Let
Bn =
⋃
k=0;:::;2n−1−1
[
2k
2n
;
2k+ 1
2n
[
;
and let Bn = σBn be the complete σ-field generated by Bn. Then |Ann
weakly converges σL1; L∞ to 12 and |Acnn weakly converges σL1; L∞
to 12 . However, |Ann does not converge in L1 because  12 −|An1 = 12 .
By using Proposition 1.7 we have B[ = σZ;. For every f ∈ L∞F ,
Bnf 1 =
∫

∣∣∣∣
∫
Bn
f dλ
λBn
|Bn +
∫
Bcn
f dλ
λBcn
|Bcn
∣∣∣∣dλ
=
∣∣∣∣∫
Bn
f dλ
∣∣∣∣+
∣∣∣∣∫
Bcn
f dλ
∣∣∣∣; 
hence lim Bnf 1 = f; 12  + f; 12  = 
∫
 f dλ = Z;f 1: So the
sub-σ-field B[ satisfies (1.2) and Bn→ σZ;.
3.4. (Through this example we show the fact that in general the inclusion
B[ ⊂ B] is strict.) Let us consider  = 0; 1 with the Lebesgue measure λ
and its Borel σ-field. Let
Bn =
⋃
k=0;:::;2n−2−1
[
2k
2n
;
2k+ 1
2n
[
;
and let Bn = σBn be the complete σ-field generated by Bn. Then
|Bnn weakly converges σL1; L∞ to 12 |0; 1/2 and |Bcn weakly converges
σL1; L∞ to 12 |0; 1/2 + |1/2; 1. However, |Bnn does not converge in
L1 because∥∥|Bn − 12 |0; 1/2∥∥1 = 12 λBn + 12 λ(Bcn ∩ [0; 12 [) 6→ 0:
88 laurent piccinini
By using Proposition 1.7 we have B[ = σZ;. For every f ∈ L∞F  it
follows from () that
lim Bnf 1 =
∣∣〈f; 12 |0; 1/2〉∣∣+ ∣∣〈f; 12 |0; 1/2 +|1/2; 1〉∣∣
 σ0; 1/2f 1 = ∣∣〈f;|0; 1/2〉∣∣+ ∣∣〈f;|1/2; 1〉∣∣ ;
hence
lim Bnf 1 ≤  σ0; 1/2f 1:
So the sub-σ-field σ0; 12  satisfies (1.2). Let us show that σ0; 12  is
the minimum sub-σ-field satisfying (1.2). Only σZ; is contained inσ0; 12 . We have ∫ f dλ =  σZ;f 1. When f = |0; 1/2 −|1/2; 1,
we have  σZ;f 1 = 0 and lim Bnf 1 = 14 +  14 − 12  = 12 . HenceσZ; does not satisfy (1.2) and B] = σ0; 12 . The lower limit is strictly
contained in the upper limit. The sequence Bnn does not converge.
3.5. (Through this example we show that Bn→ B∞ 6⇒ Bnf  → B∞f 
almost everywhere.) Let us consider  = 0; 1 with the Lebesgue measure
λ and its Borel σ-field. Let
B2m+i =
[
i
2m
;
i+ 1
2m
[
; when m ≥ 1 and 0 ≤ i < 2m;(
B1 = 0; 1yB2 =
[
0; 12
[
; B3 =
[ 1
2 ; 1
[yB4 = [0; 14 [; : : : ; B7 = [ 34 ; 1[y · · · )
and let Bn = σBn be the complete σ-field generated by Bn. Then |Bnn
converges to 0 in L1. However, it does not converge almost everywhere.
Let f ∈ L∞F . Then∥∥Bnf ∥∥1 =
∣∣∣∣∫
Bn
f dµ
∣∣∣∣+
∣∣∣∣∫
Bcn
f dµ
∣∣∣∣→ ∣∣∣∫

f dµ
∣∣∣ = ∥∥ σZ;f ∥∥1:
Hence B] ⊆ σZ; and Bn→ B∞ = σZ;. However, let f = |0; 1/2.
Then ∫
B2m+i
f dµ = µ
([
0; 12
[ ∩ [ i
2m
;
i+ 1
2m
[)
=

1
2m
; when 0 ≤ i < 2m−1;
0; when 2m−1 ≤ i < 2m;∫
Bc2m+i
f dµ = µ
([
0; 12
[ ∩ [ i
2m
;
i+ 1
2m
[c)
=

1
2 −
1
2m
; when 0 ≤ i < 2m−1;
1
2 ; when 2
m−1 ≤ i < 2m:
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For n = 2m + i,
Bnf  =

|Bn +
1
2 −
1
2m
1− 1
2m
|Bcn; when 0 ≤ i < 2m−1;
1
2
1− 1
2m
|Bcn; when 2
m−1 ≤ i < 2m
does not converge almost everywhere.
3.6. (Through this example we show that Bn → B∞ implies neither the
Slice convergence of the sequence L1Bnn nor the Mosco convergence
of the sequence L∞Bnn.) Let us consider  = 0; 1 with the Lebes-
gue measure λ and its Borel σ-field. Let Bn =0; 1/n and Bn = σBn the
complete σ-field generated by Bn. Let f ∈ L1F . Then
Bnf  =
∫
Bn
f dλ
λBn
|Bn +
∫
Bcn
f dλ
λBcn
|Bcn; n = 0; 1; 2; : : : :
It easily follows from the construction of the sequence Bnn>0 that
the conditional expectation sequence Bnf n>0 converges in L1F  to

σZ;f  = ∫ f dλ. Hence Bn → σZ;. However, let f = |0; 1/2.
Then
Bnf  = |Bn +
n− 2
2n− 1 |\Bn; and 
σZ;f  = 1
2
;
hence lim Bnf ∞ = 1 6=  σZ;f ∞ = 12 . So we have neither the
Slice convergence of L1Bnn nor the Mosco convergence of L∞Bnn.
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