GENERALIZED CONVEXITY CONES AND THEIR DUALS DAN AMIR AND ZVI ZIEGLER
The structure of the intersections and unions of generalized convexity cones is analysed. The main results involve on the one hand denseness properties of sums of two distinct generalized convexity cones and on the other hand the availability of a decomposition for measures of the cones dual to intersections of generalized convexity cones. As an application an integration scheme which converges for all convex functions is found.
The generalized convexity cones, which were introduced by Karlin and Novikoff, find many applications in the systematic study of inequalities, in the theory of approximation and interpolation and in various branches of probability theory.
It is shown in § 1 that the sums and differences of two generalized convexity cones are dense subsets of the Frechet space of continuous functions on the open interval (α, b) .
Passing to the dual cones in § 2, we show that any measure belonging to the dual of the intersection of two (or, respectively, three) consecutive generalized convexity cones can be decomposed into the sum of two (respectively, three) measures belonging to the corresponding dual cones. For example, any measure belonging to the dual cone of the cone of convex and monotone functions can be decomposed into the sum of a measure belonging to the dual cone of the cone of convex functions and a measure belonging to the dual cone of the cone of monotone functions. It is also shown in this section that a decomposition of this type is not generally available for measures of the cone dual to the intersection of 4 consecutive generalized convexity cones.
In § 3 we demonstrate the availability of a decomposition of a particularly simple type for measures of compact support on (α, b) belonging to the cone dual to the intersection of two consecutive generalized convexity cones.
An application of the foregoing analysis, involving convergence properties of integration schemes, is given in § 4. N at Wi(t) are closely related to the cones; in fact, if a function f(t) is n + 1 times differentiate, then it belongs to C(u 0 , , u n ) if, and only if AΛ-i DJ{t) ^ 0, a<t<b. The cone C(u 0 , •••,%»), 0 ^ n ^ N, taken modulo the linear space spanned by u 0 , •• ,u Λ , is spanned by a one-parameter family of extreme rays. These are represented by the functions φ n (t; x), a^x^b, where φ n (t; x) is identically 0 for a ^ t < x and has the form i=o (see [5] , p. 566). The conjugate function φ n (t; x) is defined as for a < t < x and 0 for x ^ t ^ b. By using the integral representation of φ n (t) x) (see [3] , p. 387) and applying to it the operator D n _J) n^ D o , it can easily be verified that ( -l) n φ n (t; x)eC(u 0 , •• ,w n _ 1 ). Let M denote the space of Radon measures on [α, 6] , i.e., the dual space of the Banach space C [α, b] of continuous functions on [α, b] with the sup norm. For a set K of functions defined on (α, 6), let iΓ* = {μ : μeM, μ{f) ^0v feK} (μ(f) = oo is permitted). Z"* is clearly a convex cone, called the dual cone of K. We shall denote [C(u 0 Necessary and sufficient conditions for μ to belong to
Another useful characterization can be obtained along the lines described in ( [2] and [6] ). Define, for a measure μeM, the functions
We then have: Necessary and sufficient conditions for μ to belong to Γ n n n are:
We shall avail ourselves also of the differential operators Df, i = 0,1, , N defined by 
, u m ), for m>n^l, and the differences
Proof.
We recall first that, for n^l, every function of
Since C(u o , ,u n ) is a cone, this set coincides with the set {μ : μ(f) ^> 0 for all fe C(u 0 , , u n )}. Thus, we have --,u m ) are convex cones, their sum is the convex hull of their union, so that In [6] , Theorem 3, it was proved that, for m Φ n, c*(u 0 ,..., o n c*κ, .., uj = {0}.
, which is also the strong closure by the Hahn-Banach theorem (cf. [l], 2.2.7). This proves that
, u m ) is a dense subset of C o . It is a proper subset; moreover, its complement is dense as well. This observation follows from the fact that the functions of the convexity cones have one sided limits (possibly oo) at 6, while the functions which do not enjoy this property are obviously dense in C o .
The proof of Theorem 3 in [6] shows also that, for every m and
follows in an exactly analogous way. REMARKS, (a) As C o is metrizable, Theorem 1 implies that, for every f eC 0 and m > n ^ 1, there exist two sequences Proof. Since the inclusion relation
is obviously true, we need prove only the converse inclusion. We start by analyzing the case n = 0. Let a measure μ, μ e [C + n C(u 0 )]* be given. By (0.3) it satisfies 
P n μ(t) -F(t)
is a nondecreasing nonnegative function, which is strictly positive and strictly increasing for t > s. Since P n μ(b) = 0, it follows that JP(6) < 0. Since F(t) is a strictly decreasing function for s ^ £ ^ 6, we may consider the inverse function F~\t) on [s, 6] . Let c, s < c < b be defined by c = i^O), and introduce the function F+ίί) = max{F(ί), 0}. This function coincides with F(t) on [<z, c] and is identically zero on [c, 6] . Thus, we have
with strict inequality holding for a neighbourhood of c. Thus, there exist an r, c -s > r > 0, and an 17 > 0 such that
μ(t) -F+(t) ^η>0 for c -r t c + r .
We introduce the smoothing kernels p ε (t) defined by
where a t is a normalizing factor, chosen so that Γ p.(t)dt = 1 .
J-oo
Define now the function
where ε is chosen so small that 0 < ε < η, F(c + r) < -ε and F(c -r) > ε. It is easily seen that f λ {v) is a monotone decreasing function since f(v) is such. Furthermore, since f(v) is piecewise linear, we have
By the choice of ε and the fact that the application of p ε (t) amounts to an averaging operation, we find that 
which is nonnegative for a <^ x S 6, by virtue of the monotonicity of F,(x). Relations (2.7) and (2.8) imply, by (0.5), that μ 1 e C* (u 0 , , u n^) .
Consider now the measure μ 2 -μ -μ γ . By virtue of (2.7) we obtain, using the fact that P n μ γ (ά) -F^a) = A, that (2.9) P jμ2 (a) = 0, j = 0,1, ...,w.
Furthermore, by using (2.3), (2.5) and (2.6), we deduce the nonnegativity, for all a ^ x ^ 6, of
This, taken together with (2.9) and (0.5), shows that μ 2 e C*(u 0 , •••,%") and the decomposition has been accomplished. since the other inclusion is obvious. Furthermore, using Theorem 2 we deduce that it suffices to prove that
We start with the case n = 0. Let a measure be given. By (0.3), μ satisfies the conditions [
Ui(t)dμ(t)
If P n μ(a) = 0, then the conditions (2.11) imply, by (0.3) that we
Thus, we may assume that P n μ(a) -A > 0. Furthermore, since P n+1 μ{x) ^ 0 and
we deduce that P n+1 μ(a) -B > 0.
Since P n+ί μ(x) and w n+1 (t) are continuous, there exist a e and an 77 > 0 such that a < c -η < c + η <b and (2.12)
Set^-

B
for α^xĴ
IA(C -v(x))
I 0
Then F(x) has the following properties:
where p ε (t) is the function defined in (2.4) and ε is chosen so that it satisfies
The function f^v) is an infinitely differentiate, monotone nonincreasing and convex function of v. Moreover, we clearly have:
GENERALIZED CONVEXITY CONES AND THEIR DUALS
(2.18)
f^v) = A(C -v) , v ^ C -ε , fi(v) = 0 , v^C + ε , I/, -f\£- B , C-ε^v^C + ε.
Construct now the function F^x) -fι(v(x)).
Then, by using (2.17) and (2.18), we find These relations imply by (0.5) that /^eC*^, •• ,u w _ 1 ). Define now v by v = μ -μ lm Then, using (2.16), (2.14) and (2.19) we have
These relations imply by (0.
)]* so that the decomposition has been accomplished and the theorem is proved.
It is quite surprising, knowing Theorems 2 and 3, that the corresponding statement concerning four consecutive convexity cones is false. This is demonstrated by the following example which shows that 
fit) =
It is immediately seen that (2.21) [
and a simple computation yields
Jo
Consider the function Q(x) defined by
Ja; Ja;
The second derivative Q"{x) has in (0,1) precisely two zeros, as can be directly checked from the graph of f(t). Since Q'(x) vanishes for 0 and 1, it may have at most one zero inside (0,1). Finally, since Q(0) > 0 by (2.22) , and Q(l) = 0 while Q(x) is positive near 1, we may deduce that Q(x) ^> 0 for all 0 ^ x ^ 1. Using the fact that {(t -x)\) are the extreme rays for C(l, x, x 2 ), we deduce by (0. 
Since f λ {t) is nonnegative and continuous from the right, it follows that ftf) = 0. On the other hand, we know that, by (2.21) and (2.23),
Jo Jo
Thus, we have arrived at a contradiction, which shows that the assumption that there exists a decomposition is untenable. Proof. We may assume that -A>0 since otherwise μ 6 C*(u 0 , , t6 n ) and the decomposition is accomplished by choosing μ 1 = 0.
Let {# ί }? +1 be an arbitrarily prescribed set of points such that a < XL < < x w+1 < s. Consider the system of linear equations From [6] , Theorem B, we deduce that μ 1 has at least n sign changes. Since it is supported in at most n + 1 points, it follows that it has exactly n sign changes. The same theorem allows us to conclude that either μ 1 or -μ γ belong to C*(w 0 , •• ,u w _ 1 ). Since u n e C(u 0 , , ^w_ 1 ), relation (3.3) implies that μ λ e C*(w 0 , , w Λ -i). It remains to be shown that μ 2 -μ -μ x belongs to C*(u 0 , , u n ). It is easy to deduce that Γ δ (3.4) I Ui(t)dμ 2 (t) = 0 , i = 0,1, ..., ti .
Thus, by (0.3), we have to show only that (3.5) Γ φ n (t; x)dμ 2 (t) ^ 0 , α < x < b .
Ja
Consider first the case x > x n+1 . We have 1 φ n (t; x)dμ ι (t) = 1 φ n (t; x)dμ ι (t) = 0 so that Γδ ίδ n (ί; x)dμ 2 {t) -Γ ^.(ί; a?)d^(ί) g: 0 .
The inequality following by applying (0.3) to the measure μ. Suppose next that x ^ x n+1 . Since x n+1 < s, we have
φ n (t; x)dμ(t) = [ φ n (t; x)dμ{t)
Jx
= \ b \u n (t)+' i Σc i (x)u i (t)]dμ(t)
