A long Irregular LDPC code that performs at rates extremely close to the Shannon capacity has been taken. The code has carefully chosen degree patterns. Simulations has been done with Hard and Soft-decision decoding to compare the performance of this code with the rates 1/2 ,1/3, 1/4 ,2/3 ,2/5, 3/4, 3/5, 4/5, 5/6, 8/9 and 9/10 over various channels like AWGN channel, Rayleigh fading channel and Rician fading channel. The little dependence of BER performance on various channels is explored here along with the conjecture of the concept of computational cutoff rate that represents an upper limit on rate of transmission for practically instrumentable reliable communications.
INTRODUCTION
For any channel, the bandwidth, data rate, noise and error rate are related to each other. The greater the bandwidth, the greater will be the cost. All transmission channels of any practical interest are limited in bandwidth due to the constrained physical properties of the transmission medium. For digital data transmission, in order to use bandwidth efficiently it is required to get higher possible data rate at a particular limit of error rate for a given bandwidth and to which the main constraint is the noise. If binary signals are transmitted then the supported data rate will be twice the bandwidth. But, using multilevel signaling the data rate can be increased by a factor of log 2 M, where M is the no of signal levels [5] . Now as data rate increases, the bits become shorter in duration and as a result more bits are affected by a given pattern of noise concluding the statement that higher data rate leads to higher error rate. The solution now is to increase the signal to noise ratio (SNR), which sets the upper bound on the achievable data rate. Shanon's formula assumes only white noise (thermal noise) and it does not account for the impulse noise or distortion due to attenuation and delay. While the Shanon's formula represents the theoretical maximum that can be achieved, but in practice much lower rates are achieved. Similarly it does not suggest rather provide a yardstick for finding a suitable signal code to achieve error free transmission. Here we have used a long Irregular LDPC code which answers all the questions aroused from Shanon's theorem and it has excellently used the distance properties of LDPC codes [1, 2] .Though we can communicate in principle at rate near channel capacity with arbitrarily small error probability, the parameter R c (cut off rate ) represents an upper limit on rate for reliable practical communication [4, 9, 10] .The R c act as a compact figure of merit for a modulation and demodulation system employing channel coding technique. The rest part of the paper is as follows. The second part explores the cut off rate as a means of assessing modulation and coding options. The third part gives the details of encoding and decoding methods used here and discusses simulation results followed by the conclusion section.
CUT OFF RATE TOWARDS ASSESSING MODULATION AND CODING OPTIONS
In a generic model for the point to point digital communication system, the Information source is modeled probabilistically and messages are viewed as outputs from some random experiments [4] . For the action of the channel on the input signal, a well defined mathematical model is assumed and this includes stochastic and deterministic aspects. In analog systems mean-square error between source and destination waveforms is taken as criteria, whereas the performance is measured by symbol error probability or message error probability in discrete communication. These performance measurement criterions are referred as fidelity criterions. For every combination of source model and fidelity criterion, a rate distortion function can be assigned as R(n), which is specified in bits per unit of time that depends only on the source description and on the fidelity criterion. The argument n of the rate distortion function is the smallest expected or average distortion achievable by any system representing the source with R(i) bits per unit source time. The solution for 'i' is obtained from
Any system how much complicated it may be, can have an average distortion of less than * i . If the * i , resulting from communication at rates approaching channel capacity limit defined by the physical channel .Channel coding is useful in any kind of noisy channel transmission problem and it offers particularly impressive gains on fading channels. If a block code C has a list of Q codewords, each an n-tuple, whose entries are from an alphabet of size k, and then assuming that the message source selects messages equiprobably and independently, the entropy of the codeword selection process will be log 2 Q bits per message. Hence the exchanged information rate will be given by
So the no of possible codewords for a given rate will be given by
Next step here is to reach at a decision of designing an intelligent coded communication system.
Concept of Upper Bound
An upper bound must be set on the evaluation of error probability and the Bhattacharyya bound is such an bound. It is given by below expression: 
Hence the two codeword upper bound on error probability is
This bound is surprisingly tight for most channel of interest. Now, if the channel is memory less, then denoting the output variable as Z, we can have
Now substituting (7) to (4) and expanding the n-fold sum , we can write the bound as a product of scalar summations as below:
Where
Q is the no. of possible codewords for a given rate. In this equation the bound for the error probability is a symmetric function of its two arguments. Replacing the quantity inside the summation as 
Concept of Cut off rate R c
Now , without concentrating on any two specific codewords y 1 and y 2 and doing random selection of two codeword codes from the ensemble of all two codeword codes of length n and assuming code symbols of a given codeword are generated independently, then the probability assigned to n-tuples will be:
Hence, the probability measure assigned to selection of a given code will be:
Taking the two codeword to be symmetric in its arguments and replacing
12 , P y y , the upper bound on the two codeword error probability with a randomly selected pair of codewords will be the ensemble average error probability as below: Simplifying the above equation with the fact that each term in the product is independent of position index j and taking the subscripted variables as dummy variables, we will get the simplified form of above equation as below:
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To represent the equation (13) more simple we will define a quantity as: 
In a larger code , where n is large, provided if the codeword probability structure is unchanged, we can generalize the results for any pair of codewords. The distribution on code symbols that means P(y) can be chosen freely so as to obtain the smallest upper bound. Thus we define R c to be
Py zy 
SIMULATION ENVIRONMENT AND RESULTS
Here we have used a long Irregular LDPC code which answers all the questions aroused from Shanon's theorem [1, 2, 11] . LDPC code of almost any rate and block length can be designed only from the specification of target parity check matrix. This system is simulated at the transmitter side by encoding the serial stream of data by the LDPC encoder and then converting it into a QAM modulated OFDM wave and passing it into the AWGN channel or Rayleigh fading channel or Rician channel. At the receiver side, the QAM demodulator calculates the llr (log likelihood ratios) followed by the LDPC decoder (Hard-decision or Soft-decision) [1, 2] that gives the decoded message. Here the simulation is implemented in the baseband domain using matlab coding. The LDPC code is an irregular LDPC code with parity check matrix (32400,64800). Parity-check matrix of the LDPC code is stored as a sparse logical matrix. The system was simulated over the three channels with various rates as 1/2, 1/3, 1/4, 2/3, 2/5, 3/4 ,3/5, 4/5, 5/6, 8/9 and 9/10 respectively. The LDPC decoder is of Hard and Soft-decision type [1, 2] . The information is binary in nature. The encoding and decoding strategies are given below.
Encoding of LDPC codes
The set of valid codewords are those which satisfies the parity check constraints as given below ,where H and C are the parity check matrix and the codeword respectively [6, 7] .
But, the mapping of messages to these codewords through the use of generator matrix shows how to encode the message. The The steps for encoding after designing the parity check matrix are as below: 
Decoding of LDPC codes
Gallager has also provided a decoding algorithm that is typically near optimal [11] . The iterative decoding algorithms used in LDPC decoding measures the probability distribution of variables in graph based models and come under different names depending on the circumstances. But, collectively they 
Fig5: Comparison of WER performance of LDPC coded QAM modulated OFDM wave with Soft-decision decoding over Rayleigh fading channel with various rates
In message-passing algorithm, messages pass back and forward between the bit and check nodes .The hard decision message-passing algorithm is known as bit-flipping algorithm and the passed messages are binary in nature and this algorithm is explained below. Sum-product algorithm (SPA) is the soft-decision message-passing algorithm. It is similar to the bit-flipping algorithm except that the passed messages between bit node and check node are probabilities [8] . Fig.1 compares the Bit error rate (BER) performance of the long irregular LDPC coded QAM modulated OFDM with various defined rates with Hard-decision decoding as mentioned above, over the AWGN channel. Figure2 and 3 does the same over Rayleigh fading channel and Rician fading channels respectively. Fig.4 compares the Word Error rate (WER) performance of the long irregular LDPC coded QAM modulated OFDM with various defined rates with Softdecision decoding as mentioned above, over the AWGN channel. Figure5 and 6 does the same over Rayleigh fading channel and Rician fading channels respectively.
Bit-flipping Algorithm (Hard-decision Algorithm):
For each bit C N , the checks which are influenced by that bit are computed first. Then if the number of nonzero checks exceeds some thresholds, then that particular bit is decided to be incorrect and corrected by flipping it. This simple scheme is capable of correcting more than one error . Suppose that C N is in error along with the other bits influencing its checks. Then assuming no cycles in the tanner graph, arrange it as a tree with C N as a root and mark the bits which are in error [3] . The bits are said to be in tier 1 if they are connected to the checks connected to the root node. The bits that are connected to the checks from the first tier are said to be in tier 2.Many such tiers can be established likewise. Then start decoding proceeding from the leaves of the tree and by the time decoder reach at the root of the tree (C N ), other erroneous bits may have been corrected. Figure1and 2 and 3 above compares the performance of the long irregular LDPC coded QAM modulated signal with various defined rates with this Harddecision algorithm.
Sum-product Algorithm (Soft-decision Algorithm):
If we are transmitting a Codeword with N number of bits, then the APP is the probability that the given bit in the transmitted codeword is equal to 1 or 0, given the channel output for that bit. Then the APP ratio or the likelihood ratio (LR) is given by
Then the log-APP ratio or the log-likelihood ratio(LLR) will be given by
The three key parameters in this algorithm are Lc and these three parameters are updated using the following equations for each iteration [8, 12, 13] .
CONCLUSION
The simulation results show that with rate ¼, the performance of the code is better than all other rates in all the three cases of channels with hard-decision decoding for lower value of SNR and also the error floor region is between 10 -4 to 10 -5 in all the three channel cases more or less with different values of SNR between 20 to 30 dB. While the result is obtained at slightly lower value of SNR in AWGN channel cases than the other two fading channel cases .So the performance of the code with harddecision decoding is slightly dependent on the channel type with various rates.
Similarly with rate 9/10, the performance of BER plot degrades than that with all other rates in all the three channel cases and also the error floor region is between 10 -4 to 10 -5 in all the three channel cases more or less. So we can say that performance of the code is slightly dependent on the channel type. Hence the cut off rate here is 9/10 for all the three channel types discussed. Thus through simulation results we got a cut-off rate with harddecision decoding, which will act as an information base for the practically instrumentable reliable communications.
With soft decision decoding, the scenario is little different .For the AWGN channel case, up to 7.5dB, performance of rate 1/4 code is better. After 7.5 dB, rate 1/4 ,1/3 and 1/2 codes are giving nearly same performance up to 8.5 dB, keeping the error floor between 10 -3 to 10 -4 . After 8.5 dB up to and 9.5 dB the performance of rate 1/3,1/2 and 2/5 is better than all others giving an error floor of nearly 10 -6 . Between 9.5-10dB, the rate 1/3 and 3/5 are giving the better performance, keeping the error floor between 10 -7 to 10 -8
. Between 10-10.5 dB, the rate 3/5 gives better error floor than rate 1/3, keeping it nearly at 10 -9
. At 12dB, the rate 2/5 code is giving better error floor (nearly 10 -10 ) than all other rates. But, here also the rate 9/10 code is giving worst performance in both lower as well as higher SNR regions and thus giving an idea of cut-off rate in this case for the practically instrumentable reliable communications .
Similarly, with soft-decision decoding over Rayleigh fading channel, clearly it is visible that the rate 1/2and 1/3 codes are giving better performance between 7-8 dB, keeping the error floor between 10 -5 to 10 -6 . Similarly with rate9/10 code the performance is the worst. thus giving an idea of cut-off rate for the practically instrumentable reliable communications .
With soft-decision decoding over Rician fading channel, clearly it is visible that between 6-8db the rate 1/4code is giving better performance and between 8-9dB,the rate 1/3 and 2/5 codes are giving better performance ,keeping the error floor between 10 -5 to 10 -6 . Similarly with rate 9/10 code the performance is the worst. thus giving an idea of cut-off rate in this case for the practically instrumentable reliable communications .
