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The role of the land surface in the global carbon and water cycles 
Julia K. Green 
The global continental carbon and water cycles are intimately linked through stomatal 
regulation during vegetation photosynthesis and biosphere-atmosphere interactions. Therefore, to 
have a complete understanding of both present and future climate, these cycles must be studied 
as an interconnected system. This thesis presents three studies that aim to better explain these 
interactions and provide a direction forward for improved model projections of climate.  
The first study shows that biosphere-atmosphere feedbacks can contribute up to 30% of 
climate and weather variability in certain regions that help determine the net CO2 balance of the 
biosphere. It demonstrates that Earth System Models are under-estimating these contributions, 
mainly due to the underestimation of the biosphere response to radiation and water availability. It 
emphasizes the importance of correctly capturing these feedbacks in models for accurate 
subseasonal to seasonal climate predictions.  
The second demonstrates that changes in soil moisture (both short-term variability and 
long-term trends) strongly limit the ability of the continents to act as a carbon sink, with overall 
effects on the same order of magnitude as the land sink itself. Photosynthesis rates tend to be 
reduced when soil moisture is depleted, leading to decreased carbon uptake. Additionally, 
respiration rates increase due to increased temperature through land-atmosphere feedbacks. 
These carbon losses are not compensated for during wet anomalies due to the nonlinear response 
of vegetation activity (both respiration and photosynthesis) to soil moisture. This suggests that 
 
 
the increasing trend in carbon uptake rate may not be sustained past the middle of the century 
and could result in accelerated atmospheric CO2 growth. 
The third decouples the effects of atmospheric dryness (vapor pressure deficit) and soil 
dryness on vegetation activity in the largest terrestrial carbon sink: the tropics. Understanding 
vegetation response to environmental drivers and stressors in the tropics is essential to accurately 
modeling these ecosystems and predicting whether they will remain carbon sinks in the future. 
The study finds that in regions that are water limited, vegetation is driven by precipitation and 
radiation while being limited by high vapor pressure deficit. Conversely, in the wettest regions 
that are light limited, increases in vapor pressure deficit accompany increasing rates of 
photosynthesis.  
These three studies contribute to our understanding of land-atmosphere and biosphere-
atmosphere feedbacks and the coupling of the continental carbon and water cycles. They identify 
model process representations, such as soil moisture and vegetation water-stress, that are 
hindering our ability to make accurate forecasts. By improving our knowledge of these 
mechanisms and evaluating the ability of models to reproduce them, we pave the way forward 
for improved climate and weather projections. Better predictions can be used not only to protect 
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The Intergovernmental Panel on Climate Change (IPCC) was formed in 1988 as part of the 
United Nations to provide guidance to communities and policymakers on the effects of global 
warming based on the most current scientific research. Using the information provided by the 
IPCC, climate policy can be created to minimize the potential damages that our populations face 
from the threats of global warming. However, as anthropogenic greenhouse gas (GHG) emission 
rates continues to rise, how our climate will change alongside it remains highly uncertain. 
Reducing this uncertainty is essential for improved climate and weather projections, on which 
our natural disaster preparedness, water management and climate policy is based.  
The terrestrial biosphere absorbs approximately 25% of anthropogenic emissions, and is 
the main contributor to the interannual variability in the atmospheric CO2 growth rate. Therefore, 
changes in the terrestrial biosphere carbon uptake can lead to important feedbacks in both cycles, 
and slight inaccuracies in estimation of its year to year variability and evolution through time can 
cause significant errors in climate projections1. It has been documented that the largest source of 
uncertainty in our emission driven climate model carbon projections stem from uncertainty in the 
representation of the land carbon cycle2.  
Why does the biosphere exert such strong control over the global carbon and water cycles? 
Firstly there are the direct effects: vegetation interacts directly with them through stomatal 
regulation during photosynthesis3 when vegetation takes in carbon dioxide and releases water as 
transpiration. Secondly there are the indirect effects: transpiration, or lack thereof, modifies the 
surface turbulent fluxes leading to feedbacks with the atmosphere (e.g. changes in precipitation, 
cloud coverage and temperature). These feedbacks can further influence the ability of the 
biosphere to uptake carbon (e.g. increased temperature increases carbon losses through 
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respiration). Therefore, understanding what is driving vegetation activity, and how its feedbacks 
are modifying climate and weather are essential to understand how our environment will change 
in the future.  
One main challenge to improving our understanding and representation of the terrestrial 
biosphere is the difficulty in determining causality in environmental systems. Many 
environmental processes seasonally coevolve, and thus disentangling the effects of correlated 
variables is not straight forward. For example, precipitation and vapor pressure deficit are often 
correlated in environmental systems, however in many areas that largely influence the CO2 
balance of the globe. it is unclear which variable is actually limiting the carbon uptake of the 
biosphere. To address this issue various statistical and machine learning techniques can be 
utilized.  
A second main challenge is the vast diversity of the Earth’s ecosystems, and the difficulty 
in obtaining global observations of them. Photosynthesis and respiration are driven and limited 
by different factors depending on the plant functional types present and the environmental 
characteristics of a region. Site level studies can provide invaluable information on how a 
specific ecosystem functions or how a model or dataset that encompasses that particular region is 
performing, but for understanding the water and carbon cycles on the global scale, accurate, 
long-term global coverage is necessary. When this is not available, additionally methods (e.g. 
interpolation or smoothing) must be employed to increase the robustness of existing datasets. 
Should the variable of interest not be observable or have sufficient quality, environmental 
proxies may sometimes be used. For example, since observations of gross primary production 
(GPP) are not yet available at the global scale, in this thesis we use solar induced fluorescence 
(SIF), a signal emitted by vegetation at a specific wavelength, which is mechanistically linked to 
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photosynthesis through the fraction of photosynthetic active radiation absorbed and light use 
efficiency4. At canopy, ecosystem, and global scale, SIF has been shown to have a near-linear 
relationship with GPP (the slope varies between ecosystems)5, which has been used to improve 
diurnal representation of GPP6, constrain model GPP7, and provide a proxy for both GPP and 
transpiration1,5,8–11. SIF provides information on biosphere activity in poorly understood regions 
which lack ground data.  
A third challenge is evaluating Earth System Model (ESM) performance to pinpoint where 
the modeling community should focus their resources to reduce uncertainty in our climate 
projections. ESMs allow us to project into the coming centuries using various emission scenarios 
to determine potential future scenarios. However, despite the ongoing efforts by the global climate 
community to fine tune the ESMs, large uncertainty remains in modern climate predictions from 
coordinated experiments, with vast spread between model results2,12,13 as well as systematic biases. 
Our earth system is extremely complex and every additional model feature can be computationally 
expensive. Thus, pinpointing the process representations that are most contributing to the 
uncertainties in our climate projections is essential so that these processes can be targeted by the 
modeling community. This can be done by comparing model output to observational data, as well 
as using coupled model intercomparison project ensemble output to assess what model processes 
are most contributing to changes in our climate system.  
This thesis aims to reduce the uncertainty in our global climate projections, by addressing 
these challenges using a combination of remote sensing data, Earth System Model simulations, 
statistical models, and machine learning techniques. In doing so it improves our understanding of 
the global carbon and water cycles, validates model performance, and provides guidance on 
where the modeling community should focus for the largest gains in our predictive capabilities.  
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Chapter 1 quantifies global biosphere-atmosphere feedbacks, and concludes that they can 
contribute up to 30% of climate and weather variability in certain regions that help determine the 
net CO2 balance of the biosphere. It demonstrates that Earth System Models are under-estimating 
these contributions, mainly due to the underestimation of the biosphere response to radiation and 
water availability. It emphasizes the importance of correctly capturing these feedbacks in models 
for accurate subseasonal to seasonal climate predictions.  
Chapter 2 demonstrates that changes in soil moisture (both short-term variability and long-
term trends) strongly limit the ability of the continents to act as a carbon sink, with overall 
effects on the same order of magnitude as the land sink itself. Photosynthesis rates tend to be 
reduced when soil moisture is depleted, leading to decreased carbon uptake. Additionally, 
respiration rates increase due to increased temperature through land-atmosphere feedbacks. 
These carbon losses are not compensated for during wet anomalies due to the nonlinear response 
of vegetation activity (both respiration and photosynthesis) to soil moisture. The study results 
suggest that the increasing trend in carbon uptake rate may not be sustained past the middle of 
the century, and could result in accelerated atmospheric CO2 growth. The study emphasizes the 
importance of accurately representing processes related to drought legacy, vegetation water 
stress and soil moisture in climate models since it has such a large impact on the global carbon 
cycle.  
Chapter 3 decouples the effects of atmospheric dryness (vapor pressure deficit) and soil 
moisture on vegetation activity in the largest terrestrial carbon sink: the tropics. Understanding 
vegetation response to water stress and atmospheric dryness in the tropics is essential to 
accurately model these ecosystems and predict whether they will remain carbon sinks in the 
future. This study finds that in regions that are water limited, photosynthesis rates can be 
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decreased due to both low soil moisture and high vapor pressure deficit. However, in the wettest 
regions of the tropics that are light limited, increases in vapor pressure deficit occur 
simultaneously with increases in the rates of photosynthesis. Models greatly over-estimate water 









Chapter 1: Regionally strong feedbacks between the atmosphere 
and terrestrial biosphere 
Introduction 
The terrestrial biosphere and atmosphere interact through a series of feedback loops. 
Variability in terrestrial vegetation growth and phenology can modulate fluxes of water and 
energy to the atmosphere, and thus affect the climatic conditions that in turn regulate vegetation 
dynamics. Here we analyze satellite observations of solar-induced fluorescence, precipitation, 
and radiation using a multivariate statistical technique. We find that biosphere–atmosphere 
feedbacks are globally widespread and regionally strong: they explain up to 30% of precipitation 
and surface radiation variance in regions where feedbacks occur. Substantial biosphere–
precipitation feedbacks are often found in regions that are transitional between energy and water 
limitation, such as semi-arid or monsoonal regions. Substantial biosphere–radiation feedbacks 
are often present in several moderately wet regions and in the Mediterranean, where precipitation 
and radiation increase vegetation growth. Enhancement of latent and sensible heat transfer from 
vegetation accompanies this growth, which increases boundary layer height and convection, 
affecting cloudiness, and consequently incident surface radiation. Enhanced evapotranspiration 
can increase moist convection, leading to increased precipitation. Earth system models 
underestimate these precipitation and radiation feedbacks mainly because they underestimate the 
biosphere response to radiation and water availability. We conclude that biosphere– atmosphere 
feedbacks cluster in specific climatic regions that help determine the net CO2 balance of the 
biosphere. 
By influencing the partitioning of turbulent fluxes at the surface14, soil moisture and 
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temperature can affect climatic variability15. Biospheric variability, in terms of both phenology 
and stomatal regulation, also strongly modulates turbulent fluxes of both water and energy16. 
Since biospheric variability is regulated by vegetation phenology and root zone soil moisture, it 
exhibits longer (for example, multi-month) memory compared to the more commonly studied 
surface soil moisture and temperature state. Therefore, an understanding of biosphere–
atmosphere interactions has the potential to improve seasonal to interannual climatic 
predictions17–19, and improve predictions of vegetation resilience to climate anomalies20. 
However, global variations in the strength of biosphere–atmosphere feedbacks remain unknown, 
in part because of the difficulty of observing biospheric fluxes21. 
Recent advancements in space-borne observations of solar-induced fluorescence (SIF) 
have enabled for the first time a global proxy for gross primary productivity (GPP) and 
vegetation phenology. SIF is a by-product of photosynthesis4 related to light-use efficiency 
(LUE) and to the fraction of absorbed photosynthetic active radiation (fAPAR)22. On a canopy or 
regional scale and at a monthly resolution it is nearly proportional to GPP across various 
ecosystems. This large-scale correspondence is strongly related to the changes in canopy 
structure and phenology on absorbed photosynthetic active radiation, in addition to the more 
subtle changes in LUE8,23–25. SIF is also generally highly correlated with evapotranspiration 
(ET)26 (Supplementary Fig. 1.1) and correlates with vegetation-driven changes in surface albedo. 
Here, we use SIF as an integrated measure of vegetation variability, capturing both growth and 
changes in photosynthetic capacity (Methods).  
Previous studies of land–atmosphere interactions have typically relied on correlations 
between land and atmospheric variables27–29. However, these variables seasonally coevolve, and 
thus it is difficult to determine whether one variable is causally forcing the other, or if the two 
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are both driven by separate factors30,31. Here, these shortcomings are overcome by employing a 
MultiVariate conditional Granger Causality (MVGC) statistical technique using Vector 
AutoRegressive models (VARs)32. This method determines both the strength of the predictive 
mechanism between variables and the timescale over which these links occur (Methods).  
MVGC observational data forcings  
We apply the MVGC VAR statistical technique to eight years of monthly SIF 
measurements from the Global Ozone Monitoring Experiment 2 (GOME-2) sensor33. SIF–
precipitation interactions are assessed using remote sensing-based estimates from the Global 
Precipitation Climatology Project (GPCP)34 and SIF–radiation interactions are assessed using 
photosynthetic active radiation (PAR) from Clouds and the Earth’s Radiant Energy System 
(CERES)35. We also use surface air temperature reanalysis data from ERA- Interim36, as 
temperature can independently impact and interact with photosynthetic activity29. SIF data are 
relatively noisy, and thus spatial averaging is used to smooth them prior to analysis. (Methods). 
It should be acknowledged that the smoothing could distort results in highly heterogeneous 
regions where signals from various biomes may be aggregated. Note that, although the linear 
scaling factor between monthly SIF and GPP varies between ecosystems and climates24, the 
pixel-by-pixel data normalization used here removes the geographical variations of this factor 
(Methods). The analysis presented here is independent of the scaling factor.  
To identify biosphere–atmosphere coupled feedbacks, we first examine their directional 
sub-components, that is, the atmospheric forcing (atmosphere → biosphere), as assessed by the 
response of SIF (GPP) to atmospheric drivers (the fraction of variance in SIF explained by 
precipitation and PAR), and the biospheric forcing (biosphere → atmosphere), as assessed by 
precipitation and PAR response to SIF (the fraction of variance in precipitation and PAR 
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explained by SIF) (Fig. 1.1). An F-test with a null-hypothesis of 0-Granger causality (G-
causality) (p-value < 0.1) is used. The total feedback strength is then defined as the product of 
these two directional components (Fig. 1.2). The sign of the feedback is defined as the sign of the 
first-order coefficient of the VAR model from the G-causality analysis. To ensure the results 
presented here are robust and independent of the seasonal cycle (that is, due to land–atmosphere 
interactions), a bootstrap test that conserves the seasonal cycle but breaks the causality by 
shuffling months from different years is used (Supplementary Fig. 1.2) and clearly destroys the 
feedback.  
Globally, precipitation positively explains the highest fraction of biosphere (SIF) 
variability in regions that are transitional between wet and dry climates, for example, semi-arid 
or monsoonal (Fig. 1.1a), consistent with previous studies20,27. Many of these regions also have 
high fractions of C4 plants37, which have higher water use efficiency than C3 species38, and are 
therefore expected to be less sensitive to water limitations. The impact of the biosphere on 
precipitation (Fig. 1.1b), as assessed by the G-causality of SIF on precipitation, is seen in 
seasonally dry regions where increases in GPP, in response to increased soil moisture and 
vegetation growth, is linked with higher latent heat flux (Supplementary Fig. 1.1) and reduced 
sensible heat flux. Although the impact of SIF on precipitation is less widespread than that of 
precipitation on SIF, it is significant in many of the same regions. The feedbacks are almost 
always positive because the monthly positive effect of evapotranspiration on moist convection 
dominates negative feedback pathways induced by mesoscale surface heterogeneity39 and the 
effects of changing albedo. The timescales involved in the feedback mechanisms can vary 
between regions. The subseasonal signal may represent variability due to early greening induced 
by increased water supply or to browning induced by water stress, whereas seasonal and 
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interannual signals may indicate changes in vegetation growth regulated by water availability 
during cell division. The strongest signals are detected subseasonally in monsoonal Australia, 
seasonally in Eastern Asia, and both seasonally and interannually in the Sahel and Southern 
African monsoonal regions (Supplementary Fig. 1.3). The dominance of seasonal and 
interannual timescales in the Sahel, related to biomass variability, is consistent with previous 
understanding19,40.  
PAR has the greatest impact on biosphere fluxes (Fig. 1.1c) in regions where 
photosynthesis and vegetation growth are energy limited, such as the high latitudes, humid 
regions of the Eastern US, parts of the Mediterranean, and tropical rainforest regions41,42. This 
agrees with the findings of previous studies showing that net primary production (NPP) in these 
regions is driven by radiation29. The biosphere exerts control on PAR in the Eastern US, central 
Eurasia, African deciduous woodlands as well as in the European Mediterranean region (Fig. 
1.1d). In these very dry or very wet regions, ecosystems rarely enter the transitional regime 
where stomatal closure depends on soil moisture, and increases in SIF are accompanied by 
increases in both sensible and latent heat (Supplementary Fig. 1.1)43. The increased sensible heat 
flux leads to a deeper boundary layer and reduced cloud cover (Supplementary Fig. 1.4), 
therefore increasing PAR (Fig. 1.1d). In the Eastern US, the increase in PAR is mostly attributed 
to a reduction of low- and mid-level (that is, congestus) cumulus clouds, typical of summer 
conditions in this humid climate (Supplementary Fig. 1.4). By contrast, in the European 
Mediterranean, PAR is most sensitive to mid- and high-level clouds. In central Eurasia all cloud 
cover levels negatively impact surface PAR, but high-level clouds are the primary reason for the 
PAR change. The strongest feedbacks between SIF and PAR tend to be on a seasonal scale, 
indicating an increase in ecosystem-scale photosynthetic capacity due to vegetation growth, with 
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exceptions in Madagascar, Australia and central Eurasia, where subseasonal and interannual 
feedbacks dominate (Supplementary Fig. 1.3). In all PAR feedback regions, PAR is also 
negatively correlated with precipitation (Supplementary Fig. 1.4). We note that the European 
Mediterranean has been highlighted as a hotspot of land–atmosphere coupling in an earlier 
modelling study, emphasizing the strong coupling between surface turbulent fluxes and the 
boundary layer response in the region44. Although a similar coupling mechanism may occur in 
other regions, they do not exhibit a strong response because other processes (for example, 
topography, different land–ocean circulation, and so on) overshadow the regional impact of the 
biosphere there. 
MVGC observational data coupled feedbacks 
The results of the atmospheric and biospheric forcings (Fig. 1.1) are combined to 
determine the total variance explained in the coupled biosphere–atmosphere system (Fig. 1.2 and 
Supplementary Fig. 1.5). Hotspot regions for the precipitation → SIF → precipitation feedback 
(Fig. 1.2a)—which can explain up to 20–30% of the observed precipitation variance—are 
concentrated in grasslands and savannas (transitional zones), such as monsoonal regions in the 
Sahel, Eastern India and Northern Australia, as well as the African savanna, Madagascar and the 
Brazilian savannas. There are other monsoonal regions that despite large shifts in rainfall during 
the year are not hotspots, either due to a lack of ET response to precipitation45, or a lack of 
precipitation response to changes in ET46. An example of this is the Central Great Plains in North 
America (a hotspot per previous modelling-based studies of soil moisture–atmosphere 
interactions47), where soil moisture has been shown to have a weak triggering effect on 
precipitation31,48. Indeed, summer-time precipitation in this area is dominated by eastward 
propagating mesoscale convective systems, mostly independent of the land surface49. 
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The PAR → SIF → PAR feedback (Fig. 1.2b) has hotspots (20–30% of explained 
variance) in the humid Eastern United States, Southern Brazil, as well as in the Mediterranean 
basin in Europe. By contrast, in the tropical rainforest regions of Africa and South America there 
is little response detected for the full-feedback loops with either precipitation or PAR (Fig. 1.2 
and Supplementary Fig. 1.5), suggesting that other factors (such as ecosystem characteristics50) 
dominate the variability of the biosphere there.  
Although feedbacks between the biosphere and atmosphere are detected in almost all 
regions, several ‘hotspot families’ stand out: regions that are either semi-arid or monsoonal for 
the precipitation feedback; and humid regions (the Eastern US) and the Mediterranean for the 
PAR feedback. No regions exhibit both feedback pathways; one always dominates the other 
when it is present. 
MVGC ESM Analysis 
The distribution of feedbacks in the observational record is next used to assess Earth 
system models (ESMs) (Table 1.1). The distributions of feedback strengths for model and 
observational results (Fig. 1.3) summarize the differences between the biosphere–atmosphere 
feedback detected by each CMIP5 model (Supplementary Figs 1.6-1.8) and the observational 
record. In the model analysis, GPP is used as a proxy for the biosphere in lieu of SIF. Our results 
are normalized in terms of explained variance for each pixel so that the proportionality factor of 
SIF and GPP does not impact the pixel-wise metric results. To increase robustness, 50 years of 
data are used for the model analysis (1956–2005) rather than the shorter period we are 
constrained by for the observational analysis51. 
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The medians of all ESMs fall below the first quartile of the observational data results for 
the precipitation → biosphere → precipitation feedback (Fig. 1.3a). Models significantly 
underestimate the magnitude and the range of both the atmospheric and biospheric forcings 
(except for CMCC-CESM) (Supplementary Fig. 1.6), although underestimation is more severe in 
the case of the precipitation→ biosphere component. The observational PAR→ biosphere → 
PAR feedback strength (Fig. 1.3b) also has a higher median value than that of the ESMs. Both 
the precipitation and PAR atmospheric forcings are underestimated because of photosynthesis 
misrepresentation in ESMs (Supplementary Fig. 1.6)52. Despite some spatial similarities between 
modelled feedbacks and observational results (Supplementary Figs 1.7, 1.8), models 
systematically under-estimate the impact of the biosphere on precipitation, and noticeably miss 
the variance explained by observations in monsoonal Australia. On the other hand, the modelled 
impact of the biosphere on PAR varies drastically between models, and can be either over- or 
underestimated (Supplementary Fig. 1.6). These intermodel discrepancies are probably due to the 
misrepresentation of convection in models, and the challenges of correctly representing it over 
land regions53,54. Interestingly, in general, ESM errors in representing the atmospheric forcing on 
the biosphere are even more severe than errors in representing the biospheric forcing on the 
atmosphere. This suggests that better representations of photosynthesis and water stress 
sensitivities would have a larger impact on improving the ESM representation of biosphere– 
atmosphere feedbacks than improved convection representation. 
This study provides the first causal observational diagnostic of biosphere–atmosphere 
feedbacks on subseasonal to interannual timescales. These feedbacks are strong in semi-arid and 
monsoonal regions, which are key in determining whether the yearly global terrestrial biosphere 
acts as a net CO2 source or sink20,27. As such biosphere–atmosphere feedbacks regulate 
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interannual hydrology and climate in these regions as well as the global carbon cycle. 
Additionally, due to the high percentages of atmospheric variability explained by vegetation 
processes, subseasonal and seasonal climate predictions can greatly benefit from better 
vegetation characterization in ESMs. In turn this will improve subseasonal to seasonal climate 
and hydrologic forecasts, which are crucial for optimizing management decisions pertaining to 
food security, water supplies, and disaster management, such as droughts and heat waves. 
Methods  
Data sets 
Observational remote sensing data is used for SIF, precipitation and PAR, whereas quasi-
observational reanalysis data is used for temperature. GOME-2, version 2.633 (overpass time of 
9:30 am) is used for SIF, precipitation data is obtained from version 1.2 of GPCP34, PAR from 
CERES35, and surface air temperature (1,000mb) data from ERA-Interim36. Although a longer 
observational data record would allow further insight into interannual variability, we are limited 
by the satellite data record availability.  
There is a certain amount of uncertainty inherent to each product that is described in detail 
in their data quality summaries. The SIF data is especially noisy (particularly in South America, 
where there are less frequent measurements due to clouds, specifically in the rainforest, and 
noise from the South Atlantic Anomaly)33. Thus, in addition to a standard normalization 
(described below), SIF data is averaged with the eight adjacent pixels surrounding the pixel of 
interest to smooth the remaining noise. On rare pixels, we note that SIF appears to cause an 
increase in both precipitation and PAR (Fig. 1.1 b,d) but this effect is attributed to the use of 
nine-pixels spatially smoothing of the SIF signal.  
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The monthly SIF data is calculated from daily measurements (level 2) when the effective 
cloud fraction is <30%. It should be noted that effective cloud fraction is not equivalent to 
geometric cloud fraction but is instead based on a Lambertian model that considers cloud 
reflectance and albedo55–57. It has been demonstrated that in a typical pixel with a true cloud 
fraction of 40% that over 80% of the SIF signal can still be retrieved for very thick cloud optical 
thicknesses (up to 10)9. The effective cloud fraction is typically lower than the geometric one. 
Although cloud filtering could result in a slight bias, it has been shown that altering the 
effective cloud fraction threshold between 0 and 50 per cent only minimally affects the spatial 
and temporal patterns of SIF33. Therefore, we expect minimal bias due to the filtering at the 
monthly resolution that we consider in our analysis. The one region where the cloud coverage 
filtering may reduce G-causality detected is in the wet tropics, where there is a higher prevalence 
of clouds. It is possible that the PAR→SIF→PAR feedbacks might be underestimated in this 
region because of the cloud contamination. 
SIF–GPP relationship 
This study uses SIF as a proxy for GPP. SIF is mechanistically linked to GPP4,58 through 
both light-use efficiency and fAPAR59 and has been shown to have a near-linear relationship 
with GPP at both canopy and ecosystem scales5,8,22,23,57,60. Although the hourly leaf-level 
relationship between SIF and GPP has been estimated as curvilinear (SIF continues to increase 
after the maximum rate of photosynthesis has been reached)23, the relationship at larger and 
longer timescales (for example, monthly) becomes linear probably due to the effects of averaging 
across a canopy of leaves representing varying light conditions23.  
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The linearity between SIF and GPP has been observed across biomes using a variety of 
datasets, including flux tower validation57,60. As is shown in Supplementary Fig. 1.1, SIF 
correlates strongly with monthly global GPP estimates from Fluxnet-MTE in regions outside of 
the wet tropics. The SIF–GPP correlation is lower in the wet tropics, as the machine learning 
upscaling approach of the Fluxnet-MTE GPP product has the greatest uncertainty in these 
regions, as there are few(er) eddy covariance towers there that are used for training61,62. 
Additionally, tropical forest GPP exhibits minimal seasonality63, and thus the lower correlation 
can be attributed to the fitting of noise (R2 by construction will be small). It has nonetheless been 
shown that the minimal seasonality in SIF observed in the Amazon correctly corresponds to the 
seasonality of carbon dioxide11 and MODIS near-infrared reflectance related to photosynthesis63. 
As a result, SIF has been used as a proxy for GPP interannual variability23. 
The linear scaling factor between SIF and GPP varies spatially. Yet, when we normalize 
the data prior to running the G-Causality, the differing slope values should not impact results 
since we look at each pixel (location/ecosystem) separately. 
Conditional MVGC 
We base our analysis on multivariate Granger causality, using a MVGC MATLAB 
toolbox32, which allows for time and frequency domain MVGC analysis of time series data. The 
method fits multivariate-VAR models to time series. Conditional MVGC compares VAR models 
with and without (potentially causal) variables. For example, if the addition of past values of 
precipitation improves the quality of the VAR model prediction for SIF (that uses the 
autoregressive histories of other variables: SIF, PAR and temperature), then precipitation is 
considered to have a G-causal influence64. If there is no significant information gained (based on 
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an F-test with a null-hypothesis of no G-causality), then the variables are considered not to have 
a causal link.  
Prior to applying the MVGC technique, the data obtained are aggregated to 1-degree by 1-
degree monthly data. Monthly data are used to reduce random noise in the original SIF daily data 
and to achieve consistency with the monthly aggregated resolution of Coupled Model 
Intercomparison Project Phase 5 (CMIP5) model data. For each data set, the long-term mean 
value is subtracted from each pixel and it is normalized by its long-term standard deviation. After 
normalization, SIF data is averaged with the eight adjacent pixels surrounding the pixel of 
interest to smooth the remaining noise inherent in the SIF data fromGOME-2. Single missing 
monthly values (approximately 4% of the pixels per month) are interpolated using temporal 
splines. Prior to performing the normalization and running the MVGC analysis, partial 
correlations are calculated between non-normalized SIF and atmospheric variables, and if the 
absolute correlation falls below a value of 0.1, the atmospheric variable is considered non-
significant for that pixel and is not included in the analysis. Although results of the analysis are 
not shown for surface air temperature (temperature at 1,000mb), it is used in the analysis, to 
account for its influence when determining the feedbacks involving precipitation, PAR and SIF. 
For example, by including temperature in the analysis we guarantee that the G-causality between 
PAR and SIF is not instead a reflection of the effects of temperature (or related to vapor pressure 
deficit), which can be correlated with PAR. For all analyses, we use a conservative p-value 
calculation given the high autocorrelation in the variables of interest, which reduces the degrees 
of freedom in the number of samples. Note that we intentionally do not remove the seasonal 
cycle in preprocessing. 
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Small stochastic amplitude and phase modulations of the seasonality (for example, large 
monthly cloud cover or colder than usual temperatures in a particular year) induce non-additive 
widening of the amplitude and phase spectra, so that subtracting the climatology artificially 
reduces specific frequencies and phases, potentially removing part of the causal signal. This risk 
is amplified by the relatively short remote sensing record used, which could lead to an imperfect 
definition of the climatological seasonal cycle. Indeed, where the seasonal signal amplitude and 
phase have a causal effect, we want to capture this (such as the rainfall impact on vegetation 
green-up and SIF in monsoonal regions). Because the VAR models can capture seasonal 
periodicity, the MVGC analysis is not affected by the risk of false attribution of causality due to 
simple lagged seasonality, as is further demonstrated in the examples below.  
After normalization of the data and checking that partial correlations between SIF and the 
other variables fall above 0.1, the Akaike information criterion is calculated and defines the best 
model order up to the maximum model order, specified as six months (‘tsdata_to_infocrit.m’ 
function in the MVGC MATLAB toolbox). The best actual model order used displays the 
memory of the biosphere–atmosphere interactions (Supplementary Fig. 1.9): model orders of 1 
correspond to regions where memory in the system is short and causal influence between the 
atmosphere and biosphere is weak. Using the calculated model order, an ordinary least-squares 
regression is used to determine the multivariate-VAR model coefficients (‘tsdata_to_var.m’). 
The autocovariance function is created (‘var_to_autocov.m’), and from this we calculate the 
time-domain pair-wise conditional causalities (‘autocov_to_pwcgc.m’). To test time-domain 
significance, we calculate the p-values, which are compared to our chosen p-value of less than 
0.1 (‘mvgc_pval.m’). An F-test with a null-hypothesis of no G-causality is used and only 
significant pixels are displayed in figures. To perform the analysis in the frequency domain and 
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identify subseasonal (<3 months), seasonal (3 to 12 months) and interannual (>1 year) feedbacks, 
we calculate the spectral-conditional G-causality (‘autocov_to_spwcgc.m’) (Supplementary Fig. 
1.3).  
We check that the G-causality in the frequency domain integrates to the time domain by 
integrating the frequency results (‘smvgc_to_mvgc.m’) and then subtracting the output from the 
time-domain result. Checks are performed throughout the process so that the analysis is 
automatically exited should there be a failed calculation.  
A sample first order VAR model to explain the variability of SIF is displayed in equation 
(1.1) with A, P, T and sig representing the VAR coefficient matrix, precipitation, temperature, 
and significance (1 for significant, 0 for insignificant at p<0.1) accordingly.  
SIF(t) = A( ) SIF( ) + A(   ) P( ) sig(   )
+ A(   ) PAR( ) sig(   )
+ A(   ) T( ) sig(   ) + ε 
(1.1) 
With the addition of the autoregressive histories of each variable, the VAR model captures 
the original SIF data more accurately. We acknowledge that other factors not included in this 
analysis can affect SIF variability (such as naturally and anthropogenically caused disturbances), 
and is one of the reasons (along with sensor noise) that we cannot predict 100% of the variable 
variance, even with our full VAR model. 
Synthetic bootstrap tests.  
To demonstrate the effectiveness of this method, we perform several additional tests of the 
conditional MVGC on synthetic data where causal links can be specified. In the first three test 
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scenarios, PAR and precipitation (P) time series are assumed to be sinusoidal with amplitude 
modulation (AM) and frequency modulation (FM), as well as additive noise (equations 1.2 and 
1.3). We define two similar test cases, except that one has a causal link (equation 1.4) whereas 
the other does not (non-causal) (equation 1.5). We assume that the noise is normally distributed 
(and thus has a white noise/flat spectrum in the frequency domain). To test the frequency 
response, PAR is assumed to have a yearly frequency  (equation 1.2) 
whereas precipitation is assumed to have twice-yearly frequency 2ω (that is, two wet/dry seasons 






with , , , , ,  i.i.d. normally distributed with unit variance N(0, 1). In 
the causal case, SIF is defined as a lagged version of precipitation and radiation (with t in 
months) (equation 1.4):  
. 
(1.4) 
with i.i.d. normally distributed with unit variance N(0,1). We use 50 years of 
synthetic data and one realization for the test.  
The conditional G-causality finds that only radiation and precipitation are causing SIF 
and not the converse (Supplementary Fig. 1.10). In addition, the magnitude of radiation on SIF is 
w = 2p / (12 months)





































four times stronger than the one of precipitation on SIF, as expected based on the time series 
generated (equation 1.4).  
To emphasize that these results are not spurious, we perform a second, similar test but 
with a non-causal time series (equation 1.5). This non-casual SIF time series is induced neither 
by PAR nor by precipitation. It is statistically similar to the causal scenario, composed of lagged 
sinusoids with similar frequencies to PAR and precipitation, but without a causal mechanism. 
For the precipitation and radiation time series we allow for both amplitude and frequency 
modulations so that both amplitude and phase are stochastic (similar to radiation and 




The conditional MVGC analysis of this non-causal time series shows no significant G-causality, 
as expected (Supplementary Fig. 1.10).  
In the third test we bootstrap every month of equations 1.2-1.4 across years, clearly 
destroying the causality in the time series (as the same month from another year is used) while 
preserving the climatology (and seasonal cycle). As seen in Supplementary Fig. 1.10, the test 
again finds no causality in the time series, further confirming the quality of the method and its 
applicability for our type of time series.  






























In a fourth and final synthetic data analysis, we test whether we can detect a causal full-
feedback loop. We repeat the original causal test (equation 1.4), switching the original equation 
for PAR (equation 1.2) for one that also includes SIF as a driver (equation (1.6)). 
PAR        = PAR + 0.4 SIF 𝑣𝑎𝑟(PAR)/𝑣𝑎𝑟(SIF). (1.6) 
As expected, in addition to the causality detected previously in the causal test of 
precipitation and PAR on SIF, we also detect significant causality of SIF on PAR 
(Supplementary Fig. 1.10).  
Observational bootstrap test.  
To further test the assumption that the observed causation of the biosphere on the 
atmosphere is not an artefact of the seasonal cycle, we perform a bootstrap analysis with 100 
realizations at the global scale. Observational data is sampled by randomly swapping the same 
months across years for each variable: that is the seasonality is preserved whereas the causal link 
from month to month is destroyed. As expected, very few pixels showed any G-causality 
(Supplementary Fig. 1.2): only 6.2% of the SIF→ precipitation results, and 6.9% of the SIF→ 
PAR results were found to be significant at the 95% confidence level (had more than 5/100 
realizations per pixel with significant results based on an F-distribution with a p-value <0.1). The 
resulting averaged pair-wise conditional G-causality shows almost no signal, with a peak of less 
than 0.05 compared to 0.3 for the original data set (Supplementary Fig. 1.2). In addition, the 
resulting geographical patterns reflect mostly random noise. This further emphasizes the physical 
nature of our assessed causation between the biosphere and the atmosphere. 
Vector autoregressive models  
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The VAR models obtained from the G-causality analysis are used to quantify the fraction 
of variance in the biosphere explained by the atmosphere and vice versa. We tested for normality 
and homoscedasticity of the residuals during the VAR fits and excluded pixels that did not meet 
these criteria (3–6% of pixels depending on the feedback). Using the VAR coefficients generated 
by the analysis (to account for cross variations), VAR models are created for each atmospheric 
variable with and without the inclusion of SIF. VAR models are also created for SIF with and 
without the inclusion of each atmospheric variable. The fractions of observed SIF variance 
explained by each atmospheric component are computed (equation 1.7): 
𝑓 →      =
var(𝑆𝐼𝐹    ) − var(𝑆𝐼𝐹    )
var(𝑆𝐼𝐹)
 (1.7) 
as well as the fraction of each atmospheric variable observed variance explained by SIF 
(equation (8)) (Fig. 1.1): 
𝑓 →         =
var(𝑌    ) − var(𝑌    )
var(𝑌)
 (1.8) 
These are combined to obtain the full-feedback fractions (equation 1.9) (Fig. 1.2 and 
Supplementary Fig. 1.5): 
f → →      =      
(    ) (    )
( )
 ×
        




The feedback is defined as positive or negative by taking the VAR model first-order 
coefficients, which is then compared with the VAR model coefficient with the greatest absolute 
magnitude as further verification. The leading-order coefficient of the AR model could be used 
in lieu of the first-order coefficient, but given the rapid decay of the autocorrelation function and 
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the reduced VAR model order (typically less than 2, Supplementary Fig. 1.9) we use the sign of 
the first-order coefficient. The two estimates of the sign differ in limited regions. 
CMIP5 model simulations 
For the Earth system models from the CMIP5 collection (Table 1.1), the same analysis 
used for the observational data is applied. Only those models that included GPP data are used. 
The time period of 1956–2005 is used to obtain statistics that are robust across interannual 
variability51. The true feedback strengths have probably not changed significantly from this 
earlier, longer time period and the period used for the observational analysis, but we 
acknowledge that land-use and land-cover changes can affect the feedback metrics (but are also 
model dependent). One realization of the historical run was used for each model65.  
VAR models are created based on coefficients calculated in the MVGC analysis for each 
ESM, and the fraction of variance explained in biosphere–atmosphere coupling from each 










Figure 1.1. Atmospheric forcings and biospheric forcings  
X Y represents the fraction of variance of Y explained by X, for the atmospheric forcing 
(atmosphere biosphere) (a,c), and biospheric forcing (biosphere atmosphere) (b,d). 
The signs of the fractions in the top row show whether the atmospheric variable increases 
(positive) or decreases (negative) the biosphere flux, while in the bottom row they show whether 
the biosphere increases or decreases the atmospheric response. Oceans and regions where SIF 
partial correlations are less than 0.1 are shown in white. Pixels without significance are shown in 







Figure 1.2 Hotspots of terrestrial biosphere-atmosphere feedbacks  
The fraction of biosphere-atmosphere coupling variance explained for the full feedback loop: 
precipitation SIF precipitation (a) and PAR SIF PAR (b). The sign of the 
fraction shows whether the feedback is positive or negative. Oceans and regions where SIF partial 





Figure 1.3. Comparison of observational and Earth System Model results 
Boxplots showing the distributions of significant observational and model results for the fractions of 
variance explained for the feedbacks of precipitation biosphere precipitation (a) and PAR 
 biosphere PAR (b). Boxes are defined by the upper quartile, median and lower quartile of the 





Supplementary Figure 1.1 Biosphere-atmosphere correlations 
Latent heat flux and SIF (a), GPP and SIF (b), sensible heat flux and SIF (c), and sensible heat flux 
and boundary layer height (d). Heat flux and GPP data are from Fluxnet-MTE while boundary layer 
height data is from ERA-Interim. In a-c, a correlation that is close to +1/-1 signifies that the sensible 
heat flux, latent heat flux, or GPP is proportional to the biosphere flux. To isolate the growing 
season, time series points are used if their SIF values are greater than or equal to half the maximum 





Supplementary Figure 1.2 Pair-wise conditional Granger Causalities (observational data) 
The results for SIF precipitation (a), and SIF PAR (b) for the normalized observational 
data. The results for SIF precipitation (c), and SIF PAR (d) based on the average of 
100 interannually sampled bootstrap realizations from the observational data. Less than 7% of 
the results were considered significant at a 95% confidence interval (more than 5/100 






Supplementary Figure 1.3 Pair-wise conditional Granger causality separated by frequency 
The first column is for the SIF on precipitation signal, divided into its subseasonal (below 3 months) 
(a), seasonal (between 3 and 12 months) (b), and interannual (> 1 year) (c) components. The second 
column is for the SIF on PAR signal, divided into its subseasonal (d), seasonal (e), and interannual 
(f) components. Oceans and regions where SIF partial correlations are less than 0.1 are shown in 





Supplementary Figure 1.4 PAR, cloud fraction and precipitation correlations 
Correlation of PAR and low-level clouds (a), PAR and mid-level clouds (b), PAR and high-level 
clouds (c), and PAR and precipitation (d). To isolate the growing season and control for top of 
atmosphere radiation, time series points are used if their SIF values are greater than or equal to 






Supplementary Figure 1.5 Other hotspots of terrestrial biosphere-atmosphere feedbacks 
The fraction of biosphere-atmosphere coupling variance explained for precipitation  SIF PAR 
(a), and PAR  SIF  precipitation (b). The sign of the fraction shows whether the feedback is 
positive or negative. Oceans and regions where SIF partial correlations are less than 0.1 are shown in 





Supplementary Figure 1.6 Comparison of significant observational and Earth System Model 
results for forcings 
Boxplots showing the distributions of observational and model results for atmospheric forcings (a,c) 
and biospheric forcings (b,d). Boxes are defined by the upper quartile, median and lower quartile of 






Supplementary Figure 1.7 Earth system model precipitation  GPP  precipitation fractions 
of variance explained.  





Supplementary Figure 1.8 Earth system model PAR  GPP  PAR fractions of variance 
explained.  





Supplementary Figure 1.9 VAR Model Orders 
Model orders selected for the VAR models based on the Akaike Information Criterion with a 





Supplementary Figure 1.10 Pairwise-conditional Granger causality tests for all synthetic time 
series trials.  
The results for the causal test (a), the non-causal test (b), the bootstrapping test (c), and the causal test 
with an additional causal link between SIF and PAR (d). Magnitude is shown in the top row with the 
significance test on the bottom (black means that we can reject the null hypothesis of 0 causality at p-
value<0.05, white means that we cannot). The pairwise conditional metric represents the fraction of 
explained variance when omitting the variable compared to the full model (in log scale).  
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Chapter 2: Large influence of soil moisture on long-term terrestrial 
carbon uptake 
Chapter Body 
Although the terrestrial biosphere absorbs about 25 per cent of anthropogenic carbon 
dioxide (CO2) emissions, the rate of land carbon uptake remains highly uncertain, leading to 
uncertainties in climate projections66,67. Understanding the factors that limit or drive land carbon 
storage is therefore important for improving climate predictions. One potential limiting factor for 
land carbon uptake is soil moisture, which can reduce gross primary production through 
ecosystem water stress54,68, cause vegetation mortality69 and further exacerbate climate extremes 
due to land–atmosphere feedbacks43. Previous work has explored the impact of soil-moisture 
availability on past carbon-flux variability20,27,54. However, the influence of soil moisture 
variability and trends on the long-term carbon sink and the mechanisms responsible for 
associated carbon losses remain uncertain. Here we use the data output from four Earth system 
models70 from a series of experiments to analyze the responses of terrestrial net biome 
productivity to soil-moisture changes, and find that soil-moisture variability and trends induce 
large CO2 fluxes (about two to three gigatons of carbon per year; comparable with the land 
carbon sink itself66) throughout the twenty-first century. Subseasonal and interannual soil-
moisture variability generate CO2 as a result of the nonlinear response of photosynthesis and net 
ecosystem exchange to soil-water availability and of the increased temperature and vapour 
pressure deficit caused by land–atmosphere interactions. Soil-moisture variability reduces the 
present land carbon sink, and its increase and drying trends in several regions are expected to 
reduce it further. Our results emphasize that the capacity of continents to act as a future carbon 
sink critically depends on the nonlinear response of carbon fluxes to soil moisture and on land– 
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atmosphere interactions. This suggests that the increasing trend in carbon uptake rate may not be 
sustained past the middle of the century and could result in accelerated atmospheric CO2 growth.  
The vast divergence in terrestrial carbon-flux projections from Earth system models 
(ESMs) reflects both the difficulty of observing and modelling biogeochemical cycles, as well as 
the uncertainty in the response of ecosystems to rising atmospheric CO266,67. Rising atmospheric 
CO2 can generate a fertilization effect that initially increases the rates of photosynthesis and 
terrestrial CO2 uptake71. However, this fertilization effect may saturate in the future if the 
maximum ecosystem photosynthesis rate is achieved or because of other limiting factors, such as 
nutrient limitation72. 
Here we demonstrate that the net biome productivity (NBP) response to soil-moisture 
variability is not a zero-sum game. Reductions in NBP driven by strong dry soil-moisture 
anomalies (through increased water stress, fire frequency and intensity, and heat stress) are not 
compensated by increased NBP under anomalously wet conditions. Additionally, drying soil-
moisture trends can transition an ecosystem of high biomass (for example, a forest) to an 
ecosystem of lower biomass (for example, a grassland), thus accounting for further reductions in 
NBP73.  
Using the data of four models from the Global Land–Atmosphere Coupling Experiment 
Coupled Model Intercomparison Project phase 5 (GLACE-CMIP5)70 (Table 2.1), we isolate the 
changes in global terrestrial NBP (NBPland) due to soil-moisture variations from the 
climatological annual cycle (NBPSMvar) and to longer-term soil-moisture trends (NBPSMtrend); see 
Methods. These experiments allow the systematic quantification of the effect of moisture across 
models. For each model, the same sea surface temperatures and radiative forcing agents (which 
are based on historical and Representative Concentration Pathway 8.5 (RCP8.5) coupled 
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simulations) are prescribed in all runs. These experiments uniquely allow us to isolate the role of 
soil-moisture dynamics in the climate system. Previous studies have used these experiments to 
evaluate various aspects of land–atmosphere interactions, including enhanced extremes and 
aridity70,74,75.  
Although the models give quantitatively different simulated soil-moisture results, they 
show robust qualitative agreement on the strong effect of soil moisture on NBP (Fig. 2.1). Across 
models, soil-moisture variability and trends in the mean moisture state strongly reduce the land 
carbon sink, with their combined effect (NBPSMvar + NBPSMtrend) being of the same order of 
magnitude as the land sink (NBPland, estimated from the reference (CTL) runs; Fig. 2.1). It should 
be noted that in contrast to the global carbon budget66, the land sink term defined by NBP 
includes emissions from land use and land cover change.  
Soil-moisture variability alone reduces the global terrestrial sink by over twice its absolute 
magnitude (about 2.5 Gt C yr−1) at the start of the study period, and by more than half its absolute 
magnitude (about 0.8 Gt C yr−1) at the end of the twenty-first century (NBPSMvar) (Fig. 2.1). 
Previous studies have shown that soil-moisture variability induced by extreme events (such as 
droughts and heatwaves) can explain a large fraction of the interannual variability in carbon 
fluxes20,76,77. Here we show that beyond impacts on interannual anomalies, soil-moisture 
variability substantially reduces the mean long-term (multi-year) land CO2 uptake.  
These reductions are due to the nonlinear response of vegetation carbon uptake to water 
stress: photosynthesis sharply drops off once an ecosystem becomes water-limited in models, 
which is supported by observational data (Fig. 2.2, Supplementary Fig. 2.1). These carbon losses 
are not recovered during periods with a (similar-amplitude) positive moisture anomaly. Indeed, 
dryness reduces evaporation and therefore surface cooling14, which results in increases in 
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temperature and vapour pressure deficit (VPD) (Supplementary Figs. 2.2, 2.3) due to soil 
moisture– atmosphere feedbacks44,74. These feedbacks further reduce photosynthesis through 
their effect on vegetation stomatal closure. Although respiration also decreases with soil 
moisture (Supplementary Figs. 2.4, 2.5), the land–atmosphere increase in temperature increases 
the ratio of respiration to gross primary production (GPP; Fig. 2.3), leading to an overall strong 
NBP reduction with soil moisture (Fig. 2.1). In addition, NBP is further reduced by fires during 
hot and dry spells from the increased prevalence of dead litter from tree mortality and foliage 
loss as fire fuel73,78.  
During the baseline period (1971–2000), the reduction in the mean terrestrial carbon sink 
caused by soil-moisture variability is globally widespread (Fig. 2.4, Supplementary Fig. 2.1). 
There are large NBP reductions in seasonally dry climates (western United States and Central 
Europe), tropical savannahs (Brazil, India and northern Australia), and semi-arid/monsoonal 
regions (the Sahel, South Africa and eastern Australia) that are known to be water-limited 
ecosystems and have been shown to be the main drivers of interannual terrestrial CO2 flux 
variability20,27. In the future (2056–2085), negative impacts on mean NBP will remain strong in 
semi-arid (for example, the Sahel), humid (such as the south-eastern United States and 
Colombia) and monsoonal (for example, India and northern Australia) climates.  
Long-term soil-moisture trends, which display a gradual drying in most areas (except in 
some areas of the tropics70,74, Supplementary Fig. 2.6), will reduce the global terrestrial sink by 
over two thirds of its absolute magnitude (about 1.1 Gt C yr-1) at the end of the twenty-first 
century (NBPSMtrend; Fig. 2.1). Regions showing the strongest negative impacts are semi-arid 
regions bordering deserts (eastern Australia, northern Sahel and northern Mexico), humid 
subtropical climates (eastern China and southern Brazil) and Mediterranean Europe (Fig. 2.4). 
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Under enhanced greenhouse-gas forcing within the twenty-first century, it is expected that these 
regions will become more strongly water-limited43,79, which will result in the simulated drop in 
GPP shown in Supplementary Fig. 2.1.  
 The evolution of NBPSMvar and NBPSMtrend through the twenty-first century can be explained 
by several concurring mechanisms. First, increased vegetation water-use efficiency due to carbon 
fertilization effects80 (Supplementary Fig. 2.7) makes ecosystems more resistant to a negative 
soil-moisture anomaly. Second, an ecosystem can have decreased NBP response owing to the 
vegetation already being in a severely water-stressed environment—in other words, the overall 
global drying trend in soil moisture shifts several ecosystems into arid conditions, which reduces 
the influence of the temporal variability of soil moisture on NBP. Third, insufficient drought 
recovery time for an ecosystem can shift a forest ecosystem to a grassland (storing less carbon81; 
Supplementary Fig. 2.8), and thus an NBP loss from a dry year is not necessarily compensated 
by a wet year (Fig. 2.2). Despite the cumulative negative impact of these soil-moisture effects on 
global NBP (NBPSMvar + NBPSMtrend), NBPland (the mean of the four GLACE-CMIP5 models) 
remains a sink throughout the study period, mainly owing to the effects of carbon fertilization71. 
This is due to the strong simulated response of the tropics to increases in CO2 (Supplementary 
Fig. 2.9), the lengthening of the growing seasons in mid- and northern latitudes due to increasing 
temperatures (Supplementary Fig. 2.2), as well as to reduced cloud coverage and associated 
increases in photosynthesis in energy-limited regions29,82. However, despite the continual 
increase in atmospheric CO2 concentrations in the business-as-usual emission scenario, the 
modelled global carbon sink reaches a peak shortly after 2060, when the terrestrial biosphere will 
have apparently reached its maximum carbon absorption rate, in agreement with a wider range of 
ESM predictions2.  
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Whether the effect of carbon fertilization on the global carbon sink is overpredicted by 
models is unclear, owing to the lack of long-term experiments; there has been, however, 
evidence that the initial increase in photosynthesis rates observed in C3 plants (about 97% of 
plant species) may actually reverse after 15–20 years83. Additionally, many of the factors 
limiting carbon fertilization have large uncertainties or are not well represented in models; thus 
the magnitude of the land carbon sink presented here is probably too high. For example, many 
studies of free air CO2 enrichment have shown limited or no response to increased CO2 
concentration levels because of nutrient limitations84. Only one of the four GLACE-CMIP5 
models (CESM; Community Earth System Model) includes the interaction of the nitrogen and 
carbon cycles and has CO2 fertilization rates much lower than the other models (Supplementary 
Fig. 2.10). A reduced CO2 fertilization effect would mean that our finding regarding the negative 
effects of soil-moisture variability on NBP would be proportionally larger and have a greater 
potential of turning the land to a carbon source during the twenty-first century.  
On the basis of our findings it appears critical to correctly assess and simulate the 
(nonlinear) dependence of GPP and NBP on soil-moisture variability in ESMs, as well as the 
associated land–atmosphere feedbacks. However, most current models only include stomatal 
limitations on photosynthesis85 and implement empirical formulations of water stress functions 
related to soil water content and VPD86. They have high degrees of uncertainty associated with 
their representation of canopy conductance, especially in dry environments3, and do not include 
several important plant water-stress processes related to plant hydraulics, such as xylem 
embolism87. It has been shown that the vegetation sensitivity to water availability, even within a 
single plant functional type, can vary between a factor of 3 and 5 during drought, resulting in 
large variations of plant response and/or mortality to droughts87. Additionally, drought legacy 
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effects, which can last for several years, and drought-related plant mortality are not included in 
ESMs88. Finally, the strength of land–atmosphere interactions is underestimated in models1, with 
potential important implications for VPD and temperature. By quantifying the critical importance 
of soil-water variability for the terrestrial carbon cycle, our results highlight the necessity of 
implementing improved, mechanistic representations of vegetation response to water stress and 
land–atmosphere coupling in ESMs to constrain the future terrestrial carbon flux and to better 
predict future climate. 
Methods 
GLACE-CMIP5 
GLACE-CMIP570 is a multi-model series of experiments inspired by the original GLACE 
experiment47 and designed to investigate land–atmosphere feedbacks along with climate change 
from 1950–2100. For each model, GLACECMIP5 simulations include: (1) until 2005, a 
reference run (CTL) based on the CMIP5 historic run; thereafter, the high-emission business-as-
usual RCP8.5 scenario, which accounts for both the indirect impacts of soil moisture and the 
direct impact of CO2 fertilization; (2) an experimental setup identical to that of CTL, but with soil 
moisture imposed as the mean climatology (that is, the seasonal cycle) from 1971–2000 
throughout the study period (ExpA) to remove soil moisture variability (short-term and inter-
annual); and (3) an experimental setup identical to that of CTL, but with soil-moisture 
climatology imposed as a 30-year running mean (ExpB), to assess the impact of the trend in soil 
moisture (Supplementary Fig. 2.6).  
The comparison of CTL and ExpB allows us to assess the impacts of soil moisture 
variability on NBP; during negative anomalies this variability can cause vegetation water stress, 
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resulting in reduced evapotranspiration, warmer temperatures and an increase in the ratio of 
autotrophic respiration (Ra) to GPP. The comparison of ExpB and ExpA isolates the effects of 
long-term soil-moisture changes, which can also induce vegetation water stress and increases in 
temperature and Ra/GPP if the vegetation cannot adapt quickly enough. The NBP time series of a 
third experiment (setup identical to that of CTL, but without the effects of carbon fertilization) 
are examined for trends to ensure that our results are in carbon equilibrium. The NBP includes 
carbon fluxes due to net primary production and to land use and land cover change (LULC).  
Whereas six modelling groups participated in GLACE-CMIP5, four stored information on 
NBP for ExpA and ExpB and their results are used in this analysis (Table 2.1). Multi-model 
means of NBP are used for the main results to increase robustness. It should be noted that among 
the four models only CESM includes the effects of nitrogen limitation on carbon uptake in its 
carbon-cycle model, and results in the Earth as a carbon source by the end of the twenty-first 
century (hence the negative spread in the inset of Fig. 2.1). However, it has been shown that this 
version (Community Land Model 4.0) overestimates the nitrogen limitation89. All of the data 
analysis and figure generation for this study were performed in MATLAB. 
 Isolating the effects of soil moisture 
 To isolate the effects of soil moisture on NBP changes, we adapt an approach from ref. 90:  
ΔNBPland =ΔNBPSMvar +ΔNBPSMtrend +ΔNBPother +ε (2.1)  
Here, each term is expressed as the corresponding influence on NBP (ΔNBPland), where ΔNBPSMvar 
is the change in NBP due to soil-moisture variability, ΔNBPSMtrend is due to a change in mean soil-
moisture state and ΔNBPother is due to CO2 fertilization and changes in temperature. The term ε 
accounts for all other limiting and contributing factors to NBP. Using monthly data from the 
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multi-model GLACE-CMIP5 simulations70, CTL, ExpA and ExpB can be used to isolate the 
different contributions to ΔNBP due to soil-moisture variability ΔNBPSMvar = ΔNBPCTL−ExpB and a soil 
moisture trend of ΔNBPSMtrend = ΔNBPExpB –ExpA:  
ΔNBPCTL =ΔNBPCTL−ExpB +ΔNBPExpB−ExpA +ΔNBPother +ε  (2.2) 
The results from this equation breakdown are used to create Figs. 2.1 and 2.4. Similarly, 
Supplementary Figs. 2.1, 2.2, 2.4 are generated using the same approach, but investigate the 
effects of soil moisture on temperature, GPP and Ra. Supplementary Figs. 2.1, 2.4 use the 
RCP8.5 GPP and respiration data from the IPSL model owing to limited data availability. For the 
same reason, autotrophic respiration from the GLACE- CMIP5 experiments is used in lieu of 
ecosystem respiration. 
Biosphere photosynthetic activity response curves: models 
For the curves of GPP and Ra versus soil moisture (Fig. 2.2, Supplementary Fig. 2.5), 
monthly growing- season data are used. The growing season is defined for each pixel as the 
months in which the climatological mean is greater than or equal to half of the climatological 
maximum. For GPP and respiration, each pixel is normalized by its maximum value for better 
comparability. For soil moisture, owing to large differences in magnitude between models21 and 
within the same model between regions, each pixel is standardized by its minimum value in time 
and its standard deviation in space for easier comparison. 
To ensure that the growing season defined is representative of the entire data record, a 
second analysis is performed in which the growing season for each year is defined as the months 
in which the climatological mean is greater than or equal to half of a climatological maximum 
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calculated from a 30-year mean. This does not change the nonlinear relationship between soil 
moisture and GPP seen in Fig. 2.2. 
Biosphere photosynthetic activity response curves: observations.  
For the observational curve in Fig. 2.2, SIF data from the Global Ozone Monitoring 
Experiment-2 (GOME-2)91 are used to represent photosynthetic activity, whereas TWS data from 
GRACE92 are used to represent soil-water availability. As in the model analysis, monthly 
growing-season data are used, defined for each pixel as the months in which the climatological 
mean is greater than or equal to half of the climatological maximum.  
SIF is a flux byproduct of photosynthesis that is mechanistically linked to photosynthesis4 
and has been shown to have a near-linear relationship with ecosystem GPP at the monthly and 
ecosystem scales5,8,33. On the basis of this relation, it has been successfully used as a proxy for 
GPP for numerous applications1,93 and is used in this study as an indicator of biosphere activity. 
As with the model GPP data, the SIF data are normalized by their maximum value in time. The 
SIF data are detrended using a convolution to account for signal deterioration over the lifetime of 
the satellite. 
The TWS from GRACE is derived from the sum of soil moisture, groundwater, surface 
water, snow and ice; it has been successfully used as a drought and vegetation activity indicator 
in previous studies94,95. In this application it is used as a proxy for soil-water availability. 
GRACE data are standardized using the same approach as that used for the model analysis of 
soil-moisture data (each pixel is standardized by its minimum value in time and its standard 
deviation in space). 
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This observational analysis, which is based on global remote-sensing products, confirms 
the asymmetric relationship between photosynthetic activity and water availability, as well as the 
sharp drop in photosynthetic activity at low water contents, which is qualitatively similar to the 
functional dependence of photosynthesis on soil moisture represented in the models. As a result, 
losses in carbon due to decreased photosynthesis during dry anomalies are not compensated by a 
similar-magnitude positive anomaly. 
CO2 fertilization experimental setup 
To isolate the effects of CO2 fertilization on NBP (Supplementary Fig. 2.9), data from the 
CMIP5 experiment ESMFixclim1 are used. ESMFixclim1 is an idealized experiment initialized 
as the pre-industrial control, in which the carbon cycle shows a 1% rise in atmospheric CO2 
concentration per year, whereas radiation is at pre-industrial levels65; seven models are available 
for this experiment: CanESM2, CESM1-BGC, HadGEM2-ES, IPSL-CM5A-LR, MPI-ESM-LR, 
MRI-ESM1 and NorESM1-ME. Although we use the years with atmospheric CO2 concentration 
equivalent to that of 1950–2100 in RCP8.5, the experimental setups of ESMFixclim1 and 
RCP8.5 have differences that are not only related to the CO2 concentration rate increase, but also 
to the lack of LULC and aerosols. Because of these differences in setup, Supplementary Fig. 2.9 
is presented to show general NBP trends due to carbon fertilization, but the magnitudes reported 










Figure 2.1. Global NBP during the twenty-first century  
The evolution of total global NBP (NBPland), along with changes in NBP that can be attributed to 
soil-moisture variability (NBPSMvar) and trend (NBPSMtrend) through the twenty-first century. The 





Figure 2.2. Biosphere photosynthetic activity response curves  
a–h, Normalized growing-season GPP versus standardized soil moisture for the baseline (1971–
2000; a–d) and a future period (2056–2085; e–h) in the GLACE-CMIP5 reference scenario. i, 
Normalized and detrended observational solar-induced fluorescence (SIF; a proxy for 
photosynthesis) versus standardized total water storage (TWS; the sum of soil moisture and 
groundwater, surface water, snow and ice) from the Gravity Recovery and Climate Experiment 
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(GRACE; 2007–2016). The probability density functions of the soil-moisture and TWS data are 
plotted at the top. Details of the observational data and the normalization and standardizations of 





Figure 2.3 Correlations of the ratio of autotrophic respiration (Ra) to GPP  
a, b, Correlations of Ra/GPP with temperature during the baseline (1971– 2000; a) and a future 
modelled period (2056–2085; b). c, d, Correlations of Ra/GPP with soil moisture (SM) during the 
baseline (1971–2000; c) and a future period (2056–2085; d). All data are from the GLACE-






Figure 2.4. Regional NBP changes  
a–d, percent changes in NBP (NBPland) due to soil-moisture variability (NBPSMvar) and trend 
(NBPSMtrend) during the baseline (1971–2000; a, b) and a future period (2056–2085; c, d). 
Stippling highlights regions where the three models agree on the sign of the change. The 
latitudinal NBP subplots on the right show how these NBP changes translate to an overall NBP 
magnitude across latitudes. The thick line in each subplot represents the model mean and the 





Supplementary Figure 2.1 Regional GPP changes 
a–d, Per cent changes in GPP due to soil-moisture variability and trend during the baseline 
(1971–2000; a, b) and a future period (2056–2085; c, d). Stippling highlights regions where 
the three models agree on the sign of the change. The latitudinal GPP subplots on the right 
show how these changes translate to an overall GPP magnitude across latitudes. The thick line 





Supplementary Figure 2.2 Regional temperature changes 
a–d, Temperature changes (in kelvins) due to soil-moisture variability and trend during the 
baseline (1971–2000; a, b) and a future modelled period (2056–2085; c, d). Stippling 
represents regions where at least three of the four models agree on the sign of the change. The 
latitudinal temperature subplots on the right show how these regional changes translate to a 
temperature change across latitudes. The thick lines in each subplot represent the model mean 





Supplementary Figure 2.3 Correlations between soil-water availability and VPD 
a, b, Mean correlations between soil moisture and VPD during the baseline period (1971–
2000; a) and in the future (2056–2085; b) from multi-model GLACE-CMIP5 simulations for 
the CTL run. c, Correlation between monthly TWS GRACE data and VPD data from the 
Atmospheric Infrared Sensor for the period 2007–2016. Monthly growing-season data are 
used, obtained from SIF observations or GPP simulations with values greater than half of the 






Supplementary Figure 2.4 Regional autotrophic respiration changes 
a–d, Per cent changes in autotrophic respiration due to soil-moisture variability and trend 
during the baseline (1971–2000; a, b) and a future modelled period (2056–2085; c, d). 
Stippling represents regions where the three models agree on the sign of the change. The 
latitudinal respiration subplots on the right show how these changes translate to an overall 
respiration magnitude across latitudes. The thick line in each subplot represents the model 





Supplementary Figure 2.5 Autotrophic respiration response curves 
a–h, Normalized growing-season autotrophic respiration versus standardized soil moisture for 
the baseline (1971–2000; a–d) and a future period (2056–2085; e–h) in the GLACE-CMIP5 
reference scenario. Details of the normalization and standardizations can be found in 





Supplementary Figure 2.6 GLACE-CMIP5 soil-moisture data 
a, Monthly soil-moisture data from the GLACE-CMIP5 experiment for a pixel in Central 
Mexico, obtained using the IPSL model over the twenty-first century. CTL represents the 
RCP8.5 soil moisture, whereas ExpA uses the mean climatology of soil moisture from 1971–
2000 and ExpB assumes soil moisture to be the 30-year running mean through the twenty-first 
century. b, Per cent change in mean soil moisture between the future and baseline periods in 
CTL, averaged across the four GLACE-CMIP5 models. c, Per cent change in soil-moisture 





Supplementary Figure 2.7 Water-use efficiency changes 
a–d, Per cent change in water-use efficiency (WUE) between the future (2056–2085) and 
baseline (1971–2000) periods for the CTL run, obtained using the CESM (a), GFDL (b), 
echam6 (c) and the IPSL (d) models. The WUE is calculated from GPP and 
evapotranspiration data. The IPSL GPP data are obtained using the RCP8.5 scenario, on 





Supplementary Figure 2.8 Change in land-cover types 
a, b, Multi-model mean per cent change between the future (2056–2085) and baseline (1971–
2000) periods for grassland (a) and forested land (b). No data were available for the CESM 





Supplementary Figure 2.9 CO2 fertilization effects on NBP 
a–c, Regional and latitudinal changes in NBP during the baseline (1971–2000; a) and a future 
period (2056–2085; b) due to the effects of CO2 fertilization. The maps are based on the 












Supplementary Figure 2.10 GLACE-CMIP5 predictions for CTL NBP 
a, NBP through the twenty-first century for the CTL runs, as predicted by the GLACE-CMIP5 
models listed in Extended Data Table 1. The multi-model mean value of the GLACE-CMIP5 
runs, and the multi-model mean of 17 CMIP5 models from RCP8.5 are also displayed. b, 
Details of the modelling centre, institute and model used for each of the 17 CMIP5 models 
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Chapter 3: Atmospheric dryness drives wet tropical vegetation 
photosynthesis  
Chapter Body 
Photosynthetic activity can be controlled independently by soil moisture and atmospheric 
dryness, but their relative contributions are difficult to disentangle, as they are often 
anticorrelated and linked through land-atmosphere feedbacks96. Based on their strong correlation 
and stomatal modeling97, it is represented in Earth system models that atmospheric dryness 
reduces photosynthesis98, as is typical in many ecosystems. While this representation may be 
appropriate in water limited environments, here we show that in tropical rainforests where water 
is not limiting, this may not be the case: gross primary production increases with atmospheric 
dryness. Using remotely-sensed solar induced fluorescence data as a response variable (as a 
proxy for photosynthesis) and non-linear regression techniques (artificial neural networks,) here 
we show that in the wettest part of the Amazon rainforest, gross primary production and 
evapotranspiration continue to increase while vapor pressure deficit increases. We hypothesize 
that this is due to increases in transpiration reducing leaf temperature to reach optimal 
temperature levels on hot days99, while it may also assist in evaporating water from leaf surfaces 
due to morning dew or rain events that would otherwise impede photosynthesis100,101. This result 
is further confirmed by in situ eddy covariance towers. On the other hand, Earth system models 
have the opposite photosynthesis response in the wettest tropical forests. They overestimate 
water stress in tropical vegetation, as they do not decouple the relation between canopy 
conductance and vapor pressure deficit in non-water limited ecosystems. Our study highlights 
the importance of reframing how we think about ecosystem conductance regulation and 
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photosynthesis in response to water stress to accurately quantify the land carbon sink and 
atmospheric CO2 growth rate. 
During periods of low soil moisture, many plants in water-limited environments will 
close their stomata to prevent the risk of cavitation and hydraulic failure, limiting 
photosynthesis102. Simultaneously high levels of atmospheric dryness (e.g. during a drought and 
heatwave), i.e. vapor pressure deficit (VPD), can also reduce photosynthesis by inducing 
stomatal closure to prevent water loss97,102. As such, land-surface models, such as present in 
Earth system models (ESMs), empirically represent vegetation water stress103,104 based on the 
principle that increasing VPD reduces canopy conductance and gross primary production (GPP), 
because plants should be maximizing their carbon uptake while balancing the amount of water 
lost97,105. Due to the empirical nature of this representation, models do not account for possible 
changes in the GPP: VPD relationship that might arise in different environmental conditions.  
However, despite frequent cooccurrence of low soil moisture and high VPD (and vice 
versa), soil moisture and VPD can become decoupled, and independently limit or drive GPP. In 
particular, climate change is expected to dramatically increase VPD throughout the globe 
whereas the effects of soil moisture are more variable106. VPD will increase alongside 
temperature, which has a parabolic relation with GPP; temperature initially increases the rate of 
Rubisco carboxylation driving photosynthesis107 until an optimal temperature (Topt) is reached 
when GPP will start to drop. In environments that are shifted to temperatures greater than Topt, 
vegetation strategies for survival may change from what current models represent; it may no 
longer be only about balancing water loss with carbon uptake, but also about regulating 
temperature for biochemistry. For instance, it has been shown that during times of high VPD 
coinciding with temperatures above Topt, high rates of transpiration can be maintained in well-
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watered environments99,108; transpiration produces a strong cooling effect on the leaves99,108, 
reducing their temperature and bringing the leaf closer to Topt, where photosynthesis can occur 
at an increased rate99. Thus, the ratio between GPP and VPD will likely change alongside 
shifting environmental conditions, and result in inaccurate model results when inflexible 
parametrizations of photosynthetic assimilation are used.   
As aridity and soil moisture become less correlated in a warmer world, separating their 
effects and understanding the GPP:VPD relation becomes crucial for accurate climate 
predictions, especially in carbon rich tropical regions54, which have the potential to turn the Earth 
to a carbon source and accelerate the atmospheric CO2 growth rate109. It is predicted that during 
the 21st century the core of the Amazon rainforest will become warmer, increasing VPD across 
the board, while precipitation regimes are expected to remain the same or become wetter110. It is 
uncertain how an increase in temperature and VPD will affect tropical photosynthesis while soil 
moisture remains consistent. There have been studies suggesting that the Amazon rainforest is 
already functioning near its Topt111, and once this is exceeded, photosynthesis rates will decline. 
If the Amazon region exceeds its optimum temperature while increases in VPD simultaneously 
decrease canopy conductance, this could decrease the ability of tropical rainforests to take in 
carbon, greatly accelerating the atmospheric CO2 growth rate.  
Despite the urgency of understanding the fate of tropical rainforests, there are still many 
unknowns about the behavior of vegetation in response to atmospheric dryness and soil moisture 
in the region as it a complicated region to study. Firstly, tropical rainforests have relatively few 
flux towers monitoring vegetation activity due to the remoteness of the area, and the logistical 
complications that come with installing and maintaining a site in those harsh conditions. 
Additionally, while the tropics share common latitudinal bands, tropical climates and ecosystems 
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are highly heterogenous112, and the relation between GPP, soil moisture and VPD can vary 
greatly between sites; thus, site level studies are often not representative of larger regions.  
To overcome these difficulties, here we use a k-means clustering analysis with nine years 
of monthly remote sensing data to group the tropics into smaller, environmentally and 
climactically consistent regions, that will share similar controls on photosynthesis for 
independent analysis (Supplementary Fig. 3.1). In this manner, each cluster can be analyzed 
together, eliminating issues of the strong temporal (anti)correlation between VPD and soil 
moisture that would be present in a pixel by pixel analysis. The environmental variables used for 
classifying the clusters are precipitation34, VPD113, photosynthetic active radiation (PAR)35, 
temperature36, and solar induced fluorescence (SIF)33 (Methods). SIF data is inherently noisy, 
and thus the data is smoothed by taking an average of the pixel of interest with the 8 pixels 
surrounding it. It is used as a proxy for GPP5,8,33, since it is related to both changes in canopy 
structure as well as physiological changes in stomatal conductance and changes in chlorophyll 
content.  
To determine how soil moisture and VPD are impacting GPP in the Americas, artificial 
neural networks (ANNs) are used with nine years of monthly one-degree by one-degree remote 
sensing data as predictor variables (Methods), and SIF as a response variable. Separate ANNs are 
used for each cluster (Supplementary Fig. 3.1). While machine learning techniques have often 
been used for their predictive abilities, they can also be used to assess the various contributions 
of predictor variables to response variables114, and have been showing great promise for 
environmental applications115. Additionally, they can be used with nonlinear systems, and are 
able to decorrelate the effects of correlated predictor variables via hidden layers (Methods); both 
nonlinearity and correlated predictor variables are very common in environmental systems. Due 
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to the lack of root zone soil moisture data, precipitation data at different monthly lags is used (0, 
2 and 4 months) to incorporate the soil moisture memory of the system, and their results are 
combined to represent the cumulative impact. It has been shown that precipitation data at these 
lags have the best correlation with total water storage data from the Gravity Recovery and 
Climate Experiment (GRACE)116. A similar analysis is used with 10 Earth System Models 
(ESMs) (Methods) to capture whether models are representing the same controls on 
photosynthesis that we see in the observational data.  
To determine the impact of each environmental predictor on SIF/GPP, a sensitivity 
analysis of the ANN’s for the full year, during the dry season and during the wet season is 
performed. One-by-one each input variable is perturbed by its standard deviation, and SIF/GPP 
is recalculated and compared to the SIF/GPP predictions from the non-perturbed model as well 
as the raw observational SIF or model GPP data (Figs 3.1-3.3) (Methods). Regions that are water 
limited will show a positive sensitivity to precipitation (GPP increases with increasing 
precipitation which is depicted as blue), and regions that are limited by atmospheric dryness will 
show a negative sensitivity to VPD (GPP decreases with increasing VPD, depicted as blue).  
Observational results confirm previous findings that the wettest, forested regions of the 
tropics (the Amazon rainforest) (Fig. 3.1f) are not stressed by water availability (Figs 3.2a and 
3.3a), even in the dry season, and are instead limited by light (Figs 3.2e and 3.3e)29,117,118. This is 
due to high rainfall rates, extensive root systems that can tap into deep sources of moisture, and 
frequent cloud coverage which limits light availability41. In fact, too much precipitation in the 
wet season can even reduce photosynthesis and cause mortality, especially when rainfall comes 
in the form of squall lines, associated with high wind leading to disturbances119. Opposite to this, 
models systematically overestimate water stress in the forested regions of the tropics (Figs 3.2b 
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and 3.3b) show inaccurately that water is limiting photosynthesis throughout the entire rainforest 
region. While models capture the positive impact of radiation (Figs 3.2f and 3.3f), it is less 
strong than in the observations (Figs 3.2e and 3.3e).  
Observational results show a positive and neutral SIF sensitivity to VPD in the dry season 
of the Amazon basin, which is strongest in the northeast area of the forested region (Fig. 3.2c). In 
the wet season, SIF has positive sensitivity to VPD across the entire forested region (Figs 3.1f 
and 3.3c). While it may seem counterintuitive that increases in atmospheric dryness would 
increase GPP due to the reductive effect VPD has on canopy conductance in optimal models98, it 
should be noted that the regions showing positive sensitivity have levels of VPD that are 
relatively low (below 20 hPa), rainfall rates that are relatively high (above 2000 mm/year) (Fig. 
3.1), and extensive, deep root systems120. Thus, even during times of high atmospheric demand, 
trees still have access to deep root zone soil moisture, and can continue to take in carbon while 
increasing their transpiration to peak rates121. Since high VPD often cooccurs with elevated 
temperatures, the increases in transpiration can also aid in keeping photosynthesis rates high by 
cooling leaf temperatures99,108, which are already believed to be operating near Topt111, and 
could likely be pushed above it during extreme heat.  Additionally, in either season, increases in 
VPD and temperature increase the rates of evaporation. The SIF data is retrieved at 9:30am local 
time33, and thus it is likely that a positive sensitivity to VPD could be the result of both 
evaporation of morning dew as well as water droplets after rain events, which both impede 
photosynthesis by slowing carbon diffusion100,101. In contrast to these observations, ESMs show 
that VPD has a strong reductive effect on photosynthesis, even in the core of the tropics (Figs 
3.2d and 3.3d). This is likely due to the over-estimation of water stress due to the inflexibility of 
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the empirically derived formulations for canopy conductance, and the inability to break the 
coupling between VPD and canopy conductance at temperatures near and above Topt.  
To provide canopy scale observational evidence for our hypotheses regarding the positive 
sensitivity of SIF to VPD in the wet tropics, we further examine the relationships between GPP, 
GPP normalized by PAR, GPP normalized by ET, canopy conductance (obtained by inverting 
the Penman-Monteith equation—Methods) VPD, and VPD at the leaf surface (calculated with 
the canopy conductance—Methods) using daily data from several flux tower sites in the study 
area (Fig. 3.4). K34 is a wet tropical forest site located in the region of positive SIF sensitivity to 
VPD in both seasons, K67 and RJA are wet tropical forest sites with longer dry seasons that are 
in the region showing positive SIF sensitivity only in the wet season, and BAN is a seasonally 
dry tropical forest site that is located in the area of negative SIF sensitivity to VPD in both 
seasons (Figs 3.2 and 3.3). While this data provides a good starting point for understanding the 
remote sensing results presented here, it should be noted that we are limited by the number of 
flux tower sites (4), the length of data available (1-4 years with various data gaps depending on 
the site), and the noisiness of the datasets. As a result, the interpretations of Figure 3.4 presented 
below should still be interpreted as hypotheses rather than conclusions.  
GPP continues to increase with increasing VPD in both seasons at the wettest site (K34) 
(Fig. 3.4a), while in the remaining three sites GPP increases with VPD in the wet season but 
decreases in the dry season. When accounting for light availability, K34 GPP shows positive 
sensitivity in both seasons, while RJA, K67 and BAN show positive sensitivity in the wet season 
and neutral in the dry (Fig. 3.4b). To further understand the physical mechanisms behind this, 
ecosystem conductance is compared to VPD (Fig. 3.4c), which decreases with increasing VPD at 
all sites, though at different rates for each site, likely due to varying plant functional types105. 
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The sustained conductance allows for photosynthesis and transpiration to continue even during 
periods of elevated atmospheric dryness, allowing for leaf cooling via transpiration. At all sites 
except for the driest (BAN) the water use efficiency, ratio of GPP to evapotranspiration, 
decreases (more water is being transpired and evaporated per the same amount of carbon being 
taken in) with increasing VPD (Fig. 3.4d). This supports the hypothesis that higher rates of 
transpiration accompany periods of high atmospheric dryness, although it should be noted that 
evapotranspiration also accounts for evaporation from surfaces.  
To understand why, despite decreases in canopy conductance, GPP and ET are increasing 
at the wettest of the flux tower sites, the decoupling factor, omega122, is calculated (Fig. 3.4e). 
Omega values range from 0 to 1, and characterize the degree of coupling between canopy 
conductance and transpiration, with values of 0 representing high degrees of coupling with the 
atmosphere, and values of 1 representing complete decoupling. Results show that there is the 
least coupling at the site with the most precipitation and lowest VPD (K34), and omega increases 
(indicating less coupling) at all sites during the wet season when there are higher levels of 
precipitation and soil moisture. This indicates that in the wettest environments, the reduction in 
canopy conductance would have a smaller effect on reducing transpiration.  
These results support the positive sensitivity of GPP to VPD in the wet tropics of South 
America seen in the remote sensing ANN results. This could be due to transpiration becoming 
decoupled to canopy conductance (higher omega factor), and increasing during periods of high 
VPD to cool leaves when they are above Topt for increased GPP efficiency.  Additionally, even 
with decreased ecosystem conductance, increases in VPD would still drive GPP due to 
increasing the rate of evaporation from leaf surfaces from morning dew and after rain events in 
the wet season which can slow photosynthesis100,101.  
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While our results show a positive sensitivity to VPD in wet tropical forests, even high 
VPD in the current time for the region is relatively low (Fig. 3.1). Thus, if VPD continues to rise 
in the future with climate change, it is likely that a tipping point could be reached, where the 
cooling effect of transpiration on leaf temperature will no longer be able to restore the canopy to 
within Topt, and the current model results would become more representative of the region. 
Thus, despite the positive sensitivity of photosynthesis to atmospheric dryness in the Amazon 
rainforest at the current time, we stress that it should still be a global priority to reduce carbon 






To group the tropical regions of South and Central America into areas that share similar 
environmental characteristics to be analyzed independently, a k-means clustering analysis is 
used. We use ten years of input data (2007-2016) including precipitation from the Global 
Precipitation Climatology Project (GPCP)34, PAR from Clouds and the Earth’s Radiant Energy 
System (CERES)35, temperature from ERA-Interim36, VPD calculated from AIRS relative 
humidity and temperature113, and SIF from the Global Ozone Monitoring Experiment-2 (GOME-
2) processed by NASA33. All data are brought from their native resolution to a 1-degree by 1-
degree resolution prior to the analysis, and a monthly temporal resolution. The SIF data is 
averaged with the eight adjacent pixels surrounding the pixel of interest to smooth the dataset 
which is inherently noisy.  
For each pixel location, two inputs are used per each of the five datasets (10 predictors 
total): 1) the temporal mean minus the spatial mean, divided by the temporal standard deviation, 
and 2) the temporal standard deviation minus the spatial mean of the temporal standard 
deviations, divided by the standard deviation of the temporal standard deviations. In this way the 
mean value of each dataset is represented (both temporally and spatially) as well as its 
variability. The number of clusters is chosen based on a silhouette analysis123.  
Artificial Neural Networks 
Within each cluster per continent, ANNs are used to disentangle the effects of 
environmental variables on the smoothed SIF and to account for nonlinearities. ANNs are chosen 
for this application because they have nonlinear activation functions which can effectively 
77 
 
predict nonlinear effects as are present in the environmental system data. Additionally, ANN’s 
have the ability to separate the impacts of correlated environmental drivers within the structure 
of its hidden layers.  
Each ANN uses precipitation (GPCP)34, PAR (CERES)35, VPD (calculated from 
AIRS)113, canopy height (developed by Marc Simard)112, and average FPAR (developed by Yao 
Zhang)124 per pixel as predictor data, and uses SIF33 as a response variable. The years 2007-2016 
are used. Since we are interested in the effects of soil moisture, but are limited by the depth of 
measurement of observations, precipitation data at different monthly lags is used instead. As 
additional predictor variables precipitation data 2 and 4 months ahead of the other datasets are 
used to incorporate memory in the system of earlier rainfall. We choose 2- and 4- month lags 
based on Humphrey et al.116 where it is established that GRACE has the highest correlation with 
precipitation data in the tropics of 1-4 months. Adding the lagged precipitation data improved 
model performance demonstrated by increases in r-values.  
Based on the tradeoff between model performance and over-fitting, the models are 
initialized with 5 nodes and 3 hidden layers. Analyses are also performed with the addition of 
temperature as a predictor variable, but r-values do not improve and so it is excluded. As an 
additional check, analyses are also performed using temperature instead of VPD, but this 
degrades model performance throughout the study area, reducing r-values by an average value of 
0.1, showing that the sensitivity to VPD is not simply showing the response of vegetation to 
temperature, but that it instead provides additional predictive power. Each input variable is 
normalized by both its mean and standard deviation prior to running the ANN’s. ANN’s are run 
ten times, and the median of these are used for the results. Performance is verified with r-value 




A sensitivity analysis is used to understand the contribution of each predictor variable to 
the SIF signal. Using the trained ANN for each cluster per continent, one of the predictor 
variables is perturbed by one standard deviation (a value of 1 due to the initial data 
normalization), and SIF is predicted again using the existing ANN with the predictors including 
the perturbed variable; this process is repeated for each predictor variable. The predicted SIF 
with the perturbation can then be compared to the SIF with the unperturbed model and 
observations to determine the sensitivity values. A sample equation showing the calculation of 
the percent of variability in SIF that is explained by precipitation is shown (Equation 3.1).  
100 ×




Since each of the trial ANNs will provide slightly different results, this analysis is 
performed for each trial, and median values are displayed and analyzed in this study to increase 
the robustness of the results (Figs 3.1, 3.2 and 3.3).  Stippling in these figures for the 
observational results represent regions that have a median r-value >0.6.  
CMIP5 analysis 
Following the observational analysis, a similar analysis is carried out for a suite of CMIP5 
models (bcc-csm1-1, CanESM2, CCSM4, CESM1-BGC, GFDL-ESM2M, inmcm4, IPSL-
CM5A-LR, MIROC-ESM, MRI-ESM1 and NorESM1-M) with GPP in place of SIF, LAI in 
place of FPAR, incoming short-wave radiation in place of PAR, precipitation, and calculated 
VPD (from temperature and relative humidity) for the last thirty years of the CMIP5 historical 
run (1976-2005). Similar to the observational analysis, for each model a k-means clustering 
analysis is first performed, before creating ANN’s for each cluster per continent with predictor 
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variables normalized by their means and standard deviations. Sensitivity analyses are also 
performed where each predictor variable is perturbed by 1 standard deviation (a value of 1). 
Unlike the observational analysis, only 1 set of ANN’s are used for each model and instead the 
median of the 10 model results is compared with the observational data results (Figs 3.2 and 3.3). 
Stippling in these figures represent regions where at least 6 of the 10 models agree on the sign of 
the sensitivity as depicted in the figures.  
Flux Tower analysis 
Flux tower data from four tropical forest sites in Brazil are used to confirm the sensitivity 
of GPP to VPD that is seen in the rainforest in the observational results (Figs 3.1-3.3). Using 
daily data between 2002 and 2006, canopy conductance is obtained by inverting the Penman-
















where 𝐿𝐸 is the latent heat flux, Δ is the saturated vapor pressure as a function of temperature, γ 
is the psychometric constant, 𝑅  is net radiation, 𝐺 is the ground heat flux, ρ is the density of the 
moist air, 𝐿  is the latent heat of vaporization, 𝑟  is the aerodynamic resistance to evaporation 
due to turbulent transport, 𝛿𝑞 is the specific humidity deficit, and 𝑟  is the canopy resistance. The 
resistance to evaporation due to turbulent transport, 𝑟 , is calculated following the convention of 
Novick, et al.125, using available wind speed data and measurement height. 
To obtain an estimate of the VPD at the leaf surface, equation 3.3 is used, utilizing 𝑟  










To assess the coupling between canopy conductance and evapotranspiration, a decoupling 



















Figure 3.1 VPD precipitation thresholds 
Sensitivity of SIF to monthly (a-b) precipitation and (c-d) VPD. The colorbar in b shows positive 
sensitivity as blue, while (d) shows positive sensitivity as red. (e-f) show the main vegetation 
type for each 0.5º grid cell based on MODIS. The black lines in a and c separate the positive and 
negative sensitivities of SIF, while dashed lines show the margins of a classification based on 
two support vector machines. The histograms on the top and right of a, c and e show the 
distribution of mean precipitation and VPD, with bar colors in a and c representing the 
corresponding positive or negative sensitivity based on the colorbars in b and d, while bar colors 






Figure 3.2 Dry season SIF/GPP sensitivity  
(a-b) SIF/GPP sensitivity to precipitation, (c-d) SIF/GPP sensitivity to VPD, (e-f) SIF/GPP 
sensitivity to PAR. (a,c,e) are remote sensing results where stippling represents regions where r-
values are greater than 0.6, (b,d,f) are the median of 10 ESMs where stippling represents where 
at least 6 of the models agree on the sign depicted in the figure. (a,b) Colorbars show positive 
sensitivity as blue, while (c-f) show positive sensitivity as red. Labels on (c) show the location of 
flux towers used in the analysis. The dry season is defined based on the climatology of 






Figure 3.3 Wet season SIF/GPP sensitivity  
(a-b) SIF/GPP sensitivity to precipitation, (c-d) SIF/GPP sensitivity to VPD, (e-f) SIF/GPP 
sensitivity to PAR. (a,c,e) are remote sensing results where stippling represents regions where r-
values are greater than 0.6, (b,d,f) are the median of 10 ESMs where stippling represents where 
at least 6 of the models agree on the sign depicted in the figure. (a,b) Colorbars show positive 
sensitivity as blue, while (c-f) show positive sensitivity as red. Labels on (c) show the location of 
flux towers used in the analysis. The wet season is defined based on the climatology of 






Figure 3.4 Flux tower VPD plots 
For the 4 flux tower sites: (a) are subplots of GPP vs. the VPD at the leaf surface, (b) are 
subplots of GPP divided by incoming short wave radiation vs. the VPD at the leaf surface, (c) are 
subplots of conductance vs. VPD at the leaf surface, (d) are subplots of GPP divided by 
evapotranspiration vs. VPD at the leaf surface, and (e) are subplots of the decoupling factor 
omega. In a-d blue pixels represent wet season data, defined by the months December-May, 
while dry season pixels are red, and defined by the months June-November. Trend lines are 
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drawn based on a power function. In e, the red line represents the median value, the blue box 






Supplementary Figure 3.1 Clusters 
The clusters used with the ANNs generated via a k-means clustering analysis. Despite 
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It is crucial to reduce uncertainty in the representation of the land surface and its 
interactions with the carbon and water cycles to improve the accuracy of climate projections. 
This thesis presents three studies that are aimed at improving the representation and monitoring 
of the land surface and its interaction with the atmosphere; each study focuses on model 
processes that are contributing to biases and inaccuracies in our carbon, climate and weather 
projections, and uses both model and observational data at various spatial scales to understand 
how these inaccuracies are affecting our projections and how we can improve their 
representation. Each study emphasizes how accurate representation of these processes can 
improve our understanding of both the global carbon and water cycles and the feedbacks 
between the land surface and the atmosphere.  
Chapter 1 focuses on global biosphere-atmosphere feedbacks, showing that these 
feedbacks explain up to 30% of variability in climate and weather patterns in certain regions, and 
that models are underestimating their strength. Especially in these regions with high rates of 
biosphere-atmosphere feedbacks, misrepresentation of these feedbacks in models will largely 
reduce the accuracy of weather and climate projections. The study emphasizes the need for 
improved vegetation characterization, especially water stress, in models for improved forecasts.  
 Chapter 2 focuses on how changes in soil moisture greatly reduce the ability of the land 
surface to take in carbon, with the potential to accelerate the atmospheric CO2 growth rate. This 
study emphasizes the importance of accurate model representation of processes related to soil 
moisture and plant water stress to accurately estimate the land carbon sink and make accurate 
projections of future climate.  
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Chapter 3 focuses on improving our understanding of plant response to atmospheric aridity 
in the tropics (the largest land carbon sink) by disentangling the effects of atmospheric dryness 
and soil moisture on plant photosynthesis. The study finds that atmospheric dryness drives 
photosynthesis in some of the wettest regions of the tropics, while models show that atmospheric 
dryness is reducing it. The results of this study highlight the importance of reframing how we 
think about ecosystem conductance regulation and photosynthesis in response to water stress to 
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