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isdaeaed Nom-ge -E Figure 1 : In asynchronous networks, a packet is inserted only if there is enough time before the receipt of another message (case (a)), otherwise it waits in the FIFO input queue (case (b)).
If the network is synchronous, one can insert a new packet in the network if one of the four input ports is empty. Indeed, four simultaneous inputs can always be routed. In asynchronous network, the problem is a bit more tricky since there is no condition on the time interval during which an input port will be empty. A possible solution [5] is to check "in advance" on each optic fiber to figure out whether or not a message can be inserted (see Figure 1 ). This can be done by adding a fiber loop to each input channel in order to delay the arrival of packets. This is possible as soon as packets are of bounded length.
We have fixed the size of the mesh at 12 x 12, with input queue of size 100 requests at each node. The bandwidth of the links is supposed to be 10Gb/s, and each link is supposed to have a length of 2km. A packet is supposed to be a maximum size 1I<o, that is lps, that is also 200m.
The traffic demand is simulated by a Poisson law for the uniform traffic, and by a two-state Markov chain for the sporadic traffic. We have fixed the parameters of the two-state Markov chain so that, we entering the bursty mode, the input queue will be filled up with 25 packets in the average, that is with 25% of the size of the queue. One can see on Figure 2 that Poisson and sporadic traffics are indeed very different.
Asynchronous networks support packets of different lengths. We have considered that the length L of packets follows a bimodal law polarized at (1) the length of the acknowledgment packets, and (2) the length of the slot. Indeed, every message is decomposed in packets by the network-application interface. Most packets are therefore of length the length of the slot. However, few packets are smaller, in particular the packets corresponding to the remaining part of messages that are not of length multiple of the length of the slot. We 
Experimental measures
All measurements are performed at the steady state, on a single run of lo6 slots (in general, the steady state is reached after at most lo4 slots. We have measured the throughput of the network as a function of the input demand. More precisely, we have counted the number of packets which arrive at destination at each slot in average, divided by the number of nodes (that is 144). This number is in [0,1] for synchronous networks. The input demand is the average number of packets each node sends at each step. Note that since input queues are of bounded size, packets can be lost when the network approaches the saturation. The number of lost packets is inversely proportional to the throughput. We have also considered the link occupation in the network.
We have also considered local measurements. More precisely, we have created a specific traffic, called spy trafic, between two given nodes. In our experiments, node (2,2) sends packets to node (9, 9) according to a Poisson law of mean 0.01 (i.e., at a low rate). We have reported the average of the number of times spy packets are deflected. We have also measured the average of the number of packets in the queue of node (2,2) when a spy packet enters the queue, and the average of the number of simulation ticks (100ns) a spy packet has to wait in the queue of node (2,2) before being sent to the network.
Global measurements
The two first subsections deal with synchronous networks, whereas the last subsection deals with asynchronous networks. Subsection 3.2.1 presents two intermediate models, somewhat in between synchronous Thus, as observed before in [6] , asequential rather than simultaneous treatment of t h e packets does not allow to reduce locally the number: of deflections, and the throughput decreases.
Concernkg asynchronous routing with fixed size packets, one can check on Figure 6 that the network saturates when the bandwidth is not totally used. Actually, the bandwidth cannot be totally used in average in an asynchronous mode. A simultaneous ob- However, our approach and our conclusion differ in many aspects. In particular, we noticed an important degradation of the throughput of unslotted deflection networks, but we did not observe a situation where severe congestion occurs. We think, although we were not able t o prove this fact, that the choices of the two parameters length of the links, and packet size induce resonance phenomenons, and livelocks.
Asynchronous routing
This section focuses on a totally asynchronous routing, that is with packets of arbitrary size. Compared to Figure 6 , Figure 7 shows that allowing packets of different size improve the performances. This is straightforward because, for a same number of packets, the asynchronous mode requires much less bandwidth than the synchronous mode (smaller average size packet). Note that this phenomenon cannot be caused by a different occupation of the queues. Indeed, we have fixed the maximum number of packets allowed in a queue, and not the maximum capacity of a queue. Therefore it is an intrinsic property of asynchronous routing.
Local measurements
We have measured the latency (message delay) of the spy traffic. We have also considered the behavior of the queue of the source of this spy traffic. There are seven different distributions that will be all presented in each of the forthcoming figures. There is one distribution for each value of offered load: 0.05, 0.10, the internal beh The behavior of the queues under a sporadic traffic is completely different when the network is saturated (see Figure 12(b) ). Indeed, the repartition of the number of packets in the queue is almost arbitrary. This is induced by the large standard deviation of a sporadic traffic. This is not in contradiction with the fact that, when the network get saturated, both Poisson and sporadic traffics lost about the same number of packets. Indeed, remember that the spy traffic is Poisson and is therefore distinct from the general traffic law. Thus a large number of spy messages find the queue filled up by an arbitrary large number of packets even when the network is far to be saturated. Figure 13 (b) shows the waiting time in a queue un-der a Poisson traffic for asynchronous routing. We point out one major difference between this figure and Figure 13 (a). For the maximum load, the waiting time in the asynchronous mode is about three time the waiting time in the synchronous mode. Acknowledgments. Both authors are thankful to Fabrice ClCrot for many helpful comments on many aspects of our research on all-optical networks. 
