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Abstract
The problem of graphs admitting identifying codes is a recent topic. In this paper, we solve a question
concerning the existence of `-regular graphs admitting (1,≤`)-identifying code. Moreover, our girth
approach gives some improvements on the number of vertices of graphs which admit identifying codes.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Let G = (V, E) be an undirected and connected graph. Denote by d(u, v) the (graphic)
distance between the vertices u and v, that is, the number of edges in any shortest path between
u and v. The ball of radius one centered at v is denoted by B(v) = {u ∈ V | d(u, v) ≤ 1}. The
degree of v equals |B(v)| − 1. A graph is k-regular if |B(v)| = k + 1 for all the vertices v ∈ V .
A girth g = g(G) of a graph G is the length of a shortest cycle in the graph. A (k, g)-graph is a
k-regular graph with girth at least g. A (k, g)-graph with the smallest possible number of vertices
is called a (k, g)-cage.
Let C be a nonempty subset of V . For X ⊆ V , we write
I (X) = I (C; X) :=
⋃
x∈X
B(x) ∩ C.
If the sets I (C; X) are distinct for all X ⊆ V where |X | ≤ `, then we say that C is a (1,≤`)-
identifying code (in G).
Identifying codes were introduced in 1998 by Karpovsky, Chakrabarty and Levitin [5].
The original motivation for identifying codes comes from finding faulty processors in a
multiprocessor systems (another application is sensor networks [8]). The system is modelled as a
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graph; the vertices correspond to processors and edges to the communication links between them.
Assume that at most ` processors are malfunctioning and we seek to locate them by the following
test. We select some processors (these processors form the code C) and each of the processors
of C performs the following task. The processor checks itself and its neighbourhood. If it detects
that something is wrong it sends 1 to a central controller and if everything is fine, it sends 0.
So, the processor transmits one bit of information (not telling which of the processors within
distance one are malfunctioning). If the code C is (1,≤`)-identifying, then the sets I (C; X) –
the set of processors sending 1 – are distinct and we can deduce X (the set of faulty processors
in V ) provided that |X |≤`.
The modelled graphs include, for instance, square and triangular grids, and binary hypercubes,
see [8]. We say that a graph G = (V, E) admits a (1,≤`)-identifying code if there is a (1,≤`)-
identifying code C ⊆ V in G. Not all graphs admit identifying codes (see [3] or the remark on
1-regular graphs in the beginning of Section 2). It is easy to check that if G admits a (1,≤`)-
identifying code, then also C = V is (1,≤`)-identifying. Therefore, a graph admits a (1,≤`)-
identifying code if and only if the sets I (V ; X) = ∪x∈X B(x) =: B(X) are distinct for all X ⊆ V
with |X |≤`.
It is natural to find out what kind of graphs admit an identifying code and to construct such
graphs with a small number of vertices. Interesting results on graphs admitting identifying codes
are given, for example, in [3] and [4]. In particular, the following two theorems are given in [3].
Theorem 1 ([3]). For all ` ≥ 1, there exists a graph admitting a (1,≤`)-identifying code with
minimum degree equal to `.
In the view of this result, they ask in [3] whether there exist `-regular graphs admitting
(1,≤`)-identifying codes. In this paper, we answer this question in the positive — see
Corollary 1(i) and (ii).
Notice that by [7, Theorem 8] a graph admitting a (1,≤`)-identifying code has minimum
degree at least `.
Theorem 2 ([3]). If ` is a prime power, then there exists an (` + 1)-regular graph G on
2(`2 + `+ 1) vertices admitting a (1,≤`)-identifying code.
It follows from our method, that we get (`+ 1)-regular graphs admitting (1,≤`)-identifying
codes with smaller number of vertices than in Theorem 2. Theorem 2 also follows easily from
our results.
In addition to constructing `-regular graphs admitting (1,≤`)-identifying codes, we give
in Theorem 3 a general property for `-regular graphs which guarantees that a graph admits a
(1,≤`)-identifying code.
2. A link to cages
In our approach, the key observation is to utilize the girth of a graph and then use suitable
cages. Obviously, a 1-regular graph cannot admit a (1,≤1)-identifying code (the balls centered
at the endpoints of a disconnected edge coincide). Thus we consider ` ≥ 2.
Theorem 3. Let ` ≥ 2.
(i) If an `-regular graph G has girth g ≥ 7, then it admits a (1,≤`)-identifying code.
(ii) If an (`+ 1)-regular graph G has girth g ≥ 5, then it admits a (1,≤`)-identifying code.
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Proof. (i) Let ` ≥ 2 and G be an `-regular graph with g ≥ 7. To show that G admits a (1,≤`)-
identifying code, one must check that for any X ⊆ V and Γ ⊆ V , which are distinct and of size
at most ` each, we have
B(X) 6= B(Γ ).
Since X 6= Γ , we can assume that there exists x ∈ X\Γ . Denote B(x)\{x} = {v1, v2, . . . , v`}.
If vi 6∈ B(Γ ) for some i = 1, 2, . . . , `, we are done, so assume that all vi ’s belong to B(Γ ). This
is possible if and only if there exists an element of Γ in B(vi ) \ {x} for all i = 1, 2, . . . , `. The
sets
B(vi ) \ {x} and B(v j ) \ {x} (1)
do not intersect for any i 6= j . Indeed, if u would be in the intersection, then the cycle
x ∼ vi ∼ u ∼ v j ∼ x (here a ∼ b means that the vertices a and b are adjacent) of length
four (if u = vi or u = v j , the length will be only three) would contradict the girth. Thus we
have one element of Γ in each B(vi ) \ {x}, say γi , and consequently |Γ | = `. If vi = γi , then
all the vertices at distance two from x in B(vi ) belong to B(Γ ). If vi 6= γi , then γi (and vi ) of
the vertices in B(vi ) are in B(Γ ). Consequently, there is at least one vertex in B(vi ), say ci , for
all i = 1, 2, . . . , `, which is in B(Γ ) and at distance two from x . If at least one of ci ’s is not in
B(X) then we are done because ci ∈ B(Γ ).
Therefore, assume that all of them are in B(X). In order that to happen, we must have an
element of X \ {x} within distance one from ci for all i’s. Let us show that there does not exist
y ∈ X \ {x} such that it is within distance one from two of them, say from ci and c j where
i 6= j . If y equals ci , then it cannot be in B(c j ), because otherwise there would be a cycle
y ∼ c j ∼ v j ∼ x ∼ vi ∼ y of length five, but g ≥ 7. The case y = vi is impossible, because
we know from above that the sets (1) do not intersect. Finally, it suffices to check the case where
y is at distance one from ci (but y 6= vi ) and see if it can be (exactly) at distance one from c j
(y 6= v j ). This is not possible, since it would lead to a cycle y ∼ c j ∼ v j ∼ x ∼ vi ∼ ci ∼ y of
length six when the girth is at least seven.
Consequently, each element in X \ {x} can be within distance one from at most one ci , but
there are ` different ci ’s and only ` − 1 such possible elements of X \ {x}. This implies that
B(X) 6= B(Γ ) and the proof of part (i) is complete.
(ii) Let G be an (` + 1)-regular (` ≥ 2) graph with g ≥ 5. As above in (i), to show that
B(X) 6= B(Γ ) we choose x ∈ X \Γ . Now let B(x) = {v1, v2, . . . , v`, v`+1}. Again it suffices to
check the case where vi ’s belong to B(Γ ) and this happens provided that there exist an element
of Γ in B(vi ) \ {x} for all i = 1, 2, . . . , ` + 1. With the girth at least five the sets of (1) do not
intersect for i 6= j . Consequently, there are ` + 1 disjoint sets, which should each contain an
element of Γ but |Γ |≤`. This implies B(X) 6= B(Γ ). 
As we see in (i), any (`, g)-graph with g ≥ 7 admits a (1,≤`)-identifying code (we took the
advantage of ‘locally tree-like’ structure of a graph with large girth). Because we would like to
have as few vertices as possible, we prefer (`, g)-cages. Cages constitute a rich and well-studied
topic [12,1,6,10] and we will here make use of them.
Corollary 1. (i) For all ` > 1 there exists an `-regular graph admitting a (1,≤`)-identifying
code.
(ii) If `− 1 is a prime power, then there exists an `-regular graph G on 2`3− 4`2+ 4` vertices
admitting a (1,≤`)-identifying code.
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Fig. 1. A (3, 6)-graph with 16 vertices admitting a (1,≤3)-identifying code.
(iii) There exists an `-regular graph admitting a (1,≤`)-identifying code with order 7, 24,
67, 152 and 294 for ` = 2, 3, 4, 5, 6, respectively.
(iv) There exists an (` + 1)-regular graph admitting a (1,≤`)-identifying code with
order 10, 19, 30, 40 and 50 when ` = 2, 3, 4, 5, 6, respectively. Moreover, when ` is even,
there exists such an (`+ 1)-regular graph with at most 2`2 + ` vertices.
Proof. According to Theorem 3 we just need to find suitable (k, g)-graphs.
(i) If ` = 2, then trivially the cycle of length seven gives the graph. By [9], there exists a
(3, 7)-cage with 24 vertices and, by Sauer (see Wong [12]), there is an (`, 7)-graph with at most
2(`− 1)5 vertices for all ` ≥ 4.
(ii) According to Singleton [11] and Benson [2] there exist (`, 8)-cages when `− 1 is a prime
power with 2`3 − 4`2 + 4` vertices (obtained from generalized quadrangles).
(iii) The cases ` = 2, 3 are already mentioned in (i), for the others see [10].
(iv) The (` + 1, 5)-graphs are [12] the Petersen graph for ` = 2, the Robertson graph for
` = 3, the Wegner–Robertson graph when ` = 4, the O’Keefe–Wong graph when ` = 5 and the
Hoffman–Singleton graph for ` = 6. The last claim follows from the existence of (k, 5)-graphs
with 2k2 − 3k + 1 vertices when the degree is odd. This result is due to Parsons, see [12]. 
The graphs in (i)–(iii) (which are simple, undirected and connected) are degree-wise optimal
due to Theorem 8 in [7]. Notice that the numbers of vertices in (iv) improve on the corresponding
ones in Theorem 2. We remark that also Theorem 2 follows from Theorem 3(ii) just noticing that
there are (`+ 1, 6)-cages with 2(`2 + `+ 1) vertices.
It is not hard to show that (`, 6)-cages (`− 1 a prime power) do not admit (1,≤`)-identifying
codes. However, this does not mean that, for regular graphs, the reverse of the first part (i) of
Theorem 3 is valid; an `-regular graph admitting a (1,≤`)-identifying code does not have to
have girth at least seven.
Proposition 1. There exists a (3, 6)-graph in Fig. 1 with 16 vertices admitting a (1,≤3)-
identifying code.
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