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Вступ 
Розробка математичних моделей процесів 
поширення шкідливих домішок в атмосфері є 
необхідним етапом математичної формалізації 
для опису фізичних процесів забруднення нав-
колишнього середовища. При моделюванні цих 
процесів дослідники досить часто використо-
вують спрощені моделі, нехтуючи другорядни-
ми фізико-хімічними властивостями процесів 
атмосферної дифузії і переносу домішок. Проте 
у зв’язку з необхідністю розгляду великих роз-
мірностей просторово-часових координат, а та-
кож забезпечення високої точності моделю-
вання навіть спрощені моделі при їх обчислю-
вальній реалізації вимагають великої кількості 
обчислювальних ресурсів. За цих умов моделю-
вання процесів поширення шкідливих домішок 
в атмосфері можна віднести до класу задач 
трансобчислювальної складності. 
Розв’язання задач моделювання процесів 
поширення шкідливих домішок в атмосфері із 
врахуванням їх трансобчислювальної складнос-
ті є актуальним завданням. Його розв’язанню 
було присвячено багато публікацій. Зокрема, у 
працях [1, 2] запропоновано вирішення даної 
проблеми декомпозицією вихідної тривимірної 
просторової задачі покоординатно з подальшим 
агрегуванням отриманих результатів на заключ-
ній фазі. У монографіях і статтях [3, 4] дослід-
жуються питання підвищення обчислювальної 
ефективності задач, які розглядаються, за раху-
нок удосконалення методів розв’язання систем 
лінійних рівнянь великої розмірності. Найефек-
тивнішим підходом для розв’язання задач мо-
делювання складних процесів поширення шкід-
ливих домішок в атмосфері є метод кластерінгу 
[5, 6]. Він полягає в розпаралелюванні обчис-
лень і розв’язанні задачі з використанням бага-
топроцесорних кластерних систем. 
Постановка задачі 
Перспективним напрямком наукової і прак-
тичної діяльності є подолання названої вище  
обчислювальної складності задачі моделювання 
процесів атмосферної дифузії. З урахуванням 
ефективності використання багатопроцесорних 
кластерних систем для вирішення даної проб-
леми, стаття присвячується розв’язанню задачі 
підвищення обчислювальної ефективності мо-
делювання процесів атмосферної дифузії. 
Математична модель процесів поширення 
шкідливих домішок в атмосфері 
Розглянемо математичну модель процесів 
поширення шкідливих домішок в атмосфері. 
Нехай ( , )u t z  — концентрація шкідливої доміш-
ки в атмосфері, що визначена на обмеженій  
відкритій множині Ω  простору 2R  з гладкою 
границею Γ  та інтервалі часу (0, )kt  для kt < ∞ , 
(0, )kQ t= Ω× , (0, )kt= Γ ×∑ , і яка є розв’язком 
рівняння атмосферної дифузії шкідливих до-
мішок в атмосфері 
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0(0, )u z u= , 
де ( )k z  — коефіцієнт турбулентної дифузії; 
1 2( , )z z z= ; ( )ic z  для 1,2i =  — параметри вітру 
відповідно по осях 1z , 2z ; ( )d z  — коефіцієнт 
поглинання домішки; 
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f t z q t z z
=
= δ −∑ ; 
( )jq t  — функція джерел, що діє в підобластях 
jΩ ∈Ω , 1, ,j K= K ; K  — число точок прикла-
дання зовнішніх дій; ( )jz zδ −  — характерис-
тична функція.  
З метою обчислювальної реалізації подамо 
модельне рівняння (1) в скінченновимірному 
просторі та дискретизуємо осі часової t  і прос-
торових 1z  і 2z  координат. Позначивши кроки 
дискретизації ,tΔ  1zΔ , 2zΔ , матимемо ,t m t= Δ  
1 1,z n z= Δ  2 2z p z= Δ , 0,1, , ,m M= K  1, , ,n N= K  
1, , .p P= K  Функції, які залежать від дискрет-
них аргументів 1,n zΔ  2p zΔ , запишемо з вико-
ристанням нижніх індексів: 1 2 ,( , ) ,n pk n z p z kΔ Δ =  
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а ті, що залежать від часу, — за допомогою верх-
нього індексу: 1 2 ,( , , )
m
n pu m t n z p z uΔ Δ Δ = . 
Застосувавши схему Кранка—Ніколсона, 
одержимо [3] 
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n pk  — коефіцієнт дифузії в точці ( , )n p  просто-
ру в момент часу ;m  ,
m
n pD  — коефіцієнт диси-
пації в точці ( , )n p . 
Дискретне рівняння (2) є дискретною ма-
тематичною моделлю процесу атмосферної ди-
фузії. 
З метою зручності подальшого розв’язання 
співвідношення (2) запишемо його в матрич-
ному вигляді 
 1 ,mAu B+ =  (3) 
 0 0|
m
mu u= = , 
де A  — матриця коефіцієнтів розмірності 
( 1)( 1) ( 1)( 1)N P N P+ + × + + ; 1mu +  — розв’язок 
рівняння — вектор-стовпець розмірності 1×  
( 1)( 1)N P× + + . 
Відмінною рисою одержаної дискретної 
моделі є велика кількість вузлів, що, власне, 
характерно для всіх дискретних аналогів мате-
матичної фізики. Тому розв’язання даного дис-
кретного рівняння пов’язане з обчислюваль-
ними складнощами, адже необхідно розв’язати 
систему лінійних рівнянь великої розмірності. 
Тож вирішення названої проблеми пропону-
ється за рахунок застосування схеми упорядку-
вання Д4 [7], яка є схемою переупорядкування 
координат вектора невідомих, що дає можли-
вість зменшити ширину стрічки в матриці. У 
цьому методі використовується спеціальний 
порядок упорядкування вузлів дискретизації, 
який веде до перетворення матричної моделі в 
блочну форму. Блочну систему лінійних рів-
нянь можна спростити, після чого вона розв’я-
зується незалежно для нижньої і верхньої час-
тин. Даний факт зумовлює значну ефектив-
ність методу. Отже, упорядкувавши дискретну 
модель (3) за схемою Д4, одержимо матричне 
рівняння блочної форми: 
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M
.        (4) 
Як легко бачити, вектор розв’язку U  по-
дано у вигляді двох підвекторів 1U  і 2U . На 
наступному кроці виключимо змінні з лівої 
нижньої частини рівняння (4), після чого воно 
набуде вигляду 
11 12 1 1
22 2 20





K M K K K
M
. 
Далі розв’яжемо систему лінійних рівнянь 
22 2 2A U B′ ′= , 
з якої знайдемо підвектор 2U . 
На останньому етапі розв’яжемо матричне 
рівняння 
1 1
1 11 1 11 12 2U A B A A U
− −= − , 
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внаслідок чого отримаємо шуканий розв’язок 
1 2[ , ]
TU U U= . 
Враховуючи високу обчислювальну склад-
ність одержаного матричного рівняння, вико-
ристаємо технологію паралельних обчислень 
систем лінійних рівнянь високої розмірності із 
застосуванням високопродуктивної обчислюваль-
ної системи Центру суперкомп’ютерних обчис-
лень НТУУ “КПІ”. 
Результати моделювання 
Проведемо обчислювальний експеримент 
з моделювання процесів поширення шкідливої 
домішки окису вуглецю СО в атмосфері на 
прикладі м. Києва. Задача розв’язується на 
двовимірній площині 32 32Ω = ×  км з кроком 
дискретизації 1 2 0,4z z zΔ = Δ = Δ =  км. Як джере-
ло забруднення розглядаються чотири потужні 
джерела забруднення, якими є ТЕЦ-2, ТЕЦ-3, 
ТЕЦ-4, ТЕЦ-5, розташовані відповідно в По-
дільскому, Шевченківському, Дніпровському та 
Голосіївському районах. Інші вихідні дані на-
ведено в таблиці. 
Модель поширення шкідливих домішок в 
атмосфері було програмно реалізовано на мо-
вах C++ і Fortran з використанням бібліотек 
OpenMPI на кластері Центру суперкомп’ютер-








Кількість джерел забруднення K  — 4 
Розміри просторової площини Ω  км× км 32× 32 
Крок дискретизації по просторових координатах zΔ  кілометр 0,4 
Розміри сітки по просторових координатах ;P N  — 80; 80 
Період дослідження процесу T  години 6 
Крок дискретизації по часовій змінній координаті tΔ  години 1 
Інтенсивність джерела ( )q t  г/с 1 
Коефіцієнт дифузії ( )k z  м2/с 50 
Швидкість вітру v  м/с 1 

























Розрахунок ліній рівного рівня концентрації забруднення території м. Києва 
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них обчислень НТУУ “КПІ”. Моделювання 
проводилось протягом шести годин з кроком 
часу 1tΔ =  год. Розрахунок ліній рівного рівня 
концентрації забруднення СО на останній го-
дині розвитку процесу наведено на рисунку. 
Паралельна реалізація моделі на кластері 
Центру суперкомп’ютерних обчислень викори-
стовує OpenMPI 1.3.3, GCC 4.1. На момент до-
сліджень було доступно 112 вузлів кластера, 
Intel Xeon E5440 і 5160, загалом 624 ядра. 
Грід-додаток моделювання поширення шкід-
ливих домішок в атмосфері в Українському 
академічному грід 
Український академічний грід (УАГ [8]) 
побудовано на ресурсах провідних організацій 
Національної академії наук України та Мініс-
терства освіти і науки України. На момент 
проведення досліджень в системі моніторингу 
УАГ були доступні 22 кластери, загалом 2310 
ядер. 
Паралельну реалізацію моделі адаптовано 
для запуску в УАГ на базі ресурсів віртуальної 
організації (ВО) academia [9]. На момент про-
ведення досліджень ВО academia об’єднувала 
грід-сайти Національного університету “Києво-
Могилянська академія”, НТУУ “КПІ”, Інсти-
туту кібернетики НАН України і НДП “Елект-
ронмаш”. 
Переваги використання УАГ для розгляну-
тої задачі — це надання уніфікованого доступу 
до обчислювальної інфраструктури та можли-
вість використання більшої кількості ядер, ніж 
доступно на окремому кластері, а недоліки — 
більший час запуску порівняно з виконанням 
на локальному кластері. 
Висновки 
Створена програма моделювання атмос-
ферної дифузії і переносу домішок в атмосфе-
рі, орієнтована на паралельні обчислення на 
багатопроцесорних кластерних системах, а та-
кож грід-додаток на базі віртуальної організації 
academia Українського академічного грід дають 
можливість подолати обчислювальну склад-
ність при моделюванні процесів забруднення 
атмосфери. 
Застосований метод кластерінгу для роз-
в’язання задачі поширення шкідливих домішок 
в атмосфері підтвердив високу продуктивність і 
обчислювальну ефективність розроблених ме-
тодів, які програмно реалізовано на базі ресур-
сів кластера Центру суперкомп’ютерних обчис-
лень НТУУ “КПІ” та Українського академічно-
го грід. 
Подальші дослідження буде спрямовано на 
вдосконалення алгоритмів розпаралелювання, 
моделі атмосферної дифузії, запуск грід-додат-
ку в gLite інфраструктурі УАГ, реалізацію пор-
тального інтерфейсу і створення сервісів OGC 
WMS і WCS, надання та візуалізацію геопрос-
торових модельних даних [10], а також до роз-
гляду на подальших етапах задачі ідентифікації 
параметрів при моделюванні процесів поши-
рення шкідливих домішок в атмосфері. 
 
А.Н. Новиков, И.Н. Терещенко, Н.И. Ильин,               
А.В. Семенов 
МОДЕЛИРОВАНИЕ ПРОЦЕCCОВ ЗАГРЯЗНЕ-
НИЯ АТМОСФЕРЫ С ИСПОЛЬЗОВАНИЕМ ПА-
РАЛЛЕЛЬНЫХ ВЫЧИСЛЕНИЙ 
Рассмотрена задача моделирования процессов 
распространения вредных примесей в атмосфе-
ре. Исследованы пути преодоления вычисли-
тельной сложности таких задач, связанных с не-
обходимостью рассмотрения больших размер-
ностей пространственно-временных координат, а 
также обеспечение высокой точности реализа-
ции. Для задачи моделирования процессов атмо-
сферной диффузии был применен метод класте-
ринга и использованы многопроцессорные кла-
стерные системы для реализации метода. 
A.M. Novikov, I.M. Tereshchenko, M.I. Ilin,                       
O.V. Semenov 
ATMOSPHERE POLLUTION PROCESS MODEL-
LING USING PARALLEL COMPUTING METHOD 
This paper considers a modeling problem of harm-
ful impurities spreading. We study the ways of 
overcoming computational complexities addressing 
the need to consider big space-time coordinates. 
Specifically, the clustering method was applied for 
atmospheric diffusion problems, implemented on 
the multiprocessor cluster system. 
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