Lifting wavelet is regarded as the second generation wavelet due to its specific priorities, such as custom-design properties, in-place computation, etc. Lifted Fast Wavelet Transform(LFWT) 
Introduction
Lifting scheme, a custom-design construction of biorthogonal wavelets, proposed by Sweldens [1] is a novel idea for constructing compactly supported wavelet with its corresponding compactly supported duals. Lifting wavelet has been attracting interests of researchers since it emerges because of its own specific priorities, such as flexibilities in customdesign, in-place computation, no translation/dilation, easy realization of integer transform by hardware. In LFWT, two groups of constraints are considered, the biorthogonality relations and various other constraints, such as regularity, vanishing moments, frequency localization and shape. Once the wavelet is defined, a compactly supported biorthogonal dual wavelet and scaling function immediately follow from the lifting scheme. Vice versa, once the scaling function is decided, its corresponding dual scaling function and wavelet can also be obtained. Moreover no translation and dilation concepts are involved in the lifting scheme.
The classical FWT recursively divides the low frequency part into 2 parts, low and high frequency parts, on the theories of Multi-Resolution Analysis and two Scaling Equations. LFWT also divides the signal into low and high frequency parts. Although LFWT looks like FWT, it works on the Theorem of Lifting Scheme that is quite different from the classical FWT [2] . LFWT shares one major drawback with FWT, the sensitivity to the signal shift/translation due to the decimation(down-sampling) structure of wavelet expansion. Non-redundant wavelet transform, like FWT, is always the objective we pursuit due to its low computation cost and memory requirement. However, non-redundant wavelet transform is not capable for fully tolerating the circulant shift of the original signal. In some sense, it can be said that FWT is lack of robustness. Due to the shift-variance property of FWT, various circulant shift of the original signal always results in the different FWT coefficients, and different FWT coefficients always lead to various compression ratio. In theory, it holds that there is one FWT individual among all of circulantly shifted signals performs best under a certain compression cost function.
Redundant strategy is a reasonable way to deal with the problem of shift sensitivity in wavelet transform. Coifman [3] , Liang [4] , Pesquet [5] respectively proposed Redundant FWT to realize the translation invariant wavelet representation, which decomposes the signal at the finest level (the maximal decomposition level). It is ensured that FWT coefficients of any circulantly shifted signal can be obtained from the RFWT tree only by shifting the decomposed coefficients in the sub-spaces.
In this paper, we combine the advantages of lifting scheme and RFWT together, and propose a RLFWT to obtain a good compression performance. In RLFWT, we only compute the output for two shifts, the original signal and its shift-by-one, instead of decomposing all of the circulant shifts. In the bottom-up search procedure, entropy based cost function is adopted to evaluate the compression abilities of sub-spaces. The LFWT decomposition with minimal cost in RLFWT tree is regarded as the optimal LFWT decomposition for signal compression, and the shift step with respect to the original signal can be obtained from the index of bottom subspaces in the optimal decomposition.
Theoretical Background

Fast Wavelet Transform: FWT
The description of FWT can be given as:
Where: x is the original signal and , H and G are low-pass and high-pass filters plus decimation operator(down-sampling), j is the decomposition level. 
Lifted Fast Wavelet Transform: LFWT
The diagram of LFWT is depicted in Figure 1 and For the simplicity, we also introduce two operators G and H to describe two stages mentioned above, such that:
Where:
, G denotes high pass filter { } k g plus down-sampling( 2), and H denotes low pass filter plus down-sampling( 2) and plus lifting operator(s).
For the limitation of space, reconstruction procedure of LFWT (see Figure 2) is not discussed in this paper, for detailed information refer to [1] .
Redundant Fast Wavelet Transform: RFWT
It is known that shift-variance of FWT is caused by the decimation in the decomposition. The common sense for solving the problem of shift-sensitivity of FWT is that decompose the L different shifts of the original signal individually, namely, perform L times classical FWT(L is signal length). In RFWT, we only need to compute the outputs for two shifts, the original signal and its shift-by-one, instead of calculating the output for L different shifts. Each low frequency subspace j m is iteratively divided into two high frequency subspaces( W is kept un-decomposed. This is the reason we regard the above FWT as redundant FWT. Such RFWT was proposed and implemented by Coifman [3] , Liang [4] , Pesquet [5] , respectively. Figure 3 depicts the decomposition diagram of RFWT for 1D signals.
In RFWT, it holds that: 7 (x) can be obtained by from RFWT. In Figure 3 , we note that the cost of RFWT is twice as the classical FWT, and the computation cost of RFWT is JO(L). Where J is the maximal decomposition level, and L is the signal length. 
RLFWT Based Signal Compression
RLFWT
In Figure 3 , if FWT is replaced with LFWT, that is, two operators G and H defined in (1) are changed to those defined in (4). Therefore, we generate the RLFWT, from which the LFWT coefficients for arbitrary shift of the original signal can be obtained.
Entropy Based Optimal Decomposition in RLFWT (1) Entropy based cost function
The entropy of the sequence {x k }, proposed by Coifman and Wickerhauser [6] , is given as:
The entropy is a measure of the concentration of the energy distribution of the sequence {x k }. The smaller E{x k }, the higher compression efficiency of {x k }. It should be stressed that the entropy is an additive cost function. Such property is very important and effective to search the optimal LFWT decomposition in RLFWT for signal compression. (2) Optimal LFWT decomposition in RLFWT Bottom-up search (i.e. width first strategy) is carried out in RLFWT to find the optimal LFWT decomposition whose entropy summation is minimized. The search procedure includes 3 steps (referring to Figure 3 ):
Step Step 2: Iteratively perform the Step 1, terminate the bottom-up search until the root node is reached. Finally, the kept sub-nodes form the optimal LFWT whose entropy summation of sub-nodes is minimized.
Step 3: Use the index of the leaf node on the bottom level in optimal LFWT, and calculate the shift step that performs best compression under entropy cost function among all of the circulantly shifted signals. Arbitrary shifting The shift step can be either an integer or an integer sequence.
Encoding and Decoding Procedures
This paper uses the typical lossless Encoding and Decoding methods, Huffman Encoding and Huffman Decoding, to carry out the compression and decompression for proving the effectiveness of our redundant LFWT method in signal compression. Reconstruct the original signal with remembered the optimal decomposition and
Flowchart of RLFWT Based Compression
The whole method consists of two main procedures, compression and decompression, see Figure 4 . Part1 concerns the compression procedure including RLFWT decomposition, finding of the optimal decomposition, shift step, and signal compression. Part2 is about de-coding and reconstruction procedure.
Simulation results
Simulations of RLFWT based signal compression method are carried out on 3 common used images, Lena, Goldhill, and Barbara. Wavelet 'db4' is used in the lifting scheme, and the classical lossless Huffman Coding Technique is adopted as the compression method. Three methods are performed on such images respectively, direct compression, Discrete Cosine Transform(DCT) plus compression, and Redundant LFWT plus compression. The simulation results represented by entropies and lossless compression ratios on 3 images with 3 various methods are given in Table 1 and Table 2 , respectively. From the experiments, we find that: (1) RLFWT based signal compression method for 2D image is more complicated than 1D signal shown by Figure 3 , because the 2D image is divided into 4 parts in LFWT, approximation, vertical detail, horizontal detail and diagonal detail. (2) Using the same Huffman compression method, RLFWT exercises the best performance with least entropy and largest compression ratio among the 3 methods.
Conclusions
Lifting wavelet has its own specific priorities, such as custom-design, in-place computation. In addition, LFWT decomposes the signal into low frequency and high frequency parts, and the majority energy of the signal always exists in the low frequency part while the noise lies in the high frequency. Thus, LFWT is capable for signal compression. Because LFWT is shift-variant, different circulant shift of the original signal can lead to different compression ratio. Redundant strategy provides us a feasible idea to overcome the problem of shift-variance. This paper combines the advantages of RFWT and LFWT together, proposes the RLFWT to explore all the possible shift of the original signal, and perform the bottom-up search under entropy based cost function to find the optimal LFWT decomposition that possesses the highest compression ratio. Compared with the classical LFWT, RLFWT can make most to explore the compression potential of the original signal by merely doubling the computation cost. To be honest, the compression ratio increase of RLFWT is signal dependant, and the most pessimistic compression result of RLFWT is as same as LFWT.
