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Abstract—Pansharpening is to fuse a multispectral image
(MSI) of low-spatial-resolution (LR) but rich spectral char-
acteristics with a panchromatic image (PAN) of high-spatial-
resolution (HR) but poor spectral characteristics. Traditional
methods usually inject the extracted high-frequency details from
PAN into the up-sampled MSI. Recent deep learning endeavors
are mostly supervised assuming the HR MSI is available, which
is unrealistic especially for satellite images. Nonetheless, these
methods could not fully exploit the rich spectral characteristics
in the MSI. Due to the wide existence of mixed pixels in satellite
images where each pixel tends to cover more than one constituent
material, pansharpening at the subpixel level becomes essential.
In this paper, we propose an unsupervised pansharpening (UP)
method in a deep-learning framework to address the above
challenges based on the self-attention mechanism (SAM), referred
to as UP-SAM. The contribution of this paper is three-fold.
First, the self-attention mechanism is proposed where the spatial
varying detail extraction and injection functions are estimated
according to the attention representations indicating spectral
characteristics of the MSI with sub-pixel accuracy. Second, such
attention representations are derived from mixed pixels with
the proposed stacked attention network powered with a stick-
breaking structure to meet the physical constraints of mixed pixel
formulations. Third, the detail extraction and injection functions
are spatial varying based on the attention representations, which
largely improves the reconstruction accuracy. Extensive experi-
mental results demonstrate that the proposed approach is able
to reconstruct sharper MSI of different types, with more details
and less spectral distortion as compared to the state-of-the-art.
Index Terms—Unsupervised deep learning, Attention Mecha-
nism, Multispectral Image, Pansharpening
I. INTRODUCTION
MUltispectral image (MSI) is one of the most widelyutilized satellite optical image. It usually covers the
electromagnetic spectrum at the visible and near-infrared
wavelengths with up to eight spectral bands. Due to the
rich spectral characteristics, MSI has been deeply involved
in various human activities, including, but not limited to, en-
vironmental change detection [1], agriculture monitoring [2],
[3], weather forecasting [4], and so on. Very often, the
analysis results of these applications rely heavily on both
the spatial and spectral resolution of MSI. However, due to
the physical limitations of satellite optical sensors, the high-
spectral resolution of MSI can only be achieved by sacrificing
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its spatial resolution. On the other hand, satellite sensors are
also able to acquire Panchromatic images (PAN) with high-
spatial resolution although the spectral resolution is poor with
only one spectral band.
The technique of “Pansharpening” overcomes the limi-
tations of both MSI and PAN by fusing the high-spatial
resolution (HR) PAN and low-spatial resolution (LR) MSI (but
with rich spectral characteristics) [5]–[8]. The fused image,
with high resolution in both the spatial and spectral domain,
would largely facilitate more effective problem solving.
Classical pansharpening methods generally include two
sequential steps, i.e., the extraction of high-frequency spa-
tial details from HR PAN and the injection of such details
into the upsampled LR MSI [5]–[7]. According to the way
how spatial details are extracted, classical methods can be
roughly categorized into two groups, namely, the component
substitution (CS) [9]–[14] and the multi-resolution analysis
(MRA) based approaches [15]–[17]. The injection procedure
also varies according to how the injection coefficients are
defined. Global-based methods inject the details in a global
way [11]–[13], [15], [16], i.e., for each band, the injection
coefficient is the same for the entire image. Context-adaptive
based methods, on the other hand, inject the details in a local
manner, i.e., for each band, the coefficients vary according to
the context of the image [7], [18], [19]. Restaino et al. [7]
illustrated that the optimal injection coefficients should be
spatially variant corresponding to the spectral characteristics
of the pixels. They proposed a context-adaptive approach
where the injection coefficients are estimated according to
the image context segmented through a binary partition tree.
However, the potential problem of this method is that the
injection coefficients rely heavily on the context segments
defined according to the raw pixels of LR MSI. Since the
raw pixels of LR MSI are usually mixed, i.e., each pixel
tends to cover more than one constituent material within the
instantaneous field of view of the sensor [20]–[22], the same
segment may cover the pixels possessing different spectral
characteristics.
Recently, deep learning, as the emerging frontier of ma-
chine learning, has been adopted to address the problem of
pansharpening and achieved state-of-the-art performance [23]–
[25]. The major principle of deep-learning based methods is
to learn a mapping function between a pair of LR MSI and
HR PAN images with an HR MSI image in a supervised
fashion. Such mapping function, defined by the weights of
the network, reflects the combined functionality of detail
extraction and detail injection as in traditional approaches. In
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2015, a modified sparse tied-weights denoising autoencoder
was proposed by Huang et al. [26] to enhance the resolution of
MSI. The method assumes that the mapping function between
LR and HR PAN are the same as the one between LR and
HR MSI. Giuseppe et al. proposed a supervised three-layer
SRCNN [27] to learn the mapping function between LR MSI
and HR MSI. Similar to [27], Wei et al. [28] learned the
mapping function with deep residual networks [29]. Yang et
al. [30] preserved the spectral information of the reconstructed
HR MSI by training a mapping function between the high-
frequency information extracted from multi-modalities and
the residual of LR and HR MSI. Scarpa et al. [23] further
improved the quality of pan-sharpened MSI through target-
adaptive tuning phase, which shows better results across
different sensors.
All the above deep-learning based methods are trained in
a supervised fashion, which requires a large dataset, and the
availability of ground truth HR MSI. However, there are three
potential issues preventing the supervised approaches from
being deployed in a real-world scenario: 1) The ground truth
HR MSI is, in general, nonexistent. Thus the supervised ap-
proaches are inherently impractical. 2) The mapping function
may vary from sensor to sensor due to the different proper-
ties/configurations of optical sensing. However, the supervised
learning process only yields a universal network model which
may very well fail when applied to a sensing system the
training set has not seen. 3) The mapping function extracts and
injects details in a global fashion which may not reflect the
distinctive spectral characteristics in a local region. These are
the three main reasons why existing supervised pansharpening
approaches tend to introduce artifacts and blur in the resulting
HR MSI.
In this paper, we propose an unsupervised deep learning ap-
proach for pansharpening to address the above challenges. The
method is motivated based on three major principles, including
the unsupervised principle, the pixel-variant principle, and the
sub-pixel principle. For each LR MSI, the detail extraction and
injection functions should be specifically defined according to
its own characteristics. That is, no training process or training
set is needed. Given a pair of LR MSI and HR PAN as the
input, the network learns the mapping function and outputs
the HR MSI solely based on this pair of inputs, hence the
“unsupervised” principle. In addition, due to the unsupervised
nature of the learning process with very limited inputs, more
details need to be exploited. Compared to context-adaptive
based approaches where mapping functions are defined based
on segments of raw LR MSI, the unsupervised approach esti-
mates the functions based on the spectral characteristics at the
pixel level, hence the “pixel-variant” principle. The raw pixels
of LR MSI are usually mixed. To improve the reconstruction
accuracy and enhance the representative power of the network,
the mapping functions are defined at the sub-pixel level, hence
the “sub-pixel” principle. The enabling technique to these three
principles is the so-called self-attention mechanism, where
the mapping functions learned in the unsupervised way look
beyond what is immediately perceivable at the context level
(i.e., image segment level) and pays special attention to the
spectral characteristics of the pixel itself. We refer to the
proposed method as unsupervised pansharpening with self-
attention mechanism, abbreviated as UP-SAM.
The contribution of this paper is three-fold. First, we pro-
pose a self-attention mechanism where the detail extraction
and injection functions are predicted based on the spectral
characteristics of the pixels themselves. Second, a stacked
self-attention network is proposed, where the attention rep-
resentation layer is based on the stick-breaking structure
that naturally identifies the spectral characteristics of mixed
pixels with sub-pixel accuracy. Third, the detail extraction
functions are estimated based on the attention representations
to extract high-frequency details, and such details are injected
on the representations of LR MSI with sub-pixel accuracy.
The injection coefficients are spatially variant according to
the attention representations. UP-SAM is an unsupervised
approach designed in a deep-learning framework without the
need of a large training dataset, such that it works effectively
on different types of images and reconstructs the HR MSI with
more details and less spectral distortion.
The rest of the paper is organized as follows. Sec. II
provides the general formulation of the pansharpening problem
and discusses the rationale of the proposed approach. Sec. III
elaborates on the proposed UP-SAM method. Sec. IV performs
comprehensive evaluations with both traditional and deep-
learning based approaches. Conclusions are drawn in Sec. V.
II. PROBLEM FORMULATION AND MOTIVATIONS
Given the low-spatial resolution multispectral image (LR
MSI), M ∈ Rm×n×L, where m, n and L denote the width,
height, and number of spectral bands of the MSI, respectively,
and the corresponding high-spatial resolution panchromatic
image (HR PAN), P ∈ RM×N , where M and N denote
the width and height of the PAN, respectively, the goal of
pansharpening is to reconstruct the HR MSI, X ∈ RM×N×L
with both high spectral and spatial resolution. The super-
resolution resize factor is defined as r = M/m = N/n.
To facilitate the subsequent formulation, we use Mk to
indicate the kth band of the MSI, where k ∈ 1, · · · , L. All the
traditional methods as well as the state-of-the-art deep learning
based approaches can be formulated as
Xk =↑Mk + gk(dk(↑Mk,P)), (1)
where ↑Mk ∈ RM×N is the upscaling version of Mk with the
super-resolution factor r. dk is the detail extraction function
and gk denotes the injection function.
For traditional methods, most detail extraction functions can
be summarized as
dk(↑Mk,P) = P− plow(↑Mk), (2)
where plow(↑ Mk) denotes the function that generates the
low-spatial resolution version of PAN from ↑ Mk. And the
injection function can be summarized as
gk(↑Mk,P) = Gk ◦ dk(↑Mk,P), (3)
where Gk represents the injection coefficient for the kth
band and ◦ denotes the element-wise multiplication. Previ-
ous researchers have shown that the optimal Gk should be
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Fig. 1. Flowchart of the proposed unsupervised pansharpening based on self-
attention mechanism (UP-SAM).
Fig. 2. Illustration of the proposed stacked self-attention network.
spatial varying according to different spectral characteristics.
However, with the wide existence of mixed pixels in satellite
images, it is difficult to achieve optimal performance based on
the spatial segments derived from raw pixel spectra of the LR
MSI.
For deep learning based methods, the feature extraction
function dk and the injection function gk are defined by the
weights of the deep network. And the weights are updated
according to the carefully designed objective functions given
the ground truth HR MSI. However, the ground truth HR
MSI is generally unavailable. Furthermore, different satellite
sensors usually possess different mapping characteristics, re-
sulting in the learned detail extraction and injection functions
not performing optimally on images taken from a sensor never
seen before, thus introducing blur and artifacts to the HR MSI.
In summary, in order to reconstruct accurate HR MSI, the
key is to predict spatial varying detail extraction and injection
functions with attention given to the pixels’ own spectral
characteristics at the sub-pixel accuracy.
III. PROPOSED APPROACH
We propose an unsupervised pansharpening approach based
on the self-attention mechanism, as shown in Fig. 1. The
architecture mainly consists of three components that handle
the tasks of 1) attention representation extraction, 2) detail
extraction, and 3) detail injection. The first component is
constructed with stacked self-attention network powered with
the stick-breaking structure, which extracts the attention-based
representations from LR MSI with sub-pixel accuracy. To
reconstruct accurate details, the second component extracts
the high-frequency details according to the extracted attention
representations. And the third component injects the details
with spatial varying coefficients estimated from the atten-
tion representations to reconstruct the HR MSI. Since both
the detail extraction and injection components rely on the
attention-based representation, in the following section, we
first introduce the proposed stacked self-attention network.
A. Extraction of Attention Representation based on Stacked
Self-Attention Network
As discussed above, most existing works on detail injec-
tion achieve spatial-varying mapping based on image seg-
mentation, i.e., different segments have different injection
functions. Popularly used segmentation algorithms include k-
means clustering [31], binary partition tree [32], and mean-
shift clustering [33]. However, due to the fact that each pixel
in LR MSI tends to cover more than one constituent material,
what we need is for the injection function to perform at sub-
pixel accuracy.
One solution to the above challenge is to introduce unmix-
ing based methods. State-of-the-art unmixing methods [21],
[22], [34], [35] could successfully estimate the distributions
of different materials (or abundance) in making up the mixed
pixel at a specific location, thus representing spectral dis-
tribution details at the sub-pixel level [36], [37]. However,
unmixing approaches work the best, mostly, on hyperspectral
images. It is nontrivial to adopt the unmixing methods on
multispectral images acquired by remote sensors, because the
number of spectral bands (usually 4 or 8) of MSI is usually
much fewer than that of the constituent materials.
To address these challenges of pansharpening, we propose
an unsupervised stacked self-attention network, which could
extract representations (i.e., abundance) from LR MSI with
limited number of spectral bands.
In computer vision, the concept of attention model was
originally designed in the context of neural machine trans-
lation [38]. It has since been widely adopted in deep learning
networks for various applications [39]–[43]. Attention model
allows the network to pay attention to only part of the image
or sentence. This is usually realized by applying a weight
vector, with which the network pays more attention on the
positions carrying higher weights and ignores positions with
lower weights. The weights are usually learned during training
in a supervised way.
Different from other attention models, in our network
design, we do not need to introduce additional weights as
attention weights — the representation layer itself naturally
serves as the attention weights of the spectral characteristics
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of each pixel. The designed structure is illustrated in Fig. 2.
In this work, we follow the majority of the previous works
and assume a linear mixing model. The observed spectrum
at a single pixel m ∈ R1×L can be constructed as a linear
combination of c spectral signatures [20], as expressed in Eq.
(4)
m = sΨ, (4)
where Ψ ∈ Rc×L denotes the c spectral signatures, each
of which has L spectral bands, and s ∈ R1×c denotes the
proportional coefficients of the spectral signatures in the given
pixel. s should satisfy two physical constraints, the non-
negative and sum-to-one constraints [20], [22].
As shown in Fig. 2, the representation s in the network acts
as the mixing coefficients extracted by the encoder network Eφ,
and the decoder network Dψ acts as the spectral signatures.
Following the work of [44]–[46], we adopt the stick-breaking
structure in the representation layer to encourage the represen-
tations to meet the two physical constraints, i.e., non-negative
and sum-to-one. The stick-breaking process can be illustrated
as breaking a unit-length stick into c pieces, and the length of
a single piece, sj , can be expressed by
sj =
{
v1 for j = 1
vj
∏
o<j(1− vo) for j > 1, (5)
where vj is sequentially broken from the remaining length∏
o<j(1−vo). vj is drawn from a Kumaraswamy distribution,
i.e., vj ∼ Kuma(u, 1, β) as shown in Eq. (6)
vj ∼ (1− (1− u 1β )). (6)
Then there are two parameters used to extract representations
s, i.e., u and β, both of which are hidden layers in the encoder
of the network. A softplus activation function is adopted on
the layer β due to its non-negative property, and a sigmoid is
used to map u into the (0, 1) range at the layer u. More details
of the stick-breaking structure can be found in [45] and [46].
Since s indicates how the source spectra are combined in
a given pixel, it acts as the attention weights, which imply
the importance of each spectral signature in a given pixel.
The representation layer is referred to as the self-attention
structure in the network, and the representations are referred
to as the attention representations. Note that if we extract
sj , j = 1, · · · , c from all the pixels in the image, it would
indicate the distribution of the jth spectral signature over the
whole image. Therefore, the sj’s of the entire image form the
jth representation map Sj in the network, providing sub-pixel
representation accuracy from the mixture LR MSI.
One potential issue in extracting the attention representation
is that the number of spectral signatures c in MSI is much
larger than that of the spectral bands L, i.e., c L, making it
prone to extracting poor representations. To solve this problem,
we first stack two self-attention structures together, as shown
in Fig. 2, where the first structure has larger number of nodes
than that of the second one. The stacked structure effectively
increases the representative power of the network. In addition,
the entropy function [47] is adopted to reinforce the sparsity
of the representation layer. Let sˆj =
|sj |
‖s‖ , for each pixel, the
entropy function is defined as
Hφ(s) = −
c∑
j=1
sˆj log sˆj . (7)
We did not adopt the popular convolution layer with shared
kernels in our network, because it focuses more on extracting
features from local neighborhood. In our problem, non-local
regions may share similar spectral characteristics. Therefore,
we could not use shared kernels for the entire image. Instead,
we adopt the more general fully connected layers in the
network, with densely connected structure [48] in the encoder.
The objective functions of the proposed network architec-
ture can be expressed as
L(φ, ψ) =
m∑
i=1
n∑
j=1
(‖Dψ(Eφ(mi,j))−mi,j‖2
+ λHφ(Eφ(mi,j))),
(8)
where mi,j , 1 ≤ i ≤ m, 1 ≤ j ≤ n denotes a single pixel
in MSI. The first component of Eq. 8 is the reconstruction
error L2(φ,ψ) and the second one denotes the sparse constraint
Hφ. ‖ ·‖2 denotes the l2 norm. The network is optimized with
back-propagation illustrated with red dashed lines in Fig. 2.
B. Attention Representation based Detail Extraction
With the stacked self-attention model and the extracted
attention representations (from MSI) with sub-pixel accuracy,
both detail extraction and injection functions can be developed
based on such representations to increase the reconstruction
accuracy. Therefore, to better capture the high-frequency de-
tails with respect to the attention representations, we extract
the details based on the reconstructed MSI, which is generated
with the representation and the decoder of the network. To
extract such details, we need to first generate the synthetic
low-resolution PAN, as indicated in Eq. (11).
Following previous works [9], [11], we assume PAN is
a linear combination of different bands of MSI at the same
corresponding resolution. The original PAN P is first down-
sampled through nearest neighborhood to an image at reduced-
resolution with the same spatial dimension as that of the MSI,
Plow ∈ Rm×n, using low-pass filtering and decimation [11].
Based on the assumption, we have
Plow =
L∑
k=1
αkMk + b, (9)
where Mk ∈ Rm×n is the kth band of the given LR MSI.
Then the coefficients α = [α1, · · · , αL, b] can be estimated by
linear regression [11]. With the coefficient α, we can generate
the low-spatial resolution PAN Pˆlow ∈ RM×N with
Pˆlow =
L∑
k=1
αk ↑ Mˆk + b, (10)
where ↑ Mˆk ∈ RM×N is the kth band of the up-sampled
Mˆ, and Mˆ is the reconstructed LR MSI from the network
SUBMITTED TO IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 5
(a) Spectrals (b) MSI (c) S1 (d) S2 (e) S3 (f) S4 (g) Ours (h) K-means
Fig. 3. Toy Example. (a) Spectral signatures. (b) MSI with mixed pixels. (c)-(f) The four attention representation maps 1. (g) Major Spectral
Map. (h) Cluster results with K-means.
generated by the attention representations and decoder weights
as expressed in Eq. (11),
Mˆ = Dψ(S). (11)
where S = Eφ(M), Eφ and Dψ denote the encoder and
decoder of the network, respectively.
Then the high-frequency detail matrix is extracted with
D = P− Pˆlow. (12)
C. Attention Representation based Spatial Varying Detail In-
jection
Different from the common practice in detail injection,
either spatial-invariant or spatial-variant, since the proposed
UP-SAM provides sub-pixel representation accuracy using
the attention mechanism, correspondingly, the detail injection
process in UP-SAM is conducted on each representation
map, Si, i = 1, · · · , c with c being the number of spectral
signatures, instead of on each spectral band, Mk, k = 1, · · · , L
with L being the number of spectral bands in MSI.
We start the design by investigating the simplest case where
the injection coefficients are spatially invariant. We adopt
the projective injection model [7], [11], [17] to estimate the
injection coefficients for each representation map, which can
be expressed as
G˜i =
cov(↑ Si, Pˆlow)
var(Pˆlow)
, (13)
where G˜i is the ith coefficient for the ith representation map,
i = 1, · · · , c. The operation cov(·) denotes the covariance of
two images and var(·) denotes the variance of an image. Si
denotes the ith representation map derived from S = Eφ(M)
and ↑ is the up-sampling operation.
To further improve the reconstruction accuracy, instead of
adopting global injection coefficients, we estimate the injec-
tion coefficients for each mixed pixel based on the attention
weights that indicating its major constituent spectral signa-
tures. Let s ∈ R1×c denote the attention representation of a
given pixel, i.e., s = {s1, · · · , sj , · · · , sc}, where sj denotes
the proportion of the jth spectral signature in making up the
mixed pixel. For each pixel, we find the “index” of largest
proportion, which indicates the most important constituent
spectral signature for a given pixel. Mathematically, it can be
expressed as
t = arg max
j
{s1, · · · , sj , · · · , sc} (14)
With the above equation, we are able to identify the major
spectral signature for each pixel. The index number of the
major spectral signature in the entire image is used to con-
struct a map for further spatial-variant injection coefficients
estimation. And such map is referred to as the major spectral
index map (MSIM), as shown in Fig. 3g.
In Fig. 3, a toy example is provided to explain the process.
We use the linear mixing of three spectral signatures of 8
bands (L = 8), as shown in Fig. 3a, to generate the synthetic
MSI in Fig. 3b with Gaussian white noise of a signal-to-
noise ratio (SNR) of 30dB. Given this MSI as the input, four
attention representation maps (i.e., c = 4) are extracted by the
stacked self-attention network, as shown in Figs. 3c to 3f.
Each representation map demonstrates the distribution (or
proportion) of the corresponding spectral signature in making
up the entire image, e.g., S1 shows the proportion of the first
spectral signature. Then we can identify the indices of the
most important spectrum for each pixel and show the MSIM
in Fig. 3g. For example, the locations marked with the red
color indicate the most important spectrum of that pixel is the
first spectrum. Similarly, the locations marked with the green
and the blue colors indicate that the most important spectrum
at the corresponding pixels are the second and the third spectra,
respectively. Note that since the MSI consists of three spectral
signatures and we extract four attention representation maps,
the fourth map, S4, mainly consists of outliers (or noise) with
small proportions as shown in Fig. 3f. Therefore, those smaller
proportions tend to be filtered out with the selection process in
Eq. (14). Thus, the MSIM contains only three index numbers
which are marked with three different colors. For comparison,
we also show the clustering results on the raw LR MSI with
K-means in Fig. 3h. We can observe that compared to the
MSIM in Fig. 3g, the result of K-means cannot identify the
spectra well due to the existence of noise and mixed pixels.
However, the proposed method is able to identify the spectral
signatures with sub-pixel accuracy.
Given the MSIM, the spatial-variant injection coefficients
can then be calculated using Eq. (15), where the coefficients
vary for both the representation maps and pixels with different
spectral characteristics. For the ith representation map, the
pixels carry the same index number (or same color as shown
in the toy example in Fig. 3) share the same coefficient
determined by the corresponding image subsets. Let ↑ M{t}
denote the pixels in a subset of image ↑ M, whose indexes
of the most important constituent spectral signature are t, the
injection coefficient for their ith representation map is then
estimated with
G
{↑M{t}}
i =
cov(↑ S{↑M{t}}i , Pˆ{↑M
{t}}
low )
var(Pˆ
{↑M{t}}
low )
, (15)
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where t denotes the index of the most important constituent
spectral signature, and ↑ S{↑M{t}}i and Pˆ{↑M
{t}}
low denote the
subset of the representation map and the low-spatial resolution
PAN (generated by Eq. (10)) that corresponding to ↑ M{t},
respectively.
The final reconstructed X can then be estimated by pro-
jecting the detail injected attention representations back to the
image domain with
X = Dψ(↑ Eφ(M) +G ◦D) (16)
where D is the extracted high-frequency details in Eq. (12). G
is the spatially-variant injection coefficient set estimated with
Eq. (15). ◦ denotes the element by element multiplication.
Eφ and Dψ are the encoder and decoder of the network,
respectively.
D. Implementation Details
Algorithm 1 Unsupervised Pansharpening based on Self-
Attention Mechanism (UP-SAM)
Input: LR MSI M ∈ Rm×n×L, HR PAN P ∈ RM×N
Output: The Pansharpened HR MSI X ∈ RM×N×L
Begin:
1) Attention representation extraction: Given M, the atten-
tion representations S = E(M) ∈ Rm×n×c is extracted
with the stacked self-attention network using the objective
function as in Eq. 8.
2) Low-resolution PAN synthesis: Given P, first downsam-
ple it to Plow ∈ Rm×n, then estimate the weights α =
α1, · · · , αL, b in Eq. (9) according to the linear regression
model [11], finally generate the low-spatial resolution PAN
Pˆlow ∈ RM×N using Eq. 10.
3) Detail extraction: Extract the high-frequency detail, D,
based on the attention representations according to Eqs. (11)
and (12).
4) Space-variant injection estimation: Estimate the injection
coefficients, G{t}i according to the subset of attention rep-
resentations with Eqs. (14) and (15).
5) HR MSI reconstruction: Reconstruct the HR MSI, X,
according to Eq. (16).
X = Dψ(↑ Eφ(M) +G ◦D)
End
The whole procedure of the proposed UP-SAM is sum-
marized in Algorithm 1. The detail structure of the stacked
self-attention encoder and fully connected decoder is shown
at the lower part of Fig. 2. The network consists of fully-
connected layers. Each block denotes a single fully-connected
layer, and the stacked block denotes the densely connected
structure, where each layer is connected with its subsequent
layers. Mathematically, a single fully-connected layer is de-
fined by (17).
y = WTx+ b (17)
where x denotes the input and y denotes the output of
the fully-connected layer, respectively. W and b denote the
network weights.
As elaborated in Fig. 2, in order to extract the attention
representations, S, given the LR MSI, M, two stacked self-
attention structures are used as the encoder, where s for
each pixel is constructed with v, and v is drawn based on
u and β learned from the densely connected structures, as
in Eqs. (5) and (6). There are 3 hidden layers in the first
densely connected network and each layer contains 3 nodes.
The outputs of this network serve as the input to the first
self-attention structure where the two parameters, u and β, as
used in Eq. (6), are estimated. Since each mixed pixel in M
has its own weights estimation, we denote them using vector
format u1 and β1 with the superscript indicating the first set
of the self-attention network. We use a 20-node network to
learn u1 and a 1-node network to learn β1. Then v1 can
be drawn from u1 and β1 according to Eq. (6), which will
yield the self-attention map, as in Eq. (5). The second densely
connected network has similar settings with 3 hidden layers
and each layer contains 3 nodes. To extract more representative
features, the second self-attention structure has less nodes,
with u2 having 10 nodes and β2 having 1 node in the network.
The decoder of the network has 2 layers without bias and each
layer has 10 nodes.
The network is updated by back-propagation illustrated with
the red dashed lines as in Fig. 2. There is only one free
parameter in the network, i.e., the sparse regularization λ. We
set λ = 0.001, such that it can encourage the representation
layer to be sparse, while at the same time reconstructing
the image with less artifact and blur. Note that, the entropy
function defined in Eq. (7) is a theoretical function that cannot
be implemented in real systems since the function is not
differentiable at 0. Hence, when we implement the function,
we added a small perturbation to sj such that the perturbed
sj will never be exactly 0.
IV. EXPERIMENTS AND RESULTS
A. Datesets and Experimental Setup
To evaluate the performance of the proposed UP-SAM,
we apply the method on four sets of real multispectral
and panchromatic image pairs with different spectral char-
acteristics that collected by four different sensors, including
GeoEye-1 (GE), Ikonos (IK), WorldView-2 (WV2) [23], and
WorldView-3 (WV3). The number of spectral bands is 4 (blue,
green, red, near-infrared) for the MSI taken from GeoEye-1
and Ikonos sensors, and 8 (red, red edge, coastal, blue, green,
yellow, near-IR1 and near-IR2) for the MSI taken from WV2
and WV3 sensors. More details of the datasets are shown in
Table I.
TABLE I
DATASET PAIRS FROM DIFFERENT SENSORS USED IN THE EXPERIMENTS.
GE IK WV2 WV3
Resolution of PAN 0.46m 0.82m 0.46m 0.31m
Resolution of MSI 1.84m 3.28m 1.84m 1.24m
# of bands 4 4 8 8
# of pixels of PAN 1280× 1280
# of pixels of MSI 320× 320
The results of the proposed approach is compared with eight
state-of-the-art approaches including GSA [11], PRACS [13],
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BDSD-PC [14], which are component substitution (CS) based;
MTF-CBD [15] and GLP-Reg-FS [17], which are multi-
resolution analysis (MRA) based; GSA-Segm and GLP-
Segm [7], which are context based; and Target-CNN [23]
which is deep-learning based. All these methods are re-
ported the best performance in recent literature with available
codes1 [5]–[7], [9], [17], [23]. The code of BDSD-PC is
offered by the author of [14]. Note that Target-CNN [23] is a
supervised method, which is trained with the ground truth HR
MSI of the first three datasets at reduced resolution. Therefore,
it is unfair to compare the results from Target-CNN with those
from the unsupervised methods without the ground truth MSI
made available. But since it is a deep learning based method
with the best performance, we list it here as a reference. We
show that although supervised Target-CNN could achieve good
quantitative values when the ground truth images are available
during training, it tends to introduce artifacts when applied to
unseen images or the test images at full resolution.
Since the ground truth HR MSI is not available for the
real dataset, we first evaluate the methods at reduced resolu-
tion, i.e., the original MSI and PAN are further down-sampled
to a reduced resolution with super-resolution resize factor r =
4. The degradation procedure follows the Walds protocol [6],
[49], where the resolution of MSI is reduced by applying a
degradation filter matching the modulation transfer function
(MTF) of the sensor and a decimation operator characterized
by the resize factor [15]. Similarly, the PAN is downsampled
with an ideal filter to preserve the details at the reduced resolu-
tion [6]. In this way, the original MSI can be adopted as ground
truth MSI to evaluate the reconstruction capability of different
algorithms. For quantitative comparison, four popularly used
measurement metrics, including the peak signal-to-noise ratio
(PSNR), the spectral angle mapper (SAM) [50], the erreur
relative globale adimensionnelle de synthese (ERGAS) [49],
and Q2n [51], are adopted for evaluation.
For the full-resolution validation, the quantitative results
estimated with the no-reference index [52] (QNR), its spectral
component Dλ and spatial component DS are adopted for
evaluation. However, the assessment is challenging since the
ground truth HR MSI is not available and the quantitative
results rely heavily on the upsampled MSI. This tends to
introduce bias in the metric calculation. For example, in the
extreme case, if the reconstructed HR MSI is the same as the
LR MSI, we can obtain Dλ = 0, which leads to a high QNR
value. This explains why some methods can generate images
with high QNR values but poor image quality. Therefore, both
qualitative and quantitative comparisons should be considered
for performance evaluation.
We conduct three sets of experiments to perform com-
prehensive evaluations on the proposed UP-SAM, includ-
ing both quantitative and qualitative comparisons at reduced
resolution (Sec. IV-B), at full resolution (Sec. IV-C), as
well as a more in-depth study of the self-attention network
(Secs. IV-D and IV-E). The computational efficiency is ana-
lyzed in Sec. IV-F.
1http://openremotesensing.net/
B. Comparison at Reduced Resolution
The first set of experiments is conducted on the four datasets
at reduced resolution. In this case, the original MSI is available
and can be used as the ground truth MSI for quantitative
evaluations.
TABLE II
PERFORMANCE COMPARISON ON THE GEOEYE-1 DATASET AT REDUCED
RESOLUTION.
PSNR SAM ERGAS Q2n
GSA 33.8281 2.2921 1.4189 0.9031
PRACS 32.5368 2.3153 1.5839 0.8649
BDSD-PC 33.168 2.4999 1.5091 0.9105
MTF-CBD 29.7486 2.9065 2.4275 0.8186
GLP-Reg-FS 33.4291 2.5428 1.5352 0.89162
GSA-Segm 33.8058 2.565 1.5261 0.8909
GLP-Segm 33.494 2.304 1.4552 0.90365
Ours 33.9028 2.2108 1.3908 0.9109
Target-CNN 33.8231 2.1566 1.3941 0.9153
HR MSI +∞ 0 0 1
TABLE III
PERFORMANCE COMPARISON ON THE IKONOS DATASET AT REDUCED
RESOLUTION.
PSNR SAM ERGAS Q2n
GSA 34.1721 3.3972 2.2761 0.8583
PRACS 32.4655 3.4449 2.7967 0.7932
BDSD-PC 34.3254 3.4859 2.2274 0.8764
MTF-CBD 32.6083 3.5253 2.7150 0.8409
GLP-Reg-FS 34.1657 3.4006 2.2739 0.8633
GSA-Segm 34.2212 3.3154 2.2482 0.8701
GLP-Segm 34.1316 3.324 2.2852 0.8645
Ours 34.6342 3.2122 2.1559 0.8790
Target-CNN 35.0009 2.8289 2.0617 0.9037
HR MSI +∞ 0 0 1
TABLE IV
PERFORMANCE COMPARISON ON THE WORLDVIEW-2 DATASET AT
REDUCED RESOLUTION.
PSNR SAM ERGAS Q2n
GSA 29.4057 8.1089 4.9977 0.8678
PRACS 27.8108 7.9880 5.8213 0.8143
BDSD-PC 30.0782 7.6924 4.5188 0.8949
MTF-CBD 28.6271 7.9131 5.4890 0.8658
GLP-Reg-FS 29.3599 8.2072 4.9851 0.8749
GSA-Segm 29.8942 7.7044 4.4614 0.8831
GLP-Segm 29.434 7.69 4.8364 0.87547
Ours 30.091 7.27 4.4527 0.8909
Target-CNN 29.0564 6.9455 4.8480 0.8717
HR MSI +∞ 0 0 1
The visual results on the Geoeye-1 dataset at reduced reso-
lution are presented in Fig. 4. The reconstructed two patches
are shown at the top three rows and the bottom three rows,
respectively. For better inspection, we show the patches of the
final results constructed with its red, green and blue channels,
such that both the spatial distortion and spectral distortion
are visible. To better visualize the difference, we show the
average intensity difference map and spectral difference map
(calculated from SAM) across all the bands between the
reconstructed MSI and ground truth MSI. The results are
color-coded according to the colorbar at the bottom of the
figure. From left to right, the colors illustrate the differences
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(a) GT,M,P (b) GSA (c) PRACS (d) BDSD-PC (e) MTF-CBD (f)GLP-Reg-FS (g) GSA-Segm (h) GLP-Segm (i) Target-CNN (j) Ours
Fig. 4. Cropped patches of the pansharpened results from different methods on the GeoEye-1 dataset at reduced resolution. The results of the two patches are
shown at the top three rows and the bottom three rows, respectively. For each patch, the top row shows the RGB channels of the pansharpened results. The
middle row shows the average intensity difference maps between the reconstructed and the ground truth MSI. And the bottom row shows the average spectral
difference maps between the reconstructed and the ground truth MSI. The first column shows the ground truth MSI (GT), LR MSI (M), and panchromatic
(P) images for the two patches, respectively.
TABLE V
PERFORMANCE COMPARISON ON THE WORLDVIEW-3 DATASET AT
REDUCED RESOLUTION.
PSNR SAM ERGAS Q2n
GSA 24.6003 6.1272 7.2409 0.7823
PRACS 24.8127 6.1096 7.0256 0.7816
BDSD-PC 24.3359 6.1978 7.475 0.7897
MTF-CBD 23.9003 6.7134 7.8236 0.7736
GLP-Reg-FS 24.4321 6.3271 7.3874 0.7783
GSA-Segm 24.5905 5.8829 7.2274 0.796
GLP-Segm 24.5872 5.93 7.2179 0.78211
Ours 25.0487 5.8202 6.8566 0.8141
Target-CNN 24.4776 7.4056 7.3207 0.7607
HR MSI +∞ 0 0 1
from the minimum to the maximum. We can observe that
CS-based PRACS [13] loss a lot of detail information in
the recovered MSI, thus the result is quite blur as shown in
Fig. 4c. BDSD-PC [14] recovers more details than PRACS.
From the intensity and the spectral difference maps shown in
Fig. 4b, we observe that GSA [11] performs the best among
all the CS-based approaches in this case. The MTF-based
method, MTF-CBD [15], recovers more details than the CS-
based PRACS [13]. However, it also introduces some spectral
distortions as shown in the spectral difference maps in Fig. 4e.
GLP-Reg-FS [17] preserves the spectral information better
than MTF-CBD. The context-based approach, GSA-Segm
shown in Fig. 4g and GLP-Segm shown in Fig. 4h [7] have
some blur effects in this scenario. This is because it estimates
the injection coefficients according to the raw MSI with mixed
pixels which may reduce its reconstruction performance. The
deep-learning based approach, Target-CNN [23], works well,
because the model is trained on its ground truth Geoeye-1
MSI in Fig. 4a. The proposed UP-SAM, recovers more details
than the supervised Target-CNN, the CS-based and MRA-
based methods, while at the same time preserving spectral
information well. This is because the extraction and injection
functions of the proposed method are defined based on the
attention representations that indicating spectral characteristics
of the MSI with sub-pixel accuracy.
For quantitative comparison, the evaluation results are re-
ported in Table II. If the reconstructed MSI is the same as the
ground truth MSI, we should obtain the measured results listed
in the last row of the table. We can observe that the proposed
method performs the best among all the unsupervised methods,
and it is comparable to (if not better than) the supervised
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(a) GT,M,P (b) GSA (c) PRACS (d) BDSD-PC (e) MTF-CBD (f)GLP-Reg-FS (g) GSA-Segm (h) GLP-Segm (i) Target-CNN (j) Ours
Fig. 5. Cropped patches of the pansharpened results from different methods on the IKONOS dataset at reduced resolution. The results of the two patches are
shown at the top three rows and the bottom three rows, respectively. For each patch, the top row shows the RGB channels of the pansharpened results. The
middle row shows the average intensity difference map between the reconstructed and the ground truth MSI. And the bottom row shows the average spectral
difference map between the reconstructed and the ground truth MSI.The first column shows the ground truth MSI (GT), LR MSI (M), and panchromatic (P)
images for the two patches, respectively.
method, Target-CNN, trained with the ground truth MSI.
Similar behaviors can be observed on the Ikonos dataset
as demonstrated in Fig. 5 and Table III. Again, the proposed
method works the best among all the CS-based and MRA-
based methods, and presents comparable results than those
from the supervised method.
The results of a more challenging dataset, WorldView2, are
shown in Fig. 6 and Table IV. The MSI in this dataset has 8
spectral bands, thus it is more difficult to preserve the spectral
information than for the Geoeye-1 or Ikonos datasets. Both the
supervised deep learning based method, Target-CNN, and the
proposed unsupervised method, UP-SAM, are able to preserve
the spectral information better than the other approaches.
However, the Target-CNN has low scores in terms of PSNR,
ERGAS, and Q2n. From Fig. 6i, we could also observe that
the reconstructed MSI from Target-CNN tends to miss high-
frequency details even when the HR MSI is adopted during
the training procedure. This is because the trained injection
function may not be sufficient for pixels possessing different
spectral characteristics. On the contrary, although the proposed
method is unsupervised, it could reconstruct a sharper MSI
as shown in Fig. 6j. This is due to the design that both the
extraction and injection functions of the proposed method vary
according to pixels’ spectral characteristics.
The last dataset WorldView3 is the most challenging one,
because there is a slight mismatch between the panchromatic
and MSI. Also this dataset has not been used to train the
supervised Target-CNN. From Fig. 7 and Table V, we can
observe that, most unsupervised methods work better than
the Target-CNN. This is because the spectral characteristics
of the WorldView3 dataset are distinctive from those of the
other three datasets, which have not been learned by Target-
CNN during the training procedure. Therefore, the trained
mapping function fails in this situation. On the contrary, due to
the self-attention mechanism, the proposed method constantly
performs the best among all the methods regardless of the type
of images tested.
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Fig. 6. Cropped patches of the pansharpened results from different methods on the WorldView2 dataset at reduced resolution. The results of the two patches
are shown at the top three rows and the bottom three rows, respectively. For each patch, the top row shows the RGB channels of the pansharpened results. The
middle row shows the average intensity difference map between the reconstructed and the ground truth MSI. And the bottom row shows the average spectral
difference map between the reconstructed and the ground truth MSI. The first column shows the ground truth MSI (GT), LR MSI (M), and panchromatic (P)
images for the two patches, respectively.
TABLE VI
PERFORMANCE COMPARISON ON DIFFERENT DATASETS AT FULL RESOLUTION.
GeoEye-1 IKONOS WorldView2 WorldView3
Dλ DS QNR Dλ DS QNR Dλ DS QNR Dλ DS QNR
GSA 0.1058 0.1801 0.7332 0.1341 0.1981 0.6944 0.0486 0.15 0.8089 0.0518 0.1788 0.7787
PRACS 0.0598 0.0206 0.9208 0.0535 0.1099 0.8425 0.0109 0.0981 0.892 0.0214 0.0864 0.8941
BDSD-PC 0.1078 0.1703 0.7402 0.1105 0.1514 0.7548 0.0464 0.1457 0.8147 0.0116 0.2032 0.7876
MTF-CBD 0.2412 0.1308 0.6596 0.1763 0.1275 0.7186 0.0967 0.0993 0.8136 0.0584 0.1198 0.8288
GLP-Reg-FS 0.1111 0.1743 0.7339 0.1566 0.2016 0.6733 0.0766 0.1464 0.7882 0.0518 0.1314 0.8237
GSA-Segm 0.1530 0.1878 0.6680 0.1220 0.1658 0.7325 0.0617 0.156 0.792 0.0583 0.1456 0.8046
GLP-Segm 0.1177 0.1709 0.7315 0.1516 0.1986 0.6799 0.0708 0.1446 0.7948 0.0439 0.1219 0.8395
Ours 0.1117 0.1661 0.7407 0.0996 0.1499 0.7654 0.0459 0.1429 0.8178 0.0333 0.1083 0.8619
Target-CNN 0.0237 0.0620 0.9157 0.0241 0.0450 0.9320 0.0575 0.0351 0.9094 0.0939 0.0584 0.8532
HR MSI 0 0 1 0 0 1 0 0 1 0 0 1
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Fig. 7. Cropped patches of the pansharpened results from different methods on the WorldView3 dataset at reduced resolution. The results of the two patches
are shown at the top three rows and the bottom three rows, respectively. For each patch, the top row shows the RGB channels of the pansharpened results. The
middle row shows the average intensity difference map between the reconstructed and the ground truth MSI. And the bottom row shows the average spectral
difference map between the reconstructed and the ground truth MSI. The first column shows the ground truth MSI (GT), LR MSI (M), and panchromatic (P)
images for the two patches, respectively.
C. Comparison at Full Resolution
The assessment results of the images at full-resolution are
shown in Figs. 8 to 11 and Table VI. The quantitative values
indicating the best performance are marked in bold letters.
And the second best results are marked in bold letters with
underlines. As discussed before, since there is no ground truth
HR MSI, the non-reference assessment metrics tend to intro-
duce measurement bias. For example, the pansharpened results
with blurred effects tend to achieve better values since they are
more similar to the LR MSI. Hence, it is important to perform
evaluation both quantitatively and visually. A good method
should be able to reconstruct sharp results with small spectral
distortion. It is worth mentioning that from the measurement
metrics, the methods with the best performance are PRACS
and the supervised deep learning based method, Target-CNN.
However, we can observe from the visual inspection that the
reconstructed MSI from PRACS looses a lot of high-frequency
details as shown in Figs. 8c, 9c, 10c, and 11c. Thus, although
it preserves the spectral information, it could not improve the
spatial resolution of HR MSI well. The supervised deep learn-
ing based method, Target-CNN, is trained using the first three
testing images, i.e., GeoEye-1, IKONOS, and WorldView-2. In
addition, its detail extraction and injection mapping functions
are learned at reduced resolution and the functions are spatially
invariant for pixels with different spectral characteristics. Thus,
it introduces artifacts when applied to testing images at full
resolution, as shown in Figs. 8i, 9i, 10i and 11i. The proposed
unsupervised method could consistently reconstruct sharper
HR MSI with less spectral distortion as compared to the other
methods regardless of the properties of the objects. As shown
in Figs. 8j, 9j, 10j, and 11j, the proposed method works
well even for small objects in the images because of its self-
attention mechanism.
D. Evaluation of the Attention Representations
Compared to other approaches, the proposed method is
designed with the self-attention mechanism, due to which
it is able to estimate spatial varying detail extraction and
injection functions based on the spectral characteristics of
MSI. In this set of experiments, we further evaluate the
effectiveness of the attention representations extracted with
the stacked self-attention network, which contributes the most
to the performance gain. The evaluation results are shown
in Fig. 12. Note that, the reason we take GSA-Segm as an
example for comparison is that, it defines the spatial varying
coefficients and works better than the global-based approaches
at both reduced and full resolutions. Besides the structure, the
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(a) LR MSI (b) GSA (c) PRACS (d) BDSD-PC (e) MTF-CBD
(f) GLP-Reg-FS (g) GSA-Segm (h) GLP-Segm (i) Target-CNN (j) Ours
Fig. 8. RGB channels of the pansharpened results from different methods on GeoEye-1 at full resolution.
(a) LR MSI (b) GSA (c) PRACS (d) BDSD-PC (e) MTF-CBD
(f) GLP-Reg-FS (g) GSA-Segm (h) GLP-Segm (i) Target-CNN (j) Ours
Fig. 9. RGB channels of the pansharpened results from different methods on IKONOS at full resolution.
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(a) LR MSI (b) GSA (c) PRACS (d) BDSD-PC (e) MTF-CBD
(f) GLP-Reg-FS (g) GSA-Segm (h) GLP-Segm (i) Target-CNN (j) Ours
Fig. 10. RGB channels of the pansharpened results from different methods on WV2 at full resolution.
(a) LR MSI (b) GSA (c) PRACS (d) BDSD-PC (e) MTF-CBD
(f) GLP-Reg-FS (g) GSA-Segm (h) GLP-Segm (i) Target-CNN (j) Ours
Fig. 11. RGB channels of the pansharpened results from different methods on WV3 at full resolution.
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(a) (b) (c) (d) (e) (f) (g)
Fig. 12. Evaluation of the stacked self-attention structure on different datasets at reduced resolution, i.e., GeoEye-1 (first row), IKONOS (second row),
WorldView2 (third row) and WorldView3 (fourth row). (a) Up-sampled low-resolution MSI. (b) Spatial varying coefficients estimated by the segmentation of
the GSA-Segm. (c) Spatial varying coefficients estimated by the attention representations of the proposed approach. (d) Ground truth HR MSI. (e) The high-
frequency details between (d) and (a). (f) The high-frequency details between the reconstructed HR MSI from the GSA-Segm and (a). (g) The high-frequency
details between the reconstructed HR MSI from the proposed UP-SAM and (a).
major difference between GSA-Segm and the proposed UP-
SAM is that, instead of the segmentation, the proposed method
defines the functions based on the spectral characteristics of
the MSI, which has sub-pixel accuracy. Figs. 12a and 12d
show the up-sampled LR MSI and HR MSI of the four testing
datasets. Figs. 12b show the spatial varying regions defined by
the segments of the GSA-Segm method. Each color denotes
a region that shares the same injection coefficient for each
band. Figs. 12c show the spatial varying regions defined by the
attention representations of the proposed method with Eq. (14).
Each area shows the pixels whose major spectrum is the same
and its injection coefficient is also similar. To examine how the
varying injection coefficients influence the final reconstruction
results, we calculate the high-frequency injection details in
the following figures. Figs. 12e shows the details between
the ground truth HR MSI and the up-sampled LR MSI of
different images. Figs. 12f are the injection details between the
reconstructed HR MSI from GSA-Segm and the up-sampled
LR MSI. And Figs. 12g are the injection details between the
reconstructed HR MSI from the proposed method and the up-
sampled LR MSI.
We can observe that, one segment defined by the GSA-Segm
method may cover different materials with distinctive spectral
characteristics, as shown in the highlighted red rectangles of
Figs. 12b. This is because there exists mixed pixels in the
LR MSI which tends to lead to such segmentation failure, as
shown in Figs. 12a. As a result, the injection details of such
region are added with the same coefficient. This may weaken
several details as shown in Figs. 12f. On the other hand, the
proposed method is able to distinguish mixed pixels with their
attention representations as shown in Figs. 12c. As a result,
its injection high-frequency details in Figs. 12f are more close
to that of the ground truth shown in Figs. 12e.
E. Evaluation of the Attention Representation based Detail
Injection
Since the proposed UP-SAM provides sub-pixel representa-
tion accuracy using the attention mechanism, correspondingly,
the detail injection process in UP-SAM is conducted on each
representation map instead of the mixed pixels. To evaluate
such procedure, we show the difference image between the
reconstructed HR MSI when the details are injected on the
MSI and when the details are injected on the representation
maps in Fig. 13. We observe that the differences with higher
values are mostly shown at the edges of the objects or objects
consisting of more than one material, where mixed pixels are
more evident. The quantitative comparison in Table VII shows
that when we inject the details on the representation maps with
sub-pixel accuracy, the performance of the pansharpening is
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improved. Combining with the observation made in the visual
comparison in Fig. 13, we could infer that the more mixed
pixels in the image, the more performance improvements in
the pansharpened result.
(a) GeoEye-1 (b) IKONOS (c) WorldView2 (d) WorldView3
Fig. 13. Evaluation of the attention representation based detail injection. Top:
HR MSI. Bottom: difference image between the reconstructed HR MSI when
the details are injected on the MSI and when the details are injected on the
representation maps.
TABLE VII
PERFORMANCE COMPARISON AT REDUCED RESOLUTION WHEN THE
DETAILS ARE INJECTED ON THE MSI AND WHEN THE DETAILS ARE
INJECTED ON THE REPRESENTATION MAPS (RM), RESPECTIVELY.
Injection PSNR SAM ERGAS Q2n
GeoEye-1 MSI 33.8068 2.2257 1.3955 0.91RM 33.9028 2.2108 1.3908 0.9109
IKONOS MSI 34.6055 3.2293 2.1638 0.8784RM 34.6342 3.2122 2.1559 0.8790
WorldView2 MSI 30.0499 7.2992 4.4758 0.8900RM 30.091 7.27 4.4527 0.8909
WorldView3 MSI 25.0273 5.9748 6.8642 0.8140RM 25.0487 5.8202 6.8566 0.8141
Desired +∞ 0 0 1
F. Computational Efficiency
The average processing time of all the approaches on
an MSI with resolution 320 × 320 × 8 are evaluated. The
specification of the test computer is Intel Core i7 CPU@3.1
GHz with RAM 8 GB. The efficiency of different approaches
are shown in Table VIII. All the traditional methods (shown
in the top section of the table) are non-deep-learning-based
unsupervised approaches and are implemented with Matlab
on CPU. The proposed UP-SAM and Target-CNN (shown
in the bottom section of the table) are deep-learning-based
and are implemented with python. UP-SAM is performed
on CPU while Target-CNN on GPU. The deep-learning-
based methods generally consume more time than non-deep-
learning-based methods due to the deep structures adopted.
The Target-CNN trains the network to learn a general mapping
function between the low-resolution (LR) MSI and the ground
truth high-resolution (HR) MSI. Thus the training speed also
depends on the number of training samples. Based on the
paper [23], it requires around 2 hours on a computer with
GPU. We expect it requires longer training time on a computer
without GPU. We observe that although the proposed UP-
SAM method consumes more testing time as compared to that
of the Target-CNN, it is unsupervised which means no training
is needed. Furthermore, with the self-attention mechanism, the
network could consistently reconstruct sharper HR MSI with
less spectral distortion as compared to that of the Target-CNN
or other non-deep-learning-based methods.
V. CONCLUSION
We proposed an unsupervised pansharpening method based
on the self-attention mechanism. The method estimates the
spatial varying detail extraction and injection functions based
on the spectral characteristics of the MSI. And the spectral
characteristics are learned based on the attention representa-
tions extracted with the stacked self-attention model possess-
ing the stick-breaking structure. Both the detail extraction and
injection functions were designed according to the attention
representations to increase the reconstruction accuracy and
reduce the spectral distortion. Extensive experiments on differ-
ent types of MSI demonstrate the superiority of the proposed
approach over state-of-the-art.
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