We propose a novel adaptive joint time frequency algorithm combined with the neural network (AJTF-NN) to focus the distorted inverse synthetic aperture radar (ISAR) image. In this paper, a coefficient estimator based on the artificial neural network (ANN) is firstly developed to solve the time-consuming rotational motion compensation (RMC) polynomial phase coefficient estimation problem. The training method, the cost function and the structure of ANN are comprehensively discussed. In addition, we originally propose a method to generate training dataset sourcing from the ISAR signal models with randomly chosen motion characteristics. Then, prediction results of the ANN estimator is used to directly compensate the ISAR image, or to provide a more accurate initial searching range to the AJTF for possible low-performance scenarios. Finally, some simulation models including the ideal point scatterers and a realistic Airbus A380 are employed to comprehensively investigate properties of the AJTF-NN, such as the stability and the efficiency under different signal-to-noise ratios (SNRs). Results show that the proposed method is much faster than other prevalent improved searching methods, the acceleration ratio are even up to 424 times without the deterioration of compensated image quality. Therefore, the proposed method is potential to the real-time application in the RMC problem of the ISAR imaging.
Introduction
Inverse synthetic aperture radar (ISAR) images are the two-dimensional projection of the target radar echo and can offer sufficient target signatures, such as the target's movement and the detection for non-cooperative maneuvering targets [1] . An ideal rotational movement of the maneuvering target is the principle of range-doppler (RD) algorithm over a given coherent processing interval (CPI). In the empirical scene, however, besides the translational motion part, movements of targets also consist of other complex disturbances, such as rolling, pitching and yawing, causing smearing and distortion of ISAR images [2] . Thus, the motion compensation algorithm needs to be considered as the first step of ISAR images. Even though many methods have been successfully applied to remove the translational motion by the translational motion compensation (TMC) [3] [4] [5] , the remaining unexpected rotational motions of target still induces a bad deterioration in ISAR images. Therefore, the final rotational motion compensation (RMC) procedure matters a lot.
During the past few years, several methods have been proposed for the RMC problem. Different autofocus algorithms [6] [7] [8] have been introduced to solve this problem. Some works use the method also shows strong stability under different complex motion and signal-to-noise ratios (SNRs). Therefore, the proposed method is useful to the real-time application in the RMC problem of the ISAR imaging.
The remainder of this paper is organized as follows. In Section 2, a brief discussion to the AJTF is presented. In Section 3, a fully connected neural network and the design of training dataset are introduced, and the procedure of the AJTF-NN is articulated. Simulation results of the ideal scatterers and a realistic aircraft model are employed to comprehensively investigate properties of the AJTF-NN, such as the stability to different scenarios, influence on SNR and compensated ISAR image quality in Section 4. Finally, Section 5 goes the conclusion.
Materials and Methods

Signal Model for AJTF
Before employing the adaptive joint time-frequency algorithm to carry out the motion compensation, three basic assumptions are needed: (1) the target should be a rigid body during the CPI, i.e., the dominant scatterer contains motion characteristics of the whole target; (2) the target motion is confined to a 2-D plain, i.e., the target has only one fixed rotational axis in order to simplify the model and discussion of the RMC problem; (3) the coarse motion compensation, such as the range alignment, has been finished. Range alignment usually happens at the beginning of the ISAR imaging.
The following signal model is similar to those proposed in [19] . When all three assumptions are satisfied, the received radar signal in a chosen range cell can be written as,
in which N k is the number of point scatterers within the range cell, t represents the slow time, A k is the power of the kth scatterer. In addition, the phase term ϕ( f , t) of the Equation (1) is,
where f is the frequency, for the linear frequency modulation signal, and also represents the fast time, (x k , y k ) donates the kth scatterer position, range and cross range position, respectively. In Figure 1 , R 0 is the distance between the radar antenna phase center and the center of the target, and θ(t) is the rotational motion. R(t) is the residual uncompensated translational displacement . After the coarse range compensation, rotational motion phase term θ(t) has not improvement, and even though R(t) will not exceed one range cell, it still will cause phase distortion which will lead to smearing. It can be expanded into polynomial functions of the dwelling time by Taylor series as,
and substituting the Equation (3) into the Equation (2),
and further expand the cos and sin in the Equation (4) and take the first three terms,
. .
in which, a 0 donates the range position, a 1 contains the translational and rotational motion, which is necessary for the ISAR imaging. a 2 and high-order coefficients will cause the unexpected distortion if more complex motions exist. Thus, the purpose of motion compensation is eliminating phase terms of higher order (>2) and it can be solved by the adaptive joint time-frequency (AJTF) procedure. The essential idea of the AJTF is finding the basis function which most resembles the Equation (1) on the dominant scatterer in the chosen range cell. The basis function is like,
The best basis function is defined by a series of parameters which maximizes the similarity function,
where, S( f ) is the power spectrum of the compensated signal. In order to speed the procedure, we use the power of fast fourier transform (FFT) of the compensated signal to estimate the power spectrum. When the best basis function is successfully searched, for example h p (t, f 11 , f 12 , f 13 , . . . ), the residual uncompensated translational displacement R(t) can be removed by the Equation (8),
where (∆x k , ∆y k ) is the differential position of the kth scatterer relative to the dominant point scatterer.
After that, repeating the searching step for the compensated signal s c ( f , t), we have the second best basis function whose parameters are { f 21 , f f 22 , f 23 , . . . }. We create a new dwelling time variable t , which is,
Now, the rotational motion compensation can be eliminated using the linear interpolation on the new dwelling time t .
The searching of parameters set { f 11 , f 12 , f 13 , . . . } is the key problem of the AJTF. Exhaustive searching is a trustworthy way for the optimal problem. However, a direct way to calculate the parameters set is urgently needed in the real-time application. The RMC problem can be transformed to a regression analysis one. y = s(t, f 11 , f 12 , f 13 , . . . ) (10) Equation (10) is a regression model which relates the measured vector y to a function t and parameters { f 11 , f 12 , f 13 , . . . }. s(t, f 11 , f 12 , f 13 , . . . ) is a complex and non-uniform function, it, as a result, is difficult for traditional regression methods, like the linear regression and the ordinary least squares. However, the artificial neural network provides a powerful tool for the regression problem.
AJTF with Neural Network to the RMC
The artificial neural network is an ordinary feed-forward full-connected networks. However, the training dataset and combination of the AJTF are the key procedure as discussed in this section.
The Architecture
The neuron is the smallest unit of the neural network, and a typical multi-inputs multi-outputs neuron is expressed in the Equation (11) .
The vector x = {x 1 , . . . , x n } is inputs of the neuron, and w is the corresponding weight vector. After influenced by bias b, the sum is passed to the activation function. Weight and bias define the performance of the neural network, thus, an optimal set of them is the goal of training the neural network, which is defined by the cost function.
For supervised learning, the optimal neural network has the lowest value of the cost function L, which measures the distance between the predicted output of the current network and the target output. Common cost functions contain the quadratic cost (mean squared error), the cross-entropy cost and the exponential cost etc. In this paper, for the regression problem, the mean squared error is used [27] , which is,
where, t m is the mth target label value, a m is the corresponding output of the network, M is the number of the output. Once the cost function L is determined, finding a series of weights w which minimizes the chosen function L is the main task. The gradient descent algorithms attempt to optimize the cost function L by following the steepest descent direction,
in which, η is the learning rate which controls how large of a step to take in the direction of the negative gradient. It is referred to as stochastic gradient descent (SGD). For SGD, however, the learning rate needs carefully set. A higher learning rate causes the network diverge, on the other hand, a lower one results in slow learning. Thus, we choose an ADADELTA optimizer [28] which can dynamically choose the learning rate during iterations. In addition, it also has some benefits, especially the robust to noise which is common in the ISAR imaging. Dislike weights and biases which is generated automatically, the activation function needs carefully to be chosen. ReLUs [29] is now widely used in the neural network, because, comparing to common activation functions like the sigmoids and the hyperbolic tangents, it allows for faster and effective training of the neural structure on the large and complex dataset and also provides efficient computation [30] .
The architecture of the proposed neural network is an easy-to-employing feed-forward full-connected one, showing in Figure 2 . The number of inputs of every neuron in the input layer is identical to the length of the signal. The mode of radar system is predestined, thus several neural networks with the different length of input layer are required to be trained. This setup is proper, because the length of signal only influences the sampling rate and the imaging time, and the radar signal model and the proposed line of thought are still valid. By changing the number of inputs of the proposed network, it can adapt to different radar systems. In following simulations, we set the number of inputs as 200. The deeper the network, the more accuracy regression results. In order to minimize the calculation load, the number of neurons in the hidden layer is tapered. In the end, at the output layer, we rescind the activation function to give maximum output range. The architecture is realized in the TensorFlow [31] , which is deveopled by Google. 
Training Datasets
The architecture of neural network influences a lot on the success of regression. Nevertheless, the overall success of the neural network regressor depends mostly on the training dataset. The NN-based method requires a large amount of training samples, however, in most circumstance, adequate samples are impossible to get. For example, it is impossible to obtain enough radar signal with different target motion characteristics and precisely measured trajectory path. Instead of training an end-to-end neural network, like in work [32] , the training dataset is generated for a network who can estimate the polynomial coefficient, like in Equation (10) . Thus the training dataset of the proposed method is generated by computer from a basic equation and a series of random chosen parameters. The basic equation of dataset is like the Equation (14) .
where, N(0, 1) is zeros means, unity variance Gaussian random variable, which provide a random initial phase and n(t) is the additive noise. Other parameters of the Equation (14) are randomly chosen and corresponding sampling data of this Equation needs to be saved. Before the generation, two things need to be discussed: (1) the characteristics of polynomial coefficients, like the number and the value range; (2) the choice of the additive noise n(t).
In the work of [21] , for only acceleration existing, the author estimates only f 1 , f 2 and achieves a good result of the RMC. For more complex scenario, like in the original work of Thayapara [19] , a perturbed oscillation is added to the motion with a constant velocity, whose frequency is 1 Hz. The disturbed phase term is
in which, A = 4π f /c, R(t) is ignored in order to reduce the analysis, ω is the constant rotational motion and b is attenuation ratio which controls the influence of the perturbed oscillation, the subscript d means disturbed in order to distinguish with ϕ( f , t) in the Equation (4) . The term inside the exp() of the Equation (8) is the Taylor expansion of ϕ( f , t), thus the determination of number of polynomial coefficients of the Equation (8) is to determine which order of ϕ( f , t) is too small to be ignore. Due to the fact that even under the circumstance with more severe smearing the ratio of oscillation b is still small. p(t) is small enough during the dwelling time, thus we have approximation: cos(p(t)) ≈ 1, sin(p(t)) ≈ p(t), then,
After Jacobi-Anger expansion, we convert the Equation (15) to,
where, J n (b) is the nth Bessel function of the first kind. The fourth order coefficient, contributed by cos part, is small enough to be ignored. Thus, the final training dataset contains only the first three orders
The range of f 1 , f 2 , f 3 is determined by the scene size, in other words, the Doppler bandwidth which is limited by the pulse repeat frequency. Hence, the range of f 1 , f 2 , f 3 is (−N, N), N is the pulse repeat frequency. The pulse repeat frequency of one radar image system will determinate the largest doppler of it, in other words, the range of cross dimension. Thus, if in the real data some parameters aren't contained in our dataset, the radar image has been aliased in cross range which should be avoided when we try to use radar to image remote targets.
As for the choice of n(t), it depends on the environment where the target is. When ISAR oversees a target in the air, n(t) only contains the additive white Gaussian noise (AWGN) led by the radar receiver. The overall size of training dataset is 20,000. It is not the larger the better. Work [33] has proved that stopping of neural network training before overfitting allows significant increasing of neural network predictive performance for test datasets in comparison to that of overtrained networks. Thus, 20,000 times is a suggested number of training iteration. By the data discussed above, the proposed neural network is trained. The value of the cost function in the end training is less than 2, which means that the proposed network is convergent and will have a good prediction performance.
Procedure of AJTF with Neural Network
The first step of AJTF-NN is the choosing of the dominant scatterer. The range cell which contains the dominant scatterer has the highest signal-to-noise ratio (SNR) and full movement characteristics based on rigid body assumption. The way of determination of the dominant scatterer place is amplitude normalized variance (ANV) [21] . The definition of the nth range cell is,
where E is the expectation. The dominant scatterer has the most possibility in the range cell whose σ n is relatively small. By chosing the range cell with a dominant scatterer, it avoid the false estimation of the neural network when predicting a cell has two or more scatterers whose RCSs are near. In addition, the training dataset contains noise factor which give him the ability to overcome the disturb led by minor scatterers. After the range cell is chosen, the proposed neural network is applied to predict coefficients of the target image and the whole ISAR image is compensated by these coefficients based on the method discussed in Section 2. Even though the final cost of prediction is small, images compensated by this series of coefficients may still have smearing if the higher order estimated coefficient contributes more on the cost. A further compensation is needed if the ISAR image quality is lower. A common image quality assessment is peak-sublobe ratio (PSLR),
where S( f ) is the power spectrum evaluated by FFT and f peak is the peak frequency. It is the power of the peak in frequency domain against the whole power in one range cell [34] . Based on the ISAR RD imaging principle, the frequency is proportional to the cross range. Thus the more power of the peak in total power, the more focused in ISAR image. If the PSLR of compensated image is larger than a threshold δ (depending on the usage of the ISAR image, 0.6 is chosen as an example in the proposed scenario), there is no need to further compensate. If not, a fine compensation should be applied by AJTF-PSO, whose searching range is significantly shrunk by the prediction of the proposed neural network. This fine compensation may lead to more computational load. However, as the analysis discussed in following section shows, under most circumstances, there is no need of fine compensation and it has few influence on the overall consumption. By this technique, the harmony between the quality and computation load is achieved. The AJTF-NN is comprehensively listed in the Algorithm 1.
Algorithm 1 AJTF-NN
Require: The ISAR signal matrix s( f , t), and trained neural network (Select the range cell with the dominant scatter). for i = 0 to N do Calculate ANV for every range cell M ← σ i end for Sort the smallest ANV and corresponding position n, σ min ← M { f 1 , f 2 , f 3 } = NN ← s( f , nT) (Put the dominent range cell into trained neural network)
image quality is good enough else image quality is not good enough
The algorithm does not need iteration, the computation complexity of this proposed method is T(n) = O(n). Thus, AJTF-NN can directly and fast compensate the ISAR image. It is much swifter than other AJTF methods, such as AJTF-PSO of its complexity O(n 2 ). By the given training dataset and architecture, it requires aproximately 1 h to train the proposed neural network. However, when estimating the overall performance of AJTF-NN, the training time should not be considered [24, 35] , because the training is a preliminary step, it can be done before processing ISAR image. Thus, the AJTF-NN is a swift and efficient method.
Results
In this section, we present some simulation results to investigate the proposed method. All results are generated and run on a personal computer consisting of Core i7-4760 with 4 processors at 3.6 GHz. Two models are used: (1) ideal point scatterers, (2) airbus A380 model.
Ideal Point Scatterers
The ideal point scatterers model derives from the model of original work of Thayaparan [19] . It contains 6 corner reflectors and is uniformly rotating at a constant rate of 3 • /s, anti-clockwise (see details in Figure 3 . In addition, the solid black corner reflector is intentionally set as the dominant scatterer whose radar cross section (RCS) is larger than others. In addition, simulation parameters of the ISAR are listed in Table 1 . Three properties of the AJTF-NN need comprehensive discussions, (1) image results, (2) efficiency and (3) stability. Figure 4a shows the ISAR image without distortion, clearly focusing every point of corner reflector. Adding yawing with frequency for 0.5 Hz into the uniform rotation, see in Figure 4b , as a comparison, the figure shows that the image is severely distorted in cross-range dimension. The Figure 4c ,d are the compensated image processed by AJTF-NN and original AJTF, respectively. The AJTF-NN almost has the same performance as the original AJTF. Both of them perfectly eliminate the blur of image and the Q PSLR s of dominant scatterer are 0.6265 and 0.6965, respectively, comparing to the Q PSLR of Figure 4a 0.7314. In addition, images processed by AJTF-PPT and AJTF-PSO are also shown in Figure 4d ,e, respectively as a comparison. The AJTF-NN almost has the same performance as the improved AJTF methods. Far more analysis to illustrate the difference will be done in following section by the numerical simulation. 
Efficiency
The most appealing characteristic of the AJTF-NN is its efficiency. As discussed in the Section 2.2.3, a fine compensation finished by the AJTF-PSO is needed to provide a constant high image quality when the image quality defined by Q PSLR is lower than 0.6. To show the influence of it, we execute Monte Carlo simulation for 5000 times with different circumstances. The non-uniform motion is led by the acceleration which is randomly chosen from 1 • /s 2 to 10 • /s 2 . The statistic results of the Monte Carlo simulation is illustrated in Figure 5 , where the image quality distribution without the fine compensation is presented. When the fine compensation threshold of the AJTF-NN is set at 0.6 which is near the quality of Figure 4c , the AJTF-PSO does not need to get involved in 79.82% processes. Thus, the fine compensation will not have a significant influence on the overall performance. In addition, the overall performance are recorded during the Monte Carlo simulation with other three AJTF algorithms (AJTF-PSO, AJTF-PPT and Traditional AJTF). The averaged computational time is listed in Table 2 . In Table 2 , the time used by the estimation step is separately listed, because the compensation step consumption is the same for all four algorithms, which is approximate 10 ms. Results show that the AJTF-NN is much faster than other prevalent improved searching methods, the acceleration ratio are even up to 424, 2.07 times than the AJTF-PSO and the AJTF-PPT respectively without the deterioration of the compensated image quality. The estimation step contributes most on the difference, thus when ISAR is watching more than one targets the AJTF-NN will have more advantages. We analyzed the influence of the noise on the performance of the AJTF-NN. Image entropy is used to reflect the property, which is Even though the neural network is a nonlinear system, In this simulation, the AJTF-NN shows the same property as the original AJTF, which means that noise does not have a great influence on the proposed method. However, when the noise is small enough, the entropy led by distortion takes the dominant position. When the SNRs is worsen (SNR < 0 dB), the entropy of SAR image provided by the AJTF-NN is still at the same order. Thus, the stability of AJTF-NN under different circumstances is guaranteed.
In addition, based on the relationship between the estimated coefficients and simulation parameters in the Equation (5), parameters can be calculated, like acceleration of the target, from the output of the AJTF-NN. We give the result of estimated parameters by the AJTF-NN to show the accuracy. The acceleration estimation results by AJTF-NN is in Figure 7 . In Figure 7 , the AJTF-NN shows a good result, even though under some circumstances the maximum error is approximately 2 m/s 2 .
Airbus A380
As a more realistic simulation, a full size Airbus A380 aircraft with dimensions which are about length of 93 m, width of 102 m and height of 32 m is employed to test the capability of the proposed method. As shown in Figure 8 , the cruise speed of flight is set as 200 m/s. The distance between the antenna phase center of the radar and the center of airplane is 30 km. The required radar data are obtained by a trustworthy electromagnetic (EM) scattering solver, shooting and bouncing rays (SBR) [36] , which is widely used to generate the radar scattering echo of an electrically large scale target. The horizontal-horizontal polarized mono-static scatterings are generated and collected by this EM solver. In addition, the simulation parameters of the ISAR are listed in Table 1 , except the bandwidth is changed to 300 MHz.
The Figure 9a is an ideal A380 ISAR image with these parameters, in which, several key structures like four engines and the outline of A380 are clearly illustrated (the white line in Figure 9a is the outline of the model). Engines of aircraft usually have stronger scatterings than the other parts due to its cone structure, and are the most interesting components for ISAR recognition algorithm. Figure 9b shows the ISAR image of the Airbus A380 with distortion. The distortion in this image is led by a yew with 0.5 Hz. In the cross-range, because the image is highly fuzzy, the outline of the A380 is covered by the spread of the power and the position of engines is hard to determine. Thus, it results in great difficulties of radar detection and recognition. After handled by the AJTF-NN, in Figure 9c , the surrounding area of the ISAR image is adequately sharp. The image quality Q PSLR of Figure 9c 
Discussion
The strength of the proposed method lies in the efficiency when a good image compensation result is guaranteed, as shown in Figure 4 and Table 2 . The training time is the main problem of the proposed method. There are several novel and cutting-edge papers [14, 15, 17] which reconstruct ISAR image from rotational movement by compressed sensing. Comparing to the result of these papers, when considering the training time, which will take about 1 h or longer, the proposed method is not efficient. However, the training procedure is a preliminary step. It will be done before it is applied to compensate radar image. For example, in other neural network related papers [24, 35, 37] , they do not consider the training time when listing total performance. Thus, the time consumption of training procedure should not be considered in the total performance.
Furthermore, the training parameters will change under different mode of radar system. However, it will only influence the sampling rate and imaging time, thus the radar signal model and the proposed line of thought are still valid. By changing the number of inputs of the proposed network, it can adapt to different radar systems.
The image compensation performance of proposed method, as shown in the Section 3.2 is almost similar to the conventional AJTF. The justification of having a new method is based on two following reasons. First, the conventional AJTF, which uses an exhaust searching estimation method, will always find the optimal solution in the given range. In order words, the conventional AJTF will have the best performance. Thus, if the proposed method could have the same image compensation quality, which surely have, as shown in the Section 3.2, the proposed method is good enough considering the compensation performance. Secondly, even though the conventional AJTF has the best solution, the time-consumption of it is intolerable employing for the real-time imaging. Thus when considering the performance of the time-consumption, the proposed method has a considerable advantage comparing to the other AJTF methods. Combining these two reasons, the proposed method, which provides the same image compensation quality and is efficient, is a novel AJTF method.
Conclusions
In this paper, we propose a novel adaptive joint time frequency algorithm combined with neural network (AJTF-NN) to focus the distorted the inverse synthetic aperture radar (ISAR) image when the target is in rotational motion, and a coefficient estimator based on the artificial neural network (ANN) is developed to solve the time-consuming problem in the rotational motion compensation (RMC) polynomial phase coefficient estimation. Comparing to the traditional AJTFs, the AJTF-NN is a more efficient method which can reduce greatly the computational cost. Some simulations have illustrated the stability and efficiency of the AJTF-NN under different SNRs. In addition, a realistic Airbus A380 model based on EM simulation also supports that the AJTF-NN is qualified for more complex circumstances. Thus, the AJTF-NN has a great potential in ISAR image compensation problems.
Some possible extensions of this method should include a refinement of the neural network architecture which will lead to a less computational cost and training time, or a refinement of training dataset for other complex scenarios, such as the ship-ocean problem.
