We study asymptotic stability of continuous-time systems with mode-dependent guaranteed dwell time. These systems are reformulated as special cases of a general class of mixed (discrete-continuous) linear switching systems on graphs, in which some modes correspond to discrete actions and some others correspond to continuous-time evolutions. Each discrete action has its own positive weight which accounts for its time-duration. We develop a theory of stability for the mixed systems; in particular, we prove the existence of an invariant Lyapunov norm for mixed systems on graphs and study its structure in various cases, including discrete-time systems for which discrete actions have inhomogeneous time durations. This allows us to adapt recent methods for the joint spectral radius computation (Gripenberg's algorithm and the Invariant Polytope Algorithm) to compute the Lyapunov exponent of mixed systems on graphs.
function (polynomial or rational) tend to infinity.
In this paper, we propose new algorithms for computing the maximal Lyapunov exponent of continuous-time linear switching systems with fixed or guaranteed modedependent dwell time, which provide arbitrarily tight upper and lower bounds for the minimal dwell time ensuring stability. To this end we first introduce and analyse weighted discrete-time switching systems (Section 2), which are discrete-event switching systems with arbitrary switching for which the time-duration of every discrete event (the weight ) depends on the mode. Weights clearly affect the value of the joint spectral radius which can be associated with such systems. If all the matrices are nondegenerate, then a weighted system can be interpreted as a continuous-time switching system with fixed dwell times for each mode. Such systems behave similarly to classical discrete-time switching systems (which correspond to the case of unit weights), but exhibit some significant distinctive feature. Nevertheless, we will see that the concept of invariant norm and the main algorithms of the joint spectral radius computation (Gripenberg's algorithm [11] and the invariant polytope algorithm [15, 13, 23] ) can be extended to weighted systems after some modifications.
Then in Section 3 we introduce and study mixed systems, which are a special class of hybrid systems: some modes correspond to discrete actions and some others correspond to continuous-time evolutions. With each discrete action is associated a weight which accounts for its time-duration. This type of systems with hybrid time domain is closely related to another important class of switching systems, namely that of impulsive switching systems [2, 35] . Again, when all discrete actions are nondegenerate, a mixed system can be interpreted as a continuous-time system with fixed dwell time for some modes and free dwell time for the others. We show in Theorem 3.10 how to extend to mixed systems existence results of extremal and invariant norms known for discrete-time and continuous-time systems.
Even mixed systems are not enough to tackle our original problem of efficiently computing Lyapunov exponents for continuous-time systems with guaranteed modedependent dwell time. In Section 4 we make the next step by introducing constrained mixed systems or, more generally, mixed systems on graphs. They allow one to model constrains imposed on the order of activation of the modes along a trajectory. Such constraints on the order are encoded in a multigraph G. For classical discretetime switching systems, this generalization has been actively studied in the recent literature [7, 8, 19, 27, 28, 29] and such models are special occurrences of hybrid automata (cf. [31] ). We extend the theory to the case including both discrete-time and continuos-time dynamics, introducing a rather general class of mixed systems on graphs, proving existence of extremal multinorms and characterizing them in terms of invariant polytopes. As a consequence, we extend the main algorithms for computing the Lyapunov exponent to such mixed systems on graphs.
Then in Section 5 we eventually address our main problem. We show that a continuous-time switching system with guaranteed mode-dependent dwell time can be seen as a special case of a mixed system on a certain graph. Using the techniques elaborated in Section 4 we show how to decide the stability for those systems and how to compute their Lyapunov exponents. Several illustrative examples are considered along with statistics of the efficiency of the algorithms depending on the dimension of the system.
2. Discrete-time weighted systems and continuous-time systems with fixed dwell times.
2.1. Theoretical aspects. We begin with the simplest case of restricted dwell times, when they are fixed for all modes, that is, we consider a continuous-time linear switching systemẋ = B(t)x, t ∈ [0, +∞), x ∈ R d , where at each time t, the matrix B(t) belongs to a finite family B = {B 1 , . . . , B m } of d × d matrices. We now impose the main restriction: each matrix B j is associated with its fixed dwell time τ j > 0, and the switching law B(·) is a piecewise-constant function such that each value B j is attained in a segment of length τ j . In other words, every matrix B j is switched on for a time exactly equal to τ j , after which it switches to another matrix B i for a time τ i (the case i = j is allowed), and so on. This can be actually seen as a discrete-time switching system x(k) = A(k)x(k − 1), k ∈ N, where the d × d matrices A(k) are taken from the set A = {A 1 = e τ1B1 , . . . , A m = e τmBm }. However, from the point of view of the rate of convergence or divergence of the system, by contrast with the classical framework of discrete-time switching systems where all modes are associated with a unit time duration, here the time duration of each action A j can be different. We now formally introduce the main concept.
Let A = {A 1 , . . . , A m } be a family of d × d-matrices (the modes) and α = {α 1 , . . . , α m } be a family of strictly positive real numbers (the weights). By (A, α) we denote the family of pairs (A j , α j ), i.e., each matrix is equipped with its weight.
Definition 2.1. For a given family (A, α) as above, the corresponding weighted discrete-time switching system (or, simply, weighted system) is
and the transfer from
Thus, a classical discrete-time switching system is a weighted system with unit weight for each mode. The stability and asymptotic stability are defined in the same way as for the classical case. Note that stability, asymptotic stability, and instability of a weighted system do not depend on the weights, as they are entirely defined by the boundedness of all trajectories (or their convergence to zero, for the asymptotic stability). What really depends on weights is the rate of growth of the trajectory which is defined next.
Definition 2.2. For a given weighted system (A, α), the α-weighted joint spectral radius ( α-spectral radius, for short) of A is defined as (1) .
Note that the definition of α-spectral radius of A does not depend on a specific norm on R d . Let us first show that the lim sup in (2.1) is actually a limit. This is the object the following result, which is based on a variant of Fekete's lemma presented in the appendix (Lemma 5.4). 
for every k ∈ N. Then ρ k converges to inf j∈N ρ j . 3 Proof. For j, k ∈ N, let A(1), . . . , A(j + k) be such that (1) .
Hence,
As a consequence, for every j, k ∈ N there exists ν j,k ∈ (0, 1) such that
with ν j,k ≤ αmax αmin j j+k . The conclusion then follows from Lemma 5.4 applied to f (k) = log(ρ k ).
In the classical case, when each α j is equal to one, we keep the notation ρ(A). The weighted joint spectral radius is equal to the biggest rate of asymptotic growth of trajectories. However, the weighted joint spectral radius is not a positively homogeneous function of a matrix family A as in the classical case. Instead, as stated in the next proposition, it is a homogeneous function of degree one with respect to α. Proposition 2.4. For an arbitrary weighted system (A, α) and for every λ > 0, we have
where (δ α λ ) λ>0 is the family of dilations associated with α, i.e.,
Proof. For every matrix product, we have (1) .
Taking the maximum over all products of length k and the limit as k → ∞, we deduce (2.2).
On the other hand, the sign of ρ(A, α) − 1 does not depend on α, as stated in the next proposition.
Proposition 2.5. Let (A, α) be an arbitrary weighted system. Then ρ(A, α) = 1 (respectively, > 1 or < 1) if and only if ρ(A) = 1 (respectively, > 1 or < 1).
Proof. Notice that
and ρ(A, α) = 1 if ρ(A) = 1, proving the proposition.
Remark 2.6. Proposition 2.5 allows one to generalize to weighted systems the following property of the joint spectral radius: a weighted system (A, α) is asymptotically stable if and only if ρ(A, α) < 1. Indeed, as already noticed, (A, α) is asymptotically stable if and only if the discrete-time switching system associated with A is asymptotically stable, which in turns happens if and only if ρ(A) < 1 (see, for instance, [18, Corollary 1.1]).
Combining Propositions 2.4 and 2.5, we obtain the following.
Theorem 2.7. The weighted joint spectral radius ρ(A, α) is equal to λ −1 , where λ is found as the unique solution of the equation
Equality (2.3) expresses implicitly the weighted joint spectral radius in terms of the joint spectral radius. The left hand side of (2.3) is an increasing function in λ, hence the root of this equation can be found merely by bisection in λ. This, however, requires several computations of the joint spectral radius (of the family δ α λ (A) for different values of λ). Therefore, it would be more efficient to compute the weighted joint spectral radius directly. The invariant polytope algorithm gives this opportunity. This issue is addressed at the end of this section. Theorem 2.7 allows us to adapt many notions and results on the joint spectral radius to the weighted joint spectral radius. Definition 2.8. A weighted system (A, α) is said to be • non-defective if there exists a constant C > 0 such that
Proposition 2.9. Let (A, α) be a weighted system and ρ = ρ(A, α).
From the definition of A ′ , one recovers (2.4).
As an immediate consequence, since irreducibility implies non-defectiveness for discrete-time switching systems, one gets the following.
Corollary 2.10. If the family of matrices A is irreducible, then the weighted system (A, α) is non-defective for every weight α.
Remark 2.11. The proof of Proposition 2.9 is based on the remark that nondefectiveness of (A, α) is independent of the weight α if ρ(A) = 1. Corollary 2.10 identifies another class of families of matrices for which non-defectiveness is independent of the weight. The property is however false for a general family A, as illustrated by the following example.
Consider
Notice that the two matrices commute. For a weight α, a positive integer k, and A(j) ∈ A, j = 1, . . . , k, one has that
for some integer m ≤ k. The right-hand side of (2.5) can be rewritten as
and ζ(k) → 0 as k → ∞. A simple computation shows that the maximum of f α (·) is reached at x = 0 if α = (1, 1) and at x = 1 if α = (2, 1). As a consequence, ρ(A, (1, 1)) = 3 and ρ(A, (2, 1)) = 2. Moreover, the maximum in (2.5) goes as A k
1 is not bounded as k tends to infinity, while (A, (2, 1)) is non-defective since 2 −k A k 2 does not depend on k ≥ 1. The following theorem extends the main facts on extremal and invariant norms from classical discrete-time switching systems to weighted systems. 
Proof. a) If A j < λ αj for all A j ∈ A, then this inequality still holds after replacing λ by λ − ε, whenever ε > 0 is small enough. Using submultiplicativity of the matrix norm, we obtain for all matrix products: A(k) · · · A(1) < (λ−ε) α(k)+···+α (1) . Hence, ρ(A, α) ≤ λ − ε < λ. Conversely, if ρ(A, α) < λ, then the family A ′ = δ α λ (A) has joint spectral radius smaller than one. Hence, there is a norm in R d such that A ′ < 1 for every A ′ ∈ A ′ . Therefore, A j < λ αj for j = 1, . . . , m. 6 In the same way we prove the existence of the extremal and invariant norms in items b) and c) merely by passing to the system δ α ρ −1 (A), whose joint spectral radius is equal to one and by applying the classical existence results of extremal and invariant norms of usual discrete-time switching systems.
Numerical aspects.
2.2.1. The algorithm of Gripenberg adapted for weighted systems. Theorem 2.12 allows one to compute the weighted joint spectral radius by constructing the corresponding norm in R d . We begin with the branch-and-bound algorithm of Gripenberg [11] for the approximate computation of the joint spectral radius and then consider the invariant polytope algorithm for its exact computation. To generalize Gripenberg's algorithm to weighted systems we need an extension of Item a) of Theorem 2.12 to cut sets of matrix products (defined below).
Consider the tree T of matrix products. The root is the identity matrix Id. It has m children A j , j = 1, . . . , m. They form the first level of the tree. The further levels are constructed by induction. Every vertex (product) in the kth level Π = A(k) · · · A(1) has m children A j Π, j = 1, . . . , m, in the (k + 1)-th level. For a vertex Π = A(k) · · · A(1), we denote |Π| = α(k) + · · · + α(1).
A finite set of vertices on positive levels is called a cut set if it intersects every infinite path starting at the root (all paths are without backtracking). It is shown easily that for every cut set S, each infinite product of matrices from A is an infinite product of vertices from S. Proposition 2.13. If the tree T of a weighted system (A, α) possesses a cut set S such that for every vertex Π ∈ S, we have Π < λ |Π| for some λ > 0, then ρ(A, α) < λ.
Proof. The inequalities Π < λ |Π| still hold after replacing λ by λ−ε, whenever ε > 0 is small enough. Let n be the maximal level of vertices from S. Then every product Π N of length N > n can be presented as a product Π of several vertices from S times some product Π r of length r < n. Using submultiplicativity of the matrix norm, we obtain Π < (λ − ε) |Π| . Therefore,
where C is the maximum of numbers Π r (λ − ε) −|Πr| over all products Π r of length ≤ n. Since this holds for all long products Π N , we conclude that ρ(A, α) ≤ λ−ε < λ.
We now provide details of the algorithm. We choose a small ε > 0 and define the starting value of λ as λ = max{[ρ(A i )] 1/αi | i = 1, . . . , m}, where ρ(A) denotes the spectral radius of the matrix A. Then we go through the tree T starting from the first level.
For every vertex Π = A(k) · · · A(1) on T , we compute Π 1/|Π| and if it is smaller than λ + ε, then we remove from T the vertex Π together with the whole branch starting from it. This vertex is said to be dead and it does not produce children. Otherwise, we keep Π and we go to the next vertex.
If the value ρ Π 1/|Π| is bigger than λ, then we replace λ by this value and continue. Otherwise, λ stays the same. 7 The algorithm terminates when there are no new alive vertices. Then we have λ ≤ ρ(A, α) ≤ λ + ε. For the last alive vertex-product Π n , we have
The invariant polytope algorithm. The algorithm tries to find a s.m.p. (spectral maximizing product), i.e., a product Π = A(k) · · · A(1) such that ρ(A, α) = ρ(Π) 1/|Π| . If this is done, then the weighted joint spectral radius is found.
For discrete-time switching systems, numerical experiments demonstrate [13, 14, 23] that for a vast majority of matrix families, a s.m.p. exists and the invariant polytope algorithm finds one. The first step is to fix some integer ℓ and find a simple product (i.e., a product which is not a power of a shorter product) Π = A(n) · · · A(1) with the maximal value [ρ(Π n )] 1 |Πn| among all products Π n of lengths n ≤ ℓ. We denote this value by ρ c and call this product a candidate for s.m.p.. Next, we try to prove that it is a real s.m.p.. We normalize all the matrices A i asÃ i = ρ −αi c A i . Thus we obtain the system (Ã, α) and the productΠ =Ã(n) · · ·Ã(1) such that ρ(Π) = 1. We are going to check whether ρ(Ã, α) ≤ 1. If this is the case, then ρ(Ã, α) = 1. By Theorem 2.7, we equivalently need to show that ρ(Ã) ≤ 1. This can be done by presenting a polytope P ⊂ R d such thatÃ i P ⊂ P for all i = 1, . . . , m. The construction is provided in [13] . If the algorithm terminates within finite time, then it produces the desired polytope P . Otherwise, we need to look for a different candidate for s.m.p..
The criterion for terminating the algorithm in a finite number of steps uses the notion of dominant product which is a strengthening of the s.m.p. property. A product Π = A(n) · · · A(1) is called dominant for the weighted family (A, α) if there exists a constant γ < 1 such that the spectral radius of each product of matrices from the normalized familyÃ which is neither a power ofΠ nor that of its cyclic permutation is smaller than γ. A dominant product is an s.m.p., but, in general, the converse is not true.
Theorem 2.14. For a given weighted system and for a given initial product Π, the invariant polytope algorithm (Algorithm 1) terminates within finite time if and only if Π is dominant and its leading eigenvalue is unique and simple.
The proof of the theorem is similar to the proof of the corresponding theorem for usual discrete-time systems [13] and we omit it.
The algorithm follows (here absco denotes the absolutely convex hull of a set). Variants for Algorithm 1 can be considered in the case where there are several spectrum maximizing products.
In the usual case when α 1 = α 2 = 1 it is well-known that
which implies that A 1 A 2 is a spectral maximizing product. 8 Algorithm 1: The invariant polytope algorithm Data: A = {A 1 , . . . , A m }, α = {α 1 , . . . , α m }, k max > 0 (k max may be very large), and a candidate spectrum maximizing product Π Result: The invariant polytope P , spectrum maximizing products, the weighted joint spectral radius ρ(A, α) begin
Compute v 0 , leading eigenvector of Π;
for v ∈ R k−1 , and for i = 1, . . . , m do
Set E = 1 (the algorithm halts) ; else 13 Set k := k + 1 ;
Π is a s.m.p.; ρ(A, α) = ρ c is the weighted joint spectral radius; else print Maximum number of iterations reached;
However, setting α 1 = 1 and α 2 = 2 we compute the s.m.p. Π = A 2 1 A 2 , that gives |Π| = 4,
This gives the normalized product
As expected ρ c < ρ 0 . An extremal norm is computed by the Invariant polytope algorithm and corresponds to a polytope with vertices {±v 0 , ±v 1 , . The sequence of intervals increases, i.e., b i ≤ a i+1 for each i. The union of those intervals is called a dark domain, its complement in R + is called an active domain and denoted by T . For any measurable function B : T → B, we consider the system of differential and difference equations
Every solution x : T → R d of this system is called a trajectory of the mixed system (A, α, B), whose associated switching law is given by the sequence
We use sw to denote any such switching law and SW for the set of all switching laws associated with (A, α, B).
Clearly, the classical continuous and discrete-time switching systems are special cases of mixed systems.
Every trajectory of a mixed system is uniquely determined by the switching law sw and by the initial point x(0). The trajectory has its own active domain T = T (sw ), where it is defined. Thus, for a mixed system, a trajectory is not a function from R + to R d , but a function from a certain closed subset T ⊂ R + to R d . If t / ∈ T , then x(t) is not defined. The dark domain R + \ T consists of the union of the intervals (a i , b i ). The transfer of the trajectory from the state x(a i ) to x(b i ) = A(i)x(a i ) is called a jump, and a i is a jump point. The set of all trajectories will be denoted by X .
Remark 3.2. Let (A, α, B) be a mixed system. Then its set of switching laws SW is shift-invariant and closed by concatenation on their active domains, i.e., given two switching laws sw 1 and sw 2 in SW and a time T ∈ T (sw 1 ), one can concatenate the restriction to [0, T ) of sw 1 with sw 2 , in such a way to provide a switching law
3. An important special case of a mixed system is a continuous-time linear switching systemẋ = B(t)x, t ∈ R + , where for each t, the matrix B(t) is from a finite set of matrices B = {B 1 , . . . , B n }, and for several of them, say, for B 1 , . . . , B m , the dwell times are fixed. This means that each matrix B i , 1 ≤ i ≤ m, can be activated only for a time interval of a prescribed length α i > 0 (or positive multiples of it). By setting A i = e αiBi , i ≤ m, we obtain a mixed system (A, α, B) with A = {A 1 , . . . , A m }, α = {α 1 , . . . , α m }, and B = {B m+1 , . . . , B n }. However, not every mixed system has this form, because not all matrices can be presented as matrix exponentials.
The definitions of stability and of Lyapunov exponent are directly extended to mixed systems.
The previous definition makes sense since clearly T contains an increasing sequence of points tending to infinity.
Definition 3.5. The Lyapunov exponent of a mixed system is the quantity
The properties of the Lyapunov exponent σ are similar to those for the classical discrete-time or continuous-time linear switching systems. For example, one can easily establish the following "shift identity": for every τ ∈ R, we have
In the following lemma, we prove a Fenichel type of result for mixed systems, namely that asymptotic stability and exponential stability are equivalent properties for a mixed system. Lemma 3.6. Let (A, α, B) be a mixed system and definê Let S be the unit sphere of R d for the norm · . We claim that there exists a time T > 0 such that, for every x ∈ S and sw ∈ SW, one has x(t; x, sw ) ≤ 1/2 for some t ∈ [0, T ] ∩ T (sw ). Indeed, arguing by contradiction, one should have that for every k ∈ N there exist x k ∈ S and sw k ∈ SW such that
Denoting by co(B) the closure of the convex hull of B, by Lemma 3.8 there exist a trajectory x * of (A, α, co(B)) with active domain T such that x * (t) ≥ 1/2 for every t ∈ T . Hence (A, α, co(B)) is not asymptotically stable, which, by a standard approximation argument (see [17] ), contradicts the asymptotic stability of (A, α, B) and, thus, proves the claim. One easily deduces from the claim and the shift-invariance property observed in Remark 3.2 that there exists C > 0 such that x(t) ≤ C2 −t/T x(0) for every x ∈ X and every t ∈ T , concluding the proof of the lemma.
The notions of non-defectiveness and irreducibility extend to mixed systems as follows. Let us note that a trajectory of a mixed system may reach the origin at some timet < ∞, after which it stays at the origin forever. This situation is impossible for continuous-time systems, but for mixed systems it can happen, provided that one of the matrices A j is degenerate.
Given a trajectory x(·) of the mixed system and f : R d → R + positive define, we say that f (x(t)) strictly decreases in t if f (x(t 1 )) > f (x(t 2 )) for every t 1 , t 2 ∈ T such that t 1 < t 2 and x(t 1 ) = 0. Thus, the value f (x(t)) decreases not on the whole R + , where it may not be defined, but on the active domain. Moreover, if the trajectory stabilizes at zero at some timet, then we require f (x(t)) to strictly decrease only for t <t.
We now formulate the main theorem on extremal and invariant norms for mixed systems. Corollary 3.11. A mixed system is asymptotically stable if and only if there exists a norm · in R d such that for every trajectory x ∈ X , x(t) strictly decreases in t.
On the other hand, Item c) of Theorem 3.10 has the following geometrical interpretation. We next provide a proof of Theorem 3.10.
Proof of Theorem 3.10. We split the proof into four steps. First we construct a special positively-homogeneous monotone convex functional ϕ (Step 1) and prove that it is actually a norm in R d when it is finite (Step 2). As a consequence, we deduce Items a) and b). In Step 3 we show that irreducibility implies non-defectiveness, and so ϕ is an extremal norm for irreducible systems. Finally, in Step 4, based on ϕ we construct an invariant norm w. In view of (3.2) it suffices to consider the case λ = 0 in item a) and σ = 0 in items b) and c). We can also, without loss of generality, assume that B = ∅, since otherwise (A, α, B) is a weighted system, for which Theorem 2.12 applies.
Step 1. For arbitrary t ≥ 0 and z ∈ R d , denote
The supremum is taken over those trajectories whose active domain contains t. The set of such trajectories is nonempty, since we are assuming that B = ∅. For every fixed t, the function ℓ(·, t) is a seminorm on R d , i.e., it is positively homogeneous and convex, as a supremum of homogeneous convex functions. The function
is, therefore, also a seminorm as a supremum of seminorms. Moreover, ϕ(z) ≥ ℓ(z, 0) = z , hence ϕ(z) is strictly positive, whenever z = 0. For every trajectory x(t) the function ϕ x(t) is non-increasing in t on the set T , by the concatenation property presented in Remark 3.2. Thus, if ϕ(z) < +∞ for all z, then ϕ is a norm which is non-decreasing along every trajectory of the system.
Step 2. If σ < 0, then σ < −ε for some positive ε. Consider the shifted system (δ α ε (A), α, B + εI) and denote by ϕ ε the corresponding function ϕ for this system. Thanks to (3.2) and to Item a) of Lemma 3.6, all trajectories of (δ α ε (A), α, B +εI) are uniformly bounded, and hence ϕ ε (z) < +∞ for each z ∈ R d . Therefore, ϕ ε is a norm, which is non-decreasing along any trajectory of the shifted system. On the other hand, every trajectory of the shifted system has the form e −εt x(t), where x ∈ X . For every t 1 , t 2 ∈ T such that t 1 < t 2 , we have e εt1 x(t 1 ) ≥ e εt2 x(t 2 ) . Thus, x(t 2 ) ≤ e ε(t1−t2) x(t 1 ) . Hence, the norm ϕ ε strictly decreases along every trajectory x ∈ X . Now consider a new norm · = ϕ ε (·). For arbitrary x 0 = 0 and A j ∈ A, take a switching law with a 1 = 0, A(1) = A j , and take an arbitrary trajectory starting at x 0 . We have A j x 0 = x(b 1 ) < x(a 1 ) = x 0 . Thus, A j x 0 < x 0 . Since this is true for all x 0 = 0, we see that A j < 1. This proves the first property from a). On the other hand, as shown in [24, 25] each norm that decreases along any trajectory possesses the second property from a): for every x such that x = 1, all the vectors Bx, B ∈ B, starting at x are directed inside the unit sphere. This completes the proof of a).
To prove b) it suffices to observe that if the system is non-defective and σ = 0, then ϕ(x) < +∞ for all x. Hence, ϕ is a desired extremal norm, which in nondecreasing along any trajectory x ∈ X . This concludes the proof of b).
Step 3. Let us now tackle Item c). We begin by proving that if the system is irreducible, then ϕ(x) < +∞ for all x, and so ϕ is a norm. Denote by L the set of points x ∈ R d such that ϕ(x) < +∞. Since ϕ is convex and homogeneous, it follows that L is a linear subspace of R d . Let us show that L is an invariant subspace for all operators from A and from B. For every z ∈ L, each trajectory starting at z is bounded, hence each trajectory starting at Az, A ∈ A, is bounded as well, as a part of the trajectory starting at z. Hence, Az ∈ L and so L is a common invariant subspace for the family A. Similarly, for every z ∈ L, B ∈ B, and t ≥ 0, e tB (z) is in L, from which we deduce that the tangent vector Bz is also in L. Thus, L is a common invariant subspace for both A and B. From the irreducibility it follows that either L = R d (in which case ϕ is a norm) or L = {0}. It remains to show that the latter is impossible.
Consider the unit sphere S = {x ∈ R d | x = 1}. If L = {0}, then ϕ(x) = +∞ for all x ∈ S. For every natural n denote by H n the set of points z ∈ S for which there exist a trajectory starting at z and a time T = T (z) ≤ n in the corresponding active domain T such that x(T ) > 2. Clearly, ∪ ∞ n=1 H n = S. Since each H n is open, the compactness of S implies the existence of a finite subcovering, i.e., the existence of a natural N such that ∪ N n=1 H n = S. Equivalently, T (z) ≤ N for all z ∈ S. Thus, starting from an arbitrary point x 0 ∈ S one can consequently build a trajectory x ∈ X and an increasing sequence (t k ) k∈N in T such that x(t k+1 ) > 2 x(t k ) and |t k+1 − t k | ≤ N for all k. For this trajectory, x(t n ) > 2 n and t n ≤ nN , hence
x(t n ) > e tn ln 2/N . Therefore, σ ≥ ln 2 N > 0, which contradicts the assumption. The contradiction argument allows to conclude that L = R d and ϕ is a norm.
Step 4. We have found a norm ϕ which is non-increasing on the active domain along every trajectory x ∈ X . By convexity of ϕ, this also implies that ϕ(x(t)) ≤ ϕ(x(0)) for every trajectoryx ∈ X and every t ≥ 0. Define, for every x ∈ R d ,
The finiteness of w follows from the monotonicity of ϕ. Notice that, by Remark 3.2,
We claim that w is a norm. Homogeneity is obvious and subadditivity follows form the inequality ϕ(x(t; x + y, sw )) ≤ ϕ(x(t; x, sw )) + ϕ(x(t; y, sw )), sw ∈ SW, t ≥ 0.
Let us assume by contradiction that w(x) = 0 for some x = 0. It follows from (3.4) that w(x(t; x, sw )) = 0 for all sw ∈ SW and t ∈ T (sw ). Since, moreover, the linear space generated by {x(t; x, sw ) | sw ∈ SW, t ∈ T (sw )}, is invariant for A ∪ B, then it is equal to R d , which implies that w ≡ 0 on R d . It follows from Item b) of Lemma 3.6 that σ(A, α, B) < 0, leading to a contradiction. This concludes the proof that w is a norm.
Take now x ∈ R d and consider two sequences (sw k ) k∈N ⊂ SW and (t k ) k∈N ⊂ R + such that t k → ∞ as k → ∞ and
Since ϕ is non-increasing along trajectories, we have that ϕ(x(t; x, sw k )) ≥ w(x). Hence, by definition of w, w(x) = lim t→∞, t∈T (sw ) ϕ(x(t; x, sw )). We conclude the proof that w is an invariant norm by deducing from (3.4) that w(x(t; x, sw )) = w(x) for every t ∈ T (sw ).
Having proved the existence theorem for extremal and invariant norms we are now able to approximate the Lyapunov exponent numerically by constructing polytopic Lyapunov functions.
3.2. The algorithm for mixed systems. One of the methods to prove stability of mixed systems is by discretization. First we assume that B is finite.
It is well known that the joint spectral radius of a compact set B of matrices is the same as that of its convex hull co(B). If this is finitely generated, i.e., co(B) = co ({B 1 , B 2 , . . . , B m }) then we can apply our algorithm. If this is not the case, one possibility would be that of finding a nearby polyhedron containing co(B) and apply the algorithm to the family given by the vertexes of this polyhedral set. If the set is ε-close to B then the computed joint spectral radius is ε-close to the joint spectral radius ρ (co(B)) = ρ (B).
The idea is that of constraining (3.1) by imposing that the time instants at which switching is allowed (the switching instants) for the free matrices (those belonging to B) are multiple of a small time-duration τ .
This procedure gives rise to a weighted system (C τ , γ τ ) whose corresponding modes are the elements of A and those of B τ = {e τ B | B ∈ B}, i.e., C τ = A ∪ B τ . The weight vector γ τ is obtained associating with any element A i ∈ A its corresponding α i from α and with any matrix in B τ the weight τ .
We recall that Algorithm 1 tries to find a s.m.p. Π τ = C(k) · · · C(1), with C(1), . . . , C(k) ∈ C τ , such that ρ(C τ , γ τ ) = ρ(Π τ ) 1 |Πτ | . If this is done, then the weighted joint spectral radius is found. Choosing the product with the biggest β(Π), we find the best lower bound for the Lyapunov exponent. If Algorithm 1 finds the s.m.p. Π τ , then this product provides this best lower bound. Using the short notation β(τ ) = β(Π τ ), we get
Similarly to [12] , an upper bound to σ (A, α, B) is found as follows. For an arbitrary polytope P ⊂ R d symmetric about the origin and for the weighted family (C τ , γ τ ), we define the value µ(B, P ) = µ(P ) as µ(P ) = inf µ ∈ R | for each vertex v ∈ P and B ∈ B, the vector (B − µI)v is directed inside P . For the extremal polytope P τ computed by Algorithm 1 we use the short notation µ(P τ ) = µ(τ ). The following simple observation is crucial for the further results. Proposition 3.13. Let B be finite and τ > 0. Then for an arbitrary symmetric polytope P and for arbitrary product Π of matrices from the weighted family (C τ , γ τ ), we have
In particular,
Proof. The proof is completely analogous to the one given in [12] for classical switching systems.
If, for a polytope P , we have e τ B P ⊂ λ τ P , B ∈ B, as well as A i P ⊂ λ αi P , A i ∈ A, then λ ≥ ρ(C τ , γ τ ). Clearly, if we have an extremal polytope P τ available, then we also know the value of the corresponding weighted joint spectral radius. In some cases, however, the extremality property is a too strong requirement, and computing the invariant polytope may take too much time. However, to estimate the Lyapunov exponent the following weaker version of extremality suffices:
When P = P τ is extremal, the double inequality (3.10) localizes the Lyapunov exponent to the segment [β(τ ) , µ(τ )]. The length of this segment does not exceed a linear function of τ . So, the precision of the estimate (3.10) is not worse than Cτ . The following theorem considers a more general case, when the polytope P is not necessarily extremal but only ε-extremal.
Theorem 3.15. For every finite irreducible mixed system (A, α, B), there exists a positive constant C such that for all ε ≥ 0 and τ such that the family C τ is irreducible, we have µ(P ) − β(τ ) ≤ Cτ + ε , whenever P is an ε-extremal polytope for (C τ , γ τ ).
Thus, by inequality (3.9), every discretization time τ > 0 gives the lower bound β(Π) for the Lyapunov exponent, and that discretization time with an ε-extremal polytope P gives the upper bound µ(P ). Theorem 3.15 ensures that at least in case Π = Π τ , the precision of these bounds is linear in τ and ε. In particular, for ε = 0, we have the following. Remark 3.17. If one succeed in finding a "proper" polytope P and a product Π for which the difference µ(P ) − β(Π) is small, then we have an a posteriori estimate (3.9) for the Lyapunov exponent. Theorem 3.15 shows that at least in the case when P is ε-extremal and Π is an s.m.p. the precision of this estimate decays linearly with τ . In most of practical cases this estimate behaves even better. Proposition 3.13 and Theorem 3.15 suggest the following method of approximate computation of the Lyapunov exponent σ(A, α, B): 1) choose a discretization time τ > 0, and compute the weighted joint spectral radius ρ(C τ , γ τ );
2) choose ε ≥ 0 and construct an ε-extremal polytope P for (C τ , γ τ ) (if ε = 0 we intend an extremal polytope).
Then we localize the Lyapunov exponent σ (A, α, B) on the segment [β(τ ), µ(P )], whose length tends to zero with a linear rate in τ and ε as τ, ε → 0.
If we consider a product Π which is not an s.m.p. then we have to replace β(τ ) by β(Π). Let us recall that for every product Π, β(Π) ≤ β(τ ). Therefore if Π is not an s.m.p. then the lower bound can be worse than the optimal one considered in Theorem 3.15. In such case linear convergence as τ → 0 is not guaranteed. In practice nevertheless the difference µ(P ) − β(Π) can always be made sufficiently small to provide a satisfactory approximation of the Lyapunov exponent.
Deriving the lower and upper bounds for the Lyapunov exponent. Thus, the first part of the algorithm produces an ε-extremal polytope P . We compute µ(P ) by definition, as the infimum of those numbers µ such that the vector (B − µI)v is directed inside P , for each vertex v ∈ P and for every B ∈ B. This is done by taking a small δ > 0 and solving the following LP problem:
Thus, as a result of Algorithms 1 and 2, we obtain the lower bound β(τ ) and the upper bound µ(P ) for the Lyapunov exponent. The polytope P identifies the Lyapunov norm for the family. If µ(P ) < 0, then we conclude that the system is asymptotically stable and its joint Lyapunov function has the polytope P as unit ball. For τ = 1 we set exactly C τ = {A 1 , e B1 , e B2 } and γ τ = (1, 1, 1). By means of Algorithm 1 we are able to prove that the product of degree equal to 5,
is spectrum maximizing and apply Algorithm 1 with
. As a result we obtain the polytope norm in Figure 2 whose unit ball P is a polytope with 16 vertices. Applying Algorithm 2 we obtain the optimal shift µ(P ) ≈ 0.65, so that we have the estimate β(τ ) = 0.38 . . . ≤ σ(A, α, B) ≤ 1.03 . . . = µ(P τ ). Figure 2 illustrates the fact that the computed polytope P is positively invariant for the shifted family B − µ(P )I. In order to increase the accuracy of the computation one has to reduce τ .
Mixed systems on graphs.
Recently many authors introduced and analysed constrained discrete-time switching systems, where not all switching laws are possible but only those satisfying certain stationary constraints [8, 19, 27, 28, 29, 32] . The concept slightly varies in different papers. One of the most general forms was considered in [7] . We describe the main construction, adapted to weighted systems (in [7] this was done for the usual discrete systems, i.e., with unit weights). Then we extend it to mixed systems.
Discrete weighted systems on graphs.
Consider a directed strongly connected multigraph G with n vertices g 1 , . . . , g n . Sometimes, the vertices will be denoted by their indices. With each vertex i we associate a linear space L i of dimension d i < ∞. If the converse is not stated, we assume d i ≥ 1. The set of spaces L 1 , . . . , L n is denoted by L. For each vertices i, j ∈ G (possibly coinciding), there is a set A ji (possibly empty) of edges from i to j. Each edge from A ji is identified with a linear operator A ji : L i → L j that has its weight α ji > 0. Thus, we have a family of spaces L and a family of operators-edges A = ∪ i,j A ji that act between these spaces according to the multigraph G and have weights α = {α ji } i,j . We obtain a system ξ = (G, L, A, α) made of the multigraph, the spaces, the operators, and their weights. A path ω on the multigraph G is a sequence of connected subsequent edges, its total weight (the sum of weights of edges) is denoted by |ω|. With every path ω along vertices i 1 → i 2 → · · · → i k+1 that consists of edges (operators) A is+1is ∈ A is+1is , s = 1, . . . , k, we associate the corresponding product (composition) of operators Π ω = A i k+1 i k · · · A i2i1 . Note that |ω| = α i k+1 i k + · · · + α i2i1 . Let us emphasize that a path is not a sequence of vertices but edges. If G is a graph, then any path is uniquely defined by the sequence of its vertices, if G is a multigraph, then there may be many paths corresponding to the same sequence of vertices. If the path is closed (i 1 = i k+1 ), then Π ω maps the space L i1 to itself. In this case Π ω is given by a square matrix, and possesses eigenvalues, eigenvectors and a spectral radius ρ(Π ω ). The set of all closed paths will be denoted by C(G). For an arbitrary ω ∈ C(G) we denote by ω k = ω · · · ω the kth power of ω.
In what follows we assume that all the sets A ji are finite. Now we recall the concept of multinorm introduced in [27] and adopted to arbitrary multigraph with arbitrary linear spaces in [7] .
Definition 4.1. If every space L i on the multigraph G is equipped with a norm · i , then the collection of norms · i , i = 1, . . . , n, is called a multinorm. The norm of an operator A ji ∈ A ji is defined as
A ji x j .
Note that the notation x i assumes that x ∈ L i . In the sequel we suppose that the multigraph G is equipped with some multinorm { · i } n i=1 . We denote that multinorm by · and sometimes use the short notation x = x i for x ∈ L i , that is, we drop the index of the norm if it is clear to which space L i the point x belongs.
For a given x 0 ∈ L i and for an infinite path ω starting at the vertex i, we consider the trajectory {x k } k≥0 of the system along this path. Here x k = Π ω k x 0 , where ω k is the prefix of ω of length k.
As usual, the system ξ is called stable if every its trajectory is bounded. It is called asymptotically stable if every trajectory tends to zero as k → ∞.
As for unconstrained weighted systems, the asymptotic behaviour is measured in terms of the weighted joint spectral radius, which in this case is defined as follows:
Thus, among all paths on G of length k we take one with the maximal value Π ω 1/|ω| , then the limit of this value as k → ∞ is the joint spectral radius. This limit always exists, as it can be proved following the same arguments as in Lemma 2.3.
A system is asymptotically stable precisely when there exists a multinorm · = { · i } n i=1 decreasing along every trajectory. This means that the norms of all operators A ji are strictly less than one.
The concepts of extremal and invariant multinorms [27, 7] are also very similar to the corresponding norms. A multinorm · = { · i } n i=1 is extremal if for every i and x ∈ L i , we have
A multinorm is called invariant if for every i = 1, . . . , n and x ∈ L i , we have Thus, up to the normalization where one replaces every A ji by ρ −αji A ji , an invariant multinorm is non-increasing along every trajectory, and for every i and for every starting point x i ∈ L i , there exists an infinite trajectory
The existence of invariant and of extremal multinorms was proved in [7] under the same assumptions as in Theorem 2.7. The algorithm constructing extremal polytope multinorms (when each norm · i in the space L i is defined by a convex polytope P i ) was presented in the same paper. In examples and in statistics of numerical experiments it was shown that the algorithm is able to find precisely the joint spectral radius for a vast majority of constrained systems for reasonable time in dimensions up to 20. For positive systems, it works much faster and is applicable in higher dimensions (several hundreds). It is interesting that the case of reducible system, when all operators share a common subspace, being very rare for unconstrained systems, becomes usual, or even generic for system on graphs. That is why a special procedure of reducibility was elaborated in [7] .
4.2.
Mixed systems on graphs. The constrained systems or systems on graphs appeared almost simultaneously in several works. All of them deal with discrete-time systems. To the best of our knowledge, there is no reasonable concept of a continuoustime system on a graph. Indeed, the existence of several spaces (vertices) between which the system can be transferred can naturally be realized in the discrete-time model, but any extension to continuous time seems hardly possible. Nevertheless, mixed system can be realized on graphs and for them various type of constraints can be introduced.
Let us have an arbitrary (discrete-time) system (G, L, A, α) on a multigraph G, with the spaces L = {L 1 , . . . , L n }, operators A = {A ji }, and their weights α = {α ji }. Let us in addition have a family B = {B 1 , . . . , B n }, where each B i is a bounded set of operators acting on the space L i . This identifies a mixed (discrete-continuous) system ξ = (G, L, A, α, B) on the multigraph G. A trajectory of this system along an infinite path ω : i 1 → i 2 → . . . is a solution of the system of equations on the spaces L i k : (4.4)
where (a k , b k ) are given time-intervals of lengths α(k) ∈ α. In analogy with Definition 3.1, the union of those intervals is a dark domain and its complement to R + is an active domain T . Thus, for each k, we have a measurable function B k : [b k , a k+1 ] → B i k . On every space L i k in the path ω, we have a continuous-time system (4.4) on a segment with operators from B i k . The solutions of those systems are concatenated by edges-operators A ji corresponding to the path ω. Such a concept of solutions extends to paths of finite length, for which continuous-time dynamics are considered on an unbounded interval of the type [b k , +∞). The notions of stability, Lyapunov exponent, extremal and invariant multinorms are extended in a direct way from the case of unconstrained mixed systems introduced in Section 3. An analogue of Theorem 3.10 on the existence of the corresponding multinorms is formulated and proved in the same way. In particular, a mixed system on a graph is asymptotically stable if and only if there exists a multinorm { · i } n i=1 in which norms of all operators A ji are smaller than one and for every k and every x ∈ L k , x k = 1, all the vectors Bx, B ∈ B k , starting at x are directed inside the unit · k -sphere.
The algorithm of construction of the extremal polytope Lyapunov norm is also similar to that for unconstrained mixed systems.
5.
Linear switching systems with guaranteed dwell times. Now we are able to tackle the main problem: to analyse the stability of continuous-time linear switching systems with guaranteed mode-dependent dwell times. We are going to see that this can be seen as a special case of a mixed system on a graph. In particular, its Lyapunov exponent can be approximately computed by constructing a polytope Lyapunov multinorm. Letẋ = B(t)x, B(t) ∈ B be a continuous-time linear switching system with finite set of modes B = {B 1 , . . . , B m }. Suppose that the dwell time of each operator B k is bounded below by a given number α k > 0. This means that the set {t ≥ 0 | B(t) = B k }, up to a subset of measure zero, consists of intervals of lengths at least α k . This is a linear switching system with guaranteed dwell times, and it will be denoted by [B, α] , where α = (α 1 , . . . , α m ).
Denote A k = e α k B k and A = {A 1 , . . . , A m }. Every switching law of the system [B, α] has a discrete set of switching points {t i } i∈D , where D is either {1, . . . , n} or N. Set t 0 = 0. Each segment [t i−1 , t i ] , i ∈ D, corresponds to some operator B ki ∈ B and has length at least α ki . Hence the action of the operator B ki on this segment can be presented as the action of A ki followed by the action of B ki on the segment [t i−1 + α ki , t i ]. We obtain a mixed system with discrete part A and continuous part B. This system is constrained: the action of an operator A k ∈ A is followed by a continuous-time trajectoryẋ = B k x on some segment (possibly empty), which, in turn, is followed by the next mode from A, etc.
Therefore, this is a mixed system on a directed strongly connected graph without loops G = {g 1 , . . . , g m }, where each space L k is equal to R d and all incoming edges of the vertex g k are associated with A k . Thus, A ji = {A j } for i, j = 1, . . . , m and i = j. Each family B k attached with the vertex g k contains only the operator B k .
Thus, every vertex g k has m−1 incoming edges from the remaining m−1 vertices, each of them corresponding to the discrete mode A k , and m − 1 outgoing edges corresponding to the modes A i , i = k, with A i going to g i .
We can resume the previous remarks by the following statement, where the word isomorphic is used to express identity of trajectories up to natural identifications.
Theorem 5.1. A system with guaranteed dwell times [B, α] is isomorphic to the mixed system on the graph G defined above.
This enables us to construct an extremal polytope multinorm and to compute the Lyapunov exponent by the algorithm presented in Section 4.
Example 5.2 (Two matrices). Let us consider B = {B 1 , B 2 } with dwell times given by α 1 and α 2 . We let B 1 = e τ B1 ,B 2 = e τ B2 , A 1 = e α1B1 and A 2 = e α2B2 . The general picture is illustrated by Figure 3 . (i) Let us first fix τ = 1 and setB 1 = e τ B1 ,B 2 = e τ B2 . This case is compatible with α 1 and α 2 so that there are no constraints and the problem is a classical unconstrained joint spectral radius computation for the family {B 1 ,B 2 }. We get the following spectrum maximizing product,
which identifies the switching signal that determines the highest growth in the trajectories of the associated linear system with no constraints, that is the periodic signal (111211121112 . . .), where every value is taken on an interval of length τ = 1.
We have ρ = ρ(P ) 1/4 = 1.389910663524148, which gives a lower bound for the Lyapunov exponent:
(5.1) σ ≥ β(τ ) = 0.329239474231204. Applying Algorithm 2 we obtain that the extremal polytope is invariant for the shifted vector field B 1,2 − (β(τ ) + 0.425 . . .)Id, from which we get the upper bound (5.2) σ ≤ 0.754 . . . .
(ii) Let us fix τ = 2/5. We consider the approach with 4 matrices in Figure 3 . We letB 1 = e τ B1 ,B 2 = e τ B2 , A 1 = e α1B1 and A 2 = e α2B2 . We discover that the following is a spectrum maximizing product,
which identifies the extremal (constrained) periodic signal (1111122) k where every value is taken on an interval of length 1/2 (see Figure 7 ). We have ρ = ρ(P ) 2/7 = 1.392483264463604, which gives a lower bound for the Lyapunov exponent:
improving (5.1). The polytope algorithm takes 18 iterations to converge and produces the multinorm in Figure 5 . Applying Algorithm 2 we obtain that the extremal polytope is invariant for the shifted vector field B (iii) Let us fix τ = 1/10. We consider the approach with 4 matrices in Figure 3 . We letB 1 = e τ B1 ,B 2 = e τ B2 , A 1 = e α1B1 and A 2 = e α2B2 . We discover that the following is a spectrum maximizing product,
which identifies the extremal (constrained) periodic signal (111111111111111111111111112222222222) k where every value is taken on an interval of length 1/10 (see Figure 7 ). We have ρ = ρ(P ) 5/36 = 1.392866831588511, which gives a lower bound for the Lyapunov exponent:
(5.5) σ ≥ 0.331364091942514 = β(τ ), improving (5.3). The polytope algorithm takes 18 iterations to converge and produces the multinorm in Figure 6 . Applying Algorithm 2 we obtain that the extremal polytope is invariant for the shifted vector field B Fig. 7 . Optimal signals computed for τ = 1 (left) and τ = 1/2 and τ = 2/5 (right). They both respect dwell times constraints; the signal on the right corresponds to a higher rate of growth.
Appendix. Letting n tend to infinity, we get that lim sup n→∞ f (n) < A. The conclusion follows letting A tend to f min .
