Dynamic tunneling based regularization in feedforward neural networks  by Singh, Y.P. & RoyChowdhury, Pinaki
Artificial Intelligence 131 (2001) 55–71
Dynamic tunneling based regularization in
feedforward neural networks
Y.P. Singh a,∗, Pinaki RoyChowdhury b
a Faculty of Information Technology, Multimedia University, 63100 Selangor, Selangor, Malaysia
b Defence Terrain Research Laboratory, Delhi, India
Received 24 March 2000; received in revised form 23 March 2001
Abstract
This paper presents a new regularization method based on dynamic tunneling for enhancing
generalization capability of multilayered neural networks. The proposed method enables escape
through undesired sub-optimal solutions on the composite error surface by means of dynamic
tunneling. Undesired sub-optimal solutions may be increased or introduced from regularized
objective function. Hence, the proposed method is capable of enhancing the regularization property
without getting stuck at sub-optimal values in search space. The regularization property and escape
from the sub-optimal values have been demonstrated through computer simulations on two examples.
 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The efficient supervised training of feedforward multilayer perceptrons is the subject
of considerable ongoing research and numerous algorithms have been proposed for this
purpose. The error backpropagation (EBP) algorithm [9] is one of the most often used
supervised learning algorithms for multilayer perceptrons (MLP). Although EBP training
has proved to be efficient in many applications, it uses a constant stepsize, its convergence
tends to very slow, and often yields suboptimal solutions [1]. The mean squared error
(MSE) function over the training set is used extensively in the training of MLP using EBP
algorithm.
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In this paper a new regularization method is proposed for efficient training of MLP
by modifying the gradient descent method in combination with dynamic tunneling tech-
nique [2] for overcoming problems stated above with EBP and enhancing generalization
capabilities by incorporating a priori knowledge through regularization. The EBP tech-
nique with MSE function has shortcomings for general applications, since there are many
sub-optimal solutions on the MSE surface and so the training may get stuck in one of
the sub-optimal solutions. This has been overcome using the dynamic tunneling technique
(DTT) with EBP (EBPDT) [10]. Thus application of DTT results in the point of next de-
scent in a deterministic manner. This paper addresses this undesirable stalling problem in
the regularization method and provides simulation results for the proposed method.
2. Complexity regularization in MLP
The very essence of building a nonlinear model like MLP is to estimate the physical
process which has a similar kind of input and output as presented to the MLP for its
learning purpose. This type of method is gaining popularity because being non-parametric,
no prior definition of model description is required and the MLP in due course of
time is able to appropriately fit the input-output mapping in its own space which are
represented by the set of weights arranged in layers. These set of weight forms the well-
defined independently adjustable parameters and are often referred in literature as model
complexity [6]. Obviously, the design procedure of an MLP for a particular problem in
hand should have a very precise measure/criterion for selecting the model complexity, as
too many, or too less independent parameters are both undesirable.
As our discussion is based on and around EBPDT learning technique, so the learning
objective for regularization is to find a weight vector that minimizes the function as given
below:
R(W)= Es(W)+ λEc(W). (1)
Here the termEs(W) is the performance measure term as a function of the unknown weight
vectorW and is typically an MSE criterion which is evaluated over the output layer neurons
of the network, and this is arrived at using all the training examples in an epoch-by-epoch
fashion. The second term in (1) refers to the complexity penalty and this is solely a function
of the network under investigation. Expressed mathematically,
Es(W)=Φ1(W,pi), (2a)
Ec(W)=Φ2(W), (2b)
where Φ1,Φ2 represent arbitrary functions and pi is the pth input output pattern pair.
The inclusion of Ec(W) imposes prior knowledge about the model that one may have
on the solution. λ is known as the regularization parameter, and represents the relative
importance of the complexity penalty term with respect to the performance measure term.
When λ is zero then the supervised learning process is unconstrained, and the network
parameters can be completely evaluated from the exemplar patterns. However, in the event
when λ is made infinitely large then |λEc(W)/Es(W)|  1, thereby making the exemplar
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patterns meaningless, as the constrained imposed by the penalty term is itself sufficient to
specify the network.
In the literature three different complexity regularization techniques are discussed [4]
for MLP. These methods are respectively:
(i) Weight decay: Ec(W)=
∥∥w2∥∥= ∑
wi∈C
w2i , (3)
where C represents all the connection weights of the network.
(ii) Weight elimination: Ec(W)=
∑
wi∈C
(wi/wo)
2
1+ (wi/wo)2 , (4)
where wi refers to some arbitrary weight in the network, wo refers to the free parameter of
the weight decay procedure, C has the same meaning as stated earlier.
Approximate smoother: Ec(W)=
∑
w2oj‖wj‖h, (5)
where woj are weights in the output layer, and wj is the weight vector for the j th neuron in
the hidden layer. This scheme is applicable only for a special class of feedforward neural
networks which have a single hidden layer, and a single neuron in the output node. Lastly,
it is worthwhile to note that the basic idea or the underlying principle working in this type
of approach is to select a model from a collection of models, by balancing off the misfit of
the model on the observed data with the complexity of the model measured in a suitable
way in the right context.
3. Regularization methods
The principle of regularization is around two concepts, namely the regularizing term and
the regularizing parameter. Recently, a number of techniques have been proposed to include
heuristic information and assumptions in the training process for different applications
[7]. One of the technique known as regularization technique constructs a regularized
objective function to include the a priori knowledge. Regularization methods as suggested
by Tikhonov [12,13] have the sole purpose of evolving stabilized solutions of ill-posed
problems. So, regularization methods makes the network training less ill-posed, but it may
introduce complexity in error surface; in turn leading to a smoothing effect in the output
behavior, particularly for the test cases. The EBP with DTT is proposed in the following to
obtain the global optimal network parameters of the regularized objective function.
A typical regularized objective function is given in Eq. (1), where W is the weight vector
of the MLP and λ is the regularization parameter. From Eq. (1) one can see that the local as
well as global optimal solutions are attained only when the gradient of R(W), represented
as ∇WR, is a zero vector, viz. ∇WR(W)= 0. This implies the following:
(1) ∇Es(W) and ∇Ec(W) are both zero vectors; for simplicity sake, ∇W will be written
as ∇ .
(2) ∇Es(W) and ∇Ec(W) are both non-zero vectors such that:
∇Es(W)+ λ∇Ec(W)= 0, (6)
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where ∇ is the gradient operator, operating with respect to W , and is defined as:
∇ ≡
[
∂
∂w1
,
∂
∂w2
, . . . ,
∂
∂wn
]T
. (7)
Condition (1) above may indicate the plateau on the error surface. Condition (2) may lead
to the local optimal solutions in the weight space, and the location of this is significantly
affected by the choice of λ. Let us try to observe condition (2) in finer detail.
∇Es(W)+ λ∇Ec(W)= 0
⇒ ∇Es(W)‖∇Ec‖2 + λ
∇Ec(W)
‖∇Ec‖2 = 0. (8)
Taking the dot product with ∇Ec(W) on both sides, we obtain:
∇Es(W) · ∇Ec(W)
‖∇Ec‖2 + λ
∇Ec(W) · ∇Ec(W)
‖∇Ec‖2 = 0 (9)
⇒ 〈 ∇Es(W),∇Ec(W)〉‖∇Ec‖2 + λ= 0, (10)
∴
〈∇̂Es(W), ∇̂Ec(W)〉+ λ= 0 (11)
⇒ 〈∇̂Es(W), ∇̂Ec(W)〉=−λ. (12)
In (11) and (12),
∇Es(W)= ∇Es(W)‖∇Ec‖2 and ∇
EEc(W)= ∇Ec(W)‖∇Ec‖2 .
Hence, for a given λ, one can evaluate the left hand side of Eq. (12) to generate the
condition of tunneling.
With a little insight, one can write
W(t + 1)=W(t)− η ∂R
∂W
. (13)
Here, t represents the index for iteration
∴ W(t)=−η ∂R
∂W
(14)
⇒W(t)=−η∇WR. (15)
Using Eq. (1),
W(t)=−η∇Es(W)− ηλ∇Ec(W), (16)
∴ ∇Es(W)= −W(t)− ηλ∇Ec(W)
η
. (17)
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Taking dot product with ∇Ec(W) on both sides of Eq. (17),
∇Es(W) · ∇Ec(W)=
[−W(t)− ηλ∇Ec(W)
η
]
· ∇Ec(W). (18)
Using Eq. (12), the condition at the equilibrium point is:
∇Es(W) · ∇Ec(W)=−λ
∥∥∇Ec(W)∥∥2, (19)
∴
[−W(t)− ηλ∇Ec(W)
η
]
· ∇Ec(W)=−λ
∥∥∇Ec(W)∥∥2. (20)
Canceling alike terms on both sides of Eq. (20), it follows that
W(t) · ∇Ec(W)= 0. (21)
The above equation can also be expressed as:
dW
dt
· ∇Ec(W)= 0. (22)
Eq. (22) clearly indicates that, at the equilibrium/minimum point, the change in weight
vector and the gradient of the complexity penalty term embed an angle of 90◦ between
themselves, as none of their magnitudes is likely to be zero. From Eq. (22) the following
conclusion can be drawn: Without loss of generality, let us assume that W ∈ R3, and the
application of the chain rule results in:
∂Ec
∂w1
dw1
dt
+ ∂Ec
∂w2
dw2
dt
+ ∂Ec
∂w3
dw3
dt
= 0 (23)
⇒Ec
(
w1(t),w2(t),w3(t)
)= α, (24)
where α is some arbitrary constant. Eq. (24) represents an arbitrary curve C lying on a
surface S, where C and S are defined as below
C ≡W(t)=w1(t)iˆ +w2(t)jˆ +w3(t)kˆ, (25)
where iˆ, jˆ , kˆ represent the unit vectors in the three dimensions.
S ≡Ec(w1,w2,w3)= α (26)
which is as per the requirements of Eqs. (3)–(5). By this it is meant that, in (3)–(5),Ec(W)
will result in some arbitrary constant after evaluation. Then, by letting α assume all values,
one can obtain a family of surfaces, called level surfaces [8] of the function Ec. Since,
the function Ec has a unique value at each point in space, it follows that through each
point in space, there passes one, and only one, level surface of Ec. So, based on the above
discussion and Eqs. (24), (25), it can be concluded that the point of equilibrium of the
composite error surface discussed in Eq. (1), is the same as the point of intersection of an
arbitrary curve, with level surface having a well defined property as discussed above. Also,
the curves on S passing through some arbitrary point P of S in various directions, have a
common planar tangent. This arbitrary point P can essentially be the equilibrium point of
the composite error surface.
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4. MLP training methodology
This section presents in brief the related, essential aspects of the learning algorithm
[10], which gives a powerful, robust and global synaptic modification rule and may assign
connection weights to feedforward neural networks with global optimum values in search
space. The architecture of MLP has a layer of input nodes (neurons) at the left (layer 1), any
number of succeeding (hidden) layers, and a layer of output nodes at the right (layer L).
The output from a neuron can be expressed mathematically as:
fs(y)= 1
(1+ e−β∗y) , (27)
where β indicates the gain of the sigmoid and y is the sum of the weighted response from
the neurons in the preceding layer. The rule for changing weights is described in [10]. Here,
it is thought necessary to mention that the work in [10] presents a new learning algorithm
for MLP, whereas this work presents and put emphasis on the prospects of second order
generalization using the technique developed in [10]. In this, for the sake of brevity, the
tunneling error backpropagation learning rule is detailed in Section 5, using both pseudo-
code as well as computational model [5].
The popular learning rule for MLP is the EBP, which is described in brief with the
following notations:
ulj = output of the j th node in layer l;
wlj,k = weight connecting j th node in layer l to kth node in layer l − 1;
xp = pth training sample;
dj (xp) = desired response of the j th output node for the pth training sample;
Nl = number of nodes in layer l;
L = number of layers;
P = number of training patterns.
In the above notations ul0 = 1 and wlj,0 represents the bias weights, where l = 1. The
output of any arbitrary node in layer l is given by:
ulj = f
(
Nl−1∑
k=0
wlj,ku
l−1
k
)
, (28)
where f (·) is the sigmoid nonlinearity, with a well defined derivative. EBP in this will
implement a gradient search technique, to find the network weights, that determines local
minimum of the regularized quadratic error function given below:
R(W)= Es(W)+ λEc(W), (29)
where
Es(W)= 12
(
P∑
p=1
NL∑
q=1
(
uLq (xp)− dq(xp)
))2
. (30)
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Fig. 1. A schematic diagram of tunneling operation in one dimension. Here S is the starting point, and A is the first
local minimum reached. A0 is the point from where the second EBP phase will be initiated. Similar descriptions
are attached to the points B, B0, C , C0, and D. (E4,W4) indicates the global minimum in the weight space.
The weights of the network are updated iteratively according to:
dwlj,k/dt =−η∂R(W)/∂wlj,k, (31)
where η is a positive constant, called learning rate, and t represents the index of iteration.
Use of EBP results in the local minimum point in the weight space of the regularized
function, which is the valley nearest to the starting point. So once the EBP algorithm
gets trapped in the local minimum point, then DTT is invoked to detrap the sub-optimal
solution and thus enabling the search for global optimum to continue. The 1-D schematic
representation of dynamic tunneling operation is presented in Fig. 1. Fig. 1 presents
a two phased learning algorithm which implements steepest descent in terms of error
backpropagation and a direct search as dynamic tunneling. Starting from an arbitrary
initial condition, S in Fig. 1, once a local minimum is reached dynamic tunneling is
invoked to detrap the local minimum and proceed deterministically to another lower basin
of attraction. The phenomenon of tunneling is accomplished by modeling the system as
a terminal repeller [11], which violates the Lipschitz condition at the equilibrium point.
This method ensures that states like A1, C1, C2, C3, C4, and D1 in Fig. 1 will never
be encountered thereby saving a substantial computing time. The generalized dynamical
equation for such process can be stated as [10]
dwlj,k
dt
=−η∂R(W)
∂ wlj,k
Θ
[
1−Θ[diff ]]+ ρ(wlj,k −wl∗l,k)1/3Θ[diff ], (32)
where Θ is the Heaviside step function defined as:
Θ[x] =
{
0 x  0,
1 x > 0, (33)
and diff ≡R(W)−R(W∗), where W∗ is the perturbed weight.
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5. The tunneling error backpropagation learning rule: Computational steps
In this section the pseudo code and the computational model of the proposed learning
algorithm is given as below.
Pseudo Code
Start EBPDT:
Initialize the weights to small random values;
Perturb the weights;
Repeat
Initiate either EBP or DTT depending on satisfying either the condition of descent or
tunneling
Start EBP:
Repeat
Choose next training pair
Feedforward;
Compute gradient;
Update weights;
Until Termination condition accomplished
End EBP:
Start DTT:
Choose the first weight for tunneling;
Repeat
Perform dynamic tunneling in small time-steps, unto the total time;
Compare the criterion function at each time step with the last local minimum;
if condition of descent not satisfied then do the above steps for subsequent weights;
Until Termination condition accomplished
Depending on the type of termination, invoke EBP
End DTT:
Until Termination criterion accomplished
End EBPDT:
Computational model
1. Initialize W∗ ← any small random weights.
2. ε ← small value  1. [this means, ε is of the same dimension as W∗ and each
component of ε 1]
3. W ←W∗ + ε.
4. Compute diff ←R(W)−R(W∗).
5. If diff  0 then EBP; else Dynamic Tunneling
6. EBP
6.1 Choose the tolerance limit (tol) at which gradient descent will come to a halt.
6.2 Repeat
6.2.1 Feedforward
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6.2.2 Compute Gradient
6.2.3 Update Weight
6.3 Until termination condition is satisfied.
Now steps 6.2.1–6.2.3 will be explained as computational models in brief.
6.2.1.1 k← 2;
6.2.1.2 do1 k  L→ (k← k + 1)
∀k∃j |do2 j Nk → (ukj ← f (
∑k−1
m=0,...,N wkj,muk−1m )) od2 od1.
6.2.2.1 k← L;
6.2.2.2 do1 k  1→ (k← k − 1)
∀k∃j |do2 j Nk → (if k = L then eLj = (uLj − dj ), else
ekj =
∑l+1
m=1,...,N (ek+1m ∗ uk+1m ∗ (1− uk+1m ) ∗wk+1m,j ) od2
∀wllj,i |ll = k do3 gllj,i = ellj ∗ ullj ∗ (1− ullj ) ∗ ull−1i od3 od1.
6.2.3.1 k← 1;
6.2.3.2 do1 k  L→ (k← k + 1)
∀k∃j, i|do2 wkj,i (t + 1)=wkj,i (t)− η ∗ gkj,i − ηλ∇Ec(W) od2 od1,
here η represents the learning rate, and λ is the regularizing parameter.
7. Dynamic Tunneling
l←L;
do1 l  2→ (l← l − 1)
∀l∃j |j ← 1 do2 j Nl → (j ← j + 1)
∀j∃k|k ← 1 do3 k  Nl−1 → (if (diff > 0) then integrate dwlj,k/dt = ρ(wlj,k −
wl∗j,k)1/3 using w
l
j,k(0) , else k← k + 1); od3 od2 od1
8. if diff > 0; ∀l, j, k then Wgm ← wl∗j,k as obtained from Dynamic Tunneling and
Terminate algorithm; else EBP using wlj,k as obtained from Dynamic Tunneling.
9. W∗ ← mse(Wgm)
6. Simulation experiments
In this section the application of the proposed learning technique is described on the
following two benchmark problems [4]:
(i) Iris data,
(ii) Fossil data.
Iris data. The IRIS data set consists of 150 patterns. Each pattern is 4-dimensional, having
the size measurements on various iris species as given below:
x1: Sepal length
x2: Sepal width
x3: Petal length
x4: Petal width
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Each of the 150 samples has been grouped into 3 classes as follows:
Group I: Iris setosa
Group II: Iris versicolor
Group III: Iris virginica
Amongst these 150 patterns, training/testing combinations of varied sizes were formed
and generalization ability of MLP trained with EBPDT is investigated. The combinations,
which were studied, are given in Table 1.
Every training/testing pair given above was tried on five different architectures of MLP,
viz., 4-4-2, 4-5-2, 4-6-2 and 4-7-2, and 4-30-2.
Fossil data. This data set consists of 87 Nummulitidae specimens from the Eocene yellow
limestone formation of northwestern Jamaica. Following six measurements characterize
each of the specimens:
x1: Inner diameter of embryonic chamber (in micrometers)
x2: Total number of whorls
x3: Number of chambers in first whorl
x4: Number of chambers in last whorl
x5: Maximum height of chambers in first whorl (in micrometers)
x6: Maximum height of chambers in last whorl (in micrometers)
The three classes, which are grouped according to the ID numbers, are given below:
Class I: ID numbers 1–40
Class II: ID numbers 41–74
Class III: ID numbers 75–87
The sizes of training/testing data sets are given in Table 2.
Generalization performance with each of the above training/testing pair were examined
using EBPDT with seven different architectures of MLP, namely, 6-8-2, 6-20-2, 6-21-2,
6-22-2, 6-23-2, 6-25-2, and 6-100-2.
In all the above experiments sufficient care has been taken to generate the training and
testing data in equal proportions, from each of the concerned classes for the problem under
investigation.
Table 1
Size of training set Size of testing set
120 30
105 45
Table 2
Size of training set Size of testing set
67 20
44 43
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7. Results
Iris data
In the first experimental setup, 40 patterns from each class are selected randomly
for training and 10 patterns for testing. Thereby, 120 patterns are used for training
and 30 patterns for testing. The 3-layer architectures of MLP used for examining the
generalization performance are 4-4-2, 4-5-2, 4-6-2, 4-7-2, and 4-30-2. The average training
error for non-regularized criterion function on the five different architectures is 0.0221,
whereas, the average testing error is 0.0393. For this category of experimentation, the
strength of learning is fixed at 10 and the learning rate at 0.025 and 0.010. The results
are presented in Table 3. For the network 4-30-2 with 212 free parameters, to achieve the
test accuracy of 90% a minimum of 2120 training patterns are required [3]. But in this case,
the network was trained using only 120 training patterns and the test accuracy achieved is
90%, as presented in Table 3.
The same problem is investigated using 35 training patterns from each class, thereby
producing 105 training patterns and 45 test patterns respectively. Similarly, different
architectures of MLP are used on the line of the earlier experiment to assess the
generalization performance. In this case (45 test patterns), generalization performance
was evaluated with 5 different architectures, and the average training error is 0.0271 and
average test error is 0.0192. The percentage misclassification in test patterns varies from
2.22% to 4.44%.
Next, the problems were investigated for enhanced performance using regularized
objective function, instead of ordinary MSE criterion function. Both the weight decay
and weight elimination method was investigated. The results are summarized in Tables 4
and 5. Figs. 2 and 3 depict the typical convergence curve for Iris data using weight decay
Table 3
Table showing % classification on test patterns for different architecture and training/testing pairs for Iris data
with non-regularized criterion function
N1 N2 N3 η Notrp Notsp Training error Testing error % Classification
on test patterns
4 4 2 0.025 105 45 0.0283 0.0195 97.78
4 5 2 0.025 105 45 0.0275 0.0170 97.78
4 6 2 0.025 105 45 0.0260 0.0247 95.56
4 7 2 0.025 105 45 0.0293 0.0202 95.56
4 30 2 0.025 105 45 0.0248 0.0147 97.78
4 4 2 0.025 120 30 0.0190 0.0409 90.00
4 5 2 0.010 120 30 0.0273 0.0362 93.34
4 6 2 0.025 120 30 0.0202 0.0398 90.00
4 7 2 0.025 120 30 0.0226 0.0399 90.00
4 30 2 0.025 120 30 0.0214 0.0399 90.00
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Table 4
Table showing % classification on test patterns for different architecture and training/testing pairs for Iris data
with regularized criterion function using weight decay method. Here value of the regularizing parameter is kept
at 10−6
N1 N2 N3 η Notrp Notsp Training error Testing error % Classification
on test patterns
4 4 2 0.025 105 45 0.0278 0.0199 97.78
4 5 2 0.025 105 45 0.0268 0.0174 97.78
4 6 2 0.025 105 45 0.0269 0.0242 95.56
4 7 2 0.025 105 45 0.0289 0.0202 95.56
4 30 2 0.025 105 45 0.0246 0.0147 97.78
4 4 2 0.025 120 30 0.0194 0.0399 90.00
4 5 2 0.010 120 30 0.0275 0.0377 93.34
4 6 2 0.025 120 30 0.0202 0.0398 90.00
4 7 2 0.025 120 30 0.0223 0.0391 90.00
4 30 2 0.025 120 30 0.0211 0.0397 90.00
Table 5
Table showing % classification on test patterns for different architecture and training/testing pairs for Iris data with
regularized criterion function using weight elimination method, with w0 = 1.5. Here value of the regularizing
parameter is kept at 10−6
N1 N2 N3 η Notrp Notsp Training error Testing error % Classification
on test patterns
4 4 2 0.025 105 45 0.0271 0.0198 97.78
4 5 2 0.025 105 45 0.0263 0.0170 97.78
4 6 2 0.025 105 45 0.0271 0.0242 95.56
4 7 2 0.025 105 45 0.0282 0.0206 95.56
4 30 2 0.025 105 45 0.0242 0.0143 97.78
4 4 2 0.025 120 30 0.0199 0.0411 90.00
4 5 2 0.010 120 30 0.0221 0.0371 93.34
4 6 2 0.025 120 30 0.0200 0.0391 90.00
4 7 2 0.025 120 30 0.0212 0.0382 90.00
4 30 2 0.025 120 30 0.0210 0.0397 90.00
and weight elimination methods respectively. The respective architectures are: 4-5-2 and
4-30-2. In both the cases; the number of training/testing pairs was 105/45.
Y.P. Singh, P. RoyChowdhury / Artificial Intelligence 131 (2001) 55–71 67
Fig. 2. A typical convergence curve for Iris data using weight decay method. The MLP architecture used is 4-5-2,
and value of the regularizing parameter is 10−6. The size of training/testing sets were 105/45, respectively.
Fig. 3. A typical convergence curve for Iris data using weight elimination method. The MLP architecture used
is 4-30-2, and value of the regularizing parameter is 10−6 with w0 = 1.5. The size of training/testing sets were
105/45, respectively.
Fossil data
The generalization performance on Fossil data is evaluated using two randomly
generated training/testing sets, viz., 67/20, and 44/43 with different network architectures.
The findings are listed in Table 6. These training/testing patterns were selected randomly
and sufficient care was taken to have proportionate representation from every class. The
results obtained from the first case is very similar to the results presented earlier, and
hence will not be elaborated here. However, the second case (44/43) is deemed to be
68 Y.P. Singh, P. RoyChowdhury / Artificial Intelligence 131 (2001) 55–71
Table 6
Table showing % classification on test patterns for different architecture and training/testing pairs for Fossil data
N1 N2 N3 η Notrp Notsp Training Testing % Classification
error error on test patterns
6 5 2 0.010 67 20 0.0093 0.0119 100
6 6 2 0.010 67 20 0.0157 0.0102 100
6 7 2 0.010 67 20 0.0079 0.0078 100
6 8 2 0.005 67 20 0.0153 0.0097 100
6 50 2 0.010 67 20 0.0034 0.0029 100
6 7 2 0.0025 44 43 0.0092 0.0096 100
6 8 2 0.0025 44 43 0.0199 0.0588 88.38
6 20 2 0.0025 44 43 0.0203 0.0585 90.70
6 21 2 0.0025 44 43 0.0204 0.0546 90.70
6 22 2 0.0025 44 43 0.0116 0.0221 97.68
6 23 2 0.0025 44 43 0.0368 0.0480 90.70
6 25 2 0.0025 44 43 0.0087 0.0411 90.70
6 100 2 0.0025 44 43 0.0118 0.0178 100
extremely vital one from the point of view of consistency and robustness in generalization
of EBPDT, since here almost 50% of the total patterns are used for testing. In this, out
of 8 different architectures investigated, 2 of them have resulted in 100% classification
accuracy for test patterns, and in the remaining 6 cases of generalization, the accuracy of
test patterns belonging to the correct class varies from 88.38% to 97.68%. These results
definitely substantiate the fact that EBPDT indeed embeds the properties of regularization,
thus enabling smooth fitting of data in itself.
Both the experimental setups discussed here were investigated using weight decay and
weight elimination method whose results are tabulated in Tables 5 and 8. Convergence
curve for MLP of size 6-25-2 with weight decay method, and that for MLP of size 6-25-2
with weight elimination method is shown in Fig. 4 and Fig. 5, respectively. In both the
cases; the number of training/testing pairs were: 44/43.
8. Conclusion
In this paper the effect of regularization is investigated along with EBPDT using both
weight decay and weight elimination method. It is observed that the generalization property
of networks trained using the above method is substantially enhanced in the presence of
regularizing parameter. It is also observed, particularly from Tables 7 and 8 that EBPDT
with regularization gives rise to lower test case errors, thereby confirming the fact that
the capability of tunneling to arrive at better solution point global minimum point) in the
composite weight space within a reasonable time frame. This method of regularization
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Fig. 4. A typical convergence curve for Fossil data using weight decay method. The MLP architecture used is
6-25-2, and value of the regularizing parameter is 10−6. The size of training/testing sets were 44/43, respectively.
Fig. 5. A typical convergence curve for Fossil data using weight elimination method. The MLP architecture used
is 6-25-2, and value of the regularizing parameter is 10−6 with w0 = 1.5. The size of training/testing sets were
44/43, respectively.
can be looked upon as a second order generalization scheme, as EBPDT in itself embeds
generalization property, which is not present in EBP type of learning.
However, it is also observed from Tables 4 and 5 that in the case of Iris data, not much
improvement in results were possible. The various values of regularization parameter tried
are 10−4, 10−5, 10−6, and 10−7 along with the value of w0 as 0.5, and 1.0. This could
be attributed to the fact that there may exist a highly complicated non-linear relationship
between the strength of learning, regularization parameter and rate of learning, which
should be investigated further.
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Table 7
Table showing % classification on test patterns for different architecture and training/testing pairs for Fossil data
with regularized criterion function using weight decay method
N1 N2 N3 η Notrp Notsp Training Testing % Classification
error error on test patterns
6 5 2 0.010 67 20 0.0107 0.0116 100
6 6 2 0.010 67 20 0.0162 0.0114 100
6 7 2 0.010 67 20 0.0090 0.0071 100
6 8 2 0.005 67 20 0.0132 0.0083 100
6 50 2 0.010 67 20 0.0062 0.0022 100
6 8 2 0.0025 44 43 0.0199 0.0377 96
6 20 2 0.0025 44 43 0.0203 0.0299 96
6 21 2 0.0025 44 43 0.0198 0.0301 96
6 22 2 0.0025 44 43 0.0167 0.0243 97.68
6 23 2 0.0025 44 43 0.0182 0.0291 96
6 25 2 0.0025 44 43 0.0160 0.0288 96
6 100 2 0.0025 44 43 0.0118 0.0178 100
Table 8
Table showing % classification on test patterns for different architecture and training/testing pairs for Fossil data
with regularized criterion function using weight elimination method, with w0 = 1.5
N1 N2 N3 η Notrp Notsp Training Testing % Classification
error error on test patterns
6 5 2 0.010 67 20 0.0103 0.0112 100
6 6 2 0.010 67 20 0.0144 0.0102 100
6 7 2 0.010 67 20 0.0095 0.0066 100
6 8 2 0.005 67 20 0.0118 0.0075 100
6 50 2 0.010 67 20 0.0037 0.0026 100
6 8 2 0.0025 44 43 0.0199 0.0377 96
6 20 2 0.0025 44 43 0.0203 0.0299 96
6 21 2 0.0025 44 43 0.0198 0.0301 96
6 22 2 0.0025 44 43 0.0167 0.0243 97.68
6 23 2 0.0025 44 43 0.0182 0.0291 96
6 25 2 0.0025 44 43 0.0160 0.0288 96
6 100 2 0.0025 44 43 0.0118 0.0178 100
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It might be useful to comment that conjugate gradient, and other second order methods
including Quasi-Newton methods, are techniques to converge at local minima. None
of the above mentioned methods have the capability to lead to the point of global
minimum in search space. Experimental results on the data sets used in this text using
error backpropagation suggest that there is no comparison of performance. Typically,
the comparison is akin to that presented in [10] for the character recognition problem.
Significantly, using second order method along with dynamic tunneling can enhance the
performance of EBPDT.
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