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ム [6, 10, 14]より簡単であり拡張性も高いため，様々な問題に特化した応用手法が提
案されている [9, 11, 15, 16]．
本論文では，多目標状況下における経路探索にAdaptive A*を適用させた手法を提























列（タプル）p ∈ S∗の長さを |p|と表す．配列 pの i番目の要素を p[i]と表す．自然数
の集合をNとする．任意の整数 i, j ∈ N(i ≤ j)に対し，[i, j] := { i, i + 1, · · · , j }と
定義する．[1, n]の全ての順列の集合をΠnとする．実数の集合をR，正の実数の集合
をR+とする．
重み付きグラフをG := (V, E, C)と表す．ここで，V はノード集合，E ⊆ V 2はエッ
ジ集合，そして C : E → R+は正の重みを各エッジに付与する加重関数をそれぞれ
表している．e = (u, v) ∈ Eが与えられたとき，C(e)を C(u, v)とも表記する．エッ
ジ配列 (e1, · · · , eℓ) ∈ E∗において，ei = (vi, v′i)，v1 = σ，v′ℓ = γとする．この時任
意の i ∈ [1, ℓ − 1]に対して v′i = vi+1であるならば，この配列を σ ∈ V から γ ∈ V
までの経路と呼ぶ．σから γまでの全ての経路の集合を，P (σ, γ) ⊆ E∗と表記する．






P (v1, · · · , vn) := P (v1, v2) × · · · × P (vn−1, vn)と定義する．
長さ nのバイナリの集合をBn := {0, 1}nと表す．b ∈ Bnである任意のバイナリ b




定義 1 (経路探索問題). 経路探索問題は次の 3項組で与えられる．
P := (G, σ, Γ)．
ここで，
• G := (V, E,C)は重み付きグラフである．ノード v ∈ V は，エージェント及び
ターゲットが留まることのできる位置を意味する．エッジ e = (u, v) ∈ E は，
エージェント及びターゲットがノードuからノード vまで移動可能であることを
意味する．そしてエッジ eの重みC(e)は，その移動に必要なコストを意味する．
• σ ∈ V はエージェントが探索を開始する初期ノードである．
• Γ ⊆ V はターゲットが位置する目標ノードの集合である．目標は区別可能なた
め，i番目の目標に対し γiでアクセスできる．特に断りがなければ，目標の数
として nを用いる．すなわち，n := |Γ|である．
経路探索関連の論文では，経路探索問題におけるグラフは状態空間とも呼ばれる．
簡略化のため，経路探索問題Pが与えられた場合，P = (G, σ, Γ)，G = (V, E, C)を仮
定した上で，G，σ，Γ，V，E，そしてCの各記号を，説明せずに用いる．もしPに追






定義 2 (単一解). |Γ| = 1である経路探索問題Pが与えられたとき，P上の γ ∈ Γに
対する単一解 p∗γ を，初期ノード σから目標ノード γまでの最短経路と定義する．す
なわち，







経路探索問題Pが与えられたとき，最適コスト関数 H∗ : V 2 → R+ ∪{0}を定義す
る．ここで，H∗(u, v)はノード u ∈ V からノード v ∈ V までの最短経路の長さであ
る．すなわち，
H∗(u, v) := min
p∈P (u,v)
C(p)．






定義 3 (許容性). P を経路探索問題，H をヒューリスティック関数とする．P 上の
ノード v ∈ V が与えられたとき，任意のノード u ∈ V に対して次の条件を満たすな
らば，HはPにおいて vに対して許容的であるという．
H(u, v) ≤ H∗(u, v)．
また，HがPにおいて任意のノード v ∈ V に対して許容的であるならば，HはPに
おいて許容的であるという．
無矛盾性は，ヒューリスティック関数が三角不等式を満たすことを示している．
定義 4 (無矛盾性). Pを経路探索問題，Hをヒューリスティック関数とする．P上の
ノード v, u, w ∈ V が与えられたときHが次の条件を満たすならば，HはPにおいて
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vに対して無矛盾であるという．
H(v, v) = 0
かつ
H(u, v) ≤ C(u,w) + H(w, v)．








Koenigと Likhachevは，漸進的ヒューリスティック探索の 1つとしてAdaptive A*





における経路探索問題をP tとする．Adaptive A*は，任意のエッジ e ∈ Etにおける
コストCt(e)の増加，すなわちCt(e) ≤ Ct+1(e)のようなコストCtの変化にも対応で
きる．P tの他の要素は，P t−1の対応する要素とそれぞれ等しい．
ここで，慣例に従い t回目の探索エピソードにおけるノード vから目標 γ までの
ヒューリスティック関数として htγ(v)という表記を用いる．
(t + 1)回目の探索エピソードにおけるヒューリスティック関数 ht+1γ (v)は，次の更
新式によって計算される．
ht+1γ (v) = g




更新する．Koenigと Likhachevは，もし h0γがP0において γに対して無矛盾ならば，
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任意の t ∈ Nについて式 (3.1)によって更新された htγはP tにおいて γに対して無矛
盾であると証明した [8]．さらに，彼らはhtγは tに対して単調非減少であり，従って時
間とともに優位になることを示した．つまり，任意の t ∈ Nに対して htγ(v) ≤ ht+1γ (v)
が成り立つ．
その後，Sunらによって任意のエッジ e ∈ EにおいてコストCt(e)が減少した場合








かの既存研究が存在する [5, 13, 11, 16]．Koenigらは，Adaptive A*をターゲットが










かつ hγ0(v) := H(v, γ0)であるならば，任意の t ∈ Nについて式 (3.2)によって更新



















ASTAR = O(l log m)であるため，素朴な手法の最悪時間計算量は，O(nl log m)とな













定義 6 (horにおける許容性). 任意のノード v ∈ V に対して
hor(v) ≤ h∗or(v)
が成り立つならば，horはPにおいてOR設定の解に対して許容的であると言う．
定義 7 (horにおける無矛盾性). 任意の目標 γ ∈ Γに対して
hor(γ) = 0
であり，かつ任意のエッジ (u, v) ∈ Eに対して












定理 8. 任意の経路探索問題 P において，任意の目標 γ ∈ Γに対して hγ が無矛盾で
あるならば，式 (4.1)によって定義されるヒューリスティック関数 horもまたOR設定
の解に対して無矛盾である．




が成り立つ．また，任意のエッジ (u, v) ∈ Eに対し次式が成り立つ．
hor(u) ≤ min
γ∈Γ




系 9. t回目の探索エピソードにおける経路探索問題を P tとし，P tにおけるOR設
定のヒューリスティック関数を htorとする．もし hγがP0において任意の目標 γ ∈ Γ0
に対して無矛盾であり，かつ γ ∈ Γ0が式 (4.1)で horによって初期化されたならば，
式 (3.1)によって更新された htorも，任意の t ∈ NでP tにおいてOR設定の解に対し
て無矛盾である．また，そのような htorは tとともに単調非減少である．従って時間

















定理 10. t回目の探索エピソードにおける経路探索問題をP t，ヒューリスティック関
数をHとし，さらにP tにおけるOR設定の解に対するヒューリスティック関数を htor
とする．もしHがP0において無矛盾であり，かつ hγ0(v) := H(v, γ0)が成り立つな
らば，式 (4.2)によって更新された htorも，任意の t ∈ NでP tにおいてOR設定の解
に対して無矛盾である．
Proof. t = 0の場合，明らかにh0orはP0においてOR設定の解に対して無矛盾である．
t > 0の場合，htorがP tにおいてOR設定の解に対して無矛盾だと仮定する．この










が成り立ち，かつ任意のエッジ (v, u) ∈ Eにおいて









= Ct+1(v, u) + ht+1or (u).
が成り立つ．以上より，ht+1or はP t+1においてOR設定の解に対して無矛盾である．










定義 11 (AND設定の解). 経路探索問題Pが与えられたとき，PにおけるAND設定





π∈Πn P (σ, γπ[1], · · · , γπ[n])である．











foreach u, v ∈ Γ ∪ {σ} do1
Q(u, v) ← A*を用いて求められた uから vまでの最短経路;2
H∗(u, v) ← C(Q(u, v));3
end4
p∗shp ← σを初期状態とした抽象グラフG′上の最短ハミルトン路;5
p∗and ← (Q(p∗shp[1]), · · · , Q(p∗shp[n]));6
return p∗and;7
Algorithm 1: StrPlan
定義 12 (抽象グラフ). 経路探索問題PとPにおけるヒューリスティック関数Hに対
し，PにおけるHに関しての抽象グラフG′を次のように定義する．
G′ := (V ′, E ′, C ′)
ここで，V ′ := Γ ∪ {σ}，E ′ := {(u, v) | u, v ∈ V ′}，そして任意のノード u, v ∈ V ′に





G′上の最短ハミルトン路は，γ ∈ Γに含まれる各目標状態を 1度だけ通る．それに
対し，P上のAND設定の解は目標状態を 2度以上通過する可能性がある．そのため，
p∗shp[i] = (ui, vi) ∈ V ′であるG′上の最短ハミルトン路 p∗shpが求められたとき，その





定理 13. 任意の経路探索問題 P において，AND設定の解 p∗andの総コストは，P に


















C(p1) + · · ·
















こで，n = |Γ|である．さらに最短ハミルトン路の計算を 1回呼び出す．最短ハミルト
ン路の計算に要する最悪時間計算量をSHPとすると，SHP = O(n22n)である．従って，










F ← (Γ ∪ {σ}) × Γ;1
while true do2
pshp ← Hから得られた抽象グラフG′上における最短ハミルトン路;3
if F = ∅ または ∀i ∈ [1, n], pshp[i] /∈ F then break;4
foreach (u, v) in pshp do5
if (u, v) ∈ F then6
Q(u, v) ← A*によって計算された uから vまでの最短経路;7
H(u, v) ← C(Q(u, v));8








かに，高々|F |回の繰り返しで終了する．F = ∅の条件が満たされる場合は，任意の 2
目標状態間の最小コストが既に計算されているため，定理 13によって IncPlanアル
ゴリズムの正当性が導かれる．任意の i ∈ [1, n]に対して pshp[i] /∈ F の条件が満たさ
れる場合は，次の定理より IncPlanアルゴリズムは常に正しい解を返すことが言える．
定理 14. G = (V, E,C)とG′ = (V,E, C ′)を，同じノード集合とエッジ集合を持った
重み付きグラフとする．任意のノード v ∈ V において pをGにおける vからの最短ハ
ミルトン路と仮定すると，もし任意の i ∈ [1, |p|]において C(p[i]) = C ′(p[i])であり，








π∈Π|p| P (vπ[1], · · · , vπ[|p|])であり，viは V における任意の順番で
の i番目のノードを表している．
Proof. 任意の i ∈ [1, |p|]においてC(p[i]) = C ′(p[i])であるため，
C(p) = C ′(p) ≥ min
p′∈Pinc(V )
C ′(p′)








ける最短ハミルトン路の計算を高々(n2 − n + 2)/2回呼び出す．従って，IncPlanア





方法としては，各ノード v ∈ V にバイナリ b ∈ Bnを付与する．ここで，b[i]はエー




定義 15 (OR変換). 経路探索問題Pが与えられた時、PのOR変換を次のように定
義する．
P ′ := (G′, σ′, Γ′)
また，G′はG′ := (V ′, E ′, C ′)の形で表される．各要素の定義は次のように与える．
18
• V ′ := { (v, b) v ∈ V, b ∈ Bn, ϕ(v, b) = 1 }．ここで
ϕ(v, b) :=
1 (v = γi ∈ Γ ⇒ b[i] = 1)0 (otherwise)






(u, v) ∈ E
v /∈ Γ ⇒ bv = bu
v = γi ∈ Γ ⇒ bv = ri(bu)

0 (otherwise)
• 任意の e′ ∈ E ′に対してC ′(e′) := C(e)．
• σ′ := (σ, 0n)．
• Γ′ := { (γ, b) ∈ V ′ γ ∈ Γ, b = 1n }．
OR変換の正当性を示すために，まず次の補題を証明する．




 p̂ p̂[i] := (ui, vi),∀p′ ∈ Por(σ′, Γ′)s.t. p′[i] := ((ui, bu,i), (vi, bv,i))

ここでPor(σ′, Γ′)は，PをOR変換した経路探索問題P ′ = (G′, σ′, Γ′)におけるOR設
定の経路集合である．すなわち，次の式が成り立つ．
Pand(σ, Γ) = P̂or(σ
′, Γ′)




n (i = 1)




bu,i (vi /∈ Γ)rj(bu,i) (vi = γj ∈ Γ)
である．OR変換の定義より，p′ ∈ Por(σ′, Γ′)が得られる．従って，p ∈ P̂or(σ′, Γ′)が
成り立つ．
(⇐) p̂ ∈ P̂or(σ′, Γ′)を考え，p̂[i] := (ûi, v̂i)とする．P̂or(σ′, Γ′)の定義より，ûi = u′iか
つ v̂i = v′iであるようなp




かつ v̂n = γ ∈ Γである．OR変換におけるψの定義より，任意の目標状態 γ ∈ Γに対
し，v̂i = γであるような iが存在する．従って，p̂ ∈ Pand(σ, Γ)が成り立つ．
次の定理では，PにおけるAND設定を解くことと，PをOR変換したP ′における
OR設定を解くことは確かに等しいことを示す．





















定理 18. max0とmin0を，S ̸= ∅ならばそれぞれmax Sとmin Sを返し，そうでな
ければ 0を返す関数とする．任意の経路探索問題Pにおいて，PをOR変換したもの
をP ′とする．もしヒューリスティック関数HがPにおいて無矛盾ならば，次式で定
義するP ′におけるヒューリスティック関数 hcnvもまたP ′において無矛盾である．
hcnv(v
′) := max
 max0γ∈R(bv)H(v, γ)min0γ∈R(bv)H(v, γ) + k( R(bv) − 1)

ここで，v′ := (v, bv)，R(b) := { γi ∈ Γ b[i] = 0 }，そして k := min
e∈E
C(e)である．
Proof. v′ ∈ Γ′の場合，明らかにR(b) = ∅である．従って，次式が成り立つ．
hcnv(v
′) = max { 0,−k } = 0
次に，hcnvが三角不等式を満たすことを示す．(v′, u′) ∈ E ′を，v′ := (v, bv)，u′ :=
(u, bu)であるようなエッジとする．HがPにおいて無矛盾であり，また (v, u) ∈ Eな
ので，次の式が導ける．
hcnv(v
′) ≤ C(v, u) + max
 max0γ∈R(bv)H(u, γ)min0γ∈R(bv)H(u, γ) + k( R(bv) − 1)

v′ ∈ Γ′の場合，明らかに hcnv(v′) = 0 ≤ C ′(u′, v′) + hcnv(v′)．
v′ /∈ Γ′かつ u /∈ Γの場合，OR変換の ψの定義より bv = buが得られる．つまり，
R(bv) = R(bu)である．従って hcnv(v′) ≤ C(v, u) + hcnv(u′) = C ′(v′, u′) + hcnv(u′) が
得られる．
v′ /∈ Γ′かつ u ∈ Γの場合，Hの無矛盾性よりH(u, u) = 0が導かれる．また，ψの
定義よりR(bv) = R(bu) ∪ {u}が得られる．max操作の最初の項は，
max0γ∈R(bv)H(u, γ) = max0γ∈R(bu)∪{u}H(u, γ) = max0γ∈R(bu)H(u, γ)
であり，2番目の項は u ̸= γにおいてH(u, γ) ≥ kかつ k|∅| = 0なので，
min0γ∈R(bv)H(u, γ) + k(|R(bv)| − 1)
= min0γ∈R(bu)∪{u}H(u, γ) + k(|R(bu) ∪ {u}| − 1)
= k|R(bu)|
≤ min0γ∈R(bu)H(u, γ) + k(|R(bu)| − 1)
21
である．従って，hcnv(v′) ≤ C ′(v′, u′) + hcnv(u′)が得られる．
ここで留意すべきは，変換手法ではA*の呼び出しが 1度になっているが，探索空
間は大きくなっていることである．変換手法の最悪時間計算量は，O(|E ′| log |V ′|) =





提案手法の適用例として，図 6.1に示すような 100 × 100の迷路上での経路探索問
題 P を考える．Gはグリッド状の 2次元格子グラフとして定義される．任意のエッ
ジ (u, v) ∈ Eに対して，uと vが共に塞がれていなければ C(u, v) = 1，それ以外な
らば C(u, v) = ∞でコストを設定する．C(u, v)は一定の確率 α ∈ R : 0 ≤ α ≤ 1
で変化する．具体的には，ノード v ∈ V が塞がれているならば塞がれていない状態
に，塞がれていないならば塞がれている状態に変化する．ターゲットもまた一定の確
率 β ∈ R : 0 ≤ β ≤ 1で隣接するノードへと移動する．こちらは，対応する目標状































表 6.1: OR設定 (固定型目標，地形情報を知っている場合)
(a) (b) (c) (d)
ターゲット 平均 平均 平均 平均
数 探索数 移動数 展開数 実行時間
[ms]
NaivePlan
5 54.81 98.99 87369.62 20.29
10 75.60 66.46 137012.91 27.98
15 90.78 51.66 173474.40 34.32
MinPlan
5 10.96 98.99 2373.26 1.08
10 7.56 66.46 1040.69 0.61
15 6.05 51.66 573.52 0.43
表 6.2: OR設定 (固定型目標，地形情報を知らない場合)
(a) (b) (c) (d)
ターゲット 平均 平均 平均 平均
数 探索数 移動数 展開数 実行時間
[ms]
NaivePlan
5 768.84 432.97 1612872.98 591.43
10 1012.56 276.79 2797733.59 1120.27
15 1022.52 181.77 3157937.16 1264.39
MinPlan
5 149.63 422.64 7502.98 31.30
10 105.74 291.22 4121.48 21.57
15 71.81 194.98 2119.70 14.08
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表 6.3: OR設定 (移動型目標，地形情報を知っている場合)
(a) (b) (c) (d)
ターゲット 平均 平均 平均 平均
数 探索数 移動数 展開数 実行時間
[ms]
NaivePlan
5 232.19 97.77 397006.24 97.40
10 446.76 64.90 836500.39 236.71
15 594.84 48.58 1116453.08 349.50
MinPlan
5 46.44 97.77 9499.80 3.86
10 44.43 64.35 5005.14 2.90
15 42.72 52.24 3425.08 2.62
表 6.4: OR設定 (移動型目標，地形情報を知らない場合)
(a) (b) (c) (d)
ターゲット 平均 平均 平均 平均
数 探索数 移動数 展開数 実行時間
[ms]
NaivePlan
5 1345.01 434.88 2880903.98 1195.86
10 2129.80 273.57 6092105.11 2652.74
15 2672.34 203.92 8377218.38 3589.50
MinPlan
5 279.51 453.41 18097.55 23.49
10 200.26 257.62 8428.36 13.14














まず，ターゲット及びコストは固定として実験を行った．つまり，α = 0，β = 0
として，ターゲットの数を 2から 12まで 2刻みで変化させた．その結果をまとめた
ものが，表 6.5である．α = 0かつ β = 0なので，各手法とも得られる最短経路の長
さが等しい．これは (b)の値からもわかることである．CnvPlanの (d)の結果に注目
すると，他の 2つの手法よりも実行時間が極めて大きい．これは，最悪時間計算量の
m ≫ nの場合と同じ傾向である．一方で，最悪時間計算量で見ると StrPlanの方が





設定の場合と同じく α = 0.1，β = 0.1とした．先ほどの実験よりCnvPlanの実行時
間が極めて大きいことがわかるため，StrPlanと IncPlanのみで比較を行った．今回










表 6.5: AND設定 (固定型目標，地形情報を知っている，壁固定の場合)
(a) (b) (c) (d) (e) (f)
ターゲット 平均 平均 平均 平均 平均 平均
数 探索数 移動数 展開数 実行時間 A* SHP
[ms] 回数 回数
StrPlan
2 1 390.65 5134.89 1.02 3 1
4 1 581.54 15936.72 3.24 10 1
6 1 751.50 32133.77 6.94 21 1
8 1 927.84 54660.20 11.24 36 1
10 1 1091.01 89479.78 19.00 55 1
12 1 1231.73 128265.40 28.91 78 1
IncPlan
2 1 390.65 4204.60 1.02 2.67 2.67
4 1 581.54 10455.06 2.48 8.26 4.11
6 1 751.50 19340.37 4.77 17.24 6.47
8 1 927.84 28963.47 8.73 27.70 8.74
10 1 1091.01 40889.10 23.25 39.42 11.08
12 1 1231.73 52139.51 102.05 52.64 14.62
CnvPlan
2 1 390.65 5254.49 1.46 1 0
4 1 581.54 27227.24 9.19 1 0
6 1 751.50 111743.10 74.05 1 0
8 1 927.84 501397.10 435.48 1 0
10 1 1091.01 1707189.00 2091.85 1 0
12 1 1231.73 6403776.00 9936.36 1 0
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表 6.6: AND設定 (移動型目標，地形情報を知らない，壁変化の場合)
(a) (b) (c) (d) (e) (f)
ターゲット 平均 平均 平均 平均 平均 平均
数 探索数 移動数 展開数 実行時間 A* SHP
[ms] 回数 回数
StrPlan
2 563.16 1313.21 127988.08 141.12 1130.86 563.16
4 940.76 1985.61 632899.49 910.66 5087.52 940.76
6 1288.23 2476.56 1670939.79 2461.18 13771.51 1288.23
8 1508.82 2723.85 2725152.46 3052.70 25296.78 1508.82
10 1803.10 3085.55 4479755.65 5440.42 43322.37 1803.10
IncPlan
2 617.93 1447.83 122864.37 142.40 999.10 1265.41
4 973.16 2046.34 242898.16 569.17 2822.84 2022.78
6 1274.12 2470.05 439344.59 849.37 5428.25 2703.30
8 1542.41 2731.55 503090.62 1096.02 8906.53 3280.14
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