Counterfactual thinking describes a psychological phenomenon that people re-infer the possible results with different solutions about things that have already happened. It helps people to gain more experience from mistakes and thus to perform better in similar future tasks. This paper investigates the counterfactual thinking for agents to find optimal decision-making strategies in multi-agent reinforcement learning environments. In particular, we propose a multi-agent deep reinforcement learning model with a structure which mimics the human-psychological counterfactual thinking process to improve the competitive abilities for agents. To this end, our model generates several possible actions (intent actions) with a parallel policy structure and estimates the rewards and regrets for these intent actions based on its current understanding of the environment. Our model incorporates a scenario-based framework to link the estimated regrets with its inner policies. During the iterations, our model updates the parallel policies and the corresponding scenario-based regrets for agents simultaneously. To verify the effectiveness of our proposed model, we conduct extensive experiments. Experimental results show that counterfactual thinking can actually benefit the agents to obtain more accumulative rewards from the environments with fair information by comparing to their opponents.
I. INTRODUCTION
Discovering optimized policies for individuals in complex environments is a prevalent and important task in the real world. The core challenge raised in aforementioned scenarios is to find the optimized action policies for AI agents with limited knowledge about environments. Currently, many existing works learn the policies via the process of "explorationexploitation" [1] which exploits optimized actions from the known environment as well as explores more potential actions on the unknown environment. From the perspective of data mining, this "exploration-exploitation" process can be considered as discovering the "action-state-reward" patterns that maximize total rewards from a huge exploring-dataset generated by agents. * Work done while at University of Illinois at Chicago † Lu Bai is corresponding author (email: bailucs@cufe.edu.cn).
There is a more complex situation that the environment may consist of multiple agents and each of them needs to compete with the others. In this scenario, it is imperative for each agent to find optimal action strategies in order to get more rewards than its competitors. An intuitive solution is to model this process as a Markov decision process (MDP) [2] and try to approach the problem by single-agent reinforcement learning, without considering the actions of other agents [3] . The reinforcement learning (RL) for agents is a greedy iterative process and it usually starts with a randomized exploration which is implemented by initializing a totally stochastic policy and then revising the policy by the received rewards at each iteration. The RL explores the policy space and favors those policies that better approximate to the globally optimal policy. Therefore, theoretically, by accumulatively exploring more policy subspaces at each iteration, the probability to get a better policy of an agent is increasing. Challenges. However, there are few challenges to extend the reinforcement learning from single-agent to multi-agent scenarios. (a) Optimize action policy among competitors. Generally, the single-agent reinforcement learning method (SRL) only optimizes the action policy for a specific agent. SRL does not model the interactions between multiple agents. Consequently, it challenges a lot when using SRL to optimize the action policy for a specific agent among a group of competitors simultaneously. (b) Learn action policy based on sparse feedbacks. Since history never repeats itself, historical data only record feedbacks sparsely under the actions which have already happened, it challenges a lot to effectively learn optimized policies from historical data with sparse "actionstate-reward" tuples. (c) Infer the counterfactual feedbacks. One solution to the sparse feedbacks issue is to infer the counterfactual feedbacks for those historical non-chosen optional actions which have the potential to improve the learning efficiency for agent action policies. However, it still remains a challenge to counterfactually infer the possible feedbacks from an environment when an agent performs different optional actions at the same historical moment.
Currently, many existing works have applied the multiagent deep reinforcement learning framework to mitigate the issues in environments with several agents. However, most of them [4] [5] [6] still do not incorporate the counterfactual information contained in the historical observation data which could further improve the learning efficiency for agents. Our Solutions and Contributions. To address the aforementioned challenges, we formalize our problem as the competitive multi-agent deep reinforcement learning with a centralized critic [5] and improve the learning efficiency of agents by estimating the possible rewards for agents based on observations. To this end, we propose a CounterFactual Thinking agent (CFT) with the off-policy actor-critic framework by mimicking the human-psychological activities. The CFT agent works in the following process: when it observes a new environment state, it uses several parallel policies to develop action options or intents and estimates returns for the intents by its current understanding to the environment through regrets created by previous iterations. This is a similar process as the psychological activity that people reactive choices resulting from one's own experience and environment [7] . With the estimated returns, the CFT agent chooses one of the policies to generate its practical actions and receives new regrets for those non-chosen policies by measuring the loss between the estimated returns and practical rewards. This also mimics the human-psychological activities that people suffer regrets after making decisions by observing the gap between ideal and reality. Then the received regrets help the CFT agent to choose the policies in the next iteration.
It is worth mentioning that the proposed CFT agent is more effective than existing multi-agent deep reinforcement learning methods since the parallel policy structure helps CFT agents to search from a wider range of policy subspaces at each iteration. Therefore, it could also be more informative than other related methods in multi-agent environments. We apply the CFT agent to a competitive multi-agent reinforcement learning task (waterworld, pursuit-evasion [8] ). The experimental result shows the CFT agents could learn more competitive action policy than other alternatives.
In summary, the main contributions of this paper can be summarized as follows:
• We study the problem of competing with other agents in a multi-agent environment with a competitive multiagent deep reinforcement learning framework. Within this framework, we define the competitive ability of an agent as the ability to explore more policy subspaces. • We propose the counterfactual thinking agent (CFT) to enhance the competitive ability of agents in multiagent environments. CFT agent generates several potential intents through parallel policy structure and learns the corresponding regrets through the difference between estimated returns and practical rewards. The intent generation and regret learning process supervise each other with a max-min process. • We demonstrate that CFT agents are more effective than their opponents. This shows that counterfactual thinking mechanism helps agents explore more policy subspaces with the same iterations than other alternatives.
II. PRELIMINARIES In this section, we first introduce some background knowledge about multi-agent reinforcement learning and then mathematically formularized the problem studied in this paper.
A. Multi-Agent Reinforcement Learning Framework
In this paper, we consider a multi-agent extension of MDP named partially observable Markov games [9] . A Markov game for N agents is defined by a set of states S describing the possible configurations of all agents, a set of actions, A 1 , A 2 , . . . , A N , a set of states S which represents the observed environment settings of all agents and a state transition function T :
. . , N) gets rewards as a function of the state and its action r i : S × A i → R. The policy for each agent i is a probabilistic distribution which is defined as: π i (a, s|θ) → [0, 1], where for ∀a ∈ A i and ∀s ∈ S. The target for each agent i is to maximize its own accumulated expectation reward R i = ∞ t=0 γ t r t i , where 0 < γ< 1 is a discount factor. We adjust our setting by omitting the mapping from states to agent observations. This allows us to compare the competitive abilities of agents with different action policies under the same state information simultaneously.
B. Temporal Difference Learning
Many MDP problems are often solved by multi-agent reinforcement learning (MARL) [10] . Since a real-world application contains more factors than agents could observe, we discuss our problem in the stochastic environment [11] with model-free methods. Monte Carlo and temporal difference learning (TD) are often used model-free methods to deal with reinforcement learning (RL) problems. Furthermore, since real-world applications are usually continuous without terminate states, we use TD methods to study the MARL problem in this paper.
The mainstream TD methods to optimize the policies for RL problems are categorized into value-based, policy-based [12] and combined methods (consider both the value and policy optimization). The representative methods include Q-learning [13] , policy gradient algorithms (PG) [14] , and actor-critic algorithms [15] . All these methods relates to two important notations: the value (V) function and action-value (Q) function [16] . If we let the agent optimize its policy independently, the V and Q function for agent i are denoted as follows,
where R t i can be obtained by,
It is the total discounted reward from time-step t for agent i. Intuitionally, V π i (s) refers to the reward expectation of agent i for state s and Q π i (s, a) represents the reward expectation of agent i when it taking action a at state s.
C. Approximate Q and V with Deep Neural Networks
In order to solve the combinatorial explosion problem [17] in evaluating policies under high state or action dimensions, recent methods apply deep neural networks to estimate V and Q functions. This lead to the flourishing of deep reinforcement learning methods (DRL). The current popular DRL methods is Deep Deterministic Policy Gradient (DDPG) [18] . DDPG is a deep reinforcement learning method which combines a policy estimation and a value computation process together. It originates from Deterministic policy gradient (DPG) [16] . DPG alleviates this problem by providing a continuous policy function a = μ(s|θ i ) for agent i. This change avoids the integral over the action space. With function μ(s|θ i ), the gradient of DPG for agent i can be written as:
Since DPG only integrates over the state space, it can be estimated more efficiently than stochastic policy gradient algorithms [16] . As a deep learning extension of DPG, by applying the off-policy actor-critic framework, DDPG [18] uses a stochastic behavior policy β with noise in Gauss distribution to explore the state space ρ β and a deterministic target policy to approximate the critic policy. By learning the Q-values through neural networks, the gradient of agent i in DDPG then becomes:
i and θ μ i are parameters for the target and current policy neural network respectively. During the training process, DDPG uses a replay buffer D to record the "state-actionreward" tuples obtained by the exploration policy β and then optimizes the parameters for the current neural network by drawing sample batches from D. With a trained current policy neural network, it updates the target policy neural network by a soft-updating method. This framework stabilizes the learning process and avoids the large variance problem in the original policy gradient methods and its deterministic action outputs are useful in continuous control RL problems. Therefore, DDPG has successfully applied in the MARL [5] problems and our model follows the similar framework as DDPG.
D. Compete in N-Agent MDP
In this paper, we aim to extend the reinforcement learning from single-agent to multi-agent settings in a competitive environment. In order to make all agents compete with each other in an environment, we redefine the Q-values for all agents as the following equation. (s t , a) is a revised rewards which is denoted as:
In Equation 7, rî(s t , a) is the total rewards of all other agents than i; The weight α (0 ≤ α < 1) decides the ratio to consider the rewards of others for agent i. Therefore, the weight of α controls the degree of competition among all agents. For example, when α > 0.5, the related agents care its own future rewards more than other the rewards of its other competitors. With all agents maximizing the Q-values computed by Equation 6, a multi-agent environment becomes a more competitive environment than it is used to be.
III. COUNTERFACTUAL THINKING AGENT IN MULTI-AGENT REINFORCEMENT LEARNING
Inspired by a psychological phenomenon, named counterfactual thinking, that people re-infer the possible results with different solutions about something that has already happened, this paper proposes to introduce a counterfactual thinking mechanism for an agent in a multi-agent environment. We argue that it may help agents to gain more experience from mistakes and thus to perform better in similar future tasks.
A. Counterfactual Thinking Actor
A counterfactual thinking actor runs in the following process. It first matches the current encountered state into a specific scenario which belongs to the results of a state clustering process. Then it develops a few intents from K parallel policies according to the matched scenario. Finally, it outputs both the minimum-regret action and all candidate actions to the environment and critic. With the Q-value estimated by the critic, the actor updates its regrets about the candidate policies. Concretely, we define the related notations for a counterfactual thinking actor as the followings.
A counterfactual thinking (CFT) actor has K parallel policies μ i (i = 1, 2, ..., K), where each policy associates to a regret m k,l (m k,l ∈ [0, 1]) under the l-th scenario. A counterfactual thinking actor generates K intents μ i (s).
To reduce the variance of the actions which are generated by counterfactual thinking actor, we combine a clustering process to the forward computation of the counterfactual thinking actor. We use a clustering method to divide the encountered states of a counterfactual thinking actor to several clusters (named "scenarios"). And then, every time our actor encounters a new state, it will check the clustering results to find the most related scenario and associates its policies with the corresponding regrets τ i s.
In order to implement the parallel policy structure for counterfactual thinking actors, we propose the K-parallel policy layer which generates several intent actions with a given state. 1, 2, ..., K) . The input for a K-parallel policy layer is a R |g(s)| vector which represents an observed state. Its output includes K vectors which represents K intent actions or linear transformation of the intent actions. They can be computed as follows:
K-Parallel Policy Layer. A K-parallel policy layer contains a R K×|g(s)|×|a| tensor
K-parallel policy layer generates K intent actions where I k is the k-th intent action; s is the current state; g(s) is a function which can be extended to several linear transformations or other neural layers. After obtaining K intent actions, we utilize a data structure named scenario-regret matrix to evaluate these parallel policies. Scenario-Regret Matrix. A scenario-regret matrix M = {m k,l } K×L is a R K×L matrix which records the regret values for K policies under L different scenarios. m k,l refers to the prior regret value for the k-th policy under the l-th scenario. We get the scenarios through the aforementioned clustering process toward all encountered states by the actor. During the forward computation of the counterfactual thinking agent, every time a new state is observed, the actor first matches the state to a scenario and then outputs the intent with the minimum regret as the final action. The scenario matcher can be implemented by any kind of similarity computation. The scenario-regret matrix is randomly initialized at first and then learned by receiving the regrets updated by the critic. Then, a CTF actor generates a set of K intent actions I with a K-parallel policy layer. By matching the state s to the l-the scenario, a CTF actor outputs an action a with the following process: (1) with probability , it chooses one of intent in I as a with the probabilistic distribution of SOFTMIN(M ); (2) with probability 1 − , it computes an action by a = k∈ [1,K] m k,l I k . The SOFTMIN function [19] is an opposite operation to SOFTMAX which gives the policy with the minimum regret with the biggest weight. The random degree controls the ratio of the CFT actor to generate an action based on random sampling. The counterfactual thinking actor is trained by the objective function arg max θ μ i q i , where q i is computed by the current critic neural network with the state s and the outputted a from the CFT actor. θ μ i is the parameters for the neural network of a CFT actor. Intuitively, this process revises the parameter θ μ i for CFT actor to get the maximized q i at each iteration.
B. Counterfactual Thinking Critic
A counterfactual thinking critic has two simultaneous tasks during the forward process: compute the Q-value and update the scenario-regret matrix for the counterfactual thinking actor. It computes the Q-values for all K intent actions generated by the counterfactual thinking actor. By computing the maximum Q-value for all K actions, it calculates the regret value for each intent actions. Since the counterfactual thinking critic is a centralized critic, it also uses actions of all agents to evaluate Q-values. To compute maximum Q-value by considering all intent actions for an agent, we define the following notation. Counterfactual Q-value. In a multi-agent Markov game, if the i-the agent applies the counterfactual thinking mechanism (which means it uses the counterfactual thinking actor and critic), s is the current state. The counterfactual Q-value q i k can be obtained by Equation 2 with the current Q network.
where a 1 , a 2 , ..., a i−1 , a i+1 , ..., a N are the actions of other N − 1 agents in a multi-agent environment at this iteration. In Equation 9, the action for the i-th agent is replaced by every intent action of the K intent actions obtained by its counterfactual thinking actor. For each iteration, our critic outputs the maximum counterfactual Q-value max(q i ) of all q k s (k = 1, 2, ..., K) for the i-th agent. With max(q i ), the posterior regrets for the i-th agent under the l-th scenario are computed by the following equation.
where k = 1, 2, ..., K. Then the objective function for a counterfactual thinking critic of the i-th agent is:
arg min
where q t−1 i is the current Q-value computed by the counterfactual thinking critic and q t i is the target Q-value which can be computed by Equation 6 . The KL function is the KLdivergence which compares the difference between the prior and posterior regret distribution m :,l and m * :,l for all K intent action.
C. End-to-End Training
Our CFT agent consists of a counterfactual thinking actor and a counterfactual thinking critic. Since both the forward processes of them are differentiable, we train this model with the back-propagation methods with an Adam [20] optimizer. The training for CFT agents is a max-min process [21] which maximizes the Q-value for the actor with current critic and minimizes the difference between the current and target critics. Since the CFT actor and critic are linked by a scenario-regret matrix, during the training process, the actions outputted by the CFT actor are weighted by the scenario-regret matrix learned by last iteration and the CFT critic revises the scenario-regret matrix with its forward process.
IV. EXPERIMENTS AND ANALYSIS
To verify the effectiveness of our proposed CFT, we conduct experiments on a standard multi-agent environment. Overall the empirical results demonstrate that our counterfactual thinking method excels in competitive multi-agent reinforcement learning, consistently outperforming all other approaches.
A. Compared Baselines
The comparison methods of this work are MADDPG [5] , CMPG [6] and our counterfactual thinking agent (CFT).
• MADDPG is the state-of-the-art method about the multiagent deep reinforcement learning. Since our model is based on the similar off-policy actor-critic framework as MADDPG, the comparison of MADDPG and our model can directly tell us whether the proposed counterfactual mechanism improves the competitive ability for an agent. • CMPG uses historical actions of agents as the estimated intents to enhance the stability of the learning process for the actor-critic framework. Since CMPG is the latest methods which improve the learning efficiency for RL problems with a counterfactual style method, we also compare our model with it.
(a) Both pursuer 0 and 1 are DDPG agents (MADDPG).
(b) Pursuer 0 is a CFT agent, pursuer 1 is a DDPG agent.
(c) Pursuer 1 is a CFT agent, pursuer 0 is a DDPG agent.
(d) Pursuer 0 is a CMPG agent, pursuer 1 is a DDPG agent.
(e) Pursuer 1 is a CMPG agent, pursuer 0 is a DDPG agent.
(f) CFT V.S. CMPG. Pursuer 0 is a CFT agent and pursuer 1 is a CMPG agent. ) and (e) shows that CMPG can also improve the competitive abilities for agents towards DDPG based competitors; (f) shows that a CFT agent is more competitive than a CMPG agent.
B. Environment : Multi-Agent Water-World (MAWW)
Problem Background. This is a multi-agent version pursuer and evader game in a simulated underwater environment which is provided in MADRL [22] . Several pursuers are co-existing to purchase some evaders in an environment with floating poison objects and obstacles. Every time a pursuer captures an evader, it receives +10 reward. What's more, the pursuer receives -1 reward when it encounters a poisoned object. This environment can be used to research the mixed cooperativecompetitive behaviors between agents. Training Setup. We set the scenario number to 16 and the number of intent actions K to 4. Furthermore, we set the exploration episode to 10 for each testing. This means that the policies for all agents are optimized after the 10 th episode.
Results. In this experiment, we add two pursuers to compete in a water world environment with 50 evaders and 50 poison objects. To compare the competitive ability for each mentioned method, we set one of the pursuers as a CFT or CMPG agent, the others as DDPG agents. Furthermore, we also compare the competitive abilities of CFT and CMPG. As it is shown in Figure 1a , the rewards for two same DDPG agents are almost the same. This means that there is no difference between the competitive abilities of two DDPG agents. We further analyze the results in Figure 1b and 1c and discover that the CFT agent receives significant more rewards than its DDPG based competitors. Figure 1d and 1e present that CMPG can also improve the competitive abilities for an agent in this task. Figure 1f compares the competitive abilities for CFT and CMPG agent directly, the result shows that CFT agent can be more competitive than the CMPG agent. In addition, we analyze the means and standard deviations of rewards in all cases in Figure 1 . The results are listed in Table I , where the last row (corresponding to Figure 1f ) compares the competitive abilities of a CFT agent (pursuer 0) and a CMPG agent (pursuer 1). The star-marked pursuers in Table I apply CFT or CMPG and the none-star-marked pursuers apply DDPG. In all, the results in this section confirm that our counterfactual mechanism (CFT) indeed helps an agent to compete in the multi-agent environments. 
V. CONCLUSION
In the multi-agent environment, it is difficult to completely recreate a historical moment for an environment since this needs to replay all actions for the related agents in the same order historically. Therefore, if an agent has choices at a special moment in a multi-agent environment, it challenges a lot to compute the accurate results for actions other than the practical chosen one. In order to estimate the possible returns for those non-chosen options, we propose the counterfactual thinking multi-agent deep reinforcement learning model (CFT). This model generates several intent actions which mimic the human psychological process and then learns the regrets for the nonchosen actions with its estimated Q-values at that moment simultaneously. The estimated Q-values and policies of an agent supervise each other during the training process to generate more effective policies. Since this framework can explore the policy subspace parallelly, CFT could converge to the optimal faster than other existing methods. We test CFT on standard multi-agent deep reinforcement learning platforms and real-world problems. The results show that CFT significantly improves the competitive ability of a specific agent by receiving more accumulative rewards than others in multiagent environments. This also verifies that the counterfactual thinking mechanism is useful in training agent to solve the multi-agent deep reinforcement learning problems.
