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Abstract. Pictures of functions of one variable in the natural number theory are introduced as 
patterns over (0, 1) in the first quadrant. It is proved that the set of pictures cf at1 computable 
functions of one variable is obtained as the bottom planes of three-dimensional arrays accepted 
by some nondeterministic automaton on “‘-tapes. To our surprise, it is also ihnwn that a set 
of pictures of functions containing a noncomputable function is deterministically obtained in a 
similar way. Further, it is proved that the set of initial segments of pictures of all computable 
functions and/or the noncomputable function is accepted hy a deterministic TL -ing rectangular 
array acceptor. 
1. Introduction 
Pictorial pattern recognition is a well-established and active field, with numerous 
applications. In this paper, we consider some interesting problems in this field from 
the mathematical standpoint. First, we define pictures of functions of one variable 
in the natural number theory as patterns of input symbols (0, I} in tl e cell space 
of the first quadrant. That is, the picture of function y =f(x) is a pattern in which 
a cell (x,f(x)) is 1 and the other cells are all 0. This is a reasonable definition in 
the digital consideration. 
The set of pictures of crU functions is denoted by F and called the trivial set. It 
is not so difficult to define a kind of automaton acepting the F. In this paper, we 
consider an automaton which accepts the set of pictures of all computable functions 
of one variable. Since a picture of a computable function is not finite but infinite 
in its size (i.e., the picture spreads out in the first quadrant), it is necessary to 
introduce a different concept of acceptability from the usual one. To this end, we 
* The main part of this paper was done while the first author visited the Computer Science Center, 
University of Maryland, during July 1979. 
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introduce three-dimensional automata which are defined as a generalization of that 
on w-tapes in [ 11. 
Now, let C be the set of pictures of all computable functions of one variable in 
the natural number theory, and D be a nontrivial set of pictures of functions 
containing a noncomputable function. (The definition of D will be given in the 
Section 3.) The first purpose of this paper is to show that the set C consists of 
patterns in the bottom planes of input arrays accepted by a nondeterministic 
three-dimensional automaton on w3- tapes. Then, it is proved that D is deterministi- 
tally obtained in a similar way. That is, it is shown that D is the set of pictures in 
the bottom planes of three-dimensional input arrays accepted by such a deterministic 
automaton. Since D is not the trivial set, it seems that this is a surprising fact. 
Let G, be a picture of function f in the natural number theory. An initia’i segment 
of the picture G, is generally defined as an initial rectangular part of this picture. 
The set of all initial segments of picture Gf is denoted by [GI],. Also, this definition 
is generalized to a set S of pictures of functions by defining [S], = ([GV], / G, E S}. 
Although the picture of a function is infinite in its size, we can finitely treat it by 
considering all its initial segments. In this case, we are able to use the usual concept 
of array acceptors S&I as Turing rectangular array acceptors defined in [4]. The 
third purpose of this paper is to prove that ,C U D], is accepted by a deterministic 
Turing rectangular array acceptor. This result also seems to be of interest. 
2. Definitions 
In this paper, WC consider exclusively ii finite set 2 of two inpuT symbols 0 and 
I ri c’., 1 = {O, I}). Let w denote the set of positive integers. 
Dehition 2.1. A two-dimensional tape of infinite size is a mapping u : o x UJ + L’ 
and a three-dimensiona! tape of infinite size is a mapping p : o x w x to + L. 
Hereafter, we say simply a two-dimensional (or three,,dimensional) tape in 
omission of “of infinite size”. In the cbove definition, OI denotes the set of all 
positive integers. Even if o represents the set of all nonnegative integers, the 
essentiai point of our theory is the same. Also, functions of this paper mean total 
functinns. 
Definition 2.2. A picture of a function y = f‘(,~ 1 is a two-dimensional tape in which 
L’LL’~~ ccl1 is, f’!x \) is 1 and all other ceils arc 0. 
‘I‘hc pictur t’ i.jf the Definition 2.2 is denoted by G,. For example, the picture of 
\ -- 3.x is as shown in Fig. 1. As mentioned before, (0, f(O)) is neglected. 
Ikfinition 2.3. A nondeterministic automaton on o’-tapes is a 9 tuple (q,,? Q, 7,. 
7,. 7 . 7, i, T ,.., 7 (.., T! satisfying the following conditions: 
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(1) qll E C? and q. is the initial state, 
(2) Q is the finite set of states, 
An automaton on CO.‘-tapes i  called deterministic if every transition function of 
(31 in the Definition 2.3 is a mapping into Q. 
Informally, T’, corresponds to the usual transition function along the s-axis, and 
rV, 7: are similar. T.,~ is the transition function of the ?cy-plane in the on-line 
tessellation acceptor in [2], and TV’, 7,: are similar. See the Fig. 2. qi is a state of 
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a cell (m + 1, n, 1) and 4j is a state of g cell (m, n + 1, I), and 0 is an input symbol 
of a cell (m + 1, n f 1, 1). Then, a state of the cell (WI + 1, n + 1, 1) is determined 
by rqy(4,, q,, 0). 7 is the transition function of three-dimensional on-line tessellation 
acceptor. See Fig. 3. (Cells are separately shown to make clearly understandable.) 
4i,4j,4& are states of the cells (m+l,n+l,l), (m,n+l,1+1), (m+l,n,!+l), 
respectively. 1 is an input symbol of the cell (m + 1, n + 1, I + 1). Then, a state of 
the cell (m + 1, n + 1, I + 1) is determined by 7(4,4jg qk, 1). 
Fig. 3. 
Note that an automaton on w”-tapes is a variant of the corresponding definition 
for the two-dimensional on-line tessellation acceptor [2] and also it corresponds 
to the finite causal w”-systems 133. 
Definition 2.4. For every s E X1, x “’ ” “‘, a run r over s of an automaton A on w ‘- tapes 
is recursively defined as r E Q”‘*“‘Y”’ satisfying the following conditions: For every 
r( 1, 1, 1) E T(40, .y(l, 1, I)), 40,407 
r!i-1 1,1, l~E?,(r(,i,l,l),.s(i+l, 1, l)), 
r;l,j+l,liEr, P&j, l),s(l:j+l, 1)). 
r(l, l:k+l!Er,(r(l, l,k)..s(l,l,k+l)~, 
r(i+l,j+l, liE~,,(T(ifl.j,l),T(i,j+l, l),s(i+l,j+l,l~, 
rrl,;+l,k+l~Er,;~f~l,j+l,k~,~~l,j,k+l~..s~l,~+l.k+1!1. 
rti41,I,k~lf~~,~(r(ii-l,1,k~,r(i,l,k~l~,s(i+l,l,k+l)~, 
rci+l,j+l,k+l)ET(r(i+l,j+l,k),p.(i,j+I,k+l), 
rii1-l,j,k+l),sti+t,iil,ktl)). 
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The run r is a three-dimensional infinite array of states which is obtained by 
successively applying the transition functions of automaton A to s. We use the 
notation Rn(A, s) to represent the set of all runs of automaton A over s. 
Definition 2.5. Let 4 be a mapping from A into B. Then, Infi(q9) is defined as 
follows: 
Infi(q9) = [h I$ -‘((bj) is infikte}. 
Definition 2.6. s E C”“““” is said to be accepted by an acceptor A = (A, F) on 
w ‘- tapes iff the hollowing conditions are satisfied 
(1) A is M automaton on 03-tapes, 
(2) F r. Q is the set of accepting states, 
(3) 3r~ r E Rn(A, s) & Infi(r) n F f c3). 
The above definition of acceptability is a generalization of that one called 
B-automaton on o-tapes in [I]. Since a picture of a function is an element of 2”’ “‘I 
and is not finite but infinite in its size, we use Definition 2.6 concerning its 
acceptability. It is mathematically of interest to consider input arrays of infinite 
size. If we want to discuss pictures of functions from the engineering side and 
develop the standard theory, other definitions are necessary. The best way to this 
end is to consider the initial segment of input of infinite size. An initial segment 
of two-dimensional tapes with infinite size is generally defined as follows: 
Definition 2.7. An initial segment of two-dimensional tape with infinite size is one 
~$11 its p;rtial array over cells (x, ~6) satisfying the following (11, (21, or (31. 
For some 1~. 
(1) IC=_XSII, andl<bv< max y;[(i,j)=l] if max ,~,[!i,j)=113/~~, 
(2) if max /Li[(i, j) = 1: 
I --.i- 111 
1 =c 111, 
((i,j)=Ol), (31 1 sz _y s 111 and 1 5: J ifS(lGiSm& Vj 
where ,U of the above (l)--(2) is the p-operation in the number theory. 
For the case (3) of Definition 2.7, the initial segment of the & len tape is infin te 
in the direction of the y-axis, Also, it is easily known that evr,iy initial segment of 
G,- is a rectangular array. We call the one of Definition 2.7 the r?zth initial segment. 
The trot + 11th initial segment is called the next of the mth one. 
For example, see Fig. 4 and Fig. 5. 
For the two-dimensional tape P, the set of its initial segments for every ~1 is 
denoted by [PII. Also, this definition is generalized to the set S of two-dimensional 
tapes by defining [S], = {[PI, (P E S). 
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The usual Turing acceptors (TA’s) in the one-dimensional input are well known. 
Turing rectangular array acceptors ITRAA’s) are defined as a natural generalization 
of TA. That is, it is defined as an acceptor over rectangular array inputs which can 
move .*left”, **right”, “tip”, “down”, or “no move“. Since the details of TRAA‘s 
arc described in [4], we do not review it here but give only the formal definition. 
Oefinitian 2.8. An array automaton cI~ is a triple (Q, C’, is 1, where 
Q is the set of states, 
I’ is the set of symbols, 
R:Qx Vx&@+~ (or + Q x V x -d, in the deterministic case) is the transition 
function, and _I = (L, R, U, D, N} (“left”, .‘right”, “up”, “down”, “no move”) is 
the set of move directions. 
Definition 2.9. A Turing rectangular array acceptor is a triple (M, (IO, Q.,I) OVCI 
rcctanguiar array inputs, where M is an array automation, q(, is M’s initial state 
and Cl.\ is a set of accepting states. 
Aweptahility by a TRAA is defined in the usual way. 
3. Theorems 
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To prove one of the main theorem:; of this paper, we give some preliminary 
lemmas. Let f(x) be a computable function and R, be the set of rectangular arrays 
over (0) whose number of columns and rows is m andf(nz) for some m, respectively. 
See Fig. 6. 
0 o... 
0 o... 
f(m) . CJ fi o... m 
Fig. 6. 
Lemma 3.1. Thrre is a tietermir~istic TRAA wlticlr acwpts RP 
Proof. Let us consider an .element r E Rf whose number of columns and rows is 
191 and f(~z ), respectively. Since f is a computable function, there is a Turing 
machine M, which computes this f. Thus, there is a sequence of configurations 
czl, a:, . . . , cr, which represents this computation. Now, we define a TRAA IW? as 
follows: At first, i)z cells (~1, l), (nt, 2), . . . , (tn, ttz) are marked which correspond 
to the value VI of variable x. Then, the set of cells (991, l), (m, 3), . . . , (991, 191 j, . . . 
can be regarded as a tape. The Mz simulates the above MI over this tape (VI, 11. 
(HI, 2!, . . . , (192, f91 1, . . . . Finally, M, accepts an element 7r of R, if and only if the 
result by MI is equal to /(t?Z ). 3 
Note that the TRAA of Lemma 3.1 does not use the west, east, and south blank 
spaces. 
Proof. Every element of RI consists of symbol 0 only as shown in Fig. 6. As 
compared with this Rf, Gf consists of pictures such that every cell (i,f(i)) IS 1 and. 
all other cells are 0. Thus, by making use of the Mz of Lemma 3.1, we define ;a 
TRAA MJ as follows: 
(i) M3 simulates the M2 for every column i, 
(ii) The correctness of the ith column is enstired only after the correctness 01’ 
tht: (i - 1 )th column, 
iiii) Finally, M.! goes to an accepting state at the upper-right-corner of ever)’ 
,flth initial segment after checking the legality of the picture (i.e., th< symbol I 
appears just once for every y direction) in its segment. 
From the above consideration, we get this lemma. KI 
By the same way [FJ, is accepred by a TRAA where F is the set of pictures’ of 
all functions. 
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In the previous lemmas, inputs were in the set of rectangular arrays. From now 
on, we will consider the CRS~ of three-dimensional tapes as inputs. 
Theorem 3.3 (The first main theorem). There is a nondeterministic acceptor A = 
(A, F) on ““-tapes as follows: 
The set C of pictures of all’ computable functions of one variable is exactly the set 
of bottom pictures of three-dimensional input arrays accepted by this A, 
Proof. Before defining an acceptor A =(A, F) on w3- tapes, we consider first 2 
TRAA II?. Let us consider 7rro E [G,]i for a computable function f. In this case, we 
assume that the number of columns of this 7rlj is h. a marks a special symbol e 
for all cells of x(]. Then, fi writes a Turing machine (exactly said, the code of a 
Turing machine) to compute a function f over the cells (I, I), (2,), . . . , (A, 1). Next. 
according to this code, fi acts as the universal Turing machine. That is, it? simulates 
the Mz of Lemma 3.2. Then, we know that there is a sequence rl), 7~1, . . . , rli 
which leads to the accepting state q, for no as in Lemma 3.2. After checking ~0, 
the next (A + 1 lth initial segment is examined. To do this examination, the symbols 
written by a to check the hth initial segrnent are erased, except Gf, the code of 
Turing machine and the symbol e. And this behavior is repeated for the (A + 1 )th 
initial segment. 
The above TRAA fi moves over w ‘- tapes. By considering w.‘-tape, this behavior 
is performed by A, in “three-dimensional on-line”. That is, a configuration r,, I 
following the previous 7r, is always put aslant in both directions s and y over ?r,. 
This technique is quite similar to that used in [3] for the two-dimensional case. 
(‘onsidcring the above-mentioned fact, we detinc A on o’-tapes. Let H be the 
\et of three-dimensional input arrays /z’s whose bottoms represent pictures G, E C 
and II fi, j, k ) is arbitrary for i 2 1, j ~3 1, k > 2. A nondeterministic acceptor A O:I 
10 ‘-tapes which accepts the set H is defined as follows: 
At first, A takes h nondeterministically and checks whether or not a nth in,tial 
st’gmcnt of the bottom of the given input array is correct. The checking of Ath 
initial segment is done as follows: A marks a special symbol e over all cell!. of 
this initial segment. This symbol e is never erased hereafter. In this case, 
\vhcn this initial scgmctnt is infinite in its size (see (3) of Definition 2.7) A continues 
to milrk the symbol and so A never falls into an accepting state [I:,. After terminating 
the nmrking, A begins the following action. A checks agaun whether 01 not this 
rnitial segment represents a partial picture of a function. To do so. by nondetrr- 
:ninisticallv guessing. A wrjtcs a Turing machine to compute a function f’ on cells 
l(k c I, cr, ct I, (cr + 2, ff, CY 1, . . . * (tt +A, a, CI 1 for some cy. Here, (Y corresponds to the 
number of steps of &? which were used to check the finiteness of the hth initial 
\cgmcnt and to write the code of the Turing machine computing i: This code is 
fiuc~f in thtr suhscqucn? behavior of A. According to this code, A checks again 
t~.hcil~r or not this initial segment is correct. In this case, A acts as the universal 
i urrng rnnchinc. A writes states at etcry cell such that the above-mentioned r,__! 
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follows to ri. By shifting ni+ 1 by one cell to the x-axis and y-axis from the preceding 
ni, A can write every configuration in the fashion of three-dimensional on-line. 
(See Fig. 7.) Even though the detailed definition is extremely tedious, it is possible 
to define A satisfying those conditions, because at every time step the shifting is 
done as mentioned before. 
Fig 7. 
If a cell (.t-, J’, 1) in the hth initial segment is illegally 0, A falls into the dead state 
qCi at some cell. Also if a cell IS, y, 1) in this segment is illegal!y 1, A falls into the 
dead state Q. After once fallen into the dead state, A always writes the dead state 
qCi. If cell (s, JJ, 1) is legally 1 (i.e., y =f(.u)) and the hth initial segment is right, A 
ever falls into the accepting state qa at some cell of three-dimensions. After that, 
A begins to check the next (A + 1 lth initial segment by adding the symbol e to the 
Ath initial segment. And A repeats the behavior again. This behavior is repeated 
again and again. If the previous mentioned code of a Turing machine is incorrectly 
guessed, then A falls into the dead state qd. Notice that A cm do this checking. 
Also, A never fails into the accepting state qa in the case that A does not halt. 
Thus, it is sutficient for the proof of this theorem to define the acceptor on 
CJ ‘-tapes as A = (A, {q;,}). With these conditions, it is easily shown that for every 
h 3r(r c Rn(A, 11) & I&((r) n {q;,} # 44) if and only if II E H. El 
It is shown by a similar method to Theorem 3.3 that there is an acceptor A on 
ti3- tapes as follows: The set F of pictures of all functions of one variable is exactly 
the set of bottoms of three-dimensional arrays accepted by this A. 
Problem. Is ‘there a ~i~~trr~~ir~i.sric acceptor A = (A, F) on w ‘-tapes which accepts 
the set H’? 
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To prove the second main theorem of this paper, we give here a lemma. Let us 
consider the number v which is obtained from the code of the Turing machine 
computing a computable function f of one variable. This is easily obtained as 
follows: If the number of symbols used in coding the Turing machine is L, Y is 
defined as an L-ary number. By making use of a code number of a Turing machine, 
every computable function of one variable is denoted by f,,(x). Obviously, all code 
numbers can be linearly arranged such that v1 < v2 < - - - < vi < vi+ 1 < * - - . Let us 
denote the set of all code numbers by CN. We consider a subset T E CN. If T is a 
finite set, then T = {v ,,,, v,~~, . . . , v,,~} where v,,~ <v,,,+,, and if T is an infinite set, 
then T = (V ,,,, u,,~, . . .} where v!,, < v,,,+,. Then, by making use of a set T we define 
a function ,qr(x) in the natural number theory as follows: 
The case of a finite set T = {V ,,,, . . . , v,~}: 
Rr (-y) 7 f‘.,, (w,,,) + 1 
if 1 S 9 < I’,,,, 
if L’,,, -5: x < I’,,t ~ , . 
Now, WC define the set V as follows: V = {gr(.v) 1 T c C,v 1. Further, Ict D be the 
bet of pictures of elements of V. 
Proof. Let us consider the function gc-, (x). It is obvious that ,q‘,% (x) is an element 
of I,‘. Let us assume that gc;, (s) is a computable function. Then, it must be 
computable bv a Turing machine whose code number is a v,. Thus, gc,, (.u) can be 
denoted byf;,!.~ ). Therefore, we have ~C,(I~~) =f;.,(l~;). But, gcy (1’;) = f,,(v, )+ 1 from 
the definition. This is a contradiction. Hence, we know that gr.,(x ) is not a compu- 
tahtc function. 
AM, it is easy to prove that the set D is not the trivial set. FY’! 
Proof. First of :!!I. let us dcfinc: a characteristic point of a picture of function f’as 
ic~ll~)ws: A ccl1 1 v. fi I 1) is said to be ;I characteristic point iff f(x) # f(s - 1). (SW 
i-i!!. 8.1 
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Characteristic point 
“fli V "it1 'n it2 
Fig. 8 
The proof of this theorem is similar to Theorem 3.3. A checks whether or not 
an mth initial segment of the bottom of a given input represents a partial picture 
of a function. If this segment represents a function, A searches a characteristic 
point contained in it. Obviously, A can do it. By making use of every characteristic 
point (x, I’, l), A can deterministically accept this initial segment. The acceptance 
is done as follows: A can encode a Turing machine from the code number x of a 
characteristic point and then A acts as the universal Turing machine according to 
this code. For a characteristic point (x, y, l), if 1’ =fX~x)+ I then A falls into the 
accepting state qa. For the non-characteristic point (x, y, 1) = 1, A falls into q8 iff 
(s - 1,4’, 1) = (x, j,, 1) = 1. 
After terminating an acceptance of the *qth initial segment A goes the next initial 
segment, and then A repeats this process. Of course, the acceptance of the (.m + 1 )th 
initial segment is ensured only after the acceptance of the ntth initial segment. 
The other parts of the proof are quite similar to Theorem 3.3. That is, we define 
A = (A, {q,)). Therefore, it is shown that for every given input /I, 3rCr E RniA, h 1 
& Infi(r) n {qu} f B) if and only if a bottom of h is in the set D. Further, it is obvious 
from the above construction of A that A is deterministic. Cl 
Let us now give the final theorem of this paper. 
Theorem 3.6 (The third main theorem). Lrr Cntzd D be the sutne CIS heforc. [C u D}l 
is crcwpted by n dctwtninistic TR4A. 
Proof. It is easily proved from the previous discussion that [C u D], is accepted 
by a nondeterministic TRAA. However, it is well known [4] that deterministic 
TRAA’s are equivalent to nondeterministic TRA.4’s with respect to the accepta- 
bility. El 
Using the same considerations as for Theorem 3.6, it is obvious that [Cl, and 
[DJ are accepted by deterministic TRAA’s. 
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