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V této práci se zaobírá algoritmem AdaBoost, který slouží k vytvoření silné klasifikační funkce 
pomocí několika slabých klasifikátorů. Seznámíme se taktéž s modifikacemi AdaBoostu, a to Real 
AdaBoostem, WaldBoostem, FloatBoostem a TCAcu. Tyto modifikace zlepšují některé z vlastností 
algoritmu AdaBoost. Probereme některé vlastnosti příznaků a slabých klasifikátorů. Ukážeme si třídu 
úloh, pro které je algoritmus AdaBoost použitelný. Popíšeme implementaci knihovny obsahující 
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Abstract 
This paper deals about AdaBoost algorithm, which is used to create a strong classification function 
using a number of weak classifiers. We familiarize ourselves with modifications of AdaBoost, namely 
Real AdaBoost, WaldBoost, FloatBoost and TCAcu. These modifications improve some of the 
properties of algorithm AdaBoost. We discuss some properties of feature and weak classifiers. 
We show a class of tasks for which AdaBoost algorithm is applicable. We indicate implementation of 
the library containing that method and we present some tests performed on the implemented library.  
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Počítačová technika je v současné době velmi dynamicky se rozvíjející odvětví. Lidé se pomocí této 
techniky snaží automatizovat čím dál větší množství úkonů. Z pohledu historie byly ještě nedávno 
počítače primitivní a veškerá snaha se soustřeďovala na zvládnutí jednoduchých úkonů. S příchodem 
lepších technologií se však počítače stávaly složitější. Zároveň zvládaly čím dál náročnější úkony. 
Jak rostla výpočetní síla, byly vymýšleny náročnější algoritmy a nové přístupy k řešení specifických 
problémů. Jedním z takto vyvíjejících se odvětví je i oblast strojového učení, klasifikace 
a rozpoznávání vzorů. Výsledky této oblasti se v dnešní době již běžně setkáváme. Příkladem můžou 
být například OCR programy, či jednoduché detektory obličeje ve fotoaparátech. 
 Strojové učení je jedním z odvětví, které v posledních 10 letech zaznamenal výrazné 
pokroky.  To se mohlo stát převážně díky výraznému pokroku výpočetní techniky. Strojové učení 
je podoblastí umělé inteligence, zabývající se algoritmy a technikami, které umožňují počítačovému 
systému „učit se“. Učením v daném kontextu rozumíme takovou změnu vnitřního stavu systému, 
která zefektivní schopnost přizpůsobení se změnám okolního prostředí. Mezi algoritmy strojového 
učení patří například neuronové sítě [1], support vector machine (SVM) [2] nebo metody boosting 
[3], především metoda AdaBoost, které je věnována tahle práce. 
 V druhé kapitole se podrobněji podíváme na algoritmus AdaBoost. Detailně se zde rozebere 
trénovací algoritmus. Popíšeme si zde taktéž jednotlivé modifikace algoritmu AdaBoost. Těmito 
modifikacemi budou Real AdaBoost, WaldBoost, FloatBoost a Totally corrective algorithm with 
coefficient updates (TCAcu). Rozebereme chování chyby na trénovacích datech. 
 Ve třetí kapitole popíšeme příznaky a slabé klasifikátory. Rozebereme si některé vlastnosti 
příznaků, zejména se zaměříme na obrazové příznaky. Z obrazových příznaků si podrobně probereme 
Haarovy vlnky. Ze slabých klasifikátorů si uvedeme threshold a bins (koše).  
Ve čtvrté kapitole si podrobněji uvedeme možné použití metody AdaBoost a jejich 
modifikací. 
 Pátá kapitola obsahuje popis knihovny implementované v rámci diplomové práce. 
Tato knihovna dostala jméno AdaLib. Rozebereme podrobně hlavní třídy knihovny. Popíšeme taktéž 
některé implementované třídy, které byli od hlavních tříd odvozené. Na těchto třídách ilustrujeme 
jejich možné použití. 




AdaBoost (Adaptive Boosting) je v současnosti nejpoužívanější variantou metody boosting [3]. 
Cílem metody boosting je zlepšení klasifikační přesnosti libovolného algoritmu strojového učení. 
I zde je základem vytvoření více klasifikátorů pomocí výběru vzorků ze základní trénovací množiny. 
Boosting vychází z vytvoření prvního klasifikátoru, jehož klasifikační přesnost je lepší než 50%. 
Dále jsou přidávány další klasifikátory mající stejnou klasifikační vlastnost, takže je vygenerován 
soubor klasifikátorů, jehož celková klasifikační přesnost je libovolně vysoká vzhledem ke vzorkům 
v trénovací množině. Tímto byla klasifikace zesílena (Boosted). 
 Autory algoritmu AdaBoost jsou Yoav Freund a Robert E. Schapire. AdaBoost umožňuje 
při návrhu přidávat slabé klasifikátory tak dlouho, dokud není dosažena určitá požadovaná hodnota 
chyby silného klasifikátoru. Přitom jediným požadavkem na slabý klasifikátor je, aby jeho chyba byla 
menší jak . Algoritmus AdaBoost je schopen exponenciálně snižovat chybu výsledného 
klasifikátoru na trénovací sadě vzorků na libovolně nízkou úroveň [4]. AdaBoost dokáže produkovat 
klasifikátory s velmi dobrými vlastnostmi i za použití jednoduchých klasifikátorů. Při použití 
v reálných podmínkách jsou klasifikátory natrénované pomocí metody AdaBoost přesné a jejich 
vyhodnocení se dá provést velice rychle, což se dá s výhodou využít například v real time aplikacích. 
Slabé klasifikátory mohou být libovolně složité funkce. Nejčastěji se používá tzv. threshold. 
Threshold neboli práh, rozděluje klasifikační třídy podle některé hodnoty vektoru příznaků. 
Daný threshold by měl být doplněn ještě o polaritu, aby bylo zřejmé, do které třídy máme prvek 
zařadit. Pomocí polarity odlišíme případy, kdy jsou prvky první třídy menší než práh klasifikátoru 
a naopak, kdy jsou prvky této třídy větší než práh. V dřívějších dobách se používaly např. neuronové 
sítě [5].  
Existuje celá řada modifikací algoritmu AdaBoost. Tyto modifikace obecně zlepšují některé 
vlastnosti algoritmu. Metoda Real AdaBoost[6] nám přidává do výsledku silného klasifikátoru míru 
příslušností k třídě. Rychlost výpočtu snižuje např. algoritmus WaldBoost [7]. Chybu výsledného 
klasifikátoru zmenšují algoritmy FloatBoost [8] a TCAcu [9]. Existují i modifikace algoritmu 
AdaBoost, které umožňují všetřídní klasifikaci [4]. Tyto modifikace, umožňující algoritmu AdaBoost 
klasifikovat do více tříd, se však ve větší míře nepoužívají.  
2.1 Diskrétní AdaBoost 
Diskrétní AdaBoost je základní verzí algoritmu AdaBoost jak ho prezentovali Freund a Schapir [4]. 
Vstupem algoritmu je anotovaná trénovací množina a výstupem klasifikátor do dvou tříd.  
Algoritmus AdaBoost je založen na učení s učitelem. Proto jako vstup potřebujeme jak sadu 
vzorků , tak jejich ohodnocení . V případě diskrétního AdaBoostu platí, že  a  , 
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Vstup:  
Inicializace:  pro všechny vzorky 
Pro  
1. Učení klasifikátorů. Nalezení optimálních parametrů každého slabého klasifikátoru 
tak, aby měl co nejmenší chybu  na aktuální distribuci . 
2. Nalezení klasifikátoru s nejmenší chybou  pro distribuci . 
3. Výpočet váhy klasifikátoru 
 
4. Aktualizace vah vzorků v trénovací množině 
Kde  je normalizační faktor, zvolený tak, aby  zůstala pravděpodobnostním 




s tím, že objekty první třídy, například hledaný objekt, jsou označeny hodnotou  a objekty druhé 
třídy, například pozadí, hodnotou . Algoritmus uchovává distribuci vah trénovacích vzorků . 
Díky této distribuci je schopen přizpůsobit se těžko klasifikovatelným vzorkům. To provede tím, 
že po každé iteraci algoritmu AdaBoost správně zařazeným vzorkům váhu sníží a špatně zařazeným 
vzorkům váhu zvýší. Vzorky s vyšší vahou více ovlivňují výběr dalšího slabého klasifikátoru. 
Na začátku trénování jsou všechny váhy nastaveny stejně. 
V každém kroku učení je do silného klasifikátoru přidán jeden slabý klasifikátor  z množiny 
všech možných klasifikátorů. Výběr v každém kroku učení je realizován hladovým způsobem tak, 
aby byl minimalizován horní odhad chyby klasifikátoru. Chyba klasifikátoru se dá vyjádřit jako 
součet vah chybně klasifikovaných vzorků (1). 
 
Pro každý slabý klasifikátor vypočítáme parametr , který nám říká důležitost klasifikátoru. 
Platí, že   je nepřímo úměrné chybě klasifikátoru tzn. čím nižší je chyba klasifikátoru, tím vyšší 
je jeho . Následující aktualizace distribuce pro další iteraci algoritmu má za úkol zvýšit důležitost 
u chybně klasifikovaných vzorků a snížit u správně klasifikovaných. Důležitá je normalizace 
distribuce, aby zůstala funkcí pravděpodobnosti, tj. . 
Algoritmus lze zapsat pseudokódem: 
Alg. 1: Pseudokód Diskrétního algoritmu AdaBoost [5]. 
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 Výsledný klasifikátor je lineární kombinací slabých klasifikátoru. Funkce  
je po  krocích vyhodnocena jako součet odezev klasifikátorů násobených jejich váhou. Lze ji 




Pokud lze nalézt slabý klasifikátor takový, že jeho chyba je nižší než  což odpovídá 
náhodné funkci, chyba vždy klesá. Algoritmus AdaBoost se téměř nedá přetrénovat, což je nesporná 
výhoda proti některým jiným metodám použitelných ke klasifikaci. 
2.1.1 Modifikace diskrétního AdaBoostu  
Algoritmus od autorů Violy a Jonese [10] vychází ze základní verze diskrétního AdaBoostu. Autoři 
využili pro jejich detektor obličeje tento upravený AdaBoost. Jako příznaky použili Haarovy vlnky 
s využitím integrálního obrazu. Oproti původní verzi AdaBoostu se AdaBoost Violy a Jonese liší 
v rozdílné inicializaci a aktualizaci vah vzorků. Rozložení distribuce vah zde nemusí být 
pravděpodobnostním rozložením, proto se musí na začátku každé iterace normalizovat. Jedná se 
o zajímavou úpravu základní verze diskrétního algoritmu AdaBoost. Některé úpravy algoritmu 
AdaBoost vycházejí právě z této verze algoritmu. 




Inicializace:  pro , kde  a je počet negativních, resp. pozitivních 
vzorků.  
 
Pro   
1. Normalizace vah, aby  bylo pravděpodobnostní rozložení.  
 
 
2. Učení klasifikátorů. Nalezení optimálních parametrů každého slabého klasifikátoru 
tak, aby měl co nejmenší chybu  na aktuální distribuci . 
 
3. Výběr slabého klasifikátoru s nejnižší chybou.  
 
4. Aktualizace vah.  




Inicializace:  pro všechny vzorky 
Pro  
1. Učení klasifikátorů. Nalezení optimálních parametrů každého slabého klasifikátoru 
tak, aby měl co nejmenší chybu  na aktuální distribuci . 
2. Nalezení klasifikátoru s nejmenší chybou  pro distribuci . 
3. Výpočet váhy klasifikátoru 
 
4. Aktualizace vah vzorků v trénovací množině 
Kde  je normalizační faktor, zvolený tak, aby  zůstala pravděpodobnostním 
rozložením, tj. .. 
 











2.2 Real AdaBoost 
Nevýhodou algoritmu AdaBoost je, že má binární výstup. Vyhodnocení silným klasifikátorem nám 
neříká nic o tom, jak dobře daný vzorek zapadá do dané třídy. V mnoha aplikacích by se nám však 
tahle informace hodila. Schapire a Singer [6] ve své práci uvedly způsob jak toho dosáhnout. 
Tento algoritmus se nazývá Real AdaBoost. 




Jak je vidět v předchozím algoritmu, rozdíly mezi klasickou verzí algoritmu AdaBoost 
a algoritmem Real AdaBoost jsou minimální. Hlavní rozdíly jsou 2. Prvním je, že výstupy 
klasifikátorů, jak silného, tak i slabých, mohou nabývat reálných hodnot, tzn.  a . 
Druhým rozdílem je výpočet parametru . U metody RealBoost není přesně určeno, jak se tento 
výpočet má provádět. Pro různé aplikace algoritmu se dokonce může počítat jinak. Všeobecně se dá 
říci, že výpočet optimální hodnoty  není analyticky řešitelný. Existují však numerické postupy 
k výpočtu [6] této hodnoty. 
 
2.3 WaldBoost 
Další modifikace algoritmu AdaBoost, kterou si probereme je algoritmus WaldBoost. WaldBoost je 
metodou, která podstatně zrychluje vyhodnocení silného klasifikátoru. Zrychlení docílí tím, 
že umožňuje nevyhodnocovat klasifikátor celý. Vyhodnocování klasifikátoru je zastaveno ve chvíli, 
kdy vzroste pravděpodobnost příslušnosti prvku do jedné z klasifikačních tříd nad určitou předem 
danou mez. Algoritmus WaldBoost je ve své podstatě kombinací 2 různých algoritmů. Algoritmus 
AdaBoost používá pro výběr a řazení slabých klasifikátorů. Druhým algoritmem je metoda 
SPRT (Sequential Probability ratio Test [7,11]), která je založena na sekvenční rozhodovací strategii. 
Díky své rychlosti je využití metody WaldBoost především v real time aplikacích, které netolerují 
zpoždění ve zpracování dat. 
2.3.1 Sekvenční rozhodovací strategie 
Sekvenční rozhodovací strategie je metoda, která se uplatňuje v mnoha oblastech i mimo informační 
technologie. Metoda SQRT je založena na tom, že definuje 2 prahy  a , přičemž musí platit . 
Výsledná klasifikace se pak určí podle vztahů (4). Pokud je hodnota spočtená pomocí klasifikátoru 
( )v daném kroku menší jak , je prvek klasifikován jako . Pokud je  větší jak , je prvek 
klasifikován . V případě, ve kterém platí , je nutné provést minimálně ještě jednu 





Kde (5) je likelihood klasifikace do jedné z tříd a znak  označuje stav, kdy nebylo rozhodnuto a je 




Požadované míry chyb  a  
Inicializace: Váhy vzorků  
Nastavení  a : 
Pro  
1. Výběr slabého klasifikátoru s nejmenší chybou (viz algoritmus AdaBoost). 
2. Odhad  . 
 
3. Nalezení prahů  a   . 
 
4. Odstranění vzorků z trénovací množiny, které odpovídají podmínce 
nebo  
5. Nahrazení odstraněných vzorků novými. 
 




Hodnoty prahů  a  se pro konkrétní situaci stanoví podle maximální přípustné chyby 
prvního (vzorek  a je klasifikován jako ) a druhého (vzorek  a je klasifikován jako ) 
druhu. Optimální prahy  a  je velmi složité vypočítat, ale dají se bez problému odhadnout. 
2.3.2 Trénování 
Metoda WaldBoost potřebuje pro své trénování 2 parametry  a . Tyto parametry udávají 
maximální hodnoty příslušných chyb prvního a druhého druhu. Z těchto hodnot se pak počítají 
hodnoty  a , pomocí kterých se počítají jednotlivé prahy  a  . Trénování metodou WaldBoost 
probíhá ve 2 fázích. V první fázi se vybere klasifikátor metodou AdaBoost. V druhé fázi se podle 
prahů vyřadí prvky, u kterých lze bez problému rozhodnout o jejich příslušnosti. Aby nebyly 
znehodnoceny další iterace, musíme vyřazené prvky nahradit takovými, kterým stávající klasifikátor 
nedokáže přiřadit třídu. Této operaci se říká bootstraping. Pseudokód algoritmu WaldBoost: 




Algoritmus FloatBoost [8] je založený na algoritmu AdaBoost. FloatBoost přidává fázi zpětného 
vyhledávání. Této fázi odstraní všechny klasifikátory, které z pohledu nových klasifikátorů už nemají 
pro klasifikaci význam. Tím vytváří silné klasifikátory s menším počtem slabých klasifikátorů. 
Snižuje tím i chybu výsledného klasifikátoru. Lepší vlastnosti jsou ale vykoupené podstatně delší 
dobou trénování. Trénovací doba je zhruba 5x větší než u klasického AdaBoostu [13]. 
Alg. 5: Pseudokód algoritmu FloatBoost [8]. 
 
A. Vstup:  
1. Vzorky , kde , počet 
vzorků ohodnocených jako  je , počet vzorků ohodnocených jako  je  
2. Akceptační práh neboli požadovaná přesnost silného klasifikátoru  
3. Maximální počet slabých klasifikátorů  
4. Error rate  
B. Inicializace: 
1.  pro  
2.  pro prvky ohodnocené ,  pro prvky ohodnocené  
3. ,  
C. Forward inclusion: 
1.  
2. Nalezení slabého klasifikátoru metodou AdaBoost 
3.  a normalizace aby  
4.   
5. If  then  
D. Conditional Exclusion 
1.  
2. If   
a. ;  
b. , D. 1 
3. Else 
a. If  or   then skonči 
b.  , jdi k C. 1 
E. Výstup: 
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Jak je na předcházejícím algoritmu vidět, algoritmus FloatBoost přímo vychází z algoritmu 
AdaBoost, přesněji Real AdaBoost. Pouze přidává fázi zpětného prohledávání, ve které se odstraňují 
slabé klasifikátory, které již nemají pro rozhodování význam. Do algoritmu samozřejmě přidává 
i prostředky pro tohle rozhodnutí. 
2.5 Totally corrective algorithm with coefficient 
updates 
Totally corrective algorithm with coefficient updates, neboli TCAcu, je modifikací algoritmu 
AdaBoost dle Šochmana a Matase [9]. Spočívá v opakovaném vylepšování předpovědí slabých 
klasifikátorů, které byly vybrané v předchozí iteraci. Předpověď z vybraných slabých klasifikátorů 
se stává neoptimální s dalšími iteracemi algoritmu AdaBoost. V každé iteraci však slabé klasifikátory 
mohou být optimalizovány. Tato optimalizace není příliš výpočetně náročná. TCAcu zajišťuje, 
že v každé iteraci algoritmu AdaBoost je vybraný slabý klasifikátor, který je co možná nejvíc 
nezávislý na všech slabých klasifikátorech vybraných v předchozích kolech. Tato skutečnost je 
podstatné zlepšení vlastností slabých klasifikátorů oproti základní verzi algoritmu AdaBoost [13], 
ve kterém je nově vybraný klasifikátor nezávislý pouze vůči klasifikátoru vybranému v minulém 
kole. TCAcu prokazatelně snižuje trénovací chybu se stoupající složitostí silného klasifikátoru. 





Pro   
1. Vybereme klasifikátor, jehož chyb má největší odchylku od na aktuální 
distribuci. 
2. Jestliže je  , potom ukonči smyčku 
3. Nastav  
4. Převážíme distribuci 
5. Upravíme  
6. Nastavíme   
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Obrázek 1: Pokles chyby s počtem slabých klasifikátorů [5]. 
 První fáze algoritmu TCAcu je stejná jako u algoritmu AdaBoost v alg. 1. Za každou iterací 
je však volán tzv. totally corrective step (TCS). Podívejme se na alg. 5, který obsahuje pseudokód 
právě algoritmu TCS. Vidíme, že TSC je v podstatě diskrétní verze algoritmu AdaBoost. 
Hlavní rozdíl je, že v TCS je množina slabých klasifikátorů omezena na jeden vybraný a slabý 
klasifikátor není připojen na konec silného klasifikátoru. Vybranému slabému klasifikátoru je jen 
upravena jeho váha . 
2.6 Trénovací chyba 
Jednou ze základních vlastností algoritmu AdaBoost je schopnost exponenciálně snižovat chybu na 
trénovacích datech. Klasifikátor, který vybírá třídu pro každý prvek náhodně, má u binárních 
problémů chybu . Chyba slabého klasifikátoru  se dá zapsat vztahem . 
Pak vyjadřuje jakou mírou je  lepší jak náhodný výběr. Na obrázku 1 je ukázka chování chyby 
silného klasifikátoru na trénovací sadě, při zvyšujícím se počtu slabých klasifikátorů. Jak je vidět, 
chyba až na lokální výkyvy exponenciálně klesá. Můžeme tvrdit, že pokud se klasifikátor  
skládá ze slabých klasifikátorů, které mají chybu jen o něco málo menší než náhodná funkce, chyba 
na trénovací sadě vzorků exponenciálně klesá s počtem slabých klasifikátorů. 
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3 Příznaky a slabé klasifikátory 
V této kapitole se seznámíme s požadovanými vlastnostmi příznaků pro trénování a vlastnostmi 
slabých klasifikátorů, které můžeme nad těmito příznaky postavit. Vlastnosti slabých klasifikátorů 
ovlivňují jak rychlost trénování i vyhodnocování algoritmu AdaBoost, tak i jeho přesnost. 
3.1 Příznaky 
Příznak je v podstatě veličina, která nám popisuje některou vlastnost dat. Příznaky musí být vhodné 
pro tvorbu klasifikátorů. Tím je myšleno, že daný typ klasifikátoru musí být co možná nejlépe 
schopen oddělit třídy, do kterých patří vzory, nad jejichž příznaky klasifikátor tvoříme. 
 
 
Obrázek 2: Příznaky vhodné (vlevo) a nevhodné (vpravo) pro klasifikaci. 
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Na obrázku 2 je vidět rozdíl mezi příznaky vhodnými ke klasifikaci, a příznaky ke klasifikaci 
nevhodnými. Příznaky vhodné ke klasifikaci se dají jednoduše oddělit do tříd s relativně malou 
chybou, nebo dokonce žádnou chybou. U příznaků, které jsou pro klasifikaci nevhodné, je rozdělení 
do tříd prakticky nemožné. Chyba klasifikátoru nad takovém příznaku je potom blízká náhodné 
funkci. 
Algoritmu AdaBoost a jeho modifikace řeší vhodnost příznaku pro tvorbu klasifikátoru 
intuitivně sami tím, že vybírají klasifikátor s nejmenší chybou na trénovací sadě. 
Obrazové příznaky jsou ve většině případů konvoluce o různé pozici a velikosti v obraze. 
Velmi často jsou využívány Haarovy vlnky. V aplikacích, které nekladou takový důraz na rychlost 
výpočtu, se dají využít Gáborovy vlnky.  
3.1.1 Haarovy vlnky 
Jedním z často používaných typů příznaků v počítačovém vidění jsou Haarovy vlnky.  Vlastnosti 
Haarových příznaků jsou velmi vhodné pro detekční úlohy, protože mohou být vypočítány velmi 




Obrázek 3: Tvary Haarových příznaků. 
Na obrázku 3 je zobrazeno několik bází Haarových vlnek. Výpočet hodnoty konkrétního 
příznaku v obraze je roven rozdílu sum hodnot pixelů pod bílými a černými oblastmi.  To by se dalo 
vyjádřit vzorcem (6).  
 
V předcházejícím vzorci  representuje vzorek dat. Hodnoty  (white, bílá) a  (black, černá) 
jsou množiny pixelů, které přísluší jednotlivým „barvám“ Haarova příznaku.  
V obrazu velikosti  px je při použití prvních čtyř Haarových vlnek z obrázku 2 přesně 
 příznaků. Ačkoliv je příznaků v obraze mnohem více než pixelů, je jejich použití výhodnější 
kvůli jejich lepším popisným vlastnostem, než mají samotné pixely. 
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Integrální obraz 
Výpočet Haarových příznaků je v podstatě rozdíl sum pixelů jednotlivých oblastí. Tyto sumy 
můžeme vypočítat různými způsoby. Prvním způsobem může být obyčejné sčítání pixelů. 
Tento přístup je časově velice náročný a tím i nevhodný. Dalším způsobem může být násobení vzorku 
příslušným vektorem masky příznaku. Tímto způsobem vyřešíme rovnou i rozdíl obou oblastí. 
Výhodou tohoto přístupu může být i jednoduchá výměna typů příznaků (např. za Gáborovy vlnky). 
Nevýhodou je paměťová náročnost a pomalost celého postupu. Nejrychlejším přístupem je využití 
integrálního obrazu [10]. Integrální reprezentace obrazu obsahuje v každém pixelu  hodnotu, která 
představuje sumu všech pixelů vlevo a nahoru od  (Obr. 4 vlevo). Díky integrálnímu uložení obrazu 
můžeme získat hodnotu kterékoliv obdélníkové oblasti v obrazu v konstantním čase. Sumu pixelů 
v označené oblasti obrázku 10 vpravo vypočítáme jako . 
 
Obrázek 4: Příklady integrálních obrazů. 
 
3.2 Slabé klasifikátory 
V algoritmu AdaBoost může být slabým klasifikátorem libovolně složitá funkce. V podstatě je na ni 
kladena jediná podmínka, a to, aby byla její chyba menší jak chyba náhodné funkce, tedy 0,5. 
V dřívějších dobách se používaly například jednoduché neuronové sítě. Výběr slabého klasifikátoru 
v každé iteraci algoritmu AdaBoost je výpočetně nejnáročnější operací. Jelikož se v každé iteraci 
algoritmu AdaBoost musí vytvořit slabé klasifikátory nad všemi prvky vektoru příznaků, je výhodou, 
když nastavení optimálních parametrů daného slabého klasifikátoru je co možná nejrychlejší operací. 
Proto se ve velké většině případů používá jen velice jednoduchých klasifikátorů, které jsou schopny 
splnit podmínku maximální chyby. Takovými klasifikátory jsou například threshold a bins. 
3.2.1 Threshold 
Threshold rozděluje klasifikační třídy podle některé hodnoty vektoru příznaků. Jedná se v podstatě 
o jednoduchý práh . Hodnoty nižší než tento práh patří do jedné třídy, hodnoty vyšší než práh patří 
do třídy druhé. Daný threshold by měl být doplněn ještě o polaritu , tzv. spin, aby bylo zřejmé, 
do které třídy máme prvek zařadit. Pomocí polarity odlišíme případy, kdy jsou prvky první třídy 
menší než práh klasifikátoru a naopak, kdy jsou prvky této třídy větší než práh. Vyhodnocení těchto 





Slabé klasifikátory založených na binech, neboli koších rozděluje setříděné hodnoty jednoho příznaku 
všech vzorků trénovací sady do několika disjunktních intervalů, takzvaných binů (košů). Prostor je 
rozdělen do košů jedním z následujících způsobů: 
 Rozdělení do šířky: Velikost intervalu je stejná pro všechny koše. Nevýhodou tohoto přístupu 
je to, že nám můžou vzniknout koše, do kterých nepatří žádný záznam. 
 Rozdělení do hloubky: V každém koši je přibližně stejný počet záznamů. Vyznačuje se 
dobrou škálovatelností, dobře se vyrovnává s vychýlenými daty. 
 Rozdělení založené na vzdálenosti: Jedná se o takové rozdělení, které se snaží zachovat 
sémantiku dat. Metoda se snaží minimalizovat rozdíly mezi prvky v jednom koši a 






4 Použití metody AdaBoost 
Metoda AdaBoost nebo její modifikace jsou použitelné ve velkém množství klasifikačních úloh. Jako 
všeobecný klasifikační algoritmus se dá použít téměř ve všech oblastech, ve kterých se vyskytne 
potřeba rozhodovat příslušnosti do tříd, či získávat z dat nové informace. Své uplatnění metoda 
AdaBoost nalezla v široké míře v počítačovém vidění, ale i v rozpoznávání řeči, dolování dat 
z databází, získávání znalostí z textu a v mnoha dalších oblastech. V mnoha oblastech je použití 
metody AdaBoost ve fázi výzkumu. Příklad pokusu o využití se objevil například i v oblasti 
identifikace spamu v emailech [14]. 
 Při klasifikaci do více tříd můžeme použít 2 přístupy. Buď použijeme přímo všetřídní verzi 
algoritmu AdaBoost, nebo problém převedeme na sérii dvoutřídních problémů [25]. To lze například 
trénováním každé třídy vůči každé třídě zvlášť, potom je potřeba z výstupů jednotlivých klasifikátorů 
určit konečnou třídu např. pomocí jednoduché neuronové sítě, nebo natrénovat každou třídu vůči 
všem ostatním. V takovém případě je výstupní třídou ta, jejíž klasifikátor má nejsilnější odezvu. 
4.1 AdaBoost v počítačovém vidění 
AdaBoost a jeho modifikace byly úspěšně použity v praxi počítačového vidění. Použití algoritmu 
AdaBoost je vhodné například pro úlohu detekce obličeje v obraze či detekce obličeje 
ve videosekvenci v reálném čase [10]. Dále se dá s úspěchem použít pro hledání „čehokoliv“ 
v obraze, rozpoznávání výrazů obličeje, rozpoznávání SPZ [22] a mnoho dalších. Příkladem aplikací 
můžou být [8] [9] [10] [16] [17] [18] [19] [20] [21] [22] [23]. Zajímavými oblastmi použití metody 
AdaBoost jsou [24] [15].  
Například při detekci objektu v obraze se používá kaskádu klasifikátorů založených 
na Haarových příznacích (kap 3.1.1) v aplikacích [8] [9] [17]. Při detekci objektu v obraze jsou 
všechny subokna prohledávaného obrázku, tj. subokna na všech pozicích, různých velikostí a 
případně rotace, skenovány klasifikátorem rozpoznávajícím daný objekt. To vede k velkému počtu 
klasifikovaných regionů, které kladou vysoké nároky na výpočetní efektivnost klasifikátoru. 
V posuzovaném přístupu je z každého Haarova příznaku vytvořen jeden slabý klasifikátor. AdaBoost 
pak vybere několik těchto slabých klasifikátorů a spojí je do velmi přesného silného klasifikátoru. 
Silný klasifikátor je tím přesnější, čím víc slabých klasifikátorů obsahuje. To umožňuje kompromis 
mezi přesností klasifikace a rychlostí vyhodnocení. To se dá s výhodou použít při tvorbě kaskády 
klasifikátorů. V kaskádě jsou klasifikátory s postupnou větší komplexností a tím i požadavky 
na výpočetní výkon. Každý klasifikátor odmítá ty regiony, které jsou s dostatečnou důvěrou zařazeny 
jako pozadí. Takto vytvořená kaskáda postupně snižuje chybu false positive rate, špatné zařazení 
prvku nepatřící do třídy jako příslušníka této třídy, která v detekci objektů musí být velmi nízká. 
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5 Popis knihovny AdaLib 
V této kapitole si podrobně popíšeme knihovnu, která obsahuje implementaci algoritmu AdaBoost. 
Tato knihovna byla nazvána AdaLib (AdaBoost Library). Popíšeme si podrobně jednotlivé třídy 
knihovny, především s ohledem na jejich podstatné znaky z pohledu použití knihovny. 
Knihovna obsahuje 5 modifikací algoritmu AdaBoost. Tyto modifikace jsou: 
 Diskrétní AdaBoost  (kap 2.1) 
 Real AdaBoost (kap 2.2) 
 FloatBoost (kap 2.3) 
 Totally corrective algorithm with coefficient updates (TCAcu ,kap 2.4) 
 WaldBoost (kap 2.5) 
Knihovna je určena k volnému použití pro nekomerční účely. K tomuto využití bral ohled i návrh 
knihovny, který se snaží o možnost všestranného využití knihovny. Proto je snaha uživatele, pokud 
možno, co nejméně omezovat. Knihovna AdaLib se snaží co možná nejefektivněji hospodařit 
s pamětí. Knihovna AdaLib je napsána v jazyce C++.Knihovna je postavena nad OpenCV [27]. 
OpenCV je v dnešní době rozšířená knihovna funkcí pro programování v reálném čase zaměřená 
na podporu počítačového vidění. Nabízí nám jednoduchou práci s  maticemi, vstupem ze souboru, 
výstupem do souboru či obrázky. OpenCV má i vlastní část věnující se strojovému učení, 
jejíž součástí je i AdaBoost. Ale tento AdaBoost má některé negativní vlastnosti, kterých se chce 
AdaLib vyvarovat. Jedná se právě o práci s pamětí, nebo možnost doimplementovat si vlastní slabé 
klasifikátory apod. 
 Úkolem knihovny je poskytnout nástroj k tvoření klasifikátorů pomocí modifikací algoritmu 
AdaBoost řešící binární klasifikaci, tj. klasifikaci do 2 tříd. Jedna z tříd se nazývá kladnou třídou 
a v celé knihovně je označena jako třída . Druhá třída je třída záporná a používá se pro ni označení 
. Tyto označení jsou pevně zakořeněna v implementaci knihovny AdaLib. 
 V knihovně je 5 základních tříd. Tyto třídy vycházejí ze základních požadavků na knihovnu. 
Některé z těchto tříd jsou abstraktními třídami a udávají nám tedy jen rozhraní dané skupiny tříd. 
Základními třídami jsou:  
 ABParams – obsahuje parametry běhu implementovaných algoritmů.  
 ABClassifier – Třída slabého klasifikátoru  
 ABFeatureExtractor – Extrakce příznaků dat  
 ABDataManagement – Správa dat  
 Adaboost – Třída řešící samotný algoritmus AdaBoost a jeho modifikace.  
Dále si představíme každou třídu podrobněji, objasníme si požadované rozhraní jednotlivých tříd. 
Ukážeme také vztahy a závislosti mezi třídami. 
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5.1 ABParams  
Pomocí této třídy se nastavují parametry trénování metod AdaBoost. Rozhraní třídy ABParams je 
definováno v algoritmu 7.  
Alg. 7: Třída ABParams. 
 
ABType je výčet všech implementovaných modifikací algoritmu AdaBoost. V pořadí výčtu to je 
diskrétní AdaBoost, Real AdaBoost, FloatBoost,TCAcu a WaldBoost. Tyto metody jsou popsány 
v kapitole 2.  
V následujícím textu si popíšeme význam jednotlivých proměnných v třídě ABParams: 
 type: Typ modifikace Algoritmu AdaBoost, která má být použita při trénování. 
Je dán jednou hodnotou z výčtu ABType. Implicitně je nastaven na diskrétní AdaBoost. 
 count: Podmínka ukončení vybraného algoritmu. Jedná se o požadovaný počet iterací 
algoritmu AdaBoost, nebo přesněji o počet slabých klasifikátorů. Implicitně je tento parametr 
nastaven na . 
 error, errfrequency: Podmínka ukončení vybrané modifikace algoritmu. 
Běh algoritmu je ukončen, pokud chyba silného klasifikátoru na trénovací sadě vzorků klesne 
pod hodnotu error. Kontrola chyby po každé iteraci je však velice náročná operace. 
Z toho důvodu můžeme pomocí parametru errfrequency určit, po kolika iteracích se má 
chyba kontrolovat. Při nastavení tohoto parametru na  je kontrola chyby klasifikátoru 
class ABParams 
{ 
enum ABType{ DISCRETE_AB=0, REAL_AB, FLOATBOOST, 
             TCACU, WALDBOOST}; 
 















 std::string temp; 
int tempfrequency; 
 
ABParams(ABType Type = DISCRETE_AB, int Count = 100, 
         bool Update = false); 
}; 
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vypnuta úplně. Jedinou výjimkou je algoritmus FloatBoost, ve kterém se chyba silného 
klasifikátoru na trénovací sadě kontroluje po každé iteraci. Hodnota parametru error je 
implicitně nastavena na . Hodnota parametru errfrequency je implicitně nastavena 
na nulu. 
 Update: Knihovna AdaLib umožňuje dotrénovat slabé klasifikátory k již vytvořenému 
silnému klasifikátoru, Tahle vlastnost se může hodit například, když zjistíme, že přesnost 
daného silného klasifikátoru je na testovacích datech nedostatečná. Implicitně je tento 
parametr nastaven na false, tj. že slabé klasifikátory nepřidáváme, ale tvoříme nový silný 
klasifikátor. 
 alfa,beta: Parametry metody WaldBoost. Při ostatních algoritmech na ně nebude brán 
ohled. Určují maximální přípustné chyby prvního a druhého druhu. Parametr alfa nám 
určuje maximální povolenou chybu prvního druhu, tj. že vzorek patřící do třídy +1 je 
klasifikován jako -1, beta nám určuje maximální povolenou chybu druhého druhu, 
tj. že vzorek patřící do třídy -1 je klasifikován jako +1. Implicitní hodnoty těchto parametrů 
jsou nastaveny na . 
 delta,Jmax: Jedná se o parametry metody TCAcu. Parametr delta určuje maximální 
povolenou odchylku chyby klasifikátoru od hodnoty . Implicitně je nastavena na . 
Parametr Jmax určuje maximální počet iterací algoritmu TCS, který je součástí TCAcu. 
Jeho implicitní hodnota je nastavena na . 
 temp, tempfrequency: Existuje možnost v průběhu trénování algoritmu ukládat průběžně 
natrénované výsledky do souboru. Tato operace příliš jednotlivé iterace nezatíží, a poskytne 
nám určitou ochranu před nenadálými událostmi, například výpadek proudu. Průběžné 
výsledky můžeme taktéž externě testovat a podle jejich chyby pak můžeme výpočet ukončit. 
Soubor, do kterého se bude průběžně ukládat, určuje proměnná temp. Proměnná 
tempfrequency nám udává, po kolika iteracích algoritmu bude silný klasifikátor uložen. 
Při nastavení tohoto parametru na  je průběžné ukládání silného klasifikátoru vypnuto. 
Při každém dalším ukládání je přepsán původní soubor. Hodnota parametru temp 
je implicitně nastavena na soubor temp.xml. Umístění tohoto souboru bude ve složce, 
ze které bude program spuštěn. Hodnota parametru tempfrequency je . 
 
 K dispozici je taktéž jeden konstruktor, který umožňuje rychle a efektivně nastavit 
nejdůležitější parametry algoritmu AdaBoost. 
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5.2 ABClassifier  
ABClassifier je abstraktní třída popisující rozhraní slabého klasifikátoru. Vlastnosti slabých klasifikátorů 
jsme si popsali v kapitole 3.2. Všechny slabé klasifikátory by měli splňovat základní předpoklady kladené 
na klasifikátory. Rozhraní třídy ABClassifier je popsáno v algoritmu 8. 
Nejprve se podíváme na proměnné. Jejich význam je následující: 
 Identifikator: Jedná se o proměnnou, která identifikuje příznak, popřípadě příznaky, 
nad kterými je slabý klasifikátor vytvořen.   
 err: Nám udává chybu slabého klasifikátoru. Tato chyba se v průběhu trénování mění s tím, 
jak se mění distribuce chyby. I přes to je vhodné chybu klasifikátoru v momentě vytvoření 
krátkodobě uchovat. Chyba neinicializovaných klasifikátorů by měla být nastavená na . 
V reálných podmínkách chyba nemůže být nikdy větší jak , proto tyto klasifikátory budou 
vždy horší jak správně inicializovaný slabý klasifikátor. 
 alfa: Tento parametr nám udává váhu, nebo taky důležitost, slabého klasifikátoru. 
Nastavuje ji vždy učící algoritmus podle chyby na distribuci v momentě vybrání slabého 
klasifikátoru k zařazení do vektoru silného klasifikátoru. 
 Qa,Qb: Tyto 2 hodnoty jsou využívány pouze modifikací WaldBoost. Ostatní metody je 
nepotřebují. Jedná se o prahy, při kterých pravděpodobnost příslušnosti do jedné ze tříd 
stoupla natolik, že jsme schopni vzorek prohlásit za člena dané třídy. 
 
Funkce getX a setX mají předpokládaný význam. Vracejí, respektive nastavují jednotlivé 
proměnné. Ostatní funkce si rozebereme trošku podrobněji: 
 Predict je funkce která provede slabou předpověď daným slabým klasifikátorem. 
Pod ukazatelem na data se skrývá celý příznakový vektor. Tuto funkce je vhodné použít, 
pokud máme celý příznakový vektor k dispozici. V případě, že příznaky počítáme průběžně, 
to však nenastává.  
 PredictI má podobný význam jako funkce Predict. Jediným rozdílem je, že za 
ukazatelem na data očekává jen jediný příznak z celého příznakového vektoru. Tento příznak 
je vybrán dle identifikátoru příznaku.  
 GetNew vrátí nový objekt třídy jako je objekt, kterého funkci GetNew voláme. Tato funkce 
je potřebná při generování slabého klasifikátoru s nejmenší chybou. Pomocí parametrů této 
funkce je natrénován nový slabý klasifikátor. Zajímavým parametrem je distribuce chyby D. 
Tento parametr může, ale nemusí být při nastavování optimálních parametrů nového slabého 
klasifikátoru použit. 
 Save: Tato funkce slouží k uložení slabého klasifikátoru do souboru pomocí 
CvFileStorage. Tato třída z knihovny OpenCV nám umožňuje ukládat strukturovaná data 
ve formátu xml nebo yaml. 
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 Load je funkce, která načte slabý klasifikátor z CvFileStorage. Uzel map nám udává, 
od kterého uzlu se má slabý klasifikátor načíst. 
 quickSort: V průběhu implementace jednotlivých slabých klasifikátoru se ukázala jako 
užitečná funkce, která seřadí posloupnost čísel pomocí pomocného pole. K tomuto byl využit 
algoritmus quicksort. 
 
Alg. 8: Třída ABClassifier. 
 
 V rámci knihovny AdaLib byli implementovány 2 typy slabých klasifikátorů. Jedná se o 
klasifikátory threshold a bins, jejichž vlastnosti jsou popsány v kapitole 3.2. V následujících 




 virtual int Predict(void *data) =0; 
      virtual int PredictI(void *data) =0; 
 
 virtual ABClassifier* GetNew(void* data, CvMat* responses,  
   int identifikator, CvMat * D) = 0; 
 
 virtual void Save(CvFileStorage * fs) =0; 
 virtual ABClassifier* Load(CvFileStorage *fs, 
CvFileNode* map) =0 ; 
 
 void SetError(double Error); 
 double GetError(); 
 
void SetAlfa(double Alfa); 
 double GetAlfa(); 
 
 void SetIdentifikator(int i); 
 int GetIdentifikator(); 
 
 void SetQa(double qa); 
 double GetQa(); 
 
 void SetQb(double qb); 
 double GetQb(); 
 
protected: 
 int identifikator; 
 double err; 
 double alfa; 
  
 double Qa; 
 double Qb; 
 




Jak už název kapitoly napovídá, jedná se o klasifikátor založený na prahu, thresholdu, který nám dělí 
příznakový prostor na 2 třídy. Ten je doplněn o tzv. spin, neboli polarita, která nám udává, do které 
ze tříd máme klasifikovat. Samozřejmě jsou doplněny funkce nastavující a vracející dané hodnoty. 
 Klasifikátor typu threshold je velice jednoduché vytvořit. V podstatě si seřadíme vstupní 
příznaky, a mezi každé 2 hodnoty, mezi nimiž se mění třída zařazení, se pokusíme vložit práh 
s oběma polaritami. Ten práh, který bude mít nejmenší chybu je výsledným prahem klasifikátoru. 
Při výpočtu chyby se dá zohlednit distribuce chyby. V nejhorším případě, tj. že by se pokus o vložení 
prahu prováděl mezi každé 2 prvky vstupu, má tento přístup kvadratickou časovou složitost. 
V případě, že by se provedl pouze jeden pokus o vložení prahu, má přístup časovou složitost lineární. 
V reálných podmínkách je časová složitost někde mezi těmito dvěma případy. Časová složitost 
vytvoření slabého klasifikátoru popsanou metodou by se dala vyjádřit vzorcem , kde  je 
počet prvků, a  je počet změn zařazení do třídy mezi sousedními prvky. 
Uložení slabého klasifikátoru je velmi jednoduché. Jedná se v podstatě jen o posloupnost čísel 
s označením významu. Příklad uložení slabého klasifikátoru do formátu xml je v algoritmu 9. 
Alg. 9 Ukázka uložení slabého klasifikátoru typu threshold do xml. 
5.2.2 ABClassifierBins 
V téhle kapitole se podíváme blíže na implementaci slabých klasifikátorů založených na koších. 
Ty jsou založeny na rozdělení prostoru příznaku na navzájem disjunktní intervaly. Hodnoty jednoho 
intervalu klasifikuje daný klasifikátor vždy do jedné třídy. 
V knihovně AdaLib je implementován klasifikátor, který rozděluje prostor příznaků 
do hloubky. To znamená, že do každého koše přiřadí stejný počet hodnot. Počet košů byl stanoven 
na deset. První a poslední koš obsahují po 2 procentech hodnot. Zbývající prvky si mezi sebe 
rovnoměrně rozdělí osm zbývajících košů. Tento přístup má lineární časovou složitost. Rozdělení 
hodnot do košů je v konstantní časové složitosti. Pak ale musíme projít všechny prvky trénovací 
množiny a přiřadit jednotlivým košům třídy, do kterých budou klasifikovat. Implementace provedená 










S již tak jednoduchými slabými klasifikátory však lze pomocí algoritmu AdaBoost vytvořit velmi 
kvalitní silné klasifikátory. Výhodou těchto klasifikátorů je jejich rychlé vytvoření. 
V první fázi návrhu knihovny byly prováděny experimenty i s ostatními přístupy k tvoření 
košů. Klasifikátor založení na rozdělení záznamů do košů do šířky. Tento přístup se potýkal s již 
dříve zmíněnou chybou, že vznikali koše bez přiřazených prvků. Řešení tohoto problému, nevytvářet 
takové koše, si vyžádalo zvýšení časové složitosti na kvadratickou. Tento přístup ale nepřinášel lepší 
výsledky než klasifikátor založený na rozdělení do hloubky. Nevytváření některých košů vedlo 
k proměnnému počtu košů. Klasifikátor založený na rozdělení záznamů dle vzdálenosti sice 
dosahoval lepší klasifikační schopnosti, ale vytvoření takového klasifikátoru bylo velmi časově 
náročné. Tento přístup byl totiž spojen s generováním proměnného počtu košů v závislosti 
na složitosti příznakového prostoru. Časová složitost takového přístupu se pohybuje mezi 
kvadratickou a kubickou v závislosti na složitosti příznakového prostoru. Počet vytvořených košů se 
většinou pohyboval od osmi do třinácti.  
Formát uloženého slabého klasifikátoru do xml je v algoritmu 10. K uloženým proměnným 
povinné pro všechny klasifikátory přibývá určení počtu košů. Pro každý koš je uložena jeho hranice a 
třída, do které klasifikuje. Přičemž na začátek prvního koše a konec posledního koše není brán ohled. 




















5.3 ABFeatureExtractor  
Třída ABFeatureExtractor je určena k extrakci příznaků za běhu algoritmu AdaBoost. Vektor 
příznaků může být potencionálně velmi velký. V případě, že velký počet příznaků přepočítáváme 
před během algoritmu AdaBoost, může nám příznakový prostor zabrat velké množství operační 
paměti.  V mnoha takových případech máme ovšem operační paměti nedostatek. Pokud budeme 
generovat příznaky za běhu algoritmu, budeme potřebovat mnohem méně operační paměti. Tento 
přístup ale odebírá výpočetní prostředky, a tím prodlužuje dobu trénování. 
Rozhraní téhle třídy nebylo přesně definováno. Při studiu možných extraktorů příznaků 
nebyly shledány společné prvky natolik důležité, aby se podle nich dala vytvořit abstraktní třída. 
Třída ABFeatureExtractor je součástí knihovny AdaLib jen proto, aby uživatele této knihovny 
přivedla na myšlenku generovat příznaky za běhu trénování klasifikátorů. Jedinou užitečnou funkcí, 
která se stala součástí knihovny je funkce vracející počet příznaků, které třída generuje. 
 
5.3.1 ABHaarFeature 
Příkladem třídy generující příznaky je třída ABHaarFeature. Tato třída je určena ke generování 
Haarových příznaků popsaných v kapitole 3.1.1. Třída generuje příznaky k prvním čtyřem Haarovým 
jádrům na obrázku 3 v první řadě z leva. Rozhraní třídy je v algoritmu 11. 
 Výčet Kernels Nám určuje které jádra z implementovaných čtyř Haarových jader se mají 
použít. Vybrat si můžeme libovolnou kombinaci jader. V podstatě se jedná o čtyřbitové binární číslo, 
ve kterém každý bit znázorňuje jedno Haarovo jádro. 
 Struktura square nám popisuje jednu černou nebo bílou oblast Haarova příznaku. Využívá 
přitom ukazatele do integrálního obrazu.  Každému takto vytvořené oblasti přiřadí jeho váhu. 
Z oblastí vytvořených ze struktur square je pak vytvořen celý Haarův příznak. 
Samotná třída Haarových příznaků je velmi jednoduchá. V podstatě se skládá jen z malého 
množství funkcí: 
 Konstruktor třídy nám nageneruje všechny požadované Harrovy příznaky, tzn. vygeneruje 
všechny požadované typy Haarových jader ve všech velikostech, na všech pozicích obrazu, 
jehož rozměr je zadán. Třída vždy uvažuje čtverec o rozměru daném vstupním parametrem. 
 Destruktor uvolní veškerou paměť. 
 Size je jedinou funkcí převzatou od rodičovské abstraktní třídy. Vrací počet možných 
příznaků. 
 GetFeature vrátí odezvu požadovaného příznaku na specifikovaný integrální obraz. 
 GetImageSize je funkce, která vrátí velikost obrazu, pro kterou je objekt třídy vytvořen. 
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Alg. 11: Třída ABHaarFeature. 
 
 Funkce knihovny vyplívá z jednotlivých funkcí. Při vytvoření objektu třídy se vygenerují 
všechny možné Haarovy příznaky a uloží se do vnitřního vektoru. Při počítání konkrétních příznaků 
je potom operace vypočtení příznaků velmi rychlá. Jedná se v podstatě jen o krátkou posloupnost 
součtů a násobení. 
  
class ABHaarFeatures : ABFeatureExtractor 
{ 
public: 
 enum Kernels 
 { 
  Vertical2 = 0x00000001,Horizontal2 = 0x00000010, 
  Vertikal3 = 0x00000100,Horizontal3 = 0x00001000, 
 
  AllVertical = 0x00000101,AllHorizontal = 0x00001010, 
  All2Kernels = 0x00000011,All3Kernels = 0x00001100, 
 
  AllKernels = 0x00001111 
 }; 
 
 ABHaarFeatures(int isize,Kernels kernel = AllKernels); 
 ~ABHaarFeatures(); 
 
 int Size(); 
 
 double GetFeature(int i, CvMat *x, double stddev); 
 
 int GetImageSize(); 
 
private: 
 struct square 
 { 
  double z; 
  int A,B,C,D; 
 }; 
 struct HF 
 { 
  std::vector<square> data; 
  int sirka; 
  int vyska; 
 }; 
 
 std::vector < HF* > Haar; 
 int ImageSize; 
  




5.4 ABDataManagement  
Jedná se o abstraktní třídu, která určuje rozhraní tříd, které pracují přímo s daty. 
Trénování metodou AdaBoost v podstatě díky prostředkům této třídy vůbec do styku s daty nepřijde. 
Veškeré úkony s daty mu zajistí třídy odvozené od ABDataManagement. Rozhraní abstraktní třídy 
je definované v algoritmu 12. 
Při použití třídy odvozené od této abstraktní třídy k trénování algoritmem AdaBoost musí tato 
třída vědět, s jakým slabým klasifikátorem pracuje. Tento požadavek vyplívá z toho, že na tuto 
odvozenou třídu je přesunut výběr slabého klasifikátoru s nejmenší chybou na momentální distribuci 
chyby.  
Z paměťových důvodů je doporučeno používat příznakových extraktorů, které jsou popsány 
v předchozí kapitole. Použití dané třídy extraktoru je potřeba zvážit dle řešeného problému. 
Pokud by paměť, kterou potřebujeme k uložení příznaků, nebyla výrazně větší jak paměť, 
která je potřeba k uložení samotných dat, ze kterých příznaky počítáme, tak by úspora paměti nebyla 
příliš výrazná. V takovém případě by nebylo zpomalení běhu programu způsobené opětovným 
počítáním příznaků vyvážené paměťovou úsporou. Proto by bylo použití extraktoru příznaků 
nevhodné. V případech, kde je počítání příznaků příliš náročná operace, dokonce nežádoucí. 
 
Alg. 12: Třída ABDataManagement. 
 Nyní si popíšeme funkce, které jsou potřeba pro správnou funkci rozhraní třídy dat knihovny 
AdaBoost: 
 GetBestClassifier je funkce, která vrací slabý klasifikátor, který má na momentální 
distribuci nejmenší chybu ze všech přípustných klasifikátorů. 




  virtual ABClassifier*  GetBestClassifier(CvMat * D) = 0;  
 
  virtual int Count() = 0 ; 
 
  virtual double WeakPredict(ABClassifier *x, int i = 0)= 0; 
 
  virtual int GetResponses(int i)= 0; 
 
  virtual void Restart()= 0;   
 
  virtual void Bootstraping() = 0; 
  virtual void DeleteOne(int i) = 0; 
 
protected: 




 WeakPredict provede slabou předpověď nad prvkem i z dat definovaným slabým 
klasifikátorem. V podstatě jen připraví data daného prvku pro klasifikaci a zavolá funkci 
Predict nebo PredictI zadaného klasifikátoru. 
 GetResponses vrátí zařazení do třídy pro prvek specifikovaný parametrem funkce. 
V případě, že třída není pro daný prvek známá, je výstup nespecifikovaný. 
 Restart provede nastavení třídy do stavu, ve kterém je připravená k trénování. Tato funkce 
se volá na začátku každého trénování algoritmu AdaBoost. 
 Bootstraping je funkce potřebná ke korektnímu fungování modifikace WaldBoost. Funkce 
doplní vzorky dat do trénovací množiny po každé iteraci algoritmu WaldBoost, ve které jsou 
vzorky, pro které je metoda schopná rozhodnout o třídě, odstraňovány. 
 DeleteOne odstraní specifikovaný prvek z trénovací množiny. Tato funkce je taktéž potřeba 
pro fungování modifikaci WaldBoost, kde jsou odstraňovány prvky, pro které je schopen 
klasifikátor již rozhodnout. Funkce může mít 2 přístupy k odstraňování prvků. 
Prvním přístupem je tzv. destruktivní způsob. V něm se příslušný prvek z dat nadobro 
odstraní. Opětovné navrácení takto smazaných prvků lze jen opětovným načteným daných 
dat. Druhým způsobem je tzv. nedestruktivní způsob. Mazání při nedestruktivním způsobu 
práce s daty jsou jenom „zaslepeny“ tak, aby se jevili trénovacímu algoritmu jako vymazané. 
Tyto data však fyzicky zůstávají součástí dat objektu třídy. Opětovné navrácení 
do výpočetního procesu lze zařídit metodou Restart. V takovém případě není potřeba data 
znovu načítat.  
 
 Účelem třídy ABDataManagement je především podpora trénování. O tom vypovídá i to, 
že všechny funkce této třídy jsou použity v některém z učících algoritmů. Pouze funkce 
WeakPredict je použita i při predikci silným klasifikátorem.  
 V následující části kapitoly se podíváme na potomky abstraktní třídy ABDataManagement, 
které jsou implementované v knihovně AdaLib. 
5.4.1 ABSimpleDataManagement 
Jedná se o nejjednodušší třídu dědící z ABDataManagement. Tato třída nepoužívá extraktor 
příznaků. Jejím vstupem jsou přímo hodnoty příznakového vektoru pro každý prvek. Tato třída má 
využití, v případě, že nechceme generovat příznaky za průběhu algoritmu AdaBoost například 
z důvodů zmíněných v předchozí kapitole. Dalším důvodem může být, že máme systém, který trénuje 
pomocí jiné implementace algoritmu AdaBoost, a chceme použít knihovnu AdaLib. Nechce se nám 
však příliš přepisovat náš kód. Příkladem implementace algoritmu AdaBoost, který se takto dá 
nahradit je implementace v OpenCV z části strojového učení. ABSimpleDataManagement má 
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totiž velice podobné datové vstupy jako tahle implementace. V dalším textu si popíšeme některé 
zajímavé vlastnosti třídy ABSimpleDataManagement. 
 Při vytvoření třída požaduje 2 matice, a ukazatel na slabý klasifikátor, který se má použít 
při případném trénování. První matice je matice vstupních dat. Co řádek této matice to jeden 
příznakový vektor odpovídající prvku z trénovací, popřípadě testovací množiny. Druhou maticí je 
jednorozměrná matice příslušnosti do tříd. Pro každý prvek z trénovací sady vzorků obsahuje 
přiřazení do třídy, tedy +1 nebo -1. Při použití třídy k predikci nad daty nemusí být tato matice 
uvedena. Taktéž slabý klasifikátor musí být uveden pouze při trénování. 
 Třída ABSimpleDataManagement je implementována s nedestruktivní verzí funkce 
DeleteOne. Nedestruktivitu řeší tím, že si zaznamenává, které prvky byly vymazány a dále je 
trénovacímu algoritmu neposkytuje.  
 Již z formátu vstupu lze odvodit, že třída nemá implementovánu funkci Bootstraping. 
Z praktického hlediska je nemožné doplňovat prvky, protože k novým prvkům jednoduše třída nemá 
přístup. Protože chybí tahle funkce, je daná třída nevhodná k trénování modifikací WaldBoost, 
která tuto funkci vyžaduje. Ostatní modifikace algoritmu AdaBoost však neexistence funkce 
Bootstraping nijak neomezuje. 
5.4.2 ABHaarImgeDataManagment 
ABHaarImgeDataManagment je třída správy dat využívající Haarovy příznaky k rozeznání 2 tříd 
obrazů od sebe. Ke generování Haarových příznaků využívá třídy ABHaarFeature. Třída dané 
koncepce se dá využít například při rozpoznávání číslic, či rozpoznávání výrazu obličeje.  
Tím že třída generuje příznaky za běhu algoritmu AdaBoost má trénování s její pomocí 
relativně malou paměťovou náročnost. Ta je však vykoupena tím, že každou iteraci algoritmu musíme 
vygenerovat téměř všechny příznaky. Nemusíme generovat příznaky pro klasifikátory, které jsme již 
použili. Výpočet Haarových příznaků je však velice rychlý, a paměť ušetřená opětovným výpočtem 
příznaků není zanedbatelná. Například při použití všech 4 nabízených v obraze 24x24 pixelů máme 
celkem  Haarových příznaků. Při 4 bytech na jeden příznak (velikost float) to máme 
cca 600kB operační paměti na 1 příznak. Při generování příznaků za běhu však potřebujeme pouze 
600B na jeden příznak. To je zhruba tisícinásobné zmenšení potřebné operační paměti. 
Při vytvoření objektu třídy je potřeba zadat pouze extraktor s vybranými negenerovanými jádry 
a slabý klasifikátor, který se má použít u trénování. Pro ostatní účely klasifikátor zadaný být nemusí. 
Data se načítají funkcemi vytvořených za tímto účelem. První funkce, LoadOneImage, načítá přímo 
obrázky ze zadané cesty. Daný obrázek načte, vytvoří z něj integrální obraz a ten si uloží 
s příslušností ke třídě, pokud je známa, do vnitřního vektoru dat. Druhá funkce, LoadDir, prochází 
disk od zadané složky a načte všechny soubory, které odpovídají zadané masce. Tyto soubory načítá 
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funkcí LoadOneImage. Funkce LoadDir umožňuje povolit vnořování do podsložek. Touto funkcí 
můžeme načíst například všechny obrázky typu BMP ve složce jen za použití masky „*.bmp“. 
 Třída ABHaarImgeDataManagment má naimplementovanou destruktivní verzi funkce 
DeleteOne. Při zavolání této funkce na určitý prvek dat je tento prvek nevratně odstraněn 
z vnitřního vektoru dat. Na použití třídy to má vliv, jen v případě, že ji použijeme pro trénování 
pomocí modifikace WaldBoost. Pokud bychom chtěli stejné data použít k trénování znovu, je potřeba 
vytvořit nový objekt této třídy a opět do něj načíst data. 
 V průběhu implementace třídy existovali 2 ideje jak implementovat funkci Bootstraping. 
Obě vycházejí z toho, že je potřeba stanovit maximální možné množství prvků pro jednotlivé třídy. 
V prvním případě by pak funkce LoadOneImage načetla daný obrázek vždy. Funkce LoadDir 
by načítala prvky, dokud by nenaplnili maximální počet prvků. Při operaci Bootstraping by se pak 
data dočetla od místa, kde bylo zastaveno načítání. Tento přístup má však problém v tom, že není 
jednoduché načítat data od místa zastavení načítání. Druhým přístupem je při načítání data ukládat do 
vnitřního vektoru dokud to dovolí omezení pro danou třídu. Pak by se ukládali jména souborů do 
pomocných vektorů, odkud by se v případě potřeby načítali. Nevýhodou je potřeba další paměti pro 
jména souborů v pomocných vektorech. Druhá idea byla nakonec implementována. Bylo stanoveno, 
že při implicitním nastavení budou prahy dostatečně vysoko, aby to omezilo načítání. To lze docílit 
tím, že pro tento případ vyčleníme zvláštní hodnotu, kterou v takovém případě použijeme. 
Takovou hodnotou může být například -1. 
5.4.3 ABHaarDetectDataManagmant 
Třída, která je popsaná v následující kapitole, je určena k trénování detektoru objektů v obraze. 
Třída využívá k extrakci příznaků Haarovy vlnky, které generuje za běhu programu. Třída taktéž plně 
podporuje trénování metodou WaldBoost. Ta je dokonce pro tuto třídu doporučena.  
Třída vychází z podobného konceptu jako třída ABHaarImgeDataManagment. Rozdílné je 
jen načítání dat a rozdílnost přípravy dat pro trénování a testování. Pro načítání je použita funkce 
LoadOneImage, která jako parametry bere 2 vektory obdélníků a jméno souboru obrázku. 
První z vektorů nám udává oblasti, ve kterých jsou hledané objekty. Druhý z vektorů nám udává 
oblasti, ze kterých z nějakých důvodů nechceme brát trénovací data. Pro příklady mimo třídu 
hledaných objektů potom použijeme vzorky vygenerované z daného obrázku mimo obdélníky určené 
těmito dvěma vektory. Překrytí obdélníků se určuje podle algoritmu non-maximum suppression [32]. 
ABHaarDetectDataManagmant má dva oddělené přístupy k datům. V prvním kroku 
ukládá načítané obrázky. Z těchto dat pak generuje trénovací vzorky pro samotný běh trénování 
metody AdaBoost. Generování vzorků pro trénování je odlišné jak generování vzorů pro testování. 
Při trénování se snažíme dosáhnout požadovaných počtu vzorků jednotlivých tříd. Pro testování jsou 
z daného obrazu vytvořeny všechny myslitelné výřezy. Tyto výřezy jsou pak určeny k predikci 
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umístění obrazu. Pro tuto operaci má třída implementovanou speciální funkci. Generování vzorků 
nemusí být jeden po druhém. Můžeme si určit minimální velikost vzorku a krok, ve kterém se máme 
v obraze posunovat. 
Třída má implementovanou nedestruktivní verzi funkce DeleteOne. Tato skutečnost vychází 
z toho, že na začátku trénování si pomocí funkce Restart vždy vygenerujeme novou trénovací 
sadu vzorků.  
To, že jsme schopni generovat velké množství zejména záporných vzorů, způsobuje, 
že pro operaci Bootstraping máme téměř vždy dostatečný počet vzorků. V případě volání téhle 
funkce se jednoduše od místa, kde se skončilo, negenerují další vzorky. Vhodná operace 
Bootstraping nám zajistí kvalitní trénování metodou WaldBoost, pro kterou je tato třída primárně 
určená.  
Třída samozřejmě obsahuje obslužné funkce pro určení minimálního počtu prvků trénovací 
sady, nastavování prahu na určení překrytí vzorů, minimální velikost výřezu obrazu, popřípadě 
nastavení kroku pohybu při generování. 
5.5 Adaboost 
Třída Adaboost je hlavní výpočetní třídou knihovny AdaLib. Tato třída provádí výpočet algoritmu 
AdaBoost a jeho modifikací.  Třída Adaboost nabízí prostředky pro trénování nových silných 
klasifikátorů, provádění predikce na těchto klasifikátorech a samozřejmě i prostředky pro uložení 
a načtení natrénovaných silných klasifikátorů. Deklarace třídy Adaboost je v algoritmu 13. 
V následujícím textu si rozebereme proměnné třídy a podrobněji si popíšeme jednotlivé funkce třídy. 
Třída ke své činnosti potřebuje tyto proměnné: 
 strongClassifier je vektor slabých klasifikátorů. Tento vektor nám zastupuje silný 
klasifikátor. 
 params jsou parametry algoritmu AdaBoost a jeho modifikací. Třída parametrů je popsána 
v kapitole 5.1. 
 data jsou data trénování či predikce. Třída dat je popsána v kapitole 5.2. 
 litlePlusConst je malá kladná konstanta. Ta je v konstruktorech třídy inicializována 
na velmi malé kladné číslo. Je využívaná v místech, kde by se potencionálně mohlo dělit 
nulou. Její použití demonstruje vzorec 8. 
 
Jak je vidět myšlenka vychází z toho, že když v podílu přičteme k děliteli i dělenci stejné 
malé kaldné číslo, výsledek podílu to příliš neovlivní. 
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 d uchovává distribuci chyby na trénovací sadě vzorků. Čím je prvek více špatně zařaditelný, 
tím mu v distribuci chyby náleží větší hodnota. Naopak, pokud nám prvek nedělá problémy 
správně zařadit do třídy, má hodnotu malou. 
 
Alg.13: Třída AdaBoost. 
 
 Při tvoření objektu třídy Adaboost máme 2 způsoby jak tento objekt vytvořit. Konstruktorem 
bez parametrů vytvoříme prázdný inicializovaný objekt, kterým můžeme trénovat, či načíst 
klasifikátor ze souboru. Při použití druhého konstruktoru započne při vytváření objektu trénování. 
Trénování pomocí konstruktoru ignoruje parametr update z třídy parametrů. Při chybě konstruktor 
vyhodí výjimku. 
 Trénování nám poskytuje funkce Train. Jejími vstupy jsou data vytvořené z trénovací sady 
vzorků a parametry trénování. Trénování postupně provádí jednotlivé iterace vybrané modifikace 
algoritmu AdaBoost. Popis trénování jednotlivých modifikací bude popsán níže. Trénování se může 
ukončit v následujících případech: 
 Počet slabých klasifikátorů dosáhne počtu params.count. 
 Chyba silného klasifikátoru na trénovací sadě klesne pod hodnotu params.error. 





 Adaboost(ABDataManagement *data, ABParams *params); 
 ~Adaboost(); 
 
 bool Train(ABDataManagement *data, ABParams *params); 
 
 double Predict(ABDataManagement *Data, int i);  
 CvMat* Predict(ABDataManagement *Data);  
 
 double PredictR(ABDataManagement *Data, int i);  
 CvMat* PredictR(ABDataManagement *Data);  
 
 bool Write(std::string path); 
 bool Load(std::string path, ABClassifier *Classifier); 
 
private: 
 std::vector<ABClassifier*> strongClassifier; 
  
ABParams *params; 
 ABDataManagement * data; 
 
      double litlePlusConst; 
 
 CvMat *d; 
 





slabých klasifikátorech. Při params.errfrekvence = 0 se vyhodnocení nebude 
provádět vůbec. Naopak při trénování algoritmem FloatBoost se vyhodnocení chyby silného 
klasifikátoru po každé iteraci tohoto algoritmu. 
 Nepůjde nalézt klasifikátor s chybou menší jak , nebo nepůjde nalézt žádný klasifikátor. 
 V případě trénování algoritmem WaldBoost nám dojdou data. I při využití bootstrappingu 
se nám může stát, že vyčerpáme vzorky dat, které máme k dispozici. V takovém případě nám 
začne mocnost trénovací sady klesat, až může klesnout pod hranicí, nad kterou se dá vytvořit 
klasifikátor, nebo dokonce na 0. V takovém případě bude samozřejmě algoritmus WaldBoost 
ukončen. 
V případě, že přidáváme slabé klasifikátory k již natrénovanému silnému klasifikátoru 
(parametr update je nastaven na true), měli bychom si dát pozor, abychom použili stejných slabých 
klasifikátorů. Silný klasifikátor v případě, že použijeme 2 různé typy slabých klasifikátorů, nepůjde 
opětovně načíst, protože při načítání nepoznáme, který slabý klasifikátor bychom měli načítat. 
V případě potřeby použít 2 typy slabých klasifikátorů je musíme obalit třídou, která sama splňuje 
podmínky slabého klasifikátoru, tzn. je děděna z abstraktní třídy ABClassifier.  
 Predikce pomocí načteného klasifikátoru je velice jednoduchá. Klasifikaci do tříd podle 
natrénovaného či načteného silného klasifikátoru nám zajistí funkce  Predict. Podle zadaných 
parametrů nám pak klasifikuje jen jeden prvek dat, v takovém případě nám vrací přímo hodnotu 
zařazení, nebo provede klasifikaci na všech vzorech dat, potom nám vrací jednorozměrnou matici 
obsahující dané předpovědi. Funkce Predict nám vrací přiřazení dle původních záměrů autorů, 
tj. diskrétní klasifikace pro diskrétní AdaBoost, FloatBoost, TCAcu a WaldBoost a reálnou klasifikaci 
pro Real AdaBoost. Existuje mutace téhle funkce. Je to funkce PredictR. Tato funkce má stejné 
vlastnosti jako Predict, jen s tím rozdílem, že provádí reálnou klasifikaci pro všechny metody. 
 Ukládání silného klasifikátoru do souboru, funkce Write, využívá třídu CvFileStorage 
z knihovny OpenCV. Tím jsme schopni docela jednoduše uložit klasifikátor do formátu xml či yaml. 
Přesný formát si CvFileStorage vybírá dle zadaného jména souboru. Formát uložení silného 
klasifikátoru do souboru typu xml je ukázán v algoritmu 14. Načítání silného klasifikátoru, funkce 
Load, pak potřebuje specifikovat kromě jména souboru, ze kterého načítáme, i slabé klasifikátory, 
které se mají načítat. 
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Alg.14: Ukázka uložení silného klasifikátoru do xml. 
 
Algoritmus diskrétního AdaBoostu je implementován přesně dle algoritmu 1 v kapitole 2.1. 
Označme si výpočet alfy klasifikátoru jako diskrétní alfu. Výstupem klasifikace pomocí tohoto 
algoritmu jsou diskrétní hodnoty pro kladnou třídu  a pro zápornou třídu . Tento systém 
nazvěme diskrétní klasifikací. 
Real AdaBoost je implementován dle algoritmu 3. Výpočet alfy Real AdaBoostu není přesně 
specifikován. K tomuto výpočtu byl použit postup popsaný v dokumentu [6]. Tuto alfu si nazvěme 
real alfa. Klasifikace Real AdaBoostu jak už jeho popis určuje je do celé množiny reálných čísel. 
Přičemž prvky, které mají předpověď větší jak , jsou klasifikovány jako členy kladné třídy. 
Prvky s hodnotou klasifikace menší jak  jsou klasifikovány jako členy záporné třídy. Nazvěme tento 
systém klasifikace jako real klasifikaci. 
Algoritmus FloatBoost vychází z algoritmu 5. Pro výpočet alfy používá výpočet dle real alfy. 
Tento algoritmus navíc aktualizuje váhu dle celého silného klasifikátoru a ne jen podle posledního 
natrénovaného slabého klasifikátoru. Predikce je založena na diskrétní predikci.  
Totally corrective algorithm with coefficient updates (TCAcu) vychází z diskrétní verze 
algoritmu AdaBoost. Pouze připojuje tzv. totally corrective step (TCS). Z výše zmíněného vyplívá, 
že k výpočtu váhy klasifikátoru používá diskrétní alfu. Klasifikaci provádí jako diskrétní AdaBoost 
do tříd  a , tudíž diskrétní klasifikaci. 
Nejspíš nejsložitějším algoritmem na implementaci je algoritmus WaldBoost. Tento 
algoritmus využívá k výpočtu váhy klasifikátoru real alfu. Za klasický krok Real AdaBoostu však 







 <!-- uložený slabý klasifikátor --> 
</ABClasifier0> 
<ABClasifier1> 
 <!-- uložený slabý klasifikátor --> 
</ABClasifier1> 
…  <!-- vynechané klasifikátory pro zkrácení --> 
<ABClasifier9> 




probíhá dle algoritmu sekvenční rozhodovací strategie (SQRT). Doplnění vzorků pak probíhá 
opakovaným voláním funkce Bootstraping, kterou nám poskytuje třída dat, dokud nám data 
přibývají. Po každém zavolání funkce Bootstraping se provede kontrola, jestli pro nově přidané 
prvky je schopný doposud natrénovaný silný klasifikátor určit třídu. V případě, že je přidáván již jen 
malý počet vzorků, ve vztahu k celkovému počtu prvků, přesněji méně jak setina, je načítání dalších 
pozastaveno. Při testech bylo zjištěno, že v případě načítání např. jen  prvků do množiny 
o kardinalitě  , má algoritmus tendenci se zacyklit. Algoritmus WaldBoost klasifikuje obdobně 
jako metoda diskrétní klasifikace s tím rozdílem, že bere v průběhu výpočtu odezev na jednotlivé 
slabé klasifikátory, ze kterých je složen silný klasifikátor, v úvahu jednotlivé prahy  a  . 
5.5.1 SimpleBoost  
SimpleBoost je třída obalující třídu Adaboost a třídu ABSimpleDataManagement. 
Jedná se v podstatě o nejjednodušší cestu jak použít knihovnu AdaLib. Kombinace dvou zmíněných 
tříd má v podstatě obdobné použití jako implementace AdaBoostu v knihovně strojového učení, 
která je součástí OpenCV. Třída SimpleBoost nabízí stejné funkce jako třída Adaboost. 
Jen veškeré použití tříd odvozených od ABDataManagement je nahrazeno maticí dat, orientovanou 
po řádcích a jednorozměrnou maticí příslušností. Předchozí 2 matice odpovídají vstupům třídy 
ABSimpleDataManagement. Pro jednoduchost použití byl zvolen implicitní slabý klasifikátor, 
a to klasifikátor založený na koších, tedy ABClassifierBins.  
 Třída SimpleBoost má stejné omezení jako třída dat, kterou vnitřně používá. 
Například nemá implementovaný Bootstraping, a proto není vhodná pro trénování metodou 
WaldBoost. 
5.6 Použití knihovny 
V následující kapitole se pokusíme ukázat jednoduché použití knihovny AdaLib.  Ukážeme jak danou 
knihovnu používat i různá úskalí použití. Třemi tečkami v ukázkách budeme vždy vyjadřovat 
chybějící, nepodstatnou, část kódu. Pro jednoduchost taktéž předpokládáme, že jsou všude správně 
zadány hlavičkové soubory a všude správně uvolňujeme paměť. 
 V první ukázce použití se podíváme na třídu SimpleBoost. Jak je vidět na algoritmu 15, 
její použití velice jednoduché. V ukázce používáme implicitní hodnoty všech tříd. V ukázce však 
máme jeden paměťový únik.  Jedná se o objekt parametrů, na který nemáme nikde mimo třídu 
ukazatel. Třída neuvolňuje paměť, kterou si sama nealokovala, a tudíž nemůže uvolnit ani tento 
objekt parametrů. 
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Alg.15: Ukázka použití třídy SimpleBoost. 
 
V algoritmu 15 nejprve načteme data vlastními funkcemi, v ukázce ji zastupuje funkce 
GetTrainData. Poté natrénujeme klasifikátor s implicitním nastavením parametrů 
(diskrétní AdaBoost, 100 slabých předpovědí) za pomoci konstruktoru třídy. Poté si silný klasifikátor 
uložíme a provedeme klasifikaci na trénovací sadě vzorků. Výsledky máme uloženy v jednorozměrné 
matici vysledky. Tuto matici můžeme dále zpracovávat. 
 V druhé ukázce si ukážeme již komplexnější příklad. Jedná se o rozpoznávání 2 druhů obrazů 
trénovaných pomocí metody TCAcu. Chceme přitrénovat 50 slabých klasifikátorů k již existujícímu 
klasifikátoru, který načteme ze souboru. Jelikož jsme zvolili menší deltu, zvýšíme i maximální počet 
iterací TCS. Pro ukázku si necháme kontrolovat chybu silného klasifikátoru každých 10 kroků 
algoritmu a spokojíme se s přesností  na trénovací sadě. Chceme taky přísnější nastavení 
algoritmu TCAcu. Ukázka je v algoritmu 16. 
Nyní algoritmus 16 popíšeme podrobněji. V prvním kroku se začínáme připravovat na 
trénování. Vytvoříme si extraktor Haarových vlnek. Jak vidíme, budeme pracovat s obrázky 
normalizovanými na velikost px. Extraktor pak použijeme k vytvoření objektu spravujícím 
data. K trénování chceme použít klasifikátor založený na thresholdu.  Do objektu dat potom načteme 
obrázky trénovací sady. Tyto obrázky mají všechny příponu jpg. Tím máme připravená data 
k trénování. V následujícím kroku si vytvoříme objekt třídy Adaboost.  Načteme do něj již 
existující klasifikátor, který chceme rozšiřovat. Tím jsme si i tuto třídu připravili k trénování. 
K trénování nám chybí již jen objekt parametrů. Ten si vytvoříme a nastavíme mu všechny potřebné 
parametry dle požadavků. Nyní můžeme přistoupit k samotnému trénování. Po něm si nový 
vytvořený klasifikátor už jenom uložíme. 
... 
 
CvMat *responses, *data = GetTrainData(responses); 




data = GetTestData(); 
CvMat *vysledky = x->Predict(data); 
... 
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Alg.16: Ukázka komplexnějšího trénování pomocí knihovny AdaLib. 
 
 Poslední ukázkou nám bude použití klasifikátoru, který jsme si natrénovali pomocí algoritmu 
16 k predikci nad daty. Tuto ukázku znázorňuje algoritmus 17. V dané ukázce chceme prezentovat, 
co všechno potřebujeme mít nastaveno, abychom mohli vytvořený klasifikátor použít ke klasifikaci 
neznámých dat. V první řadě si musíme načíst silný klasifikátor a připravit extraktor příznaků. 
K načtení silného klasifikátoru potřebujeme vytvořit objekt slabého klasifikátoru, který má funkce 
pro načtení jako jeden z parametrů. Po této úloze si můžeme silný klasifikátor načíst. 
Extraktor příznaků nastavíme stejně jako při trénování, to je na rozměr px. Tím jsme dokončili 
přípravnou fázi. V případě, že chceme použít připravený klasifikátor k predikci, stačí si vytvořit 
příslušný objekt dat, za pomocí extraktoru. Objekt slabého klasifikátoru v konstruktoru objektu dat 
nemusí být pro toto použití zadán. Avšak pokud není daný ukazatel zadán, nemůže být objekt použit 
k trénování. Poté si načteme prvek dat, který chceme zařadit do třídy. Nyní provedeme klasifikaci 
do třídy pro tento prvek dat. Protože víme, že jsme načetli jediný prvek dat, můžeme s jistotou říci, 
že je na nulté pozici, protože číslujeme od nuly. Výsledek klasifikace máme uložen v proměnné 




ABHaarFeatures* haar = (new ABHaarFeatures(20)); 
ABClassifierThreshold* slabyKlasifikator =  
new ABClassifierThreshold(); 
 







Adaboost *boost = new Adaboost(); 
boost->Load("CestaExistujicihoKlasifikatoru.xml",  
     (ABClassifier*)slabyKlasifikator); 
  
ABParams *params = new ABParams(ABParams::TCACU, 50,true); 
params->delta = 0.005; 
params->Jmax = 100; 
params->error = 0.01; 












ABClassifierThreshold* slabyKlasifikator =  
new ABClassifierThreshold(); 
 








ABImageHaarDataManagement *data =  









V této kapitole budeme testovat vlastnosti implementace algoritmu AdaBoost. Získané výsledky se 
pokusíme srovnat s řešením daného problému pomocí jiné implementace některé z metod AdaBoost. 
V kapitole zhodnotíme získané výsledky a prodiskutuje jejich příčinu. Chybou klasifikátoru se v této 
kapitole myslí poměr špatně klasifikovaných vzorků ke všem vzorkům. Bude zmíněna taktéž časová 
a paměťová náročnost jednotlivých trénování. U časové náročnosti není tak důležitá absolutní 
hodnota naměřeného času, jako spíš poměry časů mezi jednotlivými metodami. 
První dva experimenty se budou věnovat rozpoznávání mezi 2 typy výrazů. V těchto 
kapitolách se budeme setkávat se všemi pěti implementovanými modifikacemi algoritmu AdaBoost. 
Nevýhodnou pozici v těchto experimentech by měl mýt výraz WaldBoost, který je díky funkci 
Bootstraping schopný pracovat s mnohem větším objemem dat, ale protože odhazuje v průběhu 
trénování data, velké množství dat také potřebuje. Proto se třetí experiment zaměří přímo na metodu 
WaldBoost. Bude se jednat o úlohu detekce objektu v obraze. Metoda WaldBoost je právě na úlohy 
tohoto druhu vhodná. 
V poslední části této kapitoly přehledně zhodnotíme všechny získané výsledky. Zaměříme se 
na srovnání jednotlivých modifikací algoritmu AdaBoost. 
6.1 Detekce výrazu obličeje 
V tomto experimentu budeme rozeznávat různé výrazy obličeje. Referenčním projektem nám bude 
řešení, které bylo implementováno v rámci bakalářské práce Aplikace algoritmu AdaBoost [25], 
která právě daný problém řešila. Budeme trénovat klasifikátory mezi každými dvěma výrazy. 
Smyslem tohoto testu je ukázat chování knihovny AdaLib na trénovacích datech, která nejsou příliš 
obsáhlá. 
6.1.1 Popis datasetu 
K trénování byl použit dataset vytvořený v již zmíněné bakalářské práci. V databázi výrazů obličeje 
je k dispozici následujících 7 výrazu obličeje: neutrální, veselý, překvapení, strach, smutek, odpor a 
hněv. Dataset vznikl spojením dvou databází výrazu obličeje a výběrem některých prvků z nich. 
Tyto dvě databáze jsou Facial Expressions and Emotion Database [28] a Cohn-Kanade Facial 
Expression Database [29]. 
Počty jednotlivých vzorů dat jsou uvedeny v tabulce 1. Jak je vidět v průměru je v trénovací 
sadě okolo 110 vzorků. Z tohoto vyčnívá pouze neutrální výraz, kterého je zhruba 5x více. To je dáno 
snadnou dostupností tohoto výrazu.  
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Výraz neutrální Veselý překvapení strach smutek odpor hněv celkem 
Trén. sada 563 153 143 114 114 111 101 1299 
Test. sada 487 130 121 91 99 80 79 1087 
celkem 1050 283 264 205 414 191 180 2587 
Tab. 1: Počet obrázků datasetu výrazů obličeje. 
6.1.2 Referenční výsledky 
V této kapitole se seznámíme s výsledky dosaženými v referenčním projektu. Dané výsledky nám 
ukazuje tabulka 2. Referenční projekt byl trénován metodou Real AdaBoost. K trénování byla použita 
implementace algoritmu popsaná v dokumentu [30]. Bylo natrénováno 100 slabých klasifikátorů 
na jeden silný klasifikátor. Byl natrénován klasifikátor pro každý výraz proti každému zvlášť. 
Výsledky těchto klasifikátorů jsou v tabulce 2. V omezené míře i jeden výraz proti všem. To bylo 
uskutečněno jen mezi výrazy překvapení (chyba klasifikátoru .), veselý (5,38%), odpor 
(10,26%) a neutrální (15,02%). V referenční aplikaci byla zhodnocena i chyba spojených 
klasifikátorů (poskládáním klasifikátorů vznikl systém vícetřídní klasifikace). Ta vycházela právě 
z druhého typu silných klasifikátorů. Chyba spojených klasifikátorů byla 15,77%. 
 
 Neutrální hněv odpor smutek veselý strach překvapení 
překvapení 10 % 14,85 % 8,87 % 19,37 % 7,51 % 23,39 % 
 
strach 20,03 % 27,84 % 25,99 % 26,53 % 18,94 % 
 
veselý 4,85 % 13,74 % 13,68 % 8,66 % 
 smutek 26,19 % 31,11 % 14,36 % 
 
odpor 11,78 % 39,13 %  
hněv 17,43 % Průměrná chyba klasifikátoru:18% 
neutrální  
Tab. 2: Chyby klasifikátorů v referenčním projektu (jeden proti jednomu). 
6.1.3 Výsledky trénování jeden proti jednomu 
Experiment byl proveden jenom jako ukázka chování klasifikátorů na rozdílných datech. Pro tenhle 
experiment byly natrénovány klasifikátory pro všechny implementované algoritmy mezi všemi 
výrazy. Dále bylo trénováno s oběma implementovanými slabými klasifikátory 
ABClassifierBins a ABClassifierThreshold. Parametry trénování byly ponechány na 
implicitních hodnotách. Krom parametru error, který byl stanoven na . Dále pak bylo 
počítáno pouze 30 slabých předpovědí na jeden silný klasifikátor. Tahle hodnota byla zvolena, 
protože bylo potřeba natrénovat velké množství klasifikátorů. Celkem bylo potřeba natrénovat , 
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pro každou metodu, což je celkem 210 klasifikátorů. Průměrné časy trénování jsou uvedeny v tabulce 
3. Chyby natrénovaných klasifikátorů jsou potom uvedeny v tabulkách 4 až 8 pro klasifikátor 







FloatBoost TCAcu WaldBoost 
Průměrný čas 
bins (m:s) 
5:38 6:30 13:17 6:44 3:29 
Průměrný čas 
threshold (m:s) 
9:18 9:14 17:23 9:30 6:03 
Tab. 3: Průměrné časy trénování klasifikátorů pro rozpoznávání výrazů. 
 
Jak vyplívá z tabulky 3, trénování pomocí košů je téměř  rychlejší jak trénování pomocí 
threshold. Kdybychom srovnaly metody, tak trénování jednotlivých metod je časově vyvážené. 
Výjimkou jsou metody FloatBoost a WaldBoost. U WaldBoost je tak nízký čas způsoben nejspíše 
tím, že odhazuje vzorky. Z kapitoly 5.2 o slabých klasifikátorech víme, že jejich vytvoření je závislé 
na počtu prvků, nad kterými je klasifikátor vystavěn. Navíc se v několika případech stalo, že byly 
odstraněny všechny prvky z trénovací množiny a algoritmus tak byl ukončen. U algoritmu FloatBoost 
je zdržení způsobené tím, že sám algoritmus občas nějaký slabý klasifikátor vymaže. Proto jich musí 
natrénovat více. Sami autoři tvrdí, že trénování metodou FloatBoost může být až  pomalejší 
(viz. kap. 2.4). V našem případě byl výpočet pomalejší jen . Průměrně aplikace provádějící 




neutrální hněv odpor smutek veselý strach překvapení 
překvapení 5% 7,50% 4,98% 12,73% 2,39% 16,20% 
  
strach 15,46% 18,39% 20,00% 13,40% 9,78% 
  
veselý 3,08% 1,91% 3,81% 2,62% 
  smutek 0,00% 14,61% 10,61% 
  
odpor 6,53% 2,52% 
 
hněv 13,78% Průměrná chyba klasifikátoru:9%  
neutrální 
  





neutrální hněv odpor smutek veselý strach překvapení 
překvapení 4% 26,00% 33,83% 14,09% 4,78% 37,96% 
 
strach 0,86% 27,59% 27,43% 8,25% 29,78% 
 
veselý 9,08% 7,18% 32,86% 2,62% 
 
smutek 0,00% 21,35% 30,17% 
 odpor 6,35% 6,29% 
 




Tab. 5: Chyba pro metodu Real AdaBoost s Bins pro rozpoznávání výrazů. 
 
FloatBoost neutrální hněv odpor smutek veselý strach překvapení 
překvapení 4% 20,00% 28,86% 15,00% 35,46% 5,56% 
 
strach 1,55% 22,41% 24,57% 38,14% 26,67% 
 
veselý 16,86% 26,32% 4,76% 21,83% 
 
smutek 0,34% 16,85% 21,23% 
 odpor 4,76% 15,72% 
 
hněv 0,00% Průměrná chyba klasifikátoru:17%  
neutrální 
  
Tab. 6: Chyba pro metodu FloatBoost s Bins pro rozpoznávání výrazů. 
 
TCAcu neutrální hněv odpor smutek veselý strach překvapení 
překvapení 4% 15,50% 7,46% 17,27% 2,79% 16,67% 
 
strach 14,95% 24,14% 17,14% 14,95% 12,44% 
 
veselý 3,08% 3,83% 9,52% 0,87% 
 
smutek 1,37% 18,54% 11,17% 
 odpor 12,35% 6,92% 
 
hněv 13,96% Průměrná chyba klasifikátoru:11%  
neutrální 
  
Tab. 7: Chyba pro metodu TCAcu s Bins pro rozpoznávání výrazů. 
 
WaldBoost neutrální hněv odpor smutek veselý strach překvapení 
překvapení 4% 7,50% 6,97% 23,18% 3,59% 7,87% 
 
strach 1,89% 14,94% 10,29% 6,70% 27,56% 
 
veselý 1,78% 6,70% 5,24% 4,37% 
 
smutek 0,17% 24,72% 11,73% 
 odpor 3,00% 10,69% 
 
hněv 2,65% Průměrná chyba klasifikátoru:9%  
neutrální 
  
Tab. 8: Chyba pro metodu WaldBoost s Bins pro rozpoznávání výrazů. 
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 Jak je vidět v předchozích tabulkách většina modifikací algoritmu AdaBoost dopadla 
průměrně lépe, než klasifikátory v referenčním projektu i přes to, že bylo vypočteno jen 30 slabých 
klasifikátorů oproti 100 v referenčním projektu. Za povšimnutí stojí klasifikátory, které mají nulovou 
chybu na testovací sadě. Zajímavý je výsledek metody WaldBoost, která i bez možnosti využití 
operace bootstraping dosáhla velice nízkých chyb. Tuto skutečnost vysvětlíme tím, že tvorba 
klasifikátorů se může zaměřit na těžko oddělitelná data, protože data, u kterých je jistota zařazení 
do třídy dostatečně vysoká jsme z trénovací množiny odstranili. Modifikace FloatBoost je 
v některých případech ukončena předčasně, protože chyba na trénovací sadě klesne pod požadovanou 
hranici. Avšak to není vždy ku prospěchu. Například mezi výrazy překvapení a veselý byl schopný 
FloatBoost natrénovat jen jeden slabý klasifikátor. Ten však není schopný dobře zevšeobecňovat.  
Jednotlivé metody mají mezi některými klasifikátory docela velké rozdíly, ale celkově jsou si 
průměrnou chybou velmi blízcí. To se dá vysvětlit tím, že neexistuje univerzálně nejlepší trénovací 




neutrální hněv odpor smutek veselý strach překvapení 
překvapení 9% 8,00% 1,99% 8,64% 2,39% 12,50% 
 
strach 6,70% 9,77% 14,86% 8,25% 7,11% 
 
veselý 1,78% 2,39% 2,86% 1,31% 
 
smutek 9,39% 17,98% 3,35% 
 odpor 4,94% 11,32% 
 
hněv 9,72% Průměrná chyba klasifikátoru:7% 
neutrální 
  




neutrální hněv odpor smutek veselý strach překvapení 
překvapení 5% 26,00% 32,84% 17,73% 5,58% 33,33% 
 
strach 12,37% 21,26% 33,71% 5,67% 28,44% 
 
veselý 2,11% 2,39% 3,33% 5,24% 
 
smutek 2,39% 11,24% 22,91% 
 odpor 6,17% 22,64% 
 
hněv 0,18% Průměrná chyba klasifikátoru:14% 
neutrální 
  
Tab. 10: Chyba pro metodu Real AdaBoost s Threshold pro rozpoznávání výrazů. 
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FloatBoost neutrální hněv odpor smutek veselý strach překvapení 
překvapení 4% 22,50% 33,33% 16,82% 12,75% 0,00% 
 
strach 0,69% 31,03% 26,29% 12,37% 8,00% 
 
veselý 3,89% 12,44% 16,19% 3,93% 
 
smutek 3,58% 32,02% 31,84% 
 odpor 3,53% 29,56% 
 
hněv 0,00% Průměrná chyba klasifikátoru:15% 
neutrální 
  
Tab. 11: Chyba pro metodu FloatBoost s Threshold pro rozpoznávání výrazů. 
 
TCAcu neutrální hněv odpor smutek veselý strach překvapení 
překvapení 6% 10,50% 2,49% 14,55% 1,20% 15,74% 
 
strach 6,70% 14,37% 13,14% 7,73% 6,22% 
 
veselý 3,08% 1,44% 3,81% 2,18% 
 
smutek 7,68% 13,48% 13,97% 
 odpor 3,53% 13,21% 
 
hněv 10,42% Průměrná chyba klasifikátoru:8% 
neutrální 
  
Tab. 12: Chyba pro metodu TCAcu s Threshold pro rozpoznávání výrazů. 
 
WaldBoost neutrální hněv odpor smutek veselý strach překvapení 
překvapení 3% 24,00% 4,48% 24,09% 3,19% 9,26% 
 
strach 13,40% 21,84% 9,14% 9,28% 14,22% 
 
veselý 3,73% 2,39% 1,43% 3,93% 
 
smutek 3,24% 28,65% 11,73% 
 odpor 8,29% 29,56% 
 
hněv 0,71% Průměrná chyba klasifikátoru:11% 
neutrální 
  
Tab. 13: Chyba pro metodu WaldBoost s Threshold pro rozpoznávání výrazů. 
 
 Z výsledků silných klasifikátorů trénovaných s pomocí slabých předpovědí typu threshold 
vidíme, že průměrná chyba je téměř stejná. U klasifikátorů založených na prahu můžeme pozorovat 
obdobné vlastnosti jako u klasifikátorů založených na koších. Opět z výsledků vyplívá, že neexistuje 
univerzální učící algoritmus, který by byl nejlepší ve všech případech.  
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6.1.4 Výsledky trénování jeden proti všem 
Ukážeme si výsledky trénování vždy jednoho klasifikátoru proti všem ostatním. Pokusíme se srovnat 
výsledky s referenčním řešením. Pro tento pokus bylo natrénování 7 klasifikátorů na každou 
implementovanou modifikaci algoritmu AdaBoost. Parametry klasifikace jsou ponechány 
na implicitních hodnotách. Jen parametr count je nastaven na 25. 
Chyby natrénovaných klasifikátorů jsou v tabulce 14. Chyby jednotlivých klasifikátorů jsou 
relativně vyrovnané. Vyčnívá pouze neutrální výraz. Když si uvědomíme, jak vypadá neutrální výraz 
obličeje, uvědomíme si, že tento výraz je někde na pomezí mezi ostatními výrazy obličeje. Je tudíž 
všem výrazům obličeje nejpodobnější a tak relativně krátkým klasifikátorem se špatně rozpoznává. 
 
neutrální hněv odpor Smutek veselý strach Překvapení 
D.AdaBoost 24,29% 7,24% 6,87% 8,80% 4,03% 7,06% 6,97% 
R.AdaBoost 25,48% 0,55% 6,87% 8,71% 2,93% 7,79% 7,33% 
FloatBoost 30,25% 0,46% 5,59% 8,80% 3,21% 8,16% 7,33% 
TCAcu 18,88% 6,14% 6,23% 8,52% 4,49% 8,43% 7,79% 
WaldBoost 13,75% 1,01% 6,23% 8,52% 5,13% 0,00% 0,00% 
Tab. 14: Chyby klasifikátorů jeden proti všem. 
6.1.5 Chyba s počtem slabých klasifikátorů 
V kapitole si ukážeme chování silného klasifikátoru s rostoucím počtem slabých hypotéz na trénovací 
i testovací sadě vzorků. Popíšeme si vztahy mezi jednotlivými výsledky a pokusíme se vysvětlit 
důvody takového chování klasifikátorů.  
 Pro ukázku byla vybrána jedna kombinace tříd k trénování. Byla vybrána kombinace 
překvapení a hněv. Pro ukázku je natrénováno 15 klasifikátorů každou metodou. Začínáme na deseti 
slabých klasifikátorech na jeden silný klasifikátor a končíme na 150 klasifikátorech na jeden silný 
klasifikátor. Rozestupy mezi jednotlivými silnými klasifikátory jsou 10 slabých hypotéz. 
 Jak je vidět na obrázku 5, chyba silného klasifikátoru se nechová tak, jak bychom očekávali.  
Chyba silně kolísá. Přitom dle předpokladu z kapitoly 2.6 by měla klesat. To může být způsobeno 
velkou variabilitou vzorků ve třídě. Ve chvíli kdy se algoritmus pokusí specializovat na těžko 
zařaditelná data, tak data, která doposud zařadil správně, začne řadit špatně. Pravděpodobnost tohoto 
problému stoupá, čím složitější třídy jsou a čím méně trénovacích vzorků máme. Zajímavé taktéž je, 
že metody Dis. AdaBoost a TCAcu mají nulovou chybu již od 10 slabých klasifikátorů.  
Předpoklad je, že chyby na trénovací sadě vzorku budou větší než chyby na testovací sadě 
vzorků. Jak je ale vidět na obrázcích 5 a 6, tak tomu tak vždy není. Například metoda FloatBoost má 
v první třetině výrazně lepší výsledky na testovací sadě vzorků než na trénovací. Všechny tyto 




   
Obrázek 6: Graf závislosti chyby na počtu slabých klasifikátorů ta trénovací sadě. 
Obrázek 5: Graf závislosti chyby na počtu slabých klasifikátorů na testovací sadě. 
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6.1.6 Spojené klasifikátory  
V podstatě se jedná o multitřídní klasifikátor poskládaný z binárních klasifikátorů. Pokud budeme 
vycházet z klasifikátorů natrénovaných v kapitole 6.1.4, pak výsledkem může být hodnota, pro kterou 
má klasifikátor kladnou odezvu. Pro ostatní by měl mít odezvu zápornou. V případě, že se objeví více 
klasifikátorů s kladnou odezvou, je v našem případě zvolen ten s nejkladnější odezvou. V případě, 
že bychom měli stejně kladnou odezvu více klasifikátorů, tak se zvolí jeden z nich náhodně. 
V dalším testu bude prezentována chyba spojených klasifikátorů, které budou odpovídat 
jednotlivým metodám trénování. Posloupnost vyhodnocování silných klasifikátorů bude dle chyby 
v tabulce 14 od klasifikátoru s nejmenší chybou po klasifikátor s chybou největší. To by nám mělo 





FloatBoost TCAcu WaldBoost 
19,89% 16,22% 8,80% 25,39% 11,09% 
Tab. 15: Chyby spojených klasifikátorů. 
Jak vidíme, jsme s docela vysokou pravděpodobností schopni rozpoznávat výraz obličeje. 
V některých případech dokonce lépe jak v referenčním projektu. 
6.2 Rozpoznávání číslic 
V experimentu si ukážeme řešení problému rozpoznávání ručně psaných číslic. Bude natrénován 
klasifikátor mezi všemi číslicemi. Rozdíl oproti minulému experimentu je v mocnosti trénovací sady. 
Jako referenční řešení budeme používat natrénovaných klasifikátorů pomocí knihovny OpenCV. 
V textu budeme uvádět výsledky trénování jen pro klasifikátory založené na koších (Bins). 
6.2.1 Popis datasetu 
Jako trénovací a testovací sada byla použita MNIST databáze ručně psaných číslic [31]. Databáze 
obsahuje ručně psané číslice od 500 osob. Vzorky jsou uloženy jako obrázky o rozměru px. 
Počty jednotlivých vzorků jsou uvedeny v následující tabulce. 
Číslice 0 1 2 3 4 5 6 7 8 9 celkem 
Trén. s. 5923 6742 5958 6131 5842 5421 5918 6265 5851 5949 60000 
Test. s. 980 1135 1032 1010 982 892 958 1028 974 1009 10000 
celkem 6903 7877 6990 7141 6824 6313 6876 7293 6825 6958 70000 
Tab. 16: Počet prvků databáze MNIST. 
 
Jak je vidět, jednotlivé trénovací množiny mají kolem  prvků. To je mnohem víc, než bylo 
v databázi výrazů obličeje. 
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6.2.2 Referenční výsledky 
Referenční řešení bylo natrénováno pomocí třídy CvBoost z knihovny OpenCV. Trénovali jsme 
metodou Real Adaboost. Počet slabých klasifikátorů byl nastaven na 100. Bylo dosaženo výsledků 
zobrazených v tabulce 17. 
 
 
9 8 7 6 5 4 3 2 1 0 
0 1,51% 2,11% 1,39% 3,87% 2,40% 2,29% 2,76% 2,68% 0,19% 
 
1 1,12% 3,08% 2,73% 1,82% 2,96% 1,89% 1,45% 2,95% 
  
2 2,20% 6,18% 2,91% 6,53% 4,21% 4,92% 5,39% 
   
3 8,12% 4,59% 7,80% 2,69% 6,47% 3,92% 
    
4 4,07% 3,63% 4,13% 2,16% 2,24% 
     
5 6,63% 7,77% 4,11% 5,03% 
      
6 2,95% 6,16% 2,82% 
       
7 8,00% 5,60% 
        
8 5,24% 
   
Průměrná chyba klasifikátoru je: 3,86% 
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Tab. 17: Chyby klasifikátorů v referenčním řešení. 
6.2.3 Výsledky trénování jeden proti jednomu 
Pro tenhle experiment byly natrénovány klasifikátory pro všechny implementované algoritmy mezi 
všemi čísly. Jsou zde prezentovány jen výsledky trénování pomocí slabého klasifikátoru 
ABClassifierBins. Parametry trénování byly ponechány na implicitních hodnotách. Krom parametru 
error, který byl stanoven na . Dále pak bylo počítáno pouze 30 slabých předpovědí na jeden 
silný klasifikátor. Tahle hodnota byla zvolena, protože bylo potřeba natrénovat velké množství 
klasifikátorů. Celkem bylo potřeba natrénovat , pro každou metodu, což je celkem 225 
klasifikátorů. Průměrné časy trénování jsou uvedeny v tabulce 18. Chyby natrénovaných klasifikátorů 






FloatBoost TCAcu WaldBoost 
Průměrný čas 
(h:m:s) 
4:55:57 4:53:45 7:18:25 4:54:01 2:09:39 
Tab. 18: Průměrné časy trénování klasifikátorů pro rozpoznávání čísel. 
 
Z tabulky 16 vidíme, že se průměrná doba trénování pohybuje v mnohem větších číslech. 
I zde se ukazuje, že trénování metodou FloatBoost je cca 2x delší než s ostatními metodami. 
Metoda WaldBoost opět dosáhla poloviční průměrné doby trénování. I zde to má pravděpodobně 




9 8 7 6 5 4 3 2 1 0 
0 0,15% 0,36% 0,15% 0,46% 0,05% 0,05% 0,20% 0,05% 0,00% 
 
1 0,09% 0,28% 0,23% 0,96% 0,35% 0,09% 0,37% 0,32% 
  
2 1,22% 1,50% 1,41% 0,90% 1,25% 0,60% 2,89% 
   
3 2,13% 1,81% 0,93% 0,71% 5,15% 0,75% 
    
4 6,13% 1,84% 0,30% 2,27% 0,27% 
     
5 1,53% 1,77% 0,42% 1,08% 
      
6 0,71% 1,97% 2,52% 
       
7 6,68% 5,79% 
        
8 2,57% 
   
Průměrná chyba klasifikátoru je: 1,36% 
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Tab. 19: Chyba pro metodu Diskrétní AdaBoost pro rozpoznávání číslic. 
 
 
9 8 7 6 5 4 3 2 1 0 
0 2,36% 2,05% 0,20% 1,08% 0,85% 0,41% 5,83% 1,34% 0,38% 
 
1 0,23% 9,77% 0,28% 0,14% 0,25% 0,33% 1,68% 0,69% 
  
2 3,23% 6,43% 2,91% 6,93% 4,05% 1,89% 1,81% 
   
3 12,83% 4,74% 6,92% 8,79% 11,46% 2,56% 
    
4 6,58% 5,52% 0,30% 6,03% 2,13% 
     
5 9,94% 9,27% 3,44% 3,35% 
      
6 0,05% 2,80% 0,30% 
       
7 7,81% 8,79% 
        
8 7,87% 
   
Průměrná chyba klasifikátoru je: 4,72% 
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Tab. 20: Chyba pro metodu Real AdaBoost pro rozpoznávání číslic. 
 
 
9 8 7 6 5 4 3 2 1 0 
0 7,14% 0,77% 0,20% 2,73% 10,04% 0,25% 43,07% 0,00% 0,14% 
 
1 2,89% 9,77% 0,51% 0,38% 3,65% 0,28% 2,42% 0,65% 
  
2 1,57% 14,41% 1,94% 9,25% 22,25% 1,89% 6,17% 
   
3 9,61% 13,61% 3,63% 11,89% 9,31% 8,73% 
    
4 26,47% 4,96% 1,54% 10,36% 3,74% 
     
5 6,89% 9,43% 6,98% 6,43% 
      
6 0,05% 2,80% 0,45% 
       
7 30,68% 7,54% 
        
8 33,79% 
   
Průměrná chyba klasifikátoru je: 7,81% 
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9 8 7 6 5 4 3 2 1 0 
0 0,30% 0,56% 0,20% 0,62% 0,53% 0,10% 0,15% 0,15% 0,05% 
 
1 0,05% 0,57% 0,23% 0,19% 0,49% 0,09% 0,42% 0,51% 
  
2 1,18% 2,09% 0,87% 2,91% 1,09% 0,84% 3,13% 
   
3 3,27% 3,38% 1,23% 1,17% 5,73% 1,41% 
    
4 7,28% 2,45% 0,65% 2,06% 0,69% 
     
5 1,58% 2,95% 0,47% 1,24% 
      
6 0,51% 2,02% 0,20% 
       
7 7,66% 5,84% 
        
8 2,22% 
   
Průměrná chyba klasifikátoru je: 1,59% 
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Tab. 22: Chyba pro metodu TCAcu pro rozpoznávání číslic. 
 
 9 8 7 6 5 4 3 2 1 0 
0 5,53% 1,48% 0,40% 0,26% 0,37% 0,25% 3,07% 1,14% 0,38% 
 
1 0,14% 12,09% 0,51% 0,10% 1,18% 0,33% 3,08% 2,63% 
  
2 3,23% 6,63% 2,67% 1,96% 3,17% 1,89% 9,50% 
   
3 13,87% 4,74% 6,58% 9,60% 11,93% 1,66% 
    
4 6,28% 5,27% 0,35% 5,05% 2,13% 
     
5 9,00% 9,27% 6,56% 3,35% 
      
6 0,05% 2,85% 0,50% 
       
7 7,81% 7,59% 
        
8 7,87% 
   
Průměrná chyba klasifikátoru je: 4,10% 
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Tab. 23: Chyba pro metodu WaldBoost pro rozpoznávání číslic. 
 
Až na určité výjimky se chyby natrénovaných klasifikátorů moc neliší. V podstatě se pohybují kolem 
referenčního řešení. Nesmíme však zapomenout, že referenční řešení je natrénováno na 100 slabých 
klasifikátorů, námi natrénované klasifikátory jen na 30. Z naměřených chyb slabých klasifikátorů 
můžeme vyvodit velice podobné závěry jako v předchozím případě. I když výpočet některých silných 
klasifikátorů trénovaných metodou FloatBoost skončil předčasně kvůli dosažení malé chyby na 
trénovacích datech, tak neumí příliš dobře zevšeobecňovat. Příkladem může být klasifikátor 
natrénovaný mezi čísly 2 a 8.  I přes to, že byl vytvořen jen jeden slabý klasifikátor, měl celý silný 
klasifikátor na trénovacích datech nulovou chybu. Avšak nebyl schopný dobře rozlišit vzorky 
v testovací sadě, na které má více jak čtrnáctiprocentní chybu. Ukázalo se taktéž, že ne vždy je 
výhodné odhazování vzorků u metody WaldBoost. Pokud nemáme zahozené vzorky čím doplňovat, 
může se stát, že nám počet trénovacích dat klesne na takové množství, na kterém jsou vytvořené slabé 
klasifikátory nepřesné a neschopné dobré klasifikace. S principu konstrukce klasifikátoru má s tímto 
menší problém klasifikátor založený na prahu (threshold).  
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6.2.4 Chyba s počtem slabých klasifikátorů 
V kapitole si ukážeme chování silného klasifikátoru s rostoucím počtem slabých hypotéz na trénovací 
i testovací sadě vzorků. Popíšeme si vztahy mezi jednotlivými výsledky a pokusíme se vysvětlit 
důvody takového chování klasifikátorů.  
 Pro ukázku byla vybrána jedna kombinace tříd k trénování. Byla vybrána kombinace 
čísel 2 a 8. Pro ukázku je natrénováno 15 klasifikátorů každou metodou. Začínáme na 10 slabých 
klasifikátorech na jeden silný klasifikátor a končíme na 150 klasifikátorech na jeden silný 
klasifikátor. Rozestupy mezi jednotlivými silnými klasifikátory jsou 10 slabých hypotéz. 
 
 
Obrázek 7: Graf závislosti chyby na počtu slabých klasifikátorů na trénovací sadě. 
 
 Jak je vidět na obrázku 7, tak chyba na trénovací sadě již není tak rozkmitaná jak v případě 
výrazů obličeje. Nejhorší průběh má metoda FloatBoost. Jak je vidět, tak teorém o klesající chybě 
na tuto metodu neplatí. Je to pravděpodobně způsobeno tím, že maže slabé klasifikátory. 
Metoda Real AdaBoost má v celém průběhu trénování stagnující charakter.  Ostatní metody mají 
nulovou chybu na trénovací sadě již od 10 klasifikátorů na jeden silný. Proto o jejich vlastnostech 
nemůžeme příliš usuzovat. Jak je vidět velikost trénovací sady má pozitivní vliv na vlastnosti všech 
modifikací algoritmu AdaBoost. Pravděpodobně je to tím, že případné malé odchylky od tříd nemají 
takový vliv na celkový obraz třídy. 
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Obrázek 8: Graf závislosti chyby na počtu slabých klasifikátorů na testovací sadě. 
 
Jak je vidět na obrázcích 7 a 8 chyba na testovací sadě vzorků v podstatě kopíruje chybu na 
trénovací sadě. V našem případě má chyba na testovací sadě vzorků tendenci mírně klesat 
s přibývajícím počtem slabých hypotéz na jeden silný klasifikátor. 
6.3 Detekce objektu v obraze 
V kapitole se podíváme na problém hledání objektu v obraze, přesněji na hledání obličeje v obraze. 
6.3.1 Popis datasetu 
Pro trénování nebyl použit žádný standardní dataset. Trénovací sada byla tvořena obrázky obličejů, 
kterých bylo přes 5000. Data reprezentující zápornou třídu byla získána z pozadí těchto obrázků. 
Pro testování byl použit dataset vytvořený na Carnegie Mellon University (CMU) [33]. 
Dataset obsahuje 130 obrázků s různým počtem obličejů. 
6.3.2 Referenční výsledky 
Referenční výsledky k tomuto testu dodal ing. Michal Hradiš [34]. V obrázku 9 vidíme ROC křivky 
pro hledání obličeje v obraze. Křivky jsou pro klasifikátory trénované s parametrem beta na  a 
s parametrem alfa nastaveným na .  
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Obrázek 9: ROC křivka referenčního řešení. 
6.3.3 Výsledky trénování 
Pro experiment byl natrénován klasifikátor s 30 slabými hypotézami. Parametr beta byl nastaven 
na nulu, parametr alfa na hodnotu . Bylo trénováno na 3000 kladných vzorů a 5000 
negativných vzorů. Minimální velikost obrazu byla stanovena na hodnotu . Posun při 
trénování byl stanoven na , posun při testování na . 
V obrázku 10 vidíme výsledky námi natrénovaného klasifikátoru. Pro srovnání je uvedena 
i jedna křivka z referenčního řešení, jedná se o křivku stage 200. Vidíme, že námi natrénovaný 
klasifikátor dosahuje o něco málo horších výsledků než referenční. Drobná odchylka může být 
způsobena nižším počtem slabých hypotéz na silný klasifikátor, či nepřesností použitého systému 
výřezů.  
Rychlost detekce našeho algoritmu je silně ovlivněna systémem tvorby výřezů z obrazu. 
Tento systém není příliš optimalizovaný, proto není celková detekční rychlost vztažená na jeden 
výřez příliš dobrá. S uvedeným systémem výřezů není klasifikátor vhodný pro realtime aplikace. 
Samotné určení třídy pro jeden výřez je velice rychlé. Většina negativních výřezů je odmítnuta 
prvními třemi slabými hypotézami klasifikátoru. 
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Obrázek 10: Výsledná ROC křivka. 
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7 Závěr 
V úvodu práce jsme si představili algoritmus AdaBoost a některé jeho modifikace. 
Těmito modifikacemi jsou Real AdaBoost, FloatBoost, TCAcu a WaldBoost. Uvedli jsme si 
teoretické pozadí daných metod algoritmu AdaBoost. Rozebrali jsme vlastnosti slabých klasifikátorů. 
Uvedli jsme výhody a nevýhody jednotlivých algoritmů. Popsali jsme si některé typy příznaků. 
Zaměřili jsme se především na Haarovy příznaky. Uvedli jsme si možné využití algoritmu AdaBoost. 
Úkolem práce bylo implementovat knihovnu realizující algoritmus AdaBoost a jeho zmíněné 
modifikace. Presentovali jsme funkčnost jednotlivých metod algoritmu AdaBoost. Ukázali jsme si 
chování algoritmu s různými typy slabých klasifikátorů. Uvedli jsme vliv počtu prvků trénovací sady 
na vlastnosti jednotlivých algoritmů. Uvedli jsme možné využití vlastností algoritmu WaldBoost 
pro detekční úlohy. 
Z  experimentů je vidět, že výsledky získané pomocí knihovny AdaLib jsou srovnatelné 
s jinými implementacemi algoritmu AdaBoost. Tato skutečnost je očekávatelná, jelikož jednotlivé 
implementace by se neměli příliš lišit. Ze získaných výsledků vyplívá, že neexistuje univerzálně 
nejlepší metoda algoritmu AdaBoost. Jednotlivé metody se chovají na daných datech individuálně. 
Pro získání nejlepších možných výsledků je potřeba na daných datech experimentovat se všemi 
modifikacemi algoritmu.  
Další vývoj této práce by se mohl ubírat mnoha směry. Již v dnešní době probíhají práce 
na zveřejnění knihovny. Je tvořen uživatelský manuál, tvořena webová stránka knihovny atd. 
Potřebné texty jsou překládány do angličtiny. V budoucí práci na knihovně se můžeme vydat dvěma 
směry. První směr je paralelizace vhodných částí algoritmu AdaBoost. Vhodně se v tomto směru jeví 
výběr slabého klasifikátoru s nejmenší chybou. Vhodné budou taktéž optimalizace 
implementovaných částí knihovny. Druhý směr je rozšiřování knihovny o další prvky. Knihovna by 
do budoucna mohla obsahovat více slabých klasifikátorů, extraktorů příznaků, či tříd pro zprávu dat. 
Vhodnou třídou k implementaci by byla třída pro jednoduché automatické testování natrénovaných 
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Příloha 1. Obsah přiloženého DVD 
Složka Popis obsahu 
\DP Tato práce ve formátu PDF a DOCX 
\data Trénovací a testovací data použité v experimentech.  
\classifiers Klasifikátory natrénované při testech 
\vysledky Obsahuje předzpracované výsledky testů 
\knihovna Zdrojové texty knihovny AdaLib 
\programy Ukázky programů využívající knihovnu AdaLib 
 
