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In this paper, some nonparametric approaches of density function estimation are
developed when censoring indicators are missing at random. A conditional mean score
based estimator and a mean score estimator are suggested, respectively. The two
estimators are proved to be asymptotically normal and uniformly strongly consistent. The
bandwidth selection problem is also discussed. A simulation study is conducted to compare
finite-sample behaviors of the proposed estimators.
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1. Introduction
A fundamental problem in statistics is that of estimating a probability density function. The problem has received
considerable attention when data are observed completely. See, e.g., [1–6], among others. Nonparametric kernel density
estimation is now popular and in wide use with great success in statistical applications. It is a simple and flexible method
whose popularity is grounded in its interpretive appeal. In survival analysis, the estimate of the lifetime density function
is also of major importance. Actually, the problem of kernel density estimation under random censorship has also been
investigated by many researchers. See, e.g., [7–10].
Censoring can occur, for example, if individuals withdraw from a study before dying or if a study ends before all subjects
have died. Additionally, whenmultiple causes of death are operating, the time to death from one cause can be censored by a
death from a different cause. For instance, in a clinical trial onemight distinguish between deaths attributable to the disease
of interest and deaths due to all other causes. Without loss of generality, we focus on a particular cause of death and treat
all other causes as censoring mechanism for the death time of interest.
Let T be a random variable representing the time to death from the cause of interest. Let C denote a random variable
representing the time to (right) censoring. Under randomcensorship, one observes (X, δ), whereX = T∧C and δ = I[T ≤ C]
with I[·] being the indicator function of some event. It is assumed that T has density f and C has a continuous distribution
function G.
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Based on data {Xi, δi}, Blum and Susarla [11] introduced a kernel-type density estimator
f̂BS(t) = 1hn
∫
K
(
t − s
hn
)
d̂FKM(s), (1.1)
where K(·) is a kernel function, hn is a bandwidth sequence and F̂KM(·) is the well-known Kaplan–Meier (KM) estimator
given by
1− F̂KM(t) =
∏
i:Xi≤t
(
n− Ri
n− Ri + 1
)δi
with Ri denoting the rank of Xi for i = 1, 2, . . . , n. This estimator was investigated extensively by Foldes et al. [12],
Mielniczuk [7], McNichols and Padgett [13], Marron and Padgett [8], Lo et al. [9], Yang [14] and Diehl and Stute [15]
among others. Other density estimators including the kth nearest uncensored neighbor estimator, histogram estimator and
presmoothed kernel density estimator were also considered by Mielniczuk [7], Foldes et al. [12] and Cao and Jacome [10].
However, the existing probability density estimators require that the censoring indicator δ is always observed. In practice,
however, cause-of-death information and hence censoring indicator δmay be missing for a variety of reasons. For example,
as described by van der Laan and McKeague [16], in a bioassay experiment some subjects might not be autopsied to save
expense, or autopsy and hospital case notes can be inconclusive; in epidemiological studies relevant death certificate
information can be missing due to emigration; in quality control, it is not always certain that the failure of a system is
due to the failure of a specific component of the system [17]. Some real data examples in which censoring indicators are
missing can be found in [18–20]. The existing estimators with censored data cannot be applied directly to such a case. A
simple method is to use the complete case (CC) approach to define the nonparametric kernel density estimator by simply
ignoring themissing data. However, this CC estimator is highly inefficient if there is a significant degree ofmissingness. Also,
this CC approach defines a biased estimator unless the censoring indicator is missing completely at random (MCAR) in the
sense that the missing mechanism is independent of any other variables.
The general problem of analyzing censored survival data with missing cause-of-death data (or missing censoring
indicators) has received a lot of attention. Dinse [21] derived the nonparametric maximum likelihood estimator for the
survival function in this situation; see, also, the estimators of [19,17,22,16,23,24]. Other authors have considered hypothesis
testing and regression modeling. Goetghebeur and Ryan [20] extended their earlier results to the proportional hazards
regression model. Tsiatis et al. [25] used multiple imputation methods to evaluate treatment differences in survival. Zhou
and Sun [26] studied estimation in the additive hazards regression model. Recently, Gao and Tsiatis [27] developed a
semiparametric procedure to estimate the regression coefficients in a linear transformation competing risk model. In this
paper, we are interested in estimating the probability density function when censoring indicator is missing.
Let ξi be a missingness indicator which is 1 if δi is observed and is 0 otherwise. When censoring indicator is missing, the
observed data are
Oi ≡ {Xi, δi, ξi = 1} or {Xi, ξi = 0}
for i = 1, 2, . . . , n. Throughout this paper, we assume that T is independent of C and δ is missing at random (MAR), which
imply that ξ and δ are conditionally independent given X , i.e., P(ξ = 1|X, δ) = P(ξ = 1|X). The MCAR assumption
described above is a special case of MAR. The MAR assumption is common in statistical analysis involving missing data and
is reasonable in many practical situations; see Little and Rubin [28, Chapter 1].
In this paper, we suggest two Inverse-Probability-of-Censoring Weighted (IPCW) estimators. The two proposed
estimatorsmake efficient use of the available data. Under theMAR assumption, both the estimators are proved to be strongly
uniformly consistent and are asymptotically normal.
This paper is organized as follows. In Section 2, we present the two proposed estimators and establish their asymptotic
properties. In Section 3, we discuss the bandwidth selection problem. In Section 4, a simulation study is conducted to
evaluate the finite-sample performances of the proposed estimators. The proofs for the main results are given in the
Appendices.
2. Inverse-probability-of-censoring weighted estimators and asymptotic properties
Let K(·) be a kernel function and hn a bandwidth sequence. An application of the Inverse-Probability-of-Censoring
Weighted (IPCW) idea of Koul et al. [29], Robins and Rotnitzky [30] and Satten and Datta [31] leads to the quantity
f˜BS(t) = 1nhn
n∑
i=1
δi
1− G(Xi)K
(
t − Xi
hn
)
with censored data (Xi, δi) for i = 1, 2, . . . , n if G(·) were known. When the censoring indicators δi are MAR for i =
1, 2, . . . , n, we have
E
[
1
hn
δi
1− G(Xi)K
(
t − Xi
hn
)∣∣∣∣Oi] = 1hn ξiδi + (1− ξi)E[δi|Xi]1− G(Xi) K
(
t − Xi
hn
)
.
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Let u(x) = E[δ|X = x]. When the censoring indicators δi are MAR, an application of the missing information principle
[32–35] yields
f˜I(t) = 1nhn
n∑
i=1
ξiδi + (1− ξi)u(Xi)
1− G(Xi) K
(
t − Xi
hn
)
.
In fact, themissing informationprinciple is also applied to statistical analysiswith censoreddata. See. e.g., [34,35]. In practice,
however, u(·) and G(·) are unknown functions. In this case, f˜I(t) is not a real estimator of f (t). Naturally, one can define an
estimator of f (t) to be f˜I(t) with u(·) and G(·) in it replaced by their estimators, respectively. u(x) can be estimated by the
Nadaraya–Watson estimate
ûn(x) =
n∑
j=1
ξjδjΩ
(
x−Xj
bn
)
n∑
j=1
ξjΩ
(
x−Xj
bn
) ,
whereΩ(·) is a kernel function and bn is a bandwidth sequence. Motivated by Dikta [36], G(t) can be estimated by
1− Ĝn(t) =
∏
i:Xi≤t
(
n− Ri
n− Ri + 1
)1−̂un(Xi)
,
where Ri is the rank of Xi for i = 1, 2, . . . , n. See, e.g., [37,23] for the estimator Gˆn(t). Replacing the functions u(·) and G(·)
with the uˆn(·) and Gˆn(·) provides our first estimator of f (t)
f̂I(t) = 1nhn
n∑
i=1
ξiδi + (1− ξi)̂un(Xi)
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
. (2.1)
f̂I(t) reduces to the standard probability density estimator due to [11] with censored data if δi are observed completely,
i.e., ξi = 1, for i = 1, 2, . . . , n and Ĝn(t) in (2.1) is replaced by the Kaplan–Meier estimator of G(t)
Ĝn,KM(t) = 1−
∏
i:Xi≤t
(
n− Ri
n− Ri + 1
)1−δi
.
Another alternative is to replace δi in f˜BS(t) by u(Xi) for i = 1, 2, . . . , n, a direct application of the IPCW approach, and
yields the following quantity
f˜R(t) = 1nhn
n∑
i=1
u(Xi)
1− G(Xi)K
(
t − Xi
hn
)
.
This gives a consistent estimator of f (t) if u(·) is a known function by noting
E
[
1
hn
u(Xi)
1− G(Xi)K
(
t − Xi
hn
)]
= E
[
1
hn
E[δi|Xi]
1− G(Xi)K
(
t − Xi
hn
)]
= E
[
1
hn
δi
1− G(Xi)K
(
t − Xi
hn
)]
= E
[
1
hn
δi
1− G(Ti)K
(
t − Ti
hn
)]
= E
[
1
hn
K
(
t − Ti
hn
)]
= 1
hn
∫
K
(
t − u
hn
)
f (u)du −→ f (t) (2.2)
under Assumptions (C.f) and (C.K).
In practice, however, u(·) and G(·) are unknown. Naturally, one can define an estimator of f (t) to be f˜R(t) with u(·) and
G(·) replaced by ûn(·) and Ĝn(·), respectively. This provides us the second estimator
f̂R(t) = 1nhn
n∑
i=1
ûn(Xi)
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
. (2.3)
It should be pointed that the resulting estimator f̂R(t) is just the IPCW counterpart of the representation specified by Dikta
[36]. The latter has been investigated for density estimation by Cao and Jacome [10] in the absence of missing censoring
indicators; and by Subramanian [23] for survival estimation in the presence of missing censoring indicators.
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Let H(t) = P(X ≤ t), τH = inf{t : H(t) = 1} and pi(x) = P(ξ = 1|X = x). Let g(t) be the probability density of X . Let
f̂n(t) define one of the proposed estimators f̂I(t) and f̂R(t). Then we have the following theorem.
Theorem 2.1. Under all the assumptions given in Appendix A, for 0 < t < τH we have√
nhn
(̂
fn(t)− f (t)− (−1)k f
(k)(t)hkn
k!
∫
ukK(u)du
)
L−→ N(0, σ 2(t)),
where
σ 2(t) = f (t)
1− G(t)
∫
K 2(u)du+ u(t)(1− u(t))g(t)
(1− G(t))2
(
1
pi(t)
− 1
)∫
K 2(u)du.
Clearly, the asymptotic variance reduces to that of the kernel density estimator due to Blum and Susarla [11] when
pi(x) = 1 (i.e., the censoring indicators are observed completely). The asymptotic variance can be estimated consistently
by replacing f (t),G(t), u(t), pi(t) and g(t) in σ 2(t) by their estimators f̂n(t), Ĝn(t), ûn(t), p̂in(t) and ĝn(t), where ĝn(t) is the
kernel density estimator given by
ĝn(t) = 1nhn
n∑
i=1
K
(
t − Xi
hn
)
.
The following theorem states uniformly strong consistency of f̂n(t).
Theorem 2.2. Under all the assumptions given in Appendix B, we have
sup
0≤t≤τ0
|̂fn(t)− f (t)| a.s.−→ 0
for any τ0 such that 0 < τ0 < τH .
It is interesting to find that f̂R(t) has the same asymptotic variance and bias as those of f̂I(t). The two estimators, however,
may differ in their higher-order properties. Further, we will compare their finite-sample properties through simulations.
3. Bandwidth selection
Recall that f̂n(t) defines one of f̂I(t) and f̂R(t). f̂n(t) involves two smoothing parameters, or bandwidths, hn and bn.
Generally, the choice of the two bandwidths is crucial to the effective performances of the two estimators. Theoretically
speaking, one of the possible methods is to choose both hn and bn as the values which minimize the mean-squared error
(MSE) or the mean integrated squared error (MISE) of f̂n(t). It is noted that f̂n(t) depends on bn by m̂n(·), and f̂n(t) is affected
by m̂n(·) globally. This suggests that the effect of bn on f̂n(t)may cancel out each other. On the other hand, the (nhn)1/2-rate
asymptotic normality of f̂n(t) in Theorem 2.1 implies that the MSE andMISE have the following asymptotic decompositions
E (̂fn(t)− f (t))2 = σ
2(t)
nhn
+ h2kn
(
f (k)(t)
k!
∫
uk(u)du
)2
+ Rn1(hn, bn, t)
and
E
∫
(̂fn(t)− f (t))2dt =
∫
σ 2(t)dt
nhn
+ h2kn
(∫ [
f (k)(t)
k!
]2
dt
)(∫
uk(u)du
)2
+ Rn2(hn, bn)
with Rn1(hn, bn, t) = o((nhn)−1)+o(h2kn ) and Rn2(hn, bn) = o((nhn)−1)+o(h2kn ), respectively, where σ 2(t) is the asymptotic
variance of f̂I(t) and f̂R(t). This indicates that a proper choice of bn specified in condition (C.hnbn) of Appendix A does not
affect the first-order term of the MSE or MISE, though it might affect higher-order terms. This shows that the selection of bn
might not be so critical to f̂n(t), a result which is also verified in our simulation study. Next, we consider the selection of hn
only.
Indeed, bothMSE andMISE provide considerable insight. But, this is not very useful for selecting the bandwidths because
theminimizer of bothMSE andMISE contains some unknown quantities, which need to be estimated. Usually, estimators of
the unknown quantities concern newbandwidths. Thismotivates us to consider data-based bandwidth selectors. As pointed
out by Marron and Padgett [8], there has been considerable work done on data-based bandwidth selection. One of the most
promising methods is least-squares cross-validation, introduced by Rudemo [38] and Bowman [39]. Marron and Padgett [8]
extended thismethod to the case of right-censored data. Herewe further extend the least-squares cross-validation approach
to the case of missing censoring indicators.
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Fig. 1. Mean integrated squared error as a function of bandwidths hn and bn . The MISE surface is calculated from 1000 simulated values of f̂I (t), with
n = 60, CR = 20% and pi(x) = pi2(x).
In our case, the least-squares cross-validated bandwidth is the minimizer of
CV (hn) =
∫ {̂
fn(x)
}2
w(x)dx− 2n−1
n∑
i=1
f̂ (−i)n (Xi)
w(Xi)
1− Ĝn(Xi−)
Qn(Xi, δi, ξi), (3.1)
where f̂ (−i)n (·) is the ‘‘leave-one-out’’ version of f̂n(·), w(t) is a weight function used to eliminate endpoint effects, and the
term Qn(Xi, δi, ξi) denotes ξiδi + (1 − ξi)̂un(Xi) or ûn(Xi), respectively, according to whether f̂n(t) represents f̂I(t) or f̂R(t).
Let hopt,n be theminimizer of (3.1). Similarly to Marron and Padgett [8], we can establish asymptotic optimality, in the sense
that
ISEw(hopt,n)
inf
h
ISEw(h)
a.s.−→ 1,
where ISEw is the integrated weighted squared error defined by ISEw(h) =
∫
(̂fn(t)− f (t))2w(t)dt . Theoretical research on
bandwidth selection is beyond the scope of this paper. Further theoretical work on this problem will be done in a separate
work.
4. Simulation results
We conducted a simulation study to compare the finite-sample properties of the proposed estimators with those of the
complete case estimator, say f̂CC (t), and f̂BS(t) in (1.1), where f̂CC (t) is obtained by applying formula (1.1) to the subset of
the data for which we observe δ. f̂BS(t) is unobtainable in practice if any of the censoring indicators are missing, but each δ
is known in a simulation and thus we use f̂BS(t) as a ‘‘gold standard’’ for our comparisons.
The failure time T and the censoring time C were generated from exponential distributions. Given T and C , we know
X = T ∧ C and δ = I(T ≤ C) for each subject. We specified constant hazard rates of 1 and 14 for T and C , respectively, for a
20% censoring rate, 1 and 23 for a 40% censoring rate, and 1 and
7
3 for a 70% censoring rate. In addition, we used the logistic
model pi(x) = [1+ exp(−θ1− θ2x)]−1 to classify some of the censoring indicators as missing. Given X = x, the missingness
indicator ξ was set to 1 with probability pi(x); otherwise ξ was set to 0 (and δ was treated asmissing). Next, we denote pi(x)
by pi1(x) or pi2(x)when the corresponding average missingness rate is approximately 20% or 40%. When the censoring rate
(CR) was 20%, we set (θ1, θ2) to (1.25, 0.13) for pi1(x) and to (0.50,−0.10) for pi2(x). Similarly, for CR = 40%, we set (θ1, θ2)
to (1.25, 0.15) for pi1(x) and to (0.70,−0.28) for pi2(x). Finally, for CR = 70%, we set (θ1, θ2) to (1.00, 1.47) for pi1(x) and to
(0.15, 0.88) for pi2(x). For each choice of CR and pi(x), we generated 1000 samples of size n = 30, 60, and 120. With respect
to the kernel functions, we used K(u) = 15(1− u2)2/16 if |u| ≤ 1 and K(u) = 0 otherwise, and we also usedΩ(u) = 0.5
if |u| ≤ 1 andΩ(u) = 0 otherwise.
First, we studied the effects of (hn, bn) on MISE. For each combination of n, CR, pi(x) and (hn, bn), we generated 1000
samples and calculated the MISE from 1000 simulated values of each of the two estimators. Fig. 1 shows the results for f̂I(t)
when n = 60, CR = 20%, and pi(x) = pi2(x). The MISE values in Fig. 1 had little change for every fixed hn as bn varied, which
shows that the choices of bn were not critical for f̂I(t). Similarly, the choice of bn in our simulation had little impact on f̂R(t).
Hence, we need to consider the selection of hn only.
Next, we investigated how the optimal choice for bandwidth hn varied with bandwidths bn based on least-squares cross-
validation criterion. We used least-squares cross-validation to obtain hopt,n, the minimizer of CV (hn) in (3.1), for each bn in
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Fig. 2. Optimal bandwidth hopt,n against bandwidths bn . The hopt,n curve is the average hopt,n over 1000 replicate samples of size n = 60, with a censoring
rate of CR = 20% and a missingness rate given by pi2(x). These results are for f̂I (t).
Table 1
Mean integrated squared error (MISE) by sample size (n), censoring rate (CR), and missingness rate (pi ) for f̂BS(t), f̂R(t), f̂I (t) and f̂CC (t)
n Estimators CR = 20% CR = 40% CR = 70%
pi1(x) pi2(x) pi1(x) pi2(x) pi1(x) pi2(x)
f̂BS 0.0537 0.0536 0.0622 0.0626 0.0969 0.0960
f̂R 0.0546 0.0566 0.0635 0.0705 0.1206 0.1364
30 f̂I 0.0566 0.0594 0.0660 0.0692 0.1315 0.1349
f̂CC 0.0865 0.1400 0.0843 0.1335 0.1192 0.1616
f̂BS 0.0424 0.0419 0.0479 0.0484 0.0870 0.0872
f̂R 0.0415 0.0425 0.0478 0.0508 0.0981 0.1066
60 f̂I 0.0429 0.0437 0.0501 0.0534 0.1095 0.1166
f̂CC 0.0723 0.1229 0.0732 0.1233 0.1159 0.1661
f̂BS 0.0307 0.0301 0.0359 0.0359 0.0712 0.0715
f̂R 0.0294 0.0296 0.0330 0.0347 0.0734 0.0796
120 f̂I 0.0311 0.0308 0.0360 0.0377 0.0846 0.0917
f̂CC 0.0589 0.1086 0.0612 0.1131 0.1009 0.1550
Note: Each entry is calculated from 1000 simulated values of the corresponding estimator.
50 equidistant points on the (0, 1]. For every combination of n, CR, and pi(x), this was repeated for every estimator in each
of the 1000 samples; then the corresponding 1000 values of hopt,n for each estimator were averaged. Fig. 2 shows the results
for f̂I(t)with n = 60, CR = 20%, and pi(x) = pi2(x). The average values of hopt,n ranged from 0.406 to 0.438, indicating that
bn had little effect on the optimal choice of bandwidth hn for f̂I(t). Especially, the range of hopt,n is from 0.431 to 0.438 as bn
is taken to be larger than 0.3, and hence bn has much less effect in this case. Similarly, the optimal choice of hn for f̂R(t) did
not vary much with bn.
As above, we calculated the MISE values in Table 1 for the two proposed estimators and every combination of n, CR, and
pi(x). We set bn = n− 13 and hn equal to the least-squares cross-validated bandwidth. In most cases, regardless of the choice
of n, CR, and pi(x), the MISE values for the two proposed estimators were fairly similar to each other and were usually close
to the MISE for the gold standard, f̂BS(t). As expected, the MISE values decreased (i.e., performance improved) as the sample
size increased and as the censoring percentage decreased. Except for f̂BS(t), which always used the complete censoring
information, the MISE values also decreased as the missingness rate decreased (as expected). The MISE values for f̂BS(t)
differed slightly from pi1(x) to pi2(x) simply as a result of random fluctuation in the data generated in the two sets of 1000
samples. In every situation, both the proposed estimators performed better than the complete case estimator, as illustrated
by their smaller MISE values.
Finally, plots of the true probability density function and the average curves associated with the four estimators are
presented in Fig. 3 for samples of size n = 60. In each of the four subplots of Fig. 3,which correspond to the four combinations
of pi(x) and the lower two censoring rates, the solid line is the true probability density function. The other curves are the
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Fig. 3. True density function and average curves for f̂BS(t), f̂R(t), f̂I (t) and f̂CC (t). The solid curve is the true density curve. The other curves are averages of
estimates based on 1000 replicate samples of size n = 60. We depict f̂BS(t), f̂R(t), f̂I (t) and f̂CC (t) by dashed, plus, star and dash-dotted lines, respectively.
For bandwidths, we use bn = n−1/3 and hn is the minimizer of CV (hn). The plots on the left correspond to pi(x) = pi1(x) and those on the right to
pi(x) = pi2(x). The upper plots correspond to 20% censoring and the lower plots to 40% censoring.
averages of the 1000 density estimates corresponding to f̂I(t), f̂R(t), f̂BS(t) and f̂CC (t). Clearly, the complete case estimator
is the worst of the four estimators, as should be expected when a substantial amount of data is ignored. The proposed
estimators lead to average curves which are nearly identical to each other and much closer to the true curve than the
complete case curve, thus suggesting that the two proposed estimators are much less biased than f̂CC (t). Also, these two
curves follow the average curve associated with f̂BS(t) very closely.
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Appendix A. Proofs of asymptotic normality
We first list the regularity conditions below.
(C.f ): f (t) has bounded derivatives of order k ≥ 1.
(C.g): g(·) has bounded derivative of order k ≥ 1.
(C.u)i: u(x) has bounded derivative of order 1. k ≥ 1.
ii: u(x) has bounded derivative of order k ≥ 1.
(C.pi )i: pi(·) has bounded derivative of order k ≥ 1.
ii: infx pi(x) > 0.
(C.K ): K(·) is a continuous kernel function of order k ≥ 1 with bounded support.
(C.Ω): Ω(·) is a kernel function of order k ≥ 1 with bounded support.
(C.hn): hn → 0, nh2k+1n = O(1).
(C.hnbn)i: bnhn → 0.
ii: nhnb2kn → 0.
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Proof of Theorem 2.1. (a). We first prove Theorem 2.1 for f̂n(t) = f̂I(t). For f̂I(t), we have
f̂I(t)− f (t) =
[
1
nhn
n∑
i=1
δi
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
− f (t)
]
+ 1
nhn
n∑
i=1
(1− ξi)(u(Xi)− δi)
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
− 1
nhn
n∑
i=1
ξiδi + (1− ξi)u(Xi)
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
+ 1
nhn
n∑
i=1
ξiδi + (1− ξi)̂un(Xi)
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
:= In1(t)+ In2(t)+ In3(t)+ In4(t). (A.1)
For In1(t), we have
In1(t) = 1nhn
n∑
i=1
{
δi
1− G(Xi)K
(
t − Xi
hn
)
− E
[
δ
1− G(X)K
(
t − X
hn
)]}
+
{
1
hn
E
[
δ
1− G(X)K
(
t − X
hn
)]
− f (t)
}
+ 1
nhn
n∑
i=1
δi(̂Gn(Xi−)− G(Xi−))
(1− G(Xi))(1− Ĝn(Xi−))
K
(
t − Xi
hn
)
:= In1,1(t)+ In1,2(t)+ In1,3(t). (A.2)
Using Taylor’s expansion, by (C.f ) and (C.K ) we have
In1,2(t) = h−1n E
[
K
(
t − T
hn
)]
− f (t) = (−1)k f
(k)(t)hkn
k!
∫
ukK(u)du+ o(hkn) (A.3)
and
|In1,3(t)| ≤ (1− G(τ0))−1(1− Gˆn(τ0))−1 sup
0≤t≤τ0
|Gˆn(t)− G(t)| 1nhn
n∑
i=1
∣∣∣∣K ( t − Xihn
)∣∣∣∣ (A.4)
where τ0 is a constant such that 0 < t−hn < t+hn < τ0 < τH for sufficiently large n. Similarly toWang and Ng [40], it can
be proved that Ĝn(t) is n1/2-asymptotically normal. This implies
√
n|̂Gn(t) − G(t)| = Op(1). Note that G(t) is a continuous
distribution function. By the Pólya Theorem, the pointwise convergence holds uniformly. That is
sup
0≤t≤τ0
|̂Gn(t)− G(t)| = Op(n− 12 ). (A.5)
This together with (A.4) and the fact
1
nhn
n∑
i=1
∣∣∣∣K ( t − Xihn
)∣∣∣∣ p−→ f (t) ∫ |K(u)|du (A.6)
proves√
nhn|In1,3(t)| p−→ 0. (A.7)
Using arguments similar to those used in the proof of (A.7), it can be proved that
In2(t) = 1nhn
n∑
i=1
(1− ξi)(u(Xi)− δi)K
(
t−Xi
hn
)
1− G(Xi) + op((nhn)
− 12 )
:= I ′n2(t)+ op((nhn)−
1
2 ) (A.8)
and
In3(t)+ In4(t) = 1nhn
n∑
i=1
(1− ξi)(̂un(Xi)− u(Xi))
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
= 1
nhn
n∑
i=1
(1− ξi)(̂un(Xi)− u(Xi))
1− G(Xi) K
(
t − Xi
hn
)
+ op((nhn)− 12 )
= 1
nhn
n∑
i=1
(1− ξi)
1− G(Xi)
n∑
j=1
(δj − u(Xj))ξjΩ
(
Xi−Xj
bn
)
n∑
j=1
ξjΩ
(
Xi−Xj
bn
) K ( t − Xihn
)
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+ 1
nhn
n∑
i=1
1− ξi
(1− G(Xi))
n∑
j=1
(u(Xj)− u(Xi))ξjΩ
(
Xi−Xj
bn
)
n∑
j=1
ξjΩ
(
Xi−Xj
bn
) K ( t − Xihn
)
+ op((nhn)− 12 )
:= Mn(t)+ Rn(t)+ op((nhn)− 12 ). (A.9)
By (C.Ω), (C.pi ), (C.K), (C.hnbn) and using similar techniques used in the proof of (A.5) in [41], we have
Mn(t) = 1nhn
n∑
i=1
(1− ξi)
1− G(Xi)
(nbn)−1
n∑
j=1
(δj − u(Xj))ξjΩ
(
Xi−Xj
bn
)
pi(Xi)g(Xi)
K
(
t − Xi
hn
)
+ op((nhn)− 12 )
= 1
nhn
n∑
j=1
(δj − u(Xj))ξj 1bn
∫
1− pi(x)
pi(x)
1
1− G(x)Ω
(
x− Xj
bn
)
K
(
t − x
hn
)
dx+ op((nhn)− 12 )
= 1
nhn
n∑
j=1
(δj − u(Xj))ξj
∫
1− pi(Xj + bnu)
pi(Xj + bnu)
K
(
t−Xj
hn
− bnhn u
)
1− G(Xj + bnu)Ω(u)du+ op((nhn)
− 12 )
= 1
nhn
n∑
j=1
(δj − u(Xj))ξj
1− G(Xj)
1− pi(Xj)
pi(Xj)
K
(
t − Xj
hn
)
+ op((nhn)− 12 )
:= Mn1(t)+ op((nhn)− 12 ). (A.10)
Standard arguments can be used to prove
Rn(t) = 1nhn
n∑
i=1
1− ξi
1− G(Xi)
(nbn)−1
n∑
j=1
(u(Xj)− u(Xi))ξjΩ
(
Xi−Xj
bn
)
pi(Xi)g(Xi)
K
(
t − Xi
hn
)
+ op((nhn)− 12 ). (A.11)
Let Rn1(t) be the main term in (A.11). Let
ηn(Xi) = 1nbn
∑
j=1,j6=i
(u(Xj)− u(Xi))ξjΩ
(
Xi − Xj
bn
)
.
Then
Rn1(t) = 1nhn
n∑
i=1
(1− ξi)
1− G(Xi)
ηn(Xi)− E[ηn(Xi)|Xi]
pi(Xi)g(Xi)
K
(
t − Xi
hn
)
+ 1
nhn
n∑
i=1
(1− ξi)
(1− G(Xi))
E[ηn(Xi)|Xi]
pi(Xi)g(Xi)
K
(
t − Xi
hn
)
:= Rn1,1(t)+ Rn1,2(t). (A.12)
For Rn1,1(t), we have
E
[√
nhnRn1,1(t)
]2 ≤ 1
nhn
n∑
i=1
E
[
(ηn(Xi)− E[ηn(Xi)|Xi])2
(1− G(Xi))2pi2(Xi)g2(Xi)K
2
(
t − Xi
hn
)]
= 1
nhn
n∑
i=1
E
{
E[(ηn(Xi)− E[ηn(Xi)|Xi])2|Xi]
(1− G(Xi))2pi2(Xi)g2(Xi) K
2
(
t − Xi
hn
)}
≤ 1
hn
E
 (b2n)−1 ∫ (u(x)− u(Xi))2Ω2
(
Xi−x
bn
)
g(x)dx
(1− G(Xi))2pi2(Xi)g2(Xi) K
2
(
t − Xi
hn
)
≤ α0
hn
E

∫ ∣∣∣ x−Xibn ∣∣∣2Ω2 ( Xi−xbn ) g(x)dx
(1− G(Xi))2pi2(Xi)g2(Xi) K
2
(
t − Xi
hn
)
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≤ α0
hn
E
[
bn
∫ |v|2Ω2(v)g(Xi − bnv)dv
(1− G(Xi))2pi2(Xi)g2(Xi) K
2
(
t − Xi
hn
)]
≤ α0bn
hn
∫ K 2
(
t−x
hn
)
(1− G(x))2pi2(x)dx
∫ |v|2Ω2(v)dv + o(1)bn
hn
∫ K 2 ( t−xhn )
(1− G(x))2pi2(x)g(x)dx
= α0bn
(∫
K 2(u)du
(1− G(t − hnu))2pi2(t − hnu)
)∫
|v|2Ω2(v)dv
+ o(bn)
∫
K 2(u)du
(1− G(t − hnu))2pi2(t − hnu)g(t − hnu) −→ 0 (A.13)
by (C.g), (C.u)i and the continuity of G(·) and pi(·), where α0 is a constant. This proves√
nhnRn1,1(t) = op(1). (A.14)
By Taylor’s expansion for u(·) and g(·), we have
|√nhnRn1,2(t)| ≤ 1√
nhn
n∑
i=1
(1− ξi)
(1− G(Xi))
n−1
n |
∫
(u(Xi + bnu)− u(Xi))g(Xi − bnu)Ω(u)du|
pi(Xi)g(Xi)
∣∣∣∣K ( t − Xihn
)∣∣∣∣
≤ Cb
k
n√
nhn
n∑
i=1
1
pi(Xi)g(Xi)
∣∣∣∣K ( t − Xihn
)∣∣∣∣ = Op(√nhnbkn) = op(1) (A.15)
by (C.hnbn)ii. (A.12), (A.14) and (A.15) together prove
√
nhnRn1(t) = op(1) and hence√
nhnRn(t) = op(1). (A.16)
By (A.1)–(A.3), (A.7), (A.9), (A.10) and (A.16), it follows
f̂I(t)− f (t)− In1,2(t) = In1,1(t)+ I ′n2(t)+Mn1(t)+ op((nhn)−
1
2 ). (A.17)
By (C.f ) and (C.K ), we have
Var
(√
nhnIn1,1(t)
)
= 1
hn
E
δ
(1− G(X))2 K
2
(
t − X
hn
)
− 1
hn
E2
[
δ
1− G(X)K
(
t − X
hn
)]
=
∫
1
1− G(s)K
2
(
t − s
hn
)
f (s)ds− hn
[∫
K
(
t − s
hn
)
f (s)ds
]2
−→ f (t)
1− G(t)
∫
K 2(u)du := σ 21 (t).
Hence, the central limit theorem can be applied to proving√
nhnIn1,1(t)
L−→ N(0, σ 21 (t)). (A.18)
Under the MAR assumption we have
Var(
√
nhnI ′n2(t)) =
1
hn
E
 (1− ξ)(u(X)− δ)K
(
t−X
hn
)
1− G(X)
2
= 1
hn
E
 (1− pi(X))u(X)(1− u(X))K 2
(
t−X
hn
)
(1− G(X))2

=
∫
(1− pi(t − hnu))u(t − hnu)(1− u(t − hnu))K 2(u)
(1− G(t − hnu))2 g(t − hnu)du
−→ (1− pi(t))u(t)(1− u(t))g(t)
(1− G(t))2
∫
K 2(u)du := σ 22 (t) (A.19)
by (C.pi ), (C.u), (C.g) and (C.K ). Hence, the central limit theorem can be applied to proving√
nhnI ′n2(t)
L−→ N(0, σ 22 (t)). (A.20)
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By (C.u), (C.K ) and (C.pi ), under MAR we have
Var(
√
nhnMn1(t)) = 1hn E
[
(δj − u(Xj))2ξj
(1− G(Xj))2
(1− pi(Xj))2
pi2(Xj)
K 2
(
t − Xj
hn
)]
= 1
hn
E
[
u(Xj)(1− u(Xj))
(1− G(Xj))2
(1− pi(Xj))2
pi(Xj)
K 2
(
t − Xj
hn
)]
−→ u(t)(1− u(t))
(1− G(t))2
(1− pi(t))2
pi(t)
g(t)
∫
K 2(u)du := σ 23 (t). (A.21)
The central limit theorem can be applied to proving thatMn1(t) is asymptotically normalwith zeromean and variance σ 23 (t).
That is√
nhnMn1(t)
L−→ N(0, σ 23 (t)). (A.22)
Under the MAR assumption, we have
Cov(
√
nhnIn1(t),
√
nhnI ′n2(t)) =
1
hn
E
 (1− ξi)(δiu(Xi)− δi)K 2
(
t−Xi
hn
)
(1− G(Xi))2

= − 1
hn
∫ (1− pi(x))u(x)(1− u(x))K 2 ( t−xhn )
(1− G(x))2 dx
−→ − (1− pi(t))u(t)(1− u(t))g(t)
∫
K 2(u)du
(1− G(t))2 (A.23)
and
Cov(
√
nhnIn1(t),
√
nhnMn1(t)) = 1hn E
[
δ
1− G(X)
(δ − u(X))ξ
1− G(X)
1− pi(X)
pi(X)
K 2
(
t − X
hn
)]
= h−1n E
[
u(X)(1− u(X)) 1− pi(X)
(1− G(X))2 K
2
(
t − X
hn
)]
−→ u(t)(1− u(t)) (1− pi(t))g(t)
(1− G(t))2
∫
K 2(u)du. (A.24)
It is easy to see that
Cov(
√
nhnI ′n2(t),
√
nhnMn1) = 0. (A.25)
By (A.17), (A.18), (A.3), (A.20) and (A.22)–(A.25), Theorem 2.1 for fˆI(t) is then proved.
(b). We prove Theorem 2.1 for f̂R(t). Observe
f̂R(t)− f (t) =
(
1
nhn
n∑
i=1
δi
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
− f (t)
)
+ 1
nhn
n∑
i=1
u(Xi)− δi
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
+ 1
nhn
n∑
i=1
ûn(Xi)− u(Xi)
1− Ĝn(Xi−)
K
(
t − Xi
hn
)
:= Ln1(t)+ Ln2(t)+ Ln3(t). (A.26)
By (A.2), (A.3) and (A.7), it follows
Ln1(t) = In1(t) = 1nhn
n∑
i=1
{
δi
1− G(Xi)K
(
t − Xi
hn
)
− E
[
δ
1− G(X)K
(
t − X
hn
)]}
+ (−1)k f
(k)(t)hkn
k!
∫
ukK(u)du+ op((nhn)− 12 )
:= Ln1,1(t)+ (−1)k f
(k)(t)hkn
k!
∫
ukK(u)du+ op((nhn)− 12 ). (A.27)
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Similarly to (A.8), we have
Ln2(t) = 1nhn
n∑
i=1
(u(Xi)− δi)K
(
t−Xi
hn
)
1− G(Xi) + op((nhn)
− 12 )
= Ln2,1(t)+ op((nhn)− 12 ). (A.28)
Using similar arguments to that used in the proofs of (A.9), (A.10) and (A.16), we have
Ln3(t) = 1nhn
n∑
j=1
(δj − u(Xj))
1− G(Xj)
1
pi(Xj)
K
(
t − Xj
hn
)
+ op(nh−
1
2
n )
:= Ln3,1(t)+ op((nhn)− 12 ). (A.29)
By (A.26)–(A.29), it follows
f̂R(t)− f (t)− (−1)k f
(k)(t)hkn
k!
∫
ukK(u)du = Ln1,1(t)+ Ln2,1(t)+ Ln3,1(t)+ op((nhn)− 12 ). (A.30)
Clearly, Ln1,1(t) = In1,1(t), where In1,1(t) is defined in (A.2). Hence, by (A.2) and (A.18), it follows that√
nhnLn1,1(t)
L−→ N(0, V 21 (t)), (A.31)
where V1(·) = σ 21 (·) and σ 21 (·) is defined in (A.18).
Similarly to (A.3), it can be proved√
nhnLn2,1(t)
L−→ N(0, V2(t)), (A.32)
and √
nhnLn3,1(t)
L−→ N(0, V3(t)), (A.33)
where
V2(t) = u(t)(1− u(t))g(t)
(1− G(t))2
∫
K 2(u)du,
V3(t) = u(t)(1− u(t))
(1− G(t))2
g(t)
pi(t)
∫
K 2(u)du.
It can be calculated that
Cov(
√
nhnLn1,1(t),
√
nhnLn2,1(t)) = 1hn E
[
δ(u(X)− δ)
(1− G(X))2 K
2
(
t − X
hn
)]
−→ −u(t)(1− u(t))g(t)
∫
K 2(u)du
(1− G(t))2 , (A.34)
Cov(
√
nhnLn2,1(t),
√
nhnLn3,1(t)) = − 1hn E
[
(δ − u(X))2
(1− G(Xi))2
ξ
pi(X)
K 2
(
t − X
hn
)]
−→ −u(t)(1− u(t))g(t)
(1− G(t))2
∫
K 2(u)du (A.35)
and
Cov(
√
nhnLn1,1(t),
√
nhnLn3,1(t)) = 1hn E
[
δ
1− G(X)K
(
t − X
hn
)
(δ − u(X))ξ
1− G(X)
1
pi(X)
K
(
t − X
hn
)]
= 1
hn
E
[
δ(δ − u(X))ξ
(1− G(X))2
ξ
pi(X)
K 2
(
t − X
hn
)]
−→ u(t)(1− u(t))g(t)
(1− G(t))2
∫
K 2(u)du. (A.36)
By (A.30)–(A.36), Theorem 2.1 for fˆR(t) is then proved. 
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Appendix B. Proofs of strong consistency
(B.g): sup0≤t≤τ0 g(t) <∞ for any τ0 < τH .
(B.K )i: K(·) is a bounded continuous density function with bounded support in [−1, 1] satisfying K(cu) ≥ K(u) for
0 ≤ c ≤ 1.
ii: K(·) is of bounded variation.
(B.hn): hn → 0 and h−
1
2
n n−
1
2
√
log log n→ 0.
Proof of Theorem 2.2. We prove Theorem 2.2 for f̂I(t) only. The case of f̂R(t) can be proved similarly. Let ĜKM(t) be the
Kaplan–Meier product-limit estimator of G(·). Recalling the definition of In1(t) in (A.1), we then have
In1(t) =
[
1
nhn
n∑
i=1
δi
1− ĜKM(Xi−)
K
(
t − Xi
hn
)
− f (t)
]
+ 1
nhn
n∑
i=1
δi(̂Gn(Xi−)− ĜKM(Xi−))
(1− ĜKM(Xi−))(1− Ĝn(Xi−))
K
(
t − Xi
hn
)
:= Tn1(t)+ Tn2(t). (B.1)
By Mielniczuk [7], we have
sup
0≤tτ0
|Tn1(t)| a.s.−→ 0. (B.2)
Clearly
Tn2(t) = 1nhn
n∑
i=1
[
δi(̂Gn(Xi−)− ĜKM(Xi−))
(1− ĜKM(Xi−))(1− Ĝn(Xi−))
− δi(̂Gn(Xi−)− ĜKM(Xi−))
(1− G(Xi))2
]
K
(
t − Xi
hn
)
+ 1
nhn
n∑
i=1
δi(̂Gn(Xi)− ĜKM(Xi))
(1− G(Xi−))2 K
(
t − Xi
hn
)
(B.3)
:= Tn2,1(t)+ Tn2,2(t). (B.4)
For sufficiently large n, we have
sup
0≤t≤τ0
|Tn2,1(t)| ≤ sup
0≤τ≤τ0
{
( sup
t−hn≤s≤t+hn
|̂GKM(s)− Ĝn(s)|)
×
[
sup
t−hn≤s≤t+hn
∣∣∣∣ 1(1− ĜKM(s−))(1− Ĝn(s−)) − 1(1− G(s−))2
∣∣∣∣]
[
1
nhn
n∑
i=1
K
(
t − Xi
hn
)]}
≤
 sup
0≤s≤ τ0+τH2
|̂GKM(s)− G(s)| + sup
0≤s≤ τ0+τH2
|̂Gn(s)− G(s)|

×
 sup
0≤s≤ τ0+τH2
∣∣∣∣ 1(1− ĜKM(s−))(1− G(s−)) − 1(1− G(s−))2
∣∣∣∣

×
{
sup
0≤t≤τ0
∣∣∣∣∣ 1nhn
n∑
i=1
K
(
t − Xi
hn
)
− 1
hn
EK
(
t − Xi
hn
)∣∣∣∣∣+ h−1n sup0≤t≤τ0 EK
(
t − Xi
hn
))
. (B.5)
Let Hn(t) = n−1∑ni=1 I[Xi ≤ t]. Then, we have
sup
0≤t≤τ0
∣∣∣∣∣ 1nhn
n∑
i=1
K
(
t − X
hn
)
− 1
hn
EK
(
t − Xi
hn
)∣∣∣∣∣ ≤ 1hn sup0≤t≤τ0
∣∣∣∣∫ K ( t − shn
)
d(Hn(s)− H(s))
∣∣∣∣
≤ sup
0≤t≤τ0
|Hn(s)− H(s)| 1hn
∫ ∣∣∣∣dK ( t − shn
)∣∣∣∣ du
= O(h−1n n−
1
2
√
log log n), a.s. (B.6)
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On the other hand, we have
sup
0≤t≤τ0
1
hn
EK
(
t − X
hn
)
= sup
0≤t≤τ0
∫
K(u)g(t − hnu)du
≤ sup
0≤t≤ τ0+τ12
g(t) <∞. (B.7)
As h−1n n
− 12√log log n→ 0, (B.5)–(B.7) together prove
sup
0≤t≤τ0
|Tn2,1(t) a.s.−→ 0 (B.8)
using the facts sup0≤t≤τ ′0 |̂GKM(t) − G(t)|
a.s.−→ 0 and sup0≤s≤τ ′0 |̂Gn(s) − G(s)|
a.s.−→ 0 for any τ0 such that 0 < τ0 < τH (see,
e.g., Shorack and Wellner (1986), [40]). Similarly, we have
sup
0≤t≤τ0
|Tn2,2(t)| ≤ sup
0≤t≤τ0
(1− G(t + hn))−2 sup
0≤s≤τ0
|̂Gn(s)− GKM(s)|
[
1
nhn
n∑
i=1
K
(
t − Xi
hn
)]
−→ 0. (B.9)
From (B.1)–(B.3), (B.8) and (B.9), it follows that
sup
0≤t≤τ0
|In1(t)| a.s.−→ 0. (B.10)
For In2(t), we have
In2(t) = 1nhn
n∑
i=1
u(Xi)− δi − ξiu(Xi)+ ξiδi
1− G(Xi) K
(
t − Xi
hn
)
+ 1
nhn
n∑
i=1
(u(Xi)− δi − ξiu(Xi)+ ξiδi)
(
1
1− Ĝn(Xi−)
− 1
1− G(Xi−)
)
:= In2,1(t)+ In2,2(t). (B.11)
Let Hn1(t) = n−1∑ni=1 I[Xi ≤ t, δi = 1], H˜n1(t) = n−1∑ni=1 I[Xi ≤ t, ξi = 1], Hn11(t) = n−1∑ni=1 I[Xi ≤ t, δi = 1, ξi =
1], H˜1(t) = P(X ≤ t, ξ = 1) andH11(t) = P(X ≤ t, δ = 1, ξ = 1). Note that dH1(s) = u(s)dH(s) and dH11(s) = u(s)dH˜1(s).
Then
In2,1(t) = 1hn
∫
K
(
t − s
hn
)
u(s)d(Hn(s)− Hn1(s))
1− G(s) +
1
n
∫
K
(
t − s
hn
)
dHn11(s)− u(s)dH˜n1(s)
1− G(s)
= 1
hn
∫
K
(
t − s
hn
)
u(s)d(Hn(s)− H(s))
1− G(s) −
1
hn
∫
K
(
t − s
hn
)
d(Hn1(s)− H1(s))
1− G(s)
+ 1
hn
∫
K
(
t − s
hn
)
d(Hn11(s)− H11(s))
1− G(s) −
1
hn
∫
K
(
t − s
hn
)
u(s)(dH˜n1(s)− H˜1(s))
1− G(s) . (B.12)
Using the iterated logarithm of the empirical distribution function and empirical sub-distribution function, integration by
parts, and the bounded variation of K , it follows
sup
0≤t≤τ0
|In2,1(t)| = O(h−1n n−
1
2
√
log log n), a.s. (B.13)
Similarly to (B.8), it can be proved that
sup
0≤t≤τ0
|In2,2(t)| ≤ 4hn sup0≤t≤τ0
{
sup
t−hn≤s≤t+hn
∣∣∣∣ 11− Ĝn(s−) − 11− G(s−)
∣∣∣∣ sup
0≤t≤τ0
1
nhn
n∑
i=1
K
(
t − Xi
hn
)}
a.s.−→ 0. (B.14)
(B.11), (B.13) and (B.14) together prove
sup
0≤t≤τ0
|In2(t)| a.s.−→ 0. (B.15)
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Again using the fact sup0≤t≤τ ′0 |̂un(t)−u(t)|
a.s.−→ 0 and sup0≤t≤τ ′0 |̂Gn(t−)−G(t−)|
a.s.−→ 0 for any τ ′0 such that 0 < τ ′0 < τH ,
we get
sup
0≤t≤τ0
|In3(t)+ In4(t)| = sup
0≤t≤τ0
∣∣∣∣∣ 1nhn
n∑
i=1
(1− ξi)(̂un(Xi)− u(Xi))
1− Ĝn(Xi)
K
(
t − Xi
hn
)∣∣∣∣∣
≤ sup
0≤t≤τ0
{
sup
t−hn≤s≤t+hn
|̂un(s)− u(s)| sup
t−hn≤s≤t+hn
∣∣∣∣ 11− Ĝn(s−) − 11− G(s−)
∣∣∣∣
× (nhn)−1
n∑
i=1
K
(
t − Xi
hn
)}
+
(
1− G
(
τ0 + τH
2
))−1
sup
0≤t≤τ0
{
sup
t−hn≤s≤t+hn
|̂un(s)− u(s)|h−1n
n∑
i=1
K
(
t − Xi
hn
)}
a.s.−→ 0. (B.16)
By (A.1), (B.10), (B.15) and (B.16), we then prove Theorem 2.2. 
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