As cities throughout the developing world grow, they often expand more quickly than the infrastructure and service delivery networks that provide residents with basic necessities such as water and public safety. Why do some cities deliver more effective infrastructure and services in the face of rapid growth than others? Why do some households and communities secure better services than others? Answering these questions requires studying the large, politicized bureaucracies charged with providing urban services, and especially the relationships between frontline workers, agency managers, and citizens in informal settlements. Researchers investigating public service delivery in cities of the Global South, however, have faced acute data scarcity when addressing these themes. The recent emergence of crowd-sourced data offers researchers new means of addressing such questions. In this paper, we draw on our own research on the politics of urban water delivery in India to highlight new types of analysis that are possible using crowd-sourced data, and propose solutions to common pitfalls associated with analyzing it. These insights should be of use for researchers working on a broad range of topics in comparative politics where crowd-sourced data could provide leverage, such as protest politics, conflict processes, public opinion, and law and order.
As cities throughout the developing world grow, they often expand more quickly than the infrastructure and service delivery networks that provide residents with basic necessities such as clean water, sanitation, electricity, trash collection, and public safety.
Even when states do expand the territorial reach of services, they often fail to maintain existing infrastructure, detracting from service quality.
Why do some cities offer more effective infrastructure and services in the face of rapid urban growth than others? Why do some households and communities secure better services than others? Answering these questions requires studying the large, politicized bureaucracies charged with providing urban services. Urban service providers tend to be much larger, more complex entities than the organizations tasked with delivering comparable services in rural settings. Their complexity stems, on the one hand, from the more complicated nature of the infrastructure required to service urban populations.
Whereas rural and suburban areas typically rely on well water, high-density urban centers require large-scale, technically complex treatment and distribution systems, parts of which must be managed by specialists. Similarly, rural road and rail networks are not as technically complex as urban subways, bus rapid transit systems, or ring roads and associated pedestrian overpasses. The intricacy of urban service bureaucracies also stems from the greater number of personnel required to cater to the large and diverse populations receiving services. As a result, urban service delivery bodies tend to include elaborate organizational hierarchies with specialized roles, creating not only coordination difficulties, but also significant informational asymmetries between employees and supervisors. 1 Investigating variation in the quality and allocation of urban services requires examining decision-making within these extensive organizational hierarchies and paying close attention to interactions between frontline workers and citizens. It is particularly important to examine these bureaucracies' activities and relationships with citizens in informal settlements. Slums are, after all, where the bulk of the low-income population lives in cities of the Global South. Slum populations possess great need for basic infrastructure services such as water and policing, because private substitutes-where they exist-are often much more expensive and of poorer quality. Examining decisionmaking by different actors in these organizations, as well as their relationships with citizens, can shed light on why urban service providers extend state services, or provide better services, in some settlements than in others. Such analysis can also help one understand patterns of indirect provision in which public employees or elected officials allow private entrepreneurs or other actors to unofficially mediate access to state services.
For example, private water tankers may purchase bulk water from utilities (illegally or legally); similarly, independent electricity distributors may sell power siphoned off from state networks while state linemen look the other way (see Post, Bronsoler, & Salman, 2017) .
Considering the complex and highly politicized nature of service provision in informal settlements prompts us to revisit important theoretical debates in comparative 4 politics. In particular, it encourages us to examine street-level bureaucrats (SLBs) alongside more commonly studied intermediaries such as partisan brokers and neighborhood leaders, and pose questions that have received little attention within political science in recent decades. To what extent do SLBs exercise significant discretion-vis-à-vis their superiors because of information asymmetries in these complex bureaucracies-and make policy on the ground, as argued by Lipsky (1980) ? When they do possess significant autonomy, how do they choose to allocate services between groups or households? Do they respond to incentives similar to or different from those faced by intermediaries more commonly described in the literature? To what extent do SLBs balance the demands of "multiple principals," including not just their organizational superiors, but also local politicians, neighborhood leaders, and citizens?
One of the reasons we know so little about the politics of urban service provision in the Global South-and especially about the direct interface between citizens and providers-is that data is scarce due to information asymmetries and a lack of systematic data collection. While these problems plague all large bureaucracies, they take on stronger forms in cities of the developing world due to lower levels of state capacity and electronic record-keeping. The heads of service delivery bureaucracies often know very little about when and where water is flowing through a network, where beat cops are patrolling at a given point in time, or which teachers have arrived at school. They often possess little systematic data related to how citizens experience or perceive service delivery. It is therefore difficult to disentangle service delivery failures due to political will or principal-agent problems from those stemming from simple lack of data needed for oversight.
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The recent emergence of "crowd-sourced data," however, offers researchers new means of addressing such questions, as well as a range of other topics in comparative politics, such as protest dynamics, political conflict, public opinion, and corruption.
Crowd-sourced data refers to information sourced electronically from disparate individuals or groups. With respect to urban public services, data sourced from citizens (the "crowd" as typically conceived) can shed light on the quality and reach of services, as well as the performance of street-level bureaucrats. Data sourced from SLBs can also describe service quality and access, as well as SLB activities themselves.
In this paper, we draw on our own research on the politics of urban water delivery in India to highlight new types of analyses that are possible using crowd-sourced data, and propose solutions to common pitfalls associated with analyzing it. Specifically, we work with data collected by a social enterprise, NextDrop, to ease the burden imposed by intermittent water supply through crowd-sourcing. NextDrop incentivized water valvemen, the water utility employees charged with turning water off and on for particular city districts, to notify the company when they are opening valves via an automated voice response system. NextDrop used this data to send text message notifications to households regarding when they should expect their water to arrive.
Households, in turn, were asked to verify the accuracy of the reports that they receive through the same electronic system. NextDrop's novel data positioned us to speak to several important questions regarding the politics of urban service delivery and, especially, regarding the activities of SLBs. Our analysis suggests that the political economy literature on local public goods provision should pay far greater attention to SLB discretion and how decisions made by 6 SLBs affect service allocations, and service quality, and citizen perceptions of the state.
Our work also suggests that political science scholarship on intermediaries such as partisan brokers and neighborhood leaders should pay far greater attention to how individual characteristics such as familial and financial circumstances affect their behavior.
Our analysis also shows that while crowd-sourced data offers an important supplement to absent or biased sources of information, it must be treated with care. We show how inferential challenges such as selective reporting, inaccurate reports, information-sharing, and technical and organizational challenges present important hurdles for researchers. We then illustrate approaches to addressing these inferential and organizational challenges through groundtruthing, researching the selection process through which data is contributed, employing cluster-rather than household-level randomization to minimize information-sharing, and research partnerships.
THE POTENTIAL OF CROWD-SOURCED DATA
"Crowd-sourcing" has risen in prominence with increases in mobile phone and internet penetration, as well as growing digital literacy, worldwide. Drawing on a recent meta-analysis (Estellés-Arolas & González-Ladrón-de-Guevara, 2012), we define crowdsourcing as problem-solving or knowledge creation through distributed, electronic information-gathering processes. In other words, organizations make use of the expertise While crowd-sourced data is most prevalent in OECD countries given their high rate of smartphone penetration, it is increasingly available in the Global South, especially in cities. Basic cellphones, which can support text message-based crowd-sourcing, are now extremely common in cities of the developing world. In India, where our study is based, there are more than a billion mobile phone users with close to 603 million in urban areas. Access rates are very high in cities, with 165 mobile connections per 100 residents in urban areas, compared with 53 per 100 residents in rural areas (Telecom Regulatory Authority of India, 2017, p. i). Residents of informal urban settlements are typically equipped with cell phones. Meanwhile, smartphones-which allow for more complex forms of crowd-sourcing-are increasingly common. As prices have fallen, usage across the developing world has increased dramatically: smartphone ownership rates rose from a median of 21% in 2013 to 37% in 2015 (Poushter, 2016) . The advent of cheaper smartphone technology suggests that crowd-sourced data will be increasingly useful for the study of rural phenomena as well. For example, recent low-intensity riots in small, rural towns in India were reportedly instigated using the messaging app, WhatsApp (Raza, 2017; Yadav, 2015) .
Researchers, policymakers, activists, and citizens have begun to turn to crowdsourced data as a means of understanding social and political phenomena, especially where state-collected data is scarce. Non-governmental organizations (NGOs), governments, businesses, and-to a lesser extent-academics are pioneering the use of crowd-sourced data to better understand the quality and reach of local public services, and improve their delivery.
2 Some systems solicit information from citizens regarding the quality, timing, and reach of services, as well as service gaps, integrating this information into real time information systems. For example, the Water Integrity Network, an NGO working in India, launched an app that crowd-sourced information about water, air, and soil quality (Sachdev, 2017) . Similarly, the Mtrac application allows UNICEF to monitor disease outbreaks based on real time reports from health workers (UNICEF, 2012b).
City-administered call centers and web-based complaint systems, such as New York's 311 system and Boston's "CitizensConnect" app, amass new information from citizens on local service deficiencies such as potholes and burnt out street lights. The transportation sector has perhaps witnessed the most innovation of this type (Offenhuber, 2017) . Waze, for example, collects information from users of its mobile phone app regarding traffic conditions. Academics have also crowd-sourced data from riders to map paratransit routes and provide information on traffic conditions in developing countries (Ching, Zegras, Kennedy, & Mamun, 2013; Klopp et al., 2014) .
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Governments, NGOs, and researchers have also used crowd-sourced data to obtain better information about policy areas in which citizens tend to underreport problems through official channels. State data regarding crime, corruption, and service deficiencies, for instance, can be wildly inaccurate in countries with low state capacity because citizens often expect reports will not be acted upon, and may even fear the consequences of reporting. A variety of initiatives have encouraged citizens to report problems anonymously online. For example, the Brazilian WikiCrimes project validates crowd-sourced crime reports and shares them with local officials (Furtado, Caminha, Ayres, & Santos, 2012) . In India, I Paid a Bribe crowd-sources information on corruption, and in Tanzania, the Taarifa web-application encourages communities to
report on their problems related to water and sanitation (Iliffe, Sollazzo, Morley, & Houghton, 2014) .
Governments and aid organizations increasingly crowd-source citizen feedback on spending priorities and other aspects of public policy. For example, local governments in India and Brazil have launched electronic systems to solicit citizen input on budgetary priorities (Touchton & Wampler, 2014) . 3 UNICEF has launched U-report in Uganda, an application that allows citizens to voice their opinions on particular development projects (UNICEF, 2012a). Research on the effectiveness of such citizen engagement is in its infancy; more research is required to understand the linkages between crowd-sourced technology, citizen engagement, and policy outcomes (Peixoto & Fox, 2015) .
While we focus here on applications to public service delivery, researchers and policymakers have also begun using crowd-sourced data to examine a range of other phenomena of interest to political scientists. Some efforts focus on the measurement of political attitudes or ideology (Barberá, 2015; Boutet, Antoine, Hyoungshick Kim, and Eiko Yoneki, 2012; Calvo, 2015; Jamal, Keohane, Romney, & Tingley, 2015) , while others have used crowd-sourced data to map political protests and understand their dynamics (Barberá & Metzger, 2013; Breuer, Landman, & Farquhar, 2012; Starbird & Palen, 2012; Vaccari et al., 2015) . For example, researchers can conduct text analysis to analyze retweets and comments, aggregate data to estimate protest intensity and duration, and conduct social network analysis to find patterns (e.g., Barberá, 2013; Barberá & Metzger, 2013) . Scholars have also tracked conflict activity using similar techniques (e.g., van der Windt & Humphreys, 2014). Others have used crowd-sourced data from social media and other sources to measure and understand undocumented behaviors, such as movements by unregistered refugees (Carlson, Jakli, & Linos, Forthcoming) ; similar data could also be used to understand the activities of informal sector workers. These potential applications of crowd-sourced data to political phenomena are summarized in Table 1 . 
Public opinion
• Alternative source of data on political attitudes and ideology • Relationship between attitudes and exposure to networks, media, etc.
Law and order
• Crime rates • Corruption among police • Behavior of undocumented populations or informal sector activity
NEXTDROP'S CROWD-SOURCED DATA ON WATER INTERMITTENCY
NextDrop's crowd-sourcing system, the source leveraged in our research, was developed to collect and disseminate data on a critical dimension of service quality in urban public services: service frequency and predictability. Service frequency and predictability has received very little attention in the literature, in large part because so little data on it exists. Throughout the developing world, intermittency and unpredictability are the hallmarks of public service delivery: buses do not run on a standard schedule, water supplies are variable in terms of arrival times, and electricity blackouts occur unexpectedly. For example, 400 million people worldwide rely on intermittent water, often receiving services only a few days a week for a few hours (van den Berg & Danilenko, 2011) . Published water schedules in newspapers or on the walls of local water offices often depart significantly from actual practice because utilities themselves lack the resources to purchase the sensors necessary to produce real time information regarding water allocations. 4 Service unpredictability can be particularly onerous for lowincome populations, because someone must spend time waiting at home for water arrival 12 to be able to fill household storage containers. Substitutes such as vended water tend to be much more expensive than municipal water. Higher income households, in contrast, can afford pumps that automatically fill household tanks when water services commence, as well as the load-bearing roofs that such tanks require.
NextDrop developed a novel, crowd-sourced approach to generating information about service timing, intended to help households cope with water intermittency. In their system, utility employees called "valvemen" called a toll-free number when opening and closing valves in specific "valve areas." NextDrop then sent free text message notifications to individual households, which it had cataloged by valve area through the collection of household GPS coordinates, to let them know when their water would arrive. The NextDrop system thus generated two types of crowd-sourced data: reported valve opening and closing times from valvemen working within the water utility, and accuracy checks from consumers who do not work for the utility. While the valvemen data is atypical in the sense that it is sourced from contractors for the utility, the ensuing discussion will show that the standard inferential challenges cited for crowd-sourced data apply more generally.
Given the aforementioned high rates of cell phone penetration in urban India, millions of households could potentially benefit from such a system. NextDrop rolled out this system in the Indian cities of Hubli-Dharwad (population 1 million), Mysore (population 900,000), and Bangalore (population 8 million) with the permission of each city's state-owned utility. 
Strategies Adopted to Address Inferential Challenges
In this section, we describe strategies to help compensate for the inferential difficulties likely to arise when working with crowd-sourced data, using illustrations from our research. Descriptive inference, we show, can be improved through explicitly examining the selection process through which data is contributed and conducting groundtruthing exercises with data collected "on the ground," such as surveys and ethnographic observation. Causal inference regarding the impact of crowd-sourced notifications on citizens could be improved through the use of cluster-level rather than household-level random assignment. Finally, we review strategies for surmounting the major logistical and technical challenges associated with collecting and analyzing crowd-sourced data, such as our water intermittency data, including incentivizing contributions and technical partnerships.
Improving Descriptive Inference: Selection Bias and Correctives
NextDrop's data, like other types of crowd-sourced data, potentially suffered from selection bias. Unlike traditional household surveys, which are based on a well-defined sampling frame, crowd-sourced data is typically collected from a distributed network of users about whom one often possesses limited information. Datasets comprised of crowdsourced data often suffer from selection bias as a result, especially when data is collected through the internet or smartphones (which can leave out large portions of the population) or when analysts limit their searches to "geo-tagged" data, which includes location information. 9 In the case of the water valve opening and closing reports
NextDrop solicited from water valvemen, one main danger was selective reporting:
though NextDrop solicited notifications from the entire set of valvemen in areas where it operated, valvemen might not submit notifications for each valve operation. If certain 9 Only a small percentage of social media data is geo-referenced, because this requires obtaining user consent or extracting location information from posted messages using automated text analysis. For example, approximately 25% of Tweets are geo-tagged (Bryant, 2010; DuVander, Adam, 2010) . On the general point of selection bias in crowdsourced data, see Mayer-Schönberger and Cukier (2013) and Offenhuber (2017, p. 169 Groundtruthing-i.e., comparing crowd-sourced data with a small sample of systematically collected data from the "ground" in order to gauge accuracy-can illuminate selective patterns of reporting, suggesting where crowd-sourced data may yield biased measures and thus where correctives or adjustments need to be made.
Scholars using remote sensing data such as satellite and radio imagery have long assessed data accuracy through groundtruthing. Archeologists, for example, compare satellite imagery of archeological sites with ground surveys of particular areas chosen to verify the interpretation of particular shapes and features (e.g., Hargrave, 2006) . Groundtruthing can also be profitably employed to understand the representativeness of crowd-sourced data. Censuses or other surveys following systematic sampling procedures can provide particularly good benchmarks because they do not select respondents based on their ability to report data through crowd-sourcing mechanisms. 10 Researchers can also systematically assess reporting patterns through qualitative research, using interviews and participant observation to gain a better understanding of potential biases in reporting patterns.
We utilized both quantitative and qualitative groundtruthing strategies to detect bias stemming from selective reporting in NextDrop's valveman report data. One quantitative exercise compared the number of reports submitted by each valveman against the utility's official supply schedule, calculating the number of reports received from each valveman as a percentage of the number of expected reports. While the actual supply schedule deviates from the official supply schedule, such deviations usually occur during a given day; valvemen rarely skip a neighborhood's allotment for a given five-day window. This helped identify valvemen who were not contributing as often as they should be, as well as local utility offices ("service stations") with concentrations of underperforming valvemen. Our analysis of this data suggested that there was significant variation both at the individual level (within a given service station) and across service stations. 11 Note that an alternative approach-less useful for our case, because NextDrop had enrolled the full set of water valvemen in particular areas in their system-is to counter selection bias by deliberately selecting a systematic sample of participants, each of whom possesses the ability and inclination to contribute. 12 Rates of selective reporting would likely be far lower within such a sample.
We also employed qualitative groundtruthing to understand patterns of nonreporting. We selected valvemen across the spectrum of non-reporting rates to interview and "shadow" during their normal work routine. We grappled with the difficulty of establishing valid counterfactuals as we designed our impact evaluation of NextDrop's services on household welfare, political attitudes, and participation. The main inferential challenge we faced was that households receiving information about expected water timings could share the information with neighbors. We verified our initial hunches about the problem of information sharing by conducting a small telephone survey with a systematic sample of existing NextDrop customers in Bangalore, finding that those who thought the service useful said that they shared information about water arrival times with neighbors. However, notification information would only be useful within the same valve area, or the area serviced through the same water valve.
In cases like this, where crowd-sourced data is only useful within a circumscribed geographic area, researchers may be able to prevent information-sharing from affecting study results by employing cluster-level rather than individual-level randomization. Such research designs typically require a large number of clusters to obtain sufficient statistical power, which may or may not be feasible depending on the research setting.
In our study of the household-level impacts of NextDrop's water notifications, we followed this approach, randomizing at the cluster-rather than household-level. Our 120 clusters were separated from one another by a street or two. Because valve areas only encompassed 50-200 households and water notification information was only useful within a valve area, this was sufficient to prevent information-sharing almost entirely. An alternative approach is to measure information spillovers explicitly. In such cases, researchers can randomly assign clusters to different levels of treatment, with varying proportions of individuals in different clusters being eligible for treatment. Researchers then assess the extent of spillover within treatment groups by measuring if untreated members in treated clusters in fact receive treatment, as well as whether or not they exhibit the hypothesized effects of treatment.
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Addressing Organizational and Technical Challenges
There are also numerous organizational and technical challenges associated with collecting and analyzing crowd-sourced data, particularly if one wants to amass data consistently over time rather than for a short period. First, the entity or organization interested in collecting data must somehow incentivize contributors effectively over time, especially if contributors do not benefit directly from data collection (Parikh, 2015) .
Second, organizations typically collect crowd-sourced data using complicated new technologies that require significant technical and organizational infrastructures to develop and administer. In addition, securing approval for the deployment of crowdsourcing approaches may require delicate negotiations with government officials.
Incentivizing Contributions over Time
Contributions to crowd-sourcing systems must be incentivized since users can often "free ride," governments and other entities may not respond to crowd-sourced feedback, and contributors may not even benefit from the contributed data (World Bank, 2016, p. 164) .
Incentives can be financial or non-financial, depending on the context. Some organizations pay contributors. Amazon Mechanical Turk, for example, is a crowd-based online marketplace where tasks are completed by "turkers" for an advertised price.
Similarly, researchers have offered internet café and phone credits to encourage participation in studies involving internet usage and text messaging (Bailard, 2012; Grossman, Humphreys, & Sacramone-Lutz, 2014) . Meanwhile, organizations such as Wikipedia, Waze, and Twitter rely on non-financial incentives that focus on building community norms or appealing to contributors' self-images to encourage data reporting (Parikh, 2015) .
The NextDrop case also illustrates the importance of establishing robust organizational and technical infrastructure for incentivizing contributions of crowdsourced data. Recognizing that its system benefitted households who received notifications as well as the water utility's management more than the valvemen, NextDrop experimented with several means of incentivizing valvemen to contribute accurate data on a regular basis. In its first location, the medium-sized Indian city of Hubli-Dharwad, NextDrop experimented with a variety of incentive schemes involving in-kind rewards for valvemen. NextDrop claimed that this first approach secured reasonably high rates of valveman participation (AUTHOR, 2018). NextDrop judged this method to be too labor-intensive, and therefore adopted an alternative approach as they scaled-up in Bangalore. There, NextDrop entered a formal MOU with the state water utility, which instructed the valvemen's supervisors to cooperate with NextDrop.
NextDrop delivered reports to valvemen's supervisors on a weekly basis that detailed individual reporting rates, giving supervisors the information needed to enforce compliance. Our groundtruthing exercises in Bangalore revealed that this new approach did not work effectively: in our study area, approximately 70% of valvemen submitted notifications regularly, but at least two-thirds of the notifications submitted were 25 inaccurate. These findings illustrate the importance of instituting effective schemes that not only elicit information, but correct information. NextDrop's efforts to obtain citizen feedback on the water notifications proved even less effective, as they failed to solicit feedback regularly and when they did so, they received very few responses.
Surmounting Technical, Organizational, and Political Challenges
Collecting and analyzing crowd-sourced data pose major technical, organizational, and political challenges for social scientists. Crowd-sourcing applications handle large datasets, which are difficult to collect and analyze using traditional techniques. In some cases, it may be necessary to obtain political or regulatory approval to work with crowd-sourced data. In addition, the exact collection and storage protocol followed by third parties, such as Twitter or Facebook, may not be public informationeven if some crowd-sourced data is publicly accessible. Social scientists have employed two strategies to address these technical and logistical challenges: interdisciplinary collaborations with colleagues in computer science, civil engineering, and information schools; 20 and research collaborations with organizations collecting crowd-sourced data, such as Facebook and Google (e.g., Bond & Messing, 2015 collecting and disseminating the valvemen data. The firm's software developers and field teams developed and executed systems for physically mapping hundreds of valve areas using GPS, collecting GPS coordinates from thousands of households, and collecting notifications from valvemen and feedback from households in an automated fashion. This was a major undertaking given that existing water system maps were out-of-date and inaccurate, especially in informal settlements. GPS coordinates were difficult to collect due to tall buildings, narrow streets, and weak data network connectivity; and the multiple languages spoken by city residents did not always display well on mobile devices. Needless to say, our small team of university-based social scientists was not equipped to develop and maintain such technical and organizational infrastructure.
Partnering with NextDrop in this research also provided us with access to the crowdsourced valveman reports, which allowed us to examine biases and inaccuracies in the data. NextDrop also secured the political approval for our impact evaluation, which involved convincing authorities to delay their rollout in a section of the city and only offer services to our designated treatment group.
WHAT CROWD-SOURCED DATA TELLS US ABOUT PRINCIPAL-AGENT PROBLEMS IN URBAN SERVICE DELIVERY
What were we ultimately able to learn about the politics of urban service delivery in the Global South-especially service delivery in informal settlements-through our analysis of NextDrop's crowd-sourced data? The water timing data NextDrop collected from Bangalore's valvemen ultimately proved most useful for understanding relationships between water valvemen and the utility. Our Bangalore survey data suggests that the individuals charged with managing household water supply-typically women-27 rarely turned to neighborhood leaders or politicians regarding water complaints. Over 60% of our respondents in low-income neighborhoods reported contacting water valvemen with service problems, while less than 10% contacted a local leader or city councillor. This suggests that political scientists should devote more energy to examining the everyday interactions between frontline workers and citizens, and the extent to which frontline workers like valvemen exercise significant discretion in such interactions. Anand, 2012; Björkman, 2015, p. 161 ), yet they also emphasize the extent to which water valvemen derive autonomy from significant information asymmetries (see Björkman, 2015) . While our survey data suggests that citizens rarely if ever approach anyone other than valvemen with water problems, some valvemen did report that local politicians contacted them. Understanding how SLBs balance the expectations and demands of multiple "principals"-including supervisors, local politicians, and citizens-is an important avenue for future research. Such research could draw on multiple types of information, including crowd-sourced data.
CONCLUSION AND IMPLICATIONS
Urban service delivery in the Global South is extremely important but very difficult to study. The bureaucracies charged with providing basic necessities, such as transportation, infrastructure, water and sanitation, and policing, possess complex hierarchies and underlying service delivery infrastructure. We currently know little about the internal workings of these bureaucracies or how citizens experience them. Yet such knowledge is fundamental to understanding why some states cope more effectively than others with urban growth-extending services to new populations-while others do not.
Until recently, it has been extremely difficult to obtain quality data on urban service delivery in the Global South. Crowd-sourced data constitutes a new source of information about patterns of allocation and service quality, as well as about the activities of employees of the bureaucracies delivering these services. Reasonably accurate data submitted by utility employees or citizens can provide information about patterns of allocation and service quality when service providers do not themselves possess accurate information. It can also provide governments with a means of obtaining citizen feedback on spending priorities. Even inaccurate data supplied by employees at the behest of management provides a means of examining principal-agent problems in urban service providers.
Crowd-sourced data also promises to provide analytic leverage on a host of other questions of interest to political scientists. Scholars have already begun to exploit this data to examine phenomena like protest and online forms of political participation, political conflict, and public opinion. Relatedly, scholars have begun to use crowdsourced data to better understand undocumented populations, such as unregistered refugees. There are also numerous areas in which businesses and other entities are using such data that our discipline has yet to exploit. For example, data from crowd-sourcing platforms focused on corruption, traffic conditions (including police presence), and crime have received very little scholarly attention.
This paper has outlined strategies for addressing some of the main pitfalls to be avoided when pursing these exciting analytic opportunities. First, scholars must consider various threats to descriptive inference. Data may be contributed selectively, and contributed data may be inaccurate. Each of these problems can lead to biased descriptions of the phenomena under investigation. Scholars can engage in groundtruthing exercises to identify selection processes and assess measurement error by 31 utilizing surveys involving systematic sampling and qualitative research. We expect these strategies to be useful across a wide range of subject and geographic areas.
Scholars interested in examining the impact of crowd-sourcing processes, such as social media usage on social and political phenomena, face another set of challenges. The fact that technology users can share information very easily means that it can be difficult to locate a reasonable comparison group. Drawing on studies of information-sharing in other contexts, we discuss two main approaches to addressing this problem: clusterrandomized experiments when information-sharing is limited to specific geographic areas, and experimental approaches that explicitly measure the extent to which information-sharing occurs.
Most formidable, perhaps, are the organizational and technical challenges associated with working with crowd-sourced data. Collecting and analyzing such data requires very high levels of technical sophistication, and often a well-developed organizational apparatus that provides appropriate incentives for contributors. It may also be necessary to develop and nurture political relationships to ensure data access. These challenges can be addressed, at least in part, through interdisciplinary collaborations or by partnering with organizations that dedicate themselves to collecting such data.
