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Abstract. Existing clustering techniques have many drawbacks and this 
includes being trapped in a local optima. In this paper, we introduce the 
utilization of a new meta-heuristics algorithm, namely the Firefly algorithm 
(FA) to increase solution diversity. FA is a nature-inspired algorithm that is 
used in many optimization problems. The FA is realized in document clustering 
by executing it on Reuters-21578 database. The algorithm identifies documents 
that has the highest light intensity in a search space and represents it as a 
centroid. This is followed by recognizing similar documents using the cosine 
similarity function. Documents that are similar to the centroid are located into 
one cluster and dissimilar in the other. Experiments performed on the chosen 
dataset produce high values of Purity and F-measure. Hence, suggesting that the 
proposed Firefly algorithm is a possible approach in document clustering. 
Keywords: Firefly algorithm, partitional clustering, hierarchical clustering, text 
clustering. 
1 Introduction 
Clustering is a process of grouping documents into a cluster. Similar documents are 
grouped in the same cluster and dissimilar documents in another cluster [I]. 
Furthermore, it is an unsupervised learning that does not require pre-defined classes 
for the intended documents. In general clustering algorithms can be classified into two 
categories; hierarchical clustering and partition clustering algorithms [2,3]. 
Hierarchical clustering algorithm is a technique to build a hierarchy of clusters. 
There are two approaches of this technique [I]. The first approach is agglomerative 
hierarchical clustering which started by working fiom bottom to top, meaning that 
every object in a single cluster is merged based on similarity between clusters [4]. The 
second approach is the divisive hierarchical clustering which operates from top to 
bottom. In this approach, objects in cluster are separated using one of the partition 
clustering techniques. In undertaking a hierarchical clustering, one does not require to 
determine the number of output clusters [5 ] .  On the other hand, Partition clustering 
returns an unstructured set of clusters. Partition techniques have some drawbacks; 
they require a pre-defined number of cluster and an initial cluster centers. This paper 
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uses Weight-based Firefly Algorithm (WFA) in a divisive hierarchical clustering to 
overcome such problems. The proposed WFA attempts to overcome the problem of 
trapping in local optima (of identifying the k number of clusters) by using Firefly 
Algorithm (FA). The total weight of document is assigned as the initial light intensity 
of a firefly. Furthermore, the attractiveness between documents is later undertaken 
based on Euclidean distance. The proposed approach then fmds the center of cluster 
that produces the highest brightness. 
The remainder of the paper is structured as below: In section 2, we provide related 
work. Section 3, present the proposed Weight-based Firefly Algorithm (WFA) 
approach. The evaluation is presented in section 4, followed by the conclusion in 
section 5. 
2 Related Works 
Text clustering is a useful technique for organizing text documents as clusters, the 
similar text is in one group and dissimilar text is in another group [6]. One of the most 
famous clustering techniques is the K-means which is classified as a type of 
partitioning clustering. Another well-known algorithm is the Principal Direction 
Divisive Partitioning (PDDP) for divisive hierarchical clustering [7]. Divisive 
clustering is one type of hierarchical clustering that it is used to construct a hierarchy 
of clusters. One drawback of divisive clustering is its low performance, hence, leading 
to the combination with Intelligent Swarm methods. Particle Swarm Optimization 
algorithm is one type of Intelligent Swarm methods that it is integrated with divisive 
clustering approach [8]. The experiment result indicates high performance and 
robustness with lower running time. 
The K-means algorithm has been widely utilized in the domain of clustering. 
Nevertheless, due to its random initial centroids, work has been repofted to fall into 
local optima. Such situation has led researchers to integrate K-means with 
optimization techniques such as Particle Swarm Optimization algorithm (PSO) [9]. 
However, the result of the proposed sequential approach was no better than having 
PSO as an individual clustering method. Despite such result, it was learned that for 
the Wine and Iris [lo] datasets, the combination of K-means and PSO generate better 
.results. 
Another type of Intelligent Swarm methods is the Firefly Algorithm (FA). Firefly 
algorithm was developed by Xin-She Yang in 2007 at Cambridge University. It has 
two important issues, the light intensity and the attractiveness. For optimization 
problems, the light intensity, I, of a Firefly at a particular location, x, can be 
determined by I(x) a f(x). The attractiveness P is relative. It changes depends on the 
distance between two fireflies 1111. Firefly algorithm is utilized in many optimization 
problems such as image processing which it is used to search for multiple thresholds 
[12]. Furthermore, the performance of Firefly algorithm was also studied in numerical 
clustering 1131. The objective function of such work was to minimize the distance 
between a center and the documents. The result was efficient, robust, and reliable that 
generates optimal cluster centers compared with two nature inspired algorithms; 
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Particle Swann Optimization (F'SO) and Artificial Bee Colony (ABC). The proposed 
FA solved the local optima problem but the number of k cluster was pre-defined. 
There has also been effort in integrating FA and K-means for data clustering. The 
FA was employed to find the center of clusters while the K-means was utilized in 
finding its clusters [14]. The proposed hybrid KFA minimized the intra-cluster 
distance and reduced the clustering error compared to the K-means, PSO and KPSO. 
However, this hybrid approach was implemented only on numerical data sets. In 
addition, a hybrid of Firefly Algorithm and K-harmonic Means algorithm was also 
undertaken on numerical data sets [15]. In this paper, we propose a clustering 
technique utilizes FA to identify the initial cluster center using an objective function 
that is formulated based on the term frequency of a document. The FA will also 
identify documents that will be grouped into the identified centroid. 
3 Method 
Theproposed Weight-based Firefly Algorithm consists of the following steps: 
3.1 Data Preprocessing 
The data preprocessing is an important phase in web mining as it extract various 
information from websites and represent it as a database. This phase includes seven 
steps and they are follows. First, extraction of important text is done, the tags that 
contains title and body. Second, the selected text is cleaned from digit and special 
characters. Each text from documents that was cleaned is split to words. All of the 
words in each document are analyzed for its length. If the words length is less than 
two then it will be removed because it is useless in search process otherwise remain. 
Fifth, the stop words is removed fiom the list of words and this includes words like 
the, on, in, etc. The sixth step is on utilizing a sternmer algorithm that transforms a 
word into its root. Lastly, the word frequency is calculated based on its occurrence in 
the document [17]. 
3.2 Development of Vector Space Model 
Vector space model VSM has been widely used to represent data in document 
clustering. Each document is represented as a vector in the vector space (61. The VSM 
includes several steps: In the first step, a term-frequency (IT) database is created. The 
rows include terms (words) and the columns represent the documents. The 
intersection between row and column contain the occurrence of each terms (term 
frequency) [16]. Secondly, a normalized matrix is created that where the occurrence 
of terms is normalized between (0, 1) through calculate the length of each document 
by using equation 1 [17]: 
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Where, m is the number of term in a collection, V is the tern frequency, d is the 





Where, TF is term frequency. Then the weighting matrix tf-idf is created to find the 
weight of each term in the document [17]. In order to do so, we need to calculate the 
inverse documents frequency idf by using equation 3: 
i d f  = log N / d f t  (3) 
Where, N is the total number of documents in the collection, dft is the number of 
documents in the collection that contain a term. Following to that, we determine the 
weight of a term by using equation 4 [17]: 
The total weighted of each document is obtained using equation 5: 
m 
Where, j is the number of documents, i is the number of the terms. 
3.3 Text Clustering 
Firefly algorithm has two important features, (a): the light intensity and (b): the 
attractiveness. In an optimization problems, the light intensity I of a firefly at a 
particular location x can be determined using objective function f(x). The 
attractiveness p is relative. It changes depending on the distance between two fireflies. 
The attractiveness P formula is shown in equation 6 [l 11: 
The movement of one document i to another document j is determined based on 
equation 7: 
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Where, Xi is the position of first document; Xj is the position of second document 
in training data set. 
In this paper, we propose that each document is represented by a single firefly and 
the total weight of the document is the initial brightness I of the firefly. The highest 
brightness is indicated by the highest total weight value and represents the best point. 
The best point hence indicates the center of a cluster. The distance between two 
documents is then calculated using Euclidean distance function [14] as shown in 
equation 8: 
Euclidean distance(xi, xi) = (8) 
The WFA is used to determine document in the collection that has the highest 
brightness and is later used as centroid of cluster. Once this is done, we then find the 
similar documents for the centroid using cosine similarity matrix. Documents having 
high similarity value is located in the first cluster while the ones with lower values in 
a second cluster. Such an approach requires threshold. The cosine intra-similarity is 
defined in equation 9 [5 ] :  
Where, Ci is the output cluster, j is the number of terms in the collection, Xj is the 
documents in cluster C, Vj is the center of cluster. 
The second cluster that contains documents with low similarity value against the 
centroid will again enter the text clustering phase (weight-based firefly algorithm to 
find new centroids). The process of finding a centroid and its cluster continues until it 
reaches the last document. The proposed Weight-based Firefly Algorithm is shown in 
Figure 1. 
Generate Initial population of firefly randomly xi where i=l, 2, .., n, 
n=number of fireflies (documents). 
Initial Light Intensity, I=total weight of document. 
Define light absorption coefficient 7, initial y=l 
Define the randomization parameter a, a=0.7 
Define initial attractiveness Po = 1.0 
While t < N 
For i=l to N 
For j=l to N 
If (total weight Ii < total weight Ij) { 
Calculate distance between i, j using equation 8. 
Calculate amactiveness using equation 6. 
Move document i to j using equation 7. 
Update light intensity I' = 1' + P 
End For j 
End Fori 
LOOP 
Rank to find best document. 
Fig.1. The proposed Weight-based Firefly Algorithm (WFA) 
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4 Evaluation 
The proposed WFA is tested on a standard text classification dataset which is the 
Reuters-21578 [18]. In the undertaken experiment, data is divided into three sets; two 
parts are used for training and one part is used for testing. The training data is used to 
build the clusters of documents and 'the test data is used to measure the clustering 
quality of the proposed algorithm. Two data collection h m  Reuters-21578 was 
chosen which are the RE0 and RE1 . Description of the chosen documents is presented 
in Table I [19]. 
Table I. Description of Data 
As for the evaluation, the Classification Error Percentage (CEP) [12], Purity and F- 
measure [I91 are used as performance measurement. CEP is calculated by counting 
the number of documents that is wrongly classified. It is shown in equation 10 [13]: 
number of wrong classified documents 
CEP = * 100 (10) 




Purity on the other hand is a measure of clustering quality [19]. The purity 
depends on the maximum number of documents in class hk and in cluster Cj 




















To measure the accuracy, the F-measure [19] is empIoyed and it depends on the 
recall and precision values [20]. The total F-measure is the summation average of F- 
measure for all class. The equation to collect maximum value of F-measure is in 
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Where: R(Q~, 5)is recall measure and p(Qk, $)is precision measure. The 
equation for total F-measure is in equation 14 [19]: 
2 I?I Total F - measure = - - * rnax(~(&)) 
The CEP, Purity and F-measure results are shown in Table 11. Form the table, it is 
noted that the first dataset, REO, has CEP of 23.9, purity of 0.7089 and F-measure of 
0.5535. As for the RE1, the CEP is equal to 21.9, while its purity and F-measure are 
0.7890 and 0.5768 respectively. Based on literature, it is learned that a good 
clustering is when the CEP value is low and the F-measure and Purity values are high 
[19]. Hence, the obtained result of CEP which is less than 30, and Purity and F- 
measure values higher than 0.5 indicates that the Firefly algorithm produces good 
clusters. 
Table TI. Result of WFA 
5 Conclusion 
A new approach for document clustering is presented using a meta-heuristics 
algorithm which is the Firefly. In this paper, we propose that each document is 
represented by a single firefly and the total weight of a document is the initial 
brightness of the firefly. The point (document) with the highest brightness is later 
identified as the centroid. Such an operation is assumed to be a new approach in 
utilizing Firefly in document clustering. Such an approach operates by defining that 
the significance of total weight of documents is equal to the light intensity in firefly. 
In theory, the fiefly which has the highest light will attract other fireflies. Hence, in 
this work, the proposed WFA uses the highest total weight of document to represent 
the centroid and attract other documents based on similarity between centroids and 
docurnents.The performance of the proposed WFA is tested on a standard text 
classification dataset which is the Reuters-21578 and is evaluated using three 
performance measurements which are the Classification Error Percentage (CEP), 
Purity and F-measure. The obtained results indicated that the proposed Weight-based 




Additionally, the proposed WFA can be operationalized in the form of a search 
engine. It could be used to optimize the organization of index file structures into 
clusters. Hence, may lead to a better precision and recall of a search engine and 
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