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Protein  conformation  has  been  recognized  as the  key  feature  determining  biological  function,  as  it  deter-
mines  the  position  of  the  essential  groups  speciﬁcally  interacting  with  substrates.  Hence,  the  shape  of
the cavities  or grooves  at the  protein  surface  appears  to drive  those  functions.  However,  only  a  few stud-
ies  describe  the  geometrical  evolution  of  protein  cavities  during  molecular  dynamics  simulations  (MD),
usually with  a crude  representation.  To  unveil  the dynamics  of  cavity  geometry  evolution,  we  developed
an  approach  combining  cavity  detection  and  Principal  Component  Analysis  (PCA).  This  approach  was
applied  to four systems  subjected  to  MD  (lysozyme,  sperm  whale  myoglobin,  Dengue  envelope  protein
and  EF-CaM  complex).  PCA  on  cavities  allows  us  to perform  efﬁcient  analysis  and  classiﬁcation  of the
geometry  diversity  explored  by a cavity.  Additionally,  it reveals  correlations  between  the  evolutions  of
the cavities  and  structures,  and  can even  suggest  how  to modify  the  protein  conformation  to induce a
given  cavity  geometry.  It also helps  to perform  fast  and consensual  clustering  of conformations  according
to cavity  geometry.  Finally,  using  this  approach,  we show  that  both  carbon  monoxide  (CO)  location  and
transfer  among  the different  xenon  sites  of myoglobin  are  correlated  with  few  cavity  evolution  modes  of
high amplitude.  This  correlation  illustrates  the link  between  ligand  diffusion  and  the  dynamic  network
of  internal  cavities.
©  2014  The  Authors.  Published  by Elsevier  Inc. This  is an  open  access  article  under  the CC  BY-NC-ND. Introduction
.1. Function, conformation and cavities: impact of dynamics
Proteins exert their function through interactions with other
roteins, nucleic acids, substrates, etc. These interactions, in turn,
epend on the protein conformation in a broad sense, which shapes
he interaction interfaces, thus making functional interactions pos-
ible [1,2]. An important feature of protein shape is the existence of
avities inside them or grooves at their surface. A favorable geom-
try of these cavities and grooves allows surrounding amino-acids
 here called the “pocket” – to mediate multiple contacts suppor-
ing interactions or catalysis. Protein cavities, due to this propensity
o make numerous contacts, are a common subject of research,
oth for functional analysis and drug design. In drug design, virtual
creening is performed with an active site or an allosteric pocket,
here the binding of a molecule is expected to block (or activate)
∗ Corresponding author. Tel.: +33 140613693; fax: +33 145688719.
E-mail addresses: nathan.desdouits@pasteur.fr (N. Desdouits), nilges@pasteur.fr
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ttp://dx.doi.org/10.1016/j.jmgm.2014.10.011
093-3263/© 2014 The Authors. Published by Elsevier Inc. This is an open access article unlicense  (http://creativecommons.org/licenses/by-nc-nd/3.0/).
the protein function. To select the molecules that are most likely
to bind, various “energy” or scoring terms can be used. Among
these terms, shape complementarity clearly emerges as a key fac-
tor [3–5]. Small cavities can also reveal packing defects, which
impact protein stability [6]. Furthermore, cavities are involved in
the diffusion of water and small ligands in proteins, for example in
myoglobin and cytochrome p450 [7–10].
Beyond static conformations, the dynamic evolution of struc-
tures also governs protein functions. Indeed, motions ranging from
side chain rotations in active sites to major domain motions are
involved in the control of protein function [11–13].
The relation between the conformation (atomic coordinates)
and cavity geometry has been extensively studied [14–16]. Unfor-
tunately, most studies are restricted to one or a few static
structures. One exception is the case of globins, in which ligand
diffusion is functionally important. In this case, dynamic analysis
of cavities already revealed speciﬁc relations [17–20]. However,
to the best of our knowledge, a quantitative and detailed analy-
sis of the evolution of cavity geometry has rarely been performed
until now. Most existing quantitative studies use exclusively simple
descriptors of cavity geometry such as its surface area, its volume
or the position of its geometric center [16]. Remarkably, dedicated
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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Nomenclature
MD  molecular dynamics
PCA Principal Component Analysis. Principal compo-
nents are sometime called mode by analogy
with vibrational analysis. Principal components are
abbreviated PC
Cavity an empty or water-ﬁlled volume at the surface or
inside a protein that can contain a molecule, and is
distinct from the bulk solvent. Here, a groove at the
surface is also called cavity by extension
Pocket amino-acids surrounding a cavity
atomic coordinates space descriptor space for atomic struc-
tures, the coordinates of each atom.
cavities space descriptor space for cavities. Here cavities are
deﬁned on a regular Boolean grid; points in cavity
have a value of 1, points within protein atoms or
bulk solvent have a value of 0
atomic trajectory a collection of atomic coordinates for a
protein (e.g. the usual output of a MD  run)
cavity trajectory a collection of cavity descriptors for a pro-
tein.
step space index space pointing to steps of a trajectory;
hence, one index points to the corresponding step
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ethods to study cavity dynamics have mostly been developed
ecently [21–26].
.2. Deﬁnition of cavities
At ﬁrst sight, it might seem easy to describe cavities in a pro-
ein structure. However, it requires sophisticated algorithms to
ake a relevant assignment due to the complex and somewhat
ubjective nature of cavities. Contrary to attributes such as sec-
ndary structure, which can be deﬁned by atomic coordinates with
ittle ambiguity, largely varying deﬁnitions can be proposed for
avities. The most common deﬁnitions are Lee and Richards’ sol-
ent accessible surface, Connolly surface, Voronoi tessellation, and
lpha-spheres [27–29]. A vast number of very small cavities are
resent between the packed spherical atoms. These small void
paces have to be discriminated from relevant cavities that can
nclose a ligand to avoid pointless complexity. Furthermore, lim-
ts have to be established to separate solvent accessible cavities
grooves) from the bulk solvent. These limits have to be drawn with
ractical but nonetheless subjective criteria since no real physi-
al boundary exists. Finally, cavities can be encoded in different
ays during computation, using grids, list of spheres, facets, etc.
he encoding can inﬂuence the geometric description of cavities
nd how they can be manipulated.
.3. Applications of cavity analysis
Cavities have been analyzed to explain biological processes.
oticeably, enzymatic cavities of numerous proteins have been
horoughly studied, in terms of volume, surrounding amino acid
omposition, and possible evolution during catalysis as in methane
onooxygenase or lysozyme [30,31]. Furthermore, packing defects
re important for protein function, as they give space for atomic
otions, or even for water or ligand diffusion, as in cytochrome
450[9,10] and myoglobin [7]. These defects lead to a trade-off
etween protein stability and ﬂexibility. Similarly, cavities between
rotein domains allow larger motions and structural transitionsphics and Modelling 55 (2015) 13–24
to appear [32]. Examples for such transitions can be found in the
Dengue virus E protein [33] and during the EF-CaM association [34].
Drug design is another domain in which cavity analysis is impor-
tant, because the cavity deﬁnes the shape in which the ligand has
to ﬁt during virtual screening. Virtual screening software packages
often use cavity detection algorithms as a ﬁrst step before actually
placing the ligand [35,3]. A few software packages use geometric
or energetic criteria to score cavities by druggability [36]. A major
issue actively discussed in drug design is the modeling of pocket
ﬂexibility as it affects ligand binding [37,38]. In this context, tools
to analyze the dynamics of cavity geometry should be essential to
select relevant protein conformations in a virtual screening cam-
paign. Furthermore, information gathered on the relation between
the evolutions of cavities and those of structures can be used to
take cavity ﬂexibility into account or to model new pocket confor-
mations.
Interestingly, results from virtual screening on modeled pro-
tein conformations are encouraging. For example, docking on MD
structures can improve the results [39]. Other conformation build-
ing methods such as pressurization [40], fumigation [41] or SCARE
[42] have been extensively used to build conformations in silico
by various biased sampling methods. Nonetheless, the application
of isotropic constraints or arbitrary bias on the protein struc-
ture in these methods does not make use of the unconstrained
pocket ﬂexibility, and thus can produce conformations that can
be rather irrelevant. In this perspective, it would be interesting to
select structures having a given cavity geometry (e.g. wider) from
a preexisting set of conformations (e.g. from MD), but approaches
performing this selection on comprehensive geometric criteria are
still rare [39]. More speciﬁcally, providing analysis of the sponta-
neous evolution of cavity geometry in ﬁne detail to guide selection,
sampling or building procedures has, to the best of our knowl-
edge, never been tried, and could bring a clear improvement to
drug design projects involving virtual screening.
1.4. Work outline
In this article, we address the characterization of the evolu-
tion of cavity geometry in dynamical protein systems. For this,
we performed a parallel Principal Component Analysis (PCA) on
the protein structures and on the associated cavities. Hence, cav-
ities were calculated on series of MD structures and encoded in
a suitable format for the PCA analysis, which was adapted for the
speciﬁcity of the cavity objects. This analysis was tested on different
protein systems. To evaluate its robustness, we chose systems with
different sizes and involving different types of functional motion
(lysozyme, Dengue virus E protein, EF toxin of anthrax coupled
with calmodulin, myoglobin; Fig. 1). We  also compared different
programs having slightly different deﬁnitions to detect cavities
(gHECOM [43] and mkgrid, an in-house program).
This dual analysis characterizes how the cavity geometry evo-
lutions correlate with that of the protein conformation. The ﬁrst
few principal components (PC) of structures and cavities displayed
substantial temporal correlations, which faded in subsequent com-
ponents. Those correlations support the signiﬁcance of this parallel
analysis, but also highlights speciﬁc information brought by direct
analysis of cavity evolution. Interestingly, we found that it is also
possible to build new protein conformation along cavity principal
components. We  found that these built conformations had cavity
geometries remaining closer to the principal components than any
of the cavities derived from the original trajectory. Hence, beyond
an analysis tool, this methodology also proved to be a powerful
building instrument.
We  found that a limited number of PCA components can
well describe the cavity evolution. This facilitates manipulations
and allows us to apply the approach on different problems. For
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Sig. 1. Systems used in this study. The initial structure of the four systems used in
his  article and their mkgrid cavities.
xample, we illustrate below how to cluster cavities according to
heir geometries in order to select a diverse set. We  also applied
CA to myoglobin, an extensively characterized system. Our results
re consistent results with those previously described on func-
ional cavities (distal pocket and xenon cavities) [44]. Interestingly,
he frequency of cavity occurrence mapped the carbon monoxide
inding free energy landscape [45]. We  found that the hopping of
arbon monoxide between cavities correlated with the ﬁrst few
avity components. This underlines the important role of cavity
exibility in the diffusion processes of small ligands in proteins.
These results support the relevance of the analysis and demon-
trate the convenience of the “step-space/cavity-space/structure-
pace” parallel formalisms to analyze and grasp functional cavity
volution.
. Theoretical methods
.1. Cavity deﬁnition
We  used programs deﬁning cavities on Boolean grids, which is
ssential for subsequent analyses. A cavity is deﬁned as the vol-
me  accessible to a small solvent probe (sphere of 1.4 A˚ radius)
elimited by a “solvent accessible surface” [27], but inaccessi-
le to the “bulk solvent” delimited with a larger probe. This
llowed us to detect “grooves”, peripheral cavities or clefts, which
an be important for the biological activity of proteins and
hich were also considered as “cavities” here. Adjacent cavity
rid points were clustered into connected independent cavities,
nd small cavities (<12 A˚3) were discarded. Cavity trajectories
ere obtained by calculation of cavities on each conformation
f atomic trajectories. Details on calculations are provided in
ection 3.phics and Modelling 55 (2015) 13–24 15
2.2. Principal Component Analysis in step space
By deﬁnition, a Principal Component Analysis (PCA) is per-
formed by diagonalization of the covariance matrix V of a list of
descriptors D. In the case of atomic coordinates, the descriptors
Datoms are the atomic coordinates of each atom for each step, which
have a size of 3natoms × s, with s the number of steps in the trajec-
tory. For cavity sets, the descriptors Dcav are the states of each grid
points for each step of the trajectory. The state is 1 if the grid point
is located in a cavity for this step, else 0. To reduce the size of the
descriptors, only the grid points that are in state 1 in at least one
step in the trajectory are considered. This list of grid points of size
ncav is called the domain of deﬁnition of the cavity sets. Thus, Dcav
has a size of ncav × s. Note that, to make a relevant analysis of the
internal motions of a protein, it is necessary to align the structures.
This alignment is particularly crucial for the cavity analysis since
their descriptors are deﬁned on a static grid. The covariance matrix
used in PCA is calculated on the centered descriptors M,  deﬁned
for all steps i as Mi = Di − C, with C = 〈Di〉. Noticeably, this center-
ing switches the cavity sets representation from Booleans to real
numbers.
The usual deﬁnition of PCA uses the covariance matrix in the
descriptor space: Vdesc = 1/s  · M · MT, of size n × n. The diagonaliza-
tion of the covariance matrix yields a list of eigenvectors vi, which
are the directions of evolution of the principal components PCi. The
eigenvalues, i, both give the variances explained by vi and the
magnitudes of PCi.  Since the principal components are already in
the descriptor space, they can be directly visualized.
PCA can also be performed with the covariance matrix in the
step space: Vstep = 1/s  · MT · M,  of size s × s thanks to favorable math-
ematic identities shown in SI. Interestingly, although Vdesc and Vstep
have different dimensions, they share the same non-zero eigen-
values, and their eigenvectors are easily related (see SI). Thus,
eigenvectors in coordinate space vi can be recalculated from their
corresponding eigenvector in step space. It is advantageous to per-
form the calculation in the step space when s < ncav, which is true
most of the time.
Remarkably, performing the calculations in step space enables
the comparison of principal components for cavity sets and atomic
coordinates, as the matrices have the same sizes and refer to the
same entities, i.e. the steps of the trajectory.
2.3. Projection and reconstruction of cavities
To project a cavities or atomic coordinates vector R on a given
component vj , the average coordinate C is subtracted from it for
consistency with the PCA calculation. This yields the formula: pj =
(R − C) · vj .
Like for the atomic coordinates, cavities can be reconstructed
along a principal component, vj . For that, a vector of real numbers,
Gr
i,j
() = Ccav
i
+  · vi,j , is calculated on each point i of the deﬁni-
tion domain on the grid. Then a vector of Booleans, Gb is built on
the same grid as Gb
i,j
() = 0 for Gr
i,j
() < coff and Gbi,j() = 1 oth-
erwise. This Boolean truncation is noted: Gb
i,j
() = (Gr
i,j
() ≥ coff ).
Tests monitoring the Iself curves (see below) obtained with various
coff values and protein systems suggested to use a coff value of 0.5,
which was  kept for all subsequent calculations.
2.4. Atomic coordinates built along step space components
Reconstruction of atomic trajectories can be made along any
vector in the steps space. Hence, atomic structures can be built
along cavity principal components in step space, vcav
i
as: Ratoms() =
Catoms +  · Matoms · vcav
i
. Values of  are usually limited so that the
projection along the component does not exceed the maximum
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rojection observed in the trajectory. However, to probe the lim-
ts of the method, additional structures were built beyond that
imit to test how distorted and unrealistic they would be. Then,
avities can be calculated on the reconstructed structures with
he same program, gHECOM or mkgrid, and compared with the
argeted theoretical cavities, Gr
i
() = Ccav +  · Mcav · vcav
i
or their
oolean truncation, Gb
i,j
() = (Gr
i,j
≥ coff ).
.5. Comparison of principal components from different spaces
When PCAs are performed in the step dimension, cavity and
tomic components or eigenvectors can readily be compared
ecause they have the same dimensions, and are expressed as lin-
ar combination of the same trajectory steps. Comparison can be
uantiﬁed with RMSIPn (Root Mean Square Inner Product [46,17]):
MSIPn =
(
n∑
k=1
1
n
n∑
l=1
(
vcavl · vcoordk
)2)1/2
(1)
e use a value of n = 10 as in Ref. [46,17] as it covers the relevant
omponents in our applications.
.6. Synthetic cavities
Two synthetic cavity trajectories were generated as a control
o test the effect of discretization and truncation on PCA. One was
enerated by stretching a centered cubic cavity from 10 A˚ to 20 A˚ by
.05 A˚ steps on both sides along the x-axis and discretization on a
.5 A˚ step size grid. The same procedure was applied on a spherical
avity (radius of 5 A˚) to generate the second trajectory.
.7. Quantiﬁcation of the Boolean truncation effect
PCA can readily be applied to atomic positions since they are
xpressed as real quantities. However, for Boolean objects such as
avities in our description, it appeared convenient to use interme-
iate real representations for the PCA calculations followed by a
oolean truncation. This however, introduces some non-linearity.
dditionally, s is often smaller than ncav and then, the s eigenvectors
f the cavity trajectory, vcav
step,i∈[1,s], form an incomplete basis set that
nly spans a subspace of the entire cavity ncav-dimension space. As a
esult, Boolean truncation of a vector given by a linear combination
f vi can “breach” out of its original s-dimension sub-space. Here,
e specify a target cavity as a displacement, cav, from the aver-
ge cavity of the original trajectory, Ccav: Gr = Ccav + cav, followed
y a truncation to Boolean space, resulting in Gb = (Gr ≥ 0.5). Four
elated indices ranging from 0 to 1, named Iself, Icomp, Isub and Iother,
re used to quantify the deviation between the target displacement
cav and the effective one, Gb − Ccav.
Iself is the fraction of the effective displacement along the direc-
ion of cav. To simplify notations here, we choose v1 to be along
cav; v1 = cav/ ‖ cav ‖:
self =
(Gb − Ccav) · v1
‖ Gb − Ccav ‖
here ‖X‖ denotes the norm of vector X in the full ncav dimension
pace. The larger the Iself values, the closer the cavities to the com-
onent used in the reconstruction. A value of 1 indicates colinearity
ith v1 and a value of 0 indicates orthogonality.
Isub is the fraction of the effective displacement in the subspace
eﬁned by the original trajectory:sub =
(
s∑
i=1
(
Gb − Ccav
‖ Gb − Ccav ‖ · vi
)2)1/2phics and Modelling 55 (2015) 13–24
Icomp is the fraction of the effective displacement in the subspace
deﬁned by the other components within the original trajectory
subspace:
Icomp = (I2sub − I2self )
1/2
Finally, Iother is the fraction of the effective displacement ortho-
gonal to cav:
Iother = (1 − I2self )
1/2
2.8. Measure of similarity of two cavities
We  deﬁned a similarity index between two  cavities i and j by
applying the Jaccard index to their Boolean descriptors:
Sij =
Gb
i
∩ Gb
j
Gb
i
∪ Gb
j
The more classical normalized dot product measure that can apply
to real-valued cavities was also used when appropriate:
Srij =
1
||Gb
i
|| ||Gb
j
||
ncav∑
l=1
Gbi,lG
b
j,l
3. Simulation methods
3.1. Protein systems and dynamics
Three 120 ns trajectories were calculated with different seeds
and recorded every 10 ps for hen egg white lysozyme and myo-
globin. The NAMD program [47] was used with the CHARMM22
force ﬁeld.
For the lysozyme (PDB entry: 2LYZ), the protein was solvated in
a rectangular solvent box of size 70.4A˚ ×52.3 A˚ ×49.0 A˚ containing
5192 water molecules in addition to the 101 crystal water. The pos-
itive charges of the protein were neutralized by adding 8 chloride
ions. Atoms with high energy (>10 kcal/mol) were ﬁrst minimized
by 100 steps of steepest descent in the CHARMM program. Then
the solvent was  heated and equilibrated at 300 K (Langevin cou-
pling constant of 100 ps−1) in a 10 ps molecular dynamics with the
protein ﬁxed. The system was then equilibrated by performing 1 ns
molecular dynamics at 310 K with NAMD. The Particle Mesh Ewald
algorithm was  used to calculate electrostatics. The Langevin cou-
pling constant was set to 0.1 ps−1. The cutoff distance was set to
12 A˚ for nonbonded interactions, and the time step was 1 fs. The
production simulations were run with the same parameters.
For the myoglobin trajectories, the CHARMM test case
“mbco4958” was  used [48], which is composed of a pre-solvated
system (4958 water molecules) with a carbon monoxide molecule
(CO) located in the heme distal binding site. The whole system (pro-
tein, heme, CO and water) was  in a 55.5 A˚ cubic box. The proximal
histidine 93 was  bound to the heme iron, while the CO was kept free.
The 1 ns equilibration of the system and the three 120 ns simula-
tions were performed with the same protocol as for the lysozyme
simulations described above.
Additionally, we  calculated a 10 ns trajectory of dengue E pro-
tein (PDB entry: 1OKE). The system was  solvated with 39,852 water
molecules in a rectangular box of size 180A˚ ×90 A˚ ×85 A˚. The sys-
tem was simulated with the same parameters as for the lysozyme,
except for the temperature (300 K) and the Langevin coupling con-
stant (1 ps−1).
Finally, the last 10 ns from a previously published 15 ns MD  of
EF-CaM complex with 2 bound calcium ions were also used [34].
N. Desdouits et al. / Journal of Molecular Gra
Table  1
Number of atoms and lengths of the trajectories used in this article.
Protein system # protein atoms Traj. lengths
Dengue E protein (dimer) 12,258 10 ns
Anthrax EF-CaM complex 9942 15 ns
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Hen egg white lysozyme 1960 120 ns ×3
For analysis, water molecules and ions were removed from all
rajectories, and each structure was aligned onto the ﬁrst struc-
ure of the corresponding trajectory by least-square ﬁt on all heavy
toms (except CO). See Table 1 for a summary of the trajectories
izes and lengths.
.2. Cavity detection and protein volume
Cavities were calculated on Boolean grids with either gHECOM
43] or mkgrid, a program developed in the laboratory, which limits
avity extension based on curvature and produce smaller cavities.
he grid spacing was set to 0.5 A˚ for both programs. Hence, we
pproximate the cavity volume as the sum of the volumes (0.125 A˚3
ach) of the grid cells marked as cavities. The solvent probe sphere
ad a radius set to 1.4 A˚. The “bulk solvent” probe sphere radius was
et to 10 A˚ for mkgrid, and to 3 A˚ for gHECOM, to limit the size of
he cavity sets to tractable levels. Both programs were run on each
onformation of the atomic trajectories without water or ions (and
ithout CO in the case of myoglobin). Analyses were usually per-
ormed on cavity sets of 1000 or 10,000 steps, with equally spaced
ime steps whenever possible, although we have tested the analysis
ith up to 36,000 steps on myoglobin.
The protein envelope was deﬁned as the set of grid points that
re not considered as bulk in any step of the trajectory (large probe
adius of 10 A˚). Similarly, we approximated the protein volume for
ach step as the set of all grid points that are not in the volume
ccessible to the solvent (small probe radius of 1.4 A˚).
.3. Cavities selected for single cavity analysis
Two cavities of the Dengue E dimer were selected for local analy-
is: the ˇ-OG cavity between domains I and II, and an interdormain
avity located between domains I and III of one monomer and the
ip of domain III of the other. The ATP cavity of EF was  also selected.
o facilitate the selection we used mkgrid, as the detected cavities
re less extended and fuse less often than with gHECOM. The pocket
urrounding a cavity is deﬁned as the list of residues that are within
.5 A˚ of any grid points of the cavity in at least one of the confor-
ations. PCAs were performed on the new subsets (selected cavity
nd pocket) and their PCs compared, as for the whole system.
To measure the importance of the alignment, the trajectories
ere aligned on the pockets deﬁned above and the cavities recal-
ulated and re-extracted, yielding 3 new cavity sets and their
orresponding realigned pocket trajectories. PCAs on these aligned
ets were calculated and compared as above.
.4. Selection of conformations with diverse cavity geometries
The Dengue E dimer ˇ-OG cavity deﬁned above was  used for
he conformation selection application. The 10,000 available struc-
ures were used for this analysis. To reduce the dimensionality
f the cavities, the projection of each step of the cavity set onto
heir 100 ﬁrst principal components was taken, reducing the cav-
ty descriptor vector size from 18,131 down to 100. This allowed
s to efﬁciently use a k-means algorithm to divide the cavity set
nto 4 clusters. For each cluster, the cavity with the highest overlap
ith the centroid was chosen as its representative cavity. To make aphics and Modelling 55 (2015) 13–24 17
comparison, conformations were also selected with the same pro-
cedure, except that the PCA was performed on the structure of the
pocket instead of the cavity descriptors. The representative cavity
was then derived from the structure with the lowest RMSD to the
centroid. Overlap between the representative cavities was  used as a
similarity measure between clusters. The average overlap between
the cavities of a cluster and the representative cavity was used as
an internal similarity measure.
3.5. Localization of CO within binding sites
Myoglobin MD calculations were started with one CO molecule
in its canonical position next to the heme iron and the distal
pocket (DP). The three 120 ns trajectories were inspected visually
to discard frames where the CO had escaped from myoglobin. The
remaining frames were concatenated in a single trajectory and their
corresponding cavities calculated.
We identiﬁed the myoglobin site in which CO binds with the
DBSCAN algorithm [49] along the trajectory. Trajectory steps were
labeled by the site identity, i. An epsilon distance of 1.0 A˚ to deﬁne
edges and a density threshold of 10 (MinPts, minimal number of
highly connected points to nucleate clusters) were selected empir-
ically to minimize the number of CO positions that are considered
as noise by DBSCAN. These positions were discarded in subsequent
analysis.
3.6. Myoglobin internal cavity deﬁned by CO positions
To focus the analysis on the myoglobin cavities that can host
CO (distal pocket, xenon cavities 1–4), the trace of the CO in the
trajectory was collected. The 24,800 CO positions were traced with
the 8 vertices of each cube hosting the CO oxygen atom center.
Then, the analysis was restricted to the subset of cavities that had
at least one grid point in this CO trace.
To relate the cavities with the position of the CO, a residence
cavity, Ai, is calculated by averaging the sets of internal cavities for
the steps where CO is in binding site i. The evolution of the inter-
nal cavities when CO moves from site i to site j is then calculated
as (Aj − Ai) and is called the i → j transfer cavity. These residence
and transfer cavities, expressed in step space, can be related to the
principal components by projection.
To evaluate the statistical signiﬁcance of these projections, a null
hypothesis was built. We  calculated the probability of each possible
i → j transfer from our existing data and generated 20 random bind-
ing site series according to the same transfer probabilities. These
series were then projected on principal components to provide the
null hypothesis projection.
4. Results
4.1. Dynamic properties of the cavities
The volume of cavity sets largely depended on software and
parameters: gHECOM produced larger volumes despite the use of a
much smaller bulk probe (Fig. S1). Nonetheless, the instantaneous
total volume of the cavity set varied widely during the MD  runs
with both programs (Fig. S1.a). The domain of deﬁnition of cavities
was found to expand rapidly up to ten times the total cavity volume
for single structures (Fig. S1.b). Depending on the system and the
cavity detection program, it represented between 7.6% and 65.8%
of the total protein envelope and could span a volume equivalent
to that of the protein (Table 2).Our description of the mean cavity occupancy of myoglobin (Fig.
S2) is very close to that of previous studies [18,19].
The time autocorrelation function of cavities showed small val-
ues in the nanosecond time scale, and for some systems, already at
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Table 2
Volume of the global protein envelope and the domain of deﬁnition of cavities. Volume is given in A˚3 for mkgrid and gHECOM cavities. The ratio of the domain of deﬁnition
volumes to the protein envelope is given in parentheses, in percentage. The protein volumes are calculated as explained in Section 3 and is averaged over all steps. The RMSD
plateau is the average value over the last 2/3rd of the trajectory.
System Traj. length RMSD plateau (A˚) Protein envelope (A˚3) Domain of deﬁnition (A˚3) Average protein volume (A˚3)
mkgrid (%) gHECOM (%)
Dengue 10 ns 1.78 239,459 36,314 (15.2) 128,016 (53.5) 127,688
EF-CaM 10 ns 1.80 201,669 37,555 (18.7) 102,954 (51.1) 101,773
Lysozyme 1 100 ns 1.91 47,833 9,992 (20.9) 20,486 (42.9) 20,197
Lysozyme 2 100 ns 1.42 42,716 7,621 (17.8) 17,405 (40.7) 20,070
Lysozyme 3 100 ns 1.46 45,079 8,022 (17.8) 18,324 (40.6) 20,021
Lysozyme 4 10 ns 1.17 37,260 4,379 (11.8) 13,847 (37.2) 20,072
Myoglobin 1 100 ns 1.31 49,308 5,447 (11.0) 27,066 (54.9) 26,113
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Myoglobin 3 100 ns 1.33 49,047 
Myoglobin 4 10 ns 1.12 45,234 
he picosecond time scale (Fig. S3, e.g. autocorrelation values below
.5). Noticeably, the exponential decay observed revealed good and
egular equilibration and diffusion properties. Hence, cavities dis-
layed a steady diffusive behavior that can be exploited to sample
avity geometries.
.2. First characterizations of the cavity evolution modes
We  performed PCA on the atomic and cavity trajectories for four
rotein systems, but also on the 3 isolated cavities from 2 of the
ystems (see Section 3). An example of a cavity set principal compo-
ent (PC) is given in Fig. 2. According to the PCA formulation, cavity
rincipal components map  the zones in which the cavity presence
volves during the trajectory and specify the relative direction and
mplitude of those variations. The latter are quantiﬁed by eigen-
alues. The sign of the eigenvectors is arbitrary in PCA calculation.
onetheless, zones having the same sign evolve correlatively and
ones having opposite signs evolve anti-correlatively. Hence, com-
onents can be viewed as a description of the cavities evolution
ig. 2. First component of a 100 ns lysozyme trajectory. In green mesh, the 50% isosurfac
ed)  meshes representing isosurfaces cut at negative (resp. positive) intermediate values5,177 (10.6) 31,265 (64.3) 26,045
5,245 (10.7) 32,254 (65.8) 26,092
3,436 (7.6) 28,342 (62.7) 26,050
between their negative and positive areas in the course of the tra-
jectory (Fig. 2).
The ﬁrst cavity components appeared smoother than those hav-
ing a larger rank, see Fig. S4.a. This was quantiﬁed by spatial
autocorrelation functions, which showed a global decrease along
the eigenvector rank, but also signiﬁcant variations and a substan-
tial level of noise, see Fig. S4.b and c. We tested whether this noise
came from the Boolean truncation involved in the calculation, or
from the basis set, which, derived from the actual cavities along
the trajectory, could intrinsically be rugged. For that, we  analyzed
synthetic cavities stretched linearly along one axis in a motion
resembling to a single mode of evolution (Fig.S5.a). Noticeably, the
eigenvalue spectra (Fig.S5.b) showed a more elaborate picture illus-
trating the importance of the basis set and the difﬁculty to render
motion of object presenting sharp edges (Fig.S5.c).
Hence, the PCA on the synthetic cavities (Fig. S5) revealed and
quantiﬁed some potential limits of the method due to the Boolean
nature of the cavities encoding and limitations in the basis set
deﬁnition restricted to s dimension, largely smaller than the full
dimension of the cavity space, ncav, in most cases. This should be
e of the mean cavity occupancy. The ﬁrst cavity component is shown by blue (resp.
.
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Fig. 3. Explained variance per component. Contributions of components to the
global variance in a 100 ns trajectory of lysozyme. mkgrid: solid line (inset: black
boxes); gHECOM: dashed line (inset: white box) and atomic coordinates: gray line
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ssteps on lower right are due to numerical round-off, inset: gray boxes). Y-scale is
ogarithmic for the main graph and linear for the inset.
ept in mind when interpreting cavity PCA and comparing principal
omponents of cavities and atomic coordinates.
.3. Cavity and atomic component comparison
Comparison of eigenvalues revealed that the ﬁrst components
ccounted for a larger fraction of the variability for the atomic
oordinates than for the cavities (gHECOM or mkgrid) (Fig. 3), once
gain emphasizing the ‘noisy’ nature of cavities.
The dot product between cavities and atomic coordinate com-
onents expressed in the step space quantiﬁes their correlation.
ot product values organized in matrices along the respective
igenvalue ranks showed a high correlation between high rank
omponents (in absolute value since the sign of eigenvectors is
rbitrary; Fig. 4). This correlation faded for lower rank components
global matrix in the lower-right corner).
Quantiﬁcation by the RMSIP showed large overlap between cav-
ty and atomic coordinate components (Figs. 4 and S6/7). RMSIP
ncreased with the size of the cavities and were, hence, larger for
ig. 4. Similarities of cavities and atomic coordinates components. Dot product matrix o
tudied  protein systems. Trajectories of 1 ns, 10 ns and 100 ns (when available), were ana
cale  from white (0, no similarity) to black (1, identity). RMSIP values are given under eacphics and Modelling 55 (2015) 13–24 19
gHECOM-detected cavities. The correlation for the three isolated
cavities with their respective pockets (Fig. S7) are slightly lower
than the correlations of their respective complete systems but
remained highly signiﬁcative, especially for the high rank compo-
nents. Noticeably, the correlations were at least as high as that for
lysozyme or myoglobin.
Hence, correlations appeared to be dependent on the systems,
in some instances on the cavity detection program, but not signif-
icantly on the length of the trajectory. Dot product matrices and
RMSIP of the three single cavities showed very little dependence of
the correlations with alignment.
The signiﬁcant level of correlation between the atomic and cav-
ity components indicates that the limits suggested by the synthetic
cavities study mentioned in the previous subsection and Fig. S5 are
not too restrictive in practical cases. This correlation also suggests
that beyond a convenient method to characterize the evolution and
diversity of cavity, this approach could be a useful tool to relate
atomic positions and cavity geometry.
4.4. Cavity reconstructions
Cavities can be rebuilt along the direction of a principal compo-
nent, vj , starting from the average cavity, C. The calculation is ﬁrst
made with real values on a grid and then converted to Booleans by
truncation with a threshold value (see Methods). Fig. S8 shows the
effect of Boolean truncation on the linearity of cavity reconstruc-
tion for synthetic cavities as a basic control, and then on lysozyme
cavities in MD as an example. Noticeably, at low extension along
the direction of the component (projection close to zero), the recon-
struction is nearly orthogonal to that component, while it gradually
aligns to it when the absolute value of the projection increases.
Interestingly, for extensions that are similar or slightly larger than
that of the original data set, the reconstructions align quite well
with the component, thus closely resembling the target geometry.
4.5. Reconstruction of atomic coordinates using cavities principal
componentsBeyond building cavities aiming at a target geometry, we
tested whether it was  now possible to identify/build atomic
structures with cavities closely approaching a target geometry.
f the ﬁrst ten principal components of cavities and atomic coordinates for the four
lyzed with both mkgrid (grd) and gHECOM (ghe). Absolute values are given in gray
h matrix.
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Fig. 5. Original cavities vs. Cavities of reconstructed structures. Cavity derived from a 10 ns MD trajectory of Dengue E protein analyzed by mkgrid. Top: Original cavities from
the  trajectory that best matches evolution along the ﬁrst cavity component (highest Iself and almost longest extension along the component). Bottom: Cavities of structures
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aeconstructed along the same cavity component at the maximum extensions obser
espectively on the left, middle, and right of the horizontal axis. Cavities, average c
reen,  red and blue meshes respectively.
 ﬁrst possibility is to search for such a conformation within a
reexisting set such as a MD  trajectory. Projection on cavity PCA
omponents can readily be used for that. An illustration is given
n top of Fig. 5 and in the next section of this article.
The high similarity between atomic and cavity components sug-
ests another possibility: use of cavity components to build such
tructures. To test this approach we built atomic trajectories along
avity components with the formulation of the PCA in the step
pace.
Fig. 5 shows a comparison of the original cavity sets that
re closest to the ﬁrst cavity component, and the cavity sets of
he reconstructed structures along that same component (from
 10 ns trajectory of Dengue E). Noticeably, the cavity sets from
econstructed structures appeared closer to the PC than the best
atching cavity sets from the original trajectory.
This observation was conﬁrmed by quantiﬁcation of the sim-
larities between the model cavities derived from components
nd the cavities of the original or reconstructed structures (Fig.
9.a). Noticeably, the geometry of cavities from the reconstructed
tructures (dashed line) appeared to be closer to the principal
omponent (solid line) than any of the original cavities (dots)
n the projection range of the original trajectory. Extrapolation
eyond the original trajectory range gives more divergent results
or the cavities of the reconstructed structures (black dashed
ines vs. plus signs in Fig. S9.a). This is not surprising since cav-
ty geometry is not a linear function of the atomic coordinates
n general. The same calculation was repeated for all the sys-
ems and summarized by the maximum value of Iself for sake
f conciseness in Fig. S9.b. This relation appeared dependent on
he system, as original cavity sets of smaller systems appeared
loser to the principal component than the cavities of the recon-
tructed structures. Nonetheless, on systems such as myoglobin,
avities from cavity-component reconstructed structures, recon-
tructed cavities and original cavities can come very close to the
argeted cavity component. Moreover, Fig. S9.b shows almost no
ime scale dependence for these results, suggesting that mod-
rately long dynamics could be sufﬁcient to perform such an
nalysis. the trajectory. Negative, null, and positive projection valued cavities are displayed
 positive and negative regions of the cavity component are displayed with yellow,
4.6. Example of application: selecting conformations with diverse
cavity geometry
As an illustration, we used PCA on cavities to select a set of
conformations of the dengue E ˇ-OG pocket that is representative
of different cavity geometries. The pocket delineation yielded 56
residues, for an average of 9.2 surrounding residues per conforma-
tion. PCA helped to reduce the dimensionality of the cavity space
from several thousands (the number of grid points) down to 100,
capturing 74% of the total cavity variance. Then, k-means clustering
was used to select diverse cavity geometries. For comparison, the
same clustering procedure was used with the atomic structure of
the pocket. The ﬁrst 100 components of the pocket captured 91% of
the total structural variance. Fig. 6 shows the resulting representa-
tive cavities and the cluster averages, and table S1 their respective
volumes. In this example, cavities of the conformations selected by
making use of structures have smaller overlaps and are thus slightly
more diverse than the ones selected using cavities. Interestingly,
cavities of the conformations selected with cavity PCA had a higher
intra-cluster average overlap showing a more self-consistent and
representative clustering than with structural PCA. Lastly, cavities
selected by PCA on cavities appeared to have quite larger volumes
and volume ranges (125 ± 57 A˚3) than cavities selected by PCA on
structures (105 ± 49 A˚3).
4.7. Example of application: CO migration and cavity evolution
The relation between CO migration and the evolution of the
internal cavities of myoglobin was  analyzed on MD trajecto-
ries (see Methods). CO was  within myoglobin for 248 ns (24,800
trajectory steps) out of the 360 ns recorded trajectories. In the
ﬁrst MD run, CO visits the distal pocket (DP), the xenon bind-
ing site 4 (Xe4), then goes back to DP and stays there until
the end of the 120 ns. In the second MD run, CO visits DP, and
then oscillates between Xe4, Xe2 and Xe1, before entering Xe3
almost at the end of the 120 ns. Finally, in the third MD run,
CO visits DP, then a small pocket over DP (considered as being
part of DP by the DBSCAN algorithm), and exits through a gate
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Fig. 6. Diversity assessment of cavities selected by cavity shape or structures. Representative cavities (opaque) and average cavities (10% isosurface) of 4 cavity clusters (left:
cavity based clustering, right: structures based) of the dengue E ˇ-OG pocket (gHECOM). Diagrams give the measure of the average overlaps of clusters cavities with their
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dentity) and corresponds to the value given over the symbol or next to it.
ormed by the residues F46, H48, L49, M55, D60 and L61 after
 ns. Steps were grouped according to the site in which CO was
ound. We  present the results according to an implicit (DP-Xe4-
e2-(Xe1)-Xe3) order, which is compatible with the transitions
bserved in the dynamics, but should not affect the observa-
ions. Table 3 gives the number of conformations for each binding
ite and for a so-called “Noise” cluster as given by the DBSCAN
lgorithm.
able 3
umber of steps with CO bound for each site, as deﬁned by DBSCAN.
Site DP Xe4 Xe2 Xe1 Xe3 “Noise”
# conf. 12,224 1789 1559 8954 231 43es of clustering. Color code goes from blue (0: no overlap) to red (1: perfect overlap,
Fig. 7 shows the CO oxygen positions accumulated along the tra-
jectories. Cavities were calculated with mkgrid on these trajectories
and analyzed as a unique set.
Internal cavities found when CO is bound to each speciﬁc site
were grouped and averaged. These average cavities were then
projected along the cavity principal components of the global set of
24,800 conformations (Fig. S10, absolute projection value given).
Comparison of these projections with the RMS  value of the pro-
jections of all the conformations on each PC (gray zone in Fig. S10)
showed that the ﬁrst PCs (1 to 10–15) were at least as represented
as expected. Consequently, the average cavity sets can be well
represented with those ﬁrst PCs. The ﬁrst PC is highly represented
for all the cavity sets. Other speciﬁcities are more difﬁcult to iden-
tify except for a strong contribution of the 3rd PC in the internal
cavity set of the somewhat central Xe2 binding site. Nonetheless,
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Fig. 7. Deﬁnitions of carbon monoxide binding sites in myoglobin. Positions of the
oxygen atom of carbon monoxide in myoglobin during the 248 ns concatenated
trajectory (24,800 positions). Color code corresponds to the DBSCAN binding site
deﬁnition: distal pocket (DP) in blue, Xe4 in cyan, Xe2 in green, Xe1 in yellow, Xe3
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Fig. 8. Location and amplitude of the cavity transfer modes. (a) Average cavity set
difference between conformations where CO is bound to either site of a pair of adja-
cent  CO binding sites. From top to bottom, left to right: Xe4–DP, Xe4–Xe2, Xe2–Xe1,
and  Xe3–Xe2. Positive isosurfaces of the deviation from the global average cavity
are  shown in red and negative isosurfaces in blue (plain surface: 20%, contour: 5%).
(b) Absolute value of projections of those average cavity set differences on cavity
principal components (see Section 3 and Fig. S10). Difference between DP  and Xe4
sites (DP-Xe4) is shown in blue, Xe4-Xe2 in green, Xe2-Xe1 in yellow and Xe2-Xe3
in  red. Root mean square deviations of projections are represented by a gray shade.
Dashed lines give the null hypothesis expected absolute value of the projection fromn  red. The 3% isosurface of the average cavity is shown in green ghost contour.
he ﬁrst 10–15 PCs appeared to be good indicators of the CO
osition.
The average cavity set differences were then calculated for pairs
f adjacent binding sites. They are shown in Fig. 8a and display
he average evolution of the cavities geometry when the CO posi-
ion is switched from one site to one of its neighbors. The observed
hanges were signiﬁcant, thus, substantiating the notion of “cavity
ransfer modes”. Fig. 8b shows the absolute value of the projections
f those average cavity set differences on the global components.
oticeably, the contribution of the ﬁrst PC, which was  present
n all the individual cavity sets, seems to play a more speciﬁc
ole with a strong contribution for the (Xe1–Xe2) transition and
 smaller one for the other transitions. This ﬁnding was not a pri-
ri obvious, because it both requires that the contributions have
he same amplitude and the same sign in the compared average
avity sets. Noticeably, those differences of average cavity sets had
omparable or larger amplitudes than the root mean square pro-
ections on the ﬁrst few (∼10) principal components (gray zone).
ence, they appeared to synthetically depict key geometrical cavity
ariations. This correspondence fades rapidly for subsequent com-
onents (Fig. 8.b, inset), possibly even faster than for the individual
verage cavity sets (Fig. S10). Hence, the ﬁrst few components
ppeared to account quite well for the impact of CO diffusion on
avities.
This ﬁnding is quantitatively substantiated in Table 4 which
hows that the deviation of the average cavity differences is of the
ame order than that of the global cavities trajectory, and much
arger than that of random binding site series.able 4
mplitude of the transfer cavities. The norm of the transfer cavity is given (see
ection 3 and Fig. S10 for deﬁnition and interpretation). The rightmost column gives
he ratio of that norm to the total RMSD of the cavities trajectory. Transfer cavity
orm for random series as deﬁned in Fig. 8 is given in brackets for reference.
Site 1 Site 2 Transfer cavity norm Ratio to total RMS
deviation (%)
DP Xe4 7.1 (3.1) 35.0
Xe4  Xe2 12.8 (3.9) 63.5
Xe2  Xe1 13.9 (4.6) 69.1
Xe2  Xe3 15.5 (8.9) 76.720  random binding site series as deﬁned in the methods (same color code).
5. Discussion
The geometrical evolution of cavities was  analyzed for four
different proteins systems subjected to molecular dynamics. The
ﬁrst ﬁnding was that cavities evolve widely during MD,  and wan-
der almost everywhere, covering in some examples a cumulative
volume comparable to that of the solvent excluded volume of
the protein (Fig. S1 and Table 2). Using linear descriptors we
could decompose this apparently chaotic evolution into inter-
pretable modes with Principal Component Analysis. Favorable
mathematical relations allowed us to compare principal com-
ponents of atomic coordinates and cavities, unveiling the high
correlation between the two (Fig. 4). This suggested that this
approach allows a parallel monitoring and handling of cavity evo-
lution and atomic displacement. Indeed, cavity components could
be used to identify conformations with given cavity geometry
from its molecular trajectory (ex: Fig. 5). With this approach, we
could even design new conformations driven by cavities com-
ponents, in some cases resembling the targeted geometry even
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ore than any of the conformation from the trajectory (Figs. 5 and
9a).
We have presented two examples of application as proof of con-
ept for the use of cavities dynamics for drug design and functional
nalysis of protein. In the ﬁrst application, PCA was  used to reduce
avity descriptor dimension to efﬁciently cluster and select cavities
ithin a large set of conformations (Fig. 6). The second application
ses PCA as a discovery tool to unveil the very dynamic nature of
nternal cavities of myoglobin and their relations with the diffusion
f CO in the protein (Fig. 8).
In light of these results, PCA on cavities appeared to have a strong
otential in improving the relevance of virtual screenings in drug
esign, as well as in versatile analyses of protein function.
.1. Limitations of the usage of PCA on cavities
PCA on cavities could present several limitations due to the
ature of the cavities descriptors. First, since cavities are deﬁned
t absolute positions in space, the analyses and especially PCA
an be very sensitive to the alignment of the protein system. In
act, misaligned conformations or very mobile domains could pro-
uce a lot of uninformative variance, which could impact the shape
nd contribution of high rank cavity components. Interestingly, in
he presented work this alignment aspect did not appear to cause
etectable difﬁculties. Despite being central to the PCA approach
escribed here, the grid format can raise data size problems. On
arge systems with many conformations (>10,000), cavities can take
p to several gigabytes of memory, requiring powerful hardware
ccording to current standards for their manipulation. One direc-
ion of development would be to differentiate “solvent” cavities
nd “vacuum” cavities. They could have a substantially different
tatus in analyzing functional binding or in a drug design appli-
ation. However, this would require a profound enhancement of
he computational methods developed here despite a similar level
f theoretical ingenuity. Finally, PCA is classically formalized in
eal valued vector space. Its application, here, to Boolean vec-
ors required truncation, which resulted in some mathematical
leaks” towards high rank components. However, the high corre-
ation between cavities and structures components, as well as the
elevance of cavity geometries resulting from conformation recon-
truction, showed that this theoretical limitation had surprisingly
ittle impact on the use of cavities components in the presented
ractical cases.
.2. PCA unveils hidden cavity evolution and its relation with
rotein function
Cavity evolution along time proved to be very dynamic, with
mall and large cavities frequently appearing or disappearing at
lmost any place in the protein. Despite this apparent noisy behav-
or, cavities appeared to follow more global variation schemes,
hich could only be identiﬁed with a method such as PCA. This
pens new avenues to inspect protein dynamics, through the study
f cavities evolution. Furthermore, use of the step space relates cav-
ties and structures and allows unveiling the link between cavity
eometry and functional state. Hence, despite the fact that cavities
ould appear as a deformed, blurred and thus poorly informa-
ive derivation of the atomic position, the discovery of a strong
onnection between internal cavity modes and CO diffusion in myo-
lobin highlights the relevance of this analysis. Noticeably, study
f O2 diffusion in myoglobin should also be highly informative, but
he smaller available biophysical data and the quadrupolar nature
f that ligand requiring involved simulation methods reduce its
ractability.
Thus, this approach appears to be a useful tool that can com-
lement traditional analysis of protein dynamics. We  believe, forphics and Modelling 55 (2015) 13–24 23
instance, that the functional analysis of cavities with PCA opens
new opportunities to better understand protein systems in which
cavities play a major role. For example in the cytochrome p450
family, such an analysis could help reﬁne our understanding of
the pathways and mechanism for the exit of water molecules and
ligands [9,10,50]. Similarly, in the permease family, it could give
insights on the recognition and transport mechanisms [51–53].
Additionally, this kind of analysis can be used to search for allosteric
cavities in proteins exhibiting large motions [34].
5.3. Strong relation between structure and cavities should open
new opportunities in drug design
Comparison of the principal components of structures and cav-
ities highlighted the strong correlation of their evolution. Using
this fact and the interchangeability between structure and cavities
components, we could show that it is possible to build new protein
conformations with cavities having a given geometry. Nonetheless,
structures resulting from this linear reconstruction starting from an
average structure should be checked to avoid distortions.
The method presented here is expected to be quite valuable
in drug design, following the examples of conformation building
methods, such as pressurization [40], fumigation [41] or SCARE [42]
that have shown promise. Among the advantages of our approach,
the use of an existing conformation sample strengthens the rele-
vance of the conformer selection, and singles out the ﬂexible zones
of the receptors. It can be used to build conformations with spe-
ciﬁc features encompassed in the dynamical components of the
cavity. Hence, based on the component trends, a cavity extending
toward interesting residues, diversely opened cavities, merging of
existing small cavities, can be built in a controlled manner. As a
result, this procedure seems very promising to improve relevance
and diversity in drug design projects.
6. Conclusions
Principal Component Analysis (PCA) of cavities, despite some
technical limitations, proved to be powerful and robust and opens
new opportunities to visualize and explore the dynamics of protein
cavities. This technique is a powerful and precise way  to decom-
pose and classify dynamical evolution of cavity geometry, which is
especially useful given the very volatile and noisy behavior of cavi-
ties. Subtle functional mechanisms involving cavities can easily be
unveiled and analyzed as shown here on the role of internal cav-
ities evolution in the diffusion of carbon monoxide in myoglobin.
We also expect that this tool can help in improving the relevance
of virtual screening for drug design applications. Selection and/or
reconstruction of conformations using knowledge of cavity geome-
try dynamics are examples of applications to establish strategies in
drug design. It is also a simple yet sound way  to fully exploit the geo-
metric diversity to incorporate ﬂexibility into virtual screening, for
example, to reduce risks in drug design projects by increasing the
diversity of hit scaffolds. Applications in drug design will provide
more information on their relevance.
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