In this paper we examine the circumstances under which a discrete-time signal can be exactly interpolated given only every M-th sample. After pointing out the connection between designing an M-fold interpolator and the construction of an M-channel perfect reconstruction lter bank, we derive necessary and su cient conditions on the signal under which exact interpolation is possible. Bandlimited signals are one obvious example, but numerous others exist. We examine these and show how the interpolators may be constructed.
Introduction
The interpolation schemes that we will consider involve only linear operations, and are of the form given in Figure 1 (a) . This consists of an M-fold upsampler, followed by linear ltering. Let us denote by X(z) the z-transform of the signal X(z) = Hence X(z) = Y (z M )P(z). If every M-th sample of x is one of the original samples of y (i.e., x(n) = y(n=M)) then we say that x(n) is an interpolated version of the signal y(n). In words: it is a signal at a higher rate, which contains all the samples of the lower rate signal. A description and examination of discrete-time interpolation schemes is given in 1]. Generally we desire that the interpolated signal should resemble the input in some way. That is, it should have the same shape, or the interpolated values should smoothly follow the trend set by the sample points. In the approaches in 1, 2, 3] this was achieved by forcing P(z) to be a lowpass lter. Thus the interpolated signal looks like an oversampled version of the original, in that it is approximately bandlimited to 1=M of the Nyquist frequency.
An alternative strategy is to design an interpolator that is exact for some set of well-behaved functions, and this is the approach that we will follow. Hence we wish to investigate the condition where the interpolation is exact. That is, suppose that X(z) is written in terms of its polyphase components 4, 5] X(z) = X 0 (z M ) + z ?1 X 1 (z M ) + z ?2 X 2 (z M ) + z ?(M?1) X M?1 (z M );
(1) then we say that the interpolation is exact for the signal x(n), if when the input is any of the components x i (n) the output is x(n). Obviously this is a considerable restriction, since it implies that (at least) M ? 1 out of every M samples are redundant. We do not expect general signals to have this property. Nonetheless, there are classes of signals that can be interpolated in this way; bandlimited signals are one obvious example, but we shall explore others.
While it is not possible to interpolate general signals from one of their M-phase components, a popular use of interpolation is in iterative subdivision schemes 6, 7, 8, 9, 10, 11] where the aim is to produce a smooth curve going through a given set of points. Here the original signal is upsampled and interpolated iteratively, so that we generate more and more samples. For a display medium with nite resolution this will resemble a curve when we have interpolated as many points as could be displayed. An illustration of such a scheme is given in Figure 2 , where an upsampling factor of M = 2 is used.
Interpolators based on the lowpass criterion can obviously never be ideal if they are to be realizable, since the ideal lowpass lter does not have a rational transfer function. Thus some compromise is necessary, and it is not possible to interpolate even perfectly bandlimited functions with nite complexity. Realizable exact interpolation for other reasonable classes of functions is possible however. Further, interpolators designed based on lowpass criteria, such as in 1], are often not suitable for use in iterative interpolation schemes, in that after several iterations the curve can appear far from smooth. In the case of iterative interpolation we nd that a better criterion is that the scheme converges in a well-behaved way. This is more easily imposed using the analysis we present. Such subdivision schemes have been thoroughly studied for the case of M = 2, and there is considerable work available on the related question of generating curves invariant under halving 7, 10, 11] . Part of the contribution of this paper is to show how more general M-fold interpolators may be designed. We show how to design interpolators that are exact for polynomials of any degree N, and that these converge in a well-behaved way when used iteratively. A key observation that we will use is that there is a strong link between the design of exact interpolators and of multirate perfect reconstruction lter banks. This simpli es the analysis greatly. The design of perfect reconstruction lter banks can be viewed as interpolating a sequence from its M ltered and subsampled versions.
It deserves emphasis from the outset that we wish to interpolate the signal from only one of the subsampled components, and that our goal is not the design of lter banks. For example in 12, 13, 5] lter banks are used to derive sampling results, but using more than one channel. The connection between interpolation schemes and lter banks appears to have been rst mentioned in 14, 15] for the two-channel case, where it was shown that the minimum length symmetric interpolator which is exact for polynomials of degree < 2N ?1 is identical to H(z)H(z ?1 ), where H(z) is the Daubechies lter 16] of length 2N.
There are many parallels between discrete-time polynomial interpolation schemes, and continuous-time spline interpolation algorithms 17, 18] . Related work on continuous-time interpolation problems has appeared in 19, 20, 21, 22 ]. An application of the iterative subdivision scheme to signal expansions appears in 23]. An excellent text on continuous-time interpolation is 24] . Relations between polynomial interpolation and wavelets are explored in 25, 26] . Starting from the point of view of the construction of M-channel lter banks with certain regularity properties, recent work by Heller 27, 28, 29] produces interpolators that are the same as those designed in Section 3.3.1.
The outline of the paper is as follows. In Section 2 we derive the necessary and su cient conditions under which a discrete-time signal can be exactly interpolated from one of its Mphase components. In Section 3 we show how the appropriate interpolator may be designed and examine classes of signals which can be exactly interpolated. Section 4 examines the relation with the problem of interpolating a continuous-time signal from its evenly-spaced samples, and discusses applications of the work to subdivision schemes and curve generation.
Conditions for exact interpolation
We begin with some preliminaries. If X(z) has the M-phase decomposition in (1), and we write = exp(j2 =M) (an M-th root of unity) then it is easily shown that
This allows us to extract the M-phase components of X(z). Suppose that X(z) is to be interpolated from its M-phase components X i (z). A necessary requirement is that the samples of X i (z) are preserved in the output of Figure 1 (a). That is X i (z M ) is one of the M-phase components of the output. We will call any signal with this property an interpolation of X i (z).
Lemma 2.1 In order that the output of Figure 1 (a) be an interpolation of the input it is necessary and su cient that one of the M-phase components of P(z) be z ?k .
Proof: In the z-domain the output of Figure 1 Multiplying the given P(z) by z i ensures that the special M-phase component is the 0-th one; without loss of generality we shall assume henceforth that this is so:
The implication of this is that in the time-domain p 0 (n) = (n). Thus every M-th sample of the impulse response (except the central one) is zero. This is what is referred to as the a trous condition in 14]. We will refer to any sequence with this property as an M-fold interpolator, or interpolation lter 1]. An example of such an interpolator, for the M = 3 case, is given in Figure 1 (b) , which illustrates the zero-crossing property of the impulse response. While the example shows a linear phase interpolator, there is no requirement that the interpolator have any symmetry in general.
Interpolation in a lter bank structure
Of course much more work is necessary before we can guarantee exact interpolation. Our task is made simpler since we can use many of the tools developed in the eld of multirate lter banks 5, 30, 31] . We will assume familiarity with the basics of the lter bank literature.
Consider the structure shown in Figure 3 . This is the most trivial example of an M-channel lter bank, since it merely separates this signal into its M-phase components, as de ned in (2) , and then reassembles. In other words we split the signal using a set of analysis lters H 0 (z); H 1 (z); H M?1 (z) (where H i (z) = z ?i ) and recombine using the synthesis lters G 0 (z), G 1 (z), G M?1 (z) (where G i (z) = z i ). Just as we did for X(z) in (1) 
Now it can be shown that the system is perfectly reconstructing if 4, 5] G T p (z) H p (z) = I:
The M-phase decomposition system already described clearly achieves perfect reconstruction, since both analysis and synthesis polyphase matrices are the identity.
Consider now postmultiplying the synthesis polyphase matrix by the following transformation matrix C(z) = 
The matrix contains i (z) in the (i; 1)-th position, but is otherwise equal to the identity. The e ect of this transformation is that for the new polyphase matrix 
Thus, if we wish to synthesize with G 0 p (z), the corresponding analysis lters are given by
so that the back-to-back system is still an identity. The e ect here is that only one lter H 0 (z)
is unchanged, and the expression for the others is
The alteration in the lter bank is shown in Figure 4 . The signi cance of these manipulations is as follows. Since H 0 0 (z) = 1, the output after the subsampler in the 0-th channel is still X 0 (z). Equally, since G 0 0 (z) has the form of an interpolator, the output W 0 (z) is an interpolated version of X 0 (z). Now since the transformations on the analysis and synthesis polyphase matrices were mutually inverse, the modi ed lter bank is still perfectly reconstructing. Hence if the sum of all the other channels is zero, then W 0 (z) = X(z), and we have succeeded in interpolating X(z) exactly from X 0 (z). Lemma 2.2 Consider the structure of Figure 4 . In order that
it is necessary and su cient that W i (z) = 0 1 i M ? 1: (11) Proof: Using (4) and (10) we can expand
Hence we nd
Since each of the W i (z) is at a di erent phase, no cancellation between them is possible, and if their sum is to be zero each one has to be zero. 2
Thus it appears that to interpolate X(z) from X 0 (z M ) we merely require
While this might appear to be an adequate solution of the problem, a di culty is that if we advance the signal by k samples (where k mod M 6 = 0) the exactness of the interpolation is destroyed. This is because we can interpolate X(z) from its 0-th M-phase component, but not from the other M-phase components. Thus the interpolation is dependent on the phase of the incoming signal. This can be recti ed by adding the constraint that z k X(z) for 1 k M ? 1 can also be interpolated from its 0-th M-phase component. This gives the following. involves designing a function P(z) which has P(z) + P(?z) = 2 and then factoring. Thus any two-channel perfect reconstruction lter bank can be used in an interpolation scheme; and the product function of a two-channel perfect reconstruction lter bank is an interpolator 34, 35] .
The set of signals that is interpolated are those X(z) for which X(z)P(?z) = 0. The rst work to draw attention to the connection between two-channel lter banks and interpolators appears to be 14]. As also noted in 26], the lter in an orthonormal wavelet scheme is the \square root" of some interpolation lter.
2. Lemma 2.1 implies that the M-fold interpolator is a very special function: it crosses zero at every M-th sample (except for the central term). This is reminiscent of the zero-crossing property of the Sinc function, which interpolates bandlimited continuous-time functions from their evenly-spaced samples. If we restrict G 0 0 (z) = P(z) to have a rational transfer function (which is required if it is to be realizable) then its z-transform has a special structure:
where R i (z) is the i-th M-phase component of R(z). This is an M-channel extension of the result rst used in the construction of two-channel IIR lter banks 34, 35]. Thus we can design an interpolator by choosing an arbitrary polynomial R(z) and proceeding as above.
3. If a signal X(z) really is the output of a system as in Figure 1 (a), then X(z) = P(z)X k (z M ), where X k (z) is one of it's polyphase components. The other components can then be written
Thus, if we divide X(z) by any of it's polyphase components, for example the 0-th,
Thus, if each of the ratios X i (z M )=X 0 (z M ) has a nite number of poles and zeros, then the signal is indeed the output of an M-fold interpolation. If X i (z M )=X 0 (z M ) are well approximated by low order models then, the signal is close to some signal that is the output of an M-fold interpolation.
4. It can be seen from (7) that extension to the multidimensional case follows similar lines. It is also possible to use the same kind of arguments to address the problem nonuniform periodic sampling and second order sampling 36].
Designing an M-fold interpolator
For most signals that can be interpolated the interpolator will have an irrational transfer function, and we examine this case next. The case where the interpolator is realizable is nonetheless of very great interest, since these are the basis for practical subdivision and curve generation algorithms; these are examined in Section 3.2. To interpolate a class of signals from its M-phase components we saw that it was necessary and su cient to satisfy (13) . Examining this condition, we see that it implies that H 0 i (e jw ) can be non-zero only in those parts of the spectrum where X(e jw ) = 0.
Irrational interpolation
Recall that both H 0 i (e jw ) and X(e jw ) are 2 -periodic. So let A denote that subset of the interval (? ; ) for which X(e jw ) = 0:
X(e jw ) = 0 8 w 2 A: On the other hand, if (? ; ) n A does not contain any two such frequencies then such an assignment can always be made, giving the following proposition.
Proposition 3.1 Call the subset of (? ; ) over which the spectrum of x(n) vanishes A :
X(e jw ) = 0 8 w 2 A:
Then x(n) can be interpolated exactly from any of its M-phase components provided the set (? ; ) n A does not contain any two frequencies w 1 and w 0 related by w 1 = w 0 + 2 k M k 2 f1; 2; M ? 1g: An immediate consequence is that the set over which the signal X(e jw ) is non-zero (i.e., the set (? ; ) n A) can cover no more than 1=M of the interval (? ; ). If it covers precisely 1=M of the interval then, of course, the interpolator is unique. If it covers less, then there is an in nite number of solutions. 
Rational interpolation
We would now like to restrict our attention to signals that can be interpolated using realizable schemes. We saw already that this requires that X(e jw ) have Fourier components only at isolated frequencies. If this is the case then we can construct an annihilating function A(e jw )
such that
A(e jw )X(e jw ) = 0 8 w;
by simply forcing A(e jw ) to have zeros at the appropriate locations on the unit circle. If the annihilating factor A(z) is known, then we must make it a factor of each H 0 i (z) to achieve interpolation. We now investigate making A(z) a factor, where H 0 i (z) is as given in (10) The signi cance is that this shows that in order for a class of signals to be interpolated exactly using a nite complexity M-fold scheme, it is necessary and su cient that the class have a nite number of Fourier components, and that the ratio of no two of the components be a power of the M-th root of unity. A consequence of this is the existence of classes of signals which cannot be interpolated using 2-fold schemes, but which can using 3-fold and higher schemes. Thus there are times when two-fold schemes will not work, and consideration of higher order interpolation becomes necessary.
We have shown the circumstances under which an FIR interpolator can be constructed.
The key ingredient was the existence of an annihilating factor A(z), which is always FIR. When this exists we can use Proposition 3.2 to construct an FIR interpolator. We can also consider IIR interpolators, by allowing recursive lters H 0 i (z). If we assume that the lter has a rational transfer function then we wish to nd a solution to 
We want to nd the factor K N (z) that forces the left hand side of (16) 
Equating these to the value of L K given by the fact that L K + L A ?1 equals either (17) or (18) gives
Thus to nd an interpolator we choose L N and L D to satisfy (21) , and then determine L K from (19) or (20) Similarly we can design an FIR interpolator for any M, and for any desired degree of polynomial approximation N.
Bandlimited signals
For the exact interpolation of bandlimited signals we know already that the ideal interpolator is irrational, whose impulse response is of the form g 0 0 (n) = sin( n=M) ( n=M) : (24) While this is unrealizable, we can construct a realizable interpolation lter which closely approximates the ideal lowpass response. This involves making G 0 0 (e jw ) a good lter, subject to its still satisfying the constraint of Lemma 2.1. If an FIR interpolation lter is required, then standard window procedures can be used to get a nite-length approximation to the impulse response in (24) . Other optimization procedures for FIR interpolation lters are given in 1, 3]. We will see in the next section that interpolators based on exact interpolation of polynomials can do better than bandlimited approximation.
Continuous-time interpolation and subdivision
The emphasis so far has been on interpolating a discrete-time sequence from every M-th sample.
There is a strong link with the subject of continuous-time interpolation, where we wish to exactly interpolate a continuous-time signal from its evenly-spaced samples. The link between the discrete-time and continuous-time versions of the problem is established by mimicking the analysis of 16]. There a link was formed between the expansion of discrete-time signals using lter banks 31, 40, 5] , and the expansion continuous-time functions using wavelets 41, 42].
Interpolating continuous-time signals from evenly spaced samples
Assume that x a (t) is a function of t, with Fourier transform X a ( ). We will denote by x(n) its sampled version x(n) = x a (nT). Of course x(n) now has a 2 -periodic spectrum which is related to the analog spectrum by 43, 33, 36] X(e jw ) = 
For continuous-time interpolation we wish to exactly reconstruct the signal from the sequence x(n). It is well known that this can always be done provided that the di erent aliased components (i.e., contributions for di erent values of r in (25)) do not overlap; the best known example is, of course, the case of lowpass bandlimited signals (a similar result holds for bandpass 36, 38] and multiband signals 39]). We want, however, to examine the spectrum of the sampled signal in its own right. Suppose that X(e jw ) satis es the requirements of Proposition 3.1, so that the sampled signal x(n) can be interpolated from any of its M-phase components. In other words we can obtain the values x a (nT) from the values x a ((nM +k)T) for any k. Next observe that the process can be repeated, in that the values x a (nT=M) can be obtained from the x a ((n + k)T). This is so, since if X(e jw )
satis es the requirements of Proposition 3.1, then, following (25) since we have increased the sampling frequency by a factor of M; that is, if X a ( ) is has no frequencies higher than 1=T then X 0 (e jw ) will be zero for w > j =Mj; since this corresponds to oversampling by a factor of M. Thus, given the sequence x a (nMT) we can compute x a (nT=M p ) for p = 0; 1; 2 : That is we can interpolate the function with arbitrary accuracy from the original sample sequence. If we iterate the discrete-time interpolation the sequence grows in density by a factor M at each stage; hence we rescale the axis by a factor of M at each stage. The sequence which is derived from p iterations of this successive interpolation of the sequence x(n) followed by rescaling of the axis can be written in the Fourier domain (let P(z) = G (n) = x a (nT=M p ): Of course no matter how nely we interpolate for a nite number of stages we still have a discrete-time sequence. In the limit, however, p ! 1 (26) will tend to a continuous-time function provided that the in nite product converges. Convergence of products of this kind were examined in the case for M = 2 in 16, 44, 45] , and for arbitrary M in 46, 27, 47] . A su cient condition given for convergence in 27, 47] is that P(z) should have an adequate number of zeros at the M-th roots of unity k = e j2 k=M ; k = 1; 2; M ? 1: It can also be shown that at least one such zero at each of these frequencies is necessary.
In Figure 5 (a) we show the iteration of the 2-fold interpolator of (22) , and in Figure 5 (b) that for the 3-fold interpolator in (23) . Note that in both cases the resulting continuous-time interpolator is very smooth. Also note the interpolation property, that is the function crosses zero at all of the integers, except one, where it has unit amplitude. Either of the functions shown in Figure 5 would exactly interpolate a polynomial of degree two or less from its evenly-spaced samples.
Factoring the interpolator in (22) we nd that it has a zero of order three at z = ?1, and the interpolator in (23) has zeros of order three at z = e j 2=3 . Thus both satisfy the convergence requirements of 27, 47] which explains the smoothness. Figure 6 (a), by contrast, shows the iteration of an approximately bandlimited interpolation lter. The lter here was obtained by taking a truncation of the ideal impulse response and does not satisfy the convergence criteria. Figure 6 (b) shows a magni ed picture of a portion of the graph, after ve iterations, emphasising the high-frequency oscillations. E ects like these are obviously undesirable in iterative interpolation.
While in practice we never use an in nite number of stages, it is important that the product in (26) converges well, since if it does not the interpolation can have undesirable artifacts, even for a small number of iterations. To get a smooth curve from an iterated interpolation scheme we will therefore wish to satisfy the converence conditions in 27, 47] , so that the interpolator G 0 0 (z) must have zeros at the M-th roots of unity. Recall, however, that the interpolators of (22) and (23) were designed to exactly interpolate polynomials but nonetheless have zeros at the required locations. This, it works out, is not a coincidence, but is a consequence of the fact that the interpolator is exact for polynomials. This unlocks the power of the design put together in Propositions 2.3 and 3.2. That is, if we design an interpolator to be exact for polynomials of degree N ? 1, we satisfy at the same time the criteria for convergence to a smooth function when used in an iterative scheme. In the M = 2 case, the minimum length interpolator that is exact for polynomials of some degree N, is known to converge to a function that has a number of derivatives that grows linearly with N 16, 14] . For larger M the situation appears to be that the minimum length interpolator converges to a function where the number of derivatives grows linearly with N for M even, and proportional to log N for M odd 48] .
Once convergence of the product is assured the signal can be written x a (t) = 1 X n=?1 x a (nT) (t ? nT); (27) where
In other words the in nite iteration of the discrete-time interpolation gives a function that can be used to interpolate a continuous-time function from its evenly-spaced samples.
Subdivision algorithms 6, 7, 8, 9, 11] have been extensively studied for curve generation applications, in particular where two-fold interpolation is used. This of course restricts the sampling density to be 2 p times as dense as that of the original sequence. Using M-fold schemes we can interpolate to any desired resolution, and still preserve the desirable convergence properties of the scheme, provided we use an interpolator based on exact polynomial interpolation, and not on bandlimited approximation. This implies good bahavior of the iteration, even if we terminate after a nite number of stages. It also gives two important improvements of this scheme with respect to binary subdivision schemes. Firstly, it is possible to increase the density by a factor of M rather than just two at each iteration of the algorithm. Secondly, we can interpolate to any desired resolution.
Example 4.1 Suppose we wish to produce a plot of a sequence containing 10 data points in a graphics window of horizontal dimension 60 pixels. If we wish to interpolate to use the full resolution of the display it is obvious that a 2-fold scheme cannot be used alone, since this will produce 10 2 p points at the p-th iteration (we are assuming periodic extension at the boundary).
However, using a 3-fold scheme, followed by a 2-fold scheme we can exploit the full display capability. This is illustrated in Figure 7 , where a sequence of ten points is interpolated to the maximum display resolution.
Obviously this is a simple example. However, for realistic curve generation problems the ability to interpolate by arbitrary factors M, while preserving the desirable convergence is very important. Of the p zero locations already taken care of, suppose that q of them have a zero of multiplicity two (or higher). Denote these locations ( 0 ; 1 ; q?1 ). Of course q p and each of the k = j for some k; j (i.e., the k are those of the j which are zeros of multiplicity greater than one Since it is a function of z M , it also contains the factor T( z)T( For n > 0 the key observation is that since i (e jwM ) is a function of e jwM , if d n e jwi i (e jwM )] dw n has a zero at w = 0 then it also has one at each of the locations w = 2 k=M for k = 1; 2; M?1: Hence the n-th derivative of the interpolator d n G 
