Abstract. We consider a uni ed setting for studying local valuated groups and coset-valuated groups, emphasizing the associated ltrations rather than the values of elements. Stable exact sequences, projectives and injectives are identi ed in the encompassing category, and in the category corresponding to coset-valuated groups.
Introduction
Throughout, R will denote a discrete valuation domain with prime p, and module will mean R-module. In the motivating example, R is the ring of integers localized at a prime p. In that case, a module is simply an abelian group for which m ultiplication by a n y i n teger prime to p is an automorphism|a p-local abelian group. The indecomposable, divisible, torsion module Q=R, where Q is the quotient eld of R, will be denoted by R p 1 .
The notion of a valuated module v-module arises from considering a submodule A of a module B, together with the height function on B restricted to A. The dual notion of a coset-valuated module c-module comes up when considering the quotient module B=A with a valuation related to the height function on B. T raditionally, 2 , 4 , one sets vb + A = supfhtb + a + 1 : a 2 Ag:
For nite abelian p-groups, the v-group A tells all about how the subgroup A sits inside the group B in the sense that if the subgroups A and A 0 are isomorphic as vgroups, then there is an automorphism of B taking A to A 0 6 . For isotype subgroups A of simply presented p-groups B, the c-group B=A tells all about how A sits inside B 4 .
In this paper we consider these two notions in terms of ltered modules, focusing on the submodules B = fb 2 B : vb g rather than on the valuations themselves. This has the virtue, if you are so inclined, that the structure is de ned in terms of submodules, not elements, so can be dealt with in purely categorical terms. Independent of that, or possibly because of that, many of the ideas take a more natural form when the valuations are suppressed. In particular, the relationship between v-modules and c-modules appears more natural, and we are not forced to consider the somewhat arti cial traditional de nition of the coset valuation.
We consider a category of ltered modules that includes both v-modules and c-modules. Every object in this category is both a quotient of a v-module and a submodule of a c-module. The stable exact sequences, the elements of Ext, are identi ed in this category and in the category of c-modules, as are the projectives and injectives.
Height
A general setting for height is a forest with a unique zero, which w e will call simply a forest. This consists of a set X together with a function : X ! X such that has a unique periodic point, which is a xed point, called 0. In the motivating example, X is a p-local abelian group, and x= px. The elements of a forest are often called nodes. A map between two forests is a function f such that fx = fx for all nodes x. If x = y, then we s a y that y is the parent of x and that x is a child of y. I f n x = y, where n can be 0, then we s a y that x is an ancestor of y, and that y is a descendant of x. A nonzero node whose parent is 0 is called a root, a c hildless node a leaf.
A subset S of a forest X is a subforest if S S. I f S is a subforest of a forest X, then so is S, the set of all parents of nodes in S. F or each ordinal de ne S inductively by S = S.
In particular, +1 S = S, and, if is a limit ordinal, then S = T S.
If X = +1 X, then X = X for each . The length of X is the least such that X = +1 X. A forest is torsion if for each x there is n such that n x = 0 . I f x is a node in a forest, then the order, o r exponent, o f x is the smallest nonnegative i n teger n such that n x = 0 . I f n o s u c h n exists, then x is said to have in nite order.
A module becomes a forest upon setting x = px|we forget all its structure except multiplication by p. Conversely, i f X is a forest, then we can construct a module SX b y taking the free module on X modulo the submodule generated by fy , px : y = xg: Note that 0 in X becomes 0 in SX because 1 , p is invertible. The functor S from forests to modules is the left adjoint of the forgetful functor from the category of modules to the category of forests. A module isomorphic to some SX is said to be simply presented.
As an example of a forest, which w e will use later, consider the forest F ;n constructed from ordinals and n, where n !. A node of the forest F ;n is either nite, strictly increasing, string a 1 a 2 : : : a m of ordinals less than , or the symbol t k , where k n is a nonnegative i n teger, and t 0 is the empty string. The function is de ned by a 1 a 2 : : : a m = a 2 : : : a m if m 1, t k = t minn;k+1 .
Clearly F ;n is a forest of length + n. I f 1 n ! , then F ;n is torsion with the unique root t n,1 and zero t n . I f n = !, then F ;n has no roots or zeros.
Related forests are F 1;1 and F 1;! . The nonzero nodes of F 1;1 are x n , with n a nonnegative i n teger, satisfying x 0 = 0 and x n+1 = x n . This is a torsion forest, and SF 1;1 is isomorphic to R p 1 . In F 1;! the nonzero nodes x n are indexed by the integers, and x n+1 = x n throughout. The module SF 1;! is isomorphic to the quotient eld of R.
A n o d e x in a forest X is said to have height if x 2 X n +1 X. I f x 2 X, where is the length of X, then x is said to have height 1. In F ;n , the node a 1 a 2 : : : a m k has height a 1 , i f m 1, and the node k has height + k. The length of F ;n is + 1 + n.
O-modules
We are interested in modules, and forests, with descending ltrations indexed by the ordinals. For any index class I, not just the ordinals, we m a y consider an I-module to be a module G together with a family of submodules G indexed by I. A map f : A ! B of I-modules is a module homomorphism such that fA B for each in I.
The category of I-modules is preabelian: e v ery map has a kernel and a cokernel. The kernel of a map f : B ! C of I-modules is A = fb 2 B : fa = 0 g with A = A B . It is easy to see that this is the categorical kernel, that is, if g is a map from an I-module into B such that fg= 0, then g factors uniquely through A.
The cokernel of a map f : A ! B of I-modules is C = B=fA with C equal to the image of B i n C. This is the categorical cokernel: if g is a map from B into an I-module such that gf = 0, then g factors uniquely through C.
If the class I has some structure, like the class of ordinals, we w ould normally want the family of submodules G to re ect that structure for example, to be a descending ltration in the case of ordinals. These conditions will be relatively harmless if whenever A and B are objects in the more restrictive category, and f :
A ! B is a map, then the kernel and cokernel of f in the larger category are in the smaller one. Taking I to be the ordinal numbers, we put on three such harmless
restrictions.
An o-module is a module G with a family of submodules G indexed by the
In general we denote p G by p G . Call such a family of submodules an O-ltration. Set G1 = T G . We s a y that G is value reduced if G1 = 0 .
There is an ordinal such that G = G1. The smallest such ordinal is called the value length of G.
Note that we h a ve not referred to the additive structure of G, except that the G are submodules. The same de nition goes through if G is a forest and the G are subforests. In this case we speak of an o-forest. O b viously an o-module is an o-forest. Moreover if F is an o-forest, then A = SF becomes an o-module if we let A be the submodule generated by F , and S is the left adjoint of the forgetful functor from o-modules to o-forests. The left adjoint property s a ys that any o-forest map from an o-forest F to an o-module C extends uniquely to an o-module map SF ! C.
If we put on two more conditions, we h a ve c haracterized the submodules p G, the height ltration.
1. G T G + 1 continuity, 2. G + 1 pG divisibility.
We s a y that an ordinal is a limit ordinal if = supf : g, so a limit ordinal is an ordinal with no immediate predecessor 0 is a limit ordinal. We might a s w ell restrict 1 to limit ordinals . F or = 0 it says that G0 = G. An The continuity and divisibility conditions are not harmless in the way that the other three conditions are. The cokernel in the category of o-modules of a map between two v-modules need not be a v-module, and the kernel in the category of o-modules of a map between two c-modules need not be a c-module.
Finite Jordan-H older length c-modules are h-modules, but nite length o-modules need not be v-modules. The idea of a c-module was introduced by F uchs in 1 as a group with a coset valuation, whence the c". He showed that every torsion c-group is the quotient of a simply presented torsion group. Note that the data for a c-module A can be provided by specifying the submodules A only for a limit ordinal, subject to the condition that A + ! p ! A .
If A is a c-module, fB p n = C p n for each ordinal and nonnegative i n teger n, fB p = C p for each ordinal . The largest O-ltration on a module A is obtained by setting A = A for each ordinal . The smallest is given by setting An = p n A for n ! , and A! = 0 . Each c-module structure on A lies below the h-module structure on A, and each vmodule structure on A lies above it. Note that the largest ltration gives a v-module structure, which is generally not a c-module structure, and the smallest ltration gives a c-module structure, which is not generally a v-module structure. The set of c-module structures is closed under suprema, the set of v-module structures under in ma. In particular, every v-module can be embedded in a module with a simply presented torsion module quotient, because if A is a v-module, then is both a v-module and a c-module, hence a module. This gives 6, Theorem 1 because the sequence is exact in the category of o-modules, hence is nice.
Theorem 6. Every torsion o-module C is a quotient of a torsion v-module B by a module A so that B maps purely onto C for each ordinal .
Proof. Let C be an o-module and SF C ! C the canonical quotient map from the v-module V = SF C . Note that V maps purely onto C . Embed the kernel K of this map in a module A with A=K a simply-presented torsion module 6, Theorem 1 . Consider the pushout
The inclusion K A is nice, so B is a v-module because V and A are. Moreover B maps purely onto C because V does.
If C is a c-module, then B is a module, so every c-module is isomorphic to the quotient of a module. As A is a module, and an o-module kernel, it is isotype in B. We see that the o-modules are characterized as quotients of v-modules and as submodules of c-modules. They are exactly what you get if you start with modules, and repeatedly take submodules and quotient modules with the induced O-ltrations.
We can get a little ner information about writing a c-module C as a quotient o f a module B. F or example, Hill and Megibben show that we can take B to be simply presented torsion if C is a p-group 4, Theorem 2.8 . That is a consequence of the following characterization of c-modules among o-modules. Theorem 7. Let C be a c-module and F a v-forest. Then any o-forest map ' from a subforest F 0 of F to C can be extended to an o-forest map from F to C.
Proof. If n x = 2 F 0 for each positive i n teger n, then set 'x = 0. Otherwise induct on the smallest n such that n x 2 F 0 . S o w e m a y assume that ' is de ned on xbut not on x. I f vx= , then x2 F + 1 s o 'x 2 C + 1. As C is a c-module, there exists c 2 C such that pc = 'x. Set 'x = c. Much the same argument w orks if vx= 1.
A KT-module balanced projective module is a module of the form SF where F is a forest with the property that for each n o d e x there exists a positive i n teger n such that either ht p n x = 1 or ht p n+i x = h t p n x + i for each positive i n teger i. A torsion module is a KT-module if and only if it is simply presented.
Corollary 8. Every torsion c-module C is the quotient of a torsion KT-module B by an isotype submodule.
Proof. Embed the v-forest F C in a forest F made up of the forests F ;n . The canonical o-forest map F C ! C extends to an o-forest map F ! C by the theorem.
The induced map from B = SF t o C is the desired quotient map. To s a y that the kernel A is an isotype submodule is to say that A is a c-module. This follows from Theorem 2 because B p maps onto C p , for each .
Valuations
An alternative w ay to view an o-module is by means of a valuation v. I f G is an o-module, and x 2 G n G + 1, then we set vx= . I f x 2 G for all ordinals , then we set vx = 1. I f is a limit ordinal, and x 2 G , n G , then we set vx = , . T h us vx is either an ordinal, the symbol 1, o r , where is a nonzero limit ordinal. Note that v-modules are characterized by the property that vxis always either an ordinal or 1. Not only is the ltration de nition simpler and easier to remember, but it makes it obvious that compatibility is a symmetric relation. Proof. If x 2 I + 1, then the cyclic submodule generated by x can be embedded in a cyclic o-module C generated by y such that py = x and y 2 C . As I is injective, we get a map from C to A that xes x, s o x 2 pA . So I is a We can now show that the category of o-modules has enough injectives.
Theorem 13. Each v alue reduced o-module can be embedded as a submodule of a product of value reduced cyclic and quasicyclic torsion c-modules.
Proof. Let 2 I = 0, whence 'x = 2 P . Contrapositively, i f 'x 2 P , then x 2 A . To complete the proof that ' is an embedding, we need only verify that it is one-to-one. If 'x = 0, then x 2 A. If x 2 A is nonzero, in which case A is not value reduced, then there is f : A ! I 1 with fx 6 = 0 , s o 'x 6 = 0 .
So an o-injective I is a summand of a product of copies of the c-modules I . I t turns out that they are also products, but not necessarily products of copies of I . To show this we rst prove a general theorem about writing modules as products. . Then there is a monomorphism ' : A ! P 0 such that 'A = 'A P for each , and the composite of ' with the -th coordinate map from P 0 to A =A +1 restricts to the natural projection map on A . Moreover, if P 0 = 'AK, with P = 'A P K for each , then 'A = P 0 .
Proof. Inductively construct an ascending chain B of submodules of A so that A = B A for each ordinal , using the fact that A is an absolute direct summand. Map A = B A to A =A +1 by taking B to zero and using the natural projection map on A . This de nes a map ' : A ! P 0 taking A into P , such that the composite of ' with the -th coordinate map from P 0 to A =A +1 restricts to the natural projection map on A . I f x is a nonzero element o f A, then, by the continuity of the ltration, there exists such that x 2 A n A +1 , s o 'x 2 P n P +1 . This shows that ' is a monomorphism and that 'A = 'A P . Now suppose P 0 = 'A K, with P = 'A P K for each . W e w ant to show that K = 0. Note that ' induces an isomorphism from A =A +1 to P =P +1 . So P P +1 = A A +1 P K P +1 K from which it follows that P K = P +1 K for all . S o K = 0 .
Corollary 15. An o-module is injective if and only if it is a product of a reduced
algebraically compact module, a divisible module, and an o-module of the form Q K , where the product is over a set of nonzero limit ordinals, and K is a divisible cmodule such that the underlying module of K is reduced algebraically compact, and K , = K . Now suppose we h a ve lifted back a subtree X of T to B, and t i s a n o d e i n T n X such that pt = x 2 X. W e w ant to extend the lifting to t. Suppose 
Stable sequences of c-modules
In a preabelian category, the short exact sequences 0 ! A ! B ! C ! 0 are generally not suitable for forming the functor ExtC;A. The reason is that the pushout of a kernel need not be a kernel, and the pullback of a cokernel need not be a cokernel. Those short exact sequences for which these properties do hold are the ones that constitute ExtC;A, the stable exact sequences. In the category of omodules, every short exact sequence is stable. In the category of v-modules, the stable short exact sequences are those that are short exact in the category of o-modules 6, Theorem 6 . This does not carry over to the category of c-modules. It follows from Theorem 3 that, in the category of o-modules, every kernel is semistable: pushouts of kernels are kernels. This fails for the category of v-modules: if A B is a semistable kernel in that category, then every coset of nite order in B=A contains an element of maximum value but not conversely 6, Theorem 7 . Proof. Let be a limit ordinal greater than the value lengths of A and B.
Then the above sequence is the same as
hence is short exact. Moreover, as A1 = A+1=pA = pA1, it follows that A1 is divisible, and similarly for B and B=A.
A stable kernel A B is a semistable kernel such that the associated cokernel B ! B=A is also semistable. That is, the short exact sequence A B ! B=A is stable. Similarly for stable cokernels. W e will characterize the stable cokernels, hence the stable exact sequences, without characterizing the semistable cokernels.
We s a y that a homomorphism f : B ! C with kernel A is isotop if for each n there exist m such that either of the two equivalent conditions of Lemma 1 are met: p m C p n fB p n A p m+n B p n A: The name comes from the fact that the map f is isotop exactly when the p-adic topology on A is induced by the p-adic topology on B. This condition played a role as a condition in 5, Theorem 15 . Here it gives a su cient condition for a cokernel to be semistable, that turns out to be necessary for stability. We w ant t o s h o w that the converse of Theorem 19 holds for stable cokernels. First we look at some conditions that assure that f is isotop. Note that pB p n = pB p n,1 .
Lemma 23. Let Lemma 24. If B n p n,1 S B n p n , and S does not contain p m B n p n for any m, then there is an automorphism of B n such that S n P n p n .
Proof. Consider where the maps down are multiplication by p n,1 . Because p ker n = 0 , w e h a ve n P n p n B p n,1 , so, as p n,1 n P n p n = 1 1 P 1 p p n,1 S we h a ve S n P n p n .
We n o w derive a couple of consequences of the stability of a short exact sequence. The rst is a bit technical.
Lemma 25. Let Proof. If K is bounded, then the conclusion clearly holds. We m a y assume that K is standard: one cyclic summand of each length. Indeed, if the conclusion fails for each m, then it fails on a standard submodule of K.
By induction on n, there exists m 0 such that p m 0 K p n,1 fB + k p n,1 : We m a y drop the cyclics of lengths less than m 0 + n from K, without a ecting the conclusion of the theorem. Thus we m a y assume that p m 0 K p n,1 = K p n,1 s o K p n,1 fB + k p n : Suppose, by w ay of contradiction, that p m K p n is not contained in fB +k p n for any m. Then Lemma 24 gives a homomorphism g of P n onto K, with kernel p ! P n = hxi, so that fB + k p n K gP n p n . Write P n as SF for a forest F, and extend F to a forest F 0 such that F = p F 0 . Let C 0 = SF 0 . Then g is an o-module map from P n = C 0 , to the c-module C. W e can extend g from F to F 0 , because C is a c-module, and so to an o-module map C 0 ! C, By Lemma 25 there exists y 2 C 0 + k P n such that p n y = x and gy 2 fB + k p n , so gy 2 gP p n . But if gy = gt, and p n t = 0, then y , t 2 h xi so p n y = 0 , a contradiction.
Theorem 27. Let A B f ! C be a stable short exact sequence in the category of c-modules, and a limit ordinal. Then the restriction f : B ! C is isotop.
Proof. We rst show that p ! C p n fB + k p n for all n and k, which is condition 1 of Lemma 23. Suppose the torsion submodule of C has in nite nal rank, and c 2 p ! C p n . Then there exists a sequence c i of independent elements of C p n such that c i 2 C + i has order p n , and hci h c 0 ; c 1 ; : : : i = 0 .
Construct a direct sum K = P Re i of torsion cyclics in C such that p i e i = c i . B y Lemma 26, the sequence c i is eventually in fB + k p n . The sequence c i + c is such another such sequence, and we can construct another direct sum K 0 = P Re 0 i of torsion cyclics in C so that p i e 0 i = c i + c. Then c 2 fB + k p n by Lemma 26.
That is, p ! C p n fB + k p n . Now suppose the torsion submodule of C has nite nal rank, so it is bounded plus nite-rank divisible. This implies that p ! C p n = p 1 C p n . We will show that p 1 C p n fB + k p n . To do this we let C 0 be R p 
Projective and injective c-modules
The full characterization of stability in the category of c-modules is not needed to describe the projectives and injectives.
Theorem 29. A c-module is projective in the category of c-modules exactly when it is the direct sum of a free module and a divisible module.
Proof. Clearly free modules are projective in the category of c-modules. To see that divisible modules are projective, let A B ! C be a stable exact sequence of c-modules. Then A1 B1 ! C1 is a split exact sequence Corollary 18.
As any map from a divisible module into C goes into C1, it follows that divisible modules are projective.
For the converse, we m ust show that any v alue-reduced projective c-module A is a free module. By Theorems 6, 17 and 19, A is a stable quotient of a module, so A is a summand of a module, hence a module. The torsion submodule of A must be zero for otherwise A would have a torsion cyclic summand, and torsion cyclics are not projective Corollary 21. So A is a reduced torsion-free module, whence A! = 0 . Any map from a free module onto A is pure, hence a stable cokernel by Theorems 17 and 19, so A is free.
Note that there are not enough projectives in the category of c-modules. In fact, C is the quotient of a c-projective exactly when C! = C1.
What Proof. Let = + n for a limit ordinal. For = 0 so n 0, consider the inclusion pR R with the height v aluation on both. This is a stable kernel because R! = 0 a n d R=pR is bounded Corollary 20. We can map p 2 pR to any element of G, so when we extend to R we see that G = pG. Now suppose is a nonzero limit ordinal, and n 0. Set A = SF ;! . Let F be the forest obtained by taking F ;! and F ;1 and letting the root node of height in F ;1 be another child of the node x of height in F ;! . This has the e ect of giving the node p i x height + i + 1 i n F for each i. Set B = SF. It is not hard to see that A = A B for each ordinal , so the inclusion A B is pure. As B=A is bounded, the inclusion A B is stable. As G is a c-module, any element o f G is the image of the node x of value in A under some map A ! G, so any element o f G ,1 is the image of p n,1 x, hence is in G , as p n,1 x has value in B.
If n = 0, construct A and B as above, but value each p i x, and the root of F ;1 , with , . Now a n y element o f G , is the image of x under some map A ! G, hence is in pG , because x 2 pB , . 
