Abstract-In this paper, we study multi-hop non-regenerative multiple-input multiple-output (MIMO) relay communications with any number of hops. We design the optimal source precoding matrix and the optimal relay amplifying matrices for such relay network where a nonlinear minimal mean-squared error (MMSE)-decision feedback equalizer (DFE) is used at the destination node. We first derive the structure of the optimal source and relay matrices. Then based on the link between most commonly used MIMO system design objectives and the diagonal elements of the MSE matrix, we classify the objective functions into two categories: Schur-convex and Schur-concave composite objective functions. We show that when the composite objective function is Schur-convex, the MMSE-DFE receiver together with the optimal source and relay matrices enable an arbitrary number of source symbols to be transmitted at one time, and yield a significantly improved BER performance compared with non-regenerative MIMO relay systems using linear receivers at the destination. We also show that for Schur-concave composite objective functions, the optimal source and relay matrices, and the optimal feed-forward matrix at the destination node jointly diagonalize the multi-hop MIMO relay channel, and thus in such case, the nonlinear MMSE-DFE receiver is essentially equivalent to a linear MMSE receiver.
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I. INTRODUCTION
M ULTI-HOP relay communication is well known for being a cost-effective approach in improving the energyefficiency of communication system in the case of long sourcedestination distance [1] . When nodes in the relay network are equipped with multiple antennas, we call such system a multiple-input multiple-output (MIMO) relay system. For a basic three-node two-hop MIMO relay system, optimal algorithms are developed in [2] - [5] to maximize the mutual information (MI) between source and destination. In [6] , [7] , the optimal relay amplifying matrix is developed to minimize the mean-squared error (MSE) of the signal waveform estimation at the destination.
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is studied in [8] - [10] . In [11] , the authors investigated the diversity gain of multi-hop MIMO relay channel when the relays use diagonal amplifying matrices. Assuming that a linear minimal mean-squared error (MMSE) receiver is used at the destination, the MIMO relay design issue for most commonly used objective functions is investigated in [12] . It is shown in [12] that the optimal source precoding matrix, the optimal relay amplifying matrices, and the optimal linear MMSE receiving matrix jointly diagonalize the multi-hop MIMO relay channel when the objective function is Schurconcave. And such joint diagonalization along with a rotation of the source precoding matrix is also optimal for Schurconvex objective functions.
As we know from point-to-point MIMO systems, a nonlinear decision feedback equalizer (DFE) recovers the source signals successively by exploiting the finite alphabet property of the source signals. Therefore, a nonlinear DFE receiver has a much better bit-error-rate (BER) and MI performance than linear receivers [13] , [14] . The DFE technique is also well-known as the successive interference cancellation (SIC) technique [13] or the V-BLAST technique [14] . In this paper, we focus on the nonlinear DFE receiver where the MMSE technique is applied to recover the source signal at each layer. We refer to such receiver as the MMSE-DFE receiver. It is well-known that the MMSE-DFE receiver is information lossless [13, Ch.8] . We assume that the multi-hop MIMO relay link being considered has already been established by protocols at higher layers (link and/or network layers) [15] . We also assume that when a link failure is detected, the failed node can be bypassed by increasing the transmission power of the previous relay node, see [16] and the references therein. Given the established MIMO relay link, we optimize the source precoding matrix and the relay amplifying matrices by applying the majorization theory [17] and the recently developed matrix generalized triangular decomposition (GTD) tool [18] . We show that given the structure of the optimal source and relay matrices, the complicated matrix-variable optimization problem is simplified to an equivalent optimization problem with scalar variables.
It has been shown in [19] that most commonly used objective functions in MIMO system design can be classified into Schur-concave and Schur-convex composite functions. In this paper we show that when the composite objective function is Schur-convex, the MMSE-DFE receiver together with the optimal source and relay matrices enable an arbitrary number 1536-1276/10$25.00 c ⃝ 2010 IEEE of source symbols to be transmitted at one time, and the multi-hop MIMO relay channel is uniformly decomposed into identical subchannels. Numerical examples demonstrate that in such case, the non-regenerative MIMO relay system with a nonlinear MMSE-DFE receiver yields a significantly lower BER compared with a non-regenerative MIMO relay system using a linear MMSE receiver at the destination. We also show that for Schur-concave composite objective functions, the optimal source and relay matrices, and the optimal feedforward matrix at the destination node jointly diagonalize the multi-hop MIMO relay channel, and thus in such case, the nonlinear MMSE-DFE receiver is essentially equivalent to the linear MMSE receiver discussed in [12] . Therefore, [12] can be treated as a special case of this paper where the composite objective function is Schur-concave. The relay scheme using the optimal source, relay matrices and the nonlinear MMSE-DFE receiver developed in this paper is more general than the relay scheme in [12] . In this paper, for notational convenience, we consider a narrow band single-carrier system. However, our results can be straightforwardly generalized to wide band multi-carrier multi-hop MIMO relay systems.
We would like to mention that the optimal source matrix design for a single-hop (point-to-point) MIMO system using the nonlinear MMSE-DFE receiver is addressed in [19] - [21] . In particular, the optimal source precoding matrices for Schurconvex and Schur-concave composite objective functions are summarized in [19] . Our paper extends the results in [19] , [21] from a single-hop MIMO channel to multi-hop nonregenerative MIMO relay communication systems with any number of hops. Note that the proof of the theorems for multihop MIMO relay system is much more involved than that for the single-hop MIMO channel. The extension from single-hop system to multi-hop system is significant, as the results are important for multi-hop wireless backhaul networks [1] .
The rest of this paper is organized as follows. In Section II, we introduce the model of a multi-hop linear non-regenerative MIMO relay communication system with a nonlinear MMSE-DFE receiver at the destination. The structure of the optimal source and relay matrices are shown in Section III. In Section IV, we show some numerical examples. Conclusions are drawn in Section V. Notations used throughout the paper are summarized in Appendix A.
II. SYSTEM MODEL We consider a wireless communication system with one source node, one destination node, and − 1 relay nodes ( ≥ 2). We assume that due to the propagation path-loss, the signal transmitted by the th node can only be received by its direct neighboring nodes, i.e., the ( + 1)-th and ( − 1)-th nodes. Thus, the source signals travel through hops until they are received by the destination node. Moreover, in order to avoid any interference, the neighboring nodes transmit signals at orthogonal channels (time and/or frequency). We also assume that the number of antennas at each node is , = 1, ⋅ ⋅ ⋅ , + 1, and the number of source symbols in each transmission is . Like [3] - [12] , a linear non-regenerative relay matrix is used at each relay. However, in contrast to [3] - [12] , a nonlinear MMSE-DFE receiver is deployed at the destination node.
The 1 × 1 signal vector transmitted by the source node is
where 
where H −1 is the × −1 MIMO channel matrix of the ( − 1)-th hop (between the th and the ( − 1)-th nodes), v is the × 1 independent and identically distributed (i.i.d.) additive white Gaussian noise (AWGN) vector at the th node, and x −1 is the −1 × 1 signal vector transmitted by the ( − 1)-th node. We assume that the noises are complex circularly symmetric with zero mean and unit variance.
Using the linear non-regenerative strategy, the input-output relationship at node is given by
where F is the × relay amplifying matrix at node . Combining (1)-(3), the received signal vector at the destination node (the ( + 1)-th node) can be written as [12] y +1 =Hs +v whereH andv are the equivalent MIMO channel matrix and the equivalent noise vector, and given respectively by [12] 
Here for matrices A ,
we see thatv is nonwhite with the following covariance matrix [12] C¯= ∑
We assume that all MIMO channels are quasi-static block fading channel, i.e., H , = 1, ⋅ ⋅ ⋅ , are constant over some time before they change to another realization. It is assumed that is much longer than the time required for a symbol to be transmitted from the source to the destination. We also assume that the source node has the channel state information (CSI) knowledge of H 1 , the destination node knowsH, and the th node, = 2, ⋅ ⋅ ⋅ , , knows the CSI of its backward channel H −1 and its forward channel H . In practice, the backward CSI can be obtained through standard training methods. The forward CSI required at the th node (H ) is exactly the backward CSI at the ( + 1)-th node, and thus can be obtained by a feedback from the ( + 1)-th node. The assumptions on the channels made above are justifiable, since for wireless relays the fading is often relatively slow whenever the mobility of the relays is relatively low, and for static relays, the channel state information can be almost constant. Therefore, for quasi-static channels, the necessary CSI can be obtained at each node with a reasonably high precision.
At the destination node, a nonlinear DFE receiver is used to detect the source symbols successively with the th symbol detected first and the first symbol detected last. At each step, a linear feed-forward filter is applied to the received signal vector and the previously detected symbols are fed back and subtracted from the filtered signal. Assuming that there is no error propagation in the DFE receiver, the th source symbol is estimated as [13, Ch.8]
where w is the feed-forward vector for the th symbol, and , , = + 1, ⋅ ⋅ ⋅ are the feedback coefficients for the th symbol. The error-propagation-free assumption is justified by information theory: Powerful coding can be applied to each layer such that an arbitrarily small error probability is achieved if the data rate at each layer is less than the sub-channel capacity. In Section IV it will be seen that even for uncoded system, the error propagation effect only slightly increases the system BER. By introducing
, and an × strictly upper-triangle matrix B with nonzero elements , , we can represent (7) in matrix form aŝ
Here W and B are the feed-forward and feedback matrix of the DFE receiver, respectively. The performance of the th data stream in (7), = 1, ⋅ ⋅ ⋅ , , measured in terms of the MSE and the signal-tointerference-noise ratio (SINR), is given respectively by
where
is the th column vector ofH. From (9) and (10) we find that the , which minimizes MSE and maximizes SINR (and thus optimizes most commonly used objective functions in MIMO system design) should satisfy w
[H] − , = 0. Therefore, the optimal , should be
, or equivalently in matrix form as
where [A] denotes the strictly upper-triangular part of A.
Substituting (11) back into (7), we obtain
where [H]
1:
where (⋅) −1 denotes the matrix inversion. Let us introduce the following QR decomposition [22] 
where R is an × upper-triangular matrix with all positive diagonal elements, Q is an ( + +1 ) × semiunitary matrix with Q Q = I ,Q is a matrix containing the first +1 rows of Q, and Q contains the last rows of Q. Obviously, we have from (14) that
Using (14) and (15), we can express W, B, and the MSE matrix defined by
as follows. THEOREM 1: Using the QR decomposition (14), the feedforward weight matrix W, the feedback matrix B, and the MSE matrix E can be written as
where D is a matrix taking the diagonal elements of R as the main diagonal and zero elsewhere. PROOF: See Appendix B. □ Interestingly, from (16) we find that for non-regenerative MIMO relay systems using the nonlinear MMSE-DFE receiver at the destination, the MSE matrix E is diagonal for any channel realization. Note that a similar theorem is proved in [19] for the case of whitev (using our notation). Obviously, Theorem 1 extends the result obtained in [19] to nonwhitē v. In the following, we use (16) to derive the optimal source precoding matrix and the optimal relay amplifying matrices.
III. OPTIMAL SOURCE AND RELAY MATRICES
It has been shown in [23] that most commonly used objective functions for MIMO systems can be represented as functions of the main diagonal elements of the MSE matrix. Denoting (x) as a unified objective function which is increasing with respect to each element of x and using Theorem 1, the objective function can be represented as
. Here, for a matrix A, d[A] is a column vector containing all main diagonal elements of A. It can be seen from (4), (6) , and (14) that D depends on F , = 1, ⋅ ⋅ ⋅ , . Thus, the source precoding matrix and all relay amplifying matrices need to be appropriately designed in order to optimize
. Note that for a multi-hop single-input single-output (SISO) relay network [24] and serially configured sensor network [25] , the generalized SNR objective function depends only on the last hop relay function, when the estimate-and-forward relay protocol is used. Therefore, the multi-hop non-regenerative MIMO relay optimization problem is much more challenging than the SISO relay design problem.
The non-regenerative MIMO relay design problem can be formulated as
s.t.
[ C
where {F } ≜ {F , = 1, ⋅ ⋅ ⋅ , }, > 0 is the transmission power available at node , and tr(⋅) denotes the trace of a matrix. Here (19) and (20) are the transmission power constraints at the source node and all relay nodes, respectively. The following definitions are required to state the theorem on the solution of problem (17)- (20). DEFINITION 1: Consider any two nonnegative ×1 vectors x and y, let [1] 
denote the elements of x and y sorted in decreasing order, respectively. We say that x is multiplicatively majorized by y, denoted as
We say that x is weakly multiplicatively submajorized by y, denoted as
For any two real-valued × 1 vectors x and y, we say that x is additively majorized by y, denoted as x ≺ + y, if
We say that x is weakly additively submajorized by y, denoted as
Let us write the singular value decomposition (SVD) of H as
where the dimensions of U , Σ , V are +1 × +1 , +1 × , × , respectively. We assume that the main diagonal elements of Σ , = 1, ⋅ ⋅ ⋅ , , are arranged in the decreasing order. We also introduce = min( ℎ , ), where ℎ ≜ min(rank(H 1 ), rank(H 2 ), ⋅ ⋅ ⋅ , rank(H )) and rank(⋅) denotes the rank of a matrix. The following theorem establishes the optimal structure of the source and relay matrices.
THEOREM 2: For multi-hop non-regenerative MIMO relay systems using nonlinear MMSE-DFE receiver at the destination, assuming that rank(F ) = , = 1, ⋅ ⋅ ⋅ , , the optimal source precoding matrix and the relay amplifying matrices are given by
vectors of U and V , respectively, and V 1 is an × semi-unitary matrix (V 1 V 1 = I ) such that the QR decomposition in (18) holds with D being the solution to the problem (23)- (26) given below. In particular,
where , ,
, and 1 denotes a 1 × vector with all 1 elements.
PROOF: See Appendix C. □ Interestingly, from Theorem 2 we see that the structure of the optimal F , = 1, ⋅ ⋅ ⋅ , , is similar to that of the optimal source and relay matrices when the linear MMSE receiver is used at the destination node [12] . The motivation of the assumption rank(F ) = is to avoid any transmission power loss at each node. It is worth noting that Theorem 2 simplifies the matrix-variable optimization problem (17)- (20) to the problem (23)- (26) with scalar variables. Moreover, (22) presents the structure of the optimal F in the form of its singular value decomposition. For = 2, ⋅ ⋅ ⋅ , , the left and right singular vector matrices of F , (i.e., V ,1 and U −1,1 ) are known, while the singular value matrix Λ is obtained by solving the problem (23)- (26) . For the optimal F 1 , V 1,1 is known, Λ 1 is obtained from (23)- (26), while V ,1 is chosen to guarantee that the QR decomposition (14) yields the D in (23) . In particular, we carry out the GTD of the following matrix
where R has the diagonal elements D obtained from the first step, and 0 × denotes a × matrix with all zero entries.
Then we obtain
and consequently F 1 in (22) . The justification of this step can be found in Appendix C.
It can be seen from (22) that the optimal relay amplifying matrices F , = 2, ⋅ ⋅ ⋅ , , have the classical SVD beamforming structure. In fact, the th node first performs receive beamforming using the Hermitian transpose of the left singular matrix of its direct backward channel H −1 . Then it conducts a power loading operation. Finally, a transmit beamforming is performed by the th node using the right singular matrix of its direct forward channel H . Substituting (22) back into (4) and (6), we haveH
, .
Computing the optimal ⟨ , ⟩ by solving the problem (23)-(26) requires a centralized processing. The processor which performs the optimization can reside at any node depending on the capability of all nodes. This processor first collects the information on , , = 1, ⋅ ⋅ ⋅ , , = 1, ⋅ ⋅ ⋅ , . Then it performs the optimization and computes V 1 . Finally, it sends the optimal , , = 1, ⋅ ⋅ ⋅ , to the th node, = 1, ⋅ ⋅ ⋅ , , and V 1 to the source node. At the th node, after the optimal , , = 1, ⋅ ⋅ ⋅ , are received (also after the reception of V 1 for the source node), the optimal matrix F is assembled using (22) .
For general objective functions, the problem (23)- (26) is still complicated, especially the constraint (24) . Let us define the composite objective function of
In the following, we show that for Schur-concave ⋄ exp and Schur-convex ⋄ exp, the problem (23)- (26) can be further simplified. Examples of Schurconvex ⋄ exp can be found in [19] such as the sum of MSEs of all data streams (SMSE), and the negative of the product of the SINRs of all data streams (NPSINR). Using E = D −2 in (16), the MSE of each date stream is given by
, , and the SINR of each stream can be written
, − 1. Therefore, these two objectives can be expressed respectively as
) .
Some Schur-concave ⋄ exp are also listed in [19] such as the exponentially weighted product of MSEs (WPMSE) and the negative of the weighted sum of SINRs (NWSSINR). Using the relation between D and the MSE and SINR of each data stream, they are written respectively as
where 0 < 1 ≤ ⋅ ⋅ ⋅ ≤ are the weighting coefficients. There are two interesting links between the Schur-convexity of and ⋄ exp. First, if (x) is Schur-convex with respect to x, ⋄ exp(x) is also Schur-convex with respect to x. This can be easily shown by using [17, 3. 
THEOREM 3: For the relay design problem (23)- (26), if ⋄ exp is increasing and Schur-concave, then the optimal V 1 is equal to
, and ⟨ , ⟩ is the solution to the following problem
PROOF: See Appendix D. □ Interestingly, the problem (29)-(31) is identical to the multihop non-regenerative MIMO relay design problem with Schurconcave , when a linear MMSE receiver is adopted at the destination node [12] . We find that for Schur-concave ⋄ exp, without wasting the transmission power at the source node, the number of symbols should be no greater than ℎ . Assuming that = ℎ = and substituting V 1 = I back into (27) we obtainH = U ,1 D ℎ , and
where for any matrix A, [A] 1: ,1: is a principal sub-matrix of A lying in the first rows and the first columns of A. Substituting (28), (32), and (33) back into (13), we have
Thus, the feed-forward matrix W can be represented as W = U ,1 D , where D is an × diagonal matrix with the th diagonal element given by , = ℎ, /( . This indicates that when ⋄ exp is Schur-concave, the optimal source precoding matrix (22) along with V 1 = I , the optimal relay amplifying matrices (22) , and the optimal feed-forward matrix at the destination (34) jointly diagonalize the multi-hop MIMO relay channel. From (11), we find that the feedback matrix B = 0 × . Thus, the nonlinear MMSE-DFE receiver is identical to a linear MMSE receiver.
We would like to mention that the capacity of a MIMO relay channel without any constraints on the relay strategy at each node is a challenging open problem. However, under the constraint of using the linear non-regenerative strategy at all relay nodes, the mutual information between source and destination is given by (y +1 , s) = log 2 |I +H C
. Thus, under such constraint, the capacity of the MIMO relay channel is given by maximizing
, which is equivalent to minimizing
, . Since the latter function is a Schur-concave composite objective function, the optimal source and relay matrices are given by Theorem 2 and Theorem 3. Interestingly, for Schur-concave composite objective functions, the nonlinear MMSE-DFE receiver is identical to a linear MMSE receiver. Thus, the capacity can be achieved by both receivers.
As we mentioned before, for all Schur-concave ⋄ exp, is also Schur-concave. Thus, the objective functions encompassed in Theorem 3 are in a subset of the Schur-concave objective functions discussed in [12] . For Schur-convex ⋄exp, the following theorem is in order.
THEOREM 4: For the relay design problem (23)- (26), if ⋄ exp is increasing and Schur-convex, then the optimal V 1 is chosen such that d[D ] has equal entries, and ⟨ , ⟩ can be obtained from
PROOF: See Appendix E. □ From (35)-(37) we find that with Schur-convex ⋄ exp, the problem of optimizing ⟨ , ⟩ is identical to the optimization of the power loading in a multi-hop MIMO relay system using the linear MMSE receiver at the destination and the maximal MI criterion [12] . It can be seen from Appendix E that for Schur-convex ⋄ exp, d[D ] has identical elements. Thus, the multi-hop MIMO relay channel is uniformly decomposed into identical subchannels. In contrast to the case of Schurconcave ⋄ exp, there is no constraint on . In fact, can be greater than ℎ for Schur-convex ⋄ exp as explained later. Note that for single-hop MIMO channel, such equaldiagonal QR decomposition has been addressed in [20] , [21] . An important observation is that the multi-hop MIMO relay channel is not diagonalized by the source precoding matrix, the relay amplifying matrices (22) and the feed-forward matrix as in the case of Schur-concave ⋄ exp. We explain it in the following.
Substituting (27) and (28) back into (13) we have
We find from (38) that due to
Consequently, WH is not diagonal and from (11) B ∕ = 0 × . This is the reason that more data streams can be supported than the number of subchannels ℎ . Thus, in this case, the MIMO relay system with nonlinear MMSE-DFE receiver at the destination has a different performance compared with the MIMO relay system using the linear MMSE receiver at the destination. In the next section, we will show through numerical simulations that the former system has a much better performance than the latter one. Note that since for all Schur-convex , ⋄ exp is also Schur-convex, the Schur-convex objective functions discussed in [12] are in a subset of the objective functions included in Theorem 4.
After the optimal structure of the source and relay matrices is determined, the remaining problem is to optimize the power loading vector ⟨ , ⟩ by solving the problem (29)-(31) and the problem (35)-(37) for Schur-concave and Schur-convex ⋄ exp, respectively. Unfortunately, for ≥ 2, both the problem (29)-(31) and the problem (35)-(37) are nonconvex. Hence, a globally optimal solution is difficult to obtain with affordable computational complexity, especially when is large. However, a locally optimal solution can be obtained by iteratively updating the power allocation vector of one node by fixing the power allocation vectors of all other nodes [12] . This iterative algorithm provides an excellent performance-complexity tradeoff. Finally, for the MIMO relay design problem with Schur-convex ⋄ exp (35)-(37), matrix V 1 can be computed using the numerical method developed in [18] .
IV. NUMERICAL EXAMPLES
In this section, we study the performance of the proposed non-regenerative MIMO relay technique with the nonlinear MMSE-DFE receiver at the destination through numerical simulations. All channel matrices have Gaussian entries with zero-mean and variances 2 / for H , = 1, ⋅ ⋅ ⋅ , . Consequently, we define SNR ≜ 2 +1 / as the signal-tonoise ratio (SNR) of the th hop. All simulation results are averaged over 1000 independent channel realizations.
We compare the relay algorithm for Schur-convex ⋄ exp (denoted as the NL algorithm) with the maximal MI (MMI) algorithm and the MMSE algorithm developed in [12] . The MMI algorithm refers to a multi-hop MIMO relay system with a linear MMSE receiver at the destination node, and the source and relay matrices designed to maximize the sourcedestination mutual information. Thus, both the MMI and the MMSE algorithms apply the linear MMSE receiver at the destination. The comparison is fair since the MMI and MMSE relay algorithms in [12] and the proposed NL algorithm require the same amount of channel information at each node. Moreover, all algorithms use the iterative approach to obtain the optimal power allocation vectors, and thus, have the same computational complexity order. As a benchmark, we also show the performance of the genie-aided NL algorithm, where at each layer the error propagation is eliminated by a genie.
In the first example, we simulate a relay system with = 2 hops and choose 1 = 2 = 3 = 3 and = 2. Fig. 1 shows BERs of all algorithms versus SNR 1 for SNR 2 =20dB. It can be seen that the proposed NL algorithm performs consistently better than the competing algorithms over the whole SNR 1 range. In particular, at high SNR 1 , the MMSE and MI algorithms display an error floor, while the NL algorithm does not.
In the second example, we simulate a fully loaded two-hop system with 1 = 2 = 3 = 3, = 3, and SNR 2 =20dB. The performance of all algorithms is shown in Fig. 2 . We see that for a fully loaded MIMO relay system, nonlinear MMSE-DFE receiver achieves a much higher diversity order than the linear receiver. The performance of all algorithms for a twohop system with different number of antennas at each node is studied in our third example. We set 1 = 5, 2 = 6, 3 = 4, = 4, and SNR 2 =20dB. It can be seen from Fig. 3 that similar to Figs. 1 and 2 , the NL algorithm significantly outperforms the MMSE and MI algorithms.
In the last example, a multi-hop MIMO relay system with = 5 and = 3, = 1, ⋅ ⋅ ⋅ , 6 is simulated. Each hop has the same SNR, i.e, SNR = SNR, = 1, ⋅ ⋅ ⋅ , 5. Fig. 4 displays the BER performance of all three algorithms versus SNR. Obviously, for multi-hop systems, the NL algorithm still has the best performance. Therefore, for multi-hop MIMO relay communication, the nonlinear MMSE-DFE receiver together with the optimal source and relay matrices developed in this paper should be used in order to achieve a lower system BER. Comparing the practical NL algorithm with the genie-aided NL algorithm, we find from Figs. 1-4 that the propagation of the detection error at each layer only slightly increases the system BER.
V. CONCLUSIONS
We have developed the optimal source and relay matrices for non-regenerative multi-hop MIMO relay systems when the nonlinear MMSE-DFE receiver is used at the destination. For Schur-convex composite objective functions, the optimal scheme uniformly decomposes the MIMO relay channel into identical subchannels without any constraints on the number of subchannels. We have shown that the system BER performance can be significantly improved by using the MMSE-DFE receiver. We also demonstrated that for Schur-concave composite objective functions, the MMSE-DFE receiver is equivalent to a linear MMSE receiver. Vector containing the first elements of a a
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Thus, (13) can be rewritten as
where [A] denotes the th column of matrix A. From (14) and (15), we have
[R] 1: ,1: .
Substituting (40) back into (39) we have
[R] 1: ,1:
Thus the feed-forward matrix can be written as
From (11), the feedback matrix B can be written as
Substituting (41) and (42) into (8), we havê
Therefore, the MSE matrix is
APPENDIX C PROOF OF THEOREM 2
The following lemmas are required to prove Theorem 2. 
. At last, we show the structure of the optimal source and relay matrices. Let us introduce the SVD F 1 =Ũ 1Λ 1Ṽ 1 , where the dimensions ofŨ 1 
, respectively. We assume that the main diagonal elements ofΛ 1 are arranged in the decreasing order. Since rank(F 1 ) = , we also have
,
. From (14) we have
Let us write the GTD of Ψ as
where Q Ψ is an ( +1 + ) × semi-unitary matrix with Q Ψ Q Ψ = I , and P Ψ is an × unitary matrix. It can be shown from [18] that (43) Without affecting the power constraints, we takeṼ 1 = P Ψ , or equivalently
.
Then we can write the QR decomposition of G as
Because Ψ and G have the same singular values, from (43) and (45) we know that the constraint (18) can be equivalently written as
Let us define
and write A = U Λ U , = 1, ⋅ ⋅ ⋅ , , as the eigendecomposition of A , where Λ is an × diagonal matrix containing nonzero eigenvalues of A sorted in the decreasing order for all , and U is the associated +1 × matrix of eigenvectors. From (48) and (49) we have
where U 0 is an × semi-unitary matrices with U 0 U 0 = I , and S , = 2, ⋅ ⋅ ⋅ , , are × semi-unitary matrices with S S = I . It will be seen that the power constraints (19) and (20) are invariant to U 0 and S , = 2, ⋅ ⋅ ⋅ , . Substituting (50) and (51) back into (47), we have
Applying Lemma 2 to (52) we obtain that
where is a column vector containing all eigenvalues of X, andX is a diagonal matrix given bỹ
Applying Lemma 4 to (53), we have
where , denotes the th eigenvalue of X and˜, denotes the ( , )-th element ofX. From (14), we can write
where the matrix inversion lemma is applied to obtain the second equation. From (56), we find that
, where , is the th singular value of G. Using
We would like to mention that for all D and {F } that satisfy (46), inequality (57) also holds. In other words, (57) has a relaxed feasible region than that of (46). Since (46) is equivalent to (18), we can replace the constraint (18) by (57) without increasing the value of the objective function (17) . Moreover, from (52) we see that
where Φ stands for an arbitrary × diagonal matrix with unit-norm main diagonal elements, i.e.,
Without affecting the objective function (17), we choose S = U −1 , = 2, ⋅ ⋅ ⋅ , . Now we set out to consider the power constraints (19) and (20) . First, we introduce some notations: 
(58) If 1 = 2 = 1 , (58) holds if and only if
If 1 > 2 = 1 , then (58) holds if and only if
Finally, if 1 > 1 , 2 > 1 , (58) is true if and only if U 1,¯1 U 1 = 0 ( 2− 1)× and (60) holds. From (60), we see that in the latter two cases, there are many solutions forF 1 . We should chooseF 1 such that the transmission power at the source node is minimized. Since tr(F 1 F 1 ) = tr(F 1F 1 ), the transmission power minimization problem is written as
The solution to problem (61) is given bŷ
To determine U 1 in (59) and (62), we substitute (59) and (62) into the objective function of (61). Interestingly, both (59) and (62) lead to the same transmission power, given by
(63) We note that the transmission power (63) is invariant to U 0 and S , = 2, ⋅ ⋅ ⋅ , . Using Lemma 3, we know that under rank(F 1 ) = , (63) is minimized if and only if
The minimum of (63) is tr(Λ 1 Σ −2 1,1 ). Without loss of generality, we choose Φ = I . Therefore, we have U 1 = U 1,1 and
Note that U 0 does not affect and the power constraints. In fact, U 0 should be chosen as V 1 in (44) such that the QR decomposition of G in (45) holds. Thus
V 1 , and we have proved that the optimal structure of F 1 is as in (22) with
. Now we consider the power constraints (20) . Similar to steps (58)-(62), for = 2, ⋅ ⋅ ⋅ , , we have U ,¯U = 0 ( +1− )× when +1 > and
where we solved the following problem
The transmission power at the th node is tr (
Obviously, (64) is also invariant to U 0 and S , = 2, ⋅ ⋅ ⋅ , . Similar to (63), (64) is minimized by U = U ,1 , and together with S = U −1 , we obtain
Thus, the optimal structure of F is given by (22) 
+ ∑
Substituting (65) into (57) we have (24) . Finally, by substituting (22) into (19) and (20), we obtain (25) and (26) .
APPENDIX D PROOF OF THEOREM 3
The following lemma is needed to prove Theorem 3. 
+ ∑
We know that for any function , (−x) has the same Schur-convexity as (x) with respect to x [17] . Since ⋄ exp is Schur-concave, ( { − } ) is Schur-concave with respect to { } . Moreover, because ⋄ exp is increasing, ( { − } ) is decreasing with respect to { } . 
Since ⋄ exp is increasing and Schur-convex, applying Definition 3 to (70), we know that the solution to the problem (23)-(26) occurs at (71). It can be shown from [18] that there exists a GTD in (43) such that R has identical diagonal elements.
Equivalently speaking, V 1 should be chosen such that the QR decomposition of G in (14) yields a d[D ] with identical elements. Such V 1 can be obtained by using the numerical method developed in [18] . Using (70) and (71), the objective function for Schur-convex ⋄ exp becomes
which is equivalent to (35). Along with the power constraints, we obtain the problem (35)-(37). 
