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Abstract
NASA’s Asteroid Redirect Robotic Mission (ARRM) aims to pick up a boulder from
the surface of a large asteroid and transport it to a distant retrograde orbit around
the Moon for future exploration by a manned mission. This thesis presents a detailed
analysis of the dynamic modeling of the ARRM spacecraft grasping the boulder. This
model is used for three-axis attitude control design and simulation of the system.
This thesis presents a 30 degree-of-freedom nonlinear lumped-mass model for the
structural dynamics of the spacecraft-boulder system. This model is derived using
the Euler-Lagrange formulation and simulated in the Matlab-Simulink environment.
Another model is derived using Kane’s formulation and SD/FAST, a software package
dedicated to deriving dynamic models. Both models are linearized numerically about
an equilibrium point. The frequency domain analysis of these linearized models is
presented to understand the system behavior and dominant modes. Both models are
compared to each other and to an independently developed finite-element model to
validate the modeling approach.
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1 Introduction
1.1 Mission Overview
Multiple space agencies have announced plans for future small body exploration mis-
sions to near-Earth asteroids [1, 2, 3]. The NASA Asteroid Redirect Robotic Mission
is a robotic mission to a near-Earth asteroid planned for the early 2020s. The primary
objective of the mission is to land a robotic spacecraft on an asteroid, collect a boul-
der from the surface and insert the boulder into a stable lunar orbit. The boulder will
then be visited by crewed missions to collect and study samples, which can enhance
our knowledge of the formation of our solar system and the origin of life on Earth.[4]
The mission will also serve to evaluate and demonstrate technologies that will enable
manned missions to Mars in the future.
A number of studies have been and are being performed to identify candidate
asteroids for this mission.[5] Many asteroids are being catalogued and studied for
their size, orbit, velocity and spin to choose an ideal target. While the search for the
target asteroid continues, a near-Earth asteroid named 2008 EV5, has been chosen
to proceed with planning and feasibility studies. Other prime candidate asteroids are
Itokawa, Bennu and Ryugu. With this sample target, trajectory design and studies
for approach, fly-bys and landing are being carried out.
Upon arrival at the target asteroid, the ARRM spacecraft will perform several
fly-bys to scan the surface of the asteroid for suitable boulders that can be grasped
by robotic grippers on the spacecraft and ferried back to cis-lunar space, where it
will be placed in a distant retrograde orbit. Despite a well-considered boulder selec-
tion process, the ARRM spacecraft should be capable of handling a large variety of
boulders, in terms of shape, size, mass and inertia tensor. For planning purposes a
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(a) (b)
Figure 1: Artist’s rendering of the conceptual ARRM spacecraft (a) capturing a boulder
form the asteroid surface, and (b) in transit with the captured boulder.
nominal boulder of 4m diameter is being considered.
Moreover, the mission also has several secondary objectives. After collecting the
boulder, the spacecraft will stay in orbit around the asteroid to steadily deflect the
asteroid’s trajectory through gravitational effects. This technique called the Grav-
ity Tractor will be extremely useful for planetary defense from hazardous asteroids.
The mission will also advance technologies that will be pivotal for future robotic
and manned missions to Mars such as efficient solar electric propulsion systems; au-
tonomous robotic capabilities including landing and grasping; and trajectory planning
and navigation with massive cargo. It also allows for use of the Orion spacecraft and
Space Launch System Rocket for a manned mission in lunar orbit to rendezvous with
the ARRM spacecraft and collect samples from the boulder to be brought back to
Earth. All of these technologies and opportunities are ideal proving grounds to ex-
pand the current NASA operations into cis-lunar region, enabling further exploration
in the future.
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(a) (b)
Figure 2: Prototypes of some of the advanced technologies being developed for the
ARRM Mission (a) Hall effect based Solar-Electric Propulsion system, and (b) Mi-
crospine end-effectors for grasping the boulder securely.
1.2 The ARRM Spacecraft
The ARRM spacecraft will be powered by an advanced solar electric propulsion sys-
tem and equipped with a pair of robotic manipulators for grasping the boulder off the
surface of the asteroid. The spacecraft design also includes legs to be used for landing
and take-off from the asteroid. The legs will kickoff from the asteroid and provide
an initial ascent without the use of any thrusters. The Jet Propulsion Laboratory is
working in conjunction with four industry partners: Lockheed Martin Space Systems,
Boeing Phantom Works, Orbital APK and Space Systems/Loral to perform design
studies and produce concepts for this spacecraft.
The schematics for the ARRM spacecraft are shown in Fig.3. The spacecraft
consists of the bus which contains all the payloads, two solar panels extending away
from the sides of the bus on beams and two robotic manipulators attached below the
bus. Each robotic manipulator has shoulder, elbow, wrist and tip joints. The boulder
is grasped between the tips of both manipulators, thus forming a closed topology for
the system. There are also three independent, orthogonal thrusters mounted to the
3
bus. Tables 1 and 2 list the numerical values used for the model and the variation in
boulder sizes considered in this work.
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Figure 3: Model schematics and assumptions
After successful grasping of the boulder, all the joints in the robotic manipulators
are locked in place. Consequently, any relative motion between the rigid bodies in the
system is due to structural flexibility and deformations. The structural flexibility is
modeled through parallel rotational springs and viscous dampers placed between rigid
bodies. The spring rates and damping constants for these are borrowed from a model
developed at NASA’s Goddard Space Flight Center using finite element method in
NASTRAN.
With these schematics, two separate models were derived using different ap-
proaches: Euler-Lagrange and Kane’s methods. Chapter 2 presents the detailed
model derivation using the Euler-Lagrange method and its linearization about an
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equilibrium for system analysis. Chapter 3 presents the implementation of this model
in Matlab [6] and the simulation setup in Simulink [7] It also discusses the dominant
modes for the linearized system. Chapter 5 presents an overview of Kane’s method
used for deriving dynamics of the system along with the implementation in SD/FAST
[8] SD/FAST is a commercial software package for deriving dynamic models of multi-
body systems. The simulation setup, linearization and system analysis for this model
are also discussed. Finally, Chapter 6 presents a comparison of the two models with
each other and with the finite-element model, and discusses the sources of discrepan-
cies between them. This thesis is concluded with a summary of the work performed
and described herein.
These models are used to study the attitude control problem of the ARRM space-
craft with the captured boulder, after the ARRM spacecraft has taken off from the
asteroid. The ARRM spacecraft and boulder combination should maintain a desired
attitude during this stage of the mission, so that the propulsion system, solar panels,
communication antennae and on-board sensors can be oriented in their appropriate
directions. Moreover, uncontrolled spinning or tumbling of the spacecraft can excite
structural vibrations, due to the large mass of the boulder, which might damage the
spacecraft or lead to failure of the mission. Therefore, this work also involves design-
ing a robust attitude controller capable of maintaining desired attitude of the ARRM
spacecraft, in the presence of large uncertainties in the boulder shape, size, mass and
inertia tensor [9] [10]. The design and verification of this control law are not presented
in this thesis.
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Table 1: ARRM Spacecraft Parameters
Bus Mass (kg) 9246.8
Solar Array Mass (kg) 196.3
Shoulder-Elbow Link Mass (kg) 38.9
Elbow-Wrist Link Mass (kg) 38.9
Wrist-Tip Link Mass (kg) 30.3
Bus Half-Width, D1 (m) 1.5
Bus CM to Array Beams, D2 (m) -2.59
Bus CM to Base, D3 (m) 3.3
Bus CM to Solar Array Hinge, D4 (m) 3.5
Solar Array Hinge to Solar Array CM, D5 (m) 4.8
Boulder Grab Angle, φ (deg) -30
Table 2: Boulder Parameters
Boulder Diameter (m) 0 2 4 5
Boulder Mass (tons) 0 8.7 70.0 136.7
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2 Nonlinear Dynamics Model
This model was developed using standard robotic modeling techniques and the Euler–
Lagrange method. The derivation of the model was carried out using Matlab, heavily
relying on the Symbolic Math toolbox [11].
2.1 Reference Frames
The system consists of several reference frames, one inertial frame and one local frame
for each rigid body. The inertial frame is denoted by I. The body attached frames
for the bus, +Y solar panel, -Y solar panel, +Y manipulator tip, -Y manipulator tip
and boulder are denoted by B,P ,N ,Q,V ,A respectively. B,P ,N andA are located
at the center of mass of the respective bodies. The axes definition for the bus frame is
depicted in Fig. 3. Q andV are located at the point of contact between the respective
manipulator tip and the boulder. There are also several intermediate frames that
establish kinematic chains for the solar panel and manipulator joints. All of these in-
termediate frames were defined using the Denavit-Hartenberg convention [12], widely
used for kinematic analysis of robotic manipulators. The use of this convention allows
for automation of kinematic derivations and calculations in code.
Each solar panel arm is connected to the bus through a 3-DOF spherical joint.
This joint is composed of three successive 1-DOF revolute joints along orthogonal
axes. The intermediate frames for these kinematic chains can be seen in Fig. 4(a).
Intermediate frame 1 is related to the bus frame B through a fixed rotation and
translation. Frame 2 is obtained after a rotation of angle θPx about the z1 axis.
Similarly, frame 3 is obtained after a rotation of angle θPy about the z2 axis. And,
P is obtained after a rotation of angle θP z about the z3 axis and a fixed translation
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Figure 4: Denavit-Hartenberg frames for (a) +Y solar panel, and (b) +Y manipulator
along the y3 axis. It is important to note that frames 1 , 2 and 3 are located at the
same point on the spacecraft bus and that P is located at a different point, which is
the center of mass of the solar panel. By looking at Fig. 4(a), it is evident that this
sequence of rotations corresponds to a X-Y-Z Euler angles description of solar panel
deflections with respect to the bus. Similar frames are defined for the -Y solar panel.
In the case of the robotic manipulators, the shoulder, elbow and wrist joints are
2-DOF joints capable of rotations about the xB and zB axes. This is equivalent to
ignoring the torsional deformation of the manipulator links, which is justified due the
high torsional stiffness afforded by short lengths and diameters of the rod-like links.
The tip joint, which is the contact point between the manipulator and asteroid, is
3-DOF. Both of the manipulators are modeled through kinematic chains of 1-DOF
revolute joints, similar to the solar panels. The intermediate frames for the +Y
manipulator are depicted in Fig. 4(b).
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Figure 5: Denavit-Hartenberg frames for (a) -Y solar panel, and (b) -Y manipulator
These frame assignments lead to a 60 dimensional state space for the system.
There are 6 coordinates that define the position and orientation of the bus wrt inertial
frame; 3 each for the orientation of the solar panels wrt bus; and 9 each for the
manipulators. These 30 position coordinates combined with corresponding velocity
coordinates lead to the 60-dimensional system. However, the system has 6 constraints
to ensure that both robotic manipulators are grasping the boulder properly. Thus,
the system loses 6 degrees of freedom, resulting in a 24-DOF system.
The 30× 1 generalized coordinates vector for the system is defined as
q = [rB, θB, θP , θN , θQ, θV ]
>
θQ = [θ1, θ2, θ3, θ4]
>
θV = [θ5, θ6, θ7, θ8]
>
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where, θP and θN are 3D solar panel X-Y-Z Euler angles. θ1, θ2, θ3 and θ5, θ6, θ7 are
the 2D X-Z Euler angles for the respective manipulator joints as shown in Fig. 3. θ4
and θ8 are the 3D X-Y-Z Euler angles for the manipulator tip joints.
2.2 Kinematics
2.2.1 Position Kinematics
For the Bus, the position and orientation of the center of mass are denoted by position
vector and roll-pitch-yaw Euler angles, rB, θB, expressed in the inertial frame. All
other vectors are expressed in the bus frame, unless stated otherwise. For vectors not
in the bus frame, the frames are expressed through a left superscript.
Deriving kinematic relations within the system is simplified by the use of the
D-H convention, which allows for easy derivation of the homogenous transformation
matrices between frames of a kinematic chain. A homogenous transformation matrix
is a 4×4 matrix that encodes both relative rotations and translations between frames
[13]. These transforms have the following structure.
TBP =
R d
0 1
 (1)
where, TBP transforms a vector from P to B, R is an orthonormal rotation matrix and
d is a 3D vector.
To use homogenous transforms, 3D position vectors are converted to 4D homoge-
nous position vectors, simply by appending 1 to them. For instance the origin in
homogenous coordinates is written as 0¯ = [0, 0, 0, 1]>.
Thus, if rP denotes the position of the center of mass of the +Y solar panel
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expressed in the bus frame, then
rP = T
B
P(θP )0¯ (2)
Note that TBP is a function of the angles θP .
The other positions can be represented as
rN = T
B
N (θN)0¯ (3)
rSE1 = T
B
SE1[
−lSE
2
, 0, 0, 1]> (4)
rEW1 = T
B
EW1[
−lEW
2
, 0, 0, 1]> (5)
rWT1 = T
B
WT1[
−lWT
2
, 0, 0, 1]> (6)
rSE2 = T
B
SE2[
lSE
2
, 0, 0, 1]> (7)
rEW2 = T
B
EW2[
lEW
2
, 0, 0, 1]> (8)
rWT2 = T
B
WT2[
lWT
2
, 0, 0, 1]> (9)
rAQ = T
B
Q(θQ)T
Q
A0¯ (10)
rAV = T
B
V(θV )T
V
A0¯ (11)
where the boulder position is calculated through both the +Y and -Y manipulators.
The transformations TQA andT
V
A are fixed as they only depend on the radius of the
boulder, RA and angle φ, as shown in Fig. 3, both of which are fixed quantities.
For the links on the manipulator arms, the intermediate frames in the D-H assign-
ment can be used to calculate the positions of the +Y manipulator links’ center of
masses (SE1, EW1, WT1) and the -Y manipulator links’ center of masses (SE2, EW2,
WT2). The lengths of the manipulator links are denoted by lSE, lEW , lWT . Thus, in
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the bus frame, the center of masses are
rSE1 = T
B
SE1[
−lSE
2
, 0, 0, 1]> (12)
Here, TBSE1 is a function of θ1.
2.2.2 Velocity Kinematics
The linear and angular velocities of the bus are denoted by vB, ωB. When expressed
in the bus frame, these are related to the generalized coordinates derivatives in the
following manner.
vB = R
B
I r˙B (13)
ωB = JωB θ˙B (14)
where, RBI is the 3× 3 rotation matrix from the inertial frame to the bus frame, and
JωB is a 3× 3 matrix that transforms the Euler angle derivatives to angular velocity.
The velocity kinematics for the rest of the system can be derived easily. The D-H
convention allows for a formulaic calculation of the Jacobian matrices for kinematic
chains. A Jacobian matrix is a transformation that maps generalized coordinates
derivatives to linear and angular velocities. For the P frame, the velocities relative
to the Bus can be expressed in the B frame as
vBP = JvP θ˙P (15)
ωBP = JωP θ˙P (16)
where, JvP and JωP are 3× 3, linear and angular velocity Jacobian matrices.
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To calculate the velocities with respect to the inertial frame, the rotation and
translation of the bus need to be accounted for. The linear and angular velocities of
the +Y solar panel with respect to the inertial frame, expressed in the bus frame are
vP = vB − S(rP )ωB + vBP
ωP = ωB + ω
B
P
where, S(r) is the skew-symmetric, cross product matrix for the vector r. These can
be rewritten as
vP = R
B
I r˙B − S(rP )JωB ˙θB + JvP θ˙P (17)
ωP = JωB θ˙B + JωP θ˙P (18)
Note that rP can be calculated given the current system state, using Equation 2.
Similar equations are derived for frames N , Q, V and A. Using these equations,
all the velocities can be written as the product of a 3× 30 matrix and the derivatives
of the generalized coordinates.
vB = [R
B
I , 0, 0, 0, 0, 0]q˙ = J
I
vB
q˙ (19)
vP = [R
B
I , −S(rP )JωB , JvP , 0, 0, 0]q˙ = J IvP q˙ (20)
vN = [R
B
I , −S(rN)JωB , 0, JvN , 0, 0]q˙ = J IvN q˙ (21)
vSE1 = [R
B
I , −S(rSE1)JωB , 0, 0, JvSE1 , 0]q˙ = J IvSE1 q˙ (22)
vEW1 = [R
B
I , −S(rEW1)JωB , 0, 0, JvEW1 , 0]q˙ = J IvEW1 q˙ (23)
vWT1 = [R
B
I , −S(rWT1)JωB , 0, 0, JvWT1 , 0]q˙ = J IvWT1 q˙ (24)
vSE2 = [R
B
I , −S(rSE2)JωB , 0, 0, 0, JvSE2 ]q˙ = J IvSE2 q˙ (25)
13
vEW2 = [R
B
I , −S(rEW2)JωB , 0, 0, 0, JvEW2 ]q˙ = J IvEW2 q˙ (26)
vWT2 = [R
B
I , −S(rWT2)JωB , 0, 0, 0, JvWT2 ]q˙ = J IvWT2 q˙ (27)
vAQ = [R
B
I , −S(rAQ)JωB , 0, 0, JvQ , 0]q˙ = J IvAQ q˙ (28)
vAV = [R
B
I , −S(rAV )JωB , 0, 0, 0, JvV ]q˙ = J IvAV q˙ (29)
q˙ = [r˙B, θ˙B, θ˙P , θ˙N , θ˙Q, θ˙V ]
>
Note that in formulating the kinematics of the boulder frame A, the position and
velocity of the boulder are calculated using both the +Y and -Y manipulators. The
motivation for this will become apparent when formulating the dynamics of the prob-
lem.
The same treatment is applied for the angular velocities.
ωB = [0, JωB , 0, 0, 0, 0]q˙ = J
I
ωB
q˙ (30)
ωP = [0, JωB , JωP , 0, 0, 0]q˙ = J
I
ωP
q˙ (31)
ωN = [0, JωB , 0, JωN , 0, 0]q˙ = J
I
ωN
q˙ (32)
ωAQ = [0, JωB , 0, 0, JωQ , 0]q˙ = J
I
ωAQ
q˙ (33)
ωAV = [0, JωB , 0, 0, 0, JωV ]q˙ = J
I
ωAV
q˙ (34)
ωSE1 = [0, JωB , 0, 0, JωSE1 , 0]q˙ = J
I
ωSE1
q˙ (35)
ωEW1 = [0, JωB , 0, 0, JωEW1 , 0]q˙ = J
I
ωEW1
q˙ (36)
ωWT1 = [0, JωB , 0, 0, JωWT1 , 0]q˙ = J
I
ωWT1
q˙ (37)
ωSE2 = [0, JωB , 0, 0, 0, JωSE2 ]q˙ = J
I
ωSE2
q˙ (38)
ωEW2 = [0, JωB , 0, 0, 0, JωEW2 ]q˙ = J
I
ωEW2
q˙ (39)
ωWT2 = [0, JωB , 0, 0, 0, JωWT2 ]q˙ = J
I
ωWT2
q˙ (40)
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2.3 Euler–Lagrange Formulation
Deriving the dynamic equations governing the system via the Euler-Lagrange method
requires a complete description of all kinds of energies associated with the system. In
our system, energy is gained or lost in the form of: kinetic energy possessed by the
rigid bodies; elastic potential energy due to the springs in the joints; energy dissipated
at the viscous dampers in the joints; and generalized torques produced by the bus
mounted thrusters. The effects of any gravitational fields are neglected, since these
are insignificant in deep space.
2.3.1 Kinetic Energy
The kinetic energy of the system comprises of the translational and rotational ki-
netic energies for every rigid body. The masses of these bodies are represented by
mB,mP ,mN ,mA,mSE,mEW and mWT and the inertia tensors are represented by
IB, IP , IN , IA, ISE, IEW and IWT . All the inertia tensors are expressed in their respec-
tive body frames and are consequently, fixed quantities.
With this nomenclature, the kinetic energy of the bus can be expressed as
TB =
1
2
v>BmBvB +
1
2
w>BIBwB
And using Eqs. (19) and (30), this can be rewritten in terms of the generalized
coordinates as
TB =
1
2
q˙>[J I
>
vB
mBJ
I
vB
+ J I
>
ωB
IBJ
I
ωB
]q˙ (41)
Note that the terms within the brackets represent a 30× 30 matrix.
To express the kinetic energy of the +Y solar panel, its angular velocity has to be
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transformed to the P frame, wherein the inertia tensor of the panel is expressed.
TP =
1
2
v>PmPvP +
1
2
(RPBwP )
>IP (RPBwP )
And using Eqs. (20) and (31), this is rewritten in terms of the generalized coordinates.
TP =
1
2
q˙>[J I
>
vP
mPJ
I
vP
+ (RPBJ
I
ωP
)>IP (RPBJ
I
ωP
)]q˙ (42)
The same approach is followed to derive expressions for the kinetic energies of
other bodies in the system.
TB =
1
2
q˙>[J I
>
vB
mBJ
I
vB
+ J I
>
ωB
IBJ
I
ωB
]q˙ (43)
TP =
1
2
q˙>[J I
>
vP
mPJ
I
vP
+ (RPBJ
I
ωP
)>IP (RPBJ
I
ωP
)]q˙ (44)
TN =
1
2
q˙>[J I
>
vN
mNJ
I
vN
+ (RNB J
I
ωN
)>IN(RNB J
I
ωN
)]q˙ (45)
TAQ =
1
2
q˙>[J I
>
vAQ
mA
2
J IvAQ
+ (R
AQ
B J
I
ωAQ
)>
IA
2
(R
AQ
B J
I
ωAQ
)]q˙ (46)
TAV =
1
2
q˙>[J I
>
vAV
mA
2
J IvAV
+ (RAVB J
I
ωAV
)>
IA
2
(RAVB J
I
ωAV
)]q˙ (47)
TSE1 =
1
2
q˙>[J I
>
vSE1
mSEJ
I
vSE1
+ (RSE1B J
I
ωSE1
)>ISE(RSE1B J
I
ωSE1
)]q˙ (48)
TEW1 =
1
2
q˙>[J I
>
vEW1
mEWJ
I
vEW1
+ (REW1B J
I
ωEW1
)>IEW (REW1B J
I
ωEW1
)]q˙ (49)
TWT1 =
1
2
q˙>[J I
>
vWT1
mWTJ
I
vWT1
+ (RWT1B J
I
ωWT1
)>IWT (RWT1B J
I
ωWT1
)]q˙ (50)
TSE2 =
1
2
q˙>[J I
>
vSE2
mSEJ
I
vSE2
+ (RSE2B J
I
ωSE2
)>ISE(RSE2B J
I
ωSE2
)]q˙ (51)
TEW2 =
1
2
q˙>[J I
>
vEW2
mEWJ
I
vEW2
+ (REW2B J
I
ωEW2
)>IEW (REW2B J
I
ωEW2
)]q˙ (52)
TWT2 =
1
2
q˙>[J I
>
vWT2
mWTJ
I
vWT2
+ (RWT2B J
I
ωWT2
)>IWT (RWT2B J
I
ωWT2
]q˙ (53)
To calculate the kinetic energy of the boulder, it is split into two bodies, as is common
while modeling systems with closed topologies [14, 15, 16, 17]. Each of the split
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boulders has the same shape and size as the original but only half the density. It is
assumed that one of the split boulders is attached to the +Y manipulator tip and the
other to the -Y manipulator tip. Constraints are added to the dynamics to ensure
that these split halves are always superimposed, resulting in the original boulder.
These constraints are discussed in a later section.
The kinetic energy for the system is the sum of the kinetic energies of all rigid
bodies.
T = TB + TP + TN + TAQ + TAV + TSE1 + TEW1 + TWT1 + TSE2 + TEW2 + TWT2
In taking this sum, all the terms within the brackets can be combined into a single
30×30 matrix, M . This is the mass matrix of the system and encodes the generalized
mass properties of the system. The mass matrix of any physical system is symmetric,
positive definite and invertible.
T =
1
2
q˙>Mq˙ (54)
2.3.2 Potential Energy
Every joint within the spacecraft has an attached rotational spring and a viscous
damper, in parallel with each other. The springs contribute to the potential energy
for the system, while the dampers contribute to the dissipation energy discussed next.
Each joint has a nominal angle about which the spring acts. When deflected
from these nominal angles, the springs produce a restoring torque about the axis
of the joint. These nominal angles are trivial for the solar panel joints. However,
for the manipulator joints, these angles depend upon the configuration in which the
boulder is grasped. Since there are infinite configurations for grasping a boulder of
a given size and shape, some sort of pre-selection needs to be performed in order
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to determine the nominal angles. To this end, a pose function is chosen to define
the grasping configuration. Since the model assumes a spherical boulder, the pose
function depends only on the radius of boulder. Some features of the pose function
are:
• Both manipulators lie completely in the Y-Z plane of the bus frame.
• The manipulator links mirror each other across the X-Z plane of the bus frame.
• The point of contact between the manipulator tips and the boulder are sym-
metrical about the X-Z plane of the bus.
• These points are defined by a pre-selected, fixed angle, φ.
• The wrist-tip links of the manipulators are perpendicular to the boulder surface.
Once the pose angles are defined, the potential energy can be written as
V =
1
2
(q − qpose)>K(q − qpose) (55)
where K is a 30× 30 diagonal matrix with the diagonal entries corresponding to the
spring constants, k for the respective joints.
2.3.3 Rayleigh Dissipation Energy
The Rayleigh dissipation function [] captures the energy lost through the viscous
dampers at the joints. It is mathematically similar to the potential energy function.
R =
1
2
q˙>Cq˙ (56)
where C is a 30× 30 diagonal matrix with the diagonal entries corresponding to the
damping constant, c for the respective joints.
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2.3.4 Generalized Forces
The generalized forces represent the energy introduced in a system by external forces
and moments. In this system, the only external moments are those generated by the
three orthogonal thrusters mounted on the bus. To convert these torques, τB, into
generalized torques for the Euler-Lagrange framework, they are simply left multiplied
by the transposed Jacobian matrix for the angular velocity of the bus [].
Q = [0, J>ωBτB, 0, 0, 0, 0]
> (57)
Q represents the 30× 1 vector of generalized forces acting on each coordinate of the
system.
2.4 Dynamic Equations
With the system energetics determined, deriving the dynamic equations involves
defining the Lagrangian for the system.
L = T (q, q˙)− V (q)
and the dynamics are given by the Euler-Lagrange equations [] for each coordinate,
qi
d
dt
(
∂L
∂q˙i
)− ∂L
∂qi
+
∂R
∂q˙i
−Qi = 0 (58)
This presents a set of 30 governing equations, one from each generalized coordinate.
After some algebraic manipulation [18], these equations can be written in matrix form
as
M(q)q¨ + C(q, q˙)q˙ + φ(q) +∇R(q˙)−Q = 0 (59)
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Here, M(q) is the same Mass matrix defined before. C(q, q˙) is called the Coriolis
matrix and its elements are defined as follows
Ck,j(q, q˙) =
30∑
i=1
1
2
(
∂Mkj
∂qi
+
∂Mki
∂qj
− ∂Mij
∂qk
)q˙i for k, j = 1, 2, ...30 (60)
In this definition, the elements are defined using Christoffel symbols []. φ(q) is the
gradient of the potential energy with respect to q
φ(q) = ∇V (q) (61)
∇R is the gradient of the Rayleigh dissipation function with respect to q˙. Equa-
tion (59) represents the unconstrained dynamics for the system, wherein the two split
boulders are not overlapping each other and can move independently.
2.5 Split Boulder Constraint
2.5.1 Definition
As explained previously, the modeling involves splitting the boulder into two boulders
of the same shape and size as the original but with half the density. [14, 15, 16, 17]
To ensure that both split boulders superimpose each other, resulting in the original
boulder, constraints need to be defined on the manipulator angles. To do so, a total
of six constraint equations are required: three equations ensure that the centers of
both split boulders coincide; and three equations ensure that the relative orientation
of both split boulders with respect to the bus, is the same.
The position constraints relates the center of masses of both split boulders. The
position of the origin of the boulder frame is calculated through both manipulators
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and then equated.
BrA = TBQT
Q
A0¯ = T
B
VT
V
A0¯
This constraint is written in the following form
h1(q) = [T
B
QT
Q
A − TBVTVA]0¯ = 0
Note that we only use the first three rows from this constraint equation. The fourth
row exists because of the use of homogenous coordinates and is meaningless (1− 1 =
0).
The orientation constraint is enforced by equating the [1, 1, 1]> vector from both
split boulder frames.
h2(q) = [R
B
VR
V
A − RBQRQA][1, 1, 1]> = 0
Alternatively, the three orientation constraints can also be written using a quaternion
representation of the boulder orientation wrt bus. To do so, the rotation matrices, R
AQ
B
and RAVB are converted to quaternions [19] and then equated to get three constraining
equations.
(R
AQ
B (3, 2)− RAQB (2, 3))− (RAVB (3, 2)− RAVB (2, 3)) = 0
(R
AQ
B (1, 3)− RAQB (3, 1))− (RAVB (1, 3)− RAVB (3, 1)) = 0
(R
AQ
B (2, 1)− RAQB (1, 2))− (RAVB (2, 1)− RAVB (1, 2)) = 0
Both approaches to defining the orientation constraints are identical in theory but
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differ slightly in practice, due to numerical considerations.
The position and orientation constraints are combined into the 6× 1 vector con-
straint h(q). This defines the constraints for the system.
h(q) =
h1(q)
h2(q)
 = 0 (62)
This is a set of holonomic constraints, as they do not depend on the generalized
coordinate rates. Holonomic constraints can be removed from the system dynamics by
eliminating the redundant states, thereby reducing the dimensionality of the system.
In this case, six of the manipulator joint angles are dependent states and can be
removed from the state space by using the constraint equations. While it may look
like this approach would simplify the dynamics, that is not necessarily the case.
Since the joints have springs and dampers associated with them, any calculation of
the system energies will require computing the current joint angles. This will be done
by solving the highly nonlinear inverse kinematic equations for the dependent joint
angles at every time step of the simulation. These equations are computationally
expensive to solve and often have multiple solutions. This performance drop offsets
the gains obtained by reducing the dimensionality of the system and eliminating the
constraint equations.
Another factor to consider while modeling closed kinematic chains, is the choice
of the point where the chains are joined together via the constraint. In the case
of this model, this point is the center of mass of the boulder after it is split into
two rigid bodies. The alternative is to close the chain at one of the joints. This
approach leads to elimination of that joint from the state space and a reduction
in the number of constraints required. However, it suffers from the same problem
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regarding calculation of system energies through solving inverse kinematic equations.
Hence, this approach was avoided and the chain was closed by splitting a rigid body.
Any of the manipulator links could have been split for this purpose, but the boulder
was chosen in order to obtain the simplest set of kinematic equations. To achieve the
simplest set of equations, the length of the kinematic chains needs to be kept at a
minimum. Besides, splitting the boulder also allows for a uniform treatment of both
manipulators.
2.5.2 Enforcement
The constrained system is represented through thirty ordinary differential equations
(ODE) and six algebraic equations, comprising a set differential-algebraic equations
(DAE). The simplest method to solve such DAE systems is to differentiate the alge-
braic equations twice, to express them at the acceleration level. Then, they can be
augmented with the other ODEs resulting in a pure ODE system. This method of
enforcing constraints performs rather erratically around configurations where one or
more of the constraint equations is redundant. This is the case for the ARRM system
in the pose configuration. Since the manipulators lie in the Y-Z plane, one of the split
boulder orientation constraint is redundant. Thus, to ensure accurate results from the
constraint enforcement, the method proposed by Aghili [20] is utilized. This method
involves projecting the constrained dynamics onto a reduced space using a projection
operator [21]. This method deals with the presence of redundant constraints and also
allows for faster simulations than some of the other approaches.
Aghili’s method involves projecting the dynamics onto a reduced space, defined
by the algebraic constraint equations. To do so, a projection operator, P , is defined
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to orthogonally project any vector to the null space of a linear transformation.
For, A : Rn → Rm
Define, P ∈ Rn×n
such that, Pq ∈ N (A) ∀ q ∈ Rn
Finding such a P matrix is straightforward using the singular value decomposition of
A. However, it can also be calculated with the use of a pseudoinverse.
P = I − A+A (63)
where, A+ denotes the pseudoinverse of A. This definition of P is more practical to
use during simulations.
The constraints in the system are represented by Eq (62). These can be differen-
tiated twice to obtain
Aq˙ = 0 (64)
Aq¨ − A˙q˙ = 0 (65)
where, A = ∂h/∂q is the Jacobian of the constraint vector wrt generalized coordinates.
It is evident that the allowable velocities for the system belong to the null space of the
constraint Jacobian. This is where the projection operator will be utilized to project
the accelerations and velocities of the system to the allowable subspace defined by
the constraint equations.
The constraints are added into the system with the use of an augmented La-
grangian using the Lagrange multipliers λ. These Lagrange multipliers generate a
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constraint force F based on the Jacobian matrix.
F = A>λ
When this constraint force is added into the dynamics, the projection operator can
be used to eliminate the constraint forces and Lagrange multipliers to obtain the
following set of constrained dynamic equations of the system. [20]
Mc(q)q¨ = Nc(q, q˙)q˙ − [C(q, q˙)q˙ + φ(q) +∇R(q˙)−Q] (66)
Mc(q) := M + PM − (PM)> (67)
Nc(q, q˙) := MN (68)
In this set of equations, the Mc matrix is referred to as the constraint inertia matrix. It
can be shown to be invertible and positive definite. However, it lacks the symmetricity
of the mass matrix.
2.6 Linearization
The lumped mass Euler-Lagrange model can be linearized using Taylor series expan-
sions in order to perform small perturbation analysis around the equilibrium config-
uration [22]. The linearized model is expressed in state space and transfer function
forms and frequency domain techniques are used to understand the behavior of the
system. Starting from the Eq. (68) for the constrained dynamics, each term is approx-
imated by its first-order Taylor expansion around the equilibrium. The equilibrium
point comprises of zero deflections for all states except the manipulator angles which
are locked in the pose configuration to grasp the boulder. This equilibrium state is
denoted by q0. After linearization, the system is defined by the perturbation states
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z = q − q0.
Mc(q)q¨ =
(
Mc(q0) +
∂Mc
∂q
∣∣∣∣
q0
z
)
z¨
Nc(q, q˙)q˙ =
(
Nc(q0, q˙0) +
∂Nc
∂q
∣∣∣∣
q0,q˙0
z +
∂Nc
∂q˙
∣∣∣∣
q0,q˙0
z˙
)
z˙
C(q, q˙)q˙ =
(
C(q0, q˙0) +
∂C
∂q
∣∣∣∣
q0,q˙0
z +
∂C
∂q˙
∣∣∣∣
q0,q˙0
z˙
)
z˙
φ(q) = φ(q0) +
∂φ
∂q
∣∣∣∣
q0
z
∇R(q˙) = ∇R(q˙0) + ∂∇R
∂q˙
∣∣∣∣
q˙0
z˙
Q(q, τB) = Q(q0)τB
After neglecting all the terms that are second order in the above expression
Mc0 z¨ = Nc0 z˙ − C0z˙ − φ0 −
∂φ
∂q
∣∣∣∣
0
z −∇R0 − ∂∇R
∂q˙
∣∣∣∣
0
z˙ +Q0(τ) (69)
where the subscript ∗0 represents the evaluation of ∗ at the equilibrium point. By
defintion, φ0 = 0 and ∇R0 = 0. Also, at zero velocities, C0 = 0. From Eqs. (55) &
(56), ∂φ
∂q
∣∣∣
0
= K and ∂∇R
∂q˙
∣∣∣
0
= C This leads to the dynamics of the linearized system.
Mc0 z¨ = (Nc0 − C)z˙ −Kz +Q0(τ) (70)
This set of dynamic equations can be represented in the state space form with the
following system matrix.
A =
 0 I
−K (Nc0 − C)
 (71)
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3 MATLAB Implementation
The Euler–Lagrange model was derived completely using the Matlab Symbolic Math
toolbox. The Symbolic Math toolbox provides routines to manipulate and analyze
mathematical equations. This includes the ability to perform differentiation and
integration analytically. Thus, the derivation of the system dynamics using Euler–
Lagrange method lends itself conveniently to the Symbolic Math toolbox.
3.1 Model Derivation
To derive the model, the following steps are followed as per the analytical derivation
presented in the previous chapter.
• The generalized coordinates and velocities are defined as individual sym vari-
ables and then grouped into vectors q and qd. Similarly, the control input
torque u is defined.
• All the parameters of the problem such as masses and inertia tensors of the rigid
bodies, nominal pose angles, lengths of bodies, spring constants and damper
rates as numerical values.
• The kinematics for the 6DOF spacecraft bus are defined next. This includes
defining the rotation matrices for each of the individual Euler axis rotations in
the roll-pitch-yaw convention stored in a 3 × 3 × 3 array, ABI; the combined
rotation matrix from the bus frame to inertial frame, RBI; homogenous trans-
formation matrix for the same, TBI. Also the Jacobian matrices for both linear
and angular velocities, JvB & JwB. These Jacobians calculate the velocity of the
bus with respect to the inertial frame and express them in the Bus frame.
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• Based on the model parameters, the DH tables are populated for the four kine-
matic chains: +Y solar panel (P), -Y solar panel (N), +Y robotic manipulator
(Q) and -Y robotic manipulator (V). These allow for computations of the ro-
tation matrices, homogenous transforms, linear and angular velocity Jacobians
from the local frame to body frame. This are denoted by RPB, TPB, JvP, JwP
etc.
• The D-H tables are also used to calculate these matrices for each of the indi-
vidual robotic manipulator links. These are identified as RQSEB, TQSEB, JvQSE,
JwQSE for the +Y manipulator and as RVSEB, TVSEB, JvVSE, JwVSE for the -Y
manipulator. And similarly for the other links QEW, QWT, VEW, VWT.
• Thereafter, the Euler–Lagrange formulation is used to define the mass matrix,
M. This matrix along with the symbolic differentiation capabilities of the toolbox
are used to derive the Coriolis matrix, C via Christoffel symbols. All the other
terms needed to define the dynamic equations are also computed.
• As the last step in the process, the constraints are formulated using the rotation
matrices and homogenous transforms.
3.2 Simulation Environment
The model is now written down in terms of symbolic terms in matrices and vectors.
While symbolic objects allow for convenient derivation of the dynamics, they don’t
allow for efficient substitutions with numerical values and evaluation of expressions.
Thus, running dynamic simulations with these object is a very computationally ex-
pensive process and can take minutes to hours for simulating even a few seconds.
Thus, these terms need to be converted to a form that enables faster evaluation.
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Matlab provides several functions in the Symbolic Math toolbox that enables such
conversions. The matlabFunction() function is used to convert the symbolic objects
into callable Matlab functions. This method breaks down the symbolic expression into
subexpressions and writes code using these subexpressions as intermediate variables
in the calculation of the larger symbolic expression. These intermediate variables
allow for evaluating lengthy expressions without carrying out duplicate calculations
over and over. This, combined with the efficiency gains from using Matlab func-
tions instead of symbolic functions allows for an extreme cutdown in evaluation time
for expressions. This method is used to convert the phi, dR, Q and A matrices to
corresponding Matlab function files phi func, dR func, Q func and A func
For the other terms in the dynamic equations, namely M, C and Adot, this method
of converting directly to Matlab functions does not work well. Each individual term
in the 30 × 30 M matrix is a long, unwieldy expression. These long expressions turn
even longer when symbolic differentiation is used to calculate terms for the C and
Adot matrices. To give an idea of the scale, when the C matrix is exported to a text
file, it takes up nearly 2GB of space. Converting these objects directly, using the
matlabFunction() method takes several days. Instead, each individual term of these
can be converted to executable C code using the ccode() function from the symbolic
math toolbox. This allows for aggressive cutdown in time required by using parallel
processing to convert the individual matrix terms into separate pieces of code. These
pieces are then stringed together to form a complete function, callable by Matlab.
In the case of the M matrix, the symmetricity property is also used to convert and
compute the entire matrix using only the upper triangle.
These functions are then used to run the simulations in the Simulink environment.
The dynamics are implemented in Simulink as shown in fig. 6 using a subsystem
Constrained Dynamics which calculates the state vector derivative x dot, given the
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current state x and control input u. This is fed into an integrator an the desired states
are extracted using an observation matrix. Fig. 7 demonstrates how the dynamics
are used to simulate closed loop behavior with different controllers.
x
u
x_dot 
Constrained Dynamics
1
s
Integrator
q1
To Workspace2
K*uvec
C matrix
1
Out1
1
In1
Figure 6: Dynamic System in Simulink
The Constrained Dynamics subsystem implements the nonlinear constrained dy-
namics from eq. 68 as shown in fig. 8. This subsystem uses the entire set of Matlab
functions defined form the symbolic objects, to evaluate the various matrices at the
given state and control point. These functions are added to Simulink using the MATLAB
Function Block. Another MATLAB Function Block is used to calculate the matrices
required for Aghili’s method of constraint enforcement. The rest of the subsystem
calculates the state derivative, which is then output from the subsystem.
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Figure 7: Closed loop simulations in Simulink
Note that a pseudoinverse block is used to invert the Mc matrix from Aghili’s
method. Theoretically, this matrix is symmetric and thus better suited for specialized
matrix inversion algorithms such as Cholesky Decomposition. In practice however,
it is seen that these algorithms don’t offer efficient or stable solutions at all values
of the state vector, due to numerical precision considerations. Thus, the use of the
pseudoinverse approach, which is more generalized and does not expect any structure
from the matrix.
Also, while running these simulations all three methods proposed by Aghili for
constrained dynamics were evaluated for runtime. These three approaches differ in
computational complexity primarily due to the properties possessed by the Mc ma-
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trices obtained from them. The approaches are characterized by:
1. Invertible, positive-definite, symmetric Mc
2. Invertible, positive-definite Mc
3. Invertible Mc
All the approaches take roughly the same time to execute a standard open loop
simulation of the dynamics. Approach (1) ever so slightly outperforms the other
two. It also offers the most well-structured formulation of the dynamics and is hence,
chosen for the simulations.
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Figure 8: Non-linear constrained dynamics in Simulink
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3.3 Linear System Modes and Response
Following the linearization steps outlined earlier. The nonlinear model is linearized so
as to take advantage of frequency domain analysis methods and understand the system
behavior more intuitively. After linearization, the Matlab robust control toolbox is
used to define a MIMO system object in state space form. This object can then be
used to obtain SISO transfer functions and bode plots. The linearized system also has
a sensing-actuation time delay, which is added using the built-in TimeDelay attribute
of the system object.
The modal frequencies of the linearized system can be calculated by finding the
complex eigenvalues, λi of the system matrix.
ωi (Hz) =
mag(λi)
2pi
(72)
The natural frequencies of the Matlab model are listed in Table 3. Since the model
has 24 effective degrees of freedom after the constraint is enforced, six of which are
rigid body modes, there are eighteen non-zero natural frequencies. These frequencies
were used to compare this model against the FEM model from Goddard, in order to
gain confidence in the modeling procedure.
Associated modeshapes for this model were also investigated. This is done by
looking at the normalized eigenvectors corresponding to each eigenvalue of the system
matrix. The eigenvectors are then used to visualize the modal states of the system.
Some of the representative modes are shown in Fig. 9. The modeshape investigation
plays a significant role in the design of a robust controller. The modeshapes that are
dominated by the motion of the boulder, are the ones that will move in the frequency
spectrum when the boulder size changes. Thus, the controller needs to account for
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Table 3: Natural Frequencies (Hz) for the linearized Matlab model
0.032
0.095
0.098
0.163
0.163
0.189
0.404
0.405
0.584
0.662
1.016
2.707
6.384
6.387
17.008
17.026
29.796
29.885
the uncertain nature of these modes. However, the rest of the modes are fairly well
known through the model and don’t change with changing size of the boulder. These
modes can be affected through targeted filters in order to improve performance of the
controller.
(a) (b) (c)
Figure 9: Modeshape visualizations for the linearized Matlab model.
34
4 SD FAST Implementation
SD/FAST is a software product used for development of dynamic models with high-
performance analyses and simulation capabilities [23]. It can be used to model any
mechanical system that consists of a set of rigid bodies, connected by joints, influenced
by external and internal forces, driven by prescribed motion and restricted by con-
straints. Thus, the ARRM system fits well into this SD/FAST framework. SD/FAST
generates dynamic equations for very large systems while allowing for fast simula-
tions. This is achieved by using Kane’s formulation [24] and Order(N) formulation
[25, 26], combined with symbolic equation manipulation procedures to produce simu-
lation code that executes a lot faster than any conventional methods. The complexity
of calculating the state derivatives of a system with n degrees of freedom, tends to
be cubic for standard methods such as the Euler–Lagrange method. However, in the
SD/FAST formulation it is linear in n, allowing for significant performance gains for
large systems. But these performance gains come at a compromise. The underlying
dynamic equations are written down as many subroutines instead of symbolic code.
Thus, the equations cannot be analyzed or exported in a mathematical form. All
analysis on the model has to be numerical.
4.1 Model Derivation
To build a model using SD/FAST, a description of the system topology has to be
specified in a system description file, following the conventions used by the SD/FAST
language. This description file is then used by the software to generate all required
code for running simulations and other analysis on the dynamics. The output code
can be in several languages, but for the ARRM model C code was chosen because of its
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compatibility with the Simulink environment that is used to run dynamic simulations
and design controllers.
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Figure 10: Topology used to define the SD/FAST model
The system is specified as a tree like structure of rigid bodies and joints with
loops to model closed topologies. The structure used to represent the ARRM system
in SD/FAST is shown in Fig. 10. Here, the inertial frame is the ground for the
system, which is connected to the bus via a bushing joint. The bushing joint is a
6 DOF joint with 3 translations and 3 rotations represented as roll-pitch-yaw Euler
angles. Both solar panels panelPos and panelNeg are attached to the bus via 3 DOF
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gimbal joints, which are also represented as roll-pitch-yaw Euler angles. Similarly,
the robotic manipulator shoulder-elbow links sePos and seNeg are connected to bus
via ujoints. The universal joints are 2 DOF rotational joints. The other manipulator
links ewPos, ewNeg, wtPos and etNeg are also connected to the preceding links using
ujoints. Lastly, half density boulders boulderPos and boulderNeg are connected to
the wrist-tip links via gimbal joints. These half density boulders close the topology
in a loop through a weld joint, which enforces 6 constraints on the system.
All of the parameters of the model including masses, inertias, joint axes, distances
of body center of masses to joint centers and joint zero values are specified in the
system description file. This description file is then run through the software and it
generates several C source files:
• System Information file: Contains a general description of the model generated.
• System Dynamics file: Contains system specific routines that comprise the dy-
namics of the system.
• Simplified Analysis Routines file: Contains general routines to run simple anal-
ysis on the system, such as integrating dynamics, solving nonlinear equations
etc.
• SD Library file: Contains all the routines required to use the above files.
The relevant information from the system information file, generated for the ARRM
model is summarized in Table 4.
These files only encapsulate the kinematics and inertial dynamics of the system.
All other external and internal forces and torques are applied to the system at run
time using a user written routine sduforce(). For the ARRM model, the torques
from the thrusters on the bus and the spring and viscous damper torques on each joint
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Table 4: ARRM SD/FAST model information
No. bodies 11
Total number of joints (tree+loop) 12
No. degrees of freedom allowed by tree joints 30
No. loop joints 1
No. degrees of freedom allowed by loop joints 0
No. loop joint constraints 6
are applied in this routine. This is done by using the sdstate() function to read the
current state of the system, calculating the joint torques based on the current state
and applying them to the model using the sdhinget() function.
4.2 Simulation Setup
The simulation using this SD/FAST derived model is setup in Simulink. This is
done to take advantage of the extensive simulation capabilities and control design
framework offered by Simulink. The SD/FAST model exported in C code integrates
well with Simulink through the minGW compiler that can be downloaded as a Matlab
add-on. The open loop simulation is setup as shown in Fig. 11. All of the C code
source and header files are added to this Simulink model as references. The Matlab
function block contains a single line of code which uses the ceval() function to call
a user-written C function, calculateAccel().
At every time step, the calculateAccel() function initializes the SD/FAST
model for use through sdinit(), sets the current state of the model as commanded by
the Simulink signal through sdstate(), applies all the external and internal torques
to the system through sduforce() and calculates the state derivatives through sdderiv().
These state derivatives are returned to the Simulink block and then integrated over
time. The simulation works the same for a closed loop system with a controller block
added. The SD/FAST based simulation offer enormous time gains when compared to
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Figure 11: Open loop simulation of the SD/FAST model in Simulink
the Euler–Lagrange simulations, cutting down simulation time from hours to minutes.
4.3 Numerical Linearization
Since the SD/FAST model is a blackbox, it is ever more important to linearize it
in order to verify and validate the model. Besides, linearization always offers more
insights into the behavior of the system by taking advantage of the frequency domain
methods. However, because there is no analytical expression available for the system
dynamics, numerical linearization is needed here. To do so the numerical linearization
capabilities of the Simulink Control Design Toolbox are used. By specifying the input
and output of the system in the Simulink file, the numerical linearization function-
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Table 5: Natural Frequencies (Hz) for the linearized SD/FAST model
0.038
0.095
0.098
0.163
0.164
0.351
0.404
0.405
0.578
0.661
0.852
0.996
6.012
6.041
15.928
15.940
27.570
27.597
ality can be used to generate Matlab system objects. The numerical linearization
algorithm does this via a sensitivity analysis of the system. The state is perturbed
around the equilibrium point, systematically, in order to approximate the gradient of
the dynamics at that point. The gradient is used to formulate the Jacobian matrix,
which is used to obtain a first order approximation of the system dynamics.
As before, the modal frequencies of the linearized system can be calculated by
finding the complex eigenvalues, λi of the system matrix and using Equation 72. The
natural frequencies of the SD/FAST model are listed in Table 5.
Associated modeshapes for this model were also investigated using the same pro-
cedure as earlier. Some of the representative modes are shown in Fig. 12.
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(a) (b) (c)
Figure 12: Modeshape visualizations for the linearized SD/FAST model.
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5 Model Comparison
The eigenvalues and eigenvectors for the linearized SD/FAST and Matlab models are
examined and compared with each other and also with the linear NASTRAN FEM
model. Figure 13 shows the SISO Bode plots for these models. The Bode plots for
each model are plotted using thruster torque about a given axis as input and the
bus angle about the corresponding axis as output. As can be seen in the Bode plots,
the SD/FAST model is more successful in accurately capturing the dominant modes
present in the NASTRAN model.
The differences observed between the Matlab and SD/FAST models may be at-
tributed to the difference in constraint enforcement methodologies and the differing
propagation of numerical errors through the different modeling approaches. The
Matlab model uses fixed precision representations for all numerical substitutions of
symbolic variables. This is required to keep the physical size of the equations man-
ageable. Because of the inefficiency of algebraic manipulation and differentiation of
the symbolic expressions, the resulting expressions can reach several gigabytes of text
data if the numerical precision is not compromised. Such large files are highly unde-
sirable because they lead to very slow simulations. Thus, the numerical precision was
compromised. On the other hand, the SD/FAST software package has been designed
and optimized primarily to produce models for greater numerical accuracy and faster
simulations. Kane’s formulation does not involve taking derivatives of the kinematics
to formulate the acceleration level dynamics; instead it uses cross products to achieve
the end result. Consequently, the propagation of numerical errors is limited in this
formulation. To achieve this accuracy and speed however, SD/FAST compromises
on equation structure and readability in the form of Eq. (68), which is desirable for
control design and analysis.
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(a)
(b)
(c)
Figure 13: Bode plot comparison for the linearized Matlab, SD/FAST and NASTRAN
models.
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The difference in the models is also seen when the nonlinear system matrices are
compared. The system matrices, A are 60 × 60 matrices corresponding to the 60
dimensional state. Figure 14 shows the element-wise difference between the matrices
from the Matlab model and the SD/FAST model, evaluated at a randomized state
value. There are two blocks of the matrix that deviate from each other greatly. The
states in these blocks correspond to the manipulator joint angles. Thus, confirming
the fact that the models differ primarily in the constraint enforcement methodologies
and the error propagation through those.
Figure 14: Magnitude difference between the Matlab and SD/FAST system matrices
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6 Conclusions
This thesis presented the dynamic modeling and simulation setup of a robotic space-
craft grasping an asteroid boulder with two robotic manipulators for the NASA As-
teroid Redirect Robotic Mission, scheduled for launch in 2020. Two separate models
were derived using different approaches: Euler-Lagrange and Kane’s method. A de-
tailed derivation using the Euler-Lagrange method and its linearization about an
equilibrium for system analysis was presented. Implementation details of this model
in Matlab and the simulation setup in Simulink were described. The derivation of
the model in a commercial software suite, SD/FAST was explained along with the
corresponding simulation setup. Finally, the sources of discrepancies between the
two models were explored and both models were validated using a previously derived,
finite-element method based model.
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Figure 15: Bode plots with and without controllers for different boulder sizes
These models and the analysis performed on them were used extensively for robust
attitude control design and simulation. Figure 15 shows the Bode plots for both open
45
loop and closed loop systems with different boulder sizes. Interested readers may
refer to [9] for details on the control design.
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