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CALABI-YAU ALGEBRAS
VICTOR GINZBURG
Abstract. We introduce some new algebraic structures arising naturally in the geom-
etry of CY manifolds and mirror symmetry. We give a universal construction of CY
algebras in terms of a noncommutative symplectic DG algebra resolution.
In dimension 3, the resolution is determined by a noncommutative potential. Repre-
sentation varieties of the CY algebra are intimately related to the set of critical points,
and to the sheaf of vanishing cycles of the potential. Numerical invariants, like ranks of
cyclic homology groups, are expected to be given by ‘matrix integrals’ over representation
varieties.
We discuss examples of CY algebras involving quivers, 3-dimensional McKay corre-
spondence, crepant resolutions, Sklyanin algebras, hyperbolic 3-manifolds and Chern-
Simons. Examples related to quantum Del Pezzo surfaces are discussed in [EtGi].
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1. Algebras and potentials
1.1. Introduction. In this paper, we study some new algebraic structures, such as Calabi-
Yau (CY) algebras, arising naturally in the geometry of CY manifolds. The ultimate goal
of introducing CY algebras is to transplant most of conventional CY geometry to the
setting of noncommutative geometry. Some motivation for this, to be explained in §3.1,
comes from mirror symmetry. Besides that, it will be demonstrated by numerous concrete
examples that CY algebras do arise ‘in nature’. Furthermore, CY algebras enjoy quite
intriguing homological properties which are closely related to algebro-geometric properties
of the corresponding representation schemes, see §2.
In this section 1, we begin with most essential, elementary algebraic constructions, and
introduce them in as ‘ground to earth’ a way as possible. Thus, our exposition won’t be
strictly logical; the definitions and constructions of §1 will not be given in full generality. A
more general and more conceptual approach, as well as motivation for these constructions,
will be provided in subsequent sections 2, 3, and 5.
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Among our most important results, we would like to mention Theorem 3.4.3, Theorem
3.6.4, Theorem 4.4.6, and Theorem 5.3.1.
The point of view on Calabi-Yau algebras advocated in this paper is not the only possible
one. The reader is referred to [Bo], [CR], [IR], and [KR] for alternative approaches.
1.2. Acknowledgements. I am very much indebted to Maxim Kontsevich for generously sharing
with me his unpublished ideas. Maxim Kontsevich has read a preliminary version of this paper
and made a number of very interesting comments which are incorporated in the present version.
I have benefited a lot from useful discussions and E-mail exchanges with Kevin Costello, Raphael
Rouquier, and Michel Van den Bergh. Thanks are also due to Pavel Etingof, Dmitry Kaledin,
Nikita Nekrasov, Viktor Ostrik, Travis Schedler, Amnon Yekutiely, and James Zhang.
1.3. Algebras defined by a potential. We will work with unital associative C-algebras.
Given such an algebra A, let [A,A] denote the C-vector subspace in A spanned by the
commutators and write Acyc = A/[A,A] for the commutator quotient space.
Let F = C〈x1, . . . , xn〉 be a free associative algebra with n generators. The vector space
Fcyc has an obvious basis labelled by cyclic words in the alphabet x1, . . . , xn.
For each j = 1, . . . , n, M. Kontsevich [Ko1] introduced a linear map ∂∂xj : Fcyc → F,
Φ 7→ ∂Φ∂xj , as follows. Given a cyclic word Φ = xi1xi2 . . . xir , one finds all occurrences
of the variable xj in Φ. Deleting one such occurrence of xj breaks up the cycle Φ, thus
creating an ordinary (not cyclic) word. We carry out this procedure with each occurrence
of the variable xj in Φ, one at a time. The element
∂Φ
∂xj
is defined to be the sum of all the
resulting words. More formally, we put
∂Φ
∂xj
:=
∑
{s | is=j}
xis+1 xis+2 . . . xir xi1 xi2 . . . xis−1 ∈ C〈x1, . . . , xn〉, (1.3.1)
and extend this definition to linear combinations of cyclic words by C-linearity.
Thus, given any element Φ ∈ Fcyc, to be referred to as potential, we have a well defined
collection of elements ∂Φ∂xi ∈ F, i = 1, . . . , n.
A key object of interest for us is an associative algebra
A(F,Φ) := C〈x1, . . . , xn〉
/
((∂Φ/∂xi))i=1,...,n, (1.3.2)
a quotient of the free algebra F by the two-sided ideal generated by all n partial derivatives
of the potential Φ.
Example 1.3.3 (Basic example). Let F = C〈x, y, z〉, and let Φ = xyz − yxz ∈ Fcyc, a
difference of two cyclic words. We compute
∂Φ
∂x = yz − zy,
∂Φ
∂y = zx− xz,
∂Φ
∂z = xy − yx.
Therefore, taking the quotient modulo the ideal generated by the above elements produces
a polynomial algebra, i.e., we get
A(C〈x, y, z〉,Φ) = C[x, y, z]. (1.3.4)
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A key feature of the above example is that we work with a polynomial algebra, C[x, y, z],
in 3 variables. The algebra C[x, y, z] is, in effect, a basic example of CY algebra of
dimension 3. One of the main messages of this paper is that, roughly speaking:
Any Calabi-Yau algebra of dimension 3 ‘arising in nature’ is defined
by a potential, i.e. has the form A(F,Φ).
We refer to §3.2 for the definition of CY algebras, and to §5.3 for a more precise version
of the claim above.
Remark 1.3.5. (i) Not every algebra of the form A(F,Φ), where F = C〈x1, . . . , xn〉, is
a CY algebra of dimension 3. There seems to be no simple characterisation of those
potentials Φ for which A(F,Φ) is a CY algebra of dimension 3, cf. however Theorem 5.3.1.
(ii) It should be emphasized that, for a given algebra A, its presentation in the form
A = A(F,Φ) is by no means determined by the algebra itself. A given algebra may have
many different presentations involving different free algebras F and different potentials Φ.
(iii) Let Aut(F ) be the group of algebra automorphisms f : x1 7→ f(x1), . . . , xn 7→ f(xn),
of the free algebra F = C〈x1, . . . , xn〉. The group Aut(F ), as well as the Lie algebra
Der(F,F ) of all derivations F → F , acts naturally on the commutator quotient space Fcyc.
Potentials from the same Aut(F )-orbit clearly give rise to isomorphic algebras A(F,Φ).
A potential Φ ∈ Fcyc is said to be isolated if the corresponding Aut(F )-orbit is ‘in-
finitesimally open’ in the sense that we have Der(F,F )(Φ) = Fcyc. It is an interesting
open problem to describe all (Aut(F )-orbits of) isolated potentials Φ such that A(F,Φ)
is a CY algebra of dimension 3. It seems likely that the CY algebras arising in the theory
of cluster categories, see [IR], [KR], provide examples of such CY algebras of dimension 3
associated to an isolated potential. ♦
Below, we provide a few more interesting examples of algebras defined by a potential.
The philosophy behind them is to search for deformations of the polynomial algebra, like
in Example 1.3.3, obtained by an appropriate deformation of the potential.
Example 1.3.6. Fix q ∈ C and let Φ = xyz − q · yxz − f for some f ∈ Fcyc, where
F = C〈x, y, z〉, as before. Then, the corresponding algebra A(F,Φ) is a quotient of the
free algebra C〈x, y, z〉 by the relations
xy − q ·yx = ∂f/∂z, zx− q ·xz = ∂f/∂y, yz − q ·zy = ∂f/∂x. (1.3.7)
In particular, put
Φq = xyz − q ·yxz +
1
2
(x2 + y2 + z2).
For q = 1, we get A(F,Φ1) = U(sl2), the enveloping algebra of the Lie algebra sl2.
As another example, in (1.3.7), put f ∈ C[x], a polynomial independent of the variables
y and z. Further, take q to be a primitive n-th root of unity. Then the algebra A(F,Φ) has
a large center, Z(F,Φ) := Z(A(F,Φ)). Specifically, the elements x := xn, y := yn, z := zn
are central.
Assume in addition that, in the expansion f =
∑d
r=1 ar · x
r, the coefficient ar ∈
C vanishes whenever n|r. Then, the center Z(F,Φ) contains an extra element u :=∑d
r=1
r·ar
1−qr · x
r. One can show that the center is, in effect, generated by the elements
x,y, z,u. Moreover, we have Z(F,Φ) ∼= C[x,y, z,u]/((x·y ·z−φ(x,u))), where φ ∈ C[x,u]
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is a certain (complicated) polynomial in two variables which is determined by f . For more
discussion, cf. Example 3.5.7 and also [EtGi].
Example 1.3.8 (Sklyanin algebras). Keep F = C〈x, y, z〉. Given a triple a, b, c ∈ C, we put
Φ = axyz + byxz + c(x3 + y3 + z3).
The corresponding algebra A(F,Φ) is called quadratic Sklyanin algebra. The original
definition in [AS], [ATV], [VdB2] was not given in this form but is equivalent to ours, as
can be readily seen from e.g. [VdB2, formula (8)].
The cubic Sklyanin algebra (of type A) may be defined as an algebra of the form
A(C〈x, y〉,Φ), Φ = ax2y2 + bxyxy + c(x4 + y4).
If a 6= b, the same algebra has the following different presentation, see [Ma],
A(C〈x, y, z〉, Φp,q), Φp,q =
1
2z
2 + xyz − yxz + p(x2y2 + xyxy) + q(x4 + y4).
Here, the parameters p, q ∈ C are related to parameters a, b, c by the equations a =
−r(p+ 1), b = r(2− p), c = −rq, for some r 6= 0.
Note that, for p = q = 0, the algebra A(F,Φp,q) degenerates to the enveloping algebra
of the 3-dimensional Heisenberg Lie algebra such that z is a central element and [x, y] = z.
1.4. A DG algebra. We will denote the grading on a DG algebra by either upper or
lower index depending on whether the differential in the DG algebra has degree +1 or −1,
respectively. From now until the end of §1, we let F = C〈x1, . . . , xn〉.
We will view the algebra F as the degree zero component in a free graded algebra
D = C〈x1, . . . , xn, θ1, . . . , θn, t〉, deg t = 2, deg θj = 1, j = 1, . . . , n. (1.4.1)
Any potential Φ ∈ Fcyc gives rise to a differential d : D q → D q−1 defined as follows
d : t 7→
n∑
j=1
[xj , θj], θj 7→ ∂Φ/∂xj , xj 7→ 0, ∀j = 1, . . . , n. (1.4.2)
This assignment on generators can be uniquely extended to an odd super-derivation on D.
Using Proposition 1.5.13(i) below, one checks that d2 = 0. We write
(
D q(F,Φ), d
)
for
the resulting DG algebra. It is immediate from formulas (1.4.2) that the zeroth homology
of D(F,Φ) is nothing but the algebra defined by our potential Φ; thus, one has a diagram
D(F,Φ) =
⊕
r≥0
Dr(F,Φ) // // D0(F,Φ) // // H0
(
D(F,Φ), d
)
= A(F,Φ). (1.4.3)
The geometric meaning of the DG algebra D q(F,Φ) will be clarified in §2.8. Specifically,
let G be a Lie group and X a G-manifold. It will explained that any G-invariant smooth
function φ on X gives rise to a complex, called Batalin-Vilkovisky complex, whose coho-
mology are related to critical points of the function φ. We will show that the above defined
DG algebra D q(F,Φ) is nothing but a noncommutative version of the Batalin-Vilkovisky
complex.
One of the main results of this paper says that (a suitable completion of) the DG
algebra
(
D q(F,Φ), d
)
is acyclic in positive degrees, that is, the projection (1.4.3) is a quasi-
isomorphism, iff A(F,Φ) is a CY algebra of dimension 3, cf. Theorem 5.3.1. This result
is at the origin of an especially nice homological behavior of CY algebras of dimension 3.
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1.5. Noncommutative calculus. To proceed further, we need to introduce a few basic
concepts of noncommutative geometry.
Write ⊗ = ⊗C. For any algebra A, the space A⊗A has two commuting (and isomorphic)
A-bimodule structures, called the outer, resp., inner, bimodule structure. These two
bimodule structures are given by
a(b′⊗b′′)c := (ab′)⊗(b′′c), resp., a(b′⊗b′′)c := (b′c)⊗(ab′′), ∀b′, b′′, a, c ∈ A. (1.5.1)
We will view A ⊗ A as a bimodule with respect to the outer structure, unless specified
otherwise; thus A⊗A = A
out
⊗ A is a rank one free A-bimodule.
Let A-Bimod be the category of A-bimodules. There is a contravariant duality functor
HomA-Bimod(−, A⊗A) : A-Bimod −→ A-Bimod, M 7−→M
∨. (1.5.2)
Here the target bimodule A ⊗ A is taken with respect to the outer structure. The inner
structure on A⊗A survives in the Hom-space, making it an A-bimodule again.
The bimodule Ω1A, of noncommutative differentials, is defined as the kernel of multipli-
cation map µ : A⊗A→ A. The dual, DerA := (Ω1A)∨, is called the bimodule of double
derivations, a noncommutative counterpart of the space of vector fields on a manifold.
Elements of DerA may be identified with derivations A → A ⊗ A as follows. First of
all, there is a canonically defined 1 distinguished double derivation (de Rham differential)
δ : A→ Ω1A →֒ A⊗A, a 7→ da := 1⊗ a− a⊗ 1 ∈ Ω1A ⊂ A⊗A. (1.5.3)
Now, the double derivation corresponding to an element θ ∈ HomA-Bimod(Ω
1A,A ⊗ A) is
given by the assignment A ∋ a 7→ θ(da).
Associated with each element a′ ⊗ a′′ ∈ A ⊗ A, there is an inner double derivation
ad(a′ ⊗ a′′) : u 7→ ua′ ⊗ a′′ − a′ ⊗ a′′u. By definition, one has δ = ad(1⊗ 1).
Clearly, we have (A
out
⊗ A)∨ = A
in
⊗ A. The duality functor, M 7→M∨, interchanges A,
the tautological A-bimodule imbedding below, with the A-bimodule map ad : a′ ⊗ a′′ 7→
ad(a′ ⊗ a′′), as follows
A : Ω
1A →֒ A
out
⊗ A
duality
(1.5.2)
// ad = ∨A : A
in
⊗ A→ DerA. (1.5.4)
Example 1.5.5. The bimodule Ω1F of 1-forms for the free algebra F = C〈x1, . . . , xn〉 is a
rank n free F -bimodule with basis dx1, . . . , dxn. In this basis, one can write the double
derivation (1.5.3), for A = F , in the form
δ : F −→ Ω1F =
n⊕
j=1
F ·dxj ·F, f 7→ df =
n∑
j=1
(
∂f
∂xj
)′
·dxj ·
(
∂f
∂xj
)′′
. (1.5.6)
For each j = 1, . . . , n, the corresponding term in the sum in the RHS of the above
formula determines a certain element
(
∂f
∂xj
)′
⊗
(
∂f
∂xj
)′′
∈ F ⊗ F. Here and elsewhere, we
use Sweedler’s notation and write u′⊗ u′′ instead of
∑
i u
′
i⊗ u
′′
i for an element in a tensor
product.
1Note that there is no canonical ordinary derivation A→ A.
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Thus, one obtains a collection of maps
∂
∂xj
: F → F ⊗ F, f 7→
(
∂f
∂xj
)′
⊗
(
∂f
∂xj
)′′
, j = 1, . . . , n. (1.5.7)
It is immediate that each of these maps is a double derivation; moreover, these double
derivations form a basis of DerF, dual to the basis {dxj , j = 1, . . . , n} on 1-forms, i.e.,
DerF =
n⊕
j=1
F ·
∂
∂xj
·F,
∂
∂xj
(xi) =
{
1⊗ 1 if j = i
0 if j 6= i.
(1.5.8)
In terms of this basis, the distinguished double derivation (1.5.3) reads
δ = ad(1⊗ 1) =
n∑
j=1
(
xi ·
∂
∂xi
−
∂
∂xi
·xi
)
=
n∑
j=1
[
xi,
∂
∂xi
]
. (1.5.9)
Here, for any F -bimodule M and elements x ∈ F, m ∈M , we write [x,m] := xm−mx.
Remark 1.5.10. We use the same notation ∂∂xj both in (1.5.7) and in (1.3.1) since the
effect of the action of double derivations (1.5.7) on a (non cyclic) word is similar to that
of formula (1.3.1). ♦
Higher derivatives. To any potential Φ ∈ Fcyc, one associates its Hessian, a noncom-
mutative version of the Hessian of a smooth function on Cn. The noncommutative Hessian,
‖ ∂
2Φ
∂xi∂xj
‖, is an n×n-matrix with entries in F ⊗F ; its (i, j)-th entry is defined as the image
of Φ under the composite map, cf. (1.3.1) and (1.5.7),
Fcyc
∂
∂xj
// F
∂
∂xi // F ⊗ F , Φ 7→
∂2Φ
∂xi∂xj
= ( ∂
2Φ
∂xi∂xj
)′ ⊗ ( ∂
2Φ
∂xi∂xj
)′′ ∈ F ⊗ F.
Remark 1.5.11. The Hessian of a function φ on an arbitrary manifoldX is well defined only
on the critical locus crit(φ) ⊂ X, the zero scheme of the 1-form dφ. A noncommutative
analogue of such a construction will be discussed in §8. ♦
Similarly, for each r ≥ 1, there is a map ∂∂xi : F
⊗r → F⊗(r+1). Thus, for any Φ ∈ Fcyc
and any r-tuple of indices, one inductively defines the elements ∂
rΦ
∂xi1∂xi2 ...∂xir
∈ F⊗r.
The classic result on total symmetry of the tensor of r-th derivatives of a function gets
replaced, in noncommutative geometry, by cyclic symmetry. Specifically, in F⊗r, one has
σ
(
∂rΦ
∂xi1∂xi2 . . . ∂xir
)
=
∂rΦ
∂xσ(i1)∂xσ(i2) . . . ∂xσ(ir)
, ∀Φ ∈ Fcyc, r ≥ 1. (1.5.12)
In the LHS of this formula, σ denotes the map F⊗r → F⊗r given by the cyclic permutation
of the tensor factors while in the RHS σ stands for a cyclic permutation of indices.
One can also prove the following
Proposition 1.5.13. (i) (Poincare´ lemma). For an n-tuple {fi ∈ F}i=1,...,n, we have
n∑
i=1
[xi, fi] = 0 ⇐⇒ ∃Φ ∈ Fcyc such that fi = ∂Φ/∂xi, i = 1, . . . , n;
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(ii) (Frobenius theorem). Let ‖fi,j‖ be an F ⊗ F -valued n× n-matrix such that
σ(fi,j) = fσ(i),σ(j), and σ
(
∂fi,j
∂xk
)
=
∂fσ(i),σ(j)
∂xσ(k)
, ∀1 ≤ i, j, k ≤ n.
Then, there exists a potential Φ ∈ Fcyc, such that we have ‖fi,j‖ = ‖
∂2Φ
∂xi∂xj
‖. 
The implication ‘⇐’ in part (i) has been first noticed by M. Kontsevich [Ko1, §6].
1.6. Noncommutative cotangent complex. Write TX for the tangent, resp. T
∗
X for
the cotangent, sheaf of an algebraic variety (or scheme) X. Given a scheme imbedding
Y →֒ X one gets, by restriction, two sheaves T ∗X |Y and TX |Y , and also the conormal
sheaf, N ∗X|Y . There is a standard short exact sequence of sheaves on Y ,
0 // N
∗
X|Y
// T ∗X |Y
pX|Y
// T ∗Y
// 0. (1.6.1)
The geometric setting above can be imitated in algebra. A morphism of schemes cor-
responds to an algebra map B → A. Given such a map, we introduce the following
A-bimodules which are algebraic counterparts of T ∗X |Y and TX |Y , respectively,
Ω1(B|A) := A⊗B Ω
1B ⊗B A resp., Der(B|A) := A⊗B DerB ⊗B A. (1.6.2)
The map B → A induces a canonical A-bimodule map pB|A : Ω
1(B|A)→ Ω1A.
In the special case where A = B/I, one has the following short exact sequence of
A-bimodules, cf. [CQ], which is a noncommutative analogue of (1.6.1),
0 // I/I2
dB|A
// Ω1(B|A)
pB|A
// Ω1A // 0. (1.6.3)
Here, I ⊂ B is a two-sided ideal, and the map dB|A is induced by restriction to I of the
de Rham differential d : B → Ω1B, b 7→ db, cf. (1.5.3).
Now, fix a potential Φ ∈ Fcyc, on F = C〈x1, . . . , xn〉. We have the algebra A =
A(F,Φ) = F/(( ∂Φ∂xi ))i=1,...,n, the DG algebra D = D(F,Φ), and the algebra projection
D։ A, see (1.4.3). Thus, we can form the corresponding A-bimodule Ω1(D|A).
Definition 1.6.4. Define the cotangent complex associated to (F,Φ) to be
LΩ1q(F,Φ) := Ω1(D|A) = A(F,Φ)
⊗
D(F,Φ)
Ω1D(F,Φ)
⊗
D(F,Φ)
A(F,Φ).
This is a DG A-bimodule, with the grading LΩ1q(F,Φ) =
⊕
r≥0 LΩ
1
r(F,Φ) and differential
d : LΩ1q(F,Φ)→ LΩ1q−1(F,Φ), both being induced from those on the DG algebra D.
To give a more explicit description of the cotangent complex, consider the composite
pD|A : LΩ
1
0(F,Φ)
// // Ω1A

 A // A⊗A,
an A-bimodule map induced by the projection D։ A and the tautological imbedding A,
cf. (1.5.4), and also a similar map pF |A : Ω
1(F |A)։ Ω1A →֒ A⊗A.
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Further, it follows from (1.5.6)-(1.5.8) that the spaces Ω1(F |A) and Der(F |A) are both
free A-bimodules, with bases {dxi}i=1,...,n and {
∂
∂xi
}i=1,...,n, respectively. M. Van den
Bergh [VdB3] introduced an important contraction map Der(F |A)→ Ω1(F |A) defined by
a′ ⊗ ∂∂xi ⊗ a
′′  // ia′ ∂
∂xi
a′′(d
2Φ) :=
n∑
j=1
a′
(
∂2Φ
∂xi∂xj
)′
⊗ dxj ⊗
(
∂2Φ
∂xi∂xj
)′′
a′′. (1.6.5)
Proposition 1.6.6. (i) The DG-module LΩ1q(F,Φ) is concentrated in degrees 0, 1, 2, and
there is an isomorphism between the complexes in two rows of the following diagram
0 // LΩ12(F,Φ)
d2 // LΩ11(F,Φ)
d1 // LΩ10(F,Φ)
pD|A
// A⊗ A // 0
0 // A⊗A
ad // Der(F |A)
(1.6.5)
// Ω1(F |A)
pF |A
// A⊗ A // 0.
(1.6.7)
(ii) The nontrivial homology groups of the cotangent complex are as follows
Hr
(
LΩ1q(F,Φ), d
)
=

Ω1A if r = 0;
Ext1A-Bimod(A,A ⊗ A) if r = 1;
HomA-Bimod(A,A ⊗ A) if r = 2.
(iii) Each row in (1.6.7) is self-dual, i.e., it goes to itself under the duality (1.5.2).
We will refer to the complex in either row of diagram (1.6.7) as the extended cotangent
complex. The complex in the bottom row has been independently introduced by M. Van
den Bergh [VdB3]. The proof of Proposition 1.6.6 will be given in §8.2.
2. Representation functor, critical points, and vanishing cycles
2.1. Informal outline. Representation functor provides a bridge between noncommuta-
tive and the usual commutative geometry. The main objective of §2 is to describe various
geometric structures which arise once one applies the representation functor either to the
DG algebra D q(F,Φ) or to the cotangent complex LΩ1q(F,Φ). It may be instructive to
keep in mind the following general setup, cf. §3.5 for more details.
One starts with a data (F,α), where
• F is a smooth algebra, cf. Definition 3.5.1, for instance, F = C〈x1, . . . , xn〉;
• α ∈ (Ω1F )cyc is a closed cyclic 1-form, e.g. α = dΦ, for Φ ∈ Fcyc.
Associated with the data (F,α), one defines an algebra A = A(F,α). This is a quotient
of F by an appropriate two sided ideal; in the special case where F = C〈x1, . . . , xn〉 and
α = dΦ, the algebra A reduces to A(F,Φ), the algebra considered in the previous section.
For any d = 1, 2, . . . , one has the scheme Repd F, of d-dimensional F -representations.
It is a smooth manifold and the closed cyclic 1-form α gives rise to Tr α̂, an ordinary closed
1-form on X := Repd F , see §2.2. The scheme RepdA turns out to be a closed subscheme
in X which is equal to the zero locus of the 1-form Tr α̂.
The crucial geometric feature here is that the zero locus of a closed 1-form may be
identified with an intersection of two Lagrangian submanifolds in T ∗X, the total space
of the cotangent bundle on X (the first submanifold is the graph of the 1-form and the
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second submanifold is the zero section of T ∗X). This applies, in particular, to the scheme
RepdA.
In the above setting, one of the goals that one would like to achieve is to express various
numerical invariants of the algebra A = A(F,α), such as ranks of cyclic or Hochschild
homology groups of A, or the corresponding Euler characteristics, in terms of certain
integrals, cf. Problems 2.10.7-2.10.8 below. The integrals in question should be similar to
those used in Witten’s nonabelian localization theorem for equivariant cohomology, [JK].
The problem of expressing homological invariants of an algebra A in terms of integrals
has been already studied in [EG] in the case where the scheme RepdA was a complete
intersection. For algebras of the form A = A(F,α), however, the scheme RepdA has
virtual dimension zero. Such a scheme can never be a complete intersection in Repd F
except for the trivial case where it consists of isolated points. Thus, the technique of [EG]
requires a serious modification which is not known at the moment.
It seems very likely that the right approach to the problem is provided by the so-called
Batalin-Vilkovisky (BV) formalism. In general, let X be a manifold, φ a regular function
on X, and L ⊂ T ∗oddX a Lagrangian submanifold in the ‘odd’ cotangent bundle on X.
Following BV-formalism, one considers integrals of the form∫
L
eφ
♭
, (2.1.1)
where φ♭ is a function on T ∗oddX obtained by a slight modification of q
∗φ, the pull-back of
the function φ via the bundle projection q : T ∗oddX → X.
To make sense of the integral in (2.1.1), one needs to specify a manifold L as well as a
volume-form on L. In general, there is neither a preferred choice of Lagrangian submanifold
L nor a canonically defined volume on it. It is known that a choice of nowhere vanishing
volume-form on X itself provides a natural volume-form on any Lagrangian submanifold
in T ∗oddX. We see that in order to apply BV-formalism, X has to be a CY manifold. Now,
given a CY manifold X, there is a canonically defined second order differential operator ∆
on T ∗oddX. Furthermore, one proves a version of Stokes theorem saying that the integral
in (2.1.1) depends only on the isotopy class of the Lagrangian submanifold L ⊂ T ∗oddX,
provided the function φ♭ satisfies the quantum master equation ∆φ♭ + {φ♭, φ♭} = 0, cf.
(2.6.6) and (2.9.3).
Now, let F = C〈x1, . . . , xn〉. Then, each of the manifolds Repd F, d = 1, 2, . . . , is a
vector space, hence, it has a natural Eucledian volume. Any potential Φ ∈ Fcyc gives rise
to a polynomial Tr Φ̂ on the vector space Repd F . Further, let A(F,Φ) be the algebra
associated with the potential Φ. The corresponding representation scheme, Repd A(F,Φ),
may by identified with the critical set of the polynomial Tr Φ̂.
Following BV-formalism, one might expect that interesting algebraic invariants of the
algebra A(F,Φ) are provided by the asymptotics of integrals of the form, cf. (2.1.1),∫
Ld⊂T
∗
odd(Repd F )
ed·Tr
bΦ♭ where d→∞. (2.1.2)
More generally, let F be an arbitrary, not necessarily free, smooth algebra. In [GS2],
we analyze noncommutative structures on the algebra F that are necessary to insure that
each of the manifolds Repd F, d = 1, 2, . . . , be a CY manifold, so that it makes sense to
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consider integrals like (2.1.2). It turns out that the DG algebra D(F,Φ) plays the role of
T ∗oddX. Specifically, in [GS2], we introduce the notion of a noncommutative BV structure;
furthermore, we show that giving the algebra D(F,Φ) a noncommutative BV structure
provides each of the manifolds T ∗odd(Repd F ) with a natural BV-operator ∆d.
This way, using the formalism developed in [GS2], it is not difficult to extend the con-
structions discussed in the present section below in the special case where F = C〈x1, . . . , xn〉
to the more general setting of an arbitrary smooth algebra equipped with a noncommu-
tative BV structure.
2.2. Reminder. We write Matd for the algebra of complex d×d-matrices. Given an alge-
braic variety (or scheme) X, let OX be the structure sheaf of X and put C[X] = Γ(X,OX).
We let Λ
q
T (X), resp. Λ
q
T ∗(X), denote the graded algebra of regular polyvector fields,
resp. differential forms, on X.
LetA be a finitely presented C-algebra. For each integer d ≥ 1, the set Homalg(A,Matd),
of all algebra homomorphisms A→ Matd, has the natural structure of a (not necessarily
reduced) affine scheme of finite type over C, to be denoted RepdA.
The group GLd acts on Matd by algebra automorphisms via conjugation. This gives a
GLd-action on the scheme RepdA by base change transformations. We writeC[RepdA]
GLd
for the algebra of GLd-invariant regular functions on RepdA.
Any algebra homomorphism f : B → A induces a GLd-equivariant morphism of schemes
f∗ : RepdA→ RepdB. This way, we obtain a contravariant functor
Repd : Algebras −→ Affine GLd-schemes. (2.2.1)
To any element a ∈ A, one associates naturally a GLd-equivariant polynomial map
â : RepdA → Matd, ρ 7→ ρ(a). Taking the trace of the matrix ρ(a) ∈ Matd, yields a
GLd-invariant regular function Tr â : RepdA → C, ρ 7→ Tr ρ(a). For a ∈ [A,A], we have
Tr â = 0, due to symmetry of the trace. Hence, we obtain a well defined linear map
Trd : Acyc = A/[A,A] −→ C[RepdA]
GLd , a 7→ Tr â. (2.2.2)
Notation 2.2.3. Given a graded associative (super) algebra B
q
, the notation Bcyc will be
used to denote the super-commutator quotient, B/[B,B]super, where [B,B]super stands
for the C-linear span of the elements of the form ab − (−1)|a|·|b|ba, for all homogeneous
a, b ∈ B of degrees |a| and |b|, respectively. Given a Z/2Z-graded super-vector space
V = V even ⊕ V odd, we use the notation SymV := (SymV even)⊗ (ΛV odd).
For any positive integer d, we introduce a (super)-commutative algebra
Od(B) := Sym(Bcyc)
/
((1Sym − d·1B)) =
Sym(B/[B,B]super)
((1Sym − d·1B))
.
Here, we write 1B , resp. 1Sym, for the unit element of B, resp. of Sym(Bcyc), Thus,
((1Sym − d · 1B)) stands for the two-sided ideal generated by the element 1Sym − d · 1B ∈
Sym0(Bcyc) + Sym
1(Bcyc). ♦
It is clear that the linear map in (2.2.2) sends the unit element 1A to the constant func-
tion Tr(1̂A) = d. Therefore, the map Trd can be uniquely extended, by multiplicativity,
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to a (surjective, cf. [LP]) morphism of commutative algebras
Trd : Od(A)։ C[RepdA]
GLd , a1 a2 . . . ar 7→ Tr â1 ·Tr â2 ·. . .·Tr âr. (2.2.4)
Remark 2.2.5. Assume that B is a graded finitely presented algebra, and let d → ∞.
Then, according to [EG], the map (2.2.4) becomes asymptoticalyy bijective in the sense of
[EG], Definition 4.2.1. Similar remark aplies also to the maps (2.2.7)-(2.2.8) below, as well
as to various other trace morphisms introduced later in this section, cf. Proposition 2.8.1.
Definition 2.2.6. One defines the graded algebra of noncommutative differential forms,
resp., polyvector fields, for an associative algebra A, as the tensor algebra Ω
q
A := T
q
A(Ω
1A),
resp., as Θ
q
A := T
q
A(DerA).
There is a noncommutative analogue of de Rham differential, [CQ] and also (1.5.3),
d = dDR : Ω
q
A→ Ω
q+1A, a0 da1 da2 . . . dap 7→ da0 da1 da2 . . . dap.
For any algebra A, the super-commutator quotient space (Θ
q
A)cyc has a canonical odd
Lie bracket {−,−}, a noncommutative analogue of the Schouten bracket on polyvector
fields, cf. [VdB4]. Moreover, to each potential Φ ∈ (Θ
q
A)cyc one can canonically associate
a derivation ξΦ : Θ
q
A→ Θ
q
A (analogous to the vector field with Hamiltonian Φ).
The construction of the trace map may be also extended to other objects associated
with the algebra A. Specifically, there is a natural trace map for differential forms
Od(Ω
q
A)→ Λ
q
T ∗(RepdA)
GLd , a0 da1 da2 . . . dap 7→ Tr(â0 dâ1 dâ2 . . . dâp). (2.2.7)
This map clearly commutes with the de Rham differentials d on each side.
There is also a similar trace map for polyvector fields
Od(Θ
q
A) −→ Λ
q
T (RepdA)
GLd , η1 η2 . . . ηp 7→ Tr(η̂1 η̂2 . . . η̂p). (2.2.8)
It intertwines the noncommutative and ordinary Schouten brackets, respectively, cf. [VdB4].
Example 2.2.9. For A = C[x], we have RepdA = Matd. Further, it is clear that Ω
q
A ∼=
C〈x, dx〉, a free associative algebra on two generators, x and dx = dDR(x), cf. (1.5.3), of
degrees 0 and 1 respectively. Similarly, we have Θ
q
A ∼= C〈x, ∂∂x〉, where
∂
∂x is as in (1.5.8).
Notation 2.2.10. We write A∗B for a free product (over C) of two associative algebras. ♦
Free product plays the role of coproduct in the category of noncommutative associative
algebras. This is reflected, for instance, in the fact that, for any pair of algebras, A,B, we
have
Repd(A ∗B) = RepdA× RepdB. (2.2.11)
There are also canonical graded algebra isomorphisms
Ω
q
(A ∗B) ∼= (Ω
q
A) ∗ (Ω
q
B), resp., Θ
q
(A ∗B) ∼= (Θ
q
A) ∗ (Θ
q
B). (2.2.12)
Example 2.2.13 (Special case: F = C〈x1, . . . , xn〉). Clearly, we have C〈x1, . . . , xn〉 ∼=
C[x1] ∗C[x2] ∗ . . . ∗C[xn], a free product of n copies of the polynomial algebra. Therefore,
Repd F
∼= Matd× . . .Matd (n factors). The corresponding GLd-action on the representa-
tion scheme thus becomes the GLd-diagonal action on Matd × . . .Matd, by conjugation.
In this case, using Example 2.2.9 and isomorphism (2.2.12), we obtain
Θ
q
F = C〈x1, . . . , xn, θ1, . . . , θn〉, where θi :=
∂
∂xi
, i = 1, . . . , n. (2.2.14)
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The corresponding noncommutative Schouten bracket, usually referred to as necklace
bracket, was introduced first by M. Kontsevich [Ko1], cf. [Gi1], [BLB1]. In terms of the
generators from (2.2.14), it is given by the classic formula
{Φ,Ψ} =
n∑
i=1
(
∂Φ
∂xi
·
∂Ψ
∂θi
−
∂Φ
∂θi
·
∂Ψ
∂xi
)
mod [Θ
q
F,Θ
q
F ]super, ∀Φ,Ψ ∈ (Θ
q
F )cyc. (2.2.15)
It is instructive to reinterpret (2.2.14) in a coordinate free way. To this end, given
an n-dimensional C-vector space V, we let TCV = TV =
⊕
r≥0 T
rV denote its tensor
algebra. Thus, a choice of basis x1, . . . , xn of V provides an algebra isomorphism TV =
C〈x1, . . . , xn〉. Then, we have canonical graded algebra isomorphisms (independent of the
choice of bases):
Ω
q
(TV ) = T (V ⊕ V [−1]), resp., Θ
q
(TV ) = T (V ⊕ V ∗[−1]). (2.2.16)
Here, the copy V [−1] ⊂ Ω1(TV ) is a vector space with C-basis {dx1, dx2, . . . , dxn},
cf. (1.5.6), resp. the copy V ∗[−1] ⊂ Θ1(TV ) is a vector space with the dual basis
{∂/∂x1, ∂/∂x2, . . . , ∂/∂xn}, cf. (1.5.8). The isomorphisms in (2.2.16) can either be veri-
fied directly or can be deduced from the special case dimV = 1 using (2.2.12).
2.3. Representations and potentials. From now on, we let F = C〈x1, . . . , xn〉. The
trace map (2.2.2) sends any potential Φ ∈ Fcyc to a GLd-invariant polynomial
Tr Φ̂ ∈ C[Repd F ]
GLd = C[Matd × . . . ×Matd]
GLd .
It is straightforward to see by going through definitions that the representation scheme
for the quotient algebra F/((∂Φ/∂xi))i∈[1,n], may be identified with crit(Tr Φ̂) ⊂ Repd F ,
the critical locus of the function Tr Φ̂, cf. Remark 1.5.11. In more detail, we may apply the
contravariant functor Repd, see (2.2.1), to the tautological algebra projection prA : F ։
A(F,Φ). For the induced closed imbedding of the corresponding representation schemes,
one obtains a diagram
Repd A(F,Φ)

 pr∗A // Repd F
crit(Tr Φ̂)


// Matd × . . .×Matd.
(2.3.1)
Example 2.3.2 (Yang-Mills potential). Let a be a Lie algebra over R with an invariant
positive definite inner product. Fix an orthonormal basis, x1, . . . , xn, of a. Write [xi, xj ]a =∑
k ci,j,k · xk, where [−,−]a : a × a → a denotes the Lie bracket and where ci,j,k ∈ R is a
totally skew-symmetric tensor of structure constants of the Lie algebra.
Associated with our data, on the (complexified) free tensor algebra Ta ∼= C〈x1, . . . , xn〉,
we introduce two potentials. The first potential is
Ψ = −
1
4
∑
1≤i,j≤n
(xixj − xjxi)
2 +
1
3
∑
1≤p,q,r≤n
cp,q,r · xpxqxr ∈ (Ta)cyc. (2.3.3)
In the special case of an abelian Lie algebra a, the second sum in (2.3.3) vanishes, and
the resulting algebra A(F,Ψ), called Yang-Mills algebra, has been studied by A. Connes
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and M. Dubois-Violette [CDV1]. This algebra is related to the Yang-Mills theory for
connections with constant coefficients in a trivial bundle on Rn (or on a torus), cf. also
[CDV2] and [MS].
Assume next that a is a simple Lie algebra, and introduce a second potential
Φ = −
1
4
∑
1≤i,j≤n
(
xixj − xjxi − [xi, xj ]a
)2
= Ψ+ λ ·
∑
1≤i≤n
x2i ∈ (Ta)cyc. (2.3.4)
(One can prove that the equality on the right holds, with λ > 0 being some positive
constant that depends on the Lie algebra a.)
Let Ua, resp. Sym a, be the (complexified) enveloping, resp. symmetric, algebra of
a. Giving a representation of the algebra Sym a amounts to giving an n-tuple of pairwise
commuting d×d-matrices. Representations of the algebra Ua may (and will) be identified
with Lie algebra homomorphisms a → Matd.
There are natural algebra projections
prA : Ta։ A, prU : Ta։ Ua, prSym : Ta։ Sym a, (2.3.5)
where A stands for either A(Ta,Ψ) or A(Ta,Φ). These algebra projections induce closed
imbeddings of the corresponding representation schemes.
Further, let Rep⋆d Ta ⊂ Repd Ta denote the real vector subspace of ⋆-representations
of the algebra Ta, that is, of homomorphisms ρ : Ta → Matd = Matd(C) such that
ρ(a) ⊂ Matskewd (= space of skew-hermitian d× d-matrices). Explicitly, we have
pr∗U (Rep
⋆
d Ua) ⊂ Rep
⋆
d Ta = Mat
skew
d × . . .×Mat
skew
d ⊂ Matd × . . .×Matd.
Restricting potentials Φ,Ψ to the subspace of ⋆-representations gives a pair of R-valued
polynomials φd = Tr Φ̂, ψd = Tr Ψ̂ : Rep
⋆
d Ta → R. It is clear from (2.3.4) that the
function φd takes nonnegative values and that the subset pr
∗
U (Rep
⋆
d Ua) is precisely the
set of points of absolute minima of the function φd.
The polynomial ψd does not necessarily have nonnegative values. We let Rep
⋆
min(ψd) ⊂
Rep⋆d Ta be the set (possibly empty) of points of absolute minima of the function ψd.
Write [[a, b]] := ab − ba for the commutator in the associative algebra Ta, not to be
confused with the Lie bracket [−,−]a in a. With this notation, we find
∂Ψ
∂xj
=
∑
i
[
xi,
(
[[xi, xj ]]−
∑
k
ci,j,k · xk
)]
, j = 1, . . . , n. (2.3.6)
Conjecture 2.3.7. (i) For any simple Lie algebra a and any d ≥ 1, the function ψd is
bounded from below;
(ii) Assume, in addition, that the dimension d is such that Irrep⋆d Ua, the set of irre-
ducible Lie algebra representation a → Matskewd , is nonempty. Then, one has
Rep⋆min(ψd) = pr
∗
U (Irrep
⋆
d Ua).
2.4. Cotangent complex and symmetric obstruction theory. Let φ be a regular
function on a smooth variety, or a smooth stack X . The substack crit(φ) of critical points
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of φ has virtual dimension zero. Moreover, according to [Be], such a substack automatically
comes with a symmetric perfect obstruction theory provided by the length two complex
Obstruct(φ) =
[
TX
d ◦ idφ
// T ∗
X
]
. (2.4.1)
Here, d stands for the de Rham differential, idφ : TX → OX , ξ 7→ ξ(φ) is the contraction
map, and we write (−)∗ for the dual of a vector space or of a sheaf of vector spaces.
Let G be a linear algebraic group with Lie algebra g, and X a G-variety. Let gX :=
OX ⊗ g be a free OX -sheaf. Any element x ∈ g gives rise to a vector field
→
x on X, and
the assignment φ⊗x 7→ φ ·
→
x gives a morphism of sheaves, act : gX → TX . Further, equip
the sheaf gX with a (non OX -linear) Lie bracket defined by the formula
[φ⊗ x, ψ ⊗ y] := (φ · ψ)⊗ [x, y]− (φ ·
→
x (ψ))⊗ y + (ψ ·
→
y (φ)) ⊗ x, ∀x, y ∈ g, φ, ψ ∈ OX .
The morphism act : gX → TX is compatible with Lie brackets; this way, gX acquires a
structure of Lie algebroid on X, with act being the anchor map.
Next, we consider the quotient stack X/G. Given a G-equivariant sheaf F onX, we may
view FG, the subsheaf of G-invariant sections, as a sheaf on X/G. Further, if X is smooth
then X/G is a smooth stack with tangent, resp. cotangent, bundle being represented by
the following length two complex
TX/G =
[
(gX)
G act // (TX)
G
]
resp., T ∗X/G =
[
(T ∗X)
G act
∗
// (g∗X)
G
]
.
Any G-invariant regular function φ on X clearly gives rise to a function, φG, on the
stack X/G. The above formulas for the tangent and cotangent bundles on X = X/G
show that the symmetric obstruction theory (2.4.1) associated with the function φG takes
the form of a 4-term complex
Obstruct(φG) =
[
(gX)
G act // (TX)
G
d◦idφ
// (T ∗X)
G act
∗
// (g∗X)
G
]
.
Now, let F = C〈x1, . . . , xn〉 and let Φ ∈ Fcyc be a potential. We fix a positive integer
d and take X = Repd F and G = GLd. So g = LieGLd, and we write g(RepdF )
GLd :=(
C[Repd F ]⊗ g
)GLd for the space of global sections of the corresponding sheaf (gX)GLd .
The stack Repd F/GLd is smooth, hence we may apply the previous discussion to
the GLd-invariant polynomial function φ := Tr Φ̂. We conclude that the corresponding
symmetric obstruction theory, at the level of global sections, reads
Obstruct(Tr Φ̂G) =
[
g(RepF )G
act // T (RepF )G
d◦i // T ∗(RepF )G
act
∗
// g∗(RepF )G
]
,
where we have used simplified notation RepF = Repd F, G = GLd, and i = id(Tr bΦ).
The following result explains the significance of the (4-term) extended cotangent com-
plex (1.6.7) associated with the data (F,Φ).
Proposition 2.4.2. The trace maps (2.2.2)-(2.2.8) induce a natural morphism between
the following 4-terms complexes
Trd :
[
LΩ1q(F,Φ)
pD|A
// A(F,Φ)⊗ A(F,Φ)
]
−→ Obstruct(Tr Φ̂G).
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2.5. BRST construction reminded. The following well known construction of sym-
plectic geometry serves as a motivation for various constructions of the present paper.
Let A =
⊕
r∈ZAr be a graded Poisson super-algebra with Poisson bracket {−,−} :
Ai × Aj → Ai+j−n, where n is some fixed integer. Thus, An ⊂ A is a sub Lie super-
algebra. Any element h ∈ A gives rise to a (super) derivation ξh : A → A, a 7→ {h, a}.
Let g be a finite dimensional Lie algebra and α : g → An a Lie algebra homomorphism.
The map g → DerA, x 7→ ξα(x) gives a g-action on A by derivations. The ideal A·α(g) ⊂
A is g-stable. Moreover, the space (A/A ·α(g))g inherits from A a Poisson bracket and a
grading (A/A ·α(g))g =
⊕
r∈Z(A/A ·α(g))
g
r . The resulting graded Poisson super-algebra
is called Hamiltonian reduction of A.
Example 2.5.1 (Moment maps and Hamiltonian reduction). The main sourse of
examples of Hamiltonian reduction comes from Hamiltonian actions of Lie groups on
symplectic manifolds. Specifically, let M be a smooth symplectic algebraic manifold, and
let G be a connected algebraic group with Lie algebra g. Given a Hamiltonian G-action
on M with moment map f : M → g∗, one is interested in f−1(0)/G, the Hamiltonian
reduction of M . By definition, this is an affine scheme with coordinate ring C[f−1(0)]G,
the algebra of G-invariant polynomial functions on the zero fiber of the moment map.
In this case, we may put A := C[M ] and let the map α : g → A be the restriction to
g = (g∗)∗ ⊂ C[g∗] of the pull-back morphism f∗ : C[g∗] → C[M ]. If, moreover, the group
G is connected, then, with the above notation, one has C[f−1(0)]G =
(
A/A ·α(g)
)g
. ♦
In general, given a graded Poisson super-algebra and a homomorphism α : g → An, as
above, one introduces a graded algebra
D
BRST
q (A, g,α) := Λ(g∗[1])⊗A⊗ Λ(g[−n− 1]) = A⊗ Λ(g∗[1]⊕ g[−n− 1]). (2.5.2)
The canonical symplectic structure on g∗ × g, combined with the Poisson structure on A,
make DBRSTq (A, g,α) a graded Poisson super-algebra.
The BRST construction produces a homogeneous element h ∈ DBRSTn−1(A, g,α), such
that {h, h} = 0. Therefore, the derivation ξh : D
BRST
q (A, g,α) → D
BRST
q−1(A, g,α) gives a
differential, called the BRST differential. With this differential, one has a Poisson algebra
isomorphism
H0
(
D
BRST
q (A, g,α), ξh
)
=
(
A/A ·α(g)
)g
0
. (2.5.3)
The element h is defined as follows. The map α may be viewed as an element α ∈
g∗ ⊗ A ⊂ Λ g∗ ⊗ A. Further, the Lie bracket on g may be viewed as an element µ ∈
(Λ2 g∗)⊗g ⊂ Λ g∗⊗Λ g. Therefore, both α and µ may be identified naturally with elements
of the algebra DBRSTq (A, g,α) = Λ g∗ ⊗A⊗ Λ g.
It is easy to verify that the 3 requirements that: 1) the derivation ξh be of degree −1;
2) the vector spaces g, g∗ ⊂ DBRSTq (A, g,α) be homogeneous; and 3) degα = degµ, force
the grade degree assignment that we’ve made in (2.5.2).
With this degree assignment, one puts h := α + µ ∈ DBRSTn−1(A, g,α). The fact that α :
g → A is a Lie algebra morphism, combined with Jacobi identity, insure that {h, h} = 0.
To prove (2.5.3), let K q(A,α) = A⊗Λ(g[−n−1]). This graded algebra comes equipped
with a standard Koszul differential κ : Ap ⊗ Λq(g[−n− 1]) → Ap+n+1 ⊗ Λq−1(g[−n− 1]),
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given, for any a ∈ A and x1, . . . , xq ∈ g, by the formula
a⊗ x1 ∧ . . . ∧ xq 7→
q∑
j=1
(−1)(n+1)j ·α(xj)·a⊗ x1 ∧ . . .∧ xj−1 ∧ x̂j ∧ xj+1 ∧ . . . ∧ xq. (2.5.4)
It is clear that H0(K q(A,α), κ) = A/A · α(g). Isomorphism (2.5.3) can now be derived
from a natural DG algebra isomorphism(
D
BRST
q (A, g,α), ξh
)
∼=
(
C
q
(g, K q(A,α)), κ+ dLie
)
. (2.5.5)
Here, the RHS stands for the standard Chevalley-Eilenberg complex (C
q
(g,−), dLie), of
the Lie algebra g with coefficients in K q(A,α), viewed as a DG g-module.
2.6. Batalin-Vilkovisky complex. The construction presented below is our interpreta-
tion of the so called Batalin-Vilkovisky (BV) approach to gauge theory. The reader should
be careful not to confuse between the notion of Batalin-Vilkovisky complex discussed in
this section and that of Batalin-Vilkovisky algebra, a different notion that will be used in
§2.10 and §3.4, for instance.
Let G be an algebraic group with Lie algebra g. The ad g-action on g induces one on
the symmetric algebra Sym g. Given a smooth affine G-variety X, we consider a super-
commutative algebra (
Λ T (X) ⊗ Sym g
)g
, (2.6.1)
of g-diagonal invariants. We introduce a differential
κ : Λp T (X) ⊗ Symq g −→ Λp+1 T (X) ⊗ Symq−1 g.
To this end, let A := Λ
q
T (X), and view this algebra as a graded algebra such that
Λq T (X) is placed in degree q. The differential κ is now defined by formula (2.5.4), where
n = 1 and where α stands for the map α : g → T (X) = Λ1 T (X) →֒ A, x 7→
→
x , induced
by the G-action on X. Note that since n + 1 = 2, all terms in the sum in the RHS of
(2.5.4) come with a plus sign.
Further, given a regular function φ ∈ C[X], we have a map idφ : Λ
q
T (X)→ Λ
q−1 T (X),
the contraction of polyvector fields on X with the 1-form dφ. It is immediate to see that,
for a G-invariant function, the differentials κ and idφ ⊗ IdSym anti-commute. Below, we
will use simplified notation idφ = idφ ⊗ IdSym, and write K q(X, g, φ) for the vector space
(2.6.1) equipped with the differential κ+ idφ.
Next, we define a grading
K q(X, g, φ) =
⊕
r≥0Kr(X, g, φ), Kr(X, g, φ) =
⊕
p+2q=r
(
Λp T (X) ⊗ Symq g
)g
.
With this grading, the differential κ + idφ has degree −1. The resulting DG algebra(
K q(X, g, φ), κ+ idφ
)
is called the classical Batalin-Vilkovisky complex.
Proposition 2.6.2. There is a natural algebra isomorphism
H0
(
K q(X, g, φ), κ+ idφ
)
∼= C[crit(φ)]g.
The complex K q(X, g, φ) is related to the BRST construction. To explain this, observe
that the G-action on X induces a natural Hamiltonian G-action on M = T ∗X, the total
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space of the cotangent bundle on X equipped with the canonical symplectic structure.
Thus, we are in the setting of Example 2.5.1.
Recall that we have introduced earlier the graded algebra A := Λ
q
T (X). This algebra
may be viewed as C[T ∗oddX], an odd version of the coordinate ring C[T
∗X]. It comes
equipped with a natural odd Poisson bracket of degree n = 1, the Schouten bracket.
Therefore, according to (2.5.2), we may form a Poisson super-algebra
D
BRST
q (Λ
q
T (X), g,α) = Λ(g∗[1])⊗ Λ
q
T (X) ⊗ Sym(g[−2]). (2.6.3)
Following the BRST construction, we put h = α + µ ∈ DBRST0 (Λ
q
T (X), g,α). Further,
let q∗φ be the pull-back of φ ∈ C[X]g via the cotangent bundle projection q : T ∗oddX → X.
Clearly, one has {q∗φ, q∗φ} = 0. Also, in the Poisson algebra DBRSTq (Λ
q
T (X), g,α), one
has {µ, q∗φ} = 0. Finally, using g-invariance of φ one finds that {α, q∗φ} = 0. Hence,
{h, q∗φ} = 0. We conclude that the element φ♭ := q∗φ+ h satisfies {φ♭, φ♭} = 0.
Thus, the Hamiltonian vector field corresponding to φ♭ gives a differential
ξφ♭ : D
BRST
q (Λ
q
T (X), g,α)→ D
BRST
q−1(Λ
q
T (X), g,α), φ♭ = q∗φ+α+ µ. (2.6.4)
To establish a link with the BRST construction, let ((g∗)) ⊂ DBRSTq (Λ
q
T (X), g,α) denote
the ideal generated by the vector space g∗. This ideal is easily seen to be ξφ♭-stable.
Further, the augmentation ε : Λ
q
(g∗[1])։ Λ0(g∗[1]) = C induces an algebra projection
ε⊗ Id : DBRSTq
(
Λ
q
T (X), g,α
)/
((g∗[1])) // // Λ
q
T (X) ⊗ Sym(g[−2]),
cf. (2.6.3). With this understood, using (2.5.5) one proves the following result.
Proposition 2.6.5. The projection ε⊗ Id induces a DG algebra isomorphism([
D
BRST
q
(
Λ
q
T (X), g,α
)/
((g∗[1]))
]g
, ξφ♭
)
∼→
(
K q(X, g, φ), κ+ idφ
)
. 
Assume next that X is a CY manifold and fix a volume, i.e., a nowhere vanishing regular
section π ∈ Λn T (X), where n = dimX. Contraction with π provides an isomorphism
Λ
q
T ∗(X) ∼→ Λn−
q
T (X), α 7→ iαπ. Transporting the de Rham differential d : Λ
q
T ∗(X)→
Λ
q+1 T ∗(X) via that isomorphism, one obtains a differential ∆π : Λ
q
T (X) → Λ
q−1 T (X),
the so-called BV-differential.
It is straightforward to verify that, for any G-invariant regular function φ ∈ C[X]g, the
element φ♭ = q∗φ+α + µ satisfies the so-called quantum master equation
∆πφ
♭ + {φ♭, φ♭} = 0. (2.6.6)
The master equation implies that one has (∆π + ξφ♭)
2 = 0; one checks similarly that
(∆π + κ+ idφ)
2 = 0. The complex
(
K q(X, g, φ), ∆π + κ+ idφ
)
is called the quantum BV
complex.
We will apply the above in the following situation. Let F = C〈x1, . . . , xn〉, and Φ ∈ Fcyc.
Given an integer d ≥ 1, we let X := Repd F = Matd × . . .Matd, and equip this vector
space with the Euclidean volume πd. This way, we get the following classical, resp.,
quantum, BV complex associated with the function φ = Tr Φ̂:
K q(Repd F, gld,Tr Φ̂) with differential ξφ♭ = κ+ idφ, resp., ∆πd + ξφ♭ . (2.6.7)
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2.7. Noncommutative Batalin-Vilkovisky complex. In the next section, we are go-
ing to show that the DG algebra D(F,Φ) introduced in (1.4.1) is nothing but the BV-
construction of section 2.6 transplanted to a noncommutative setting.
To this end, we first define below a noncommutative analogue of the BRST DG algebra
DBRSTq
(
Λ
q
T (X), g,α
)
. The role of the manifold X will be played in that analogue by an
arbitrary associative algebra F , to be assumed free later on. Thus, Λ
q
T (X) gets replaced
by Θ
q
F . The role of the Lie algebra g will be played by an associative algebra R.
A replacement for the action map α : g → T (X) is provided by the following
Definition 2.7.1. Let F,R be two associative algebras. A linear map α : R→ DerF, r 7→ θr
is said to be an R-action on F by double derivations if one has
(θr ⊗ IdF ) ◦ θs − (IdF ⊗ θs) ◦θr = (θr·s)
13, ∀r, s ∈ R. (2.7.2)
Here, for any map θ : F → F ⊗ F, u 7→ θ′(u) ⊗ θ′′(u), we write θ13 for the map F →
F ⊗ F ⊗ F, u 7→ θ′(u)⊗ 1⊗ θ′′(u).
From now on, we assume in addition that the algebra R has finite dimension over C.
Following the strategy of §2.6, we introduce a graded associative algebra, cf. (2.6.3),
D
BRST
q (F,R,α) := T (R∗[1]) ∗ Θ
q
F ∗ T (R[−2]). (2.7.3)
Ignore the grading in (2.7.3) for a moment. Then, using (2.2.12), (2.2.16), we get
D
BRST
(F,R,α) ∼= (ΘF ) ∗ T (R⊕R∗) ∼= (ΘF ) ∗ Θ(TR) ∼= Θ(F ∗ TR). (2.7.4)
The algebra on the right comes equipped with the noncommutative Schouten bracket.
Therefore, any element H ∈ DBRST(F,R,α)cyc = Θ(F ∗ TR)cyc gives rise to a derivation
ξH : D
BRST(F,R,α)→ DBRST(F,R,α).
Next, view the map α as an element α ∈ R∗ ⊗ DerF ⊂ R∗ ⊗ Θ1F. Similarly, mul-
tiplication map R ⊗ R → R determines an element µ ∈ R ⊗ T 2(R∗). We have natural
vector space imbeddings R∗⊗Θ1F →֒ DBRST0 (F,R,α), resp. R⊗T
2(R∗) →֒ DBRST0 (F,R,α).
Hence, we may view the elements α and µ as elements of DBRST0 (F,R,α), and form the
sum α + µ.
Now, let Φ ∈ Fcyc be a potential. Using the obvious algebra imbeddings F →֒ Θ
q
F →֒
DBRSTq (F,R), we identify Φ with an element of D
BRST
0 (F,R,α)cyc. Let, cf. (2.6.4),
Φ♭ := Φ +α+ µ ∈ D
BRST
0 (F,R,α)cyc, (2.7.5)
and write ξΦ♭ : D
BRST
q (F,R,α)→ D
BRST
q−1(F,R,α), for the corresponding Hamiltonian deriva-
tion.
Proposition 2.7.6. Fix an algebra F , a finite dimensional algebra R, a linear map α :
R→ DerF , and a potential Φ ∈ Fcyc. Define Φ
♭ as in (2.7.5). Then, we have
(i) The equation (ξΦ♭)
2 = 0 holds iff the map α gives an R-action on F by double
derivations, cf. Definition 2.7.1.
(ii) For any algebra homomorphism χ : R → C, the map α : r 7→ χ(r) · δ gives an
R-action on F by double derivations.
The statement of part (i) is verified by direct computation. In part (ii), we have used the
double derivation δ ∈ DerF, see (1.5.3). One checks that the equation
(θ ⊗ IdF ) ◦θ − (IdF ⊗ θ) ◦θ = θ
13. (2.7.7)
18
holds for the double derivation θ = δ. This implies part (ii) of the proposition. 
Remark 2.7.8. In the special case where F = C〈x1, x2〉, a free algebra on 2 generators, the
solutions of equation (2.7.7) have been classified by T. Schedler using MAGMA program.
He showed that, up to changes of variables, any nonzero solution has the form
ε1 ·x1
∂
∂x1
− ε2 ·
∂
∂x1
x1 + ε3 ·x2
∂
∂x2
− ε4 ·
∂
∂x2
x2, where each εr is either 0 or 1. ♦
Next, let ((R∗[1])) ⊂ DBRSTq (F,R,α) be the two-sided ideal generated by the vector space
R∗[1]. This ideal is easily seen to be ξΦ♭-stable. Thus, the quotient D
BRST
q (F,R,α)/((R∗[1]))
inherits a DG algebra structure.
Example 2.7.9 (Special case: R = C). In this case, we write t for the base element of
the graded vector space R[−2] = C[−2] corresponding to 1 ∈ R. Let τ ∈ R∗[1] denote the
dual base element, so τ(t) = 1. Thus, deg t = 2 and deg τ = −1.
Further, let α : C → DerF be the map that sends 1 7→ δ; in the notation of Proposition
2.7.6(ii), this map corresponds to the homomorphism χ = Id : C → C. For these choices
of R and α, we get µ = t·τ2 ∈ R⊗ T 2(R∗), resp., α = δ ·τ ∈ (DerF )⊗R∗.
Thus, for any potential Φ ∈ Fcyc, we have
D
BRST
q (F,R,α) = (Θ
q
F ) ∗ C〈t, τ〉, and Φ♭ := Φ + δ ·τ + t·τ2. (2.7.10)
Further, since ((R∗[1])) = ((τ)), we obtain
D
BRST
q (F,R,α)/((R∗[1])) ∼= (Θ
q
F ) ∗ C[t]. (2.7.11)
2.8. Hamiltonian interpretation of the DG algebra D(F,Φ). In this section, we
let F = C〈x1, . . . , xn〉 and fix a potential Φ ∈ Fcyc. We would like to construct a trace
morphism for (D(F,Φ), d), the DG algebra that has been introduced in §1.4.
Observe first that the super-derivation d clearly descends to a well defined differential
on D(F,Φ)cyc, the super-commutator quotient of our DG algebra.
Next, we consider Sym
(
D(F,Φ)cyc
)
, and view this symetric algebra as a super-commu-
tative graded algebra with respect to the grading induced from the one on D(F,Φ)cyc,
not to be confused with the standard grading on the symetric algebra. The differential on
D(F,Φ)cyc may be further extended (uniquely) to a super-derivation dSym, on the algebra
Sym
(
D(F,Φ)cyc
)
, such that we have (dSym)
2 = 0.
For any integer d, the super-derivation dSym clearly annihilates 1Sym − d · 1D, a de-
gree zero element of our graded algebra. Thus, the quotient algebra Od
(
D(F,Φ)
)
=
Sym
(
D(F,Φ)cyc
)
/((1Sym − d · 1D)) inherits both the grading and the differential. This
way, we have made the algebra Od
(
D(F,Φ)
)
a super-commutative DG algebra. Let dd
denote the corresonding differential.
The result below says that the DG algebra D q(F,Φ) introduced in (1.4.1)-(1.4.2) plays
the role of a noncommutative Batalin-Vilkovisky complex. Specifically, we have defined
earlier, see (2.6.7), a complex
(
K q(Repd F, gld,Tr Φ̂), κ+idφ
)
, the (classical) BV complex.
Proposition 2.8.1. Let F = C〈x1, . . . , xn〉 and Φ ∈ Fcyc. Then, we have
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(i) In the setup of Example 2.7.9, there is a natural DG algebra isomorphism(
D(F,Φ), d
)
∼=
(
D
BRST
q (F,R,α)/((τ)), ξΦ♭
)
, where R := C and α : 1 7→ δ.
(ii) The trace morphism in (2.2.8) induces a natural morphism of DG algebras
Trd :
(
Od
(
D(F,Φ)
)
, dd
)
−→
(
K q(Repd F, gld,Tr Φ̂), κ+ idφ
)
, ∀d ≥ 1.
We remark that part (i) above is a noncommutative analogue of Proposition 2.6.5. ♦
Proof of Proposition 2.8.1. For = C〈x1, . . . , xn〉, from (2.2.14) and (2.7.10), we find
D
BRST
q (F,R,α) = C〈x1, . . . , xn, θ1, . . . , θn, t, τ〉. (2.8.2)
Therefore, we obtain natural graded algebra isomorphisms, cf. (1.4.1), (2.7.11),
D
BRST
q (F,R,α)/((τ)) ∼= (Θ
q
F ) ∗ C[t] ∼= C〈x1, . . . , xn, θ1, . . . , θn, t〉 ∼= D q(F,Φ), (2.8.3)
To compare the differentials in the algebras on the left and on the right, we recall that
any potential H ∈ C〈x1, . . . , xn, θ1, . . . , θn, t, τ〉cyc gives rise to a ‘Hamiltonian’ derivation
ξH ∈ DerC〈x1, . . . , xn, θ1, . . . , θn, t, τ〉. It is given by the explicit formula, cf. (2.2.15),
ξH =
n∑
i=1
(
∂H
∂xi
∂θi −
∂H
∂θi
∂xi
)
+
(
∂H
∂t
∂τ −
∂H
∂τ
∂t
)
. (2.8.4)
The notation in this classically looking formula are as follows. Let x be one of the 2n+ 2
generators of the algebra (2.8.2). Given an element u of that algebra, we write
u∂x : C〈x1, . . . , xn, θ1, . . . , θn, t, τ〉 → C〈x1, . . . , xn, θ1, . . . , θn, t, τ〉
for the derivation that sends x 7→ u, and that annihilates the other 2n + 1 generators of
this free algebra.
Now, let H := δ · τ + t · τ2. This is an even potential; one computes ∂H∂t = τ
2, and
∂H
∂τ = δ. From this, using (2.8.4) and [CBEG], Lemma 7.1.1(ii), we find
ξH = ad τ + δ∂t − τ
2∂τ . (2.8.5)
Further, according to (1.5.9), in the basis θi =
∂
∂xi
, i = 1, . . . , n, one has δ =
∑n
i=1[xi, θi].
Thus, the potential Φ♭, as given in (2.7.10), reads
Φ♭ := Φ + δ ·τ + t·τ2 = Φ+
∑
1≤i≤n
[xi, θi]·τ + t·τ
2. (2.8.6)
The corresponding odd super-derivation equals, cf. (2.8.5),
ξΦ♭ =
n∑
i=1
∂Φ
∂xi
∂θi + ad τ +
n∑
i=1
[xi, θi]∂t − τ
2∂τ . (2.8.7)
A straightforward comparison of formula (2.8.7) with formula (1.4.2) for the differential
d yields the required compatibility of the differentials in the DG algebrasDBRSTq (F,R,α)/((τ))
and D(F,Φ), respectively, cf. (2.8.3). Part (i) of the proposition follows.
To prove part (ii), we use the isomorphism D(F,Φ) ∼= (Θ
q
F ) ∗ C[t], cf. (2.8.3). Hence,
in view of Example 2.2.9 and (2.2.11), we have
Repd D(F,Φ)
∼= Repd
(
(Θ
q
F ) ∗ C[t]
)
∼= Repd(Θ
q
F ) × Matd.
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We conclude that the trace map (2.2.8) gives rise to a natural graded algebra morphism
Od
(
D(F,Φ)
)
= Od
(
(Θ
q
F ) ∗ C[t]
)
−→
(
Λ
q
T (Repd F )⊗ C[Matd]
)GLd . (2.8.8)
Now, view the matrix algebra Matd as a Lie algebra with respect to commutator, that
is, identify Matd with the Lie algebra g = LieGLd. We may further identify g with g
∗
via the trace paring. Thus, we obtain algebra isomorphisms C[Matd] ∼= C[g] ∼= C[g
∗] ∼=
Sym g. With these isomorphisms, the space on the right of (2.8.8) may be identified with
K(Repd F, gld,Tr Φ̂).
We define the map Trd in the statement of the proposition to be the map (2.8.8). A
direct verification shows that the map thus defined intertwines the differential on the space
Od
(
D(F,Φ)
)
induced by d with the differential iα + κ. 
2.9. Relation to A∞-algebras. Let g be a finite dimensional Lie algebra and α : g →
gl(V ) a finite dimensional representantation. In the setting of §2.6, we may put X := V ,
a vector space with a linear g-action. In this case, by definition, we have
D
BRST
q (V, g, φ) = Λ(g∗[1]) ⊗ Λ
q
T (V )⊗ Sym(g[−2]) (2.9.1)
= Sym
(
g∗[1]⊕ V ∗ ⊕ V [−1]⊕ g[−2]
)
,
where Sym(−) on the right is understood as the symmetric algebra of a super-vector space.
According to §2.6, any polynomial φ ∈ C[V ] makes the above space a DG algebra with
differential ξφ♭ . Observe further that giving a differential on (2.9.1) is the same thing as
providing the graded vector space G := g⊕ V [−1] ⊕ V ∗[−2] ⊕ g∗[−3] with a structure of
L∞-algebra. This L∞-algebra has a nondegenerate invariant bilinear form; it has been
studied in [GG, §3.2] in connection with Maurer-Cartan equations.
The noncommutative BV complex introduced in §2.7 has a similar interpretation.
Specifically, fix a finite dimensional vector space V, and put F = T (V ∗). Let a finite
dimensional associative algebra R act on F by double derivations, cf. Definition 2.7.1.
From (2.2.16) and (2.7.3), we find
D
BRST
q (F,R,α) = T (R∗[1]) ∗Θ
q
F ∗ T (R[−2]) = T
(
R∗[1]⊕ V ∗ ⊕ V [−1]⊕R[−2]
)
.
Given a potential Φ ∈ Fcyc, the construction of §2.7 yields a DG algebra structure on
DBRSTq (F,R,α) with differential ξΦ♭ . The latter structure can be viewed as a structure of
A∞-algebra on the vector space V := R⊕ V [−1]⊕ V
∗[−2]⊕R∗[−3].
Example 2.9.2. Consider a special case where R = C and use the notation introduced in
§2.8. Thus, we have V := C·τ
⊕
V
⊕
V ∗
⊕
C·t, where τ, V, V ∗, t are placed in degrees
0, 1, 2, 3, respectively.
For any Φ ∈ Fcyc, the potential Φ
♭ given by (2.8.6) satisfies
master equation: {Φ♭,Φ♭} = 0; (2.9.3)
unit axiom: ξt(Φ
♭) = δ. (2.9.4)
Here, equation (2.9.3) follows from Propositions 2.7.6–2.8.1, and equation (2.9.4) is easily
verified directly from formula (2.8.6).
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Equations (2.9.3)-(2.9.4) say that the potential Φ♭ gives the vector space V the structure
of a unital cyclic A∞-algebra with a nondegenerate inner product, that pairs V with V
∗
and t with τ . The extra-terms in the potential Φ♭ account, in particular, for the unit
property: m2(t, a) = m2(a, t) = a, ∀a ∈ V, where m2 : V × V → V is an associative
product on V, the degree 2 part of the A∞-structure.
Following Kevin Costello, the resulting A∞-structure (V,Φ
♭) can be described as fol-
lows. Let V+ := V
⊕
V ∗
⊕
C ·t be the positive degree part of V. The augmentation
V ։ V/V+
∼→C, τ → 1 is an A∞-algebra morphism that gives the 1-dimensional vector
space Cτ = C the structure of an A∞ V-module.
K. Costello observed that the isomorphism of Proposition 2.8.1 may be reinterpreted
as the following result
Proposition 2.9.5. There is a natural DG algebra isomorphism
D(F,Φ) ∼= RHomV-Mod(Cτ ,Cτ ).
Proof. We may compute RHom on the right by means of the standard reduced Bar reso-
lution V⊗ T
q
(V+)
qis
−→ Cτ . Thus, we get
RHom
q
V-Mod(Cτ ,Cτ ) = Hom
q
V-Mod(V ⊗ T
q
(V+), Cτ ) = T
q
(V∗+[1]).
Further, the inner product on V provides a vector space isomorphism V∗+[1]
∼= V/C·τ .
Therefore, we obtain
RHom
q
V-Mod(Cτ ,Cτ )
∼= T
q
(V/C·τ) = (T
q
V)/((τ)) ∼= Θ
q
(TV ♭)/((τ))
Prop. 2.8.1
======== D(F,Φ),
where we have introduced the notation V ♭ := Cτ ⊕ V . It is easy to verify that the
natural DG algebra structure on the RHom-space on the left corresponds, via this chain
of isomorphisms, to the DG algebra structure that we have defined on D(F,Φ). 
Remark 2.9.6. In physics, the vector space V ♭ = Cτ ⊕ V is to be thought of as the chiral
ring of a topological string theory, cf. [La]. The element τ corresponds to the unit of the
chiral ring. According to [La], a general topological open string theory is determined by
an even potential Φ♭ ∈ (Θ
q
(TV ♭))cyc, that must satisfy (2.9.3)-(2.9.4).
2.10. Batalin-Vilkovisky algebra structure on Od
(
D(F,Φ)
)
. Let G be an arbitrary
super Lie bialgebra with an odd Lie bracket {−,−} : Sym2 G → G and with cobracket
ν : G → Sym2 G.
The super-commutative algebra SymG acquires the structure of a Batalin-Vilkovisky
algebra. Specifically, the Lie bracket on G gives SymG the standard structure of a DG
Gerstenhaber algebra, with Chevalley-Eilenberg differential. Further, the Lie cobracket ν
gives rise to a BV-operator ∆ : SymG → SymG. In more detail, one defines an operator
∆ : Symn G −→ Symn+1 G⊕ Symn−1 G, ∀n > 0,
u1 ·. . .·un 7−→
∑
1≤i≤n
(−1)i−1ν(ui)·u1 ·. . .·ûi ·. . .·un (2.10.1)
+
∑
1≤k<ℓ≤n
(−1)k+ℓ−1{uk, uℓ}·u1 ·. . .·ûk ·. . .·ûℓ ·. . .·un.
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Also, for n = 0, we put ∆(1) := 0. The compatibility of the Lie bracket and cobracket
on a Lie bialgebra is easily seen to be equivalent to the equation ∆2 = 0.
We apply the general construction above to prove the following result (cf. [GS2] for a
generalization and additional details).
Proposition 2.10.2. Let F = C〈x1, . . . , xn〉. For any integer d ≥ 1, the graded algebra
Od
(
D(F,Φ)
)
has a natural structure of DG BV-algebra, with BV-operator ∆d.
Sketch of Proof. First, recall the algebra isomorphism D(F,Φ) ∼= (Θ
q
F ) ∗ C[t]. Thus, we
may (and will) identify the super-commutator quotient D(F,Φ)cyc with
(
(Θ
q
F ) ∗C[t]
)
cyc
.
Now, one uses the noncommutative Schouten double bracket on Θ
q
F , introduced by
Van den Bergh, to define an odd Lie bracket {−,−} on the vector space
(
(Θ
q
F )∗C[t]
)
cyc
,
hence, on D(F,Φ)cyc. This way, the super-commutator quotient D(F,Φ)cyc acquires a
natural structure of DG Lie super-algebra, with Lie bracket {−,−} and differential d.
Further, the construction due to T. Schedler [Sc] gives an odd Lie cobracket
ν : D(F,Φ)cyc → Sym
2
(
D(F,Φ)cyc
)
, f 7→ pr
(
n∑
i=1
∂2f
∂xi∂θi
−
∂2f
∂θi∂xi
)
. (2.10.3)
In this formula, we have used two maps ∂
2f
∂xi∂θi
, ∂
2f
∂θi∂xi
: D(F,Φ)cyc → D(F,Φ)⊗D(F,Φ),
and also the map ‘pr’ given by the following composition of natural projections
pr : D(F,Φ)⊗D(F,Φ)։ D(F,Φ)cyc ⊗D(F,Φ)cyc ։ Sym
2
(
D(F,Φ)cyc
)
.
It has been proven in [Sc] that the bracket {−,−} and cobracket ν make D(F,Φ)cyc a
Lie super bi-algebra. Therefore, by the general construction explained earlier, the graded
algebra Sym
(
D(F,Φ)cyc
)
acquires the structure of a BV-algebra, with BV-operator ∆ :
Sym
(
D(F,Φ)cyc
)
−→ Sym
(
D(F,Φ)cyc
)
, cf. (2.10.1). It is immediate from definitions
that, for any d ∈ C, we have {1Sym − d · 1D,−} = 0 and ∆(1Sym − d · 1D) = 0. Thus, the
BV-operator (as well as the bracket) descends to an operator ∆d on Od
(
D(F,Φ)
)
.
Finally, on Od
(
D(F,Φ)
)
, we also have the differential dd. It is easy to verify that
dd ◦∆d +∆d ◦dd = 0. We conclude that
(
Od
(
D(F,Φ)
)
, ∆d, dd
)
is a DG BV-algebra.
The reader is referred to [GS2] for a much more elaborate construction. 
Let G be a connected algebraic group with Lie algebra g and X a smooth G-variety.
Recall that, associated with a regular G-invariant function φ on X, is a (perverse) sheaf
Van(φ), of vanishing cycles. This is a G-equivariant constructible complex whose coho-
mology sheaves are known to be set-theoretically supported on crit(φ). Let χG(Van(φ)) ∈
C[g]AdG denote the corresponding G-equivariant Euler characteristic.
Now, fix d ≥ 1, let X := Repd F and G = GLd. Given a potential Φ ∈ Fcyc, we may
apply the above to the GLd-invariant polynomial φ = Tr Φ̂ to get a GLd-equivariant sheaf
Van(φ). Part (i) of the following result is proved by a straightforward computation.
Proposition 2.10.4. Let F = C〈x1, . . . , xn〉 and Φ ∈ Fcyc. Fix d ≥ 1 and put φ = Tr Φ̂.
(i) The map of Proposition 2.8.1(ii) induces a morphism of complexes, cf. (2.6.7),
Trd :
(
Od
(
D(F,Φ)
)
, ∆d + dd
)
−→
(
K(Repd F, gld, φ), ∆Repd + idφ + κ
)
;
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(ii) In C[LieGLd]
AdGLd, one has
χ
(
K(Repd F, gld, φ), ∆Repd + idφ + κ
)
= χGLd(Van(φ)).
Idea of proof of part (ii). First, we use the Euclidean volume on Repd F to get an iso-
morphism Λ
q
T (Repd F )
∼= Λr−
q
T ∗(Repd F ), where r = dimRepd F. Contraction with
the 1-form dφ goes, via this isomorphism, to the wedging β 7→ β ∧ dφ. We simplify the
notation and write ∧dφ, resp. idφ, for the tensor product of the latter operation with the
identity map on Sym g, resp. for idφ⊗IdSym. This way, one easily obtains an identification
of complexes(
K(Repd F, gld, φ), ∆Repd + idφ + κ
)
∼=
((
Ω
q
(Repd F )⊗ C[GLd]
)GLd , d+ ∧dφ + κ†),
where the terms d+ κ† account for the standard equivariant differential on the de Rham
complex for GLd-equivariant cohomology.
Finally, one proves using e.g. [Kap], that the complex with differential (d+κ†)+∧dφ is
exactly the de Rham complex for computing GLd-equivariant cohomology of the vanishing
cycles sheaf Van(φ). 
Remark 2.10.5. Recall that whenever a closed subscheme Y of a smooth scheme X has
a symmetric perfect obstruction theory, there is a Borel-Moore homology class [Y ]vir ∈
HBM0 (X), the virtual fundamental class, cf. [Be]. In particular, the critical locus of a
regular function φ ∈ C[X] has a well-defined class [crit(φ)]vir ∈ HBM0 (X).
More generally, let G be a reductive group, let X be a smooth G-variety and φ a G-
invariant regular function on X. Then, there is a well defined virtual fundamental class
crit(φ) in the G-equivariant Borel-Moore homology of X. By the main result of [Be], [BF],
one has ∫ G
[crit(φ)]vir
1 = χG(Van(φ)). (2.10.6)
Problem 2.10.7. Let a reductive group G act linearly on a vector space E and let φ ∈
C[E]G be a G-invariant polynomial. Formulate and prove some sort of Gauss-Bonnet type
formula
χG(Van(φ)) =
∫ G
E
eφ.
Problem 2.10.8. Let F = C〈x1, . . . , xn〉 and Φ ∈ Fcyc. Express the Euler characteristic of
the complex
(
Od
(
D(F,Φ)
)
, ∆+ d
)
in terms of the asymptotics of the ‘partition function’
Z(Φ, q) =
∞∑
d=1
qd · χGLd(Van(Tr Φ̂)).
3. Calabi-Yau condition
3.1. Mirror symmetry motivation. One of the motivations for studying Calabi-Yau
geometry comes from mirror symmetry. The latter deals with families of CY varieties
in the vicinity of certain special values of parameters where the varieties in the family
degenerate to acquire singularities, cf. [KS1].
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Specifically, let (X,X ′) be a pair of mirror dual CY varieties, not necessarily smooth in
general. Mirror symmetry predicts a natural correspondence{
Smooth CY deformations
of X
}
∼
↔
{
Smooth crepant
resolutions of X ′
}
(3.1.1)
More precisely, letMC(X) denote an appropriate local moduli space of smooth complex
deformations of X as a CY variety. Dually, one has MK(X
′), a so-called stringy moduli
space of Ka¨hler resolutions of X ′. This moduli space has not been defined in mathematical
terms yet, but it is expected to be closely related to the space of stability conditions on
X ′, in the sense of T. Bridgeland, cf. [B, §2].
In the special case where X ′ has at most finitely many nonisomorphic terminal crepant
resolutions of singularities π : X˜j → X
′, j = 1, . . . , r, it is expected that there is an
open dense subset of MK(X
′) of the form (∪rj=1Kj)/Γ, where Kj denotes the complex-
ified Ka¨hler cone of the manifold X˜j , j = 1, . . . , r, and where Γ is a discrete group of
automorphisms of the corresponding super-conformal field theory.
According to mirror symmetry, one expects to have a natural bijection
MC(X) oo
c↔c′ // MK(X
′). (3.1.2)
Write Xc,X
′
c′ ; c ∈ MC(X), c
′ ∈ MK(X
′), for a pair of smooth CY manifolds corre-
sponding to each other under the bijection. According to a mathematical formulation of
the mirror conjecture due to Maxim Kontsevich, there should be an equivalence between
the bounded derived category of coherent sheaves on Xc, on one hand, and the Fukaya
category associated with X ′c′ , on the other.
One problem with (3.1.2) is that there are many singular CY varieties either without
any smooth deformation or without any smooth crepant resolution, or both. Thus, the
moduli spaces in (3.1.2) may be very small indeed, even empty. It is believed, however,
that any singular CY variety does have a smooth deformation, as well as a smooth crepant
resolution, provided that deformation, resp. resolution, is allowed to be noncommutative,
cf. [VdB6]. Furthermore, in order for the bijection (3.1.2) to hold one must, in effect, in-
clude such ‘noncommutative’ deformations, resp. resolutions, in the corresponding moduli
spaces, since the bijection may send an ordinary variety into a noncommutative one, and
vice versa. Kontsevich’s conjecture should also extend to the noncommutative setting.
Now, it is widely accepted (following the philosophy advocated by Drinfeld, Kontsevich,
and others) that a noncommutative variety should be thought of entirely in terms of the
corresponding derived category of coherent sheaves; in any case, this is the only thing that
needs to be defined in order for the Kontsevich’s form of the mirror conjecture to make
sense. Thus, one is led to consider triangulated categories, to be called CY categories,
which should imitate all the essential features of the category DbCoh(X) for a CY variety
X. In particular, one might want to imitate the following geometric properties:
• X is smooth;
• X is compact;
• The canonical bundle of X is trivial.
An approach to the definition of a CY category has been proposed by Kontsevich. First
of all, any such category is equivalent to Dperf(A), a suitably defined derived category
25
of finitely generated projective left DG modules over a DG (or, A∞-) algebra A. Then,
according to Kontsevich, the geometric properties above are adequately encoded in the
following properties of the DG algebra A.
Definition 3.1.3 (M. Kontsevich). A DG algebra A is called
• homologically smooth if, viewed as a DG bimodule over itself, A has a bounded re-
solution by finitely generated projective DG A-bimodules, cf. [KS2], Definition 8.1.2;
• compact if H
q
(A), the total cohomology of A, is finite dimensional, cf. [KS2],Defini-
tion 8.2.1;
• CY of dimension d if 2 A is homologically smooth, compact and, moreover, the shift
functor M 7→M [d], on Dperf(A), is a Serre functor, i.e., there are bifunctorial isomo-
rphisms
Hom(M,N) ∼= Hom(N,M [d])∗, ∀M,N ∈ Dperf(A). (3.1.4)
This definition has to be made precise, of course, by introducing first the notions of a
Serre functor, of a finitely presented DG algebra, and of a ‘projective’ DG module, etc.
Finitely presented DG algebras are defined as compact objects in an appropriate category
of DG algebras, cf. [TV]. For projective DG modules see Definition 9.4.1 in §9; ‘finitely
generated and projective’ DG modules are defined, under the name ‘semi-free objects’ in
[Dr, Appendices A,B]. We won’t go into more details since we will only use Definition
3.1.3 in the cases where such notions are standard and are well known.
3.2. Definition of Calabi-Yau algebras. The setting of the present paper differs from
the one suggested by Definition 3.1.3 in several ways. First of all, we will be working with
ordinary algebras rather than with DG, or A∞-, algebras. This restriction, though quite
essential, is more of a technical nature. It corresponds, geometrically, to restricting oneself
to varietiesX such that the category DbCoh(X) has a tilting generator, see Definition 7.1.1.
Such a condition holds in many interesting examples, and it is assumed in order to avoid
too much technology from category theory and homological algebra. We believe that most
of what we will be doing below may be extended, in principle, to the general A∞-setting.
More importantly, the formalism we are going to develop corresponds, geometrically, to
working with noncompact, that is, with what are usually called ‘open’ CY varieties. Thus,
our algebras A are typically neither graded nor finite dimensional and, therefore, are not
compact in the sense of Definition 3.1.3. For such an algebra, formula (3.1.4) involves
the duals of infinite dimensional Hom-spaces. As a consequence, there is no Serre functor
on Dperf(A), the derived category of perfect complexes, in general (sometimes, but not
always, there is a relative version of Serre functor, cf. §7.2). So, the very definition of
Calabi-Yau algebras has to be modified.
Our definition of Calabi-Yau algebras is best understood in the general context of
duality. There are actually two versions of duality. The first one involves the functor
M 7→ M ! := RHomA-Bimod(M,A ⊗ A) on an appropriate derived category of (DG-) A-
bimodules. This is the derived analogue of (1.5.2). Here, RHom is taken with respect
to the outer bimodule structure on A ⊗ A, as in (1.5.2). The inner structure then gives
2this definition is temporary and it will be altered shortly.
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M ! a natural A-bimodule structure again. For any morphism f :M → N (in the derived
category) of A-bimodules one has, by functoriality, the induced morphism f ! : N ! →M !.
The second version, the Grothendieck duality, involves the notion of a rigid dualizing
complex, an object of the derived category of (DG-) A-bimodules. In the special case of
an (ordinary, not DG) Gorenstein algebra A, i.e., an algebra of finite injective dimension,
two versions of duality are known to coincide, cf. [Y],[VdB1]. In that case, the inverse of
the rigid dualizing complex for A is quasi-isomorphic to A! := RHomA-Bimod(A,A⊗A), up
to shift. This is so, for instance, for any homologically smooth algebra, provided a rigid
dualizing complex for that algebra exists.
Example 3.2.1. Let X be an algebraic variety of dimension d, and write ε : X →֒ X ×X
for the diagonal imbedding. If X is smooth, then the standard Koszul resolution of the
sheaf ε∗OX yields
E xtrOX×X (ε∗OX , OX×X) =
{
Λd TX if r = d
0 if r 6= d.
(3.2.2)
Thus, we deduce that for A = C[X], the coordinate ring of a smooth affine variety X,
one has that A! = Λd T (X)[d] is indeed the inverse of the canonical class of X. ♦
Motivated by the above discussion, we now replace the notion of Calabi-Yau algebra
given in Definition 3.1.3 by the following, cf. also [VdB1] and Remark 3.4.2 below.
Definition 3.2.3. A homologically smooth (DG−) algebra A is said to be CYd (= Calabi-
Yau algebra of dimension d ≥ 1) provided one has an A-bimodule quasi-isomorphism
f : A ∼→A![d] such that f = f ![d]. ♦
From now on, we will use this definition of Calabi-Yau algebras, which is not equivalent
to Definition 3.1.3, in general. However, in §7.4 we will prove, cf. also [KS2], Conjec-
ture 10.2.8.
Proposition 3.2.4. Let A be a homologically smooth, finitely presented, and compact A∞
algebra with unit. Then, A is CY algebra of dimension d in the sense of Definition 3.2.3
iff the CY condition in Definition 3.1.3 holds.
For an ordinary (not DG) algebra A, the existence of a (quasi-) isomorphism A![d] ∼= A
amounts to A-bimodule isomorphisms
ExtkA-Bimod(A,A⊗A)
f
∼=
{
A if k = d
0 if k 6= d.
(3.2.5)
Given an associative algebra A that satisfies condition (3.2.5), one may consider
IsomA-Bimod
(
A, ExtdA-Bimod(A,A⊗A)
)
, (3.2.6)
the set of all A-bimodule isomorphisms f : A ∼→ ExtdA-Bimod(A,A ⊗ A). The image of
1A ∈ A under such an isomorphism will be referred to as a volume on A. This is a central
element π = f(1A) ∈ Ext
d
A-Bimod(A,A ⊗ A), i.e., such that a · π = π · a for any a ∈ A. In
terms of π, the corresponding map f can be written as f : a 7→ a · π.
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Notation 3.2.7. Given an associative algebra A, we let Z(A) denote the center of A, and
Z(A)× ⊂ Z(A) the multiplicative group of invertible elements of the center. ♦
For any pair M,N, of A-bimodules, multiplication by elements of Z(A) gives each of
the vector spaces ExtrA-Bimod(M,N), r = 0, 1, . . . , a Z(A)-module structure. In particular,
one has HomA-Bimod(A,A) = Z(A).We see that, for an associative algebra A that satisfies
(3.2.5), the set (3.2.6) is a Z(A)×-torsor. Thus, we conclude that the set of volumes on
such an algebra A is also a Z(A)×-torsor.
Remark 3.2.8. Following M. Kontsevich we observe that, for an algebra A satisfying
(3.2.5), the assignment f 7→ f ![d] gives an involution of the set (3.2.6). By functori-
ality, this involution commutes with the Z(A)×-action. We deduce that there exists a
unique z ∈ Z(A)× such that z2 = 1 and such that for any element f from the the set
(3.2.6) we have f ![d] = z · f. It follows from our Theorem 3.6.4(ii) below that one has in
effect z = 1, provided the algebra A is friendly in the sense of Definition 3.5.1. Thus, in
the definition of CY algebras, the requirement that f ![d] = f is a posteriori superfluous,
at least for friendly algebras.
It was pointed out to me by M. Kontsevich that, for general DG or A∞ algebras, the
condition f ![d] = f in Definition 3.2.3 is essential and is, moreover, quite subtle; it should
involve ‘higher homotopies’.
3.3. Crepant resolutions. In the special case A = C[X], considered in Example 3.2.1,
giving a volume amounts, according to (3.2.2), to giving a nowhere vanishing global regular
section of Λd TX , d = dimX. The existence of such a section is nothing but the standard
definition of a Calabi-Yau variety.
The class of examples arising from smooth affine varieties has an important generaliza-
tion to some nonaffine varieties. Specifically, an algebraic variety X is said to be projective
over an affine variety, if there exists an affine variety Y and a projective morphism X → Y
(typically, one takes X to be a resolution of singularities of a singular affine variety Y ).
Proposition 3.3.1. Let X be a smooth connected variety which is projective over an
affine variety, and let E ∈ Db(CohX) be a tilting generator, cf. Definition 7.1.1. Then,
we have
(i) The algebra EndE := HomDb(CohX)(E , E) is a finitely generated Z(End E)-module,
and multiplication by regular functions induces natural algebra isomorphisms
Γ(X,OX ) ∼= ZD
b(CohX) ∼= Z(EndE).
(ii) The algebra EndE is a CY algebra of dimension d iff X is a Calabi-Yau manifold
of dimension d.
Here, ZDb(CohX) denotes the center of Db(CohX), that is, the endomorphism algebra
of the identity functor Id : Db(CohX)→ Db(CohX).
Proposition 3.3.1 will be deduced from Theorem 7.2.14 of §7.4. Closely related to this,
is also the following special case of Theorem 7.2.14.
Corollary 3.3.2. Let A be an algebra of finite Hochschild dimension and let Z be a central
commutative subalgebra such that
• SpecZ is a smooth affine Calabi-Yau variety;
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• A is a finitely generated Z-module.
Then, the following conditions are equivalent:
(1) A is a Calabi-Yau algebra of dimension d := dim(SpecZ);
(2) A is a projective Z-module, and there exists a nondegenerate trace φ : A→ Z.
Recall that a Z-linear map φ : A→ Z is called a nondegenerate trace if the assignment 1 7→
φ extends to an A-bimodule isomorphism A ∼→ HomZ(A,Z), where the space HomZ(A,Z)
is equipped with the natural A-bimodule structure given by (a ·f ·b)(x) := f(bxa), for any
f ∈ HomZ(A,Z) and a, b, x ∈ A. Any nondegenerate trace is automatically symmetric,
i.e., one has φ(ab) = φ(ba), ∀a, b ∈ A.
3.4. Batalin-Vilkovisky structure on Hochschild cohomology. Given an associative
(DG-) algebra A, we letH q(A,A) := TorA-Bimodq (A,A), resp. H
q
(A,A) := Ext
q
A-Bimod(A,A),
denote Hochschild homology, resp. cohomology, ofA. Hochschild homology comes equipped
with the standard Connes differential B : H q(A,A)→ H q+1(A,A), a noncommutative ana-
logue of the de Rham differential on differential forms.
Hochschild cohomology has a natural structure of Gerstenhaber algebra given by the
cup-product and Gerstenhaber bracket Hk−1(A,A) ×H l−1(A,A) → Hk+l−1(A,A). Fur-
thermore, for any l ≥ k, there is a natural contraction action Hk(A,A) × Hl(A,A) −→
Hl−k(A,A) that makes Hochschild homology a Gerstenhaber module over the Gersten-
haber algebra H
q
(A,A).
Let A be a Calabi-Yau (DG-) algebra of dimension d, with a volume π. According to
M. Van den Bergh [VdB1, Thm. 1], for any A-bimodule M , there is a functorial Poincare´
duality type isomorphism (that depends on the choice of π)
D : TorA-Bimodq (A,M)
∼→ Extd−
q
A-Bimod(A,M). (3.4.1)
Remark 3.4.2. For M = A ⊗ A, the above isomorphism reduces to condition (3.2.5).
Thus, the existence of an isomorphism of functors TorA-Bimodq (A,−) ∼= Extd−
q
A-Bimod(A,−)
may serve as a replacement of the condition A![d] ∼= A. It follows that the notion of a
Calabi-Yau DG algebra is an invariant of the pair
(
Dperf(A-Bimod), −
L
⊗A −
)
, viewed as
a triangulated category with monoidal structure given by the (derived) tensor product of
bimodules. Note that A, the diagonal bimodule, may be characterized as the unit of the
monoidal structure; on the contrary, the bimodule A⊗A (hence, also condition (3.2.5) that
involves this bimodule) apparently has no intrinsic characterization in terms involving the
triangulated category with monoidal structure only. ♦
We use the (degree reversing) isomorphism D in (3.4.1) in the special case whereM = A,
and transport the Connes differential on Hochschild homology to obtain a degree −1
differential, ∆π, on Hochschild cohomology. Thus, we get a commutative diagram
H q(A,A)
D
B // H q+1(A,A)
D
Hd−
q
(A,A)
∆π // H(d−
q)−1(A,A).
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The following result is a noncommutative generalization of the standard BV algebra
structure on the algebra of polyvector fields on a Calabi-Yau manifold, cf. eg. [Sch].
Theorem 3.4.3 (BV structure on Hochschild cohomology). Let A be a CY algebra of
dimension d with volume element π ∈ ExtdA-Bimod(A,A ⊗A). Then,
(i) The map D in (3.4.1) intertwines contraction and cup-product maps, i.e., we have
D(iηc) = η ∪D(c), ∀c ∈ H q(A,A), η ∈ H
q
(A,A).
(ii) The differential ∆ = ∆π makes Hochschild cohomology a Batalin-Vilkovisky algebra;
in other words, for the Gerstenhaber bracket on Hochschild cohomology one has
{ξ, η} = ∆(ξ ∪ η)−∆(ξ) ∪ η − (−1)|ξ| ·ξ ∪∆(η), ∀ξ, η ∈ H
q
(A,A).
This Theorem was first announced without proof in [CBEG, Claim 4.5.6]. The proof
will be given in §9.3 below.
In low degrees, we have H0(A,A) = Z(A), and H1(A,A) = Der(A,A)/ Inn(A,A), a
quotient of the space of derivations A → A by the subspace of inner derivations. The
Gerstenhaber bracket on H1(A,A) is induced by the commutator of derivations. The
above theorem implies in particular that the operator ∆ associated with a volume π on
A gives rise to a natural divergence map div : Der(A,A) → Z(A), ξ 7→ div ξ. This map
vanishes on inner derivations and is a Lie cocycle, ie., one has
div [ξ, η] = ξ(div η)− η(div ξ), ∀ξ, η ∈ Der(A,A).
Remark 3.4.4. T. Tradler has defined in [Tr] a similar BV structure on Hochschild co-
homology of a compact A∞-algebra with an inner product. Tradler’s construction does
not overlap with ours since our setting does not involve inner products, cf. however Re-
mark 5.4.10.
Roughly speaking, the construction in [Tr] uses the isomorphism A ∼= A∗ arising from
an inner product on A to obtain an isomorphism H
q
(A,A) ∼= H
q
(A,A∗), and to trans-
port Connes’ differential from H
q
(A,A∗) via the latter isomorphism. The isomorphism
H
q
(A,A) ∼= H
q
(A,A∗) is, however, very different from the one in (3.4.1) since it only
involves Hochschild cohomology and does not reverse cohomology degrees: ( q) 7→ d− ( q).
In particular, it does not give rise to any divergence map div : Der(A,A)→ Z(A). ♦
3.5. General setting. In order to explain a universal construction of CY algebras we
need first to introduce the notion of a smooth algebra. There are actually two totally
different notions of smoothness in noncommutative geometry. The corresponding two
types of smooth algebras play different roles.
The algebras of the first type, called just ‘smooth’ in Definition 3.5.1 below, serve as a
proper generalization for the notion of a free associative algebra. The condition of being
smooth in that sense is extremely restrictive. Free tensor algebras and path algebras of
quivers are smooth, and any smooth algebra is, in a way, close to being free, cf. [CQ] for
some examples. On the contrary, the coordinate ring of a smooth affine algebraic variety
X is not smooth in the sense of Definition 3.5.1 unless dimX ≤ 1.
The second, much weaker, notion of smoothness involves homological smoothness. The
corresponding class of friendly algebras introduced in Definition 3.5.1 below is, we believe,
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an adequate noncommutative generalization of the class of coordinate rings of smooth
affine schemes of finite type, in conventional algebraic geometry.
Definition 3.5.1. An associative algebra F is said to be
• coherent, resp. left or right coherent, if the kernel of any morphism between finite
rank free F -bimodules, resp. left or right F -modules, is finitely generated;
• friendly if it is homologically smooth, finitely presented, and coherent.
• smooth, if Ω1F is a finitely generated, and projective F -bimodule.
Remark 3.5.2. (i) For a smooth algebra F , the schemes Repd F are smooth for all d ≥ 1,
see eg. [Gi2], §20. A free product of smooth algebras is a smooth algebra. Any smooth
algebra is both left and right coherent, but not necessarily coherent, in general, cf. eg.,
[Gi2, §19.3].
(ii) Any bimodule noetherian algebra is coherent, resp. any left or right noetherian
algebra is left or right coherent. Path algebras of finite quivers are smooth but not left
or right noetherian, in general. It is unknown to the author whether or not a free finitely
generated algebra on n > 1 generators is (bimodule) coherent. ♦
A key role in what follows will be played by a reduced contraction map introduced in
[CBEG]; this map is analogous to contraction of differential forms with a vector field, in
differential geometry. To define reduced contraction, recall first that any double derivation
θ ∈ DerF gives, by definition, an F -bimodule map Ω1F → F ⊗ F. This map can be
uniquely extended to a map iθ : Ω
q
F → Ω
q
F ⊗Ω
q
F, a degree −1 super double derivation
of the graded algebra Ω
q
F , cf. [CBEG].
Definition 3.5.3. The reduced contraction map is defined by the pairing
ı : (ΩpF )cyc × DerF → Ω
p−1F, α× θ 7→ ıα(θ) = ıθα := m
op(iθα). (3.5.4)
Here, for any graded algebra B
q
=
⊕
p∈Z B
p with multiplication map m : B
q
⊗ B
q
→ B
q
,
we put mop(a⊗ b) := (−1)p·q · b · a ∈ Bp+q, for any a ∈ Bp, b ∈ Bq.
Depending on whether we fix the first or second argument, we may view the pairing in
(3.5.4) either as a map ıα : DerF → Ωp−1F, or as a map ıθ : (Ω
pF )cyc → Ω
p−1F. Similar
convention will be applied for the nonreduced contraction α× θ 7→ iθα = i
α(θ) as well.
In the most important special case of p = 1, the reduced contraction map has the
following explicit form
ıα : DerF → F, θ 7→ θ′′(b) · a · θ′(b), if α = a db ∈ Ω1F, a, b ∈ F. (3.5.5)
The definition of reduced contraction is motivated, in part, by the following
Example 3.5.6. Let F = C〈x1, . . . , xn〉, and choose a potential Φ ∈ Fcyc. In the case of an
exact cyclic 1-form α, it is easy to see that for ıθα, in F , we have
ıθj (dΦ) = ∂Φ/∂xj , for α = dΦ and θ = θj = ∂/∂xj , j = 1, . . . , n,
where the notation is the same as in formulas (1.3.1) and (2.2.14). ♦
Example 3.5.7. Let F := C[x, x−1] ∗ C〈y, z〉 = C〈x±1, y, z〉, and define double derivations
∂/∂x, ∂/∂y, ∂/∂z : F → F ⊗ F similarly to the previous example. The algebra F is
smooth, and DerF is a free F -bimodule with basis {∂/∂x, ∂/∂y, ∂/∂z}.
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For any Φ ∈ Fcyc, we introduce the algebra
A(F,Φ) := C〈x±1, y, z〉
/
((ı
∂/∂x
dΦ, ı
∂/∂y
dΦ, ı
∂/∂z
dΦ)). (3.5.8)
We consider a special case where Φ = xyz − q · yxz + f, for some Laurent polynomial
f ∈ C[x, x−1], cf. Example 1.3.6. The relations in the corresponding algebra (3.5.8) read
x·y ·x−1 = q ·y, x·z ·x−1 = q ·z, yz − q ·zy = g(x), g(x) :=
f ′(x)
x
∈ C[x, x−1].
This algebra is a deformation of Uq(sl2), the quantized enveloping algebra of the Lie
algebra sl2. If q ∈ C is a root of unity, then the algebra A(F,Φ) has a large center Z(F,Φ),
cf. Example 1.3.6.
On the other hand, we may view q as an indeterminate and put q = eε. This way,
one makes F a C[[ε]]-algebra, Fε. We also have Aε(F,Φ), the corresponding C[[ε]]-algebra
quotient. One can show that the center of the algebra Aε(F,Φ) is generated by a single
element φ, a deformation of the Casimir element in U(sl2). The algebra Aε(F,Φ)/((φ)) is
the flat noncommutative deformation of the coordinate ring of type A Kleinian singularity
studied by T. Hodges [Ho]. ♦
3.6. Universal construction of CY algebras. We are going to present a universal con-
struction, based on noncommutative symplectic geometry, that produces all CY algebras
of dimension d. Our construction will be a generalization of the construction of the DG
algebra D(F,Φ).
For a graded algebra D, any (super)-derivation ξ : D → D gives rise to a map Lξ :
DerD → DerD, resp. Lξ : Ω
q
D → Ω
q
D, called Lie derivative. Thus, given a DG algebra
(D, ξ), the spaces DerD and Ω1D acquire natural structures of DG D-bimodules, with
differential Lξ.
Definition 3.6.1 (cf. [CBEG]). Let (D, ξ) be a DG algebra and ω ∈ (Ω2D)cyc a cyclic
2-form such that Lξω = 0 and dω = 0.
The 2-form ω is called symplectic, resp., homologically symplectic, if the map ıω :
DerD → Ω1D, resp., the map H q(ıω) : H q(DerD,Lξ)→ H q(Ω
1D,Lξ), is a bijection. ♦
The ingredients of our construction involve the following
Symplectic DG data: An integer n ≥ 0, and a triple (D,ω, ξ), where
(i) D =
⊕
k≥0Dk, is a smooth graded algebra such that Ω
1D, viewed as a graded
D-bimodule, is generated by homogeneous elements of degree 0, 1, . . . , n;
(ii) ω ∈ (Ω2D)cyc is a homogeneous symplectic 2-form of grade degree n; (3.6.2)
(iii) ξ : D q → D q−1 is a super-derivation such that Lξω = 0, ξ
2 = 0, and C ∩ ξ(D) = 0.
Thus, conditions (3.6.2)(i)-(iii) insure that (D, ξ) is a DG algebra; in (3.6.2)(ii), the
grade degree of the 2-form is taken with respect to the grading (Ω2D)cyc =
⊕
r≥0(Ω
2
rD)cyc
induced from the grading on D.
We say that a data (D,ω, ξ) is homologically symplectic if, in the condition (3.6.2)(ii),
the requirement that the 2-form ω be symplectic is replaced by a weaker requirement that
ω be only homologically symplectic.
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We have the distinguished double derivation δ : D → D ⊗ D, cf. (1.5.3). The corre-
sponding reduced contraction ıδ : (Ω
pD)cyc → Ω
p−1D is a grading preserving map that
commutes with any super-derivation on D, with ξ in particular. In the special case p = 1,
see (3.5.5), one finds ıδ(a db) = ab− ba, for any 1-form α = a db ∈ (Ω
1F )cyc.
According to [CBEG], there exists an element w ∈ D such that, in Ω1F , one has
dw = ıδω. It was shown in [CBEG] that such an element is unique up to a summand
from C ⊂ D. Further, it is clear that the 1-form ıδω is homogeneous of grade degree n.
Thus, one may choose w ∈ Dn; we will always make such a choice from now on. This
determines w uniquely, unless n = 0.
Main construction. For any symplectic data (D,ω, ξ), as in (3.6.2), we define a DG
algebra structure on the free product D := D ∗ C[t] as follows.
Let deg t := n+1, and assign all elements of the subalgebra D ⊂ D ∗ C[t] their natural
degree. Further, we use the element w ∈ Dn to define a degree −1 super-derivation
d : D q −→ D q−1, t 7→ w, u 7→ ξ(u), ∀u ∈ D ⊂ D. (3.6.3)
By (3.6.2)(iii), we have Lξω = 0. It follows that ξ(w) ∈ C. Therefore, the condition
that C∩ ξ(D) = 0, see (3.6.2)(iii), yields 0 = ξ(w) = d2(t). We deduce that d2 = 0. Thus,
we get a DG algebra (D, d). We will use the following notation for this DG algebra, resp.
its 0-th homology, which is an associative algebra,
D = D(D,ω, ξ) := D ∗ C[t], resp., A = A(D,ω, ξ) := H0(D, d).
The following result, along with Conjecture 3.6.6 below, provides a universal construc-
tion of CY algebras.
Theorem 3.6.4. (i) Let (D,ω, ξ) be a symplectic data such that (3.6.2)(i)-(iii) hold and,
moreover, such that Hk(D, d) = 0 for all k 6= 0. Then, the algebra A(D,ω, ξ) is a CY
algebra of dimension d = n+ 2.
(ii) Let A be a friendly algebra that satisfies condition (3.2.5) for d ≥ 2. Then, A is
a CY algebra of dimension d; furthermore, there exists a homologically symplectic data
(D,ω, ξ) with n = d− 2 such that
A ∼= A(D,ω, ξ) = H0(D, d) and, moreover, Hk(D, d) = 0, ∀k 6= 0.
In the special case d = 2, we have d− 2 = 0, so D = D0; hence, Theorem 3.6.4(ii) gives
Corollary 3.6.5 (CY algebras of dimension 2). Any friendly CY algebra of dimension 2
has the form A = D/DwD, where D is a smooth algebra, ω ∈ (Ω2D)cyc is a symplectic
2-form, and w ∈ D is an element such that dw = ıδω. 
Conjecture 3.6.6. In Theorem 3.6.4(ii), one can replace ‘homologically symplectic’ by
‘symplectic’.
The proof of Theorem 3.6.4 is rather long; it occupies the rest of §3. The reader may
skip the proof and go directly to §4.
3.7. Preparation for the proof of Theorem 3.6.4. For any algebra B and a cyclic
p-form α ∈ (ΩpB)cyc, the map ı
α : DerB → Ωp−1B is easily seen to be a morphism of
B-bimodules. Conversely, we have
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Lemma 3.7.1. Let B be a smooth algebra. Then, the assignment α 7→ ıα yields the
following bijections
(Ω1B)cyc
∼→ HomB-bimod(DerB,B); (3.7.2)
(Ω2B)cyc
∼→{f ∈ HomB-bimod(DerB,Ω
1B)
∣∣ f = f∨}. (3.7.3)
Remark 3.7.4. A map f such that f = f∨ is called selfadjoint. The meaning of the
equation f = f∨ is as follows.
For any B-bimodule morphism f :M → N , one has the dual morphism f∨ : N∨ →M∨.
In the special case whereM is a finitely generated, projective B-bimodule andN =M∨, we
have N∨ = (M∨)∨ = M, canonically. Thus, the dual morphism is a map f∨ : M → M∨,
again. Now, in the case of a smooth algebra B, one can take M := DerB = (Ω1B)∨, a
finitely generated projective B-bimodule such that M∨ = Ω1B.
Notation 3.7.5. Write Be = B ⊗Bop, where Bop denotes the opposite algebra. ♦
Proof of Lemma 3.7.1. For any pair of F -bimodules, that is, left F e-modules, P,Q, one
has a diagram
P∨ ⊗F Q
[F,P∨ ⊗F Q]
∼= P∨⊗F eQ ∼= HomF e-Mod(P,F⊗F )⊗F eQ
u
−→ HomF -Bimod(P,Q). (3.7.6)
If P is finitely generated and projective then so is P∨, and the map u in (3.7.6) is an
isomorphism.
Assume now that F is smooth. Then, taking P := DerF and Q := F , we get
P∨ = ((Ω1F )∨)∨ = Ω1F . Furthermore, the map u is an isomorphism, hence the com-
posite map in (3.7.6) yields an isomorphism Ω1F/[F,Ω1F ] ∼→ HomF -Bimod(DerF,F ). It is
straightforward to verify that this map is indeed given by the assignment α 7→ ıα, and
(3.7.2) follows.
To prove (3.7.3), we take P = DerF and Q = Ω1F . We have (DerF )∨ ⊗F Ω
1F = Ω2F.
Hence, using (3.7.6) we obtain
Ω2F/[F,Ω2F ] ∼= HomB-bimod(DerB,Ω
1B).
Let φα : DerB → Ω1B denote the map associated to a 2-form α ∈ Ω2F via the above
isomorphisms. It is then straightforward to check by comparing an explicit formula for φα
with the one for the map ıα that φα = ıα holds iff the map φα is selfadjoint. 
By a DG algebra we always mean a graded algebra D =
⊕
r≥0 Dr, with differential
d : D q → D q−1, such that d(D)∩C = 0.We need the following result, to be proved in §9.4.
Proposition 3.7.7. Let (D, d) be a smooth DG algebra. Put A = H0(D, d) = D0/I,
where I := d(D1) is a two-sided ideal in D0. Then, we have
(i) If the map D
qis
−→ A is a quasi-isomorphism, then each of the following 3 maps is
also a quasi-isomorphism
Ω1D
1
։ Ω1(D|A)
2
։ Ω1A, and DerD
3
։ Der(D|A).
(ii) Assume that the map Ω1(D|A)։ Ω1A is a quasi-isomorphism and, moreover, either
of the following two conditions holds:
• Each homogeneous component of the algebra D is complete in the I-adic topology;
34
• The algebra D is bigraded, D =
⊕
r,k≥0 Dr(k), the differential d : D q(k) → D q−1(k)
preserves the second grading and, moreover, we have D q(0) = C.
Then, the projection D։ A is a quasi-isomorphism.
To summarize, with the assumptions of Proposition 3.7.7(ii), we have
D
p
qis
// // A ks +3 Ω1(D|A)
pD|A
qis
// // Ω1A. (3.7.8)
3.8. Proof of part (i) of Theorem 3.6.4. The proof proceeds in three steps.
Step 1. We consider a diagram, in which D is the imbedding from (1.5.4),
D ⊗D
Id
ad: 1⊗1 7→ δ
// DerD
ıω

idw: θ 7→θ′(w)⊗θ′′(w)
// D ⊗D
Id
D ⊗D
ν: 1⊗1 7→ dw
// Ω1D

D
=iδ
// D ⊗D.
(3.8.1)
Lemma 3.8.2. (i) Diagram (3.8.1) commutes; furthermore the vertical map ıω commutes
with the Lie derivative Lξ.
(iii) The rows of the diagram are obtained from each other by applying the duality (−)∨;
in particular, we have ν∨ = −idw and ad∨ = D, cf. (1.5.2).
Proof. Commutativity of the left square can be checked on the element 1⊗1. This amounts
to the equation ıδω = dw, which is the definition of w. Commutativity of the right square
is equivalent to the equation iδıθω = −i
dw(θ). Using Proposition 8.1.6(i), see §8, we
compute (we use the notation (x⊗ y)⋄ = y ⊗ x):
iδıθω = −(iθıδω)
⋄ = −(iθdw)
⋄ = −(θ(w))⋄ = idw(θ),
and commutativity of the diagram follows.
To prove that the map ıω commutes with the Lie derivative Lξ, we use a standard
identity
ıLξθ = ıθ ◦Lξ − Lξ ◦ ıθ, ∀ξ ∈ Der(D,D), θ ∈ DerD.
Since Lξω = 0, the above identity yields ı
ω(Lξθ) = Lξ(ı
ω(θ)), as required. Part (i) follows.
The dualities ad∨ = D and (i
dw)∨ = ν, in part (ii), both follow from (1.5.4). The
equation (ıω)∨ = ıω is due to (3.7.3). This proves part (ii). 
Step 2. The definition D = D ∗ C[t] yields a D-bimodule isomorphism
D⊗D
⊕
Ω1(D|D) ∼→Ω1D, (p′ ⊗ p′′)⊕ β 7→ p′′ ·dt·p′ + β (3.8.3)
Tensoring (3.8.3) by A on each side, we deduce
Ω1(D|A) = A⊗D
(
D⊗D
⊕
Ω1(D|D)
)
⊗DA = A⊗A
⊕
Ω1(D|A).
Thus, we obtain an A-bimodule isomorphism
Cone
[
pD|A : Ω
1(D|A)→ Ω1A
]
∼= A⊗A
⊕
Ω1(D|A)
⊕
Ω1A. (3.8.4)
The natural DG module structure on the cone of a morphism makes the LHS of (3.8.4)
a DG A-bimodule. Hence, the direct sum in the RHS acquires a DG bimodule structure
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as well. To write the resulting differential explicitly, it is convenient to interpret the RHS
in (3.8.4) as a 3-term complex of A-bimodules with differential ν,
A⊗A
ν1 : 1⊗1 7→ dw // Ω1(D|A)
ν0=pD|A // Ω1A. (3.8.5)
The middle term in (3.8.5) is itself a DG A-bimodule with differential Lξ, the Lie
derivative with respect to the odd super-derivation ξ : D q → D q−1. We view the other
two terms in (3.8.5) as DG bimodules with zero differentials. This makes (3.8.5) a double
complex, with two (anti)-commuting differentials, ν and Lξ. One can verify that the
differential in the RHS of (3.8.4) obtained by transporting the natural differential from
the LHS equals ν + Lξ, the total differential.
Now, the assumptions of Theorem 3.6.4(i) say that Hr(D, d) = 0 for all r > 0. Thus,
Proposition 3.7.7(i) implies the map pD|A : Ω
1(D|A) → Ω1A is a quasi-isomorphism,
cf. (3.7.8). Using the isomorphism in (3.8.4) we conclude that (3.8.5), viewed as a DG
A-bimodule with respect to the total differential ν + Lξ, is acyclic.
Step 3. Observe that the composite map in either row of diagram (3.8.1) sends the
element 1⊗ 1 ∈ D ⊗D to w⊗ 1− 1⊗w ∈ D ⊗D. The element w projects to zero in A.
Therefore, applying the functor A⊗D (−)⊗DA to diagram (3.8.1) yields a diagram whose
rows are complexes of A-bimodules. Clearly, the 3 term complex in the bottom row of
the resulting diagram is obtained from (3.8.5) by composing the map ν0 = pD|A in (3.8.5)
with the tautological imbedding A : Ω
1A →֒ A⊗A.
In more detail, the grading D =
⊕
r≥0Dr induces gradings on Ω
1D and on DerD. By
condition (3.6.2)(i), we have that Ω1D is a projective D-bimodule generated by finitely
many homogeneous elements of degrees 0, . . . , n. It follows that DerD is a D-bimodule
generated by finitely many homogeneous elements of degrees −n, . . . , 0. Thus, we have
the grading Ω1D =
⊕
r≥0 Ω
1
rD, and also the dual grading DerD =
⊕
r≥−n DerrD. The
symplectic 2-form ω has degree +n, so the corresponding reduced contraction map acts
as ıω : Der qD → Ω1q+nD.
Tensoring with A, we get A-bimodule direct sum decompositions
Ω1(D|A) =
⊕
0≤r≤nΩ
1
r(D|A), resp., Der(D|A) =
⊕
−n≤r≤0 Derr(D|A), (3.8.6)
where each direct summand is a finitely generated, projective A-bimodule. Thus, applying
the functor A ⊗D (−) ⊗D A to diagram (3.8.1), one obtains the following commutative
diagram
A⊗A
ad //
Id
Der0(D|A)
d∨1 //
ıω

. . .
d∨
n // Der−n(D|A)
θ 7→θ′(w)⊗θ′′(w)
//
ıω

A⊗A
Id
A⊗A
1⊗17→dw
// Ω1n(D|A)
dn // . . . d1 // Ω10(D|A)

A
◦ p
D0|A
=iδ
// A⊗A.
(3.8.7)
Each row of this diagram is a complex of finitely generated, projective A-bimodules and
the vertical maps provide an isomorphism between the two complexes.
By Step 2, the complex (3.8.5), viewed as a DG A-bimodule with respect to the total
differential ν+ ξ is acyclic. Therefore, from the short exact sequence Ω1A →֒ A⊗A։ A,
we see that the complex in the bottom row in (3.8.7) has the only nonzero homology in
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degree zero, and this homology group equals A. Hence, the bottom row in (3.8.7) provides
a projective A-bimodule resolution of A.
By Lemma 3.8.2(i), all the vertical maps in diagram (3.8.7) are A-bimodule isomor-
phisms, moreover, these maps commute with the Lie derivative Lξ. We deduce that the
complex in the top row of diagram (3.8.7) is isomorphic to the complex in the bottom
row. Hence, the top row is a projective A-bimodule resolution of A as well.
By definition, applying the functor HomA-bimod(−, A⊗A) to the projective A-bimodule
resolution in the bottom row of diagram (3.8.7) yields a complex that represents the ob-
ject A! = RHomA-Bimod(A,A ⊗ A). But applying HomA-bimod(−, A ⊗ A) to the bottom
row of the diagram gives, up to shift by d = n + 2, the top row of the same diagram, by
Lemma 3.8.2(ii). We conclude that the vertical maps in diagram (3.8.7) provide a quasi-
isomorphism A![d] ∼→A. Moreover, this isomorphism is selfdual, since the map ıω is self-
adjoint, due to Lemma 3.7.1(ii). Thus, we have constructed a selfdual quasi-isomorphism
A![d] ∼→A, and A is a CY algebra of dimension d. 
3.9. Sketch of proof of Theorem 3.6.4(ii). Let A be a friendly CY algebra of dimension
d = n+ 2. The case n = 0 is somewhat special, so below we only consider the case where
n > 0. We will freely use the results of §9.
To prove the first statement in part (ii) of the theorem, think of the quasi-isomorphism
f : A[d] ∼→A!, from Definition 3.2.3, as a morphism of resolutions given by the rows of
diagram (9.1.11). This diagram is selfdual by Theorem 9.1.9. Therefore, f !, the dual
morphism, is represented by the same diagram. We deduce that f = f ![d], hence A is a
CY algebra of dimension d.
The rest of the proof of part (ii) of Theorem 3.6.4 proceeds in three steps.
Step 1. Since A is finitely presented, one can find a free and finitely generated algebra
B and a finitely generated two-sided ideal I ′ ⊂ B such that B/I ′ ∼= A. Lemma 9.1.4(iv)
provides us with an A-bimodule resolution of the form
0 −→ A⊗A
j′
−→ P ′n
d′n−→ . . .
d′2−→ P ′1
p′
−→ I ′/(I ′)2 −→ 0, (3.9.1)
where all P ′i are finitely generated projective A-bimodules.
Let F be the I ′-adic completion of B, and let I ⊂ F be the closure of I ′. Thus, we have
F/I = B/I ′ = A and, moreover, F is a smooth algebra. Further, we have I/I2 = I ′/(I ′)2,
is a finitely generated projective A-bimodule.
It is easy to prove the following
Lemma 3.9.2. There exist finitely generated, projective F -bimodules Pr, r = 1, . . . , n,
and a complex of F -bimodules
F ⊗ F

 j
// Pn
dn // Pn−1
dn−1
// . . . d2 // P1
p
// // I, (3.9.3)
such that, for any r = 1, . . . , n, we have P ′r = A⊗F Pr ⊗F A, and, moreover, the functor
A⊗F (−)⊗F A takes the complex in (3.9.3) to (3.9.1). 
We may use the bimodules from Lemma 3.9.2 to define a graded algebra
D′ := TF
(
P1 ⊕ P2 ⊕ . . .⊕ Pn
)
= (TFP1) ∗F (TFP2) ∗F . . . ∗F (TFPn).
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We equip this algebra with a grading D′ =
⊕
r≥0D
′
r, such that the bimodule Pr is placed
in degree r. Thus, we have D′0 = F . The differential in the complex (3.9.3) can be uniquely
extended to a super-derivation ξ : D′q → D′q−1 such that ξ(F ) = 0 and ξ
2 = 0.
Let D =
⊕
r≥0Dr be the graded algebra obtained by the I-adic completion of each
homogeneous component D′r, r = 1, 2, . . . , of the graded algebra D
′. The super-derivation
ξ extends, by continuity, to a super-derivation on D. Thus, we have made D a DG algebra,
with differential ξ : D q → D q−1. Note that D0 = F .
We also introduce a larger graded algebra
D := D ∗F TF (F ⊗ F ) ⊃ D
′ ∗F TF (F ⊗ F ) = TF
(
P1 ⊕ P2 ⊕ . . .⊕ Pn ⊕ (F ⊗ F )
)
,
where the summand F ⊗ F ⊂ D is placed in degree n+ 1 and elements of D are assigned
their natural degrees. We may extend the differential ξ on D to a differential d : D q →
D q−1 using the map j : F ⊗ F → Pn from (3.9.3). It is clear that D becomes a DG
subalgebra in D. Furthermore, each of the algebras D′,D, and D is smooth, by [CQ],
Proposition 5.3(3).
Consider a free product, F ∗ C[t], viewed as a graded algebra such that F is a degree
zero subalgebra and deg t := n+ 1. We observe that the assignment t 7→ 1⊗ 1 extends to
a graded F -algebra isomorphism F ∗C[t] ∼→ TF (F ⊗ F ). Using this isomorphism, we get
D = D ∗
F
TF (F ⊗ F ) = D ∗F
(
F ∗ C[t]
)
= D ∗C[t], deg t = n+ 1. (3.9.4)
From now on, we will identify the DG algebra D with D ∗C[t].
Lemma 3.9.5. The composite D։ D0 = F ։ F/I = A is a quasi-isomorphism.
Proof. Using [CBEG], Lemma 5.2.3, one finds, cf. (3.8.3),
Ω1D = Ω1(F |D)
⊕ ( n⊕
r=1
D⊗F Pr ⊗F D
) ⊕
D·dt·D. (3.9.6)
It is clear that the differential in Ω1(D|F ) induced from the differential in the DG algebra
D goes, via this identification, to the differential in the complex (3.9.3).
Applying the functor A⊗F (−) ⊗F A to (3.9.6) and using Lemma 3.9.2 we obtain the
following commutative diagram of A-bimodules
A⊗A

 1⊗17→dw //
Id
P ′n
d′
n // . . .
d′2 // P ′1
d′1 // Ω1(F |A)
pF |A
// // Ω1A
Ω1n+1(D|A)

 dn+1 // Ω1n(D|A)
dn // . . . d1 // Ω11(D|A)
d1 // Ω10(D|A)
pD0|A // // Ω1A.
(3.9.7)
The complex in the top row of the above diagram is an exact sequence by construction.
Hence, the complex in the bottom row is an exact sequence as well, and we may apply
Proposition 3.7.7(ii). The lemma follows. 
Step 2. It is clear from the construction that d(t) ∈ Dn. We put w := d(t) ∈ D.
Lemma 3.9.8. There exists a unique cyclic closed 2-form ω ∈
(
Ω2D
)
cyc
, which is homo-
geneous of degree n and such that, in Ω1D, we have dw = ıδω. Furthermore, we have
Lξω = 0.
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Proof. We show first that
dw ∈ [D, Ω1D]. (3.9.9)
To prove this, we consider a chain of isomorphisms
Hn+1(Ω
1D/[D,Ω1D]; d)
1
∼= Hn+2(D,D; b+ d)
2
∼= Hn+2(A,A)
3
∼= H0(A,A) = Z(A).
(3.9.10)
Here, H q(D,D; b + d) denotes Hochschild homology of D, the latter being viewed as a
DG algebra, that is, the homology of the Hochschild chain complex equipped with the
differential b + d, the sum of the Hochschild differential b and the differential d induced
by the differential in the DG algebra D itself. The first isomorphism above is a standard
result about Hochschild homology of smooth algebras. The second isomorphism follows
from the quasi-isomorphism D
qis
−→ A, and the third isomorphism is due to (3.4.1).
It is easy to see that the class in Hn+1(Ω
1D/[D,Ω1D], d) corresponding to the element
1 ∈ Z(A) on the right of (3.9.10) must be represented by the 1-form dt. It follows, in
particular, that this 1-form must be a cycle, i.e., that the equation d(dt) = 0 holds in
Ω1D/[D,Ω1D]. This implies d(dt) = d(d(t)) = dw ∈ [D,Ω1D].
Finally, we observe that d(t) ∈ Pn ⊂ D. Hence, we have dw ∈ Ω
1D. Further, from
(3.9.6) we deduce
Ω1D
/
[D, Ω1D] = (D⊗F Ω
1D)
/
[D, D⊗D Ω
1D]
⊕
D·dt.
It follows easily that Ω1D ∩ [D,Ω1D] = [D,Ω1D], and (3.9.9) is proved.
Next, we apply [Gi3], Proposition 5.5.1, which yields
Claim 3.9.11. For any algebra B such that H2(B,B) = 0, the map ıδ below is bijective
(Ω2B)closedcyc
ıδ
∼
// {α ∈ [B,Ω1B]
∣∣ dα = 0}. ♦
The algebra B := D is smooth, and the 1-form α = dw is clearly closed. Hence, we
have Hr(D,D) = 0, ∀r ≥ 2, and Claim 3.9.11 combined with (3.9.9) yields the existence
of a closed 2-form ω such that ıδω = dw.
Finally, since ıδ commutes with Lξ and anti-commutes with d, we compute
ıδ(Lξω) = Lξ(ıδω) = Lξ(dw) = −d(ξ(w)) = −d(d
2(t)) = 0.
Here, the map ıδ that appears in the leftmost term is bijective, by Claim 3.9.11. Hence,
ıδ(Lξω) = 0 implies Lξω = 0, and Lemma 3.9.8 follows. 
Step 3. In the previous step, we have constructed a data (D,ω, ξ) that satisfies all
the conditions from (3.6.2)(i)-(iii) except possibly the nondegeneracy condition, requiring
the map ıω : DerD → Ω1D be bijective. It is in effect unlikely that the nondegeneracy
condition may be achieved without further modification of the data (D,ω, ξ).
Nonetheless, we are going to prove
Lemma 3.9.12. Let (D,ω, ξ) be the data constructed above. Then, the contraction map
ıω : DerD → Ω1D is a quasi-isomorphism.
39
Sketch of Proof. Let p : D ։ A be the natural algebra projection. We consider the
following commutative diagram
Der(D|D)
p⊗IdDerD⊗p

ıD :=IdD⊗ı
ω⊗IdD // Ω1(D|D)
p⊗IdΩ1D⊗p

Der(D|A)
ıA:=IdA⊗ı
ω⊗IdA // Ω1(D|A).
(3.9.13)
We claim that each of the vertical maps in the diagram is a quasi-isomorphism. To prove
this, view DerD as a left DG De-module, cf. Notation 3.7.5. Since D is smooth, this DG
De-modules is d-projective in the sense of Definition 9.4.1. Hence, applying Lemma 9.4.2
in the case where M = DerD and f is the quasi-isomorphism p⊗ p : De → Ae, we deduce
that the vertical map on the left of diagram (3.9.13) is a quasi-isomorphism. Similar
argument applies to the vertical map on the right of diagram (3.9.13), and our claim
follows.
Next, we claim that the morphism ıA in the bottom line of diagram (3.9.13) is a quasi-
isomorphism. To prove this, we observe that the morphism in question is part of diagram
(3.8.7). Specifically, remove two vertical identity maps from the sides of diagram (3.8.7).
The collection of the remaining vertical maps is then nothing but a more detailed descrip-
tion of our map ıA. Therefore, we see that proving that our map is a quasi-isomorphism
is equivalent to proving that the collection of all vertical maps in (3.8.7), including the
two identity maps that we have removed earlier, provides a quasi-isomorphism between
the complexes in the rows of that diagram.
Now, the complex in the bottom row of diagram (3.8.7) may be identified with the
complex in the bottom row of diagram (3.9.7). The latter complex is acyclic by Step 2.
Hence, the complex in the bottom row of diagram (3.8.7) provides a projective resolution
of A, the diagonal A-bimodule. The complex in the top row of diagram (3.8.7) is obtained
by applying the duality functor (−)∨ to that resulution. The algebra A is a CY algebra
of dimension n+ 2. We conclude that the complex in the top row of (3.8.7) is also quasi-
isomorphic to A. It follows that the morphism between the rows of diagram (3.8.7) is a
quasi-isomorphism. This completes the proof of our claim that the morphism ıA in the
bottom line of diagram (3.9.13) is a quasi-isomorphism.
Thus, we have proved that 3 out of 4 maps in diagram (3.9.13) are quasi-isomorphisms.
It follows that the remaining 4th map, the map ıD in the top row, is a quasi-isomorphism
as well. Observe further that both Der(D|D) and Ω1(D|D) are d-projective left DG
De-modules, since D is smooth. Hence, Lemma 9.4.2(ii) implies that there exists a quasi-
inverse DG De-module morphism h : Ω1(D|D) → Der(D|D) such that each of the maps
h ◦ ıD and ıD ◦h is homotopic to the identity.
We claim that the map h takes the subspace Ω1D ⊂ Ω1(D|D) into the subspace
DerD ⊂ Der(D|D). To see this, recall first that Ω1D is a D-bimodule generated by
homogeneous elements of degrees 0, . . . , n, and DerD is a D-bimodule generated by ho-
mogeneous elements of degrees −n, . . . , 0, cf. (3.8.6). Furthermore, the reduced con-
traction map acts as follows ıω : Der qD → Ω1q+nD. So, the quasi-inverse map acts as
h : Ω1qD → Der q−n. Now, we have deg t = n+ 1. We conclude that, for any homogeneous
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generator α ∈ Ω1qD, the element h(α) ∈ Der qD can involve neither t nor dt. Thus, the
map h restricts to a morphism hD : Ω
1D → DerD.
We know that there exists a homotopy κ : Ω1q(D|D) → Ω1q+1(D|D) such that we have
h ◦ ıD − IdΩ1(D|D) = [d, κ], where d stands for the differential on Ω
1
q(D|D). The map κ
has degree +1. Therefore, we may repeat the argument of the preceeding paragraph to
conclude that, for any homogeneous generator α ∈ Ω1rD, the element κ(α) ∈ Ω
1
r+1(D|D)
contains neither t nor dt, provided we have degα = r < n. This argument breaks down,
however, for generators of degree n.
To overcome this difficulty we refine the choice of a quasi-inverse map h as follows.
We adapt the proof of Theorem 9.1.9 given in §9.2 and show that one can find a selfdual
map h = h∨[d] : Ω1(D|D) → Der(D|D) which is a quasi-inverse of the (selfdual) map
ıD : Der(D|D) → Ω
1(D|D). It is clear that, for h = h∨[d], the action of h on elements
of degree n is completely determied by the corresponding action on elements of lower
degrees. Using this, one proves that there exists a homotopy κ that preserves the subspace
Ω1D ⊂ Ω1(D|D).
This completes the proof of the lemma, hence, the proof of Theorem 3.6.4(ii). 
4. Quiver algebras and McKay correspondence in dimension 3
4.1. R-algebras. It will be necessary for applications below to replace the ground field C
by an arbitrary finite dimensional semisimple C-algebra R, as our ground ring. An algebra
F equipped with an algebra imbedding R →֒ F will be referred to as an R-algebra.
All standard constructions of noncommutative calculus have their relative analogues
in the context of R-algebras. Given an R-algebra F , we let Ω1RF := ker(F ⊗R F → F )
be the F -bimodule of relative differentials, and Ω
q
RF := T
q
F (Ω
1
RF ), the DG algebra of
relative differential forms. In Ω
q
RF, we have the de Rham differential d that descends to
the super-commutator quotient (Ω
q
RF )cyc = Ω
q
RF/[Ω
q
RF,Ω
q
RF ]super.
From now on, we let R := CI be the commutative algebra of C-valued functions on a
finite set I, with pointwise multiplication. For any i ∈ I, let 1i ∈ CI be the characteristic
function of the one-point set {i} ⊂ I.
Given an R-bimodule M , we let MR := {m ∈ M
∣∣ r ·m = m · r, ∀r ∈ R} denote the
center of M . The element e :=
∑
i∈I 1i ⊗ 1i belongs to (R ⊗R)
R.
Let F be an R-algebra. The inner bimodule structure makes the space (F ⊗ F )R an
F -bimodule. This bimodule is generated by the element e ∈ (R ⊗ R)R ⊂ (F ⊗ F )R, cf.
[CQ]. There is a natural F -bimodule isomorphism (F ⊗ F )R ∼= (F ⊗R F )
∨, cf. (1.5.2).
Write DerR F = (Ω
1
RF )
∨ for the bimodule of relative double derivations, i.e., of deriva-
tions θ : F → F ⊗ F, u 7→ θ′u⊗ θ′′u, such that θ(R) = 0. Also put Θ
q
RF = T
q
R(DerR F ).
Observe that, for u ∈ F ⊗ F , the inner derivation ad u : F → F ⊗ F annihilates the
subalgebra R ⊂ F iff u ∈ (F ⊗ F )R. In particular, following [CBEG], [VdB4], we put
δ := ad e. Thus, δ ∈ DerR F is the relative R-counterpart of (1.5.3).
We write F -mod for the category of finitely generated left F -modules. Let A∗RB denote
a free product (over R) of two R-algebras, A and B.
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4.2. Quiver algebras. Let Q be a finite quiver with vertex set I. We let Q be the double
of Q obtained by adding, for each edge x ∈ Q, a reverse edge x∗. Further, let Q̂ be the
quiver obtained from Q by attaching an additional edge-loop, ti, for every vertex i ∈ I.
One can extend various constructions of noncommutative calculus to the quiver setting.
To this end, write CQ for the path algebra of Q and view R = CI ⊂ CQ as the subalgebra
formed by trivial paths. The commutator quotient, Fcyc, of the algebra F = CQ may be
identified with the vector space spanned by cyclic paths in Q, cf. e.g. [Gi1].
Generalizing formulas (1.5.7) and (1.3.1), one defines, for any edge x ∈ Q, linear maps
Fcyc → F → F ⊗ F, both denoted ∂/∂x (the first map has been introduced in [Gi1] and
[BLB1], and the second map in [CBEG]). Thus, for any Φ ∈ Fcyc, one has well-defined
elements ∂Φ/∂x ∈ F, x ∈ Q. This way, one can define an associative algebra
A(CQ,Φ) := CQ/((∂Φ/∂x))x∈Q, (4.2.1)
the quotient of the path algebra by the two-sided ideal generated by the collection of
elements ∂Φ/∂x, x ∈ Q.
Remark 4.2.2. In the special case of a quiver with one vertex and n edge-loops, we have
R = C, CQ = C〈x1, . . . , xn〉, and formula (4.2.1) reduces to (1.3.2). ♦
For any quiver Q, there are natural algebra isomorphisms
Θ
q
R(CQ)
∼→ CQ, x 7→ x, ∂/∂x 7→ x∗, ∀x ∈ Q, resp., (4.2.3)
(Θ
q
R(CQ)) ∗R R[t]
∼→ CQ̂, as above, and t 7→
∑
i∈I
ti.
We remark that the isomorphism in the top line sends the double derivation δ ∈ Θ1R(CQ)
to the element
∑
x∈Q [x, x
∗] ∈ CQ. The isomorphism in the second line sends the element
1i · t · 1i to ti, the additional edge-loop at the vertex i ∈ I.
Example 4.2.4 (Conifold algebra). Let Q be a quiver with two vertices and two edges,
xi, i = 1, 2, both directed in the same way. Thus, Q, the double of Q, has two additional
reverse edges, x∗i , i = 1, 2. The conifold algebra is defined as A = A(CQ,Φ), where
Φ = x1x
∗
1x2x
∗
2 − x
∗
1x1x
∗
2x2.
The center of the algebra A = A(CQ,Φ) is generated by 4 elements which satisfy one
quadratic relation. Thus, the spectrum of the centrer is a quadratic cone in C4.
Example 4.2.5 (Cyclic quiver). Let Q be a quiver with n + 1 vertices and edges xi : i →
i + 1 mod (n + 1), which form an oriented cycle of length n + 1. Let Φ be the cycle,
Φ := x1 x2 . . . xn xn+1 mod [CQ,CQ]. Then, A = A(CQ,Φ) is a quotient of CQ by the
two-sided ideal generated by all paths of length ≥ n.
Remark 4.2.6. It is not difficult to show, using for instance Theorem 5.3.1 from §5.3
below, that the algebras A arising from the above examples are Calabi-Yau algebras of
dimension 3. ♦
For any quiver Q and any potential Φ ∈ (CQ)cyc, there is a quiver version of the DG
algebra (1.4.1). It is defined to be the algebra D(CQ,Φ) := CQ̂, cf. (4.2.3), equipped with
a grading such that deg t = 2, and deg x = 0, resp. deg x∗ = 1, for any edge x ∈ Q.
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The differential d : D q(F,Φ)→ D q−1(F,Φ) is defined on generators by the assignment
d : t 7→ δ =
∑
x∈Q [x, x
∗], x∗ 7→ ∂Φ/∂x, x 7→ 0 ∀x ∈ Q.
4.3. N = 1 super-symmetric quiver gauge theory. An important class of examples
is obtained from a ‘nongraded’ analogue of the algebra D(CQ,Φ) as follows, see [CKV].
Fix (Q, I), as above, and view CQ̂ = CQ∗RR[t], cf. (4.2.3), as an algebra without grad-
ing. Given an element f ∈ R[t], in [CKV], the authors introduce the following potential,
cf. (2.8.6),
Φf = t ·
∑
x∈Q
[x, x∗] + f(t) ∈ (CQ̂)cyc. (4.3.1)
For the corresponding algebra A, one finds
A(CQ̂,Φf ) =
CQ̂(( ∑
x∈Q [x, x
∗] = dfdt ,
t is a central element
)) . (4.3.2)
To get a better understanding of the RHS in this formula, observe that one has obvious
algebra isomorphisms R[t] = (⊕i∈IC1i)
⊗
C[t] ∼→
⊕
i∈I C[ti], 1i⊗t 7→ ti. Therefore, choos-
ing an element f ∈ R[t] amounts to choosing an I-tuple of polynomials {fi ∈ C[ti]}i∈I
with C-coefficients. With this understood, (4.3.2) reads
A(CQ̂,Φf ) =
CQ̂(( ∑
h(x)=i xx
∗ −
∑
t(x)=i x
∗x = ∂fi∂ti , i ∈ I,
tix = xtj for x : j → i.
)) .
Example 4.3.3 (Special case: f = 0). In this case we get Φf = t ·
∑
x∈Q [x, x
∗]. Notice that
this the potential is a generalization of the potential (1.3.7) for c = 0. The corresponding
quiver generalization of the algebra isomorphism in (1.3.4) reads
A(CQ̂, Φ0) ∼= CQ/((δ)) ⊗R R[t] = Π(Q)⊗R R[t], (4.3.4)
where Π(Q) := CQ/((
∑
x∈Q[x, x
∗])) stands for the preprojective algebra of Q. ♦
Example 4.3.5. More generally, given an I-tuple of constants µi ∈ C, i ∈ I, put f =
1
2
∑
i∈I µit
2
i . We get the following ’centrally extended’ preprojective algebra, that has
been considered earlier in [ER]:
A
(
CQ̂, t·
∑
x∈Q [x, x
∗]+ 12
∑
µit
2
i
)
∼=
CQ̂(( ∑
x∈Q [x, x
∗] =
∑
i∈I µiti,∑
ti is a central element
))
♦
In the special case where Q is an extended Dynkin quiver, the algebra A(CQ̂,Φf ) has
a geometric origin. To explain this, recall that the vertex set I of an extended Dynkin
quiver can be identified canonically with the set of simple roots of the corresponding
affine root system, cf. eg. [CBH]. This way, the vector space R = CI becomes identified
with the affine Cartan algebra. There is a vector δim ∈ R, the minimal imaginary root,
whose coordinates are given by Dynkin labels. Let h ⊂ R be the codimension 1 subspace
43
orthogonal to δim. This subspace may be identified with the Cartan algebra of the finite
root system associated to the Dynkin diagram obtained by removing the extending vertex.
Now, let X0 → X0 be the minimal resolution of the Kleinian singularity associated with
the Dynkin diagram. Thus, X0 is a smooth 2-dimensional variety that has a standard
universal deformation p : X → h parametrized by the vector space h, the base of the
deformation. Here, X is a smooth variety and p is a flat morphism.
To any polynomial map f : C → h one associates a smooth 3-dimensional noncompact
CY manifold Xf . It is defined via the following base change diagram
Xf //
pf

X
p

C
f
// h.
By construction, Xf is fibered over C with smooth 2-dimensional fibers. One can
apply the equivalence of categories, due to Kapranov-Vasserot [KV], along the fibers of
the projection pf , cf. [Sz], [Z]. This way, one establishes an equivalence between the
Db
(
A(CQ̂,Φf )-mod
)
and an appropriate derived category of coherent sheaves on Xf . Here,
we have identified the polynomial map f : C → h with an element f ∈ R[t] via the
imbedding h →֒ R, and write Φf for the corresponding potential (4.3.1).
4.4. McKay correspondence in dimension 3. Let V = C3 be a 3-dimensional vector
space. We fix a nonzero volume element π ∈ Λ3 V ∗ and a finite subgroup Γ ⊂ SL(V, π).
Remark 4.4.1. The interested reader may consult e.g. [FFK] for a complete classification
of finite subgroups in SL3(C). ♦
Associated to Γ is its MacKay quiver Q = QΓ whose vertex set I is the set of (isomor-
phism classes of) irreducible representations of Γ. Write Li for the irreducible representa-
tion with label i ∈ I. By definition, for any two vertices i, j ∈ I, we have
#{edges : i→ j} = dimHomΓ(Li, Lj ⊗ V ) = dimHomΓ(V
∗ ⊗ Li, Lj), (4.4.2)
where V ∗ is the dual representation. So, the set of edges i→ j may (and will) be identified
with a C-linear basis of the vector space HomΓ(Li, Lj ⊗ V ).
To any oriented triangle N in QΓ one may canonically attach a complex number λ(N) ∈
C as follows. Let i, j, k ∈ I be the vertices of N and xij , xjk, xki the corresponding edges,
the sides of the triangle. Thus, we have three Γ-intertwiners
xij : Li → Lj ⊗ V, xjk : Lj → Lk ⊗ V, xki : Lk → Li ⊗ V.
We consider the composite intertwiner
Li
xij
// Lj ⊗ V
xjk⊗IdV
// Lk ⊗ V
⊗2
xki⊗Id
⊗2
V // Li ⊗ V
⊗3
IdLi⊗π // // Li. (4.4.3)
Here, we view Λ3 V ∗ as being a subspace in (V ⊗3)∗, so that the volume π becomes a map
V ⊗3 ։ C.
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The composite intertwiner in (4.4.3) is a scalar operator xijk : Li → Li, by Schur’s
lemma. Furthermore, one verifies easily that the trace of the composite is independent of
the choice of the source-vertex, i, so one may put λ(N) := Tr(xijk) ∈ C.
Let F = CQΓ be the path algebra of QΓ. We observe that, for any oriented triangle in
Q as above, the cyclic path xijxjkxki gives a well-defined element N ∈ Fcyc. We introduce
the following cubic potential
ΦΓ =
∑
{oriented triangles N∈Q}
λ(N)·N ∈ Fcyc. (4.4.4)
Thus, A
(
CQΓ, ΦΓ
)
is a quadratic algebra which is, moreover, a CY algebra of dimension
3, by Theorem 4.4.6 below. It follows that A
(
CQΓ, ΦΓ
)
is a Koszul algebra, by [BM], [BT].
Remark 4.4.5. (i) The corresondence between edges of the quiver QΓ and intertwiners
xij depends on a choice of basis in the vector space HomΓ(Li, Lj ⊗ V ). Therefore, the
coefficients λ(N) and the potential ΦΓ depend on various choices. A more careful analysis
shows that the resulting algebra A(CQΓ,ΦΓ) is, nevertheless, independent of those choices,
up to isomorphism.
(ii) Oriented triangles in McKay quivers have first appeared in the work of A. Ocneanu;
they are sometimes referred to as Ocneanu cells, cf. e.g. [CT]. ♦
Recal the idempotent 1i ∈ CI ⊂ CQ corresponding to a vertex i ∈ I. In particular, one
has the idempotent 1o, where o ∈ I is the distinguished vertex associated with the trivial
representation, Lo, of Γ.
The following result which is an SL3(C)-generalization of a similar result for finite
subgroups Γ ⊂ SL2(C), proved in [CBH].
Theorem 4.4.6. (i) The algebra A
(
CQΓ, ΦΓ
)
is a CY algebra of dimension 3 and there
is a Morita equivalence
C[V ]#Γ
Morita
======== A
(
CQΓ, ΦΓ
)
.
(ii) There is a canonical algebra isomorphism
C[V ]Γ ∼= 1o ·A
(
CQΓ, ΦΓ
)
·1o.
(iii) For any i ∈ I, there is a canonical isomorphism of right modules
HomΓ(Li,C[V ]) ∼= 1i ·A
(
CQΓ, ΦΓ
)
·1o.
Here, the object on the LHS of the last isomorphism is viewed as a right C[V ]Γ, the object
on the RHS is viewed as a right 1o·A
(
CQΓ, ΦΓ
)
·1o-module, and the module structures on
the two sides of the isomorphism of part (iii) are compared via the algebra isomorphism
of part (ii).
Remark 4.4.7. N. Nekrasov has kindly informed me that part (i) of the theorem was, in
some form, known to physicists. ♦
Using the result of Bridgeland-King-Reid [BKR], from Theorem 4.4.6, one obtains part
(ii) of the following corollary (part (i) of the corollary is immediate):
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Corollary 4.4.8. (i) There is an equivalence of abelian categories
CohV/Γ ∼=
(
1o ·A(CQΓ, ΦΓ)·1o
)
-mod;
(ii) For any smooth crepant resolution X ։ V/G, there is an equivalence of triangulated
categories
Db(CohX) ∼= Db
(
A(CQΓ, ΦΓ)-mod
)
.
4.5. Proof of Theorem 4.4.6. The proof is based on the technique of tensor categories
that has been applied earlier in [MOV] in a similar situation.
Step 1. Let SL3-mod be the tensor category of finite dimensional rational represen-
tations of the group SL3 = SL3(V, π). The trivial representation, Lo, is the unit of the
tensor structure. Further, let W := V ∗, so we have π ∈ Λ3(V ∗) = Λ3W ⊂ W⊗3. Thus,
the volume element determines a morphism π : Lo →W
⊗3.
We consider the following canonical SL3-module morphisms
V ∼→V ⊗ Lo
Id⊗π
−−−−−→ V ⊗W⊗3 = (V ⊗ V ∗)⊗W⊗2
tr
−→ Lo ⊗W
⊗2 =W⊗2.
The composite morphism yields an isomorphism γ : W ∗ = V ∼→ Λ2W ⊂W⊗2.
We may also view the volume element π ∈W⊗3 as a cubic potential for the tensor alge-
bra TW ∼= C〈x, y, z〉, see Example 1.3.4. The map γ then takes the form of a ‘directional
derivative’ γ :W ∗ ∋ u 7→ ∂π∂u ∈ TW .
With this notation, a coordinate free version of (1.3.4) reads
SymW = TW/((Λ2W )) = TW/((γ(W ∗))). (4.5.1)
Here, we treat the tensor algebra TW = C ⊕ W ⊕ W⊗2 ⊕ . . . , as well as each side
of the isomorphism in (4.5.1), as a Z-graded algebra ind-object in the tensor category
SL3-mod, and where ((Λ
2W )) = ((γ(W ∗))) denotes the tensor ideal generated by the
SL3-subrepresentation of skew 2-tensors.
Step 2. Let I be a finite set, that will later on become the set of (isomorphism classes
of) simple Γ-modules. The category CI := CI-mod is a semisimple abelian category which
is clearly equivalent to the category of finite dimensional I-graded vector spaces. For each
i ∈ I, write Ci for the corresponding 1-dimensional simple object of CI concentrated in
grade i. Similarly, one has the category CI-bimod with simple objects Ci,j, (i, j) ∈ I × I.
The latter category has a natural monoidal structure given by convolution; the monoidal
structure is given by the formula E ⊗ E′ =
⊕
i,k∈I(E ⊗ E
′)i,k, where
(E ⊗ E′)i,k :=
⊕
j∈I
(Ei,j ⊗E
′
j,k), ∀E =
⊕
i,j∈IEi,j, E
′ =
⊕
i,j∈IE
′
i,j ∈ CI-bimod.
Following [MOV], we also consider the category Fun(CI ,CI), of all additive functors
CI → CI . The category Fun(CI ,CI) has a natural monoidal structure given by com-
position of functors, and the category CI is, tautologically, a module category over the
monoidal category Fun(CI ,CI). Furthermore, we have an obvious equivalence of monoidal
categories Fun(CI ,CI) ∼= CI-bimod.
Step 3. Let Γ-mod be the abelian category of finite dimensional representations of
our finite subgroup Γ ⊂ SL(V, π), let I be the set of (isomorphism classes of) its simple
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objects. Let CΓ ∼= ⊕i∈I EndC Li be the group algebra of Γ. For each i ∈ I, we choose
and fix pi ∈ CΓ, a minimal idempotent in the simple direct summand EndC Li. Thus,
we have Li = CΓ · pi. Set p :=
∑
i pi. Then p is an idempotent, and we have an algebra
isomorphism p(CΓ)p ∼= CI. Furthermore, the following functor is a Morita equivalence
Γ-mod −→ CI-mod = CI , M 7→ ⊕i∈I HomΓ(Li,M) = p·M.
We deduce the following equivalences of the corresponding monoidal categories
Fun(Γ-mod,Γ-mod) ∼= Fun(CI ,CI) ∼= CI-bimod. (4.5.2)
We also have the category Γ-bimod, of finite dimensional CΓ-bimodules, which is a
monoidal category with respect to the tensor product of bimodules. One has an equiva-
lences of monoidal categories
G : Γ-bimod ∼→CI-bimod, U 7→ G(U) = p·U ·p = ⊕i,jpi ·U ·pj. (4.5.3)
The category Γ-mod is naturally a module category over the monoidal category Γ-bimod.
Specifically, any object U ∈ Γ-bimod gives an additive functor M 7→ U ⊗CΓM, on Γ-mod.
This yields an equivalence
: Γ-bimod ∼→Fun(Γ-mod,Γ-mod), U 7→ U ⊗CΓ (−). (4.5.4)
The category Γ-mod is also a module category over the tensor category SL3-mod, in
other words, tensoring with an SL3-representation gives a functor Γ-mod→ Γ-mod. This
way, we get a monoidal functor P : SL3-mod→ Fun(Γ-mod,Γ-mod).
Further, to any U ∈ SL3-mod one can associate a bimodule U#Γ ∈ CΓ-Bimod; it is
defined to be the vector space U ⊗CΓ equipped with the action γ(u⊗ g)γ′ := γ(u)⊗γgγ′,
for any γ, γ′, g ∈ Γ.
This way, we obtain the following commutative diagram of monoidal functors, in which
F stands for the composite of the functor P with the equivalences in (4.5.2),
SL3-mod
U 7→U#Γ

P
**UU
UUU
UUU
UUU
UUU
UUU F
**
Γ-bimod
(4.5.4)
G
11Fun(Γ-mod,Γ-mod)
(4.5.2)
CI-bimod.
(4.5.5)
Step 4. Let Q = QΓ be the McKay quiver for Γ. One can view any graded CI-algebra,
e.g., the path algebra CQ or its quotient A(CQ,ΦΓ), as a graded algebra-ind-object in
the monoidal category CI-bimod. We claim that there is an isomorphism of algebra-ind-
objects
F(SymW ) ∼= CQ/((∂ΦΓ/∂x)){x∈Q} = A(CQ,ΦΓ), (4.5.6)
where SymW = Lo ⊕W ⊕ Sym
2W ⊕ . . . , is viewed as a Z-graded algebra-ind-object in
SL3-mod.
To prove this, we first notice that F(Lo) = CI, the diagonal CI-bimodule. Next, we
apply the functor F to the object W ∈ SL3-mod. Using the definition of the McKay
quiver, cf. (4.4.2), we find F(W ) =
⊕
{a:i→j | a∈Q} Ci,j, where Ci,j denotes a 1-dimensional
space placed in grade (i, j) ∈ I × I.
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Now, view the tensor algebra TW = C ⊕W ⊕W⊗2 ⊕ . . . , as a Z-graded algebra ind-
object in SL3-mod. Following [MOV], we deduce that F(TW ) = CQ, the path algebra of
Q viewed as a graded algebra ind-object in CI-bimod.
Further, it follows from definitions that the composite morphism π : Lo
∼→ Λ3W →֒
W⊗3 →֒ TW goes, under the functor F, to the map F(π) : CI → CQ that sends the unit
1 ∈ CI to the sum in the RHS of formula (4.4.4), that is, to the potential ΦΓ. Therefore,
the functor F sends the morphism γ :W ∗ → Λ2W →֒ TW, u 7→ ∂π/∂u to the morphism
F(γ) : x 7→ ∂ΦΓ/∂x.
Recall that F, being a tensor functor, is automatically exact. We conclude that
F(SymW ) = F
(
TW
((γ(W ∗)))
)
=
F(TW )
((F(γ(W ∗))))
=
CQ
(( imageF(γ)))
=
CQ
((∂ΦΓ/∂x)){x∈Q}
,
and (4.5.6) follows. From this, using (4.5.3) and commutativity of diagram (4.5.5), we get
p((SymW )#Γ)p = G((SymW )#Γ) = F(SymW ) = A(CQ,ΦΓ).
The Morita equivalence from part (i) of Theorem 4.4.6 follows.
Next, for any i, j ∈ I, by definition, we deduce G(Li ⊠ Lj) = p(Li ⊠ Lj)p = Ci,j. Thus,
HomΓ(Li,SymW ) = HomΓ-bimod(Li ⊠ Lo, (SymW )#Γ)
∼→ HomCI-bimod(G(Li ⊠ Lo), G(SymW ))
= HomCI-bimod(Ci,o, A(CQ,ΦΓ)) = 1i ·A(CQ,ΦΓ)·1o.
In particular, for i = o, we get (SymW )Γ = 1o · A(CQ,ΦΓ) · 1o. The isomorphisms of
Theorem 4.4.6(ii)-(iii) follow. 
Remark 4.5.7. The proof above applies without modification in the more general setting
where the tensor category SL3-mod is replaced by its q-analogue Uq(sl3)-mod, the category
of finite dimensional representations of the quantized enveloping algebra Uq(sl3), where
q ∈ C×. This is a semisimple braided monoidal category, provided q is not a root of unity.
Module categories over Uq(sl3)-mod play the role of q-analogues of categories Γ-mod
arising from finite subgroups Γ ⊂ SL3. The module categories over Uq(sl3)-mod have been
extensively studied, cf. eg. [O] and references therein. A quantum analogue of the McKay
correspondence associates to any such module category Cq a certain data involving, in
particular, the corresponding McKay quiver Q(Cq), and a collection of complex numbers
λq(N), one for each oriented triangle N ∈ Q(Cq). Thus, one can define a q-deformed
potential Φq :=
∑
λq(N)·N.
In the special case where the category Cq is a deformation of the category Γ-mod for a
finite subgroup Γ ⊂ SL3 the corresponding algebra A(Q,Φq) provides a CY deformation
of the algebra A(Q,ΦΓ).
It would be very interesting to analyze these q-deformed CY algebras in more detail.
5. Calabi-Yau algebras of dimension 3
5.1. The algebra A(F,α). Fix a finite dimensional, semisimple algebra R and an arbi-
trary R-algebra F . Given a cyclic 1-form α ∈ (Ω1RF )cyc, we consider ı
α : DerR F → F, the
reduced contraction map. This is a morphism of F -bimodules, hence, the image of that
morphism is a two-sided ideal Im ıα ⊂ F .
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Definition 5.1.1. For any smooth R-algebra F and a cyclic 1-form α such that
dα = 0 and iδα = 0, (5.1.2)
holds, we define an associative algebra A(F,α) := F/ Im ıα .
Recall that, for a smooth algebra F , all the schemes Repd F, d = 1, 2, . . . , are smooth.
From the definition of the algebra A(F,α), we see that
Repd A(F,α) = Zero locus of the 1-form Tr α̂ ⊂ Repd F.
Observe that conditions (5.1.2) hold automatically for any exact 1-form α = dΦ, where
Φ ∈ Fcyc. Abusing the notation, in such a case we will write A(F,Φ) instead of A(F, dΦ).
This is justified by the following simple result.
Lemma 5.1.3. Let Q be a quiver with vertex set I and put R = CI.
For any potential Φ ∈ (CQ)cyc, the algebra A(CQ, dΦ), arising from Definition 5.1.1
for α = dΦ, is isomorphic to the algebra A(CQ,Φ) = CQ/((∂Φ/∂x))x∈Q, from (4.2.1). 
Fix an algebra F , a 1-form α and put A = A(F,α). We apply the functor A⊗F (−)⊗F A
to the F -bimodule map ıα. Clearly, one has A ⊗F (Im ı
α)⊗F A = Im ı
α /(Im ıα)2. Thus,
we obtain the following sequence of maps
d ◦ ı : DerR(F |A)
ıα // // Im ıα /(Im ıα)2


dF |A
// Ω1R(F |A). (5.1.4)
Injectivity of the map dF |A follows from the cotangent sequence (1.6.3).
Further, we splice the cotangent sequence (1.6.3) with the tautological short exact
sequence Ω1RA →֒ A⊗R A։ A. This way, using (5.1.4), we obtain a sequence of maps
0 −→ (A⊗A)R
ad // DerR(F |A)
d◦ı // Ω1R(F |A)
pF |A
// A⊗R A
mult // A −→ 0. (5.1.5)
Lemma 5.1.6. For any cyclic 1-form α that satisfies the equation iδα = 0 from (5.1.2),
the sequence (5.1.5) is a complex of A-bimodules. 
We call the complex formed by the first three, resp. four, terms in (5.1.5) the cotangent
complex (to be denoted LΩ1R(F,α)), resp., extended cotangent complex, of A(F,α).
Example 5.1.7 (Quiver case). Let Q be a quiver with vertex set I and put R = CI.
LetE be aC-vector space with basis formed by the edges ofQ, and let E∗ = HomC(E,C)
be the dual vector space, with the dual basis {x∗, x ∈ Q}. The spaces E and E∗
have obvious R-bimodule structures. Moreover, there is a canonical algebra isomorphism
CQ = TRE.
Now, fix a potential Φ ∈ (CQ)cyc, let α = dΦ, and A = A(CQ,Φ). For any pair of edges
x, y ∈ Q, we have an element ∂
2Φ
∂x∂y ∈ A⊗A. We define an A-bimodule map
A⊗RE
∗⊗RA→ A⊗RE⊗RA, a⊗x
∗⊗ b 7→
∑
y∈Q
a
(
∂2Φ
∂x∂y
)′
⊗y⊗
(
∂2Φ
∂x∂y
)′′
b. (5.1.8)
which is a quiver version of the map (1.6.5). We also introduce an A-bimodule map
j : (A⊗A)R → A⊗R E
∗ ⊗R A, a⊗ b 7→
∑
x∈Q
(bx⊗ x∗ ⊗ a− b⊗ x⊗ x∗a).
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The dual map is given by the formula
j∨ : A⊗R E ⊗R A −→ A⊗R A, a⊗ x⊗ b 7→ ax⊗ b− a⊗ xb.
With this understood, we have
Proposition 5.1.9. In the special case where F = CQ and α = dΦ, the map d ◦ ı in
(5.1.4) reduces to (5.1.8); furthermore, the complex in (5.1.5) takes the form
0→ (A⊗A)R
j
−→ A⊗R E
∗ ⊗R A
(5.1.8)
// A⊗R E ⊗R A
j∨
−→ A⊗R A→ A→ 0.
5.2. The DG algebra D̂(F,α). Fix a smooth algebra F and a cyclic 1-form α ∈ (Ω1RF )cyc
such that (5.1.2) hold. Motivated by isomorphisms (2.7.11), (2.8.3), we introduce a graded
algebra
D(F,α) := (Θ
q
RF ) ∗R R[t], (5.2.1)
a free product over R of the graded algebra of noncommutative polyvector fields and
a polynomial algebra R[t], where deg t = 2. We define further a super-derivation d :
D q(F,α)→ D q−1(F,α) by the following assignment, cf. (1.4.2),
d : t 7→ δ, f 7→ 0 ∀f ∈ F = D0(F,α), θ 7→ ıθα ∀θ ∈ DerF = D1(F,α). (5.2.2)
From the second equation in (5.1.2) we deduce d2(t) = d(δ) = ıδα = 0. It follows that
d2 = 0, hence, we have made D q(F,α) a DG algebra.
There is an alternative ‘Hamiltonian’ interpretation of the above defined differential d in
the spirit of §2.8. To explain this, recall first that the graded algebra Θ
q
RF comes equipped
with a canonical noncommutative odd symplectic cyclic 2-form ω ∈ Ω2R((Θ
q
RF ))cyc, cf.
[CBEG], [VdB4], [GS2], which is analogous to the canonical (odd) symplectic structure
on the odd cotangent bundle of a manifold, cf. §2.1.
We consider the following maps
(Ω1RF )cyc →֒ (Ω
1
R(Θ
q
RF ))cyc
ω
∼→ DerR(Θ
q
RF, Θ
q
RF ), β 7→ ξβ. (5.2.3)
Here, the first map is induced by the natural algebra imbedding F ∼→Θ0RF →֒ Θ
q
RF ,
and the second map is an inverse of the bijection ξ 7→ iξω given by contraction with the
symplectic 2-form ω ∈ (Ω2R(Θ
q
RF ))cyc.
We observe that the grading on Θ
q
RF makes (Ω
2
R(Θ
q
RF ))cyc a graded vector space, and
we have degω = 1. Therefore, contraction with ω, hence, the composite in (5.2.3), is a
parity reversing map. Since any α ∈ (Ω1RF )cyc is an even 1-form of degree zero, the image
of α via the composite in (5.2.3) is an odd Hamiltonian super-derivation ξα ∈ Der(Θ
q
RF ),
of degree −1.
The following result provides a Hamiltonian point of view on the DG algebra
(
D q(F,α), d
)
.
Proposition 5.2.4. (i) The triple (Θ
q
RF,ω, ξα) is a symplectic data in the sense that
conditions (3.6.2)(i)− (iii) hold, except possibly the condition that ξα(Θ
q
RF ) ∩R = 0.
(ii) The DG algebra
(
D q(F,α), d
)
is isomorphic to D q(Θ
q
RF,ω, ξα), the DG algebra
associated to the symplectic data in (i) by the ‘universal construction’ of §3.6.
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Remark 5.2.5. (i) Given a data (D,ω, ξ), the condition that ξ(D) ∩R = 0, that appears
in Proposition 5.2.4(i), is an R-analogue of the requirement from (3.6.2)(iii) saying that
ξ(D)∩C = 0. We will see in the course of the proof of the proposition that the condition
that ξ(D) ∩R = 0 implies the equation ıδα = 0, cf. (5.1.2), but is not equivalent to it, in
general. However, as we have seen earlier from the explicit formula for the differential d,
the latter condition is still sufficient to insure that d2 = 0.
(ii) The special features of the symplectic data (Θ
q
RF,ω, ξα), as compared to more
general data (D,ω, ξ) considered in §3.6, are:
• The DG algebra D = Θ
q
RF comes from noncommutative polyvector fields;
• The symplectic derivation ξ = ξα is Hamiltonian, and the corresponding potential
belongs to the subspace Fcyc = (Θ
0
RF )cyc ⊂ (Θ
q
RF )cyc. ♦
Remark 5.2.6. One can state and prove a generalization of Proposition 1.6.6 saying that
there is an isomorphism between the complex 0 → Ω1(D|A) → A ⊗ A → 0 and the
extended cotangent complex (5.1.5). ♦
Sketch of proof of Proposition 5.2.4. The proof of part (i) is straightforward and is left for
the reader.
To prove (ii), for any 1-form α ∈ (Ω1RF )cyc, on the algebra Θ
q
RF , we introduce a super-
derivation
→
α defined by the following assignment in degrees 0 and 1, respectively:
→
α : f 7→ 0 ∀f ∈ F = Θ0RF, θ 7→ ıθα ∀θ ∈ DerR F = Θ
1
RF. (5.2.7)
It is easy to verify that this assignment can be uniquely extended to a super-derivation
→
α : Θ
q
RF → Θ
q−1
R F .
On the other hand, one has the Hamiltonian derivation ξα, see (5.2.3). We claim that
ξα =
→
α, ∀α ∈ (Ω1RF )cyc. (5.2.8)
The proof of this equality copies the computation from the proof of [CBEG], Lemma
5.4.2. The double derivation denoted by
→
α in loc. cit. is, in effect, a double analogue of
the derivation
→
α : Θ
q
RF → Θ
q−1
R F, given by (5.2.7). Thus, the computation in our present
setting is slightly simpler than the one in [CBEG], Lemma 5.4.2; we leave it to the reader.
Recall next that, in the algebra Θ
q
RF , one has w = δ, by [CBEG], Theorem 5.1.1. The
statement of the proposition now follows immediately from (5.2.8), by comparing formula
(5.2.2) with (3.6.3) and (5.2.7). 
Next, we consider the two-sided ideal I := Im ıα ⊂ F , and let F̂ be the corresponding
I-adic completion of the algebra F . For each r = 0, 1, 2, . . . , let D̂r(F,α) be the I-adic
completion of the F -bimodule Dr(F,α), the r-th homogeneous component of the graded
algebra D(F,α). The space D̂ q(F,α) :=
⊕
r≥0 D̂r(F,α) has an obvious graded algebra
structure, and we have D̂0(F,α) = F̂ . Further, the derivation ξα annihilates the ideal I,
hence, extends to a continuous derivation D̂ q(F,α) → D̂ q−1(F,α). This way, we obtain a
completed symplectic data
(
D̂(F,α), ω, ξα
)
, and the corresponding completed DG algebra
D̂(F,α) := D̂(F,α) ∗R R[t].
To summarize, we have a diagram which is a generalization of diagram (1.4.3),
D(F,α) 

// D̂(F,α) // // H0
(
D̂(F,α), d
)
= H0
(
D(F,α), d
)
= A(F,α). (5.2.9)
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5.3. Main result. Here is our main result on Calabi-Yau algebras of dimension 3.
Theorem 5.3.1. Let F be a smooth R-algebra. Fix α ∈ (Ω1RF )cyc such that conditions
(5.1.2) hold. Then, the following properties of the algebra A := A(F,α) are equivalent:
(i) A is a Calabi-Yau algebra of dimension 3;
(ii) The map (A⊗ A)R → DerR A, a
′ ⊗ a′′ 7→ ad(a′ ⊗ a′′), is a bijection.
(iii) The extended cotangent complex (5.1.5) is a resolution of A.
(iv) The DG algebra D̂(F,α) is acyclic in positive degrees.
If the equivalent conditions above hold, then the class π ∈ Ext3A-Bimod(A,A ⊗ A) of the
extension (5.1.5) provided by Theorem 5.3.1(iii) is a volume for the CY algebra A, defined
below formula (3.2.6).
Remark 5.3.2. In Theorem 5.3.1(iv), the completed DG algebra D̂(F,α) can not be re-
placed, in general, by D(F,α), its non-complete analogue. However, the proof of the
theorem shows that the following implication is true: If the DG algebra D(F,α) is acyclic
in positive degrees then A(F,α) is a CY algebra of dimension 3. 
Corollary 5.3.3. Let F be a smooth R-algebra and Φ ∈ Fcyc, a potential. Then, the
algebra A = A(F,Φ) is a CY algebra of dimension 3 if and only if either of the following
equivalent conditions holds
(1) H0(A,A ⊗A) = 0 and H1(A,A ⊗ A) = 0;
(2) The extended cotangent complex (5.1.5) is a resolution of A. 
The conjecture below is a more precise form of the claim made in §1.3 saying that any
CY algebra of dimension 3 has the form A(F,α).
Conjecture 5.3.4. Let A be a friendly Calabi-Yau R-algebra of dimension 3.
Then, there exists a smooth R-algebra F and a cyclic 1-form α ∈ (Ω1RF )cyc such that
we have A ∼= A(F,α) and, moreover, the 1-form α satisfies conditions (5.1.2).
Proof of Theorem 5.3.1. First of all, we observe that condition (ii) of Theorem 5.3.1 is
equivalent to condition (1) of Corollary 5.3.3. This shows that the theorem implies the
corollary; it also proves the implication (i)⇒ (ii) in the theorem.
To prove other implications we assume for simplicity that R = C. We will freely use
the notation and results of §8.2.
Fix a smooth algebra F and let A = A(F,α). By (8.2.3)-(8.2.4), we know that Der(F |A)
and Ω1(F |A) are finitely generated projective A-bimodules dual to each other. Thus, the
first 4 terms in (5.1.5) form a selfdual sequence, to be denoted P, of projective A-bimodules.
We conclude that if the sequence of the Theorem is exact, then P is a selfdual projective
resolution of A, the diagonal A-bimodule. It follows that, in this case, for any A-bimodule
M , we have
Ext
q
A-Bimod(A,M) = H
q
(
HomA-Bimod(P,M)
)
, TorA-Bimodq (A,M) = H
q
(P⊗Ae M).
Therefore, from the selfduality of P one deduces canonical isomorphisms (3.4.1). This
implies, as explained in Remark 3.4.2, that A is a CY algebra of dimension 3, hence
completes the proof of the implication (iii)⇒ (i) of the theorem.
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To prove that (ii) ⇒ (iii), assume that the map ad : A ⊗ A → Der(A,A ⊗ A) is an
isomorphism. Thus, the exact sequence in (8.2.2) reads
0→ A⊗A
j
−→ Der(F,A⊗A)
dıα
−→ Ω1(F |A)
p
−→ Ω1A→ 0,
We splice this exact sequence with the tautological short exact sequence Ω1A →֒ A⊗A
։ A. This yields the resolution in part (iii) of the Theorem.
Finally, the equivalence (iii) ⇔ (iv) follows from Proposition 3.7.7 (to be proved later
in §9.4) applied to the DG algebra D = D(F,α). 
Remark 5.3.5. Applying Proposition 3.7.7 in a similar situation provides a short alternative
proof of a result due to Anick [An].
Specifically, let A =
⊕
r≥0Ar be a graded algebra. Anick has associated with A two
objects: a certain complex C qA, nowadays called Anick’s complex, and also a DG algebra
K qA, referred to in [EG] as noncommutative Koszul complex. The result proved by Anick
says that the DG algebra K qA is acyclic in positive degrees iff Anick’s complex is a
resolution of A, the latter being viewed as an A-bimodule. Anick’s result clearly follows
from Proposition 3.7.7 applied to the DG algebra D := K qA using the observation that
C qA = Ω1(K qA), cf. [EG]. ♦
5.4. Graded CY algebras of dimension 3. The special case of graded CY algebras
of dimension 3 has been studied in detail in [BT], [Bo]. We only briefly recall the main
points.
Throughout this section §5.4, we fix a finite set I and put R = CI. We also fix
V =
⊕
i>0 Vi, a finite dimensional positively graded R-bimodule. Thus, TRV , the tensor
algebra of the R-bimodule V , is a smooth nonnegatively graded R-algebra such that
T 0RV = R.
R. Bockland proved that Conjecture 5.3.4 holds in the graded case (even without the
assumption that the algebra be friendly). Specifically, we have
Theorem 5.4.1 (Bockland, [Bo]). Let I ⊂
⊕
i≥2 T
i
RV be a graded two-sided ideal such that
the algebra A = TRV/I is a CY algebra of dimension 3. Then, there exists a homogeneous
potential Φ ∈ (TRV )cyc, of degree degΦ > 2 such that I = ((
∂Φ
∂v )){v∈V }. 
Remark 5.4.2. Bockland only considered a special case where V = V1 is a homogeneous
graded bimodule placed in degree 1, but the proof in [Bo] works in the general case as
well. ♦
In the graded case, our proof of Theorem 5.3.1 is based on the graded case of Proposition
3.7.7(ii). This way, from Theorem 5.3.1, cf. also Corollary 5.3.3, we obtain
Corollary 5.4.3. Let (R,V ) be as above, and let Φ ∈ (TRV )cyc, be a homogeneous poten-
tial of degree degΦ > 2.
Then, the following properties of the algebra A := A(TRV,Φ) are equivalent:
(1) A is a Calabi-Yau algebra of dimension 3;
(2) H0(A,A ⊗A) = 0 and H1(A,A ⊗ A) = 0;
(3) The extended cotangent complex (5.1.5) is a resolution of A;
(4) The (noncompleted) DG algebra D q(TRV,Φ) is acyclic in positive degrees. 
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The following immediate corollary of Theorem 5.3.1 and Corollary 5.4.3 has been first
established by Berger and Taillefer in the recent paper [BT].
Corollary 5.4.4. Let (R,V ) be as above. Let Φ ∈ (TRV )cyc, be a homogeneous potential
of degree degΦ = m > 2, such that A(TRV,Φ) is a graded CY algebra of dimension 3.
Then, for any (not necessarily homogeneous) potential Ψ = Ψm−1+Ψm−2+ . . .+Ψ3 ∈
(TRV )cyc, of degree < m, the algebra A(TRV,Φ+Ψ) is a CY algebra of dimension 3.
Proof. Let Fk :=
⊕
r≤k(TRV )r, k = 0, 1, . . . , be the increasing filtration on the tensor
algebra F = TRV induced by the grading TRV =
⊕
r≥0(TRV )r. The filtration on F
induces an increasing filtration on the free algebra D(F,Φ + Ψ). The latter filtration is
compatible with the differential d on D(F,Φ + Ψ). Furthermore, it is clear that, for the
correspoding associated graded algebra, one has a DG algebra isomorphism
grD(F,Φ+Ψ) ∼= D(F,Φ),
where the DG algebra on the right is associated with the homogeneous potential Φ.
The increasing filtration on the DG algebra D(F,Φ + Ψ) gives rise to a standard con-
verging spectral sequence
E2 = H q
(
grD(F,Φ +Ψ), d
)
= H q
(
grD(F,Φ), d
)
⇒ E∞ = grH q
(
D(F,Φ +Ψ), d
)
.
Now, Corollary 5.4.3 implies that the DG algebra H q
(
D(F,Φ), d
)
is acyclic in positive
degrees, since A(F,Φ) is a CY algebra by our assumptions. It follows, that the E2-term,
hence also the E∞-term, in the above spectral sequence vanishes in positive degrees.
We deduce that the DG algebra H q
(
D(F,Φ + Ψ), d
)
is acyclic in positive degrees as
well. Thus, Theorem 5.3.1 implies that A(F,Φ + Ψ) is a CY algebra of dimension 3, cf.
Remark 5.3.2. 
Notation 5.4.5. Given a graded R-bimodule E =
⊕
r≥0Er, where Er is a finite dimensional
R-bimodule for any r = 0, 1, . . . , define the matrix Hilbert series h(E; t), an I × I-matrix
with entries
hij(E; t) :=
∑
r≥0
tr ·dim(1i ·Er ·1j) ∈ Z≥0[[t]], i, j ∈ I,
cf. [EG], §2.2 for more details. Let 1 denote the identity I × I-matrix.
Definition 5.4.6. Given a pair (V,Φ), where V is a finite dimensional positively graded
R-bimodule and Φ ∈ (TRV )cyc is a homogeneous potential, we define
p(V,Φ; t) := 1− h(V ; t) + tm ·h(V ; t−1)− tm ·1, m := degΦ > 2.
This is a polynomial with matrix coefficients, called Cartan polynomial for the pair (V,Φ).
From the exactness of the extended cotangent complex, using the Euler-Poincare´ prin-
ciple, one derives the following result that has been also proved by Bockland, [Bo].
Proposition 5.4.7. Let (V,Φ) be a pair as above such that the algebra A = A(F,Φ) is a
Calabi-Yau algebra of dimension 3.
Then, the (matrix) Hilbert series of A equals h(A; t) = p(V,Φ; t)−1. 
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Observe that the grading on V induces an additional Z+-grading on each of the following
algebras D(F,Φ), SymD(F,Φ), and Od
(
D(F,Φ)
)
. We write χ
(
Od
(
D(F,Φ)
)
; t
)
∈ Z[[t]]
for the graded Euler characteristic of the DG algebra Od
(
D(F,Φ)
)
. We have the following
ζ-function type formula
χ
(
Od
(
D(F,Φ)
)
; t
)
=
∞∏
s=1
1
det
(
p(V,Φ; ts)
) . (5.4.8)
This formula follows from [EG], formula (2.2.9)(ii), applied to the free graded algebra
D(F,Φ).
Formula (5.4.8) is useful for finding graded Euler characteristics of cyclic homology.
Specifically, a grading on an algebra A gives, for each p ≥ 0, an extra grading on HCp(A),
the p-th reduced cyclic homology group of A. The graded Euler characteristic is then
defined as
∑
p≥0(−1)
p · h
(
HCp(A); t
)
. Using the same notation as in [EG], §3.7, we have
Proposition 5.4.9. Let A := A(TRV,Φ) be a graded CY algebra of dimension 3. Then,
(i) The graded Euler characteristic of the algebra Od
(
HC q(A)
)
is given by formula (5.4.8).
(ii) We have Hp
(
D(TRV,Φ)cyc, d
)
= 0 for all p > 2; furthermore, one has
H3(A,A) ∼= HC2(A) ∼= H2
(
D q(TRV,Φ)cyc, d
)
.
Proof. The projection D q = D(TRV,Φ) ։ A(TRV,Φ) is a quasi-isomorphism for any CY
algebra A := A(TRV,Φ) of dimension 3, by Corollary 5.4.3(4). Therefore, according to
[Lo], the reduced cyclic homology of such an algebra may be computed using the complex(
D q/(R+ [D q,D q]super), d
)
. Part (i) now follows from formula (5.4.8).
Part (ii) is immediate from [EG], Lemma 3.6.1. 
It is known that any graded Calabi-Yau algebra of dimension 3 is Koszul and Gorenstein
of dimension 3, but the converse is not necessarily true, in general, see [BT], [DV], [BM].
Remark 5.4.10. For any Koszul algebra A =
⊕
r≥0Ar, let A
! = Ext
q
A-Mod(C,C) be the
Koszul dual quadratic algebra. The following result, pointed out to me by R. Rouquier,
will be proved after the remark.
Lemma 5.4.11. For any Koszul algebra A such that dimA! <∞ one has a natural graded
algebra isomorphism
H
q
(A!, A!) ∼= H
q
(A,A).
Assume now that R = C and let A be a graded Calabi-Yau algebra of dimension 3.
Since A is Koszul and Gorenstein of dimension 3, we have A!3 = C, and A
!
j = 0 for all
j > 3; in particular, A! is a finite dimensional algebra. Moreover, the multiplication map
gives a nondegenerate inner product A!j ×A
!
3−j → A
!
3
∼→C, on A!.
R. Rouquier conjectures that the BV algebra structure on H
q
(A!, A!) constructed by
Tradler using the inner product on A!, cf. Remark 3.4.4, goes under the isomorphism of
Lemma 5.4.11, to the BV algebra structure on H
q
(A,A) given by Theorem 3.4.3(ii). ♦
Proof of Lemma 5.4.11. The isomorphism of the lemma can be deduced from the descrip-
tion of Hochschild cohomology of a Koszul algebra in terms of Koszul complexes, cf.
[VdB2].
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Alternatively, to prove the lemma, one may observe that Hochschild cohomology of
an algebra A has a definition in terms of D = D(A-Bimod), the derived category of A-
bimodules. Specifically, write IdD for the identity functor on D and, for each r ∈ Z, let
[r]D denote the corresponing shift functor on D. Then, one has
H
q
(A,A) = Ext
q
A-Bimod(A,A)
∼= ⊕r≥0HomD(IdD, [r]D).
Now, according to Koszul duality [BGS], given a Koszul algebra A such that A! is a finite
dimensional algebra, one has a triangulated equivalence Db(A-Bimod) ∼= Db(A!-Bimod).
One can use this equivalence and the above definition of Hochschild cohomology to deduce
the isomorphism of Lemma (5.4.11). 
The reader is referred to [Bo], [BT], and [DV] for various examples of graded Calabi-
Yau algebra of dimension 3. These include, in particular, quadratic and cubic Sklyanin
algebras considered in Example 1.3.8, as well as Yang-Mills algebras considered in [CDV2].
6. Fundamental groups, Chern-Simons, and a noncommutative
analogue of the Weil representation
6.1. Group algebras as CY algebras (after M. Kontsevich). Recall that a compact
connected C∞-manifold X is called aspherical if its universal cover is contractible, equiv-
alently, if the homotopy groups πr(X), vanish for all r ≥ 2. Examples of 3-dimensional
aspherical manifolds include all hyperpolic spaces of the form X = H/Γ, where H is
the 3-dimensional Lobachevsky space of constant negative curvature, and Γ is a discrete
cocompact group of isometries of H.
The following result along with its proof was kindly communicated to me by M. Kont-
sevich.
Proposition 6.1.1. Let X be an oriented 3-dimensional aspherical manifold. Then,
C[π1(X)], the group algebra of the fundamental group of X, is a CY algebra of dimen-
sion 3.
In general, let X be a space homotopy equivalent to a finite CW complex. We consider
the DG algebra A(X) of singular chains in the based loop space Ω(X,x), where x is a
base point, with the multiplication coming from the composition of loops.
Theorem 6.1.2 (M. Kontsevich). The DG algebra A(X) is homologically smooth. More-
over, it is finitely presented in the sense of [TV].
Sketch of Proof. Following Kontsevich, we will construct an explicit DG algebra resolution
of A(X) as follows.
Consider a simplicial set S with finitely many non-degenerate simlpices. Associate with
it a DG category CZ (over Z, the ring of integers), whose objects are 0-simplices. The
corresponding Hom’s are defined as follows. Any non-degenerate simplex s with vertices
(s0, ..., sn), so dim s = n > 0, gives a morphism from s0 → sn of degree (1 − n). The
algebra of Hom-spaces is, by definition, freely generated by the morphisms above. Thus,
our category is the path category associated to a quiver. The differential is defined by
d(s0, ..., sn) =
∑
0<i<n
(−1)i
(
(s0, .., si−1, si+1, ..., sn) + (s0, ..., si) ◦ (si, ..., sn)
)
.
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Let C ′
Z
be obtained from CZ by inverting the set of generating morphisms of degree 0
(corresponding to 1-simplices).
Theorem 6.1.2 is now a consequence of the following result.
Proposition 6.1.3. The complex HomC ′
Z
(s, s′) calculates the homology of the path space
Path(s, s′). 
Corollary 6.1.4 (M. Kontsevich). Let X be a connected finite CW complex which is,
moreover, a K(π, 1) space. Then,
(i) C[π1(X)], is a homologically smooth algebra.
(ii) Assume, in addition, that X is a Poincare` duality space, e.g., a smooth compact
oriented manifold, of dimension n. Then, C[π1(X)], is a CY algebra of dimension n. 
According to Corollary 6.1.4(i), examples of groups π with homologically smooth and
finitely presented group algebra C[π] include S-arithmetic groups, braid groups, Teich-
muller groups, and fundamental groups of knots.
6.2. Potentials for the group algebra C[π1(X)]. Fix an integer d ≥ 1. We have
Repd C[π1(X)]/GLd = Repd π1(X)/GLd
∼= Locd(X),
is the moduli stack of rank d local systems, equivalently, vector bundles on X (viewed as
a space with the ordinary Hausdorff topology) with flat connection.
Thus, given an aspherical 3-manifold X, any presentation of the form C[π1(X)] =
A(F,Φ) would identify the stack Locd(X) with the stack of critical points of the corre-
sponding function Tr Φ̂. There are two possible conjectural approaches for finding such a
presentation C[π1(X) = A(F,Φ).
One approach is to use the space Connd, of all C
∞-connections α on a rank d vector
bundle on X. We may view Locd(X) as a substack in Connd /Gauge group. Specifically,
it is well known that, in the case of a trivial bundle, one has Locd(X) = crit(CS), the
critical set of the Chern-Simons functional
CS : Ω1C∞(X)⊗ gld → C, α 7→ CS(α) =
∫
X
Tr
(
1
2
α ∧ dα+
1
3
α3
)
,
on the infinite dimensional vector space of all gld-valued smooth 1-forms on X. Thus, it
might be plausible to look for a presentation of the form C[π1(X)] = A(F,CSalg), where
F = C∞(X, C〈x1, . . . , xd〉) is the algebra of smooth maps X → C〈x1, . . . , xd〉, and where
CSalg is an appropriate version of the Chern-Simons functional defined using Chen’s theory
of iterated integrals.
A second approach is based on Heegaard splittings and a noncommutative analogue of
the Weil representation. In more detail, let X = X+ ∪ X− be a Heegaard splitting of
our 3-manifold as a union of two discs, X+ and X−, such that X+ ∩X− = C is a genus
g Riemann surface imbedded into X. Let Locd(C) = Repd π1(C)/GLd be the moduli
space of rank d local systems on C.
Further, let L± := ker[π1(C) → π1(X)]. The groups L± are commutative, they are
rank g lattices in the group π1(C). The algebra map C[L±] → C[π1(C)] goes, via the
representation functor, to the natural imbedding
Locd(X±) = Repd(C[L±])/GLd →֒ Locd(C) = Repd(C[π1(C)])/GLd,
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where Locd(X±) ⊂ Locd(C) stands for the subset of those local systems on C which
extend to the disc X±.
The algebra C[π1(C)] has a noncommutative Poisson structure essentially constructed
by Goldmann [Go], cf. also [Et]. Accordingly, for any d, the smooth locus of the moduli
space Locd(C) is known to be a symplectic manifold. It is known that each of the
sets Locd(X±) is a Lagrangian subvariety and, moreover, one clearly has Locd(X) =
Locd(X+) ∩Locd(X−).
Now, let P := C〈x1, . . . , xg, y1, . . . , yg〉. Travis Schedler has defined in [Sc], cf. also
[GS1], a Hopf algebra Uq(Pcyc), a certain quantum deformation of the necklace Poisson
algebra Sym(Pcyc). In [GS2], we extend Schedler’s original construction and introduce a
noncommutative version of the Heisenberg representation of the algebra Uq(Pcyc) in the
vector space C〈x1, . . . , xg〉cyc. Noncommutative quadratic polynomials in the variables
x1, . . . , xg, y1, . . . , yg form a Lie subalgebra in Uq(Pcyc) that turns out to be isomorphic
to the symplectic Lie algebra sp2g, as in the classical case. Restricting the Heisenberg
representation to this Lie subalgebra yields a noncommutative version of the Weil repre-
sentation, see [GS2] for more details.
There should be a ‘trigonometric counterpart’ of the above mentioned Heisenberg and
Weil representations, where the algebra C〈x1, . . . , xg, y1, . . . , yg〉 is replaced by C[π1(C)].
Specifically, let a1, . . . , ag be a set of generators of the abelian group L+. We write
C〈L+〉 = C〈a
±
1 , . . . , a
±
g 〉 for the algebra of ‘noncommutative Laurent polynomials’. We
expect that that there is a Heisenberg type representation of the algebra C[π1(C)] in the
vector space C〈L+〉cyc.
Recall further that one has the mapping class group Mg that acts naturally on π1(C).
We conjecture, that there is a vector space C〈〈L+〉〉cyc, an appropriate completion of
C〈L+〉cyc, and a projective representation ℘ : Mg −→ PGL(C〈〈L+〉〉cyc) that plays the
role of the Weil representation of the Lie algebra sp(C2g); observe that one has a natural
group homomorphism Mg → Sp(Z
2g) induced by the Mg-action on the symplectic lattice
H1(X,Z), the integral homology of C equipped with the intersection pairing.
Now, recall that the Heegaard splitting gives two lattices L+, L− ⊂ π1(C). Furthermore,
there exists an element u ∈ Mg such that L− = u(L+). Therefore, we have a linear map
℘(u) : C〈〈L+〉〉cyc → C〈〈L+〉〉cyc, which is well defined up to a nonzero constant factor.
Conjecture 6.2.1. There is an algebra isomorphism C[π1(X)] ∼= A(F,Φ), where
F = C〈〈L+〉〉, and Φ = ℘(u)(1) ∈ C〈〈L+〉〉cyc.
7. Calabi-Yau algebras and Calabi-Yau manifolds.
7.1. This section is mostly devoted to the proof of Proposition 3.3.1. The argument is
based on Theorem 7.2.14 below, which will be proved first.
We begin with our definition of a tilting object. Let X be a smooth quasi-projective
variety, and write Db(CohX) for the derived category of coherent sheaves on X.
Definition 7.1.1. We call E ∈ Db(CohX) a tilting generator if the following three con-
ditions hold:
• Exti(E , E) = 0 for all i > 0;
• Ext
q
(E ,F) = 0 implies F = 0, for any F ∈ Db(CohX);
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• The algebra AE := Hom(E , E) has finite Hochschild dimension.
It is well-known that, given a tilting object E , one has a triangulated equivalence
Db(CohX) ∼→Db(AE -mod). Let ZD
b(CohX) be the center of Db(CohX), that is, the
endomorphism algebra of the identity functor Id : Db(CohX)→ Db(CohX).
7.2. Calabi-Yau condition and Serre functors. For any left noetherian algebra A we
have an abelian category A-mod, the full subcategory of the category A-Mod of all left
A-modules, whose objects are finitely generated A-modules. There are similar categories
Mod-A and mod-A, of right A-modules over a right noetherian algebra.
We fix a (left and right) noetherian algebraA. LetD
♥
(A-mod), where ♥ = fproj, finj, b,+,
−, denote the derived category of bounded complexes of projective, resp., bounded com-
plexes of injective, bounded complexes, bounded from below complexes, bounded from
above complexes, of finitely generated A-modules.
Let Z ⊂ A be a central subalgebra. Throughout this section, we will assume that
(i) Z is a finitely generated Cohen-Macaulay C-algebra without zero divisors;
(ii) A is finitely generated as a Z-module. (7.2.1)
Let KZ ∈ D
finj(Z-Mod) be the dualizing complex for Z. Thus, KZ has a single nonva-
nishing cohomology group and there is a contravariant duality
RHomZ(−,KZ) : D
fproj(Z-mod)←→ Dfinj(Z-mod). (7.2.2)
For any Z-module K, the space HomZ(A,K) has a natural A-bimodule structure. This
A-bimodule is finitely generated, both as a left A-module and as a right A-module, pro-
vided K is finitely generated over Z. Similarly, for any M,N ∈ D
♥
(A-mod), the complex
RHomA(M,N) may be viewed as a complex of Z-modules. Specifically, we have
M ∈ D∓(A-mod) & N ∈ D±(A-mod) =⇒ RHomA(M,N) ∈ D
±(Z-mod).
We say that an object U ∈ Db(A-Bimod) has finite injective dimension provided it is
quasi-isomorphic to a complex I, of A-bimodules, such that I ∈ Dfinj(A-mod) as a complex
of left A-modules, and it is also quasi-isomorphic to a complex J , of A-bimodules, such
that J ∈ Dfinj(mod-A) as a complex of right A-modules.
We put KA := RHomZ(A,KZ). This is a complex of A-bimodules which has a finite
injective dimension, by (7.2.2). We see that the assignments below give two well-defined
triangulated functors
M 7→ DA(M) := RHomA(M,KA), D
±(A-mod)
DA←→ D∓(mod-A); (7.2.3)
M 7→ S(M) := KA
L
⊗AM, D
±(A-mod)
S
−→ D±(A-mod). (7.2.4)
Furthermore, both functors preserve the bounded derived category. Also, we have
M ∈ Dfproj(A-mod) =⇒ DA(M),S(M) ∈ D
finj(A-mod). (7.2.5)
Definition 7.2.6. A covariant triangulated functor S : D
♥
(A-mod) → D
♥
(A-mod) is
called Serre functor on D
♥
(A-mod) relative to the subalgebra Z provided one has func-
torial isomorphisms
RHomZ(RHomA(M,N), KZ) ∼= RHomA(N,S(M)), (7.2.7)
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for any pair of objects M,N ∈ D
♥
(A-mod).
A standard argument shows that if such a Serre functor exists it is unique up to a
unique isomorphism, moreover, this functor must be an equivalence.
Lemma 7.2.8. Assume that conditions (7.2.1)(i)-(ii) hold for a pair (Z,A). Let S := S
be the functor defined in (7.2.4). Then, there are functorial isomorphisms (7.2.7), for any
M ∈ D−(A-mod) and N ∈ Dfproj(A-mod).
Remark 7.2.9. It should be emphasized that the functor S does not necessarily preserve the
category Dfproj(A-mod), cf. (7.2.5); that is why, it is not a Serre functor on Dfproj(A-mod),
in general. ♦
Proof. Let A and B be two noetherian algebras and let U be a bounded complex of (B-A)-
bimodules such that its cohomology groups are finitely generated both as left B-modules
and right A-modules. Given M ∈ D−(A-mod), one has standard canonical isomorphisms
RHomA(M,RHomB(U,N))
∼→ RHomB(U
L
⊗AM,N), ∀N ∈ D
+(B-mod); (7.2.10)
RHomB(N,U)
L
⊗AM
∼→ RHomB(N,U
L
⊗AM), (7.2.11)
∀N ∈ Dfproj(B-mod) or M ∈ Dfinj(B-mod).
The first, resp. second, of the above isomorphisms is clear for M = A, resp. for N = B.
Therefore, it holds in the case whereM , resp. N , is a finitely generated projective module.
This yields the isomorphism for M , resp. N , being a bounded from above, resp. bounded,
complex of finitely generated projective modules. This yields (7.2.11). The general case
of (7.2.10) follows since any object in D−(A-mod) is quasi-isomorphic to such a bounded
from above complex of projectives.
Applying (7.2.10) for U = A and N = KZ , for the functor DA from (7.2.3), we deduce
RHomA(M,RHomZ(A,KZ)) ∼= RHomZ(A
L
⊗AM,KZ) = RHomZ(M,KZ). (7.2.12)
Now, for any two objects M ∈ D−(A-mod) and N ∈ Dfproj(A-mod), we have that
KA
L
⊗AM ∈ D
−(A-mod), RHomA(N,KA) ∈ D
b(A-mod), and DA(N)
L
⊗AM ∈ D
−(A-mod).
Thus, we compute
RHomZ(RHomA(N,KA
L
⊗AM), KZ)
(7.2.11)
= RHomZ(RHomA(N,KA)
L
⊗AM, KZ)
def
= RHomZ(DA(N)
L
⊗AM, KZ)
(7.2.10)
= RHomA(M, RHomZ(DA(N),KZ))
(7.2.12)
= RHomA(M, RHomA(DA(N),KA))
def
= RHomA(M, DADA(N)) = RHomA(M,N).
Applying the duality RHomZ(−,KZ) to each side completes the proof of the lemma. 
In the theorem below, we will also use the functor
M 7→ T(M) = RHomA-Bimod(A,A⊗A)
L
⊗AM, D
fproj(A-mod)→ D+(A-mod). (7.2.13)
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We say that an algebra A has finite injective dimension if it has finite injective dimension
as an A-bimodule.
Our next result is closely related to the recent works [IR], [Br], [BrGS], cf. also [KR].
The theorem below may be viewed as a ‘relative’ analogue of [IR, Theorem 3.2].
Theorem 7.2.14. Let A and Z satisfy the assumptions (7.2.1)(i)-(ii) above, and assume
in (i)-(iii) below that A has finite injective dimension. Then, we have:
(i) Each of the functors S, DA, and T, cf. (7.2.13), preserves the category D
fproj(A-mod).
(ii) The functor S is a Serre functor on Dfproj(A-mod) relative to the subalgebra Z, and
the functor T is its quasi-inverse.
(iii) The following three conditions are equivalent:
• Calabi-Yau condition (3.2.5) holds for the algebra A (with d := dim(SpecZ));
• There is an isomorphism of functors S(−) ∼= (−)[d];
• There is an A-bimodule isomorphism A ∼= HomZ(A,KZ [d]), moreover, A is a maximal
Cohen-Macaulay Z-module.
(iv) If A has finite Hochschild dimension then it has finite injective dimension.
7.3. Proof of Theorem 7.2.14. The finiteness of injective dimension of A means that A
is a Gorenstein algebra in the sense of Yekutiely [Y, Example 4.3]. Further, the definition
of the complex KA shows, as explained in [Y, Proposition 5.7] and its proof, that KA is a
rigid dualizing complex for the algebra A.
Now, [VdB5, Proposition 8.4] and [Y, Proposition 5.11] imply the following:
• Each of the two objects, KA, RHomA-Bimod(A,A⊗A) ∈ D
b(A-Bimod), is a (two-sided)
tilting complex; moreover, these bimodule complexes are invertible and are mutually
inverse to each other.
Any two-sided tilting complex is by definition an object of Dfproj(A-Mod), with respect
to the left A-action, and also an object ofDfproj(Mod-A), with respect to the right A-action.
In particular, we have KA ∈ D
fproj(A-Mod), and therefore KA
L
⊗AM ∈ D
fproj(A-Mod) for
any M ∈ Dfproj(A-Mod). Similarly, we deduce that RHomA-Bimod(A,A ⊗ A)
L
⊗AM and
DA(M) are in D
fproj(A-Mod). This yields part (i) of the theorem.
Further, since KA and RHomA-Bimod(A,A⊗A) are mutually inverse bimodule complexes,
we conclude that S and T are mutually quasi-inverse equivalences, and part (ii) of the
theorem follows.
To prove part (iii), we use that T = S−1 to conclude that
T(−) ∼= (−)[d] ⇐⇒ S−1(−) ∼= (−)[d] ⇐⇒ S(−) ∼= (−)[d].
Further, using the definitions of the functors T and S we find
RHomA-Bimod(A,A⊗A)
L
⊗A(−) = T(−) ∼= (−)[d] ⇔ RHomA-Bimod(A,A⊗A) ∼= A[d]
KA
L
⊗A(−) = S(−) ∼= (−)[d] ⇔ KA ∼= A[d].
Thus, combining all the equivalences above, we obtain
S(−) ∼= (−)[d] ⇐⇒ RHomA-Bimod(A,A ⊗A) ∼= A[d] ⇐⇒ KA[d] ∼= A. (7.3.1)
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Observe that the isomorphism in the middle of (7.3.1) is just another way of writing
equation (3.2.5), which is the Calabi-Yau condition. Further, since KA = RHomZ(A,KZ),
the isomorphism on the right of (7.3.1) may be rewriten in the form
ExtkZ(A,KZ [d])
∼=
{
A if k = 0
0 if k > 0.
This formula is equivalent to saying that A is a Cohen-Macaulay Z-module and, more-
over, HomZ(A,KZ [−d]) ∼= A, which is the last of the three conditions in the statement
of part (iii) of the theorem. Thus, (7.3.1) shows that all three conditions of part (iii) are
equivalent.
Assume now that A has finite Hochschild dimension. The assumption implies that
any finitely generated A-module, or A-bimodule, has a finite resolution by finitely gen-
erated projective A-modules. It follows that Db(A-mod) = Dfproj(A-mod). Since , KA ∈
Db(A-mod), we conclude that KA is an object of D
fproj(A-mod)
By definition of a dualizing complex, we have A = RHomA(KA,KA). Hence, applying
(7.2.5) to M = KA, we conclude that A = RHomA(KA,KA) = DA(KA) ∈ D
finj(A-mod).
Similarly, one shows that A ∈ Dfinj(mod-A). Thus, the algebra A has finite injective
dimension, and the theorem is proved. 
7.4. Proof of Proposition 3.3.1. For any object F ∈ Db(CohX), multiplication by a
regular function f ∈ Γ(X,OX ) gives a morphism f · : F → F . This way, any regular
function f ∈ Γ(X,OX ) gives rise to an element zf ∈ ZD
b(CohX).
We will use the following unpublished result
Lemma 7.4.1 (R. Rouquier). (i) For any smooth, quasi-projective, and connected variety
X, the assignment f 7→ zf induces an algebra isomorphism Γ(X,OX)
∼→ZDb(CohX).
(ii) For any homologically smooth algebra A without zero divisors, the action of the
center induces a natural algebra isomorphism Z(A) ∼→ZDb(A-mod). 
Now, let E ∈ Db(CohX) be a tilting object such that the algebra AE := EndE has
finite Hochschild dimension. Then, according to [BK], one has a triangulated equivalence
Db(CohX) ∼= Db(AE -mod). The equivalence induces an isomorphism between the centers
of the two categories. Thus, we get algebra isomorphisms
Γ(X,OX ) ∼= ZD
b(CohX) ∼= ZDb(AE -mod) ∼= Z(AE ),
where the first isomorphism is due to Lemma 7.4.1(i) and the last isomorphism is due to
Lemma 7.4.1(ii). Part (i) of the proposition is proved.
Recall next that X is proper over an affine variety. Thus, there is a proper morphism
π : X → Y , where Y is an affine variety. We may assume, without loss of generality,
that π is surjective and, moreover, that Y is smooth (by Noether normalization). With
these assumptions, we put Z := Γ(Y,OY ), a finitely generated commutative algebra with
smooth spectrum.
For any object F ∈ Db(CohX), the sheaf π∗Hom(F ,F) is OY -coherent, hence the
endomorphism algebra Hom(F ,F) is a finitely generated Z-module. Applying this either
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to F = OX or to F = E , we obtain a diagram of algebra maps
Z = Γ(Y,OY )

 π∗ // Γ(X,OX ) // Z(AE)


// AE ,
such that AE is a finitely generated Z-module.
Next, put d = dimX. On the category Db(CohX), we have the functor SX : F 7→
F ⊗OX Λ
d T ∗X . By the Grothendieck-Serre duality theorem for the proper morphism π :
X → Y , the functor SX is a Serre functor on D
b(CohX) relative to the subalgebra Z.
Transporting this functor via the equivalence Db(CohX) ∼= Db(AE -mod) we get a Serre
functor S : Db(AE -mod)→ D
b(AE -mod).
The definition of a tilting insures that the algebra AE has finite Hochschild dimen-
sion. Hence, applying Theorem 7.2.14(iv) to A = AE and Z = Γ(Y,OY ) we deduce that
this algebra has finite injective dimension as well. Furthermore, in this case we have
Db(AE -mod) = D
fproj(AE -mod). Therefore, we are in a position to use Theorem 7.2.14.
Thus, the equivalent conditions of part (iii) of the theorem say that AE is a Calabi-Yau
algebra iff the Serre functor S : Db(AE -mod) → D
b(AE -mod) is isomorphic to the shift
functor, which holds iff the functor SX : F 7→ F ⊗OX Λ
d T ∗X is isomorphic to the shift
functor. The latter condition is the Calabi-Yau condition for the manifold X, and we are
done. 
Sketch of proof of Proposition 3.2.4. Let A be a homologically smooth, finitely presented,
and compact A∞-algebra with unit. In this case, using that dimH
q
(A) < ∞, one proves
by induction on the length of the complex that we have
dimExt
q
Dfproj(A-bimod)(M,N) <∞, ∀M,N ∈ D
fproj(A-bimod).
Further, the assumptions on A insure that the proofs of Lemma 7.2.8 and of Theorem
7.2.14 both apply in our present situation if we let Z ∼= C be the subalgebra generated
by the unit element. This way, one proves that the the category Dfproj(A-bimod) has
a Serre functor S and, moreover, there is an isomorphism of functors S−1 ∼= T, where
the functor T is given by (7.2.13). Thus, we conclude as in (7.3.1) that the existence
of an isomorphism RHomA-Bimod(A,A ⊗ A) ∼= A[d] is equivalent to the existence of an
isomorphism RHomDfproj(A-bimod)(A,C)[d]
∼= A, in Dfproj(A-bimod). But giving the latter
isomorphism amounts to giving a nondegenerate trace on the A∞-algebra in the sense of
Tradler, cf. the discussion following Corollary 3.3.2.
Thus, we have proved the equivalence of the two definitions of CY algebra. 
8. Noncommutative Hessian
8.1. A pairing. We recall that the Hessian of a smooth function f on a smooth manifold
X is a symmetric bilinear form, which is only well-defined, in general, on the restriction
of the tangent sheaf TX to the critical set of f , i.e. on the zero locus of the 1-form df .
Below, we are going to study a noncommutative analogue of this situation. Specifi-
cally, fix a C-algebra F and a cyclic 1-form α ∈ (Ω1RF )cyc. We have the corresponding
contraction, resp. reduced contraction, maps
DerF → F ⊗ F, θ 7→ iθα, resp., DerF → F, θ 7→ ıθα. (8.1.1)
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Following §5, we consider the algebra A := F/ Im ıα (we are now additionally assuming,
for simplicity of notation, that R = C). In the special case where α = dΦ, the algebra
A plays the role of a noncommutative analogue of the critical set of a smooth function.
A noncommutative analogue of the Hessian of that function is played by the C-bilinear
pairing
DerF × DerF → F ⊗ F
prA
։ A⊗A, ξ × θ 7→ prA θ(ıξα) = prA iθ(d ◦ ıξα), (8.1.2)
This analogy is supported by Proposition 8.1.3 below.
To state the Proposition, introduce the notation (u⊗ v)⋄ = v⊗u. Also, define a graded
A-algebra Ω
q
(F |A) := T
q
A(Ω
1(F |A)) and put
Ω2(F |A)cyc = Ω
2(F |A)/[A,Ω2(F |A)] = Ω1(F |A) ⊗Ae Ω
1(F |A).
Proposition 8.1.3. Assume that the algebra F is smooth and the 1-form α ∈ (Ω1F )cyc
is such that dα = 0 holds in Ω2(F |A)cyc. Then,
(i) The pairing in (8.1.2) descends to a well-difined C-bilinear map
H : Der(F |A) ⊗ Der(F |A)→ A⊗A, ξ × θ 7→ H(ξ, θ) := iθ(d ◦ ıξα). (8.1.4)
(ii) The following Hessian symmetry property holds:
H(θ, ξ) = (H(ξ, θ))⋄, ∀ξ, θ ∈ Der(F |A). (8.1.5)
This property is also equivalent to the condition that the map d ◦ ı in (5.1.4) be selfadjoint,
i.e., that one has (d ◦ ı)∨ = d ◦ ı.
The proof of the proposition is based on the following
Proposition 8.1.6. (i) For any algebra F and ω ∈ (Ω2F )cyc, in F ⊗ F, we have
iθıξω = −(iξıθω)
⋄, ∀θ, ξ ∈ DerF.
(ii) For any α ∈ (Ω1F )cyc such that dα = 0 holds in Ω
2(F |A)cyc, we have
iθ(dıξα) = (iξ(dıθα))
⋄ holds in A⊗A, ∀ξ, θ ∈ Der(F |A).
Proof. To prove (i), we may assume ω = αβ for some α, β ∈ Ω1F . We compute
iθıξ(αβ) = ıθ
(
i′′ξα·β ·i
′
ξα− i
′′
ξβ ·α·i
′
ξβ
)
= i′′ξα·i
′
θβ ⊗ i
′′
θβ ·i
′
ξα− i
′′
ξβ ·i
′
θα ⊗ i
′′
θα·i
′
ξβ.
Exchanging the roles of θ and ξ and comparing the summands in the resulting expressions
yields the required identity.
To prove part (ii), write Lξ = d ◦ ıξ + ıξ ◦d for reduced Lie derivative introduced in
[CBEG]. We use formula [VdB4, (A.6)] which says that, for any θ, ξ ∈ DerF , there exist
certain elements ν ⊗ t ∈ (DerF )⊗ F and s⊗ σ ∈ F ⊗ (DerF ) such that one has
iθLξα− (Lξıθα)
⋄ = ıνα⊗ t+ s⊗ ıσα, ∀α ∈ (Ω
1F )cyc. (8.1.7)
(Van den Bergh used the notation {{θ, ξ}}′l⊗{{θ, ξ}}
′′
l for our ν⊗t, resp. {{θ, ξ}}
′
r⊗{{θ, ξ}}
′′
r
for our s⊗ σ, where {{θ, ξ}} stands for the double bracket introduced in [VdB4]).
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Let I = Im ıα, a two-sided ideal in F . By definition, we have ıνα, ıσα ∈ I. Therefore,
the left hand side of (8.1.7) vanishes modulo I⊗F+F ⊗I. Hence, using Cartan’s formula,
in A⊗A = (F ⊗ F )/(I ⊗ F + F ⊗ I), we find
iθ(dıξα)− (iξ(dıθα))
⋄ =
(
iθLξα− (Lξıθα)
⋄
)
−
(
iθıξdα− (diξıθα)
⋄
)
=− iθıξdα+ (diξıθα)
⋄. (8.1.8)
Since α is a 1-form, we have iξıθα = 0, so the second term in the last line of (8.1.8)
vanishes. Also, since dα = 0 in Ω2(F |A)cyc, one can write dα as a sum of terms of the
form f dx dy, where f ∈ I and x, y ∈ F . Thus, the 1-form ıξdα is a sum of the following
expressions:
ıξ(f dx dy) = ξ
′′(x) dy ·f ·ξ′(x)− ξ′′(y)·f dx·ξ′(y) ∈ (Ω1F )·I + I ·(Ω1F ).
We deduce that iθıξ(f dx dy) vanishes modulo I ⊗ F + F ⊗ I. So, the term iθıξdα in the
last line of (8.1.8) vanishes as well, and we are done. 
Proof of Proposition 8.1.3. First of all, equation (8.1.5) follows from Proposition 8.1.6(ii).
Next, it is immediate from definitions that the pairing (8.1.2) descends to a pairing
Der(F |A) × DerF → A ⊗ A. Part (i) of Proposition 8.1.3 now follows by the symmetry,
due to (8.1.5).
To prove (ii), consider the morphism (dı)∨ : Der(F |A) → Der(F |A)∨, ξ 7→ (dı)∨(ξ).
From the definition of a dual morphism one finds that the element (dı)∨(ξ) is given by the
map
(dı)∨(ξ) : Der(F |A)→ A⊗A, θ 7→ H(ξ, θ).
Therefore the equation (dı)∨ = dı is equivalent to the symmetry property (8.1.5). We
remark that the flip involved in (8.1.5) does not contradict the equation (dı)∨ = dı. The
appearence of that flip is due to the fact that the bimodule structure on double derivations
is induced by the inner bimodule structure on A ⊗ A; to compare the inner and outer
structurs, one has to use the flip A
in
⊗ A ∼→A
out
⊗ A, a⊗ b 7→ b⊗a, which is an isomorphism
of A-bimodules. 
Remark 8.1.9. The symmetry property (8.1.5) implies, in particular, that for any ξ ∈
Der(F |A), the map H(ξ,−) : Der(F |A)→ A⊗A, θ 7→ H(ξ, θ) is an A-bimodule map, i.e.,
one has
H(ξ, a·θ ·b) = a·H(ξ, θ)·b, ∀ξ, θ ∈ Der(F |A), a, b ∈ A.
Remark 8.1.10. Similarly to Lemma 3.7.1(ii), one proves that, for a smooth algebra F , the
assignment β 7→ ıβ yields a bijection
Ω2(F |A)cyc
∼→{f ∈ HomA-bimod
(
Der(F |A), Ω1(F |A)
) ∣∣ f = f∨}.
8.2. From now on, we fix a smooth algebra F , a 1-form α ∈ (Ω1F )cyc, and put A :=
F/ Im ıα. The goal of this section is to prove the following result.
Theorem 8.2.1. (i) Assume that in (Ω2(F |A))cyc one has dα = 0. Then, there is a
canonical exact sequence of A-bimodules
0→ DerA
j
−→ Der(F |A)
d ◦ ı
−→ Ω1(F |A)
p
−→ Ω1A→ 0. (8.2.2)
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(ii) Assume, in addition, that ıδα ∈ (Im ı
α)2. Then (8.2.2) gives rise to the following
exact sequence of A-bimodules
0→ H1(A,A⊗A)
j
−→ H1(F,A⊗A)
d ◦ ı
−→ H1(F,A ⊗A)
p
−→ H1(A,A ⊗A)→ 0.
Proof. We recall that, for a smooth algebra F , both Der(F |A) and Der(F |A) are finitely
generated projective A-bimodules. Furthermore, there are canonical A-bimodule isomor-
phisms
Der(F,A⊗A) ∼= A⊗F DerF ⊗F A = Der(F |A) and (8.2.3)
(Der(F |A))∨ ∼= A⊗F (DerF )
∨ ⊗F A = Ω
1(F |A). (8.2.4)
Next, we put I := Im ıα . One has an obvious identification
Der(A,A ⊗A) ∼= {θ ∈ Der(F,A⊗A)
∣∣ θ|I = 0}. (8.2.5)
Thus, using (8.2.3) and (5.1.4), we obtain a chain of A-bimodule maps
0→ Der(A,A ⊗A)
j
→ Der(F,A⊗A) = Der(F |A)
d ◦ ıα
−→ Ω1(F |A)
pF |A
−→ Ω1A→ 0,
where the map j on the left is the natural imbedding. We let the chain above be the
sequence (8.2.2) in part (i) of the Theorem.
Step 1. We prove that the chain of maps in (8.2.2) is an exact sequence.
Injectivity of the map j is clear from (8.2.5). Further, the short exact sequence (1.6.3)
yields the surjectivity of the last map p and it also implies that the sequence (8.2.2) is
exact at the term Ω1(F |A).
It remains to prove the exactness of (8.2.2) at the term Der(F |A). To this end, observe
first that an element ξ ∈ Der(F |A) belongs to the image of the imbedding j in (8.2.2) if and
only if we have ξ|I = 0. Hence, using Proposition 8.1.3(i) and the definition of the ideal
I we see that ξ|I = 0 holds if and only if, for all θ ∈ Der(F,A ⊗ A), we have ξ(ıθα) = 0.
We can rewrite this, in terms of the pairing (8.1.4), as an equation H(ξ,−) = 0.
Further, we have seen in the course of the proof of Proposition 8.1.3(ii), that the map
ξ 7→ H(ξ,−) may be identified with the map (d ◦ ı)∨. Moreover, since (d ◦ ı)∨ = d ◦ ı, we
conclude
H(ξ,−) = 0 ⇔ (d ◦ ı)∨(ξ) = 0 ⇔ d ◦ ı(ξ) = 0.
Thus, we have proved that image(j) = ker(d ◦ ı), and part (i) of the theorem follows.
Step 2. Given an algebra B writeMcyc :=M/[B,M ] =M ⊗BeB for the commutator
quotient space of a B-bimodule M . Further, let Ω1(B,M) := M ⊗B Ω
1B. This is a B-
bimodule whose elements are sums of the form mdb, where m ∈ M, b ∈ B. We form the
commutator quotient
Ω1(B,M)cyc := (M ⊗B Ω
1B)cyc =M ⊗Be Ω
1B.
For any θ ∈ DerB, there is a natural reduced contraction map
ıMθ : Ω
1(B,M)cyc −→ M, mdf 7→ θ
′′(f)·m·θ′(f), ∀m ∈M,f ∈ B.
In particular, for any 1-form mdf ∈ Ω1(B,M)cyc, we get ı
M
δ
(mdf) = [m, f ] ∈M .
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According to [CQ], [Gi3], for any B-bimodule M , there is a natural vector space iso-
morphism
H1(B,M) ∼= {λ ∈ Ω
1(B,M)cyc
∣∣ ıMδ λ = 0}. (8.2.6)
Now, let an algebra A be a quotient of B. In the special case M := A ⊗ A, there are
natural bijections
Ω1(B,A⊗A)cyc = (A⊗A)⊗Be Ω
1B = A⊗B Ω
1B ⊗B A = Ω
1(B|A).
Furthermore, we have the following equality of two contraction maps
ıA⊗Aθ = (iθ)
⋄ : Ω1(B|A) = A⊗B Ω
1 ⊗B A −→ A⊗A.
Thus, we deduce a canonical isomorphism
H1(B,A⊗A) ∼= {λ ∈ Ω
1(B|A)
∣∣ iδλ = 0}. (8.2.7)
Step 3. We now return to our setting and let B be either the algebra F or its quotient
A = F/ Im ıα.
We claim that any element contained in the image of the map d ◦ ıα, in (8.2.2), is
annihilated by iδ. To see this, we use the symmetry property from Proposition 8.1.6(ii).
Thus, for any θ ∈ Der(F |A), we get iδdıθα = (iθdıδα)
⋄ = 0, since ıδα = 0.
Using (8.2.7), we conclude that the map dı : Der(F,A ⊗ A) → Ω1(F |A) may be inter-
preted as a map
dı : Der(F,A⊗A)→ {λ ∈ Ω1(F |A)
∣∣ iδλ = 0} = H1(F,A⊗A).
Similarly, we apply (8.2.7) for B := A and use the following commutativity diagram
Ω1(F |A)
p
//
ıδ
%%K
KK
KK
KK
KK
K
Ω1A
ıδ
{{vv
vv
vv
vv
v
A⊗A
(8.2.8)
We see that the map p in (8.2.2) descends to a map p : H1(F,A ⊗A)→ H1(A,A⊗ A) =
{λ ∈ Ω1A
∣∣ iδλ = 0}.
Step 4. The map j in (8.2.2) clearly takes inner derivations to inner derivations,
specifically, we have j(Inn(A,A⊗A)) = Inn(F,A⊗A). Therefore, the imbedding j descends
to an injective map j : H1(A,A⊗A) →֒ H1(F,A⊗A). Furthermore, since Inn(F,A⊗A)
is contained in the image of j, by Step 1 we conclude that inner derivations are killed by
the map dı. Thus, the map dı descends to a map dı : H1(F,A⊗A)→ H1(F,A⊗A).
Thus, the sequence of maps in (8.2.2) gives rise to a complex of A-bimodules, as in the
statement of part (ii) of the Theorem.
It remains to show that the constructed complex is an exact sequence. Injectivity of
the map j has been already mentioned above. Surjectivity of the map p in our complex
follows from the surjectivity of the map p in (8.2.2) and commutativity of diagram (8.2.8).
Finally, the exactness at the terms H1(F,A⊗A) and H1(F,A⊗A) is immediate, in view
of isomorphism (8.2.7), from the exactness of (8.2.2) at the corresponding terms. 
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9. Some homological algebra
9.1. Bimodule resolutions of CY algebras. Throughout this section, we fix an R-
algebra A and write Ext
q
= Ext
q
A-Bimod, Hom = HomA-Bimod, etc. We begin with a stan-
dard
Lemma 9.1.1. Let A be a coherent, finitely presented R-algebra of finite Hochschild di-
mension n+ 2. Then, A is friendly, and we have
(i) Any finitely presented A-bimodule has a bounded resolution by finitely generated
projective A-bimodules.
(ii) Assume that A := F/I, where F is a smooth, finitely generated R-algebra, and
I ⊂ F is a two-sided finitely generated ideal.
Then the algebra A, viewed as an A-bimodule, has a resolution of the form
P : 0 −→ Pn+1 −→ Pn
dn−→ . . .
d2−→ P1
d1−→ P0
d0−→ A⊗R A (
mult
։ A), (9.1.2)
where P0 = Ω
1
R(F |A), and Pr, r = 1, . . . , n + 1, are finitely generated projective A-
bimodules.
Proof. Observe first that since A is a finitely generated algebra, Ω1RA is a finitely generated
A-bimodule. Therefore, there exists a cover P0 ։ Ω
1
RA, by a finite rank free A-bimodule
P0. Hence, we see that the multiplication map provides a projective presentation P0 →
A⊗R A։ A. If A = F/I, as in part (ii) of the lemma, then the map Ω
1
R(F |A)→ Ω
1
RA is
surjective and, moreover, Ω1R(F |A) is a finitely generated projective A-bimodule, so one
can take P0 := Ω
1
R(F |A).
Further, since A is coherent, the kernel of the map P0 → A⊗RA is a finitely generated.
Hence, there exists a finite rank free A-bimodule P1 and an exact sequence P1 → P0 →
A⊗RA. Continuing in this fashion, one obtains a resolution of the form (9.1.2), where Pi
is a finite rank free A-bimodule for all i = 0, . . . , n, and where Pn+1 := ker dn, is a finitely
generated A-bimodule.
Now, using standard long exact sequences of Ext-groups, we deduce
Ext1(Pn+1, N) = Ext
n+3(A,N) = 0, ∀N ∈ A-Bimod,
where the equality on the right is due to the bound on the Hochschild dimension of A. It
follows that Pn+1 is a projective A-bimodule. Thus, (9.1.2) yields a length n resolution of
A by projective finitely generated A-bimodules.
Since A is free as either right or left A-module, the resolution in (9.1.2) gives a split
exact sequence of either right or left A-modules. Hence, tensoring with an A-bimodule M
yields an exact sequence . . .→ P1⊗AM → P0⊗AM → A⊗RM ։M. Each term Pi⊗AM
is a direct summand of a direct sum of free left A-modules of the form A⊗M , hence it is
projective as a left A-module. Similarly, we tensor the resulting exact sequence above with
our resolution of A, viewed now as a split exact sequence of left A-modules. This way we
obtain a bicomplex with terms of the form Pi⊗AM⊗APj . The total complex associated to
this bicomplex provides a bounded resolution of M by projective A-bimodules. It follows
that there exists an integer m = m(M)≫ 0 such that
Extm+1(M,N) = 0, ∀N ∈ A-Bimod. (9.1.3)
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It remains to show that, if M is a finitely presented A-bimodule, then one can find a
bounded resolution of M by finitely generated projective A-bimodules. To do this, start
with a presentation P1 → P0 ։M, by finite rank free A-bimodules. Then, use coherence
of A and proceed as at the beginning of the proof to obtain a resolution Q q of M by
finitely generated projective A-bimodules. Now, the vanishing in (9.1.3) implies that the
kernel of the map Qm → Qm−1, in that resolution, is projective, and we are done. 
Lemma 9.1.4. Let A be a friendly Calabi-Yau algebra of dimension n+ 2. Then,
(i) A volume π on A induces an isomorphism πR : AR ∼→ Extn+2(A, (A ⊗A)R);
(ii) There exists a resolution of A by finitely generated, projective A-bimodules P :
0→ (A⊗A)R
j
// Pn
dn // Pn−1
dn−1
// . . . d2 // P1
d1 // P0
d0 // A⊗R A
mult // // A
such that the class of this exact sequence represents the class πR(1).
(iii) The image of j∨ : P∨n → ((A⊗A)
R)∨ = A⊗R A, the dual of the imbedding j in the
above resolution, equals j∨(P∨n ) = Ω
1
RA ⊂ A⊗R A.
(iv) If A = F/I, as in Lemma 9.1.1(ii), then the resolution yields an exact sequence
0→ (A⊗A)R
j
// Pn
dn // Pn−1
dn−1
// . . . d2 // P1
p
// I/I2 // 0.
Proof. Part (i) is clear. An A-bimodule isomorphism A ∼→ Extn+2A-Bimod(A,A ⊗A) restricts
to an isomorphism AR ∼→ Extn+2A-Bimod(A, (A⊗A)
R). This proves (i).
To prove (ii), we start with a resolution of the form, cf. (9.1.2),
0→ K −→ Pn
dn−→ . . . P2
d2−→ P1
d1−→ A⊗R A (
ε
։ A), (9.1.5)
where Pi is a finite rank free A-bimodule for all i = 1, . . . , n− 1, and where K := Ker dn.
For any object X, using standard long exact sequences of Ext-groups one finds that
there are canonical isomorphisms
Exti(K,X) ∼→ Exti+n(Ω1RA,X)
∼→ Exti+n+1(A,X), ∀i ≥ 1, and (9.1.6)
a surjection Hom(K,X)։ Extn(Ω1RA,X) = Ext
n+1(A,X), for i = 0.
Thus, we may identify the element πR(1) ∈ Extn+2(A, (A ⊗ A)R), with a class in
Ext1(K, (A ⊗A)R), that is, with an extension
π˜R : 0→ (A⊗A)R
j
−→ N
v
−→ K −→ 0. (9.1.7)
Splicing this extension with (9.1.5) yields an extension as in the displayed formula in
part (ii) of the Lemma that, by construction, represents the class of the image of 1 ∈ AR
under the isomorphism AR ∼→ Extn+2A-Bimod(A, (A ⊗ A)
R). Furthermore, all the terms Pi,
except possibly Pn are finitely generated projective A-bimodules.
Let P˜ be the push-out of P via the imbedding (A⊗A)R →֒ A⊗A. Since (A⊗A)R is a
direct summand in A⊗A, the latter imbedding is split. Therefore, P is a direct summand
of P˜, and the end of the exact sequence P˜ gives an extension π˜ : A⊗A →֒ N˜ ։ K˜, such
that (9.1.7) is its direct summand.
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For any object X, we have the corresponding long exact sequence of Ext-groups
Hom(N˜ ,X)
ej
→ Hom(A⊗A,X)
e∂
→ Ext1(K˜,X)
v
→ Ext1(N˜ ,X)→ Ext1(A⊗A,X) = 0,
(9.1.8)
where ∂˜ is the connecting homomorphism. We notice that all the above maps are mor-
phisms of A-bimodules with respect to the bimodule structure induced by the inner bi-
module structure on A⊗A.
For X = A ⊗ A, the boundary map ∂ in (9.1.8) is a map ∂˜ : Hom(A ⊗ A,A ⊗ A) →
Ext1(K,A ⊗ A). It is known that one has ∂˜(Id) = π˜. Therefore, by definition of π˜, the
composite map
m : A⊗A ∼→ Hom(A⊗A,A⊗A)
e∂
−→ Ext1(K˜,A⊗A) ∼→ Ext3(A,A ⊗A) ∼→A,
is such that m(1⊗ 1) = 1. The map m being an A-bimodule morphism, for any a, b ∈ A,
we deduce m(a ⊗ b) = m(a · (1 ⊗ 1) · b) = a · m(1 ⊗ 1) · b = a · b. Thus, m is nothing
but the multiplication map and we get Ker(∂˜) = Ker(m) = Ω1A. Similarly, restricting
everything to the direct summand (A⊗A)R ⊂ A⊗A, we obtain from ∂˜ a similar connecting
homomorphism ∂, and we deduce similarly that image(j∨) = Ker(∂) = Ω1RA.
Next we observe that the map m above is clearly surjective. We deduce that the
connecting homomorphism ∂˜ in (9.1.8) is surjective as well. Hence, it follows from that
exact sequence that Ext1(N˜ ,A⊗A) = 0. This implies that for any projective A-bimodule
P we have Ext1(N˜ , P ) = 0.
We know that N˜ has a finite projective resolution, by Lemma 9.1.1. Now, a routine
induction on the length of projective resolution shows that the vanishing of Ext1(N˜ , P ) = 0
for all projective modules P implies that N˜ is itself projective. Therefore, N = Pn, being
a direct summand of N˜ , is projective as well. This completes the proof of parts (ii), (iii).
Part (iv) follows from Lemma 9.1.1(ii), and the cotangent sequence (1.6.3). 
Theorem 9.1.9. Let A be a Calabi-Yau R-algebra of dimension d ≥ 2 and let π ∈
Extd(A,A⊗A) be a volume element. Then,
(i) There exists a commutative diagram of the form
P :
f

P∨ :
0 // (A⊗A)R
fd

dd // Pd−1
dd−1
//
fd−1

. . . d2 // P1
d1 //
f1

P0
f0

// // A
0 // P∨0
d∨1 // P∨1
d∨2 // . . .
d∨d−1
// P∨d−1
d∨d // A⊗R A // // A,
(9.1.10)
such that each of the rows in (9.1.10) has the following properties:
• it is a resolution of A by finitely generated projective A-bimodules, and
• it represents the class π.
(ii) If, in addition, A is friendly then one may choose P above so that P0 = A ⊗R A.
Furthermore, one can construct a selfdual diagram f : P → P∨, i.e., such that we have
70
f∨i = fd−i, ∀i = 0, 1, . . . , d; so, diagram (9.1.10) reads
0 // (A⊗A)R
Id
dd // Pd−1
dd−1
//
fd−1

. . . d2 // P1
d1 //
f1

A⊗R A
Id
mult // // A
0 // (A⊗A)R
d∨1 // P∨1
d∨2 // . . .
d∨d−1
// P∨d−1
d∨d // A⊗R A
mult // // A,
(9.1.11)
Proof of part (i). Choose a resolution by finitely generated projective A-bimodules
P : 0→ Pd+1 → Pd → . . .→ P1 → P0 → A→ 0.
Arguing as in the proof of Lemma 9.1.1, we may insure that Pd+1 = A ⊗ A. (the
argument does not depend on the assumption that A be coherent). One may use the
resolution P to compute Ext
q
(A,A ⊗ A). Thus, we form the dual sequence P∨. Using
that Exti(A,A ⊗ A) = 0 for all i < d we deduce the exact sequence in the bottom row
of diagram (9.1.10). The argument in the proof of Lemma 9.1.4(iii) shows that the latter
exact sequence represents the class π as well.
By abstract nonsense, there exists a morphism f : P→ P∨ between the two resolutions
above. We refer to [Bo] for more details.
The proof of part (ii) of the theorem in the special case of CY algebras of dimension
d = 3 will be given in the next section. The proof of the case d > 3 is similar and will be
omited. 
9.2. Proof of Theorem 9.1.9(ii) for CY algebras of dimension 3. From now on,
we let A be a friendly algebra that satisfies condition (3.2.5) for d = 3, and π is a volume
element. To simplify the notation, we assume our ground ring to be R = C.
Diagram (9.1.11) will be constructed by splicing together two shorter diagrams, dual to
each other, along the self-dual morphism g = g∨, as depicted below
0 // A⊗A
j
//
Id
N
v // //
f∨

K
g=g∨


 u // M
f

p
// // Ω1A //
Id
0
0 // A⊗A
p∨
// M∨
u∨ // // K∨

 v∨ // N∨
j∨
// Ω1A // 0.
(9.2.1)
Here, M and N are finitely generated, projective A-bimodules, and each row is composed
by two short exact sequences. Furthermore, the vertical morphism g = g∨ in (9.2.1) is
selfadjoint, and splicing along this morphism yields a diagram whose rows represent the
class π, each.
To begin, choose a finitely generated projective cover of M ։ Ω1A. Thus, there is an
A-bimodule extension
0→ K
u
−→ M
p
−→ Ω1A→ 0. (9.2.2)
Apply the functor (−)∨ to the short exact sequence (9.1.7). Using that image(j∨) =
Ω1A ⊂ A⊗A by Lemma 9.1.4(iii), we obtain a short exact sequence
0→ K∨
v∨
−−−−−→ N∨
j∨
−−−−−→ Ω1A −→ 0. (9.2.3)
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Lemma 9.2.4. There exists a commutative diagram
0 // K
g


 u // M
f

p
// // Ω1A //
Id
0
0 // K∨

 v∨ // N∨
j∨
// // Ω1A // 0.
such that the map g is selfdual, i.e., we have g∨ = g.
Proof. Similarly to what we have done above the statement of the Lemma, we apply the
functor (−)∨ to (9.2.2). We get an exact sequence
0→ (Ω1A)∨
p∨
−→ M∨
u∨
−→ K∨ −→ Ext1(Ω1A,A⊗A) = Ext2(A,A⊗A) = 0.
Observe that since Ext0(A,A⊗A) = Ext1(A,A⊗A) = 0, we have a canonical isomorphism
A⊗A
ad
∼→ DerA = (Ω1A)∨. Therefore, the sequence above reads
0 −→ A⊗A
p∨ ◦ ad
−−−−−→ M∨
u∨
−−−−−→ K∨ −→ 0. (9.2.5)
Next, we splice together short exact sequences (9.1.7), (9.2.2), and the fundamental
short exact sequence Ω1A →֒ A⊗A։ A. We obtain the following complex
0→ A⊗A
j
−→ N
d
−→ M
p
−→ A⊗A→ 0, (9.2.6)
where d = v ◦u. This complex provides a projective A-bimodule resolution of A.
Dually, we splice together short exact sequences (9.2.5) and (9.2.3) to obtain another
projective resolution of A, which is dual to the first one
0→ A⊗A
p∨
−→ M∨
d∨
−→ N∨
j∨
−→ A⊗A→ 0.
Thus, there exists a morphism between the two resolutions, that is one has the following
commutative diagram of long exact sequences
0 // A⊗A
j
//
h

N
v // //
f1

K
g


 u // M
f

p
// // Ω1A //
Id
0
0 // A⊗A
p∨
// M∨
u∨ // // K∨

 v∨ // N∨
j∨
// // Ω1A // 0.
(9.2.7)
It is immeadiate from commutativity of the diagram that the map f takes K to K∨,
hence, restricts to a map g : K → K∨. Observe also that the vertical morphism h on the
left of the diagram is given by multiplication, via the inner bimodule structure on A⊗A,
by some element z =
∑
z′ ⊗ z′′ ∈ A⊗A.
Clearly, one may compute Ext3(A,A⊗A) by applying Hom(−, A⊗A) to any of the two
resolutions in the diagram above. The resulting self-map on Ext3(A,A⊗A) ∼= A induced
by the vertical morphism between the resolutions is a map A→ A given by multiplication
by the element
∑
z′ · z′′ ∈ A. On the other hand, this endomorphism of Ext3(A,A ⊗ A)
must be equal to the identity. Thus, we conclude that
∑
z′ · z′′ = 1.
Next, consider the connecting homomorphism ∂
Hom(K,M∨)
u∨
−→ Hom(K,K∨)
∂
−→ Ext1(K,A ⊗A) = A, (9.2.8)
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arising from the the short exact sequence A⊗A →֒ M∨
p∨
։ K∨. We would like to compute
the elements ∂(g) and ∂(g∨).
To compute ∂(g), we use the diagram
0 // A⊗A
j
//
h

N
v //
f1

K //
g

0
0 // A⊗A
p∨
// M∨
u∨ // K∨ // 0.
The top row of this diagram is a projective resolution of K. We deduce Ext1(K,A ⊗A)
= Hom(A ⊗ A,A ⊗ A)/Hom(N,A ⊗ A) = (A ⊗ A)/N∨. With this identification, the
isomorphism Ext1(K,A ⊗ A) ∼= A goes to the isomorphism (A ⊗ A)/N∨
∼→A induced by
the map j∨, see (9.2.7). Furthermore, the class ∂(g) ∈ Ext1(K,A⊗A) corresponds, under
the identification, to the projection to (A⊗A)/N∨ of the element h ∈ Hom(A⊗A,A⊗A).
Thus, in (A⊗A)/N∨ ∼= A, we have ∂(g) = h =
∑
z′ · z′′ = 1.
Next, we compute ∂(g∨). To this end, we dualize the right part of diagram (9.2.7) and
obtain a commutative diagram
0 // A⊗A
j
//
Id
N
v //
f∨

K
g∨

// 0
0 // A⊗A
p∨
// M∨
u∨ // K // 0.
We deduce as before that, in (A⊗A)/N∨ ∼= A, we have ∂(g∨) = Id = 1.
Thus, we have shown that ∂(g) = 1 = ∂(g∨). Hence, we deduce from (9.2.8) that there
exists a morphism r : K →M∨ such that u∨ ◦ r = g∨ − g. We have (u∨ ◦ r)∨ = (g∨ − g) =
−(g∨ − g) = −(u∨ ◦ r). Therefore, we find
(g +
1
2
u∨ ◦r)∨ − (g +
1
2
u∨ ◦r) = g∨ − g +
1
2
(u∨ ◦r)∨ −
1
2
(u∨ ◦r)
= g∨ − g − (u∨ ◦ r) = g∨ − g − (g∨ − g) = 0.
Replacing g by g′ = g + 12u
∨
◦r does not affect commutativity of the diagram in the
statement of the Lemma, and the result follows. 
9.3. Proof of Theorem 3.4.3. To prove the equation stated in part (i) of Theorem 3.4.3,
choose a resolution P, as in Proposition 9.1.9(i). The Hochschild cohomology algebra,
H
q
(A,A), may be computed as the cohomology of the DG algebra (EndP, ad d), where
we put EndP :=
⊕
r∈Z HomA-Bimod(P,P[r]) and where d : P→ P[1] denotes the differential
in P. The cup product on H
q
(A,A) is known to be induced by the natural composition-
product EndP⊗ EndP→ EndP in the DG algebra EndP.
Similarly, H q(A,A) may be computed by means of the complex (P ⊗A P, d), and the
contraction-action of the algebra H
q
(A,A) on H q(A,A) is known to be induced by the
natural pairing
(P⊗A P)⊗ EndP→ (P⊗A P), (p
′ ⊗ p′′, f) 7→ p′ ⊗ f(p′′). (9.3.1)
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The morphism f : P→ P∨, see (9.1.10), yields quasi-isomorphisms of complexes
P⊗A P ∼= P
∨ ⊗A P ∼= EndP.
Using this, one may reinterpret (9.3.1) as a pairing EndP ⊗ EndP → EndP. The latter
map is nothing but the composition map, and the statement of Theorem 3.4.3(i) follows.
To prove part (ii) of the theorem, we recall that for any η ∈ Hp(A,A) one can define a
Lie derivative operation Lη : Hj(A,A) → Hj−p+1(A,A), cf. eg. [TT]. The Lie derivative
and contraction operators satisfy all the standard identities well-known from differential
geometry. In particular, for any ξ, η ∈ H
q
(A,A), one has i[ξ,η] = [Lξ, iη], where [−,−]
always stands for the super-commutator. Further, according to [Re], one has the following
analogue of the Cartan identity Lη := [B, iη ]. Using this identity and the fact that iξiη =
iξ∪η, one can rewrite the equation above in the form
i[ξ,η] = Lξiη − iηLξ
(
∀ξ, η ∈ H
q
(A,A)
)
= iξBiη + Biξiη − iηBiξ − Biηiξ (9.3.2)
= iξBiη − iηBiξ + Biξ∪η − iξ∪ηB.
Now, let c ∈ Hd(A,A) be the image of 1 ∈ H
0(A,A) under the isomorphism D−1 :
H0(A,A) ∼→Hd(A,A), cf. (3.4.1). We apply the operation on each side of (9.3.2) to the
element c. Further, applying the isomorphism D to the resulting equation, we get
D(i[ξ,η]c) = D(iξBiηc)− D(iηBiξc) + D(Biξ∪ηc)− D(iξ∪ηBc). (9.3.3)
Next, we use the definition of the operator ∆ and the statement of part (i) of the
theorem to rewrite (9.3.3) as follows
[ξ, η] ∪ D(c) = ξ ∪∆(η ∪ D(c))− η ∪∆(ξ ∪D(c)) + ∆(ξ ∪ η ∪ D(c))− ξ ∪ η ∪∆(D(c)).
But we have D(c) = 1 and, clearly, ∆(1) = 0. Thus, the rightmost summand in this
formula vanishes and we see that the above equation becomes the identity from part (ii)
of the theorem. 
Remark 9.3.4. The proof above applies without change to yield the standard BV identity
in Λ
q
T (X) for a Calabi-Yau manifold X, cf. Example 3.2.1. In that case, one can of
course apply the statement of Theorem 3.4.3 directly, as well.
9.4. Proof of Proposition 3.7.7. Let R be a finite dimensional semisimple algebra and
(D =
⊕
r≥0Dr, d) a DG R-algebra.
Definition 9.4.1. We call a left DG D-module d-projective if it can be obtained from
D, viewed as a rank 1 free left DG D-module, by repeated application of the following
operations
• Taking arbitrary direct sums of DG modules;
• Taking DG direct summands;
• Degree shifts M 7→M [k], for any k ∈ Z.
The following result is clear
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Lemma 9.4.2. Let M be a d-projective left DG D-module. Then,
(i) For any quasi-isomorphism f : N
qis
−→ N ′ of right DG D-modules, the induced
map f ⊗ IdM : N ⊗D M
qis
−→ N ′ ⊗D M is a quasi-isomorphism.
(ii) Any morphism g : M ′ → M, of left DG D-modules, that induces an isomorphism
on cohomology has a quasi-inverse h :M →M ′, a morphism of DG D-modules such that
the maps g ◦h and h ◦ g are both homotopic to the identity. 
Let B be an R-algebra. Given 0→ Pn → Pn−1 . . .→ P0 → B → 0, a bounded complex
of B-bimodules, let P =
⊕
r≥0 Pr. This is a DG bimodule with an obvious grading and
differential. The tensor algebra, D := TBP, acquires a DG algebra structure, with the
grading D =
⊕
r≥0Di and differential d : D q → D q−1, both being induced from P. Let
D+ :=
⊕
r>0Dr denote the augmentation ideal of D, and put I = d(D1), a two-sided in
D0 = B. The sum I +D+ is clearly a graded d-stable two-sided ideal in the algebra D.
Observe also that any power of a d-stable two-sided ideal in D is again a d-stable
two-sided ideal.
Lemma 9.4.3. Assume that B is a smooth algebra and that Pr is a finitely generated
projective B-bimodule for any r = 0, . . . , n.
Then, the two-sided ideal (I+D+)
m is a d-projective left DG D-module, for any m ≥ 1.
The proof of the lemma is based on the fact that, for a smooth algebra B, any B-
submodule of a projective left B-module is projective. In particular, Im is a projective
left B-module, for any m ≥ 1.
Now, fix m ≥ 1 and put J := (I + D+)
m. One proves that J/D+ · J is a projective
graded B-bimodule. Furthermore, one constructs an isomorphism D ⊗B (J/D+ · J)
∼→J,
of left DG D-modules. We leave details to the reader. ♦
Proof of Proposition 3.7.7. To prove the implication (i) ⇒ (ii), we consider a natural
commutative diagram
Ω1RD
p⊗Id⊗p
uujjj
jjj
jjj
jjj
jjj
jjj
p⊗p
((QQ
QQQ
QQQ
QQQ
QQQ
Q
A⊗R Ω
1
RD⊗R A Ω
1
R(D|A)
pD|A
// Ω1RA.
(9.4.4)
Here, we view Ω1RA as a DG vector space with zero differential, so the maps in (9.4.4) are
morphisms of DG vector space. We claim that all these morphisms are quasi-isomorphisms.
In (9.4.4), the map p⊗p acts as u dv 7→ p(u) dp(v), where we identify the space of 1-forms
with a tensor product via the canonical isomorphisms D⊗R (D/R)
∼→Ω1RD, u⊗ v 7→ u dv,
resp. A ⊗R (A/R)
∼→Ω1RA. We know that d(R) = 0 and that d(D) ∩ R = 0, by our
assumptions. Since R is a semisimple finite dimensional algebra, we may use the Ku¨nneth
formula to conclude that the map p⊗ p is a quasi-isomorphism.
To prove that the map p ⊗ Id⊗ p in diagram (9.4.4) is a quasi-isomorphism, we apply
Lemma 9.4.2(i) to the algebra D := De, cf. Notation 3.7.5. We view M := Ω1RD as a
left DG D-module. This DG module is d-projective since D is a smooth DG algebra, by
assumption. Applying Lemma 9.4.2 to the quasi-isomorphism f = p ⊗ pop : De
qis
−→ Ae,
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yields a quasi-isomorphism
Ω1RD = D ⊗D Ω
1
RD = D
e ⊗D Ω
1
RD
qis
−→ Ae ⊗D Ω
1
RD = Ω
1
R(D|A).
The composite above is the map p⊗ Id⊗ p in (9.4.4).
Thus, we have shown that the maps p⊗ p and p⊗ Id⊗ p are both quasi-isomorphisms.
We conclude by commutativity of (9.4.4) that the third map, pD|A, is a quasi-isomorphism
as well. We may express this by saying that the DG module Cone(pD|A), the cone of the
DG morphism Ω1R(D|A)→ Ω
1
RA, is acyclic.
We now prove the implication (ii) ⇒ (i). To this end, let I := I +
⊕
r>0 Dr. Thus,
I ⊂ D is a graded d-stable two-sided ideal, and A = D/I. Therefore, from the cotangent
exact sequence (1.6.3) for the pair I ⊂ D, using the quasi-isomorphism Ω1(D|A)
qis
−→ Ω1A,
we deduce that the complex (I/I2, d) is acyclic.
Let D ⊃ I ⊃ I2 ⊃ . . . , be the I-adic filtration on D. This is a filtration by d-stable
two-sided ideals. Hence, one can form
⊕
q I
q/Iq+1, an associated graded DG algebra, and
there is a standard spectral sequence
E2p,q = Hp(I
q/Iq+1) =⇒ E∞p,q = I
q ·Hp(D)/I
q+1 ·Hp(D).
Recall next that there are two cases in the statement of Proposition 3.7.7. In the first
case the algebra D is assumed to have an additional grading. In the second case each
homogeneous component, Dp, p = 0, 1, . . . , of the algebra D, is assumed to be complete
in I-adic topology. Either of the two assumptions insures that the spectral sequence
above converges. Hence, the vanishing of the E2p,q-terms with p+ q > 0 would imply that
Hp(D) = 0 for all p > 0.
To prove the E2-vanishing we will exploit the idea of the proof of [CQ], Proposition
5.2. Specifically, it follows from Lemma 9.4.3 that Iq is a d-projective left DG D-module,
for each q = 1, 2, . . . . In particular, M = Iq is a flat left D-module. Following [CQ], we
observe that for any flat D-moduleM , the canonical map (I/I2)⊗DM → (I ·M)/(I
2 ·M)
is an isomorphism. Therefore, in our case, we deduce that multiplication in the algebra D
gives an isomorphism (I/I2)⊗D I
q → Iq+1/Iq+2, for any q ≥ 0. Hence, applying Lemma
9.4.2 in the case whereM = Iq and where f : I/I2
qis
−→ 0 is the zero map, we deduce that,
for any q ≥ 1, one has Hp(I
q+1/Iq+2) = Hp
(
(I/I2) ⊗D I
q
)
= 0. It follows that E2p,q = 0
for all p+ q > 0, and we are done. 
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