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The purpose of this monograph is to discuss the following important and 
interesting question: Given two complex n x n matrices A and B, how is the 
distance between the spectrum of A and the spectrum of B related to the 
distance between A and B? Here A and B may be arbitrary matrices or 
belong to some specific class, for example, hermitian matrices. The problem of 
obtaining information about the variation of the eigenvalues of a matrix under 
small perturbations, which is central in perturbation theory, is a special case of 
the question raised above. In this monograph it is not assumed, however, that 
A and B are close to each other. 
There is a large amount of literature on the subJect. In fact, some 
interesting papers have appeared since the publication of this monograph, and 
we shall mention a few of them in this review. The author tries to arrange the 
results in a systematic way. Before describing the contents of the monograph 
we shall establish some definitions and notations. 
Let C$,*. denote the space of n x n complex matrices. A norm Ill * III on 
@ R, n is said to be unitarily invariant (u.i.) if for any A E @“, ” and arbitrary 
n X n unitary matrices U, V, IIIUAV III = Ill Alll. An important example of a u.i. 
norm is the operator norm induced by the 1, norm on C”, which will be 
denoted by 1) * 11. A no th er example of a u.i. norm is the Frobenius norm, 
IIA)).= (trA*A) . ‘/’ Virtually all norms considered in the monograph are u.i. 
Let A, BE@“~“. Throughout we denote the spectra of A and B by 
u(A) = {or,. ..>Q,), a(B) = {PI,.. . , p,} respectively. Let h(a( A), a(B)) 
denote the HausdorR distance between a( A) and u(B). Let 
DA = diag( or. cx2.. . . , a,), DB=diag(P,,p,,...,P,). 
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Given any u.i. norm III * 111, define 
where P ranges over the set of all n x n permutation matrices. Note that 
h(c( A), e( B)), as well as 111(o( A), u( B)bl/i, measures the distance between 
a( A) and u(B). In the important case oft e operator norm 11 * 11 we write also 
d(c(A), a(S)) for ll(c(A,~ u(B,)ll> and call it the optimal matching distance 
(0.m.d.) between a( A) or u(B). We clearly have 
where S, denotes the symmetric group on n letters. 
The o.m.d. between two unordered sets of n-tuples can be defined 
similarly using the right hand side of (1). 
We now summarize the contents of the monograph. It consists of an 
introduction and six chapters: (I) Preliminaries, (2) Singular Values and 
Norms, (3) Spectral Variation of Hermitian Matrices, (4) Spectral Variation of 
Normal Matrices, (5) The General Spectral Variation Problem, (6) Arbitrary 
Perturbation of Constrained Matrices. A list of references and additional notes 
is supplied at the end of each chapter, The reference list at the end of this 
review contains only papers that have appeared since the publication of the 
monograph and are mentioned here. 
Chapter 1 contains results, most of them well known, which are used in 
subsequent chapters. A bound for the o.m.d. of two sets in the plane is 
obtained using the marriage theorem or a modified version of it. The concept 
of majorization between two vectors in W” is defined, and the theorem relating 
it to doubly stochastic matrices is stated. Various properties of tensor products 
conclude this chapter. 
Chapter 2 considers singular values and u.i. norms. It is clear that the two 
concepts are related. Indeed, if Ill * Ill is any u.i. norm, then for and A, III Alll 
depends only on the singular values of A, by the singular value decomposition, 
One of the main results proved here is von Neumann’s theorem which 
establishes a one-to-one correspondence between the class of u.i. norms on 
@“, ” and the family of so-called symmetric gauge functions on W”. This 
chapter states some variational properties of eigenvalues, for example the 
minmax principle for the eigenvalues of a hermitian matrix or the singular 
values of an arbitrary matrix. It also describes various inequalities involving 
singular values. To state a couple of results due to Ky Fan, let sr( A) 2 sa( A) 
2 **. > s,,(A) > 0 denote the singular values of any A E @ n3 n. Then, for any 
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A, BEG”~” and any 1 < k < n, 
The Ky Fan norms are defined, for k = 1,2,. . . , n, by 
Fan showed that, given any A, B E CC”* “, then Ill AM < III BIII for any u.i. norm, 
providedthat IIAIlk~IIBllkfork=1,2,...,n. 
Chapter 3 deals with spectral variation of hermitian matrices. We intro- 
duce some additional notation. Let H, denote the space of all n x n hermi- 
tian matrices. Given A E H,,, let o,rI > otzl > . * . 2 a[,, denote the eigenval- 
ues of A written in descending order, and o(r) < a+) < * * * < acnj denote 
the eigenvalues of A written in ascending order. Let 
Di( A) = diag( aIll afzl,. . . , cqnl) and Dr( A) = diag( acl). ac2), . . . , u(“)). 
The prototype of spectral variation inequalities discussed in this mono- 
graph is a result of H. Weyl, which states that if A, BE H,,, then 
Weyl’s inequality, as well as some of its generalizations discussed in this 
chapter, depends heavily on inequalities relating the eigenvalues of A, B, and 
A + B in case A, BE H,,. Beside (2), one easily obtains an upper bound for 
11 A - B 11, namely 
The main goal of this chapter is to generalize (2) and (3) to arbitrary u.i. 
norms, namely, to show for any A, BE H, and any u.i. norm 
IIPl<A) - WM 4IIA - BIII ~Ill~~<A) - ~T(B)IIl. (4) 
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This result is due to Mirsky and Sunder. The proof of (4) uses majorization and 
is based on the following result, due to Lidskii: Let A, BE H, and let 
a(A+B)= {Y~>YZ,.. . ,yn}. Then, for any 1 Q i, < i, * - * < i, < n, 
k k k 
Lidskii’s theorem can be proved by a variational characterization, due to 
Wielandt, for a sum of a set of eigenvalues of A of the type 
“[i,] + “[iz] + * . * +“[it]. 
The last part of this chapter contains some generalizations of the inequali- 
ties described earlier to a space of matrices which is a real vector space and 
each element of which has real eigenvalues. These results are due to Lax. 
Chapter 4 deals with spectral variation of normal matrices. It is the longest 
and seems to be the central chapter of the monograph. Let N,, denote the set 
of n x n normal matrices, and suppose A, B E N,,. Given any u.i. norm I\\* 111, 
one is interested in evaluating I//( cr( A), u(B)) )I/. The spectral variation prob- 
lem for normal matrices is more complicated, and therefore more interesting, 
than the problem for hermitian matrices. The reason is that, if A, B E H,,, then 
there is a natural pairing between their eigenvalues. Namely, for j = 
n, match a! with @if. Indeed, Chapter 3 implies that if A, BE H,, 
ki?: iii any u.i. nor% 111 - 111. 
II&+++qIII =Ipl(A) - h(qIII 4llA - IJIlL 
There is no longer a natural pairing of eigenvalues in the case A, B E N,,. One 
would like to find good bounds for I)/( u ( A), u ( B)) 111. It is straightforward to 
check that h(u( A), u(B)) is at most 11 A - B 11. We can restate the inequality 
(2) as 
++)@)) 6 IA--BII (5) 
whenever A, BE H,,. A major question is whether (5) holds for A, BEN,. For 
n = 2 the answer is yes, because in this case the Hausdorff distance and the 
o.m.d. between u(A) and u(B) coincide. However, since the completion of 
the monograph a counterexample has been found by Holbrook in case n = 3. 
Sunder showed that (5) holds if one of the matrices A, B is hermitian and the 
other skew hermitian. 
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Let A, BEN,,. We say a (continuous) path y(t) from A to B is a norm& 
path provided that all its points belong to N,,. For example, it can be easily 
seen that the line segment from A to B is a normal path if and only if 
A - B EN,. A key observation due to Bhatia and to Bhatia and Holbrook states 
that, if 7 is a rectifiable normal path from A to B, then 
where lll. ,1(y) denotes the length of y with respect to 1) * 11. In particular, it 
follows from (6) that (5) will hold for any A and B that can be joined by a 
normal path of length 1) A - B I). This turns out to be the case if each of A, B 
is a scalar multiple of a unitary matrix, as was shown by Bhatia and Holbrook. 
In particular, (5) holds if A and B are unitary matrices, a result proved first by 
Bhatia and Davis. Another case when (5) holds is if A - B is normal, because 
the line segment joining A and B is a normal path. 
Bhatia showed, using arguments from differential geometry, that (6) can be 
generalized to any u.i. norm 111.111, namely, if y is a rectifiable normal path 
from A to B, then 
This inequality is used to show that, if A and B are unitary matrices, then for 
any u.i. norm 111 - 111, 
It is also shown that the constant a/2 is best possible if (7) is to hold for all 
u.i. norms. The inequality (7) and the sharpness of s/2 were obtained by 
Bhatia, Davis, and McIntosh. 
The analogue of (5) does hold for the Frobenius norm. So we do have 
Il(c(4. o(B)) tt F Q iI A - Bll F’ Th is is the well-known theorem due to Hoffman 
and Wielandt. Since (5) does not hold in general, it is natural to ask whether 
there exists a universal constant c such that, for any two normal matrices of 
the same size, 
d(u( A), u(B)) ,< cll A - BII. (8) 
It turns out that the answer is positive, as was proved by Bhatia, Davis, and 
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McIntosh. In fact, they showed 
c<inf llfll,,:f~~1(W2),P(~) l = & for ) t 1 2 1 . 1 2 I 
Here, t = (tr, t2) and f(t) denotes the Fourier transform in R”. The interest- 
ing proof of (8) involves an explicit formula for the (unique) solution Q of the 
matrix equation AQ - QB = S, provided A and B are normal and have 
disjoint spectra. This formula is given in terms of the Fourier transform and is 
used to give an upper bound for 11 Q 11. 
Chapter 5 deals with the spectral variation of arbitrary matrices A and B. 
The general approach is the following: (i) study the variation of the coefficients 
of the characteristic polynomial of a matrix; (ii) study the variation of the roots 
of a polynomial. 
To describe the results of this chapter let 
f(z) = 2” + a,z-1 + -*- +a,, g(z) = 2.” + b&-l + *** +b, 
be two manic polynomials with complex coefficients. Let 
u(f) = {Pl~...l&J. u(g) = {VI> y2,. . ., vn} 
denote their sets of roots, respectively. Let 
6 = 2 max 1 <k<n ( 1 ak 1 1/k, 1 bk 1 Ilk) p 
. . 
8, = 2 1 b, - ak ( p”-k 
k=l 
)1’n, 8,= (&,b~-cZ#n-k)l’“. 
Let 
c, = 
fl if n is even, 
n-l if nisodd. 
Given A, B E Gn7”, let M = max( II All, iI B II). 
A result of Ostrowski states that h(a(f), a(g)), the HausdorfI distance 
between a(f) and a(g), is bounded above by tip, while d(u( f), u(g)), the 
o.m.d. between u(f) and u(g), bounded above by (2n - 1)0,. There seems to 
be an error in the proof of the latter part, but if 0, is replaced by 0, we do get 
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a valid upper bound. This was shown by Elsner, who also proved that 2n - 1 
can be replaced by c,. 
The investigation of the variation of the coefficients of the charactristic 
polynomial of a matrix A involves multilinear algebra. This is not surprising, 
because a typical coefficient is the sum of the k x k principal minors of A, 
which is also the trace of ck( A), the kth compound of A. For example, using 
properties of the kth tensor power and kth compound of A, and some 
elementary calculus in normed linear spaces, Bhatia and Friedland showed 
that for any A, B E G”* n, 
MB) - 4 A> II< kMk-'11 B - Aft 
and 
Itrck(B) - trcI(A)I<k(;)Mt-‘/lB-Al/. 
They used these inequalities to prove that for any A, B E en, “, 
++% dB)) < @‘(2M)‘-““11 A - BII1’” 
and 
(9) 
d(o( A), a(B)) < (2n - 1)n1’~(2M)1-1’71 A - Bll”“. (10) 
Elsner showed that the factor 2n - 1 in (10) can be replaced by c,. He also 
showed that the factor n”” can be dropped from (9) and (10). The exponent 
l/n of (1 A - B 1) in these two inequalities cannot be improved in general. The 
exponent 1 - l/n of M there is also clear. It is easy to verify by choosing 
A = Z,, = -B that Elsner’s improved bound for h(a( A), u(B)), namely, the 
right hand side of (9) without the factor n’l”, is best possible in general. 
Since the publication of the monograph, D. Phillips [2] has shown that the 
coefficient of (2 M)‘-‘/“II A - B(( lin in the right hand side of (10) can be 
significantly reduced to 8 x 2- Vn His proof uses Chebyshev polynomials. . 
This coefficient was further reduced to 4 x 2- ‘In by Bhatia, Elsner, and 
Krause [l], who also obtained upper bounds for d(u( A), u(B)) in terms of 
arbitrary operator norms. 
They also showed that for any two manic polynomials f(z), g(e) of degree 
n, d(u(f), u(g)) Q 4 x 2- ““~9~. Chapter 5 includes also several bounds for 
d( a( A), u(B)) using various matrix norms. 
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The last chapter, Chapter 6, is brief and brings a few results on arbitrary 
perturbations of hermitian or normal matrices. One result of this type is due to 
Kahan, who showed that if A is n x n hermitian with eigenvalues arranged in 
descending order and B E Gn, n with eigenvalues arranged in descending order 
of their real part, then max r<j<nIoj-PjI 6(2+~,JlIA_Bll+ where *in 
depends only on n and is bounded above by log, n + 0.038. The chapter 
concludes with the statement of the well-known theorems of Bauer and Fike 
and of Gerschgorin. 
In conclusion, it seems that the author has succeeded in giving us a good 
picture of the results in the literature, which investigate the question of the 
distance between the spectrum of A and B in terms of the distance between 
A and B, where the latter is measured by a unitarily invariant norm. 
REFERENCES 
1 R. Bhatia, L. Elsner, and G. Krause, Bounds for the variation of the roots 
of a polynomial and the eigenvalues of a matrix, Linear Algebra Appl. 
142195-210 (1990). 
2 D. Phillips, Improving spectral variation bounds with Chebyshev polyno- 
mials, Linear Algebra Appl. 133:165-173 (1990). 
Receiwd 12 June 1991; final manuscript accepted 26 ]une 1991 
