Rapid Mixing of Local Graph Dynamics by Massoulié, Laurent & Varloot, Rémi
ar
X
iv
:1
70
5.
03
42
7v
1 
 [c
s.D
C]
  9
 M
ay
 20
17
Rapid Mixing of Local Graph Dynamics
Laurent Massoulie´ and Re´mi Varloot
Inria, MSR-Inria Joint Centre
May 10, 2017
Abstract
Graph dynamics arise naturally in many contexts. For instance in peer-to-peer networks, a
participating peer may replace an existing connection with one neighbour by a new connection
with a neighbour’s neighbour. Several such local rewiring rules have been proposed to ensure that
peer-to-peer networks achieve good connectivity properties (e.g. high expansion) in equilibrium.
However it has remained an open question whether there existed such rules that also led to fast
convergence to equilibrium. In this work we provide an affirmative answer: We exhibit a local
rewiring rule that converges to equilibrium after each participating node has undergone only a
number of rewirings that is poly-logarithmic in the system size. The proof involves consideration
of the whole isoperimetric profile of the graph, and may be of independent interest.
1 Introduction
With the growing interest for real-world networks, the study of graph dynamics has attracted
massive attention. This is especially true in domains such as social networks, the Internet of
Things, or wireless sensor networks, which are characterized by ever-shifting topologies. Whereas a
lot of attention has been focused on asymptotic properties such dynamics could entail, like degree
distribution, connectivity, density and more, another rising trend is the study of the transition
period in itself. One notable metric of interest in this approach is the convergence rate: how long
does it take for such dynamics to reach a stationary regime?
In this paper, the question is addressed as follows: consider a regular graph with poor con-
nectivity. Introduce a local dynamic, which modifies the edge set within a finite neighborhood at
each iteration. Can such a process reach stationarity in no more than a polylogarithmic number of
modifications per vertex?
1.1 Related Work
The properties of graphs resembling real-life networks have been thoroughly studied in works such
as [10]. One of the more notorious models that has aroused from such studies is the Baraba´si-
Albert model for graphs with power law degree distribution [1]. It has also been shown that regular
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random graphs make good expanders, which yield convenient features, such as the small-world
property [15, 19].
The dynamics of graphs themselves have been studied in papers such as [4], which focuses on
the convergence of exponential random graphs, or [17], which looks at how to design such dynamics
so as to alter the overall graphs structure in a given way. Another concrete application which have
received notable attention is the construction p2p networks [8, 7, 11].
Regarding local dynamics, different approaches have emerged. [18] delves into the matter of
mixing cladograms, for instant, and [13] looks at matchings in bipartite graphs. Finally, the best
known result concerning the convergence rate of a family of expanders via local edge modifications is
given in [2], which establishes a mixing time of O(N2d2
√
lnN) for d-regular graphs over N vertices
with d of order O(lnN), that is to say a quasi-linear number of updates per vertex.
1.2 Our Contribution
For the remainder of this paper, we consider graphs over vertex set [N ] = {1, . . . , N}, where N is a
positive integer. All asymptotic results will be in respect to N . For simplicity, we write polylog(N)
to designate O(lnkN) for some constant positive integer k.
Consider the following setting. The vertices in [N ] are connected by edges of distinct types.
First, a fixed set of edges (i, i + 1) constitutes a cycle (N + 1 ≡ 1). Second, each node n ∈ [N ]
maintains two pointers, one red and one blue, with respective destinations bn, rn in [N ]. These are
such that each node n is the destination of only one blue pointer and only one red pointer. It is
assumed that an edge (n, bn) corresponding to such a pointer enables both nodes to communicate
directly.
The continuous-time dynamic then proceeds as follows. The graph evolves through alternating
phases. During each phase, only the pointers of a given color evolve, while pointers of the other
color are kept fixed. For the blue phases, blue pointers move along the symmetric graph G formed
by the union of the cyclic edges and the unoriented edges (n, rn) formed by the red shortcuts. Note
that G is a 4-regular multigraph. For the red phases, the roles of blue and red pointers are swapped.
Formally, the dynamic is defined as follows. For each edge e = (i, j) of G, the two nodes
n,m ∈ [N ] such that bn = i and bm = j will swap their pointers at the expiration of a random
timer whose duration is exponentially distributed with mean 1. These timers are independent
across all edges, and are reset independently of everything else upon expiration. Such a process
has been studied in the literature, where it is known as the interchange process. See for instance
Jonasson [14] or N. Berestycki [3], where the discrete time version of this process is analyzed.
Our main result is then as follows:
Theorem 1. Let T = ln(N)a where a > 8 is a constant. Then after O(ln(N)) phases of length
T , the graph is, with high probability, distributed so that the sets of blue and red pointers constitute
permutations of [N ] uniformly and independently distributed over the symmetric group SN .
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Corollary 2. The above-described process produces with high probability an expander after each
node has undergone a number of local connectivity modifications that is polylogarithmic in N .
Proof. By time τ := TO(ln(N)) = O(ln(N)a+1) = polylog(N), a given node n ∈ [N ] has seen
under these dynamics a number of connectivity modifications that is at most a Poisson random
variable with mean 8τ . Indeed, at any given time, the rate at which a transition might occur is 8,
corresponding to the rate at which the pointer bn (for the blue phase) issued from n moves (equal
to the number of edges of G adjacent to bn, i.e. 4) plus the rate at which the blue pointer ending
at n moves (also 4).
The probability that this number Mn of connectivity modifications exceeds 16τ is then, by
Chernoff’s bound for deviations of Poisson random variables from their mean, bounded by
P(Mn ≥ 16τ) ≤ e−8τh(16τ/(8τ)) = e−8τh(2),
where h(x) := x ln(x) − x + 1 is the Crame´r transform of a unit mean Poisson random variable.
Since τ is at least of order lnaN with a > 8, the last term is o(1/N). Thus the probability that
at least one node n ∈ [N ] undergoes more than 16τ local modifications by time τ is, by the union
bound, no more than No(1/N) = o(1).
The fact that the resulting graph is an expander is given as part of the proof of Theorem 1,
though the fact that such constructions form expanders is a classical result in itself [5, 12].
2 Proof strategy
To proceed, we first introduce some definitions.
Definition 1. For each k ∈ [N/2], the k-th isoperimetric constant φk(G) of a graph G with vertex
set V (G) = [N ] is
φk(G) := min
S⊂[N ],|S|≤k
|EG(S, S)|, (1)
where S denotes the complement [N ] \S of a set S, EG(S, S) denotes the set of edges in G between
S and its complement, and | · | denotes the cardinality of a set.
The collection {φk(G)}k∈[N/2] of isoperimetric constants of graph G constitutes its isoperimet-
ric profile.
We shall omit the argument G in these quantities when it is clear from context.
Our proof strategy is then as follows.
We shall control the evolution of the isoperimetric profile of the graph along which pointers
move from one phase to the next, establishing lower bounds on this profile in an iterative manner.
Specifically, we show the following
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Lemma 3. Let β > 1 be a constant such that a > 2β +1, and γ = ln−β N , and let d be an integer.
Suppose that, at the end of a red phase, the graph G consisting of the red edges and the ring is such
that, for all S ⊂ [N ] with |S| ≤ N/2,
|E(S, S¯)| ≥ min(γ|S|, d),
or in other words, that φk(G) ≥ min(γ, d/k) for all k ≤ N/2.
Then at the end of the following blue phase, with probability at least 1 − o(1/N), the graph G′
consisting of the blue edges and the ring is such that, for all S in [N ] with |S| ≤ N/2,
|EG′(S, S¯)| ≥ min(γ|S|, 2d),
or in other words, φk(G
′) ≥ min(γ, 2d/k) for all k ≤ N/2.
To prove this, we first show a stronger lower bound on the average E|EG′(S, S)|, namely we
establish the following
Lemma 4. Under the assumptions of Lemma 3, for all S ⊂ [N ] with |S| ≤ N/2, denoting by
F (S, S) the set of blue edges at the end of the blue phase between S and S, it holds that
E|F (S, S)| ≥ 1
2γ
min(γ|S|, 2d). (2)
Lemma 3 is then deduced from Lemma 4 by invoking some concentration inequalities together
with union bounds. Details are given in Section 3.
An easy consequence of Lemma 3 is the following
Corollary 5. After log2(N) phases, with high probability the graph G on which pointers evolves
admits the following lower bound on its isoperimetric profile:
φk(G) ≥ γ, k ≤ N/2. (3)
Proof. Clearly, at the beginning of the first phase the assumptions of Lemma 3 are satisfied with
d = 2. Indeed, any subset S ⊂ [N ] of size |S| ≤ N/2 is connected by at least two edges (that come
from the cycle) to its complement S, so that
|EG(S, S)| ≥ 2 ≥ min(γ|S|, 2).
Denote by Ef the event that at the beginning of phase f , the graph Gf on which pointers will
evolve in the next phase satisfies the assumptions of Lemma 3 with parameter df = 2
f+1. Thus we
have just established that event E0 holds with certainty, and Lemma 3 entails that
P(Ef+1|Ef ) ≤ o(1/N), f ≥ 0.
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Thus
P(Ef+1) = P(Ef+1|Ef )P(Ef ) + P(Ef+1|Ef )P(Ef )
≤ o(1/N) + P(Ef ).
By induction on f , this yields
P(Ef ) ≤ o(f/N).
For f = log2(N), the right-hand side of this expression is o(1), so that with high probability, after
log2(N) phases, the graph G on which pointers evolve verifies for all k ≤ N/2:
φk ≥ min(γ, 2f+1/k) ≥ min(γ,N/k) = γ.
The proof of Theorem 1 is then concluded as follows:
Proof. By Corollary 5, after f = log2(N) phases, the graph on which pointers evolve is a γ-expander,
i.e. its isoperimetric constant φN/2 is at least γ. We shall exploit this property to show that the
interchange process on G mixes in time polylog(N) ≤ T , so that with high probability, in two more
phases our process will have reached stationarity.
Our main tool to this end is Theorem 4.6, p. 47 in Berestycki [3], which gives a sufficient
condition for the (discrete time version of the) interchange process on a graph G to mix in time
T . Adapted to our continuous time setup, this theorem guarantees that the continuous time
interchange process on G, which in time T incurs on average |E|T transitions of the discrete time
process, where |E| is the number of edges of G, will have mixed in time T provided
T ≥ 8 ln(N)∆K/N. (4)
In this expression, the quantities ∆ and K are defined as follows. For each pair of nodes (i, j) ∈ [N ],
one must define a path γij on G connecting these two nodes. ∆ is then defined as the largest length
of all paths γij , and K as the supremum over edges e in G of the number of paths γij crossing
e. According to Lemma 6 below, for a γ-expander with constant node degrees of order 1, we can
choose these paths such that ∆ = O(ln(N)/γ2) and K = O(N ln(N)2/γ2). Plugged into (4), these
evaluations imply that mixing has occurred by time T provided T is large compared to ln(N)4/γ4.
Since we have assumed T = ln(N)a with a > 8, this follows by our choice of γ = ln(N)β where the
only constraint on β is β > 1.
Lemma 6. Let G be a d-regular graph on [N ] nodes, such that φN/2(G) ≥ γ. Then one can construct
for each pair of nodes (i, j) ∈ [N ] paths γij on G each of length no larger than ∆ = 2 ln(N)d2/γ2,
and such that each edge e of G is crossed by O(N ln2(N)d2/γ2).
Proof. The celebrated Cheeger’s inequality (see e.g. Berestycki [3] Theorem 3.4 p.35) ensures that
the spectral gap for the discrete time random walk on a d-regular graph G with φN/2(G) ≥ γ is at
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least γ2/(2d2). Thus the total variation distance between the distribution of the random walk at
time ∆ := 2d2 ln(N)/γ2 and the uniform distribution on G is o(1/N) (this follows e.g. by Theorem
2.2, p. 22 in [3]). As a result, for any i ∈ [N ], the probability that the walk started at i hits j at
time ∆ is at least 1/2N . Consider then the following randomized construction. For each i, create
5N ln(N) independent walks of length ∆ started at i. The probability that for some particular
∈ [N ], no such walk issued from i hits j is then at most
(1− 1/2N)5N ln(N) ≤ e−5 ln(N)/2 = o(N−2).
Thus with high probability, the collection of paths thus created joins every node i to every node j.
Let us now evaluate the number of times a given edge e = (u, v) of G is traversed by this
collection of paths. This is no larger than the number of times these paths visit node u. For
t ≤ 5N ln(N), denote by Xi(t) the number of visits to u by the t-th path sampled with starting
point i. Clearly, Xi(t) ≤ ∆. Also,
E
∑
i∈[N ]
∑
t≤5N ln(N)
Xi(t) = 5N ln(N)
∑
i∈[N ]
∆∑
ℓ=0
P
(ℓ)
iu ,
where P
(ℓ)
iu denotes the transition probability from i to u in ℓ steps of the walk. However the walk
is symmetric, so that P
(ℓ)
iu = P
(ℓ)
ui . The above expection thus reads
E
∑
i∈[N ]
∑
t≤5N ln(N)
Xi(t) = 5N ln(N)(∆ + 1).
Let Z =
∑
i∈[N ]
∑
t≤5N ln(N)Xi(t) denote the total number of visits to u by all paths. For some
arbitrary C > 0, Hoeffding’s inequality then gives
P(Z ≥ E(Z) + CN∆ ln(N)) ≤ exp
(
−C
2N2∆2 ln(N)2
∆25N2 ln(N)
)
= e−C
2 ln(N)/5.
Taking C = 3 (say), the right-hand side is o(N−1). Thus with high probability, no node u is
visited more than (9N ln(N)∆) times by the collection of constructed paths. The announced result
follows.
3 From bounds in expectation to bounds with high probability
We now give the derivation of Lemma 3 from the result of Lemma 4.
We thus consider the graph G on [N ] formed by edge cycles together with shortcut cycles after
their evolution through a phase, and thus have by Lemma 4 that for each fixed set S ⊂ [N ], the
number |F (S, S)| of such shortcut edges connecting S to S verifies
E|F (S, S)| ≥ 1
2γ
min(γ|S|, 2d).
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Fix k ≤ N/2. We further restrict ourselves to k ≥ 2/γ, since for smaller k one clearly has φk ≥ γ,
because of the presence of at least two cycle edges in E(S, S) in any S of size k ∈ [N/2]. The
conclusion of Lemma 4 is thus immediate for smaller k.
For some set S of size k, let ℓ be the number of contiguous portions of the cycle it is made of.
Thus ℓ ∈ [k], and we have
|E(S, S)| = |F (S, S)|+ 2ℓ.
We will need the following two results.
Lemma 7. Conditionally on the shortcut configuration at the beginning of the considered phase, the
random variable |F (S, S)| consists of the sum of negatively associated Bernoulli random variables.
Consequently, for any r ∈ (0, 1), it holds that
P(|F (S, S)| ≤ r(2γ)−1min(γ|S|, 2d)) ≤ e−(2γ)−1 min(γ|S|,2d)h(r), (5)
where h(r) := r ln(r)− r + 1.
Proof. Represent the collection of termination points of pointers through the binary variables ξi ∈
{0, 1}, i ∈ [N ] where ξi = 1 if and only if one pointer issued from S points towards i. The set of
variables {ξi} evolves, under the interchange process dynamics, as a symmetric exclusion process.
Moreover, when we condition on the initial configuration, its distribution is deterministic, and
therefore satisfies a strong form of negative dependence known as strong Rayleigh property, see
Borcea et al. [6]. It then follows from [6], Proposition 5.1, that the collection of indicator variables
{ξi(T )} also satisfies this strong Rayleigh property at time T when the phase is completed. Strong
Rayleigh property implies negative association (see again [6], Section 2, Figure 1). It then follows
from Dubhashi and Ranjan [9] that |F (S, S)|, which also reads
|F (S, S)| =
∑
i∈S
ξi(T ),
verifies the same Chernoff bounds that it would if the ξi(T ) were mutually independent. The
announced result (5) then follows from classical evaluations of Chernoff bounds.
Lemma 8. The number of sets S ⊂ [N ] of size k that consist of ℓ contiguous portions of the cycle
is at most N2ℓ.
Proof. We may enumerate such sets S by scanning the cycle [N ] starting from 1, and identifying
the first time we find a starting point of an interval in S, then the end point of that interval, and
so on. Clearly this will produce 2ℓ numbers in [N ], which characterize S, hence the result.
The union bound gives us the following bound on the probability pk that for some set S of size
k, one does not have the desired property |E(S, S)| ≥ min(γk, 2d):
pk ≤
k∑
ℓ=1
N2ℓP(|F (S, S)| ≤ min(γk, 2d) − 2ℓ).
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We now distinguish according to whether γk ≤ 2d or not.
Case 1: γk ≤ 2d. We then have
pk ≤
∑γk/2
ℓ=1 N
2ℓ exp
(
−(2γ)−1γkh( γk−2ℓ
(2γ)−1γk
)
)
≤ N exp (γk ln(N)− (2γ)−1γkh(o(1)))
= exp
(
ln(N)[1 + γk − γk(1/2) ln(N)β−1h(o(1))]) .
The term in square brackets is asymptotically equivalent to −γk(1/2) ln(N)β−1h(o(1)), because
h(o(1)) tends to 1, and we assumed β > 1. Moreover, since γk ≥ 1/2, the whole exponent is large
compared to ln(N). Thus pk = o(N
−r) for any fixed r > 0.
Case 2: γk > 2d. We then have
pk ≤
∑d
ℓ=1N
2ℓ exp
(
−(2γ)−1dh( 2d−2ℓ
(2γ)−12d
)
)
≤ N exp (2d ln(N)− (2γ)−12dkh(o(1)))
= exp
(
ln(N)[1 + 2d− 2d(1/2) ln(N)β−1h(o(1))]) .
We can then conclude as in the preceeding case.
4 Controlling the mean
The goal of this Section is to prove Lemma 4. We thus assume to be given a graph G on [N ],
which in our context is constituted of a cycle plus one set of (red, say) pointers, so that G is a
4-regular undirected graph. The structural assumption made on G is that for some integer d and
some positive γ (in our context, γ = ln(N)−β for some fixed β > 1) the isoperimetric profile of G
verifies
φk(G) ≥ min(γk, d), k ≤ N/2.
Our goal is to prove that for any fixed set S of size k ≤ N/2, after T time steps, by the end of the
next phase, the expected number E|F (S, S)| of (blue, say) pointers connecting S to S after T time
steps is on average at least (2γ)−1min(γk, 2d).
We shall divide the proof into two parts, arguing differently depending on the size k of considered
sets S.
4.1 Small sets: from partial expansion to partial spread
To deal with smaller values of k, we develop a new tool, which establishes a lower bound on the
speed with which the mass of a random walk on a graph is partially spread, which only involves a
single isoperimetric number φk of the graph. Of course, the partial spread of the mass is related to
the corresponding value of k.
The general framework and statement are as follows. The proof is deferred to Section 5.
Let G be an undirected graph on n nodes, with maximal degree ∆. We consider {Xt}, the
continuous time random walk on G, Our aim is to prove the following
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Theorem 9. Let G be an undirected graph on node set [N ] with maximal degree ∆, and {Xt} the
continuous time random walk on G, i.e. the Markov jump process on the vertex set [N ], with as its
non-zero jump rates qij = 1 for all edges (i, j) of the graph (its infinitesimal generator is then −L
where L is the Laplacian matrix of G). Let {πi(t)}i∈[N ] denote its law at time t.
Let k ≤ N/2 be fixed, and define the isoperimetric constant φk(G) as
φk(G) := inf
S⊂[n],|S|≤k
|E(S, S)|
|S| ·
For an arbitrary initial distribution of the random walk, for any set S such that |S| ≤ k and any
t ≥ 0, one has: ∑
i∈S
πi(t) ≤ |S|
k + 1
+
√
k + 1e−λ
∗
2t, (6)
where
λ∗2 =
φk(G)
2
2∆
· (7)
Remark 10. The quantity λ∗2 is of the same form as the lower bound on the spectral gap λ2 of
the Laplacian that the celebrated Cheeger inequality gives when k = n/2. In this classical situation,
instead of (6) one has the conclusion that dvar(π(t),U([n])) ≤
√
ne−λ
∗
2t.
Let us now use Theorem 9 to prove the conclusion of Lemma 4 for small values of k.
Specifically, let κ = 4γ−1, kd := κd, and consider k ≤ kd. For a fixed set S of size k, and a
fixed node i ∈ S, let Xi(t) denote the location of the pointer issued from i at time t. Under the
dynamics we consider, Xi(t) corresponds to an ordinary random walk on the graph G. Moreover,
the assumptions of Lemma 4 guarantee that the graph G satisfies
φ3k(G) ≥ min(γ, d/3k) ≥ min(γ, 1/(3κ)) = γ/(12).
By theorem 9, one therefore has
P(Xi(T ) ∈ S) ≤ |S|
3k
+
√
3k + 1e−λ
∗
2T ,
where λ∗2 = φ3k(G)
2/(2∆) ≥ γ2/(122 · 2 · 4). Recall that T = ln(N)a and that γ = ln(N)−β for
some β > 1. By assumption, a > 3. For some suitable choice of β, we then have a − 2β > 1 and
thus
P(Xi(T ) ∈ S) ≤ |S|
3k
+
√
3k + 1e−λ
∗
2T ≤ 1
3
+ exp
(
−Ω(ln(N)a−2β)
)
≤ 1/2.
Summming over i ∈ S, we obtain that the expected number E|F (S, S)| of pointers issued from S
that point into S at the end of the phase is no larger than |S|/2.
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4.2 Large sets
We now deal with values of k in the range [κd,N/2]. Throughout this section we consider a fixed
set S of size k.
In this context, we define πi(t) to be 1/k times the probability that a pointer issued from S
targets i, conditional on the initial configuration of these pointers at the beginning of the phase.
We also let π(i)(t) denote the i-th largest value πj(t), j ∈ [N ], and π[m](t) :=
∑
i∈[m] π(i)(t) denote
the cumulative mass that the probability distribution π(t) puts on the m nodes where its mass is
the largest.
Obviously, one has
π(i)(0) =
1
k
1Ii∈[k].
We now establish a property of the time derivative ddtπ[m](t):
Lemma 11. Under the assumptions of Lemma 3 that φm(G) ≥ min(γm, d/m), m ∈ [N ], one has
the inequalities
d
dt
π[m](t) ≤ −4
dm∑
j=1
(
π(mj+1) − π(m−j+1+dm)
)
, (8)
where dm = ⌊min(γm, d)/4⌋.
Proof. Assume to simplify notation that the permutation which sorts nodes i in [N ] in decreasing
order of πi is the identity, so that πi(t) = π(i)(t). The time derivative of π[m] then reads
d
dt
π[m](t) =
∑
i∈[m]
∑
j>m
1Ii∼j(πj − πi).
Indeed, changes in the mass π[m] result from interchange of pointer extremities i, j with i ≤ m and
j > m, which occur at unit rate; when one such interchange occurs, the expected change to π[m] is
precisely πj − πi. Now the number of such edges is by assumption at least min(γm, d). Moreover,
the number of such edges adjacent to any node is at most 4, because the graph has degree bounded
by 4.
The value of the right-hand side in the above equation, because the πi are sorted in decreasing
order, is minimized when the edges crossing the cut between [m] are adjacent to nodes with index
closest to m. The degree constraint then implies the upper bound (8).
Let d′ := ⌊d/4⌋. Let I := [k − (2/3)kd, k + (2/3)kd]. We now introduce an auxiliary process
{νi(t)}i∈[N ],t>0 defined via:
νi(0) =
1
k1Ii∈[k], i ∈ [N ],
d
dtνi(t) = 41Ii∈I [(νi−d′(t)− νi(t))1Ii−d′∈I + 4(νi+d′ − νi)1Ii+d′∈I ] , i ∈ [N ], t > 0.
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The probability distribution ν(t) is readily interpreted as the law at time t of a random walk started
with uniform distribution on [k], that jumps from i to i+ d′ (resp., i− d′) at rate 4, provided both
i and the destination i± d′ lie in I.
Denoting ν[i](t) :=
∑
j∈[i] νj(t), we then have the following
Lemma 12. For all t > 0, i ∈ [N ], it holds that
π[i](t) ≤ ν[i](t).
Proof. Introduce the differences δi(t) := π[i](t) − ν[i](t). It is readily seen that δ(0) ≡ 0. The
arguments in the proof of Lemma 11 readily imply that
d
dt
π[i](t) ≤ −4
d′∑
j=1
1Ii−j+1∈I1Ii−j+1+d′∈I
(
π(i−j+1) − π(i−j+1+d′)
)
,
and the same equation holds with identity for distribution ν(t). There thus exist integers mi ≥ 0
for all i ∈ [N ] such that i−mi ≥ 0, i+mi ≤ N , and furthermore for all i ∈ [N ],
d
dtπ[i](t) ≤ −4
(
2π[i] − π[i−mi] − π[i+mi]
)
,
d
dtν[i](t) = −4
(
2ν[i] − ν[i−mi] − ν[i+mi]
)
,
so that
d
dt
δi ≤ −4 (2δi − δi−mi − δi+mi) .
In the above, boundary conditions are given by δ0 = δN = 0. This equation implies that necessarily,
the supremum over i ∈ [N ] of δi cannot become positive, because its derivative is always non-
positive.
By the previous lemma, an upper bound on π[k](T ) is provided by ν[k](T ). However the latter
quantity is simpler to analyze. It can be interpreted as 1/k times the average number of points
of (2/3)kd random walks initialized at each point in [k − (2/3)kd, k] which fall within [k] at time
T . These walks proceed with jumps of size ±d′ at rate 4, constrained to not leave interval I =
[k − (2/3)kd, k + (2/3)kd].
For a given initial condition i ∈ [k − (2/3)kd], the number of sites it can visit is of the order
of (4/3)kd/(d
′) = Θ(κ) = Θ(ln(N)β). Recall that we have chosen T = ln(N)a with a > 2β + 1.
Classical results on the nearest neighbor on an interval [M ] state that it mixes in time of the order
of M2 [16]. Thus each of the random walks just introduced mix in time T . We therefore have the
following evaluation:
π[k](T ) ≤ ν[k](T ) ≤ 1−
(2/3)kd
k
(1/2 − o(1)) .
The expected number E|F (S, S)| is then lower-bounded by
E|F (S, S)| ≥ (2/3)kd(1/2 − o(1)) = (1/3)κd = [1/3− o(1)]4γ−1d ≥ 1
2γ
(2d).
The announced result follows.
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5 Proof of Theorem 2
Proof. In vector form the law π(t) of the random walk on G at time t reads π(t) = e−tLπ(0),
where L is the graph’s Laplacian. Its entries πi(t) are thus linear combinations of n functions of
the form e−λjt, where λj are the eigenvalues of L, and so is the difference πi(t) − πj(t). It can be
shown by induction on N that such linear combinations of N distinct exponential functions are
either identically zero in t, or admit at most N − 1 distinct roots in t. Thus for any i 6= j, either
πi(t) 6= πj(t) except perhaps for finitely many t, or else πi(t) ≡ πj(t) for all t ≥ 0.
We can thus split R+ into finitely many intervals I
(1) = [0, t1), I
(2) = [t1, t2), . . ., and on each
interval I(j) determine a particular permutation σ(j) of [N ] such that for all j, and all t ∈ Ij , one
has
πσ(j)(1)(t) ≥ πσ(j)(2)(t) ≥ · · · ≥ πσ(j)(N)(t).
For t in any given interval I(j), we will maintain an auxiliary probability distribution on [k+1],
denoted {νi(t)}i∈[k+1]. This distribution can be interpreted as that of a random walk on a graph
G(j) with node set [k + 1], obtained from G as follows. We identify node σ(j)(i) in G with node i
in G(j) for all i ∈ [k], and collapse all nodes σ(j)(u), u > k to form node k + 1. All edges are then
preserved, so that the adjacency matrix A(j) of G(j) is given by
A
(j)
u,v = Aσ(j)(u),σ(j)(v), u, v ∈ [k],
A
(j)
u,k+1 =
∑n
v=k+1Aσ(j)(u),σ(j)(v), u ∈ [k],
where A is the adjacency matrix of G. For convenience, we denote by π(i)(t) the i-th largest entry
of distribution π(t). Thus for t ∈ I(j), π(i)(t) = πσ(j)(i)(t).
The result of the theorem will then follow from the combination of two ingredients. We first
show in Lemma 13 below that, for all t, one has the following bound:
π(i)(t) ≤ νi∧(k+1)(t), i ∈ [N ], t ≥ 0. (9)
We then establish in Lemma 15 below that for all j, the second smallest eigenvalue λ
(j)
2 of the
Laplacian of G(j) is lower-bounded by λ∗2 given in (7), where crucially ∆ is the largest node degree
in G, not in G(j).
This readily implies the L2 control
∑
i∈[k+1]
∣∣∣∣νi(t)− 1k + 1
∣∣∣∣
2
≤ e−2λ∗2t.
Cauchy-Schwarz inequality then gives the following control on variation distance:
∑
i∈[k+1]
|νi(t)− 1/(k + 1)| ≤
√
k + 1e−λ
∗
2t.
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Together, these two results entail that for all s ≤ k,
∑
i∈[s]
π(i)(t) ≤
s
k + 1
+
√
k + 1e−λ
∗
2t, (10)
which is the announced result.
Lemma 13. The distributions π(t), ν(t) verify bound (9).
Proof. The bound trivially holds at t = 0. We can establish it by induction on each interval I(j).
Let us then consider one such interval, and assume that the property holds at its left end. For
notational simplicity we will assume that σ(j) is the identity, so that on this interval πi(t) = π(i)(t).
Introduce the notation
δi(t) := πi(t)− νi∧(k+1)(t), i ∈ [N ].
One has the following time derivatives
d
dtπi =
∑
j∈[k],j∼i(πj − πi) +
∑
j /∈[k],j∼i(πj − πi), i ∈ [N ],
d
dtνi =
∑
j∈[k],j∼i(νj − νi) +
∑
j /∈[k],j∼i(νk+1 − νi), i ∈ [k],
d
dtνk+1 =
∑
i/∈[k]
∑
j∈[k],j∼i(νj − νk+1).
By the previous display one has for i ∈ [k]:
d
dt
δi =
∑
j∈[n],j∼i
(δj − δi). (11)
Note that, because the values πi are sorted, for all j /∈ [k], πj − πk+1 ≤ 0. This together with the
expression for the time derivative of πk+1 yield
d
dt
πk+1 ≤
∑
j∈[k],j∼k+1
(πj − πk+1).
Thus
d
dtδk+1 ≤
∑
j∈[k],j∼k+1(πj − πk+1)
−∑i/∈[k]∑j∈[k],j∼i(νj − νk+1)
=
∑
j∈[k],j∼k+1(δj − δk+1)
−∑i/∈[k+1]∑j∈[k],j∼i(νj − νk+1).
(12)
Let us argue by contradiction, and assume that there exists t ∈ R+ and i ∈ [N ] for which δi(t) >
0. Let δ(t) := supj∈[N ] δj(t). As the πj are sorted in decreasing order, one also has δ(t) =
supj∈[k+1] δj(t).
Since the δj(t) are linear combinations of finitely many exponentials, we can then identify an
interval J = [a, b] such that on J , for some i ∈ [k+1], δ(t) ≡ δi(t), and moreover δ(a) = 0, δ(t) > 0,
t ∈ (a, b].
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Assume that i ∈ [k]. From expression (11), we see that on J , ddtδ = ddtδi ≤ 0. This contradicts
the fact that δ > 0 on (a, b].
Assume then that i = k + 1. Then on J one has, for all j ∈ [k], as the πj are sorted,
νk+1 = πk+1 − δk+1 ≤ πk+1 ≤ πj = νj + δj ≤ νj + δk+1.
Thus for all j ∈ [k], νk+1 − νj ≤ δk+1. It then follows from (12) that
d
dt
δk+1 ≤ 0 + αδk+1,
where α =
∑
i/∈[k+1]
∑
j∈[k],j∼i(1). Gronwall’s lemma then implies that δk+1 ≤ 0 on J , a contradic-
tion.
Remark 14. When we move from interval I(j) to I(j+1) one can check that the meaning of dis-
tribution ν is preserved: we may change the permutation sorting the entries πi, which results in a
change in the graph used to define the evolution of ν, but while the vertex to which νi refers may
change, in that case the corresponding mass does not change.
Lemma 15. Given a graph G on vertex set [N ] with maximal degree ∆ and for fixed k < n,
associated isoperimetric constant φk(G), consider the graph G
′ obtained by collapsing N − k nodes
into a single node as previously described. Then the resulting Laplacian matrix L has spectral gap
at least λ2 ≥ λ∗2.
Proof. Without loss of generality we assume nodes k+1, . . . , N of G have been collapsed into node
k+1 of G′. Let f be an eigenvector of L associated with its second smallest eigenvalue λ2. We can
always choose f such that fk+1 ≤ 0.
Define gv = max(fv, 0), v ∈ [k + 1], and thus gk+1 = 0. Let W = {v ∈ [k + 1] : fv > 0}. One
has
λ2
∑
u∈W f
2
u =
∑
u∈W (Lf)ufu
=
∑
u∈W
[
dufu −
∑
v∈[k+1] auvfv
]
fu
=
∑
u∈W
∑
v∈[k+1] auv[fu − fv]fu
=
∑
u∈W
∑
v∈W auv(fu − fv)fu
+
∑
u∈W
∑
v/∈W auv(fu − fv)fu
≥ ∑u∈W ∑v∈W auv(fu − fv)fu
+
∑
u∈W
∑
v/∈W auvf
2
u
= 〈Lg, g〉
Thus
λ2 ≥ 〈Lg, g〉〈g, g〉 =: K.
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On the other hand,
∑
(uv)∈E auv(gu + gv)
2 = 2
∑
(uv)∈E auv(g
2
u + g
2
v)
−∑(uv)∈E auv(gu − gv)2
≤ 2∑v∈V dvg2v
≤ 2∆〈g, g〉,
where we have used the fact that gk+1 = 0 to upper bound each product dvg
2
v by ∆g
2
v .
By Cauchy-Schwarz inequality,

 ∑
(uv)∈E
auv|g2u − g2v |


2
≤

 ∑
(uv)∈E
auv(gu − gv)2



 ∑
(uv)∈E
auv(gu + gv)
2

 .
Combined, these bounds give
K =
(
∑
(uv)∈E auv(gu−gv)
2)(
∑
(uv)∈E auv(gu+gv)
2)
〈g,g〉
∑
(uv)∈E auv(gu+gv)
2
≥ (
∑
(uv)∈E auv|g
2
u−g
2
v|)
2
2∆〈g,g〉2 ·
Let 0 = t0 < t1 · · · < tm be the distinct values taken by the gv. For i = 0, . . . ,m, let Vi := {v ∈ V :
gv ≥ ti}. Thus for i > 0, (k + 1) /∈ Vi. Let
M :=
∑
(uv)∈E auv|g2u − g2v |
=
∑m
i=1
∑
(uv)∈E,gv<gu=ti
auv(g
2
u − g2v)
=
∑m
i=1
∑
u:gu=ti
∑
v:gv=tj ,j<i
auv(t
2
i − t2i−1 + · · · − t2j+1 + t2j+1 − t2j)
=
∑m
i=1
∑
u∈Vi
∑
v/∈Vi
auv(t
2
i − t2i−1)
=
∑m
i=1 e(Vi, V i)(t
2
i − t2i−1)
≥ φk(G)
∑m
i=1 |Vi|(t2i − t2i−1)
= φk(G)
∑m
i=1 t
2
i (|Vi| − |Vi+1|)
= φk(G)〈g, g〉.
Combined, these results yield
λ2 ≥ K ≥ (φk(G)〈g, g〉)
2
2∆〈g, g〉2 = λ
∗
2.
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