Testing the simplifying assumption in high-dimensional vine copulas is a difficult task because tests must be based on estimated observations and amount to checking constraints on high-dimensional distributions.
Introduction
Vine copulas [1, 2, 3] are one of the most popular tools for multivariate dependence modeling. The central model assumption for statistical inference is the so-called simplifying assumption [4] . It is the assumption that every conditional copula [5] within the vine copula can be represented by an unconditional copula. An extensive literature containing methodological advances and applied research for vine copulas has been based on the simplifying assumption [6, 7, 8, 9, 10, 11, 12] .
In the early papers discussing the simplifying assumption, multivariate distributions which can be represented as simplified vine copulas have been identified [4, 13] . More recently the simplifying assumption has again attracted a lot of attention [14, 15, 16, 17, 18, 19, 20, 11, 21, 22] . In the context of (bivariate) conditional copulas non-and semiparametric tests for the simplifying assumption have been developed [23, 16, 17] . See also Derumigny and Fermanian [15] for a recent survey. In the simulations and application of these studies the conditioning variables are either assumed to be one-or rather low-dimensional and the simplifying assumption is only tested for one single conditional copula but not for a vine copula where several conditional copulas need to be tested for constancy.
We contribute to the literature by proposing a framework for testing the simplifying assumption in high-dimensional vine copulas. To this end, we use the partial vine copula to introduce a stochastic interpretation of the simplifying assumption which is particularly useful for testing it in high dimensions.
We apply a semi-parametric framework to test the simplifying assumption. First, we use ranks to obtain pseudo-observations from the partial vine copula. On the basis of these pseudo-observations we apply a stepwise maximum likelihood estimator to obtain pseudo-observations from the partial probability integral transforms which can be used to test the simplifying assumption. We consider the null hypothesis that the correlation of the conditional copula associated to an edge of a vine is constant w.r.t. the conditioning variables if the simplifying assumption is true. To obtain a test whose power does not collapse dramatically with the dimension of the conditioning variables, we discretize the support of the conditioning variables into a finite number of partitions and incorporate a penalty in the test statistic. To render the test computationally feasible in high-dimensions, we apply a decision tree to find the possibly largest difference in the set of conditional correlations using a greedy approach.
The proposed test is computationally feasible even in high dimensions which is demonstrated by its application to a 49-dimensional data set. An accompanying R-package pacotest [24] with a C++-kernel is publicly available and has already been applied to even higher-dimensional data sets [20] . Moreover, the proposed test can be used to detect building blocks of a vine copula where the modeling of a conditional copula might be more reasonable than the use of an unconditional copula [25] and it can also be applied to construct new methods for the structure selection of vine copulas [20] .
The organization of the paper is as follows. The partial vine copula (PVC) and stochastic interpretations of the simplifying assumption are discussed in Section 2. A hierarchical procedure to test the simplifying assumption in vine copulas is introduced in Section 3. In Section 4 we present the test for the constancy of the conditional correlation by discretizing the support of the conditioning variables into a finite number of subsets and derive its asymptotic distribution. A decision tree algorithm for finding the largest deviation from the simplifying assumption with high-dimensional conditioning variables is proposed in Section 5. An extensive analysis of the finite sample performance of the proposed test is provided in Section 6. Applications to real data sets are presented in Section 7 and Section 8 concludes.
Throughout the paper we rely on the following notation and assumptions. 
The partial vine copula (PVC) and stochastic interpretations of the simplifying assumption
In this section, we discuss vine copulas and the simplifying assumption. Thereafter, we establish a probabilistic interpretation of the simplifying assumption in terms of vectorial independencies, which can be used to check the validity of the simplifying assumption.
Definition 1 (D-vine copula -Kurowicka and Cooke [26])
Let d ≥ 3 and U 1:d be a uniform random vector with cdf D-vine copulas, or regular vine copulas in general, can be considered as an ordered sequence of trees, where j refers to the number of the tree and a bivariate conditional copula C i,i+j; Sij is assigned to each of the d − j edges of tree j [2] . For notational simplicity, we will discuss D-vine copulas but all results can easily be generalized to regular vine copulas.
2 Using conditional copulas as building blocks there exists a D-vine copula representation for every multivariate copula. However, in order to simplify the modeling process and to overcome the curse of dimensions, it is commonly assumed that the simplifying assumption holds for the data generating vine copula.
Definition 2 (The simplifying assumption -Hobaek Haff et al. [4])
The D-vine copula in Definition 1 satisfies the simplifying assumption if c i,i+j; Sij (·, ·|u Sij ) does not depend on u Sij for all (i, j) ∈ I d 2 .
If the simplifying assumption holds for the data generating vine copula its density collapses to a product of d(d − 1)/2 bivariate unconditional copula densities. Similarly, if a vine copula model consists of bivariate unconditional copula densities we call it a simplified vine copula (SVC) model. Definition 2 characterizes the simplifying assumption in terms of restrictions that are placed on the functional form of conditional copulas. That is, the simplifying assumption holds if each (j + 1)-dimensional function c i,i+j; Sij (·, ·|u Sij ) only depends on its first two arguments, but the other (j − 1) arguments u Sij have no effect. In the remainder of this section we derive equivalent statements to the simplifying assumption which are especially useful for testing it. The new characterizations of the simplifying assumption are related to the partial copula and the partial vine copula. (i) U k|Sij := F k|Sij (U k |U Sij ) is the conditional probability integral transform (CPIT) of U k w.r.t. U Sij .
(ii) The bivariate conditional copula C i,i+j; Sij of F i,i+j|Sij (Patton [5] ) is defined as C i,i+j; Sij (a, b|u Sij ) := P(U i|Sij ≤ a, U i+j|Sij ≤ b|U Sij = u Sij ).
(iii) The partial copula C P i,i+j; Sij of F i,i+j|Sij [27, 28, 29] is defined as C P i,i+j; Sij (a, b) := P(U i|Sij ≤ a, U i+j|Sij ≤ b).
Whereas the bivariate conditional copula is the conditional distribution of a pair of CPITs, the partial copula is the bivariate unconditional distribution of a pair of CPITs. Therefore, assuming that a conditional copula C i,i+j; Sij (·, ·|u Sij ) does not depend on u Sij is equivalent to assuming that the conditional copula equals the partial copula. From Definition 3 it immediately follows that the conditional copula is equal to the partial copula if and only if the vectorial independence (U i|Sij , U i+j|Sij ) ⊥ U Sij holds.
A special simplified vine copula is the so-called partial vine copula which is of great importance for testing the simplifying assumption. By means of the partial vine copula one can obtain a useful probabilistic interpretation of the simplifying assumption and develop tests being feasible even in high dimensions.
Definition 4 (Partial vine copula (PVC) -Spanhel and Kurz [22])
For i = 1, . . . instead of (ii). Therefore, we use the stochastic interpretation given in (iii) to construct a test of the simplifying assumption which is based on pseudo-observations from the PPITs.
A hierarchical procedure for testing the simplifying assumption in vine copulas
To obtain pseudo-observations from the PPITs, we use in the following a semi-parametric approach.
To this end, let X 1:d ∼ F X 1:d be the data generating process and C 1:d be the copula of X 1:d , i.e., 
collects all parameter of the copulas in the j-th tree and the vector θ 1:j := (θ 1 , . . . , θ j )
T collects all parameters up to and including the j-th tree. A sequential algorithm to test the set of hypotheses
while controlling the family-wise error rate is stated in Definition 5.
Definition 5 (Hierarchical procedure for testing the simplifying assumption in vine copulas)
..,n be n independent copies from X 1:d and C (a) Apply the stepwise ML estimator [30] to estimate θ j−1 , i.e., the parameters of the pair-copulas in tree j − 1.
where for j = 1 and i = 1, . .
(d) If at least one H 0 is rejected, stop the testing procedure and reject the null hypothesis that the simplifying assumption holds. Otherwise, increment the tree index j by one and start over with step 2a.
The hierarchical procedure tests M = (d − 1)(d − 2)/2 hypotheses for a d-dimensional vine copula. In order to control the family-wise error rate, we apply the Bonferroni correction and test each hypothesis at a level of α/M . The rejection of an individual hypothesis H 0 : (U PVC i|Sij , U PVC i+j|Sij ) ⊥ U Sij means that the (j − 1)-th order partial copula C that the dimension j −1 of U Sij can be rather large so that the power of a consistent tests is not satisfying in practice if we do not only consider the second or third tree of a vine copula. For instance, a consistent test for the H 0 could be obtained using a Cramér-von Mises type test for vectorial independence testing (Kojadinovic and Holmes [31] and Quessy [32] ). However, as it is pointed out by Gijbels et al. [16] and shown in our simulation results, such a consistent test suffers dramatically from the curse of dimensions, i.e., its power rapidly approaches the significance level if the dimension increases. Therefore, we do not aim to develop a consistent test which is only useful for a very small dimension j − 1 but intend to develop a test that is quite robust to the dimension of the data set and exhibits good power properties for alternatives that one encounters in practical applications. In the following, we introduce a test that considers the null hypothesis that the conditional correlation of the PPITs associated to one edge of a vine is constant w.r.t. the conditioning variables U Sij if the simplifying assumption is true. To obtain a test whose power does not collapse substantially with the dimension of the conditioning variables, we now discretize the support of the conditioning variables into a finite number of subsets and later introduce a penalty in the test statistic.
Constant conditional correlation (CCC) test for higher-order partial copulas
We first introduce the idea of discretizing the support of the conditioning variables into a finite number of partitions.
3 For the ease of exposition, assume for the moment that a sample from the PPITs is directly observable and there is no need to estimate their pseudo-observations. By (U
the support Λ 0 into two disjoint subsets. We are interested in the correlation between U PVC i|Sij and U PVC i+j|Sij in the two subgroups determined by Γ, i.e.,
, for l = 1, 2. Note that if the simplifying assumption holds up to the j-th tree these conditional correlations r l coincide with conditional Spearman's ρ. Under the
i.e., the conditional correlations are constant w.r.t. the conditioning event.
To estimate the correlation in the l-th group we use the sample version
For the second PPIT U PVC i+j|Sij , the estimatesσ 2,l andμ 2,l are defined analogously. The random scaling factorπ
is the fraction of data corresponding to the subset Λ l .
A statistic for testing the equality of the correlations in the two samples is given by
,
, is a consistent estimator (see Appendix A.2) for the asymptotic variance of √ n(r l − r l ). By construction of the estimators and because a sample from the PPITs is observable by assumption, the asymptotic covariance betweenr 1 andr 2 is zero. Thus, under regularity conditions and the H 0 it can be readily verified that
In a more general setting, one can also use a partition of the support Λ 0 into L ∈ N pairwise disjoint subsets Γ := {Λ 1 , . . . , Λ L } and test whether
For this purpose, denote the vector of sample correlations in the groups byR
A statistic to test the equality of correlations in L groups is 8 then defined by the quadratic form
The asymptotic distribution of the resulting test statistic when pseudo-observations from the PPITs are estimated is stated in Proposition 2.
Proposition 2
Let (X
..,n be n independent copies from X 1:d and C [30] hold and that the partition Γ :
LetΣ RΓ :=Σ RΓ +Σ PVC +Σ r , whereΣ RΓ is defined in Appendix A.2, andR Γ denote the vector of sample correlations that are computed using the pseudo-observations from the PPITs. Construct the test statistic
Under the
Proof. The proof is given in Appendix A.2.
The matrices Σ PVC = plim n→∞ΣPVC and Σ r = plim n→∞Σr quantify the change in the asymptotic covariance matrix due to the estimation of pseudo-observations from the PPITs. If the marginal distributions are known and we don't have to estimate ranks to obtain pseudo-observations from C PVC 1:d it follows that Σ r = 0. If the PVC C PVC 1:d is known it follows that Σ P V C = 0. Note that the off-diagonal elements of Σ RΓ = plim n→∞ΣRΓ , i.e., the asymptotic covariances between estimated correlations in different groups, are, in general, no longer zero if observations from the PPITs are estimated.
CCC test for higher-order partial copulas: Combining partitions
Whether the test proposed in Proposition 2 rejects the null hypothesis if the conditional correlation
is not constant depends on the chosen partition Γ. To illustrate that the choice of the partition matters and to motivate the construction of a test based on the combination of several partitions, we use the following Example 1. It consists of the D-vine copula representation of the fourdimensional Clayton copula where the conditional copula in the last tree is replaced by a Frank copula having a parameter which depends on the two conditioning variables U 2 and U 3 . 4 The statistic T n (Γ) also follows from (BR Γ ) T BR Γ = L−1 l=1π l (r l −r) 2 , wherer is the average correlation (see Appendix A.1). That is, the statistic can be written in terms of weighted differences of the correlations to the average correlation. 
Example 1
Let C Cl (θ) and C F r (θ) be the cdfs of the Clayton and Frank copula with parameter θ, respectively. The building-blocks of the 4-dimensional D-vine copula are chosen to be
with θ 1 := 2τ 1−τ and θ 2 := θ1 1+θ1 , where τ is the value of Kendall's τ .
5
For the illustration we set in Example 1 τ = 0.4 and λ = 1 and simulate a sample of size n = 1000.
For instance, if we choose
, then r 1 = r 2 and the power of the test is asymptotically equal to the level of the test. Instead, we could use partitions such as
In Figure 1 , we illustrate the resulting tests T n (Γ 1 ) and T n (Γ 2 ). The upper row corresponds to the first partition Γ 1 where the difference of the correlations in the two groups isr 2 −r 1 = 0.161, yielding a test statistic value of T n (Γ 1 ) = 5.41. In contrast, if we consider the second partition Γ 2 shown in the lower row of Figure 1 , we getr 2 −r 1 = 0.392 and T n (Γ 2 ) = 65.72.
In order to increase the probability that the test will reject the null hypothesis if the conditional correlation is not constant, it seems naturally to consider not only one but a finite number of partitions
statistic using a combination of several partitions is given by
where λ n is a penalty function. The construction of a test in such a manner has some similarity to the approach of Lavergne and Patilea [33] . The idea is that by choosing an appropriate penalty function the asymptotic distribution of Θ n under the H 0 should be equivalent to the asymptotic distribution of T n (Γ 0 ). Precise conditions are given in the following proposition.
Proposition 3
Assume that the conditions stated in Proposition 2 hold and that the partitions Γ 0 , . . . , Γ M fulfill the conditions stated for Γ in Proposition 2. Additionally, let λ n : N → R + be a penalty function such that
If there is a partition Γ m , m ∈ {0, . . . , M }, such that plim n→∞
Proof. See Appendix A.3
Thus, the critical value of Θ n under the H 0 only depends on Γ 0 but not on
there is a partition Γ m such that the correlations conditional on the subsets of the partition are not identical, i.e., c > 0, the power of the test approaches 1 if the sample size goes to infinity.
A data-driven algorithm for testing with high-dimensional conditioning variables
In the previous chapter we introduced statistical tests for the hypothesis that the conditional corre-
Both constant conditional correlation (CCC) tests, T n (Γ) and Θ n , are based on partitions of Λ 0 := supp(U Sij ). We will now explain how such partitions can be defined and efficiently selected in a data-driven fashion. 
Naive approaches
The corresponding groups of observations are given by (U
For j = 3 one could consider the sample median of each conditioning variable to split the observations into groups and then consider the partitions that result from the combinations of these groups. That is, for the conditional copula C i,i+3; i+1:i+2 we would obtain
Generalizing this strategy for j ≥ 3 a resulting partition Γ m has the form
where m k is the k-th entry of a vector m ∈ {1, 2} j−1 and {1, 2} j−1 is the cartesian power of the set {1, 2}. However, this approach is computationally only feasible for small j, since the number of partitions 
The resulting partition Γ med := {Λ 1 , Λ 2 } is then given by
This mean aggregation with the median as fixed split point provides a useful partition for the CCC test to detect a possible difference in the conditional correlations if there is a moderate positive pairwise dependence between all pairs in the conditioning set and the influence of the conditioning variables on the conditional copula is similar, e.g. high (low) values of the conditioning variable result in a copula with high (low) monotone dependence. However, in practice, we typically have no information on the functional form of the conditional copula, so that a justification for this and any other a priori determination of the partition is difficult. Therefore, we introduce in the following a decision tree algorithm which selects the partitions in a data-driven way and is computationally feasible also for large j.
12
. . . Λγ 0:J , where γ0:J := (γ0, γ1, . . . , γJ ) ∈ {0} × {l, r} J , 0 ≤ J ≤ Jmax, using a decision tree algorithm with maximum depth Jmax.
A decision tree algorithm
The test statistic Θ n can be rewritten in the following way
The set Γ max denotes the partition for which a possible violation of the H 0 is most pronounced. To find Γ max in a data-driven and computationally efficient way we use the decision tree shown in Figure 2 . The decision tree recursively uses binary splits to partition the support Λ 0 = supp(U Sij ) into disjoint subsets to obtain Γ max := {Λ (0,γ1,...,γ Jmax ) ⊂ Λ 0 :
Jmax }, where J max is the maximum depth of the tree. E.g., if J max = 2, then Γ max := {Λ (0,l,l) , Λ (0,l,r) , Λ (0,r,l) , Λ (0,r,r) }. The possible split points for each leaf Λ (γ0,γ1,...,γ J ) , 0 ≤ J ≤ J max , are given by the empirical quartiles of each conditioning variable and by the empirical quartiles of the mean aggregation of the conditioning vector given in (5.1). Among these possible splits the split is chosen that maximize the statistic of the CCC test. For algorithmic details and a formal definition of the decision tree algorithm we refer to Appendix A.4. In all simulations in Section 6 and the real data applications in Section 7, we choose J max = 2, and λ n = 1 √ n . 6 We further set Γ 0 = Γ med , because we have no a priori information about the relative importance of each conditioning variable and because the median as split point guarantees well-balanced sample sizes in the groups.
We illustrate the decision tree-based algorithm using the four-dimensional D-vine copula defined in Example 1. In Figure 3 , the decision tree approach to test whether C 14; 23 is a second-order partial copula is visualized via colored frames showing the subsets building the selected partition. On the left hand side of 
Simulation study
In the following, the finite-sample performance of the CCC test is analyzed and compared to the performance of the vectorial independence (VI) test of Kojadinovic and Holmes [31] . We will analyze the power of both tests w.r.t. the variation in the conditional copula, illustrate the power gain of the CCC test , Λ (0,r,r) }, which is also shown in the lower plots of Figure 3 . The black points show observations being assigned to the corresponding subset of the support Λ0 and the light-gray points correspond to the observations which have been assigned to the other subset due to the binary split. The mean of the conditioning variables u2 and u3 is denoted byū2:3.
due to the decision tree algorithm, and investigate the performance of both tests w.r.t. the dimensionality of the testing problem. Additionally, we discuss two practical issues of testing the simplifying assumption in high-dimensional vine copulas, namely, the impact of misspecified copula families and vine structure selection.
All results for the CCC test are computed with estimated pseudo-observations using the steps described in Definition 5. Since the asymptotic distribution of the VI test with estimated pseudo-observations is unknown, we use the true observations from the PPITs for the VI test and compute p-values on the basis of 1000 bootstrap samples [32] .
Power study: The functional form of the conditional copula
To alter the variation of the conditional copula in Example 1, we vary the parameter λ in the function α(u 2:3 ; λ) = 1 + 2.5λ(1 − 1.5(u 2 + u 3 )) 2 (6.1) between zero and one. For λ = 0, the copula C 14; 23 does not vary at all and for λ = 1 the variation is most pronounced. In Figure 5 , the variation in Kendall's τ of the Frank copula C 14; 23 as a function of the meanū 2:3 = 1 2 (u 2 + u 3 ) is shown on the left hand side. 7 For the sample sizes n = 500, 1000, and λ = if one doubles the sample size from 500 to 1000 observations. Furthermore, both tests are more powerful the more the variation in the conditional copula is pronounced, i.e., the larger the parameter λ. Overall the empirical power is much better for the CCC test than for the VI test. In terms of empirical power, the CCC test outperforms the VI test in all settings with a relative improvement that often exceeds 300%.
Power study: Gain of power by using the decision tree algorithm
We now compare the CCC test based on the decision tree approach Θ n with the CCC test T n (Γ 0 ) where the partition Γ 0 is pre-selected. By construction, Θ n ≥ T n (Γ 0 ) always holds, meaning that if we reject based on T n (Γ 0 ), we also reject based on Θ n . As a consequence, the empirical power of Θ n is never smaller than the empirical power of T n (Γ 0 ). The improvement in power due to the use of Θ n instead of T n (Γ 0 ) depends on the data generating process and will be investigated in the following As in Section 5, we choose Γ 0 = Γ med , i.e., we use mean aggregation and the median as fixed split point. As data generating processes we consider the vine copula in Example 1 and the resulting vine copulas that arise if the parameter of the conditional Frank copula C 14; 23 in the last tree of Example 1 is given by
Instead of summing up the two conditioning variables as in α(·) (Equation 6.1), α I (·) exhibits an interaction effect between the conditioning variables and α D (·) takes the difference of the conditioning variables. Figure 6 shows the empirical power of the CCC tests Θ n and T n (Γ 0 ) for the hypothesis Figure 6 ), the test with the fixed partition Γ 0 = Γ med delivers a test T n (Γ 0 ) which performs almost as good as Θ n . That is because the parameter α(u 2:3 ; λ) of the conditional copula in Example 1 can be written as a function of the mean of the conditioning variablesū 2:3 = 1 2 (u 2 + u 3 ). Furthermore, the conditioning variables are positively associated due to the Clayton copula with τ 23 = 0.4. As a result, the decision tree rarely finds a better partition than the fixed partition Γ 0 = Γ med .
For the other two cases, the partition Γ med is not a good choice and the decision tree algorithm finds substantially better partitions in a data-driven way. The varying parameter α I (·) (middle panel in Figure 6 ) introduces an interaction effect between the two conditioning variables. Although the test with the fixed Γ med partition can detect some of the variation in the conditional copula, the decision tree finds better partitions which can increase the empirical power by more than 20 percentage points. The gain of power is even more pronounced if the parameter α D (·) (right panel in Figure 6 ) of the conditional copula is a function of the difference of the conditioning variables. Even if λ = 1 and the conditional copula is strongly varying, the test with the fixed partition Γ med can not recognize the variation in the conditional copula because it uses a partition that is based on the mean of the conditioning variables. As a result, the empirical power is identical to the level of the test. On the contrary, the data-driven selection of the partition results in a substantial power increase even though the algorithm can not directly split the support of the conditioning variables w.r.t. the difference of the conditioning variables. For λ = 1 and n = 1000, the data-driven selection of the partition increases the power from 5% to 99%. In summary, the choice of Γ 0 determines a lower bound for the empirical power of the test Θ n and by applying Θ n with the decision tree one obtains a more powerful test. The magnitude of the power improvement depends on the data generating process and ranges from negligible (e.g., α(·)) to huge (e.g.
. For all data generating processes, the power of the data-driven test Θ n is much better than the power of the VI test. The difference is most pronounced for α D (·) where the empirical power of the VI test is always approximately 5% while the empirical power of the CCC test Θ n can be 99%.
Power study: The dimension of the conditioning set
For high-dimensional vine copulas, the dimension of the conditioning set of a conditional copula increases rapidly. Therefore, it is substantial that a test for the constancy of a conditional copula still has power if the dimension of the conditioning set is not small. To investigate the performance of the CCC test w.r.t. the dimension of the conditioning set, we start with a up to twelve-dimensional Clayton copula which can be represented as a D-vine copula consisting of Clayton copulas. We then replace the Clayton copula in the edge of the last tree by a Frank copula with varying parameter and investigate the performance of the CCC test. The data generating process being analyzed is defined in Example 2.
Example 2
For d ≥ 4, the building-blocks of the d-dimensional D-vine copula are chosen to be While the VI test suffers a lot from the curse of dimensions if the dimension of the conditioning set is increased, the empirical power of the CCC test is only slightly decreasing for higher values of d. Indeed, it is remarkable how the CCC test performs in comparison to the VI test. In particular, for the setup λ = 1 and n = 1000, the power of the VI test drops from 36% to 5% if the dimension is increased from
On the contrary, the power of the CCC test for this setup is always 100%. Moreover, even when the power of the CCC test is not 100% for d = 4, the decrease in its power is still marginal.
For instance, for λ = 0.6 and n = 500, the power of the CCC test only decreases from 83% to 67% while the power of the VI test quickly drops to 5% if the dimension is increased from d = 4 to d = 12. Thus, the introduction of a penalty in the CCC test statistic and the data-driven selection of the partition Γ max by means of a decision tree yields a test whose power decreases only slightly with the dimension of the conditioning variables.
Practical issues: Misspecification of the copulas in the lower trees
The true family of the five copulas in the first and second tree (C 12 , C 23 , C 34 , C 13; 2 , C 24; 3 ) in Example 1 is the Clayton copula. To analyze the effect of misspecified copula families, we now vary the pairwise value of Kendall's tau τ 23 = τ 12 = τ 34 = τ 13 = τ 24 between 0 and 0.8 and estimate either survival Gumbel or Gumbel copulas for all five copula in the lower trees. The top row of Figure 8 shows the results for correctly specified Clayton copulas in the lower trees as a benchmark. Since the strength of the variation of C 14; 23 is more pronounced for higher values of τ 23 , the empirical power of the tests is also increasing in τ 23 . The empirical size of the tests (λ = 0) is not influenced by τ 23 and always close to the theoretical level of 5%.
The second row of Figure 8 corresponds to a rather mild misspecification where we estimate survival Gumbel copulas in the first and second tree. We see that the empirical size is still very close to the theoretical level of 5 % (λ = 0). Moreover, the power of the test with misspecified survival Gumbel copulas is almost indistinguishable from the power of the test with correctly specified Clayton copulas.
If the degree of misspecification is severe and we fit Gumbel copulas (with upper tail dependence) to data generated from Clayton copulas (with lower tail dependence), differences in the empirical power of 19 the CCC test become visible in the third row of Figure 8 . In the majority of the considered scenarios the empirical power is now smaller. In cases with high dependence, i.e., τ 23 = 0.4, 0.6, 0.8, the empirical size is increased and no longer as close to the theoretical level than without misspecification. This shows that the test might not control the size if the copula families in the lower trees are severely misspecified.
Note that we misspecify five copula families and that the misspecification in the second tree might be even worse because the data in one edge of the second tree is no longer generated by a Clayton copula if the copulas in the first tree are misspecified. Thus, the performance of the CCC test is relatively robust w.r.t. such a severe misspecification.
Practical issues: Model selection and the hierarchical test procedure
Throughout the paper we consider the scenario where the hypothesis about the simplifying assumption is formulated for a given vine copula structure. In practice, the vine structure and copula families are not known and have to be selected by some model selection algorithms. Note that, in general, depending on the vine structure, a copula can satisfy or violate the simplifying assumption (see [4] for examples). Thus, in order to investigate the effect of vine copula model selection on the empirical power of the CCC test, it is reasonable to consider exchangeable data generating processes for which the simplifying assumption is either satisfied or violated for any structure. In this case, the null hypothesis is independent of the vine structure and it is sound to analyze the resulting size and power of the CCC test due to model selection.
For this reason, we generate data from the Clayton, Gaussian, Gumbel, and Frank copula in four dimensions with pair-wise values of Kendall's τ of 0.2, 0.4, 0.6, 0.8. Then, we use the algorithm of Dißmann et al. [6] to select a regular vine copula structure and to specify the copula families via the AIC. We apply the hierarchical procedure (Definition 5) to test the simplifying assumption at a theoretical level of 5 %.
Thus, in the second tree two conditional copulas are tested with an individual level of 1.67 %. If we do not reject the H 0 for both copulas in the second tree, we continue in the third tree and test C 14; 23 at an individual level of 1.67 %. Therefore, each test of the simplifying assumption for the considered four dimensional copulas consists of up to three individual tests.
The first two panels in Figure 9 report the results for the four-dimensional Clayton and Gaussian copula for which any structure satisfies the simplifying assumption [13] . The empirical size of the CCC test is still very close to the theoretical level of the test even under the consideration of vine copula 20 model selection and possibly misspecified copula families. On the right of Figure 9 , the empirical power of testing the simplifying assumption for the four-dimensional Frank and Gumbel copula is plotted. The
Frank and Gumbel copula slightly violate the simplifying assumption for every vine structure [13] as long as τ / ∈ {0, 1}. Although the variation in the conditional copulas induced by the four-dimensional Frank and Gumbel copulas is rather mild, 8 the CCC test often rejects the simplifying assumption. That the power has a minimum at τ = 0.8 can be explained by the fact that both copulas satisfy the simplifying assumption for τ → 1.
Real data applications
We now analyze the performance of the proposed test procedure (Definition 5 and Definition 6) for regular vine copulas fitted to ten different data sets. Two different kinds of real data are considered:
On the one hand, prominent data sets from the vine copula literature, and on the other hand, filtered financial returns which have been the subject of study in many applied vine copula research papers.
The dimensionality of the data varies between 3 and 49 and the number of observations between 312 and 23, 909. The two non-financial data sets are uranium [35] and concrete [36] . For both data sets, normalized ranks as pseudo-observations from the copula are obtained by means of the rescaled ecdf.
All eight financial data sets are from the Kenneth R. French -Data Library and we apply ARMA(1,1)-GARCH(1,1)-filtering [37, 38] and the rescaled ecdf to the residuals to obtain pseudo-observations from the d-dimensional copulas. Note that by applying the rescaled ecdf to the residuals, our test with pseudoobservations is still an asymptotically correct test (Chen and Fan [39] ).
To obtain parametric models for the PVC we apply the standard regular vine model selection algorithm proposed by Dißmann et al. [6] which is implemented in the R-package VineCopula [40] . The pair-copula families are selected according to the AIC and we use the option to test for the independence copula in each node of the vine copula by applying the test of Genest and Favre [41] to obtain a sparse parametric simplified vine copula model.
In Table 1 and Table 2 we provide detailed information for all ten data sets being studied and also report the test results with the hierarchical procedure (Definition 5 and Definition 6) to check the validity of the simplifying assumption. For all cases where we reject the H 0 that the simplifying assumption is satisfied, we also report the first tree in which we reject at least one null hypothesis of the form
⊥ U Sij and therefore stop the hierarchical test procedure. For both non-financial data examples uranium and concrete we reject the simplifying assumption already in the second tree (Table 1 ). This is in line with the results reported by Gijbels et al. [16] for the data set uranium and by Kraus and Czado [20] for both data sets. The results for the filtered financial returns are mixed (Table 2 ). For three out of eight data sets we reject the simplifying assumption. In the cases where the simplifying assumption is rejected, the simplifying assumption is not already rejected in the second tree. Table 1 Test results for non-financial data sets. Rescaled ecdfs are used as univariate models and the regular vine copula models are selected with the algorithm of Dißmann et al. [6] . To test the simplifying assumption we apply the hierarchical procedure (Definition 5 and Definition 6) with the CCC test. The simplifying assumption can be rejected in the second tree.
The simplifying assumption can be rejected in the second tree. Table 2 Test results for financial data sets. The data source for all financial data sets is the Kenneth R. French -Data Library (available under: http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html). ARMA(1,1)-GARCH(1,1) with t-distributed innovations are used as univariate models. The rescaled ecdf of these innovations provides pseudo-observations which are used for the regular vine copula which is selected with the algorithm of Dißmann et al. [6] . To test the simplifying assumption we apply the sequential procedure (Definition 5 and Definition 6) with the CCC test. The simplifying assumption can not be rejected.
The simplifying assumption can not be rejected.
The simplifying assumption can not be rejected. The simplifying assumption can not be rejected.
The simplifying assumption can be rejected in the ninth tree.
The simplifying assumption can be rejected in the fourth tree.
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This indicates that the violation of the simplifying assumption for the vine copula selected by Dißmann's algorithm might be less severe for this kind of data as compared to uranium and concrete. This is consistent with the findings of Kraus and Czado [20] who also use the CCC test and report that the simplifying assumption seems to be rather appropriate for filtered financial returns. Kraus and Czado [20] argue that a possible explanation is that multivariate t-copulas are often well suited for modeling filtered financial returns and Stöber et al. [13] has proven that t-copulas can be represented as simplified vine copulas.
Summing up, the analysis of the real data sets demonstrates that the CCC test can successfully be applied to investigate the simplifying assumption in high-dimensional simplified vine copula models. For further applications of the CCC test we refer the reader to Kraus and Czado [20] and Schellhase and
Spanhel [25] .
Conclusion
We introduce a test for the simplifying assumption in high-dimensional vine copulas. In practical applications, a test for the simplifying assumption in high-dimensional vine copulas must be computationally feasible and tackle the curse of dimensions. The introduced CCC test addresses these two issues.
The asymptotic distribution of the CCC test statistic is derived under the assumption of semiparametrically estimated pseudo-observations from the partial probability integral transforms. Since the test has a known asymptotic distribution and is based on the stepwise maximum likelihood estimator it is computationally feasible also in high dimensions. To prevent suffering from the curse of dimensions if the number of conditioning variables increases, the CCC test utilizes a novel stochastic interpretation of the simplifying assumption based on the partial vine copula. Moreover, we propose a discretization of the support of the conditioning variables into a finite number of subsets and incorporate a penalty in the test statistic. A decision tree algorithm detects the possibly largest deviation from the simplifying assumption measured in terms of conditional correlations and also contributes to a computationally feasible test. In a simulation study we provide a thorough analysis of the finite sample performance of the CCC test for various kinds of data generating processes. The CCC test outperforms the vectorial independence test by a large margin if the conditional correlation is varying. Even more important for high-dimensional applications, the simulation study demonstrates that the power of the test decreases only slightly with the dimension of the conditioning variables. Moreover, vine structure model selection and a mild misspecification of the parametric copula families do not affect the power properties of the CCC test. An application to 10 data sets with up to 49 dimensions demonstrates the usefulness of the test and indicates that the validity of the simplifying assumption should be checked individually for each data set.
Beside its application as a specification test of simplified vine copula models, the CCC test can also be utilized to improve the modeling of data with vine copulas. Schellhase and Spanhel [25] make use of the CCC test to identify building blocks of vine copulas where the modeling of a conditional copula 23 is more appropriate than the specification of an unconditional copula. Additionally, Kraus and Czado [20] introduce model selection algorithms that use the CCC test to find appropriate structures for vine copulas which outperform the popular Dißmann algorithm [6] .
A.1. Representation of the CCC test statistic in terms of weighted differences to the average correlation
The test statistic T n (Γ) (and also T n (Γ)) are based on the first-order difference matrix A defined in Section 4.1. In the following, we show that an equivalent test statistic can be obtained using a matrix B which results in a test statistic based on weighted squared differences to the average correlation. To see
If we multiply B by the vector of estimated correlationsR Γ , we get the vector of weighted differences to the average correlation, i.e.,
We can rewrite the matrix B as
where C is the (L − 1) × (L − 1) upper triangular matrix where all non-zero entries are one and A is the first-order difference matrix used to define the test statistic T n (Γ). Note that by the matrix determinant lemma D is invertible. It follows that the χ 2 -statistics are equal, i.e.,
A.2. Proof of Proposition 2
We first prove the following lemma stating the asymptotic distribution of the test statistic
⊥ U Sij and the assumption that observations from the PPITs are observable.
Lemma 1
Let (U 
Proof. We first derive the asymptotic distribution ofR Γ = (r 1 , . . . ,r L ) under the H 0 before showing that T n (Γ) has an asymptotic Chi-square distribution under the H 0 . For this purpose, let e 5 := (0, 0, 0, 0, 1)
T is a L × 5L matrix that can be used to extract every fifth element from a 5L-dimensional column vector. The correlations are then given byR Γ = (I L ⊗ e 5 ) Tα , withα being the unique solution of the estimating equation
where the estimating function g Γ will be stated in the following.
Define
where
denotes the random fraction of data corresponding to Λ l , i.e.,π
The estimating function g Γ in (8.1) is given by
Using the same steps it can be readily verified that
the H 0 . Thus, under the H 0 , the standard theory of estimating equations for two-step estimators, e.g., Theorem 6.1 in [42] , yields that
where If we now extract every fifth element fromα usingR Γ = (I L ⊗ e 5 )
Tα , we obtain the joint asymptotic distribution of the estimated correlations under the H 0 as
Under the H 0 it holds that r 1 = . . . = r L = r = Corr(U PVC i|Sij , U PVC i+j|Sij ) and therefore it follows with the (L − 1) × L first-order difference matrix A and the continuous mapping theorem, that
To obtain the statistic of the CCC test when a sample from the PPITs is observable, the covariance matrix
has to be consistently estimated, e.g., byΣ
, where Cov[X] denotes the sample covariance of the random vector X. By applying once more the continuous mapping theorem and Slutsky's theorem, we get
and Lemma 1 is proven. 
Set θ := θ 1:d−1 and define the estimating function
so that the solutionθ of
= 0 is the pseudo stepwise maximum likelihood estimator.
denotes the estimating function of the correlations when pseudo-observations from the PPITs are used, i.e.,
T so that the estimating function of the vine copula parameters and the correlations is given by
The rank approximate estimatorβ is then given as the solution of 
where β 0 := (θ 
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Thus, provided the regularity conditions in Theorem 1 in Hobaek Haff [30] are satisfied, it follows that
and let n θ be the number of vine copula parameters, i.e., the length of the vector θ.
To extract the estimated correlationsR Γ fromβ and to obtain the corresponding asymptotic covariance matrix, we can exploit the block-structure of G as follows
Denote the n θ × L matrix consisting of zeros by 0 n θ ×L and define δ := (0
Thus, under the H 0 it follows that
With the same arguments as in the proof of Lemma 1 this implies under the H 0
A.3. Proof of Proposition 3
To obtain the asymptotic distribution of the test statistic Θ n , we need the following lemmas.
Lemma 2
Let Y ∼ F Y , where F Y is the cdf of a continuous probability distribution. Additionally, let λ n be a penalty function satisfying the conditions stated in Proposition 3.
Proof. Let α ∈ R. Since nλ n → ∞ it holds that
10 See Genest et al. [45] for a consistent estimator of
By assumption Y n converges in distribution to Y ∼ F Y , therefore
In the following Lemma 3 the asymptotic behavior of δ n := max shows that the test statistic Θ n converges in probability to infinity.
A.4. The decision tree: Algorithmic details
Every leaf in the tree represents a subset of the support Λ 0 of the random vector U Sij . The maximum depth of the decision tree is denoted by J max and every leaf is assigned to a level J in the decision tree (0 ≤ J ≤ J max ). The level of a leaf refers to the number of splits which have already been used to arrive at the leaf, starting from the root leaf Λ 0 (see Figure 2) . A leaf is denoted by Λ γ 0:J , where the (J + 1)-dimensional vector γ 0:J := (γ 0 , γ 1 , . . . , γ J ) ∈ {0} × {l, r} J splits in each leaf γ 0:J is restricted to be at most M = 3(j − 1 + 1 {j≥3} ). The formal definition of the set of possible splits is given in Appendix A.5 and we provide here a short explanation. To obtain the sets Λ (0,l) and Λ (0,r) for the two leaves in level 1, we consider the empirical 0.25, 0.5, and 0.75 quantiles for each conditioning variable U k , k ∈ S ij . If j ≥ 3, we additionally take the empirical 0.25, 0.5 and 0.75 quantiles of the mean aggregation given in (5.1) into account, resulting in 3 · j possible splits. The sets {Λ (0,l,l) , Λ (0,l,r) } and {Λ (0,r,l) , Λ (0,r,r) } for the four leaves in level 2 are obtained in the same fashion except that we now condition on U Sij ∈ Λ (0,l) or U Sij ∈ Λ (0,r) , respectively. Furthermore, we use several restrictions in the decision tree algorithm to guarantee that the final data sets do not become too small, so that we can still rely on approximations of finite-sample distributions using asymptotic distributions. To apply the test based on the statistic Θ n , a penalty function λ n has to be specified and any choice satisfying the conditions stated in Lemma 3 results in an asymptotically valid test. However, the size and power for finite sample sizes depends on the chosen penalty function λ n . The choice of the penalty function in finite samples will be analyzed in a simulation study under the H 0 , i.e., with a focus on the empirical size.
In all simulations in Section 6 and the real data applications in Section 7, we choose λ n = 1 √ n and Γ 0 = Γ med . 12 We will now show how testing based on Θ n is related to testing based on T n (Γ 0 ), i.e., the CCC test with fixed partition Γ 0 .
11 A decision tree with two or three splits is only applied if we have a certain amount of data. This is implemented by introducing a tuning parameter which controls the minimum sample size per leaf in the decision tree (the default value is 100 observations). As a result we do not always use the 0.25, 0.5 and 0.75 quantiles as thresholds but depending on the available sample size we may only use the 0.5 quantile or even don't apply any additional split at all. 12 The partition Γ med is defined in Section 5.1.
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For Θ n = max{T n (Γ 0 ), T n (Γ max ) − nλ n }, with Γ max := argmax Γm∈{Γ1,...,Γ M } T n (Γ m ), it holds
meaning that if we reject based on T n (Γ 0 ), we also reject based on Θ n . It follows that the empirical size of Θ n is bounded from below by the empirical size of T n (Γ 0 ) when both test are applied to the same collection of data sets in a monte carlo simulation to compute the empirical size.
We now derive a condition on λ n such that Θ n and T n (Γ 0 ) result in equivalent test decisions. This means that the test statistic Θ n is analyzed relative to T n (Γ 0 ). 13 Let τ := F −1 χ 2 (L0−1) (1 − α) . If the penalty function λ n satisfies 6) it follows that Θ n = max{T n (Γ 0 ), T n (Γ max ) − nλ n } ≤ max{T n (Γ 0 ), τ }. Therefore, if we can not reject at a α-level based on T n (Γ 0 ) and if λ n satisfies (8.6), we also can not reject based on Θ n , i.e., if λ n > b n it holds T n (Γ 0 ) < τ ⇒ Θ n < τ.
As a result, if λ n > b n , both tests result in the same α-level test decisions, i.e.,
Note that T n (Γ) converges in distribution to a χ 2 -distribution under the H 0 and by Slutsky's theorem it follows that b n p → 0. Therefore, the lower bound b n is bounded in probability, i.e., ∀ > 0 ∃B > 0 ∀n ≥ 1 : P(|b n | ≥ B) < .
Meaning that for any > 0, we can choose λ n such that P(|b n | ≥ λ n ) < , which restricts the probability of different test decisions (i.e., rejecting the H 0 with Θ n but not rejecting the H 0 with T n (Γ 0 )) at a α-level to because P(Θ n ≥ τ, T n (Γ 0 ) < τ ) = P(max{T n (Γ 0 ), T n (Γ max ) − nλ n } ≥ τ, T n (Γ 0 ) < τ ) = P(T n (Γ max ) − nλ n ≥ τ, T n (Γ 0 ) < τ ) ≤ P(T n (Γ max ) − nλ n ≥ τ ) = P(b n ≥ λ n ) < .
This implies that for any > 0, we can choose λ n such that P(|b n | ≥ λ n ) < and therefore P T n (Γ 0 ) ≥ τ ⇔ Θ n ≥ τ = P(T n (Γ 0 ) ≥ τ, Θ n ≥ τ ) + P(T n (Γ 0 ) < τ, Θ n < τ ) = 1 − P(T n (Γ 0 ) ≥ τ, Θ n < τ )
=0
−P(T n (Γ 0 ) < τ, Θ n ≥ τ ) ≥ 1 − .
In practical applications, we are interested in the finite sample distribution of the lower bound b n of the penalty function λ n . Using resampling techniques, we can determine this lower bound for λ n under the H 0 . To illustrate how one can use resampling techniques to determine the parameters c and β of the penalty function λ n = cn −β , we again consider the data generating process given in Example 1. For λ = 0, the Frank copula C 14; 23 in the third tree of the D-vine copula defined in Example 1 is not varying with the conditioning variables and therefore fulfills the H 0 of being a second-order partial copula. For each considered sample size n we generate 1000 random samples of size n from the 4-dimensional Dvine copula and compute for each sample the lower bound b n of the penalty function λ n . In Figure 10 , the maximum of all 1000 lower bounds in the different samples is plotted for different sample sizes n as dots.
14 By taking the maximum over all resampled lower bounds we identify a lower bound for the penalty which would guarantee that in every of the 1000 samples the asymptotic α-level tests are equivalent, i.e., 
