In this paper, we characterize linear operators on real matrices that preserve multivariate majorization. We place no additional restrictions on the linear operator.
Introduction
Majorization is a topic of much interest in various areas of mathematics and statistics. If x and y are nonincreasing n-vectors of nonnegative real numbers such that k i=1 x i k i=1 y i for k = 1, . . . , n with equality at k = n, then we say that x is (vector) majorized by y and write x ≺ y. Equivalently, if two row vectors have the relationship x ≺ y then there is a doubly stochastic matrix D such that x = yD. Our interest is in the subject of majorizationfor matrices. The matrix version of majorization is that an m × n real matrix A is majorized by B if there is a matrix X such that A = BX. We are interested in a specific type of majorization of matrices. Definition 1.1. Let A and B be m × n real matrices. Then A is said to be multivariate majorized by B, written A ≺ B, if there exists an n × n doubly stochastic matrix D such that A = BD.
For more information on both vector and matrix majorization and their applications see [1, 2, 5, 7, 8] .
A
linear operator T : M m,n (R) → M m,n (R) is said to preserve a relation R on M m,n (R) if (X, Y ) ∈ R implies (T (X), T (Y )) ∈ R.
In this paper, we consider operators that preserve multivariate majorization. The topic of linear preservers is of interest to a large group of matrix theorists. See [9] for a survey of linear preserver problems. Ando [2] , characterized the linear operators which preserve vector majorization (equivalently, that preserve multivariate majorization on M 1,n (R)). His characterization is the basis for our work and is stated as Lemma 2.6. A characterization of linear operators which strongly preserve multivariate majorization (X ≺ Y iff T (X) ≺ T (Y )) with m = n, can be found in [3, 4] . Here, we shall characterize all linear operators which preserve multivariate majorization with no conditions on m, n, or T.
Main results
Let T be a linear operator on M m,n (R) and j be the row vector of all ones, [1, . . . , 1] . Also, let J denote the matrix in M m,n (R) all of whose entries equal 1. Throughout all vectors are row vectors unless explicitly specified. Let DS(n) be the set of n × n doubly stochastic matrices, i.e., nonnegative matrices with all row sums and column sums equal to one. By Birkhoff's Theorem (e.g., see [6] ), DS(n) is the convex hull of the set P(n) of n × n permutation matrices. Also, notation A[α|β] is the submatrix of A with rows in α and columns in β. So A[i|1 · · · n] is the ith row of A. We use x i to denote the ith component of x. We now define two linear mappings, which are fixed throughout the paper.
That is, (r(X)) is the column vector whose ith component is the ith row sum of X, equivalently (r(X)
is the diagonal matrix whose main diagonal is the vector r(X).
Lemma 2.2. If B is any element of M m (R) and X is any element of DS(n), then D(B) = D(BX) and r(B) = r(BX).

Proof. Let B ∈ M m,n (R) and X ∈ DS(n). Let
A = BX. Then the (i, i) entry of D(A) = D(BX) is n k=1 a ik = n k=1 (BX) ik = n k=1 n t=1 (b it x tk ) = n t=1 b it n k=1 x tk = n t=1 b it , 1 i n.
That is, D(A) = D(BX) = D(B). Similarly r(B) = r(BX).
Corollary 2.3. Let G ∈ M m (R) and H ∈ M m,n (R). Let the linear operator
Proof. Let A, B ∈ M m,n (R), and suppose A ≺ B. Then for some X ∈ DS(n), A = 
BX. By Lemma 2.2 we have D(BX) = D(B). Then T (A) = GD(A)H = GD(BX) H = GD(B)H = T (B) and hence T (A) ≺ T (B).
Lemma 2.4. Let E, F ∈ M m (R), P ∈ P(n) and the linear operator
T : M m,n (R) → M m,n (R) be defined by T (X) = EXP + F D(X)J. Then T preserves multivariate majorization.
Proof. Let
Observe that D(X)J = r(X) t j so that in Theorem 2.5 part (ii)(b) we could have written:
(ii)(b ) There exist matrices B, C ∈ M m (R) and a permutation matrix P ∈ P(n) such that T (X) = BXP + Cr(X) t j for all X ∈ M m,n (R).
The remaining part of this paper is devoted to the proof of Theorem 2.5. The proof uses the following lemmas. We state here the row version of Ando's characterization.
x i j for some α, γ ∈ R and P ∈ P(n).
The next lemma follows directly from Lemma 2.4. 
Proof. Suppose that x ≺ y so that x = yD for some D ∈ DS n . Let
But, by the definition of S ij we have that S ij (x) = S ij (y)E. Thus S ij preserves vector majorization.
Lemma 2.9. If T : M m,n (R) → M m,n (R) preserves multivariate majorization, then for 1 i m and 1 j n there exist vectors a i,j ∈ R n , permutation matrices P i,j ∈ P(n), and scalars α ij , β ij and γ ij with α ij = 0 or 1, α ij β ij = 0 and α ij γ ij = 0, such that
. . .
By Lemmas 2.6 and 2.8, we have that there exist vectors a i,j ∈ R n , permutation matrices P i,j ∈ P(n), and scalars α ij, β ij and γ ij with α ij = 0 or 1, α ij β ij = 0, and
Lemma 2.10. Suppose for some a not a multiple of j, we have
If T preserves multivariate majorization, then necessarily α ij β il
Proof. We may assume, without loss of generality, by Lemma 2.7, that γ il = 0, by subtracting γ il D(X)j. Further, without loss of generality, we may assume that j = 1, and l = 2. Suppose α ij = 1, β il = β / = 0. Suppressing subscripts we have
Further for a = [a 1 , a 2 , . . . , a n ] we may assume that a 1 / = a 2 = 0 for otherwise we again redefine T by subtracting a proper multiple of D(X)j from T (X) using Lemma 2.7. Let
Now, XD ≺ X, so T (XD) ≺ T (X).
Here
Since T (XD)≺T (X), there is a doubly stochastic matrix Q =[q ij ] such that T (XD)= T (X)Q. Therefore considering only the first row of T (X) and T (XD) we have
= a 1 a 2 − a n · · · a n − a n−1 .
Thus, we have that q 11 = 1 and since Q is doubly stochastic, we have that q 12 = q 13 = · · · = q 1n = 0. Therefore a 2 = a 3 = · · · = a n = 0, since a 2 = 0, and thus,
It follows that T (Y J ) ≺ T (Y ), but
Since the only vector which the zero vector majorizes is itself, we have a contradiction. x lk j for some β jl , γ jl ∈ R and P jl ∈ P(n).
Proof. By Lemma 2.9 we have that the j th row of T 
Suppose that α jl = 1 and a jl is not a multiple of j. By Lemma 2.6 we have that α jl β jl = 0. By Lemma 2.10 we have that α jl β jr = 0 for all r / = l.
Lemma 2.12. If T : M m,n (R) → M m,n (R) preserves multivariate majorization and
has at least two nonzero rows, one of which, say the jth, is n k=1 x ik a ji for some nonzero vector a ji which is not a multiple of j, and the other, say the lth, is β li x l P li + γ li n k=1 x ik j for some β li , γ li ∈ R and P li ∈ P(n), then β il = 0.
Proof. Suppose β li /
= 0. Without loss of generality, we may assume γ li = 0, β li = 1 and P li = I . Also, as above, we may assume that a 1 / = 0 and a 2 = 0 when a ji = a = a 1 , a 2 , a 3 , . . . , a n . Further by permuting, we may assume i = 1, j = 1 and l = 2. So
so that D is a doubly stochastic matrix. Then
there is a doubly stochastic matrix
Comparing the second row then we have 
Further, since · · · = a 1 0 a 3 · · · a n .
This implies that a 1 = 0, which is a contradiction.
Lemma 2.13. If
for some a which is not a multiple of j, then T does not preserve multivariate majorization.
Proof. Suppose T preserves multivariate majorization. Without loss of generality, a = a 1 , 0, a 3 , . . . , a n and
But then
and hence, there is a doubly stochastic matrix D such that
It follows, by considering the second rows, that the first row of D must be
Thus a = a 1 0 a 3 · · · a n = aD = * a 1 * · · · * which implies a 1 = 0. This is a contradiction.
Corollary 2.14. If
, and P il ∈ P(n) for all X ∈ M m,n (R).
Proof. By Corollary 2.11, each row of T (X) is either of the form (i)
m l=1 α jl n k=1 x lk a jl for some α jl ∈ {0, 1} and a jl ∈ R n , or
(ii) m l=1 β jl x l P jl + γ jl n k=1 x lk j for some β jl , γ jl ∈ R and P jl ∈ P(n). If α ij = 0 for all (i, j ) then case (ii) holds. If β ij = 0 for all (i, j ) then case (i) holds since if a row is γ jl n k=1 x lk j one can let a jl = γ j. Suppose that α ij = 1 and β rs / = 0. By permuting rows and columns, and by use of Lemma 2.4 we may assume that α 11 = 1, β 22 = 1, P 22 = I and γ ij = 0 for all (i, j ). Thus
By Lemma 2.13 T does not preserve multivariate majorization, a contradiction.
Lemma 2.15. Let S : M m,n (R) → M m,n (R) be defined by
where P il ∈ P(n). If S preserves multivariate majorization, then P 1l = P 2l = · · · = P ml .
Proof.
Consider
Suppose P 11 / = P 21 and α 11 , α 21 / = 0. We may assume without loss of generality that P 11 = I and P 21 = P σ , where σ (1) = 2 and σ (k) = 1 for some k > 1.
Thus we have that r + 2s = 2 − α, t + 2u = 1 + α, and v + 2w = 0. Since Q is doubly stochastic it follows that v = w = · · · = 0, so that t = 1 − r, s = 1 − r and u = r. Further, since r + 2s = 2 − α, we have that r = α. That is
Since Q is doubly stochastic, as above it follows that
But r 1 and α < 1, a contradiction. Thus in either case, we have arrived at a contradiction and hence P 21 = I n and hence it follows that P 11 = P 21 = · · · = P m1 .
Lemma 2.16. Let
where P 1l ∈ P(n). If S preserves multivariate majorization, then P 11 = P 12 = · · · = P 1n .
Proof. Suppose P 11 / = P 12 and, without loss of generality, α 11 = 1, α 12 / = 0, P 11 = I and let b = α 12 . We can also assume without loss of generality that P 12 = P σ with σ (1) = 2 and σ (k) = 1 for some k. Thus, for some matrix B = [a ji ] ∈ M m and permutation matrix P ∈ P(n).
S(X)
=
