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Resumen: En este trabajo se presentan los resultados preliminares de una nueva te´cnica
no supervisada para la extraccio´n de relaciones entre medicamentos y efectos adversos. La
identificacio´n de relaciones se consigue a partir de un modelo de representacio´n de cono-
cimiento que extrae pares de entidades con un peso determinado, en funcio´n de la signifi-
catividad estadı´stica de su coaparicio´n en un mismo documento. Dicho modelo puede ser
posteriormente convertido en un grafo. El sistema ha sido evaluado sobre un corpus de re-
ferencia, denominado ADE corpus, consiguiendo resultados prometedores al obtener una
eficacia muy por encima de un baseline esta´ndar. Las primeras pruebas tambie´n muestran
un alto potencial para inducir conocimiento nuevo.
Palabras clave: Extraccio´n de informacio´n, Dominio me´dico, Extraccio´n de relaciones,
Reacciones adversas a medicamentos
Abstract: In this work we present preliminary results obtained by a new unsupervised tech-
nique for extracting relations between drugs and adverse drug reactions. The identification
of those relations is achieved using a knowledge representation model that generates pairs of
entities and assigns them a specific weight, depending on the statistical significance of their
co-occurrence in the same document. This model may subsequently be transformed into a
graph. The system has been evaluated over the reference ADE corpus, obtaining promising
results, since its effectiveness is quite higher than that obtained by a standard basline. First
tests also show a high potential for inducing new knowledge.
Keywords: Information extraction, Medical domain, Relation extraction, Adverse drug ef-
fect
1. Introduccio´n
La identificacio´n de reacciones adversas a
medicamentos (ADR: Adverse Drug Reaction) es
una problema´tica de gran relevancia en la pra´cti-
ca me´dica. ADR (Edwards y Aronson, 2000) se
define como cualquier forma nociva, no intencio-
nada, de reaccio´n no deseada o desagradable que
resulta del uso de una dosis de un medicamento
para el propo´sito de la profilaxis, el diagno´stico o
la terapia. Predice el peligro de la futura adminis-
tracio´n y establece la necesidad del cambio de la
dosis o de la retirada del producto. Habitualmen-
te los efectos adversos de los medicamentos no se
conocen por completo en el momento de su apro-
bacio´n ya que los ensayos clı´nicos previos son de
taman˜o limitado y se realizan en un perı´odo de
tiempo corto. Por ello es frecuente que posterior-
mente aparezcan efectos adversos adicionales, en
algunos casos graves. Esto hace que sea de vi-
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tal importancia monitorizarlos y reportarlos en el
menor tiempo posible. La extraccio´n automa´tica
de informacio´n es por tanto de gran ayuda en es-
te proceso, ya que puede aliviar notablemente el
trabajo manual, y se esta´ explorando, tanto en do-
cumentos cientı´ficos (Gurulingappa et al., 2012)
e informes clı´nicos (Aramaki et al., 2010), como
en informacio´n extraı´da de sitios web (Segura-
Bedmar, de la Pen˜a Gonza´lez, y Martı´nez, 2014).
La extraccio´n de relaciones en general y en
este caso en particular requiere realizar dos ta-
reas. En primer lugar es necesario identificar en
el texto las entidades entre las que se pueden dar
las relaciones buscadas. Posteriormente se trata
de identificar los casos en los que se cumple la
relacio´n entre dos entidades. En los u´ltimos an˜os
se han aplicado te´cnicas de procesamiento del
lenguaje natural a ambos aspectos del problema,
aunque nosotros nos centramos en el segundo, en
el contexto de la documentacio´n cientı´fica.
La identificacio´n de relaciones se ha abordado
con diversas te´cnicas. Algunas propuestas se ba-
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san en la coaparicio´n de las entidades de intere´s
(Pyysalo et al., 2008; Kandula y Zeng-Treitler,
2010). En estos trabajos se supone que dos enti-
dades que se mencionan en la misma frase o en el
mismo resumen pueden estar relacionadas. Lo´gi-
camente, este enfoque proporciona una cobertu-
ra alta, pero una precisio´n muy baja. Debido a su
sencillez se suele adoptar como baseline para ha-
cer comparativas con otros me´todos. En Wang et
al. (2009) el sistema MedLEE es aplicado para
identificar potenciales ADRs en resu´menes. Rea-
lizan pruebas basadas en la distribucio´n χ2 para
seleccionar las asociaciones. Por su parte, el sis-
tema descrito en Kang et al. (2014) utiliza una
base de conocimiento para la identificacio´n de
relaciones. Concretamente se usa una representa-
cio´n en forma de grafo de la informacio´n conteni-
da en el metatesauro UMLS (Lindberg, Humph-
reys, y McCray, 1993). UMLS define te´rminos y
conceptos, ası´ como relaciones entre los concep-
tos. Estos autores utilizan distancias entre con-
ceptos para seleccionar relaciones. Otros auto-
res han utilizado un enfoque de aprendizaje au-
toma´tico (Gurulingappa et al., 2011; Gurulingap-
pa, Mateen-Rajput, y Toldo, 2012). En (Eltyeb y
Salim, 2015) se aplica un sistema basado en pa-
trones para identificar las asociaciones. Los pa-
trones se identifican automa´ticamente y despue´s
se pueden utilizar para aumentar la base de datos
de relaciones. Sin embargo, no se han encontrado
trabajos en la literatura que utilicen aproximacio-
nes no supervisadas al problema.
En este trabajo nos centramos en la segunda
fase de extraccio´n de relaciones, en la que las en-
tidades a relacionar ya han sido anotadas. En con-
creto, se aplica un refinamiento del modelo basa-
do en co-ocurrencia. Como otros trabajos, supo-
nemos que la coaparicio´n de dos entidades en el
mismo documento (en este caso, el resumen de
un artı´culo me´dico) puede considerarse una in-
dicacio´n de una posible relacio´n entre ellas. Sin
embargo, so´lo consideramos que la coaparicio´n
de dos entidades es representativa si su frecuen-
cia es estadı´sticamente significativa respecto a la
aparicio´n de las entidades por separado.
El resto del artı´culo se organiza de la siguien-
te forma: en la Seccio´n 2 se describe el corpus y
la te´cnica utilizada para etiquetar los resu´menes.
En la Seccio´n 3 se detalla el proceso completo de
extraccio´n de relaciones, a trave´s del modelo de
representacio´n del conocimiento propuesto. Las
Secciones 4 y 5 se centran en la experimentacio´n
y el ana´lisis de resultados. Finalmente, en la Sec-
cio´n 6 se extraen las principales conclusiones y
se exponen las lı´neas de trabajo futuro.
2. Materiales y Me´todos
2.1. Preparacio´n del Corpus
Como base de conocimiento para nuestro sis-
tema, se ha seleccionado el corpus ADE (Guru-
lingappa et al., 2012), que detalla relaciones en-
tre medicamentos y efectos adversos extraı´das
a partir de un conjunto de 2972 resu´menes de
artı´culos, almacenados en Medline. Del corpus
inicial, construido con una base de 5063 medica-
mentos y 5776 condiciones me´dicas, son pu´bli-
cos un total de 1644 resu´menes, aque´llos que pre-
sentan al menos una frase describiendo un efec-
to adverso. En total el corpus contiene un total
de 6821 relaciones de efecto adverso a un me-
dicamento. El archivo que almacena dichas rela-
ciones se va a utilizar en el presente trabajo co-
mo Gold Standard de relaciones entre medica-
mentos y efectos adversos, tras eliminar las re-
laciones repetidas. En dicho archivo, cada rela-
cio´n se expresa con una serie de campos, separa-
dos por el cara´cter “|” , que contienen respecti-
vamente el identificador del resumen en la base
de datos de Medline, la frase de la que se ex-
trae la relacio´n, el efecto adverso, las posicio-
nes de inicio y final del efecto adverso en la fra-
se, el medicamento, y las posiciones de inicio
y final del medicamento en la frase. Por ejem-
plo, la lı´nea “3159106 |Allopurinol hypersensiti-
vity. |hypersensitivity |21 |37 |Allopurinol |9 |20”
define el efecto adverso “hypersensitivity” pro-
vocado por el medicamento “allopurinol”, que
puede ser encontrado en el resumen con identifi-
cador “3159106”.
La Tabla 1 contiene los datos del corpus ADE
original, ası´ como los datos u´tiles del mismo, uti-
lizados para construir el Gold Standard que se




Efectos Adversos 5776 2983
Relaciones 6821 5098
Tabla 1: Estadı´sticas del corpus ADE, en su ver-
sio´n original (columna Original), y tras extraer
los elementos u´tiles de los resu´menes que contie-
nen al menos una relacio´n entre medicamento y
efecto adverso.
Adema´s del nu´mero de resu´menes, en la tabla
se puede observar el nu´mero de medicamentos,
efectos adversos, y relaciones no repetidas que
se encuentran en el Gold Standard.
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2.2. Anotacio´n de los resu´menes
El corpus ADE ofrece los identificadores de
Medline de los resu´menes que contienen relacio-
nes entre medicamentos y efectos adversos. Sin
embargo, para la aplicacio´n de nuestro algoritmo
es necesario etiquetar dichos resu´menes con to-
dos los posibles medicamentos y efectos adver-
sos que aparezcan en los mismos. Por tanto, se
accede a los resu´menes vı´a PubMed, y se identifi-
can sobre el texto de cada uno de dichos resu´me-
nes aquellas entidades (medicamentos o efectos
adversos) susceptibles de aparecer en una rela-
cio´n. Para ello, se utilizan las listas de medica-
mentos y efectos adversos extraı´das del corpus
ADE. Una vez hecho esto, cada documento que-
dara´ representado por una bolsa de entidades eti-
quetadas, que sera´n las que nos permitan elaborar
el grafo de coaparicio´n. El nu´mero total de enti-
dades en el Gold Standard es de 13642, mientras
que el nu´mero total de entidades etiquetadas es
de 25687. Esto nos da una idea de la dificultad
de encontrar las relaciones correctas de entre to-
das las posibles combinaciones entre entidades
dentro de los documentos etiquetados.
Tal y como se ha adelantado en la Seccio´n
1, es importante destacar que el objetivo funda-
mental de este trabajo es analizar la utilidad de la
te´cnica basada en coaparicio´n de entidades para
la extraccio´n de relaciones entre medicamentos y
efectos adversos. Es decir, no nos centramos en
la eficacia de una te´cnica de etiquetado concreta,
sino que consideramos un etiquetado hipote´tica-
mente perfecto, en el que se anotan todas las enti-
dades que nos interesan, para analizar el compor-
tamiento del sistema propuesto. Una te´cnica de
etiquetado diferente introducirı´a un sesgo que es
el que se pretende evitar a trave´s del etiquetado
propuesto.
3. Modelo de extraccio´n de relaciones
(significatividad estadı´stica)
El siguiente paso consiste en el ana´lisis de
coaparicio´n de entidades, a partir de los docu-
mentos etiquetados.
Para comprobar si la coaparicio´n de dos en-
tidades en un documento es significativa, se de-
fine un modelo nulo en el que las entidades se
distribuyen aleatoria e independientemente entre
un conjunto de documentos de un corpus. Con-
cretamente, se calcula la probabilidad de que dos
entidades coincidan por puro azar. Este valor nos
permite determinar un p-valor p para la coapari-
cio´n de dos entidades. Si p  1 se puede consi-
derar que la aparicio´n de las dos entidades en el
mismo documento es significativa, y por lo tanto,
es probable que su significado este´ relacionado.
Concretamente, si dos entidades se encuen-
tran respectivamente en n1 y n2 documentos, de
entre los N que componen el corpus, para con-
tar cuantos casos existen en los que dos entida-
des coincidan en exactamente k documentos, de-
bemos tener en cuenta que hay cuatro tipos de
documentos: k documentos que contienen ambas
entidades, n1−k documentos que contienen so´lo
la primera entidad, n2 − k documentos que con-
tienen so´lo la segunda entidad, yN−n1−n2+k
documentos (siempre que este nu´mero no sea ce-
ro) que no contienen ninguna de las dos entida-
des. Por lo tanto, el nu´mero de disposiciones que
buscamos viene dado por el coeficiente multino-
mial: (
N
k, n1 − k, n2 − k
)
(1)
Ası´, la probabilidad de que dos entidades que
aparecen en los documentos n1 y n2 respectiva-
mente y que esta´n distribuidas de forma aleatoria
e independiente entre N documentos, coincidan












si ma´x{0, n1 +n2−N} ≤ k ≤ mı´n{n1, n2}
y cero en otro caso.
Podemos escribir la ecuacio´n (2) de una for-
ma ma´s fa´cil de tratar computacionalmente. Pa-
ra ello introducimos la notacio´n (a)b ≡ a(a −
1) · · · (a − b + 1), para cualquier a ≥ b, y sin
pe´rdida de generalidad suponemos que la prime-
ra entidad es la ma´s frecuente, es decir n1 ≥






(N)n2−k(N − n2 + k)k(k)k
,
(3)
donde en la segunda forma se ha usado la identi-
dad (a)b = (a)c(a−c)b−c valida para a ≥ b ≥ c.











(n1 − j)(n2 − j)
(N − n2 + k − j)(k − j)
(4)
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Esto nos permite determinar un p-valor para





donde r es el nu´mero de documentos en el corpus
en el que coaparecen las dos entidades.
La forma de proceder a partir de este punto
es la usual en la comprobacio´n de hipo´tesis es-
tadı´sticas: se establece un nivel de confianza p0
(habitualmente p0 ≤ 0,05, es decir, la hipo´tesis
nula es incorrecta con un nivel de confianza del
95 % o superior) de manera que la coaparicio´n es
significativa so´lo si p < p0. De acuerdo con esto
se define un par de entidades i y j relacionadas
so´lo si coaparecen de acuerdo con este criterio.
Pero cuanto ma´s bajo sea el valor de p ma´s signi-
ficativa es la coaparicio´n, por lo que tiene sentido
asignar un peso a esta relacio´n. Esta significativi-
dad se puede cuantificar tomando la mediana (co-
rrespondiente a p = 1/2) como una referencia y
calculando el peso como ` = − log(2p), es de-
cir una medida de cuanto se desvı´a de la mediana
el valor real de r (nu´mero de documentos en el
corpus en los que coaparecen las dos entidades).
Mediante esta te´cnica se extrae un modelo de
representacio´n del conocimiento en el que se al-
macenan los pares de entidades que coaparecen
de forma significativa. Estos pares de entidades
se conectan con un peso que mide la significa-
tividad de su coaparicio´n. En este caso estamos
interesados u´nicamente en aquellos pares de enti-
dades que conecten medicamentos (entidades al-
macenadas con la etiqueta “MED”) con efectos
adversos (entidades almacenadas con la etique-
ta “DIS”). De las entidades que esta´n formadas
por varias palabras se eliminan las denominadas
stopwords, o palabras del propio idioma (en este
caso ingle´s) que no aportan informacio´n.
4. Experimentacio´n y resultados
La evaluacio´n se ha realizado en te´rminos de
Precisio´n, Cobertura y Medida-F (Precision, Re-
call y F-Measure).
4.1. Baseline
Dentro de la evaluacio´n de nuestro sistema,
se ha desarrollado un baseline, obtenido median-
te una te´cnica simple, que define un umbral de
resultados a superar por el algoritmo propuesto.
Dicho baseline se obtiene considerando que to-
das las entidades que aparecen en un mismo re-
sumen esta´n relacionadas, siempre que una de las
entidades sea un medicamento y la otra un efecto
adverso. El Gold Standard se construye a partir
de frases que se encuentran en los resu´menes, es
decir, toda relacio´n que se encuentra en el Gold
Standard se extrae de uno o varios documentos
concretos. El baseline ofrece por tanto una co-
bertura perfecta, aunque su precisio´n es muy baja
ya que contiene muchas relaciones incorrectas.
4.2. Resultados iniciales
La Tabla 2 muestra el baseline, ası´ como los
resultados obtenidos por la primera aproxima-
cio´n de nuestro algoritmo, descrito en la Seccio´n
3.
Sistema P C F
Baseline 25,20 100,00 40,25
Propuesto 42,33 59,67 49,53
Tabla 2: Resultados en funcio´n de la Medida-F
(F), Precisio´n (P) y Cobertura (C) obtenidos por
nuestro algoritmo, en comparacio´n con el baseli-
ne. Los campos en negrita indican el mayor valor
de cada medida.
Tal y como se indicaba anteriormente, el ba-
seline consigue una cobertura perfecta del pro-
blema, sin embargo, la precisio´n (nu´mero de
aciertos partido por el nu´mero total de relacio-
nes propuestas) de nuestro algoritmo es mayor,
lo que redunda en una mayor Medida-F. Es decir,
aunque nuestro sistema no encuentra todas las
relaciones posibles (encuentra alrededor de un
60 % de ellas), la proporcio´n de aciertos es ma-
yor, lo cua´l nos indica que nuestro algoritmo esta´
encontrando con mayor facilidad aquellas rela-
ciones ma´s significativas, desechando con efecti-
vidad otras que una te´cnica como la que imple-
menta el baseline asignarı´a por el simple hecho
de aparecer en un mismo documento. El umbral
de significatividad estadı´stica utilizado en nues-
tro algoritmo es de P0 = 0,01, es decir, se aplica
un nivel de confianza del 99 %.
4.3. Ana´lisis de distancias
Tras los primeros resultados se realizo´ un
ana´lisis detallado de las relaciones obtenidas
por el sistema. La primera impresio´n fue que
existı´an numerosas relaciones redundantes, en
comparacio´n con aque´llas contenidas en el
Gold Standard. Si consideramos las relaciones
R1(M1, E1) y R2(M2, E2), donde Mi y Ei re-
presentan, respectivamente, el medicamento y el
efecto adverso contenidos en la relacio´n i, exis-
ten casos para los que E1 y E2 son dos formas
diferentes de definir el mismo efecto adverso, es
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decir, contienen palabras muy similares, aunque
no son exactamente iguales. Por ejemplo, uno de
los efectos adversos del medicamento “itracona-
zole” se define como “vanishing bile duct”, ası´
como “vanishing bile duct syndrome”, es decir,
se contabilizan como dos relaciones pero u´nica-
mente difieren en una palabra y representan el
mismo efecto adverso. Si observamos el Gold
Standard nos damos cuenta de que la relacio´n co-
rrecta serı´a entre el medicamento “itraconazole”
y el efecto adverso “vanishing bile duct syndro-
me”.
La consecuencia de que se produzca esta si-
tuacio´n, en te´rminos de la evaluacio´n del siste-
ma, es que la precisio´n (y por tanto la Medida-
F) disminuye debido al nu´mero de relaciones ex-
traı´das por el sistema, que aunque no existan en
el Gold Standard, su efecto adverso es equiva-
lente al de una relacio´n que sı´ se encuentra en
e´l (con el mismo medicamento). Para solucio-
nar estos casos, se consideran aque´llas relaciones
R1(M1, E1) y R2(M2, E2), obtenidas por el sis-
tema, para las cuales E1 ≡ E2. Puesto que E1 y
E2 son te´rminos compuestos por una o ma´s pa-
labras, basamos esta equivalencia en la cercanı´a
entre ambos nu´meros, segu´n la medida de simi-
litud de Jaccard, la cual, dados dos conjuntos, se
expresa mediante la siguiente fo´rmula:
J(A,B) =
|A ∩B|
|A ∪B| , (6)
donde, en nuestro caso A y B son las dos en-
tidades (efectos adversos) que queremos compa-
rar. Tras una serie de pruebas, se ha optado por
establecer un valor mı´nimo de J = 0,6 para con-
siderar que dos entidades se refieren al mismo
efecto adverso. Este valor es lo suficientemente
elevado como para que las equivalencias que in-
troduce sean correctas y la precisio´n no disminu-
ya. Una vez que se analiza la distancia entre efec-
tos adverso a un mismo medicamento, se unen en
una sola relacio´n aque´llos efectos adversos con
similitud superior al umbral. La Figura 1 muestra
el resultado de aplicar el algoritmo de similitud
sobre un subconjunto de efectos adversos provo-
cados por el mismo medicamento (“Dalteparin”).
Como podemos observar, los efectos adver-
sos que se han unido en una sola entidad utilizan
diferentes definiciones para representar a dicha
entidad. En este caso, se considera que una rela-
cio´n del Gold Standard ha sido encontrada por
nuestro sistema, para un medicamento concreto,
si existe un efecto adverso dentro del conjunto
de efectos adversos similares para ese medica-



























Figura 1: Aplicacio´n de la medida de similitud
Jaccard sobre los efectos adversos del medica-
mento “Dalteparin”.
cio´n coincide exactamente con el efecto adverso
de la relacio´n del Gold Standard. Cada relacio´n
encontrada por el sistema, se considera a efectos
de evaluacio´n como una sola instancia.
La Tabla 3 muestra los resultados una vez
aplicada la similitud de Jaccard entre efectos ad-
versos, tanto a las relaciones obtenidas anterior-
mente como a las obtenidas por el baseline.
Sistema P C F
BaseJac 27,11 100,00 42,65
PropJac 45,46 59,67 51,60
Tabla 3: Resultados tras aplicar la similitud de
Jaccard sobre los efectos adversos, en funcio´n de
la Medida-F (F), Precisio´n (P) y Cobertura (C).
Comparacio´n entre nuestro algoritmo (PropJac)
y el baseline (BaseJac). Los campos en negrita
indican el mayor valor de cada medida.
La tabla muestra un aumento de la Precisio´n
y la Medida-F, gracias a la reduccio´n de relacio-
nes propuestas por el algoritmo, mientras que la
Cobertura se mantiene constante, es decir, se si-
gue encontrando el mismo nu´mero de relaciones
correctas que en los resultados iniciales.
5. Induccio´n de conocimiento
Uno de los aspectos ma´s importantes de un
sistema que busca relaciones dentro de textos, ya
sea entre medicamentos y efectos adversos, co-
mo es el caso, o entre cualquier otro tipo de en-
tidades, es su capacidad de descubrir nuevas re-
laciones que no se conociesen anteriormente, es
decir inducir conocimiento nuevo. En el presente
trabajo, es importante conocer si el sistema pro-
puesto serı´a capaz de encontrar relaciones “nue-
vas”, que no este´n directamente basadas en evi-
dencias que se puedan encontrar en los textos de
partida. Dichas evidencias serı´an resu´menes con-
cretos en los que aparezcan frases relacionando
directamente medicamentos con efectos adver-
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sos. En esta seccio´n detallaremos los experimen-
tos llevados a cabo para comprobar si nuestro sis-
tema es capaz de realizar esta induccio´n de cono-
cimiento.
El modelo de representacio´n de conocimiento
descrito en la Seccio´n 3 nos permite obtener un
conjunto de pares de entidades, relacionadas en-
tre sı´ con un determinado peso. A partir de estos
datos es sencillo construir un grafo en el que ca-
da nodo sea una entidad (medicamento o efecto
adverso), y un enlace entre dos nodos represente
la significatividad estadı´stica de coaparicio´n de
dichas entidades. El valor del enlace sera´ el del
peso almacenado para el par de entidades. Visua-
lizando el modelo de representacio´n de conoci-
miento como un grafo, los resultados obtenidos
en la Seccio´n 4.2 vendrı´an dados por las relacio-
nes extraı´das al recorrer so´lo los enlaces directos
entre medicamentos y efectos adversos del gra-
fo, es decir, aquellos caminos de distancia d = 1
entre un medicamento y un efecto adverso. Sin
embargo, es posible que si recorremos el gra-
fo con mayor profundidad, encontremos nuevas
relaciones. Sin embargo, es indispensable esta-
blecer condiciones para evitar que el nu´mero de
relaciones propuestas aumente demasiado, com-
prometiendo la precisio´n del sistema (aunque se
aumente su cobertura), y por tanto, la Medida-
F. De acuerdo a esto u´ltimo, en este caso se ex-
traen las relaciones que se extraı´an anteriormen-
te, y adema´s, se an˜aden aque´llas en las que el
medicamento y el efecto adverso se encuentran
a dos pasos (enlaces) de distancia dentro del gra-
fo. Adema´s, consideramos que la entidad inter-
media en dicho camino ha de ser otro efecto ad-
verso: M ⇒ E1 ⇒ E2. Esta restriccio´n parece
lo´gica, basa´ndonos en la hipo´tesis de que si E1 y
E2 coaparecen con frecuencia, hay una probabi-
lidad alta de que si M provoca E1, pueda provo-
car tambie´n E2.
Una vez que se generan nuevas relaciones
gracias al grafo de coaparicio´n, queremos saber
si alguna de esas nuevas relaciones podrı´a re-
presentar un caso de induccio´n de conocimiento.
Como la u´nica manera de saber si una relacio´n es
correcta sin recurrir a expertos del dominio es el
Gold Standard, el proceso que se sigue para de-
terminar si existe induccio´n de conocimiento es
el siguiente:
1. Se extraen las nuevas relaciones, recorrien-
do el grafo con d = 2.
2. Se selecciona una relacio´n concreta
R(M,E), que sea correcta segu´n el Gold
Standard, y se buscan aque´llos resu´menes
que apoyen dicha relacio´n. Es decir, se
seleccionan los resu´menes en los que
coaparezcan directamente el medicamento
M y el efecto adverso E.
3. Se eliminan los resu´menes que apoyan la re-
lacio´n, y se vuelve a construir el grafo de
coaparicio´n.
4. Se vuelven a extraer las relaciones, con d =
2, del nuevo grafo de coaparicio´n.
5. Si se vuelve a encontrar la relacio´n
R(M,E), el conocimiento representado por
dicha relacio´n se ha inducido, sin que haya
un resumen especı´fico que apoye la existen-
cia de dicha relacio´n.
Estos pasos se han seguido para analizar va-
rias relaciones positivas. Algunas de ellas se
volvı´an a encontrar al final del proceso (se in-
ducı´a el conocimiento), mientras que otras no. En
este punto, nos interesa conocer si el peso de las
relaciones juega un papel importante a la hora de
inducir el conocimiento. Nuestra hipo´tesis se ba-
sa en que si el peso normalizado de una relacio´n
(el peso directo en el grafo, dividido entre la su-
ma de los pesos de todos los enlaces que parten
del nodo) es alto, dicha relacio´n sera´ ma´s fuerte
y por tanto el conocimiento que representa sera´
ma´s fa´cil de inducir. La forma de obtener el peso
normalizado de un enlace entre el nodo i y el j,
P (i, j), se muestra en la fo´rmula 7:




donde D(i, j) es el peso directo (sin normali-
zar) entre los nodos, y O(i) es el nu´mero de en-
laces que parten del nodo i (su “Outdegree”).
Por ejemplo, a partir del medicamento “met-
hotrexate” encontramos tres relaciones diferen-
tes, con distancia d = 2, que se vuelven a encon-
trar al final del proceso anterior (su conocimiento
se induce):
methotrexate ⇒ toxicity(0,05) ⇒
renal toxicity(0,48)
methotrexate ⇒ sarcoma(0,05) ⇒
nodules(0,03)
methotrexate ⇒ arthritis(0,31) ⇒
nephropathy(0,21)
Los nu´meros situados a la derecha de los efec-
tos adversos nos indican el peso normalizado de
la relacio´n entre la entidad anterior y el efecto
adverso. De las tres relaciones mostradas, u´nica-
mente la u´ltima relacio´n presenta ambos pesos
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normalizados relativamente elevados (uno repre-
senta el 30 % de los pesos y el otro el 20 %, apro-
ximadamente). Por tanto, podemos establecer co-
mo condicio´n, que si se cumplen las restricciones
P (M1, E1) > 0,3 y P (E1, E2) > 0,2 entonces
existe R(M1, E2) (el sistema considera la rela-
cio´n como correcta).
Una vez determinados estos umbrales, se
vuelven a considerar todos los resu´menes para
construir el grafo de coaparicio´n. Esta configura-
cio´n del sistema se ha denominado “Normalizada
1” o “N1”.
Nos interesa, igualmente, realizar una prueba
en el que se restrinja al ma´ximo uno de los dos
pesos, en este caso el peso normalizado entre E1
y E2, obligando a que el peso de dicha relacio´n
sea igual a 1. La interpretacio´n de este peso serı´a
una relacio´n directa entre dos efectos adversos,
en la que E1 u´nicamente esta´ conectado con E2,
y por tanto podemos suponer que la ocurrencia
del efectoE1 provoca en todos los casos que ocu-
rra tambie´n el efecto E2. Esta configuracio´n del
sistema se denomina “Normalizada 2” o “N2”.
Por u´ltimo, para comprobar el comportamien-
to base del grafo de coaparicio´n con d = 2, con-
sideramos la configuracio´n del sistema “Norma-
lizada 0” o “N0”. En esta configuracio´n no se res-
tringen los pesos normalizados, sino que se gene-
ran todas las posibles relaciones R(M,E2) y se
an˜aden a las obtenidas en los resultados iniciales.
La Tabla 4 contiene los resultados de todas
las configuraciones del sistema, en te´rminos de
Precisio´n, Cobertura y Medida-F. Se ha an˜adi-
do el nu´mero de relaciones correctas encontradas
(True Positives) para ilustrar en te´rminos absolu-
tos el comportamiento de los sistemas.
Se observa que la configuracio´n N0 (sin res-
tricciones en los pesos) obtiene el mayor valor
de cobertura posible, encontrando ma´s relacio-
nes que ninguna otra. Sin embargo, el nu´mero de
relaciones totales que obtiene es demasiado ele-
vado, por lo que su precisio´n y Medida-F finales
son muy pequen˜as. La configuracio´n N1 consi-
gue un compromiso entre precisio´n y cobertura
que provoca que la Medida-F se mantenga simi-
lar a la conseguida por la configuracio´n inicial.
El aspecto importante de esta configuracio´n es la
induccio´n de conocimiento que se produce, tal y
como se ha mostrado anteriormente. Finalmente,
la configuracio´n N2 presenta el mejor valor de la
Medida-F, aunque en este caso no se han encon-
trado casos en los que se produzca induccio´n de
conocimiento.
En la tabla tambie´n se incluyen como referen-
cia los valores de precisio´n, cobertura y Medida-
Sistema P C F TP
Ini 45,46 59,67 51,60 3042
N0 10,45 80,25 18,48 4091(*)
N1 42,26 61,46 50,08 3133(*)
N2 45,12 60,34 51,63 3076
JSRE 86,00 89,00 87,00 —
KB 91,80 86,10 88,80 —
PB 93,60 72,80 81,70 —
Tabla 4: Resultados finales del sistema y compa-
racio´n con otros sistemas. Se comparan los va-
lores de cobertura (C), precisio´n (P) y Medida-
F (F), expresados en porcentaje, ası´ como el to-
tal de relaciones correctas encontradas (TP), so-
bre las cuatro configuraciones de nuestro siste-
ma: inicial (Ini), normalizada 0 (N0), normaliza-
da 1 (N1) y normalizada 2 (N2). Los campos en
negrita indican el mayor valor de cada medida;
el asterisco indica que se ha producido induccio´n
de conocimiento. Se comparan nuestros resulta-
dos con otros sistemas, en este caso supervisados
(ver texto).
F obtenidos por otros sistemas: un sistema (Gu-
rulingappa, Mateen-Rajput, y Toldo, 2012) ba-
sado en ma´quinas de soporte vectorial (JSRE),
otro sistema supervisado, aunque con taman˜os
pequen˜os del conjunto de entrenamiento, que uti-
liza bases de conocimiento (Kang et al., 2014),
identificado en la tabla como KB, y un sistema
basado en correspondencia de patrones (Eltyeb y
Salim, 2015), tambie´n supervisado e identificado
en la tabla como PB. Aunque los resultados ofre-
cidos por nuestro sistema quedan lejos de los ob-
tenidos por dichos sistemas supervisados, estas
te´cnicas requieren de unos recursos determina-
dos para la fase de entrenamiento que el sistema
propuesto en este trabajo no necesita.
6. Conclusiones y Trabajo Futuro
La te´cnica de extraccio´n de relaciones descri-
ta en este trabajo ofrece mejoras significativas en
relacio´n al baseline propuesto, lo cual nos indi-
ca que nuestro sistema discrimina correctamente
aque´llas coapariciones de medicamentos y efec-
tos adversos susceptibles de convertirse en una
relacio´n. La eficacia del sistema tiene un eleva-
do margen de mejora, como se puede observar
en la cobertura potencial que se podrı´a alcanzar
utilizando el grafo de coaparicio´n (Tabla 4). El
ana´lisis de las relaciones que se podrı´an extraer a
trave´s de exploraciones ma´s profundas del grafo
(con valores de d mayores que 2) es una de las
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cuestiones ma´s inmediatas a analizar. Tambie´n
se analizara´n patrones que permitan diferenciar
las relaciones que nos interesan, de aque´llas que
representan medicamentos aplicados como trata-
miento a enfermedades especı´ficas. En lo relati-
vo al ana´lisis de distancias, se explorara´n otras
te´cnicas orientadas a la extraccio´n de equiva-
lencias entre enfermedades, como por ejemplo
el uso de variaciones le´xicas propuestas por ba-
ses de datos me´dicas como SNOMED (Donelly,
2006).
Es importante destacar que las relaciones que
se extraen en este trabajo se cotejan con un Gold
Standard determinado, extraı´do a partir de un
corpus que obviamente, no contiene todas las
posibles relaciones existentes entre medicamen-
tos y efectos adversos. Por tanto, es posible que
exista conocimiento inducido que responde a re-
laciones correctas, pero que no se pueden eva-
luar como tales por falta de documentos me´dicos
que las apoyen. En este sentido, serı´a u´til reali-
zar bu´squedas en diversas fuentes, como bases
de datos que proporcionen artı´culos me´dicos, pa-
ra comprobar si existen evidencias de que una re-
lacio´n encontrada en el grafo pero no presente en
el corpus ADE, puede ser igualmente correcta.
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