[10] R. V. Polyuga and A. J. van der Schaft, "Structure preserving model reduction of port-Hamiltonian systems by moment matching at infinity," Automatica, vol. 46, pp. 665-672, 2010 Anal., vol. 45, pp. 321-393, 1972. [18] T. Wolf, B. Lohmann, R. Eid, and P. Kotyczka, "Passivity and structure preserving order reduction of linear port-Hamiltonian systems using Krylov subspaces," Eur. J. Control, vol. 16, no. 4, pp. 401-406, 2010.
[10] R. V. Polyuga and A. J. van 
I. INTRODUCTION
The development of robust control theory emerged during the 80s and a contributory factor certainly was the fact that the robustness of linear quadratic Gaussian (LQG) controllers can be arbitrarily bad as reported in [1] . A few years later, in [2] , an important step in the development towards a robust control theory was taken, where the concept of H1 theory was introduced. The H1 synthesis, which is an important tool when solving robust control problems, was a cumbersome problem to solve until a technique was presented in [3] , which is based on solving two Riccati equations. Using this method, the robust design tools became much easier to use and gained popularity. Quite soon thereafter, linear matrix inequalities (LMIs) were found to be a suitable tool for solving these kinds of problems by using reformulations of the Riccati equations. Also related problems, such as gain scheduling synthesis, fit into the LMI framework, see, e.g., [4] . In parallel to the theory for solving problems using LMIs, numerical methods for this purpose were being developed and made available. Typical applications for robust control include systems that have high requirements for robustness to parameter variations and for disturbance rejection. The controllers that result from these algorithms are typically of very high order, which complicates implementation. However, if a constraint on the maximum order of the controller is set, that is lower than the order of the augmented plant, the problem is no longer convex and it is then relatively hard to solve. These problems become very complex, even when the order of the system to be controlled is low. This motivates the development of efficient algorithms that can solve these kinds of problems.
When evaluating the proposed method, we iterate through orders and performance. Even if we can use the method to find a controller of a given order directly, evaluating the trade-off between controller order and performance is natural from an engineering perspective. In this way we can find a controller which gives a good balance between complexity and performance, even if the computational effort during the design becomes higher.
This article is based on the work in [5] , but the difference is that the proposed algorithm in this work uses an approximate quasi-Newton update of the Hessian instead of a regularized, exact Hessian. New numerical results are also included to demonstrate the improved performance of the new algorithm.
Denote with n the set of symmetric n2n matrices and with m2n the set of real m 2 n matrices. The notation A 0(A 0) and A 0(A 0) means that A is a positive (semi) definite matrix and negative (semi)definite matrix, respectively. Also, denote the symmetric vectorization operator by svec and the symmetric Kronecker product by S , as defined in [6] .
II. PRELIMINARIES
We begin by describing a linear system, G, with state vector, x 2 n . The input vector contains the disturbance signal, w 2 n , and the control signal, u 2 n . The output vector contains the measurement, y 2 n , and the performance measure, z 2 n . In terms of its system matrices, we can represent the linear system as G : _x 
where NX and NY denote any base of the null-spaces of (C2 D21)
III. REFORMULATIONS
It is desirable to replace the rank constraint in (3c) with a smooth function in order to be able to apply gradient methods for optimization. To do this, the following lemma is used. 
be the characteristic polynomial of (I 0 XY ), where the functions ci(X;Y ) are its coefficients. Then the following statements are equivalent if n k < n x :
Additionally, all coefficients are non-negative, i.e., c i (X; Y ) 0; 8i: (6) How to compute c i (X; Y ) and their derivatives is explained in [8] where also additional properties of the coefficients are shown. . . x nn ) T i.e., vech stacks the columns of X from the principal diagonal downwards in a column vector. See [9] for properties and details.
After merging the three LMIs in (3) into one by placing them in a block-diagonal matrix, we can choose appropriate symmetric matrices A i and C and use vech to rewrite (3) c n 0n (x) (9a)
instead of (8) . If the denominator c n 0n (x) is zero then c n 0n 01 (x) must also be zero and the quotient (9a) is defined as zero. For more properties of the function cn 0n 01(x)= cn 0n (x), see [8] .
IV. SOLVING THE OPTIMIZATION PROBLEM

A. Karush-Kuhn-Tucker Conditions
The method we will use to solve (9) is based on the primal-dual framework described in [10] and [6] . The nonlinear part is from the former and the theory for SDPs is from the latter. The approach is based on solving the Karush-Kuhn-Tucker (KKT) conditions, which applied to (9) gives us the following:
where = 0, m = nx(nx + 1), Z 2 is a dual variable, S 2 is a slack variable and f(x) = c n 0n 01 (x)= c n 0n (x) is a nonconvex function. Note that these are only necessary and not sufficient conditions for an optimal solution of (9).
B. Matrix-Vector Form
By slightly extending the framework in [6] by including gradient and Hessian in the equations in order to be able to handle a nonconvex objective function we can calculate the search direction (1x; 1Z; 1S) by solving the following matrix-vector equation (11) where I is the identity matrix of appropriate size and E = P s P 0T S; F = P Z s P 0T ;
Aixi; Rc = I 0 HP(ZS) (12) and A = [svec(A1); . . . ; svec(Am)]. The matrix H is a positive definite quasi-Newton approximation of r 2 xx f (x) obtained by using damped BFGS updating, see, e.g., [10] . Additionally, the symmetry transform
as defined in [11] , where P is chosen as the Nesterov-Todd (NT) scaling matrix, see [6] , because it is known to perform well in general.
For other choices of P , see, e.g., [12] , [13] .
C. Computing Step Lengths
Once a search direction (1x; 1Z; 1S) is found, the next step is to determine how far to go in that direction.
Step lengths 0 < ; < 1 are chosen such that Z (k+1) = Z (k) + 1Z 0; S (k+1) = S (k) + 1S 0 (14) i.e., such that the positive definiteness is maintained for the symmetric variables Z and S.
V. INITIAL POINT CALCULATION
The initial point calculation used for the primal-dual method is based on what is suggested in [14] and will be described below.
Assume that the matrices Ai and C are block-diagonal of the same structure, each consisting of L blocks or square matrices of dimensions n1; n2; . . . ; nL. Let A (j) i and C (j) denote the jth block of Ai and C, 
such that
i.e., we follow the heuristics for minimizing rank as suggested in [15] .
The only difference from [14] is that the authors suggest x (0) = 0, but our choice seems to work better in our applications. By multiplying the identity matrix I n by the factors j and j for each j, the initial point has a better chance of having the same order of magnitude as an optimal solution of the SDP, according to [14] .
VI. A MEHROTRA-LIKE METHOD
Now we will describe the steps of an algorithm based on Mehrotra's algorithm, [16] , though reformulated several times by other authors, e.g. by [6] , [14] .
A. The Predictor
Step Set = 0 in (12) and solve (11) and denote the solution (1x a ; 1Z a ; 1S a ). This step is sometimes called the predictor step or affine scaling step. Then calculate step lengths a ; a as done in (14) . Define a as the duality measure obtained using this step, i.e. a = hZ + a 1Z a ; S + a 1S a i=n: (18) The centering parameter is chosen according to the following heuristic, [14] , which does not have a solid analytical justification, but appears to work well in practice:
where the exponent e is chosen as follows: 
The algorithm does not update the iterate with the predictor step. It is only used to calculate a , which is needed for the computation of the corrector step, to be described next.
B. The Corrector Step
The search direction is now calculated by solving (11) again but replacing R c with
where and a are calculated as in (18) and (19) respectively, with the pre-calculated predictor step (1Z a ; 1S a ) in a second-order correction, [6] , assuming the predictor step is a decent approximation of the corrector step.
C. The Quasi-Newton (QN) Algorithm
By summarizing the last few sections we can now state an algorithm that we from now on denote QN. Define the residual r(x; Z; S; ; ) = rp(x; Z) svec (R d (S; x)) svec (R c (Z; S; ; )) (22) with = 0, where rp, R d and Rc are calculated as in (12) . This expression will be used in a stopping criterion in the algorithm. If the algorithm finishes with f (x) = 0, we can recover the controller parameters. This procedure is explained in e.g. [7] .
A quasi-Newton Primal-Dual algorithm (QN)
Given and n k , calculate initial values (x (0) ; Z (0) ; S (0) ) as in (15) . Calculate step lengths a ; a using (14) .
Calculate duality measure a using (18) .
Set centering parameter to := ( a =) e where e is calculated as in (20) .
Corrector step:
Solve (11) for (1x; 1Z; 1S) with R c as in (21) .
Calculate step lengths ; using (14) Set (x (k+1) ; Z (k+1) ; S (k+1) ) := (x + 1x; Z + 1Z;S + 1S)
end while
As a final step, recover the controller parameters (K A ; K B ; K C ; K D ) as described in [7] and verify that the closed loop system is stable and that kGck 1 < holds true. These requirements should normally be satisfied, but if there are numerical problems or if the algorithm stopped due to too many iterations this might not hold true.
VII. NUMERICAL EVALUATION
All experiments were performed on a DELL OPTIPLEX GX620 with 2 GB RAM, INTEL P4 640 (3.2 GHz) CPU running under WINDOWS XP using MATLAB, version 7.4 (R2007a).
Evaluation of the methods was done using the benchmark problem library COMPleib, see [17] and [18] . We have chosen a mix of different systems from this library with the number of states ranging from 4 to 24.
A. Evaluated Methods
We have evaluated the suggested quasi-Newton primal-dual method (QN) and compared it with HIFOO version 2.0 (using the default mode and the fast mode option, respectively), see [19] . A number of controllers have been synthesized with different number of states and the achieved norms for the closed loop systems have been compared. HIFOO was chosen as a reference because it performs well and is easily obtainable from a website and runs in MATLAB, where also the suggested method has been implemented.
B. The Tests
First, the full order controller (nominal controller) was computed. In these computations is minimized, which is a convex problem since there is no rank constraint. This controller was computed using the Control System Toolbox in MATLAB, using the hinfsyn command, 
where each element in the vector refers to different degrees of relaxations of the performance requirement. An increase of the upper bound of the H 1 norm, , by more than a factor 10 is considered not to be of any interest here because the performance we sacrifice then is too much.
The quasi-Newton primal-dual method was applied in order to find reduced order controllers with n c n k < n k;max states, where n c is the lower bound on the number of states of the controller required to stabilize the system and n k;max = min(10; n x 0 1). Let = 3 n , where 1 n 10 is the index of the vector and n = 1 at start. This procedure is described by the following algorithm.
Algorithm for iterating through orders and performance
Calculate nominal controller and calculate 3 = kG 3 c k 1 .
Set n := 1, n k := min(10; nx 0 1).
while n k > n c and n < 10 do
Apply the QN algorithm using = 3 n if success, save controller, set n k := n k 0 1 else, set n := n + 1
end if end while
If the QN algorithm is successful, a controller of a lower order is being searched for. If not, the performance requirement is relaxed (n is increased). Note however that the above algortithm of iterating through orders and performance is just one way of evaluating the QN algorithm, and that no initial controller is needed to run the algorithm, just a value of . The evaluation of HIFOO was performed as follows. For each system, controller of orders from n k;max down to nc was searched for. For each order, HIFOO was applied ten times and the closed loop H 1 norm and the computation time was stored for each run. The reason for applying it ten times was to reduce the variance in the results, since the controllers depend on stochastic elements due to randomized starting points.
The minimum and median H1 norm that was achieved by HIFOO for each system and controller order (n k ) order was calculated. These are denoted min and med. The associated required computation time is sum of the required time for all ten systems, while for the median H1 norm the mean time of these ten runs are calculated.
The required time for the algorithms to run was computed using the command cputime. The H1 norm was computed using the command norm(Gc,inf,1e-6), where Gc is the closed loop system and the third argument is the tolerance used in the calculations. Note that we take all the time needed into account, even QN runs that fail to find a controller.
C. Extensive Study
We applied the QN algorithm, HIFOO default and fast modes to a total of 44 systems. These systems are AC1-9,11,12,15-18, ROC1-10, NN11, REA3, CM1, EB1-4, HE6, HE7, JE3, AGS, BDT1, IH, CSE1, TG1, WEC1-3 and DLR1. Some systems resulted in too complex matrix computations for the QN method to handle and no controller was therefore calculated for these systems. These are AC10, AC13-14, JE2. Note that we used the same tuning parameters in the QN algorithm for all systems in the study, i.e., no individual tuning for different systems was done.
For each system in this study we have calculated the win percent values and averaged them over all systems. In cases where the QN algorithm cannot find a controller but HIFOO can, it was assumed a win for the latter. If the difference in norm obtained by the different methods was less than 1% it was declared a draw, so that minor numerical issues is not a big factor in the results. Also, the controllers calculated by any of the methods that result in an unstable closed loop system were removed before calculating statistics.
The results from applying the algorithms on all 44 systems used in the evaluation can be seen in [20] , but are summarized in Table I and  Table II . We can see that HIFOO default mode is better than the QN algorithm in 61% of the cases when the minimum H 1 norm of the ten runs are chosen, but the required time is more than a factor of 17 of what is required by the QN algorithm. However, if we compare the median H 1 norm of the ten runs instead, the number is only 55% of the cases but the required time is now approximately 1.7 times more compared to the QN algorithm.
As for the fast mode option of HIFOO, the required time is about a quarter needed compared to the default mode, but the difference in the results is quite small. The best achieved norm is approximately the same but the median values are better.
To summarize the evaluation, we have drawn the following conclusions. The QN algorithm is very fast for low order systems, as we will see in the example in Section VII-D. Though for higher order systems with more than 10 states, HIFOO is faster for most systems. The difference between the default mode and the fast mode options of HIFOO is not very significant, but the variance in the results is less when using the default mode.
D. A Case Study, AC6
For the system AC6 with seven states (n x = 7), the closed loop H 1 norms are listed in Table III . The time required to compute the results needed was 218 s using the QN algorithm and 50033 s using HIFOO in default mode, i.e., almost a factor 230. When using HIFOO in fast mode, the required time is 8221 s, i.e. almost a factor 38 compared to QN. Fig. 1 and Fig. 2 illustrate the achieved norms for the system AC6 using HIFOO default mode and fast mode, respectively.
In Table III , we can see that the minimum values from HIFOO are lower than those from QN in three out of seven cases, while ending in a draw in three cases resulting in a win ratio of 64% for HIFOO and 36% for QN. However, if we use the median values, the win ratio is only resulting in a factor 4 in time compared to QN. For HIFOO fast mode the H1 norms are higher in general as expected, but for n k = 2 the norm is actually lower than what is achieved when using default mode, which is the result of the nonconvexity of the problem combined with randomized starting points.
VIII. CONCLUSION
A new algorithm for low order H1 controller synthesis has been proposed. The new algorithm has been evaluated and the results has been compared with HIFOO. The conclusion is that the proposed algorithm has comparable performance and speed, but HIFOO has an edge for higher order systems. For lower order systems (10 states), e.g., AC6, the proposed algorithm is much faster than HIFOO. When trying to synthesize controllers for some high order systems (>20 states), it resulted in too big matrices for the proposed method to handle, while according to [21] , HIFOO is able to find controllers for AC10 (55 states), which is one of these systems. How to handle systems with higher dimensions is something we are going to look into when developing the proposed method further. It would also be interesting to investigate if the calculation of the initial point can be done in a better way.
I. INTRODUCTION
Design of optimal experiments or perturbations that are maximally informative for purposes of parameter estimation has been well studied in the statistics and systems engineering literature [1] - [3] . While the early focus was largely on identification in open loop, the problem of control relevant input design has recently gained attention [4] - [6] with closed loop performance specifications posed in the frequency domain. One common feature of some of the classical and latest results is that input design can be reformulated as convex optimization problems which can be solved efficiently to determine globally optimal solutions [7] .
The problem of designing "plant friendly" inputs that are least hostile to operating conditions has received attention from the process engineering community [6] , [8] - [11] . Common considerations in plant
