Allan variance has been used to characterize the slow drift of a near-IR distributed feedback laser-based continuous wave cavity ringdown spectroscopy (CW-CRDS) system. Long-term drift in the cavity loss rate, highly correlated with changes in ambient pressure but not temperature, is observed. With differential measurement of on-and off-peak decay rates, the drift between them largely cancels out, but some residual drift remains if the lasers are detuned more than a few hundred megahertz from each other. A sensitivity to bulk cavity loss (1σ) of 4:4 × 10 −12 cm −1 has been obtained during an optimum integration time of ∼30 min with our CW-CRDS setup, which corresponds to the methane detection limit (3σ) in N 2 of 0.24 parts in 10 9 by volume (ppbv) at 20 Torr or 29 parts in 10 12 by volume (pptv) at 760 Torr pressure. The stability of our system is demonstrated by measuring sub-ppbv methane in N 2 at 760 Torr through recording the spectrum of methane lines with our setup.
Introduction
In cavity ringdown spectroscopy (CRDS) [1, 2] , the absorption coefficient αðνÞ of an absorbent in an optical cavity is derived from the change of the decay rate, kðνÞ ¼ 1=τ ¼ cαðνÞ þ k 0 , of the intracavity light power it causes [2] . Here ν is the frequency of the light coupled into the cavity, τ is the time constant of the exponential decay transient of the intracavity light power, c is the speed of light inside the cavity (negligibly different from that of vacuum for gas samples), and k 0 is the cavity loss without the absorber. We are assuming that the sample fills the entire intracavity path; otherwise, one needs a correction for the fraction of the cavity optical pathlength that is occupied by the sample. For gaseous samples with sharp absorption lines, k 0 is most often estimated from the observed cavity loss rate when the laser is tuned off resonance from the absorber, which also allows subtraction of the contribution of Rayleigh scattering and any near-continuous absorption due to large molecules in the gas phase or species adsorbed on the surface of the mirrors. The two decay rates, k and k 0 , can be extracted by fitting cavity emitted intensity decay transients to a single exponential decay function through nonlinear least squares fit [3, 4] . Previously, we have derived analytical equations of the single-shot ideal noise limit of the extracted decay rate if the CRDS system is detector noise or shot noise dominated and if decay transients are sufficiently sampled by the analogto-digital (A/D) card [4] . However, we found that for our real CW-CRDS systems, the measured decay rate k (or the decay time constant τ) changes slowly with time even if there are no absorbers in the cavity. This is shown by both panels of Fig. 1 . The data in both panels were recorded alternately (see Section 4 for details). This drift of the decay time constant τ is caused by the slow changes of the experimental environment, such as room temperature fluctuations, mechanical vibrations, the ambient pressure change in the lab, or optical feedback interference. A power coupling of only −100 dB back into the TEM 00 mode of the cavity by either mirror will, by interference, modulate the empty cavity decay rate by ∼ AE 10
From the expression for sample absorption coefficient
it is evident that the minimum detectable absorption in CRDS, δα, is determined by the minimum detectable difference between the two decay rates, k − k 0 , not by k or k 0 only. Thus, the drifting behavior of k − k 0 plays the critical role in assessing the sensitivity of CRDS systems. To improve the ultimate sensitivity of CRDS, there are several methods one can use. It is well known that the averaging process can improve the signal-to-noise ratio (SNR) [3] . However, if the signal drifts, there exists an upper limit of the averaging times, above which the averaging process will generate larger variance instead of reducing the noise level. This is because the drifting effect becomes the dominant noise beyond this upper limit of averaging times [5] . The time period corresponding to this limit is called the optimum integration time, during which the averaging process gives the optimum SNR. If k and k 0 are measured simultaneously, or at least rapidly compared to the rate of cavity loss drift, it is reasonable to expect that the drifts of k and k 0 will largely cancel out, hence increasing the optimum integration time and sensitivity. Based on this idea, we have included the differential measurement of k and k 0 into our CW-CRDS instrument [6] . It is realized by using two distributed feedback (DFB) diode lasers at two different wavelengths to measure k and k 0 , alternately, with a 1 × 2 optical switch. Since both excitation lasers travel through the same single-mode fiber, they should have precisely the same alignment and, thus, sample the optical loss at the same spots on the cavity mirrors.
In this paper, we report measurements of the longterm stability of k, k 0 , and k − k 0 for our CW-CRDS instrument. The Allan variance method [5, 7] , which was first introduced by David W. Allan in 1966 to characterize the stability of atomic frequency standards, is used to quantitatively describe the stability versus time of the instrument. In Section 2, we will discuss the Allan variance and two algorithms to calculate it from a finite dataset. Section 3 of the paper gives experimental details. Section 4 gives our experimental results for cavity stability and methane trace gas detection and discusses different causes of the decay rate drift. Section 5 presents conclusions of this work.
Allan Variance
The Allan variance is well known for its application in analyzing the stability of atomic frequency standards [5] . It has also been utilized to characterize the stability of instruments in other fields [7] [8] [9] [10] [11] . The Allan variance gives the observed mean squared fluctuations when samples of different lengths, N d data points, are averaged. The log-log plot of Allan variance versus N d is called the Allan plot. The position of the minimum in the Allan plot gives the optimum averaging times, and its value gives the minimum variance one can reach by averaging the data. The following conventional algorithm of Allan variance calculation is based on Werle et al. [7] . Assume a time series of data is recorded successively and has N points: x i , i ¼ 1…N. The time interval between two successive data points is Δt. For an average size of data points of p, this N data series can be divided into m subgroups successively, with m equal to the largest integer less than or equal to N=p. For each subgroup, we have
Each pair of successive A n ðpÞ gives one sample of the Allan variance corresponding to the averaging size of p
The time averaged Allan variance of averaging size of p is defined as
The evaluation of hσ 
Np
:
If one treats each term in Eq. (4) as independent, one would predict a variance with a factor of 2=ðm − 1Þ instead of ð3m − 4Þ=ðm − 1Þ 2 . The difference reflects to correlations introduced by the contributions of A i to both the ði − 1Þth and ith terms. If we assume a linear drift with time, hx i i e ¼ hx 0 i e þ si, with drift rate s and time independent fluctuations with variance σ 2 , it can be shown that
which has a minimum at
Note that the slope of a log-log Allan plot is −1 for p ≪ p min and þ2 for p ≫ p min . The variance of hσ 2 A ðpÞi t in the case of linear drift is the same as given by Eq. (5).
We can model diffusive drift plus uncorrelated noise by assuming that hðx i − x j Þ 2 i e ¼ 2σ 2 ð1 − δ i;j Þ þ 2Dji − jj with δ i;j being the Kronecker delta, and D is half the variance of the diffusive step between data points. It can be shown that for such a time series
The slope of the Allan plot is −1 for p ≪ p min and þ1 for p ≫ p min . The variance of hσ 2 A ðpÞi t can be calculated in this case as
The noisier curves in Fig. 2 are the Allan variances calculated from the drifting data in Fig. 1 with the above algorithm. Panel (A) and (B) are Allan plots for the two panels of data in Fig. 1 , respectively. Panel (C) is for the differential data of k 1 − k 2 . In this and in following figures, we have scaled the decay rate by the light speed c. And also we have made the log-log plot of the square root of the Allan variance (Allan deviation) versus the averaging size p. With this definition, the minimum of the Allan plot, σ α;min , is equivalent to the minimum detectable absorption coefficient (1σ) for different averaging intervals. One can see that all Allan plots in Fig. 2 have a −1=2 slope for p less than the optimum average size. Those in (A) and (B) have a slope of þ1 for p much larger than the optimal size, showing that linear drift dominates the system for either k 1 or k 2 separately (up to intervals of about 20,000 points). The Allan plot in (C) has a þ1=2 slope for p much larger than the optimum average size, indicating diffusive drift of the differential decay rate, k 1 − k 2 , of our CRDS system for long time periods. From Fig. 2 we can see that the Allan variances near the minimum of the Allan plots are noisier than those of smaller p. This is because the random noise is comparable with the drifting effect near this region. Further, for a fixed data record, the number of σ 2 A;n ðpÞ values, m − 1, used to calculate hσ 2 A ðpÞi t is inversely proportional to p. (The maximum p we plot corresponds to m ¼ 10.) For uncorrelated data, Eq. (5) gives the variance of hσ 2 A ðpÞi t . It is apparent in Fig. 2 , especially for panel (C), that there are "jumps" in hσ 2 A ðpÞi t for the largest values of p. These correspond to where m decreases by 1, at which point a larger fraction of the data is excluded in the calculation.
In order to remove these "jumps" and to use all the data, we have used a modified algorithm to calculate the Allan variance from a time series that uses all the data for each value of p, as follows:
The algorithm is implemented for each value of p by first calculating pA When p is close to N=10, the new algorithm averages the squared difference of about 4N=5 terms, much more than that in the conventional algorithm (∼10) because N is a large number typically (about 100,000 in our experiments). However, there is high correlation of the terms averaged in the present approach. Some tedious algebra shows that, for the case of uncorrelated data noise, the variance of hσ 2 A ðpÞi t calculated by the new method should be ≈ ð9=4Þ times smaller than the old algorithm for p ≪ N. Numerical Monte-Carlo calculations of ensembles of time series confirm this prediction. However, for the case where diffusive noise dominates, the Monte-Carlo simulations demonstrate a much more modest reduction of the variance of the calculated values of the Allan variance, by ≈ 6%.
The thinner curves in Fig. 2 are calculated by this modified algorithm with the same data [from Fig. 1 ]. One can see that this modified algorithm gives much quieter Allan plots. Moreover, the modified algorithm regenerates both the Allan variance and the position of the minimum of the Allan plot very well compared with the traditional algorithm. The improvement appears much more dramatic than the above predictions for the variance of the calculated Allan variance. The key point appears to be that the Allan variances calculated for different values of p are much more highly correlated when using the new algorithm than when using the old one. This is also borne out in the numerical simulations. We believe this is because the new algorithm uses the entire data set for each and every value of p, while the old algorithm discards N − p intðN=pÞ data points for each value of p. A consequence of this much higher correlation of noise is that one can locate the optimal integration time and corresponding noise from the new Allan variance plots with improved accuracy. In the remainder of this paper, all displayed Allan plots have been calculated by this improved algorithm.
Experimental Setup
Our CW-CRDS system has been described previously [6, 12, 13] . Here we mainly focus on some modifications related to the current study. Figure 3 is the schematic of our CW-CRDS setup with differential measurement function. In the experiment, we used two DFB semiconductor diode lasers (NTT Electronics Corporation, NLK1U5EAAA), both near the 1652 nm wavelength. These two lasers are coupled to the CRDS system through a fiber-coupled 1 × 2 mechanical optical switch (Seikoh Giken, SME-0102S-1-PF11A), which selectively directs one of the lasers to the cavity. The optical switch is controlled by a digital-to-analog (D/A) voltage generated by the computer. The computer switches between these two lasers after each good decay signal (with reduced χ 2 for the fit <1:5 [6] ), providing alternate measurement of k and k 0 . The speed of the switch is 13 ms. Ideally, one of the laser wavelengths is tuned to the absorption peak of methane lines [see Fig. 4 ] and the other is tuned to several or tens of GHz away from the line peak. The full width at half-maximum of the methane lines used for sensing is about 2 GHz at low pressure due to line blending and Doppler broadening. After passing the optical switch, both laser beams pass the exact same optical elements and then are coupled into the same cavity. Specifically, both laser beams pass the same free space Faraday isolator used to reduce the feedback from the cavity to diode lasers, the output stage of which, a high extinction-ratio polarizer, produces the same polarization state to both lasers. Our previous work [13] demonstrated that the cavity decay rate can change substantially with the laser polarization state. The only difference between the radiation used for determining k and k 0 are their wavelengths. With this differential measurement, the drift between them largely cancels out, as we demonstrate below.
In the experiments exploring the potential sensitivity of our system, as for most of results presented in this paper, both laser wavelengths were tuned many GHz away from any absorption features of residual water, CO 2 , and other gases. The ringdown cell was either pumped down to 20 mTorr to reduce residual gases as much as possible, or filled with pure nitrogen (Scott Gas, purity 99.9999%) at 760 Torr pressure, with a steady state flow, typically of 20 SCCM (SCCM denotes cubic centimeters per minute at standard temperature and pressure). This was done to exclude possible noise in the measured decay rate caused by both residual gas concentration fluctuation and by laser wavelength jitter, if the laser wavelength hits one of the absorption features of residual gases in the cell. Both laser wavelengths drift about 200 MHz in a period of 4 h, probably caused by laser temperature drift (of about 0:015 K) caused by room temperature changes, despite active temperature stabilization of the laser with a thermoelectric cooler. The peak-to-peak frequency stability of both lasers is about 10 MHz in a period of seconds, largely caused by the short-term stability of the laser temperature (with stability about 1 mK by proportional-integral-derivative control). In the experiment, the frequency difference between these two lasers, Δν, was varied from 20 MHz to about 100 GHz through laser temperature and current tuning. The temperature tuning of each laser was determined by scanning over methane absorption features. The cavity PZT voltages where resonances occur provide a high-resolution measurement of the difference in laser frequencies, though modulo the cavity free spectral range, which is 379:5 MHz.
In order to reduce the effect on the cavity of room temperature change, we mounted the ringdown cavity and the detector on an Invar plate, which has a thermal expansion coefficient about 1=10 of that of the steel optical table to which they were previously mounted. The Invar plate is thermally insulated from the optical table by a 1 in: thick plastic plate. The cavity and the detector sit inside a small foam box, which is itself enclosed in a larger foam box. The temperature of the air between the two boxes is controlled by a Watlow 96 temperature controller, which drives a heater. A small fan circulates the air, and the temperature is measured with a thermistor mounted on the opposite side of the small box from the heater. The temperature inside the inner box with the cavity can be stabilized at several degrees above room temperature with drift less than 0:05°C in 12 h. In order to reduce the effect from the room pressure change, we have strengthened the cavity with a 1 cm × 2:5 cm × 30:3 cm size Invar bar connecting the upper parts of the two mirror mounting plates [13] .
Our CW-CRDS system uses an acousto-optic modulator (AOM) (IntraAction, ACM-802AA14) as a light switch. The AOM driver (IntraAction, ME-801T) we used has been modified to use two microwave switches (Mini-Circuits, ZYSW-2-50DR) between the 80 MHz radio frequency (RF) oscillator and the amplifier, giving an RF extinction ratio larger than 76 dB. Such high modulation depths are needed to reach the detector noise limit of the system [14] . Either the cavity length or laser frequency can be modulated slightly more than one free spectral range of the cavity to generate periodic resonance between the laser and cavity modes. In this work, we used cavity length modulation. We use ν 1 and ν 2 to denote two laser frequencies. Δν is the frequency difference between them. k 1 and k 2 are two decay rates measured at these two laser frequencies, respectively; τ 1 and τ 2 are the two corresponding decay time constants. σ α is the square root of the Allan variance of the decay rate, scaled by the light speed c.
Our CRDS system can also run with a single diode laser by setting the optical switch to select one of the two lasers. In this way we have measured trace methane in nitrogen at 760 Torr pressure down to the sub-ppbv level by recording the spectrum of methane lines by tuning the laser wavelength through laser temperature scanning. For each scanning step (0:01°C, about 130 MHz laser frequency shift), 80 ringdown decays were recorded and the extracted decay rates averaged. Because it takes a certain period of time (about 70 min) for the system to record a spectrum of methane lines, this experiment is used to evaluate the stability of our system by comparing the sensitivity of the spectrum method with that of the Allan plot method, and the time period of spectrum recording with the optimum integration time. Figure 5 shows Allan plots of quantities k 1 , k 2 , and k 1 − k 2 for four representative data runs with different values for the frequency separation of the two lasers. Panel (A) shows the case where Δν ¼ 20 MHz with both wavelengths tuned to the same methane absorption peak. The ringdown cavity was pumped down to 20 mTorr, for which there is negligible residual methane absorption. The ringdown rate for each laser is 6:9 Hz. The total time period of data recording is about 4 h. About 200,000 decays were recorded in total. The temperature of the cavity was not stabilized. Both Allan plots of k 1 and k 2 show linear drift when p is much larger than the optimum average size, which is about 500, corresponding to an optimum integration time of 72 s. The minimum of σ α for either decay rate is about 1:5 × 10 −11 cm −1 . However, the Allan plot of k 1 − k 2 shows a greatly improved result. We can see from the plots that, although their Allan plots have a slight difference for p less than 500, both k 1 and k 2 drift in a very close way when p is larger than 500, making the drift between k 1 and k 2 cancel out greatly. The minimum of σ α (or final sensitivity δα) labeled by a small arrow, is about 2:8 × 10 −12 cm −1 , corresponding to an optimum average size of ∼17; 000 (or optimum integration time of 41 min). This means the time period in which our CW-CRDS can be regarded stable has been prolonged from 72 s of single-channel decay rate measurement to 41 min of differential measurement. When p ¼ 1, if we assume both k 1 and k 2 have uncorrelated random noise with the same variance, the variance of k 1 − k 2 should be 2 times of that of k 1 or k 2 . This is proved by the values of σ α when p ¼ 1 in Fig. 5A .
Results and Discussions
However, we found that the degree of drift cancellation depends on the frequency difference between the two lasers. Figure 6A is a plot of final sensitivity δα versus Δν in the range from 20 MHz to 10 GHz. Each data point corresponds to one drift experiment, as described above, with the ringdown cavity pumped down to 20 mTorr and not temperature stabilized. For data points with Δν > 100 MHz, the final sensitivity δα scatters in a broader range, implying excess noise. It ranges about an order of magnitude when Δν ¼ 1 GHz. This frequency dependence strongly suggests optical interference noise. Thus, small laser frequency drift (about 200 MHz) caused by room temperature change may have a significant effect to the experiments. We also found this interference is sensitive to the optical alignment of our system. For the same Δν, the drifting cancellation of several runs can be very different, depending on fine adjustment of the alignment. Figure 6B plots the optimum integration time versus Δν of the same experiments of Fig. 6A . For experiments with Δν of 20 MHz, the optimum integration time is about tens of min because of the cancellation of drift. However, for those with Δν near 1 GHz, the optimum integration time ranges from less than 1 min to tens of min, depending on the degree of drift cancellation.
Until now, the origin of this wavelength dependent differential drift is still not clear to us. Frequency dependent losses caused by tails of absorption features of residual gases in the cavity, or by the scattering and absorption of adsorbed molecules on mirror surfaces cannot explain this result. One possibility is the optical feedback to the cavity mode from the detector. The exact surface of our InGaAs (Hamamatsu Photonics) detector is not antireflective coated [15] . Therefore, significant reflective and scattering feedbacks exist. One can reduce this feedback by tilting the detector with a small angle (∼2°) or by putting an optical isolator between the cavity and the detector [13] . The problem of the latter is that, if the isolator is close to the cavity (∼10 cm), the feedback from the incident surface of the isolator is still disrupting. We have observed very large optical interference from the detector if it was not tilted at all. Figure 5B presents Allan plots of results with the detector not tilted. All these Allan plots are deformed by the feedback, and the sensitivity is about 2 orders worse compared with the result in Figs. 5A, 5C , and 5D. For this experiment with detector feedback, short-term (∼s) ensemble standard deviation was 0:6 μs for both τ values. With an isolator placed behind the cavity at a distance of 38 cm, the ensemble standard deviation of τ decreased to 0:07 μs. With the isolator, the final sensitivity is 1:0 × 10 −11 cm −1 with partial cancellation of the drift (not shown here). An isolator behind the cavity also acts as a polarization analyzer, which will cause a beating noise in the ringdown signal if the analyzing angle of the isolator does not match one of the two new polarization eigenstates of the cavity caused by trace birefringence of the supermirrors [13] . One better way to reduce this optical feedback is to extend the distance between the cavity back mirror and the detector, to tilt the detector, and to use spatial filtering. This suggests that the focusing onto the detector should have the minimum F number consistent with placing all the light onto the detector, since this will minimize the solid angle of scattered light that is coupled back into the cavity. The trade-off here is that the noise equivalent power of the detector will increase linearly with size. Further, a larger detector area will increase the capacitance of the detector, which will limit the size of the feedback resistor used in the transimpedance preamplifier, further reducing SNR.
The data in Fig. 1 were recorded with the cavity pressure pumped down to 20 mTorr and temperature stabilized to 31:30 AE 0:03°C over 7 h. The ringdown rate for each laser is 4:9 Hz. The frequency difference is 23 GHz. The Allan plots of this data are shown in Fig. 5C . For each channel, the system is dominated by linear drift with averaging time much larger than the optimal one. The cancellation of drift in the differential measurement is incomplete, compared with those in Fig. 5A . A final sensitivity of 8:1 × 10 −12 cm −1 and optimum integration time of 8:7 min have been reached. The Allan plots of modified algorithm in Fig. 2 are the same as these in Fig. 5C .
In order to assess the effect of changes in barometric pressure, the ambient lab pressure was recorded by a pressure gauge (MKS Baratron 127A) simultaneously with ringdown decays over a period of 7 h. We found strong correlation between the decay time constants τ 1 and τ 2 and the lab pressure change, shown in Fig. 7 . In order to display the correlation more clearly, both Baratron voltage readings and two data series of τ in Fig. 1 are divided into Figure 7 clearly shows a strong correlation between the laboratory pressure and the decay time constants. The correlation coefficient between (A) and (B)/(C) is 0.95. Both (B) and (C) also display the residuals (lower traces) after subtracting the linearly scaled pressure drift in (A) from τ 1 and τ 2 drift traces. The peak-to-peak noise of both residual drift is about 0:1 μs, less than that of the original traces (∼0:3 μs). We think this correlation is caused by small alignment shifts when the pressure difference between the inside and outside of the cell changes are caused by the lab pressure drift. Previously, we have found that the decay time constant strongly depends on the local condition of the spot on the mirror surface at which the cavity mode hits [13] , which makes the decay time constant very sensitive to the cavity alignment. Note that changes in the phase of optical feedback from elements on the optical table due to ambient temperature changes are much larger than those caused by changes in the ambient pressure, so these are not believed to be an important contribution to the correlation evident in Fig. 7 .
We have also tried similar experiments with cavity temperature not stabilized but recorded simultaneously. No correlation between lab temperature and decay rate was evident. The optical alignment of the ringdown cavity is very sensitive to mechanical vibrations. Based on results with the cavity temperature stabilized, we believe the incomplete cancellation shown in Fig. 5C , at least in part, is caused by the mechanical vibration from the small fan in the intermediate box, which was used in the temperature control system. Among nine experimental runs with the system temperature stabilized (and, thus, with the fan on) with Δν ranging from 20 MHz to 23 GHz, there are only three cases of complete drift cancellation, similar to that of Fig. 5A . Among 11 runs without temperature stabilization and the fan off, with Δν also ranging from 20 MHz to 23 GHz, there are nine cases of complete cancellation.
To reduce the effect of lab pressure change, we have performed drift measurements with a flow of 20 SCCM of pure nitrogen gas flowing through the ringdown cell and then out into the laboratory air (outside of the twin boxes). In this configuration, the pressure difference between inside and outside of the cell is almost zero. The optical elements are carefully aligned and more stable. Figure 5D shows the result of a 4 h drift study. The cell temperature was not stabilized, but the nested boxes provide thermal insulation. The frequency difference of the lasers is 110 GHz, more than adequate for measuring "off peak" for most gases at atmospheric pressure. The ringdown detection rate for each laser is 4:7 Hz. The final sensitivity is 4:4 × 10 −12 cm −1 with an optimum average size of 9144, or an optimum integration time of 32:4 min (13 ppm fractional change in the empty cavity loss, which itself is 13 ppm per mirror). This sensitivity corresponds to a methane detection limit (3σ) of 0:24 ppbv at 20 Torr or 29 pptv at 1 atm measurement pressure, both in N 2 .
To demonstrate the stability of our CW-CRDS system, we have measured trace methane in nitrogen in another method, i.e., by recording the whole spectrum of methane lines shown in Fig. 4 at 760 Torr pressure. The laser wavelength tuning is realized by scanning the laser temperature with a step of 0:01°C (about 130 MHz laser frequency shift). For each scan step, 80 ringdown decays are recorded and the extracted decay rates are averaged. It takes about 70 min to obtain one of the spectra shown in Fig. 8 [except 41 min for panel (E)]. Methane concentrations under different nitrogen flow rates were measured. For each measurement, the nitrogen gas was flowing for a long enough time to let the system stabilize. Our system has a small vacuum leak; therefore, methane in the air can enter the flow. With an increasing pure nitrogen flow rate, the measured methane concentration decreased from 0:69 ppbv to 0:21 ppbv. The latter can be the residual methane in the nitrogen gas. The maximum peak-to-peak noise level of the fitted residual in Fig. 8 is about 5 s −1 ; thus, the final sensitivity δα (1σ) is estimated to be 2:8 × 10 −11 cm −1 , corresponding to a methane detection limit (3σ) of 0:19 ppbv at 760 Torr pressure. In another method, the extracted off-peak decay time constant τ 0 has a mean about 95:80 μs and an ensemble standard deviation of 0:07 μs in a short time period (about 1 min). With an average size of 80, the final sensitivity δα (1σ) is 2:8 × 10 −11 cm −1 , the same as the first method. One can see from Fig. 8 that with the flow rate increased to 120 SCCM, the noise level of each spectrum is almost the same. This flow rate corresponds to a linear flow speed of 16 cm=s at the 4 mm diameter intracavity aperture [6] .
The spectra in Fig. 8 are adjusted ones. Each original spectrum had a linear background, that is, the measured decay time constant increases linearly with laser wavelength λ, even for an exact empty cavity. This linear dependence has been subtracted from the original spectra, and those adjusted spectra were fitted with parameters from the HITRAN database [16] . There are two major sources of this linear dependence. The first one is the drift of the decay rate of the system, because the spectrum recording time (∼70 min) is much longer than the optimum integration time [typically several min, see Fig. 5D ] of either k 1 or k 2 channel. With the pressure difference between the inside and outside cavity at almost zero, the typical drift rate of τ is less than 0:01 μs=30 min, if we assume the system is dominated by linear drift well beyond the Allan plot minimum for either channel [in fact, Fig. 5D shows less linear drift for k 1 and k 2 ]. The value of this drift rate was verified by the Allan plots obtained both before and after recording all spectra in Fig. 8 . The second source is the dependence of mirror reflectivity R on laser wavelength λ. This effect is larger than the first one and is not linear during a wavelength change of 3 nm (the maximum scan range of our laser) but can be regarded linear during a 1 cm −1 (∼0:27 nm) scan range, during which τ changes about 0:1 μs. With the spectrum recording time about 70 min, the slope in spectrum recording was measured to be 0:04 μs=30 min. With both effects, the overall "drift rate" of the original spectra in Fig. 8 is in the range of 0:02− 0:05 μs=30 min, depending on the drifting direction of the decay rate in the experiments. The measurements in Fig. 8 were performed without controlling the ringdown cell temperature. The results show that even with the measurement time (∼70 min) much larger than the stable time of the single channel (about several min), by subtracting the overall linear background, which includes the decay rate drift, one can still have very high sensitivity in CW-CRDS even if the signal average size, which is 80 times in our experiments, is not large at all. The sensitivity of the spectrum method is only about 6.4 times worse than 4:4 × 10 −12 cm −1 . Thus sub-ppbv methane detection in nitrogen has been successfully demonstrated.
Conclusions
The slow drift of the CW-CRDS system plays a critical role in determining the final sensitivity in CRDS experiments. We have used the Allan variance to characterize the long-term (several h) stability of our CW-CRDS system. By including the differential measurement between two decay rates with and without intracavity absorption, the slow drift between them can cancel out greatly, leading to a longer stable time and higher sensitivity. Our experiments show that the cavity decay rate is strongly correlated with ambient pressure through mechanical deformation of the cavity caused by lab pressure change. We did not observe any noticeable correlation between lab temperature and cavity decay rate. We demonstrate that the optical feedback to the cavity caused by reflection and scattering of the detector deteriorated the sensitivity of our CRDS system. The origin of the frequency dependence of the differential cavity loss drift is, as yet, not resolved.
Our CW-CRDS system has a stable cavity design and low thermal expansion. When the system is isolated with mechanical vibration and carefully aligned to reduce optical interference, a sensitivity (1σ) of 4:4 × 10 −12 cm −1 with an optimum integration time of 32:4 min has been realized, which corresponds to only a 13 ppm differential drift in the empty cavity loss, which itself is 13 ppm=pass. This sensitivity corresponds to a methane detection limit (3σ) of 0:24 ppbv at 20 Torr or 29 pptv in N 2 at 1 atm measurement pressure, compared with a previous sensitivity of 9:2 × 10 −11 cm −1 = ffiffiffi n p , where n is the number of ringdown transients for water vapor measurement in our lab [12] . This sensitivity corresponds to an H 2 O detection limit (1σ) of 68 pptv= ffiffiffi n p at low pressure near 1:396 μm, with the maximum average size n limited by the system drift.
