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Abstract
Coupled poromechanical problems appear in a variety of disciplines, from reservoir engineering to biomedical applications.
This work focuses on efficient strategies for solving the matrix systems that result from discretization and linearization of the
governing equations. These systems have an inherent block structure due to the coupled nature of the mass and momentum balance
equations. Recently, several iterative solution schemes have been proposed that exhibit stable and rapid convergence to the coupled
solution. These schemes appear distinct, but a unifying feature is that they exploit the block-partitioned nature of the problem to
accelerate convergence. This paper analyzes several of these schemes and highlights the fundamental connections that underlie
their effectiveness. We begin by focusing on two specific methods: a fully-implicit and a sequential-implicit scheme. In the first
approach, the system matrix is treated monolithically, and a Krylov iteration is used to update pressure and displacement unknowns
simultaneously. To accelerate convergence, a preconditioning operator is introduced based on an approximate block-factorization of
the linear system. Next, we analyze a sequential-implicit scheme based on the fixed-stress split. In this method, one iterates back and
forth between updating displacement and pressure unknowns separately until convergence to the coupled solution is reached. We
re-interpret this scheme as a block-preconditioned Richardson iteration, and we show that the preconditioning operator is identical
to that used within the fully-implicit approach. Rapid convergence in both the Richardson- and Krylov-based methods results from a
particular choice for a sparse Schur complement approximation. This analysis leads to a unified framework for developing solution
schemes based on approximate block factorizations. Many classic fully-implicit and sequential-implicit schemes are simple sub-
cases. The analysis also highlights several new approaches that have not been previously explored. For illustration, we directly
compare the performance and robustness of several variants on a benchmark problem.
c⃝ 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
Hydromechanical behavior is central to the performance of many subsurface systems. Strongly-coupled solid–fluid
interaction appears in geotechnical applications [1], oil and gas reservoirs [2], geothermal energy systems [3,4], and
geologic carbon sequestration sites [5–8]. Similar behavior also appear in disciplines beyond the subsurface, such as
modeling bone or soft tissue in biomechanical applications [9].
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The focus of this work is efficient solution strategies for poromechanical problems. In particular, we are interested
in efficient iterative methods for solving the linear systems that result from discretization and linearization of the
governing mass and momentum balance equations. For an implicit-in-time formulation, the solution of these linear
systems of algebraic equations typically dominates the overall computational cost, and is therefore a central target
for performance optimization. This topic is particularly relevant as increasingly powerful computational platforms
become available. Identifying solution strategies that scale efficiently with problem size is an essential ingredient
in taking advantage of these resources. Indeed, a research challenge of the next decade is ensuring our numerical
algorithms can keep pace with rapidly evolving hardware [10].
Recently, a number of implicit solution strategies have been proposed that exhibit stable and rapid convergence
to the coupled solution of the governing equations. Of particular interest here are schemes that take advantage of
the block-partitioning that naturally appears in the system matrix [11–17]. These schemes have traditionally been
categorized into two distinct classes: (1) fully-implicit and (2) sequential-implicit methods. Here, we have used a
naming convention common in the reservoir simulation and computational geosciences community, though these
schemes go by a variety of labels in the broader literature. The main difference between the two approaches boils down
to whether the displacement and pressure unknowns are updated simultaneously (often termed “monolithically”) or
in an iterative, one-at-a-time fashion. Both, if implemented properly, will converge to the identical solution, within
a desired tolerance, of the tightly-coupled governing equations. The “-implicit” suffix is added to emphasize the
implicit nature of the time stepping in both schemes, distinguishing them from approaches that use explicit and mixed
implicit–explicit rules. Our discussion here ignores schemes that compute uncoupled, one-way coupled, or staggered-
in-time approximations. While these weaker approximations are often useful in practice—e.g. [18]—there are well-
known problems for which a tightly-coupled solution is essential to understanding system behavior–e.g. [19,20].
Also, as more complex constitutive relationships are introduced—such as stress-dependent permeability—the
importance of accurate coupling grows further.
In fully-implicit schemes, all governing equations are updated simultaneously. While direct solvers may readily
handle smaller systems, Krylov-type iterative solvers are widely preferred for achieving scalability and good parallel
performance. An essential ingredient when using an iterative solver, however, is an effective preconditioner that can
address both the ill-conditioning and coupled nature of the governing system. Of particular interest in what follows is
a preconditioned-Krylov scheme proposed in [16]. The success of this scheme relies on using an approximate block-
factorization to construct the preconditioner. When combined with algebraic multigrid, the authors demonstrate that
the resulting scheme can successfully solve some very large test problems (e.g. hundreds of millions of degrees of
freedom across several thousand processors) with excellent scalability. We remark that while this scheme is typically
described as a “monolithic” approach, the effectiveness of the preconditioner relies heavily on the block-partitioned
nature of the displacement and pressure unknowns.
In a sequential-implicit scheme, the momentum balance and mass balance equations are solved separately, updating
the displacement and pressure variables in a back-and-forth fashion. This iteration is continued until convergence to
the coupled solution is achieved. The sequential approach allows for greater flexibility in code design—such as the use
of separate software modules for the momentum and mass balance sub-problems—and does not require the design
of dedicated solvers to tackle the hydromechanical coupling [13]. While the governing equations may be split in
a number of ways, not all schemes lead to rapid or even stable convergence. Kim et al. [21,22] and Mikelic´ and
Wheeler [17] present detailed convergence results for these splitting schemes. A key method of interest here, the
“fixed-stress” split, can be shown to exhibit unconditional stability. The success of this approach relies on introducing
an appropriate relaxation matrix when solving the mass balance problem.
One may ask whether there is some unifying connection between these two schemes that leads to good convergence
properties in both. Here, we re-interpret the fixed-stress split as a preconditioned-Richardson iteration with a particular
block-triangular preconditioning operator. In doing so, we demonstrate that the resulting preconditioner is in fact
identical to the one used in the fully-implicit scheme of White and Borja [16]. The relaxation matrix in the sequential
scheme is intimately linked to the sparse Schur complement approximation adopted in the fully-implicit scheme.
Thus the only difference between the two approaches is the choice of iterative method, either a Krylov or Richardson
iteration.
This observation allows us to develop a broader framework, in which many sequential-implicit and fully-implicit
methods can be placed. In particular, the four commonly used sequential splitting methods—i.e. fixed-stress, fixed-
strain, drained-split, and undrained-split [21,22]—each lead to a particular sparse Schur-complement approximation.
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We show how these Schur approximations can be used to define companion fully-implicit approaches. Due to the
superior convergence properties of Krylov-based methods, these fully-implicit approaches will often outperform
their sequential equivalents. Furthermore, this framework allows us to identify several new sequential and monolithic
methods for poromechanical problems that have not been previously tested. In fact, a wide spectrum of approaches
may be derived based on the particular choices for (1) the iterative method, (2) the approximate block-factorization
used for preconditioning, and (3) the treatment of the sub-problems appearing in the preconditioning operation. We
explore here, for example, an algebraic multigrid variant of the sequential fixed-stress split that is faster than the
standard implementation and shows good scalability for large problem sizes.
The paper is organized as follows. After a brief review of the poromechanics equations, a mixed formulation and
resulting discrete algebraic equations are developed. We then present a unified analysis of solution strategies based
on a block-factorization of the linearized system. We directly relate sequential-implicit and fully-implicit schemes,
and we clarify the connection between several previously proposed methods in the literature. Finally, we compare
the performance and robustness of several different solution variants using a classic benchmark problem, Cryer’s
sphere [20].
The following notational conventions are used throughout: First- and second-order tensors are bold-faced
(e.g. u, σ ). Fourth-order tensors use blackboard bold (e.g. C). Scalars have no special treatment. When discussing
linear algebraic quantities, matrices are upper-case (e.g. A) while vectors—in the sense of n × 1 matrices rather than
first-order tensors—are lower-case (e.g. b). The distinction between a scalar and a vector should be clear from the
context.
2. Model formulation
We consider the following poromechanical problem: a porous, deformable solid material saturated with a single,
slightly compressible fluid. We assume quasi-static behavior and ignore non-isothermal effects and other complica-
tions. This model contains the salient mathematical features found in more sophisticated formulations, and therefore
provides a good basis for comparing solution methods. For completeness, we will briefly review the governing equa-
tions for the model system. More complete descriptions can be found in many references—e.g. [23,24]—and the
interested reader is referred there.
We adopt a mixed continuous-Galerkin discretization scheme for the numerical examples (u/p formulation) but
note that the solver approaches described here may be readily applied to a variety of different finite-element and
finite-volume discretizations of the underlying governing equations (see Section 2.4).
2.1. Governing equations
The porous medium fills a volume Ω ∈ Rd , where d is the spatial dimension of the domain. The problem is time-
dependent, in time interval T = [0, T ]. The unknown fields are the displacement of the solid u : Ω × T → Rd and
the pore-fluid pressure p : Ω × T → R. The initial–boundary-value problem can be written as:
∇ · σ ′ − b∇ p + ρg = 0 (1)
1
m
p˙ + b∇ · u˙+∇ · q = 0. (2)
These two conservation equations represent the balance of linear momentum and balance of mass for the mixture,
respectively. Here, σ ′ is the effective stress, b is Biot’s coefficient, ρ is the mixture density, g is the gravity vector, m
is Biot’s modulus, and q is the seepage (Darcy) velocity. The total stress may be related to the effective stress as
σ = σ ′ − bp1 (3)
where 1 is the unit second-order tensor. The mixture density may be related to the solid and fluid constituent densities
ρ f and ρs as
ρ = φρ f + (1− φ)ρs (4)
where φ is the porosity.
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Initial conditions are prescribed as
u(x, 0) = u0(x)
p(x, 0) = p0(x) (5)
where x is the position vector in Rd . The domain boundary Γ is partitioned into surfaces over which essential and
natural boundary conditions are applied: Γ = Γu ∪ Γt = Γp ∪ Γq , with Γu ∩ Γt = Γp ∩ Γq = ∅. Specifically,
u (x, t) = u (x, t) on Γu
σ (x, t) · n (x) = t (x, t) on Γt
p (x, t) = p (x, t) on Γp
q (x, t) · n (x) = q (x, t) on Γq (6)
where u is a prescribed displacement, t is a prescribed total traction, p is a prescribed pressure, n is the normal vector,
and q is a prescribed normal flux.
The governing system is closed with several constitutive relationships. The effective stress may be related to the
displacement field as
σ˙ ′ = C : ϵ˙ (7)
ϵ = ∇su = 1
2

∇u+∇Tu

(8)
where C is a fourth-order tensor of tangent moduli. The stress–strain relationship is expressed in rate-form to allow
for an elastic, elastoplastic, or damage model of interest. We adopt a small-strain assumption for simplicity. The fluid
pressure and seepage velocity are related via Darcy’s law,
q = − k
µ
· ∇ p − ρ f g (9)
where k is the absolute permeability tensor, and µ is the dynamic viscosity.
2.2. Variational form
In this work, we consider a two-field mixed discretization of the governing equations. Two spaces of trial functions
are defined as
U = {u : Ω → Rd | u ∈ H1, u = u on Γu}
P = {p : Ω → R | p ∈ H1, p = p on Γp} (10)
where H1 is a Sobolev space of degree one. Corresponding spaces of weighting functions are also defined with
homogeneous conditions on the essential boundaries
U0 = {η : Ω → Rd | η ∈ H1, η = 0 on Γu}
P0 = {ϕ : Ω → R | ϕ ∈ H1, ϕ = 0 on Γp}. (11)
The equivalent weak problem is to find {u, p} ∈ U × P such that for all {η, ϕ} ∈ U0 × P0,
Rmom. = −

Ω
∇sη : σ ′dΩ +

Ω
bp∇ · η dΩ +

Ω
η · ρg dΩ +

Γt
η · t dΓ = 0
Rmass =

Ω
1
m
ϕ p˙ dΩ +

Ω
bϕ ∇ · u˙ dΩ +

Ω
∇ϕ · k
µ
· ∇ p dΩ −

Ω
∇ϕ · k
µ
· ρ f g dΩ −

Γq
ϕq dΓ = 0.
(12)
2.3. Discrete form
We omit most of the details of the discretization process as they are not central to the discussion here. We consider
a partition of Ω into non-overlapping elements Ω e. The continuous variational equations (12) are discretized in
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space using mixed triquadratic–trilinear finite elements (Q2–Q1) for the displacement and pressure field, respectively.
These elements belong to the Taylor–Hood family and satisfy the Ladyzhenskaya–Babusˇka–Brezzi (LBB, or inf–sup)
condition. Therefore, they ensure well-posedness of the discrete problem [25] in the undrained limit. For time
discretization, we adopt a simple backward-Euler integration scheme.
Let the vector xn = {un, pn} represent the discrete solution at time tn . The fully-discrete system of equations for
the solution at each timestep is represented by the residual vector
r(xn+1, xn) =

rmom.
rmass

= 0. (13)
Detailed expressions for rmom. and rmass are given in Appendix A. In general, this system of residual equations is
nonlinear due to the nonlinear constitutive behavior embedded in the stress–strain relationship. In more sophisticated
formulations, the permeability and other model coefficients can also depend on the pressure and deformation field.
Typically, a full Newton iteration is used to drive this residual to zero. Let k be the iteration count, and xkn+1 the
kth-estimate of the solution at time tn+1. The updated solution vector is determined by
(a) solving J k∆x = −rk
(b) updating xk+1n+1 = xkn+1 +∆x . (14)
Here J k = (∂r/∂x)k is the Jacobian matrix evaluated at the current configuration k. Because the residual vector r
consists of two blocks, the Jacobian system that must be solve in each Newton update has a natural 2 × 2 block
structure:
A B1
B2 C
k ∆u
∆p

= −

rmom.
rmass
k
. (15)
Detailed expressions for each sub-matrix are given in Appendix A. The sub-matrix A corresponds to the stiffness
matrix of a purely mechanical problem, the sub-matrix C represents a standard Darcy-flow problem, and the off-
diagonal matrices contain displacement–pressure coupling terms. For our model problem, the relationship B2 = BT1
holds; however, more complicated constitutive relationships may break this symmetry.
In the simple case of a poroelastic medium, the residual Eq. (13) is linear. Applying the update scheme (14), the
system will converge after one “Newton” iteration. More commonly, at each time step one solves the system
J xn+1 = b (16)
or in block form,
A B1
B2 C
 
un+1
pn+1

=

f
g

(17)
where J is now a constant matrix, and the right hand side vector may be assembled knowing only the solution at the
previous timestep, xn . In the following, we work with the more general nonlinear form, but keep in mind the linear
system as a particular subcase. In either situation, the basic structure of the matrix system to be solved remains the
same.
2.4. Alternative discretizations
The continuous-Galerkin Q2–Q1 interpolation used here is a common approach, but it is not ideally suited to all
applications. Many other discretization approaches also lead to algebraic systems of the form (15). The solver schemes
discussed in this work can often be applied to these alternative discretizations with only minor modifications.
It is often desirable, for example, to use finite element spaces that do not intrinsically satisfy the LBB condition—
e.g. using equal-order Q1–Q1 interpolation. In this case, spurious modes in the pressure field may appear in the
undrained (incompressible) limit. This issue results as m → ∞ and (∆tk) → 0, so that C → 0. A stabilization
technique is then required [26]. If an effective stabilization scheme is devised, the practical advantages of using low-
order elements, such as ease of implementation, refinement, and computational efficiency, can be preserved.
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When strong contrasts in permeability are present, discontinuous pressure interpolation may be more appropriate.
Furthermore, element-wise mass conservation is often desired in a reservoir simulation context. A block-partitioned
system also arises when finite elements for mechanics and finite volumes for fluid flow are employed [27,21,12].
Motivated by the necessity of introducing mechanical effects in applications where the flow problem is of predominant
importance, some authors have recently started investigating face-centered [28] and cell-centered [29] finite-volume
methods for mechanics as well. Mixed finite-element formulations often introduce the Darcy flux as an additional
degree of freedom to obtain a locally conservative formulation within a finite-element framework [13,30–32]. These
additional flux degrees of freedom can often be eliminated at the element level, again resulting in a block-partitioned
system of form (15).
3. Solution strategies
We begin by reviewing the fully-implicit scheme described in [16]. We then show how a slight modification can be
introduced to transform this fully-implicit scheme to a sequential-implicit one. We demonstrate that this sequential-
implicit variation is equivalent to the fixed-stress split analyzed in [15,21] and [17]. Building on the fundamental
connection between these two schemes, we then present a general framework for constructing a whole family of
block-partitioned solution methods. We also highlight a few interesting variations that have not been explored to date.
3.1. Fully-implicit scheme
The main computational work in a poromechanical simulation involves the solution of the linear system in (14)
to compute each Newton update. In general, this system is highly ill-conditioned, and some form of preconditioning
is required to accelerate convergence of an iterative solver. Let P−1 denote this preconditioning operator. Instead of
solving (14), one may solve the equivalent, left-preconditioned system
(P−1 J )k∆x = −P−1rk . (18)
The system may be solved via a preconditioned-Krylov iteration—typically using a nonsymmetric variant such as
GMRES or BiCGstab. For brevity, we omit the details of the Krylov iterations, as they may be found in many
standard texts [33]. The key question is how best to design the preconditioning operator. Ideally,P−1 ≈ J−1, so
that eigenvalues of the iteration matrix (P−1 J ) cluster around unity. To provide a practical benefit, however, the
preconditioning operation must be much cheaper to compute and apply compared with the exact inverse.
The system J has a block LDU-factorization:
J = L D U =

I
B2 A
−1 I
 
A
SA
 
I A−1 B1
I

. (19)
Here, the term
SA = C − B2 A−1 B1 (20)
is the Schur-complement with respect to A. A common approach, used in many applications involving coupled PDEs,
is to use this factorization as a basis for designing the preconditioner [34–38]. Effective choices include the block
diagonal preconditioner,
P−1diag ≈ D−1 =

A−1
S−1A

(21)
the block lower-triangular preconditioner,
P−1low ≈ D−1L−1 =

A−1
−S−1A B2 A−1 S−1A

(22)
or the block upper-triangular preconditioner,
P−1up ≈ U−1 D−1 =

A−1 −A−1 B1S−1A
S−1A

. (23)
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In practice, the inverse operations A−1 and S−1A appearing here must be approximated. As we will see, defining good
approximations for these sub-operations is essential to the overall effectiveness of the method.
The motivation for this general approach may be readily understood by considering the eigenvalues of the
preconditioned matrix when exact operations are used—i.e. when relationship (22) is exact rather than approximate.
In this case,
P−1low J = U. (24)
A property of triangular matrices is that the diagonal entries correspond to the set of eigenvalues of the matrix. As U
has a unit diagonal, we conclude that the preconditioned matrix has a single eigenvalue λ = 1 with multiplicity n,
where n is the dimension of the matrix. An iterative method, such as GMRES, applied to this matrix is expected to
converge in at most two iterations [36]. When relationship (23) is exact, the matrix (P−1up J ) shares the same property—
a single eigenvalue λ = 1 with multiplicity n—and shows similar performance. For detailed eigenvalue analysis of
block-preconditioned systems, we refer the reader to [39]. In what follows, we focus primarily on P−1up , as this form
has a direct connection to some well-known sequential-implicit schemes. We note that in [16] the implementation is
based on P−1low. As the eigenvalue analysis suggests, the convergence properties of these two variants are very similar.
To achieve a practical implementation, approximations of A−1 and S−1A are introduced. If these sub-operations are
treated effectively, one expects tight clustering of the eigenvalues in the preconditioned system and rapid convergence
of the iterative method. A variety of good algebraic preconditioners exist for purely mechanical problems—i.e. elastic
and elastoplastic systems [40–43]. In the numerical examples, we apply algebraic multigrid (AMG) [44] to the
stiffness matrix A, and refer to this approach as A−1amg. If a more exact approximation to A−1 is desired, a nested
Krylov solver can be used to compute the action of A−1 to a desired tolerance whenever required. That is, to compute
the action w = A−1v, one solves the preconditioned system
(P−1A A)w = P−1A v (25)
to a specified tolerance. This approach will be denoted A−1kry. In this latter case, a flexible Krylov variant, such
as FGMRES, may be required for the outer iteration—Eq. (18)—as the block-preconditioning operation changes
slightly from one iteration to the next due to the finite tolerance [33]. Convergence degradation can be observed
unless a stringent tolerance for A−1kry is chosen. In the numerical examples to follow, we will use a stringent tolerance
for this inner solve, so that the approximation of A−1 is essentially exact. In practical applications, however, one
typically chooses a relatively loose tolerance for A−1kry to balance the quality of the preconditioning operation with its
computational cost. Also note that another preconditioner P−1A is required for the A-block to accelerate convergence.
In the numerical examples, we use P−1A = A−1amg.
The second step is to choose an approximation for the Schur-complement SA. The exact Schur complement is
dense due to the B2 A−1 B1 term, and it is therefore difficult to approximate its inverse. A convenient approach is to
replace the dense term with a sparse approximation. We show later that a good choice is
SA = C + b2K Mp. (26)
Here, b is the Biot-coefficient, K is the drained modulus of the solid skeleton, and Mp is the mass matrix of the
pressure shape functions. The mass matrix may be assembled from element-wise contributions as
[Mp]i, je =

Ω e
ϕiϕ j dΩ . (27)
Here, e denotes the element index, and i, j are shape function indices. In practice, the mass matrix may be lumped,
resulting in a diagonal matrix, without degrading the effectiveness of the approximation. Unlike the exact form SA,
the approximation SA is sparse. Therefore, we can apply standard algebraic approaches to approximating its inverse.
In the numerical examples, we use S−1A, amg and S−1A, kry to denote algebraic multigrid and inner Krylov solver variants,
in analogy to the A-block. Algebraic multigrid is well-suited to handling the Laplacian contributions contributed by C
in Eq. (26). We note that in the undrained limit, C → 0 and the sparse Schur complement approximation approaches
a (lumped) mass matrix. In this limit, a simple diagonal inverse would be sufficient to precondition the sub-problem.
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The specific choice
− B2 A−1 B1 ≈ b
2
K
Mp (28)
may be justified in a number of ways. Physically, this term represents the change in fluid storage volume due to
mechanical dilation of the pore space. Consider an approximation in which the mean volumetric stress is fixed during
the update, i.e.
σ˙vol = K∇ · u˙− b p˙ = 0. (29)
This implies
∇ · u˙ = b
K
p˙. (30)
Inserting this approximation into the mass balance equation (2),
1
m
+ b
2
K

p˙ +∇ · q = 0. (31)
This is a simplified mass balance equation written in terms of the fluid pressure only. The system matrix resulting
from the discretization of this approximation is (26). We note that a similar mass matrix approximation is commonly
used for modeling Stokes flow and incompressible elasticity [45,46] for which the governing equations are closely
related to the poromechanical model studied here. It can be shown that the mass matrix Mp is spectrally equivalent to
−B2 A−1 B1, if the underlying discretization satisfies a discrete inf–sup condition [46].
To summarize, a variety of fully-implicit schemes may be developed by making a series of choices. First, we choose
a basic iterative scheme for solving (18)—e.g. preconditioned GMRES or BiCGstab. To construct an appropriate
preconditioning operation, we use an approximate block factorization, leading to the block-diagonal operator (21),
block lower-triangular operator (22), or block-upper triangular operator (23). We then choose a particular sparse
Schur complement approximation, Eq. (26), to approximate an otherwise dense term. Finally, we replace the required
A−1 and S−1A operations with their own preconditioners—e.g. using algebraic multigrid or a nested Krylov iteration.
It is apparent that different choices lead to distinct, but intimately related, schemes.
3.2. Sequential-implicit scheme
The fully-implicit scheme is monolithic in the sense that the matrix J is kept intact, and the displacement and
pressure unknowns are updated simultaneously. Close examination of the preconditioner P−1up , however, reveals that
it may be applied sequentially due to its block-triangular nature. Consider the operation w = P−1up v for some input
vector v. This operation is equivalent to solving the block-triangular system Pupw = v, or
A B1
SA
 
wu
wp

=

vu
vp

. (32)
The update may be computed in two sequential steps,
(a) wp = S−1A vp
(b) wu = A−1(vu − B1wp). (33)
The vector components in the lower block are updated first, followed by vector components in the upper block.
Thus, while the treatment of the system matrix in the fully-implicit scheme is “monolithic”, the preconditioner is
“sequential”. The lower triangular version P−1low is similar, except the upper block is updated first, followed by the
lower block. With P−1diag, both blocks are updated in parallel.
We return now to the standard Newton scheme (14). The preconditioning operation defined above is an
approximation to the inverse Jacobian—i.e. P−1 ≈ J−1. Therefore, one possible strategy for solving the nonlinear
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system would be to replace the exact Jacobian matrix, J , with the approximate operator, P . This leads to the iteration
Pk∆x = −rk . (34)
If the Jacobian is well approximated, we may hope that the fixed-point iteration will converge—though guaranteeing
convergence in the nonlinear setting is a nontrivial matter. Because the inverse P−1 may be computed sequentially,
however, this simple modification transforms the fully-implicit scheme to a sequential-implicit scheme. Obviously,
the convergence rate will be degraded—or breakdown altogether—as certain components of the exact Newton
linearization are neglected. If desired, however, one may now take advantage of the code-splitting potential of a
sequential scheme, using separate software modules for mechanics and flow.
An important case is linear poroelasticity. Unlike the exact Newton scheme, the sequential approach requires
multiple iterations to converge even for the linear problem. For this case the iteration may be rewritten as
xk+1n+1 = xkn+1 + P−1(b − J xkn+1) (35)
which is the classic preconditioned-Richardson iteration for linear systems. Again, due to the sequential nature of the
preconditioner, this update is computed block-wise, and the process is repeated until convergence is achieved.
We now focus on the fixed-stress splitting scheme. This sequential scheme is typically presented in the form
A B1SA

uk+1n+1
pk+1n+1

=

−B2 αMp
 
ukn+1
pkn+1

+

f
g

(36)
with α = b2/K . See, for example, [15]. Note, however, that a simple rearrangement of (35) may be used to derive
(36) when P−1up is used as the preconditioning operator. Therefore, the splitting scheme presented here is simply a
re-casting of the fixed-stress split. This is a key result, establishing an intimate link between the fully-implicit and
sequential-implicit schemes through the use of an identical preconditioner.
For the Richardson iteration, convergence is guaranteed if
ρ(N ) < 1 where N = (I − P−1 J ). (37)
Here, ρ(N ) = max{|λ1|, . . . , |λn|} denotes the spectral radius. An extensive analysis of the eigenvalue distributions
and convergence behavior of the fixed-stress splitting has been presented recently in [47]. Previous works have proven
that the fixed-stress splitting leads to unconditional convergence [21,17]. The convergence behavior of split schemes
applied to nonlinear problems is not well-studied, however, and is the focus of ongoing work.
The Richardson iteration convergence is asymptotically linear and controlled by the spectral radius condition (37).
In contrast, for a Krylov iteration there is no condition on the eigenspectrum. In general, however, the convergence
rate is controlled by how well clustered the eigenvalues are, and therefore a preconditioning operation that works for
the Richardson iteration will also perform well for the Krylov iteration. The converse is not necessarily true, however,
and thus the Krylov approach is more robust when using a poor preconditioning operator. Also, Krylov convergence
is often super-linear, and can therefore outperform the Richardson linear convergence.
Remark 1. There has been some confusion in the literature as to whether the fixed-stress approach is a one-way or
two-way coupled scheme. Because the spectral radius condition (37) is satisfied, the Richardson scheme (35) will
converge to a solution satisfying
∥b − J xn+1∥ < ϵ (38)
where ϵ is a desired tolerance. It will not converge to a solution satisfying
∥b − Pxn+1∥ < ϵ (39)
except under the unusual circumstance P = J . The latter criterion corresponds to a one-way coupled solution using
the approximate mass balance equation (31) [12]. In the two-way coupled approach, this mass-balance approximation
is merely used to construct a preconditioning operator to accelerate convergence. The solution at any timestep is only
accepted if the “complete” criterion (38) is satisfied.
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Remark 2. The alternative fixed-strain split may be derived by using an alternative Schur complement approximation,
namelySA = C. (40)
That is, the scheme simply ignores the dense B2 A−1 B1 term in the Schur-complement. It is well-known that this
scheme works well only when weak mechanical coupling is present—i.e. B2 A−1 B1 ≈ 0. Unlike the unconditionally
stable fixed-stress scheme, the fixed-strain split may therefore diverge for many cases of practical interest.
Remark 3. The block-preconditioning perspective also provides new insight into designing solution schemes. For
example, exact operations with A−1 and S−1A are not required for the sequential scheme. Faster performance can
actually be achieved by replacing exact inverses with simple preconditioners for these operations. In the numerical
examples, we apply A−1amg and S−1A,amg within the fixed-stress framework, leading to an algebraic multigrid variant of
the splitting scheme.
Remark 4. While the block-triangular preconditioner P−1up provides good performance, the alternative choices P−1low
and P−1diag are also effective. For the diagonal preconditioner, a somewhat simpler update scheme can be used:
A SA

uk+1n+1
pk+1n+1

=
 −B1
−B2 αMp

ukn+1
pkn+1

+

f
g

(41)
which allows the displacement and pressure degrees of freedom to be updated in parallel, rather than sequentially.
In general, however, the block-triangular preconditioners lead to convergence in fewer iterations, with only a small
increase in computational work on a per iteration basis. They are therefore usually a superior choice unless it is
desirable to have a symmetric operator [48,49].
To summarize, one may re-interpret the fixed-stress and fixed-strain schemes as block-preconditioned iterative
approaches. The preconditioner consists of a block-triangular operation and particular sparse Schur-complement
approximations. The block preconditioning framework provides a convenient basis for analysis and comparison with
fully-implicit schemes.
3.3. Drained and undrained splitting
So far, we have described solution schemes based on the block factorization in Eq. (19). Consider a simple block-
permutation of the linear system,
C B2
B1 A
k ∆p
∆u

= −

rmass
rmom.
k
. (42)
The permuted system matrix may be factored as:
J = L D U =  I
B1C
−1 I
 
C
SC
 
I C−1 B2
I

(43)
where SC = A − B1C−1 B2 is the Schur-complement with respect to C . The existence of this factorization relies on
the invertibility of C . We note that in the undrained limit, C → 0, and this limit poses a serious problem. When this
factorization is available, however, several preconditioning choices are possible:P−1diag ≈ D−1 or P−1up ≈ U−1D−1 or P−1low ≈ D−1L−1. (44)
An effective sparse Schur-complement approximation isSC = A + (b2m)Ku . (45)
Here, the sparse matrix Ku is assembled from element-wise contributions as
[Ku]i, je =

Ω e
(∇ · ηi )(∇ · η j )dΩ . (46)
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The specific choice,
− B1C−1 B2 ≈ (b2m)Ku (47)
may be justified by the following physical interpretation [22]. If one assumes that undrained conditions hold during
the update, the mass balance equation (2) can be written as
−∇ · q = 1
m
p˙ + b∇ · u˙ = 0 (48)
and therefore
p˙ = −bm∇ · u˙. (49)
Differentiating Eq. (3) with respect to time and making use of the above approximation for the pressure rate yields the
following approximation for the total-stress rate:
σ˙ = σ˙ ′ + b2m(∇ · u˙)1. (50)
Combining the constitutive Eq. (7) with this expression, and noting that ∇ · u˙ = 1 : ϵ˙, implies
σ˙ = Cu : ϵ˙ with Cu = C+ b2m1⊗ 1. (51)
Here, ⊗ denotes the dyadic product, and (1 ⊗ 1)i jkl = δi jδkl . The moduli tensor, Cu , reflects the undrained
material properties of the porous medium. The end result is a simplified momentum balance equation in terms of
the displacement unknowns only:
∇ · σ˙ + ρ˙g = 0. (52)
Discretization of this approximate equilibrium equation results in the system matrix of Eq. (45). This approximation,
in the context of split methods, is referred to as the undrained split.
From a practical point of view, the undrained split is a less appealing approach because it requires solving a
mechanical sub-problem with undrained properties. This requires a suitable finite-element formulation and can be
more challenging to precondition. The fixed-stress split is therefore widely preferred.
Remark 5. The drained split can be obtained from the simpler approximation:SC = A. (53)
This scheme performs well only when weak hydromechanical coupling is present. For strong coupling, the conver-
gence rate degrades because the −B1C−1 B2 term in the Schur-complement is ignored entirely.
4. Method comparisons
We compare the performance of several fully-implicit and sequential-implicit methods. All of the solution
schemes are implemented in the same code framework, allowing for a direct comparison of convergence rates and
computational times. As a test problem, we consider Cryer’s sphere [20]. Cryer’s sphere is a classic benchmark
problem of linear poroelasticity, and provides an opportunity to demonstrate that both the sequential and fully-implicit
schemes converge to the correct, fully-coupled solution.
A poroelastic sphere of radius R = 1 m is loaded with a uniform confining load, w, on its outer surface and
allowed to drain freely (Fig. 1). Due to the radial symmetry of the problem, analytical solutions for the pressure and
displacement fields have been derived [20,50]. For reference, the analytical solution for pressure at the center of the
sphere, in a nondimensional form, is reported in Appendix B. Here, we model the problem using a 3D finite-element
mesh to compare the performance of the various solver schemes. From symmetry considerations, only one octant of
the sphere is modeled, with appropriate boundary conditions. A Taylor–Hood Q2–Q1 discretization is used. Fig. 1(b)
presents a comparison of the analytical and numerical solutions for the evolution of the pore pressure at the center of
the sphere. When the confining load is applied, the pressure at the center of the sphere shows a characteristic increase—
the Mandel–Cryer effect—followed by a subsequent decline. A tightly-coupled solution scheme is necessary to
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Fig. 1. (a) Pore pressure distribution for Cryer’s sphere problem at t = 27.8 s (nondimensional t∗ = 0.05). At this coarse mesh resolution,
the discrete problem has 12,618 degrees of freedom. (b) Comparison of analytical and numerical solutions for pore pressure at the center of the
sphere.
Table 1
Base-case parameters used for Cryer’s sphere example.
Bulk modulus 1000 kPa
Poisson ratio 0.25
Biot coefficient 1
Biot modulus ∞
Permeability 10−12 m2
Viscosity 10−6 kPa · s
Sphere radius 1 m
Surface traction 1 kPa/m2
Timestep 2.78 s
Solver tolerance 10−8
Inner solver tolerance 10−9
capture this effect. Both the fully-implicit and sequential-implicit schemes converge to the analytical solution. The
material parameters used in the simulations are summarized in Table 1. Both fluid and solid incompressibility is
assumed, though compressible systems pose no challenge. The physical timestep (2.78 s) in Table 1 corresponds to a
non-dimensional timestep of ∆t∗ = 0.005. Most of the comparison studies are performed on a coarse version of the
problem with 12,816 total degrees of freedom (12,219 displacements and 597 pressures). We also include a scaling
study at different mesh refinement levels, out to 44.7 million degrees of freedom.
We now examine the performance of the fully-implicit and sequential-implicit scheme using three variations of the
block preconditioner. All strategies are based on the block-triangular operator P−1up in Eq. (23), and they differ only in
the choices of how the sub-operators A−1 and S−1A are approximated. The three strategies are:
P−1I = P−1up

A−1kry, S
−1
A, kry

P−1II = P−1up

A−1kry, S−1A, kry
P−1III = P−1up

A−1amg, S−1A, amg . (54)
The first variant uses nested Krylov solvers with a stringent convergence tolerance to produce an “exact” version of
P−1up . This is not a practical choice, but we use it to illustrate the convergence is indeed achieved in two iterations. In the
second variant, the dense Schur complement, SA, is replaced with the sparse approximation,SA, based on the pressure
mass matrix. Otherwise, no approximation is made in P−1up , providing an opportunity to test the quality of the sparse
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(a) Convergence using preconditioner P−1I . (b) Convergence using preconditioner P
−1
II .
(c) Convergence using preconditioner P−1III .
Fig. 2. Convergence behavior of the different solver schemes during the first timestep. Problem parameters are given in Table 1.
Schur-complement approximation. In the last variant, the inner Krylov solvers are replaced with direct application of
algebraic multigrid preconditioners. As we will see, this last variant leads to the best overall performance, striking a
good balance between the quality of the preconditioner and its computational expense. We apply these three block-
preconditioners within both a preconditioned-Richardson iteration (sequential-implicit scheme) and preconditioned-
Krylov iteration (fully-implicit scheme). This leads to six schemes for which convergence behavior and timings may
be compared.
All simulations use a relative convergence tolerance of ϵ = 10−8, measured with respect to the initial L2-norm
of the global residual. Convergence is checked using the true, rather than preconditioned, residual. Note that this
non-standard convergence check requires extra operations within the GMRES algorithm, and slows down the iterative
update for the fully-implicit scheme. The reported timing results for the fully-implicit scheme should therefore be
viewed as conservative. Because the poromechanical problem involves two governing equations whose relative scaling
may differ dramatically—particularly if the unit system is poorly chosen—care must be taken when evaluating the
convergence criterion to ensure both governing equations are satisfied. Here, row-scaling is applied after assembly to
ensure a well-scaled system prior to solving. Restarted GMRES is used for the fully-implicit implementation, with
restart at 300 iterations. Whenever nested Krylov iterations are required for the sub-block operators, preconditioned
conjugate gradients is used. For these block-level solves, we apply either A−1amg or S−1A, amg as a preconditioner to the
inner solver. For inner solves, a tight tolerance of ϵ in = 10−9 is used to ensure the sub-operators are essentially
exact. This also avoids the need for a flexible Krylov method, such as FGMRES, at the outer iteration level. The finite
element code for the numerical examples draws heavily on the deal.II finite-element library [51] and the Trilinos suite
of numerical algorithms [52]. The algebraic multigrid preconditioner is provided by ML [44].
Fig. 2 shows the convergence behavior for the six solver variants. These convergence profiles are for the first
timestep of the simulation. The convergence results are very similar in subsequent timesteps. For the “exact”
preconditioner P−1I we observe the theoretically expected convergence in only two iterations (Fig. 2(a)). For P
−1
II ,
convergence slows slightly, but remains rapid for both the fully-implicit and sequential-implicit schemes (Fig. 2(b)).
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Table 2
Performance of different solver strategies applied to Cryer’s sphere example. Problem
parameters are given in Table 1. Iteration counts and solver times are averages per timestep.
Note that timing results are implementation specific and require a number of caveats (see text).
Preconditioner Fully-Implicit Sequential-Implicit
Iter. Time, s Iter. Time, s
P−1I 2.0 15.5 2.0 10.1
P−1II 10.8 6.4 9.9 4.9
P−1III 51.1 0.9 151.7 1.7
This suggests that the mass-matrix approximation is quite good. Lastly, when P−1III is used, the expensive A
−1
kry andS−1A, kry operations are replaced with direct applications of A−1amg and S−1A, amg (Fig. 2(c)). The iteration counts in this
case increase substantially, but the convergence behavior remains good.
Examining the characteristic shapes of the convergence profiles, we observe that the Krylov-based (fully-implicit)
scheme exhibits fast asymptotic convergence rates, though convergence in the first few iterations is slow. The
Richardson-based (sequential-implicit) scheme converges quickly at first, but then exhibits a slower asymptotic rate.
For the P−1I and P
−1
II variants, the overall performance of the two schemes is comparable because the overall iteration
counts are relatively low. When additional approximations are made, as in P−1III , the improved convergence rate of the
Krylov-based scheme becomes quite clear.
Iteration counts do not tell the whole story, however, because the computational cost of the different preconditioners
are quite different. Table 2 compares iteration counts and CPU times for the six schemes. All results are given on a per-
timestep basis, averaged over many timesteps to provide representative values. We remark that timing comparisons
must always be interpreted with caution. These results are implementation and platform specific, and they are included
here simply to illustrate broad trends. A number of optimizations could be applied to improve the timing performance
of both schemes.
For P−1I , both schemes converge in two iterations. The “exact” preconditioner is impractical, however, in terms
of computational time. The P−1II preconditioner shows substantially better performance. We note that this version
of the sequential implicit scheme, in which the block-level operations are solved to a tight tolerance, is the most
commonly seen approach in the literature. Better performance can be had, however, by recognizing that additional
approximations can be used for these operations. The best performance in our test cases is obtained with the fully-
implicit scheme using the P−1III algebraic multigrid approach, followed closely by the sequential scheme using the
same preconditioner. On a per iteration basis, the sequential-implicit update requires fewer floating point operations
compared to the preconditioned-GMRES update required for the fully-implicit scheme. The fully-implicit update,
however, exhibits superior convergence properties.
These results illustrate the performance of the various schemes for a particular problem configuration (Table 1).
It is important to test the robustness of the schemes for different material parameters. If the porous medium consists
of incompressible solid and fluid constituents—i.e. b = 1 and m = ∞—a non-dimensional analysis of the Cryer-
sphere problem reveals that the solution depends on only two parameters: the Poisson ratio and the non-dimensional
timestep [47]. For different choices of these two parameters, the character of the solution and strength of the
hydromechanical coupling will differ. We therefore explore the performance of the scheme across this parameter
space. Results are only presented for the P−1II and P
−1
III preconditioners, as P
−1
I always converges in two iterations.
Timings are omitted for brevity, but the general trends seen in Table 2 continue to hold.
Table 3 shows the average iterations to convergence for various values of the Poisson ratio. The non-dimensional
time step is fixed at ∆t∗ = 0.005. Focusing first on P−1II , this preconditioner performs well across the full range of
values, though low-Poisson ratio values take somewhat longer to converge. The observed trend highlights that for low
Poisson ratio values SA,kry is a less accurate approximation of the exact Schur complement. Note that low Poisson
ratios produce a more pronounced Mandel–Cryer peak [16] characterizing a stronger hydromechanical coupling. The
results for P−1III exhibit the opposite trend—more iterations as ν increases—and may at first seem contradictory. The
somewhat subtle explanation for this has to do with the conditioning of the A block as ν → 0.5. As this limit is
approached, the mechanical sub-problem becomes increasingly ill-conditioned and Poisson locking will eventually
be observed. Because P−1II uses a near-exact approximation for A−1, this effect is hidden in the outer iteration
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Table 3
Average iterations to convergence for different solver schemes as a function of Poisson ratio. All other
problem parameters are the same as Table 1. Iteration counts are averages per timestep. Note that the
inner solver iterations used to compute A−1kry within P
−1
II increase with Poisson ratio (Table 4).
Poisson ratio Fully-Implicit Sequential-Implicit
P−1II P
−1
III P
−1
II P
−1
III
0.00 14.2 47.9 16.8 137.3
0.15 12.3 49.2 12.6 143.4
0.25 10.8 51.1 9.9 151.7
0.35 8.8 54.6 7.5 201.5
0.45 7.3 75.7 5.0 424.8
0.49 5.5 141.9 4.0 1578.2
Table 4
Average iterations to convergence for the two nested solvers used
as sub-preconditioners within the P−1II operator. Iteration counts are
averages per inner solve.
Poisson ratio A−1kry S−1A, kry
0.00 36.8 2.0
0.15 36.9 2.0
0.25 38.2 2.0
0.35 42.6 2.0
0.45 61.4 2.0
0.49 118.5 2.0
Table 5
Average iterations to convergence for different solver schemes as a function of non-dimensional
timestep ∆t∗. All other problem parameters are the same as Table 1. Iteration counts are averages
per timestep.
Timestep∆t∗ Fully-Implicit Sequential-Implicit
P−1II P
−1
III P
−1
II P
−1
III
0.0000005 9.4 70.0 7.0 146.0
0.000005 9.6 69.0 7.0 146.0
0.00005 9.4 64.4 7.4 145.2
0.0005 9.8 53.2 9.4 141.9
0.005 10.8 51.1 9.9 151.7
0.05 7.9 42.0 8.0 172.0
counts. Table 4 presents the average iterations to convergence for the inner solves used within P−1II . Looking at
these results, one sees a clear increase in iteration counts for A−1kry as the Poisson ratio increases. Recall that the inner
conjugate gradients solver for this sub-problem is preconditioned with A−1amg. Here, the AMG preconditioner shows
clear degradation in effectiveness for ν > 0.45 and resulting growth in iteration counts. Because P−1III uses A−1amg at the
outer level with no sub-iterations, this degradation is directly reflected in the iteration counts seen in Table 3. The fully-
implicit scheme is somewhat less sensitive to this effect, while the sequential-implicit scheme becomes unacceptably
slow. We remark, however, that for most cases of practical interest in geologic media, ν < 0.4. Also, for Poisson
ratio values ν > 0.45 the current finite-element formulation should be replaced by a mixed or reduced-integration
formulation, which are more appropriate for incompressible elasticity [53].
Table 5 presents results for different values of the nondimensional timestep ∆t∗, using a fixed Poisson ratio
ν = 0.25. In this case, all schemes perform well, with small variation in iteration counts as one spans the parameter
space. Small values of the nondimensional timestep lead to an undrained response, while large values correspond to a
highly-permeable medium.
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Table 6
Average iterations to convergence for different solver schemes as a function of mesh refinement. Problem parameters
are given in Table 1. Iteration counts are averages per timestep. Larger problem sizes are run in parallel using MPI.
Note that the inner solver iterations used to compute sub-operators within P−1II increase with problem size.
Refinement Total Cores Fully-Implicit Sequential-Implicit
Level DoF P−1II P
−1
III P
−1
II P
−1
III
0 12,816 1 10.8 51.1 9.9 151.7
1 94,172 1 10.6 60.8 9.8 231.0
2 721,716 8 10.3 65.1 9.3 263.0
3 5,650,532 64 10.2 75.1 8.9 327.0
4 44,718,276 512 9.7 95.8 8.7 469.6
All of the examples so far have been run in serial on a relatively small problem. A key question for any scheme,
however, is how well it scales with mesh refinement. Table 6 presents such a study using a distributed-memory cluster.
At the finest level, the mesh contains 44.7 million degrees of freedom. For larger problem sizes, MPI-based parallelism
and up to 512 cores are used. P−1II exhibits a constant number of (outer) iterations to convergence, while P
−1
III shows
some growth. Though not presented here, P−1II exhibits growth in the iteration counts in order to converge the A
−1
kry
sub-problem. The explanation in both cases has to do with the quality of the A−1amg preconditioner used here, which
degrades slightly for larger problems and does not exhibit truly h-independent convergence. Additional tuning can
likely improve this performance. Also, for elasticity problems it is often effective to only apply AMG to the block-
diagonal components of A rather than the entire matrix as we have done here. Nevertheless, both the fully-implicit
and sequential-implicit schemes exhibit fast convergence and good scaling behavior.
5. Conclusion
This work presents a unified framework for sequential-implicit and fully-implicit methods for coupled
poromechanics. We have shown that several previously proposed methods can be interpreted as a particular block-
triangular preconditioning scheme applied either within a Richardson or Krylov iteration [21,16]. The key component
to the success of this preconditioning form is a sparse approximation to the Schur complement based on a pressure
mass matrix. With this approximation, a whole class of solution schemes may be developed. Numerical results
demonstrate that both the sequential and fully-implicit schemes exhibit good convergence and low computational
cost. In general, one may expect the fully-implicit scheme to be superior to the sequential-implicit scheme due
to the better convergence properties of a Krylov-based iteration. The best performing variant in our tests was a
preconditioned-Krylov approach using an algebraic multigrid version of the preconditioner, followed closely by the
sequential approach using the same preconditioner. Overall time-to-solution is not the only factor in choosing a solver
scheme, however, and code design issues may favor a sequential-implicit approach. In this case, codes using exact
solves for the individual sub-problems (i.e. a PII-type approach) may see performance improvements by using an
inexact solve or a direct preconditioner application (in the spirit of PIII).
While we have explored a few specific variations, one can imagine a large spectrum of new methods that can
be expected to perform well. For example, both P−1diag and P
−1
low provide alternatives to the P
−1
up schemes used here.
Also, an undrained splitting approach based on the permuted factorization (43) may also be of interest in certain
applications. Furthermore, a wide variety of approaches can be adopted to efficiently approximate the A−1 and S−1A
operators. Here, we have relied on a particular form of algebraic multigrid, but many well-established techniques exist
for these sub-problems. In each case, once the block preconditioning operator P−1 is constructed, a fully-implicit or
sequential-implicit variation can be derived.
The numerical examples have focused on linear poroelasticity, but the developments here demonstrate that a
nonlinear interpretation of these schemes—in which the preconditioning operator is simply an approximate Jacobian
inverse—is quite natural. In prior studies, the fully-implicit approach has been successfully applied to a variety
of nonlinear problems—e.g. [16,54,55]—where it has continued to perform well. Further testing and analysis of
the sequential schemes in the nonlinear regime, however, is the subject of ongoing research. Also, the numerical
examples have presented a homogeneous problem, and an important question is whether the schemes will continue to
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perform well for heterogeneous problems. A number of studies on realistic reservoir configurations—e.g. [56,57]—
have demonstrated that this is indeed the case. The real challenge in heterogeneous problems is identifying good
discretizations and preconditioners for the separate sub-problems (mechanics and fluid flow) that perform well in the
presence of large material contrasts. When these sub-components are available, the higher level coupling typically
poses little additional challenge. Indeed, this is a key advantage of the block-partitioned approach, allowing for
efficient leveraging of highly-specialized techniques designed for each component of the multiphysics system.
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Appendix A. Finite element vectors and matrices
Within the Newton iteration, the Jacobian matrix and residual vector are assembled in the standard way as a sum
of element contributions. Let e denote an element index, and i and j denote shape function indices. The element-wise
contributions to the two discrete residual vectors are
[rmom.]ie = −

Ω e
∇sηi : σ ′n+1dΩ +

Ω e
bpn+1 ∇ · ηi dΩ +

Ω e
ηi · ρg dΩ +

Γ et
ηi · tn+1 dΓ (55)
[rmass]ie =

Ω e
1
m
ϕi (pn+1 − pn) dΩ +

Ω e
bϕi ∇ · (un+1 − un) dΩ
+

Ω e
∇ϕi · ∆tk
µ
· ∇ pn+1 dΩ −

Ω e
∇ϕi · k
µ
· ρ f g dΩ −

Γ eq
ϕi qn+1 dΓ . (56)
Similarly, the element-wise contributions to the sub-matrices appearing in the global Jacobian system are
[A]i, je =−

Ω e
∇sηi : C : ∇sη j dΩ (57)
[B1]i, je =

Ω e
b∇ · ηiϕ j dΩ (58)
[B2]i, je =

Ω e
bϕi∇ · η j dΩ (59)
[C]i, je =

Ω e
1
m
ϕiϕ j dΩ +

Ω e
∇ϕi · ∆tk
µ
· ∇ϕ j dΩ . (60)
For this particular model, the symmetry B2 = BT1 appears. C is symmetric, while the symmetry properties of A will
depend on the details on the tangent modulus C.
Appendix B. Analytical pressure solution
For reference, we include the analytical solution for pressure at the center of Cryer’s sphere. Extensive analysis of
this problem can be found in [20] and [50]. The solution is expressed in terms of nondimensional quantities,
t∗ =
 cv
R2

t r∗ = r
R
p∗ = p
w
(61)
where cv is the coefficient of consolidation,
cv = 3K

1− ν
1+ ν

k
µ

. (62)
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Using the parameters in Table 1, cv = 0.0018 m2/s. The analytical solution for pressure at the center of the sphere is
p∗(0, t∗) = c1
∞
n=1

sin
√
xn −√xn

exp (−xn t∗)
(c2 − c3xn) sin√xn (63)
where
c1 = 4(1− 2ν)(1− ν)
c2 = 2(1− 2ν)(1+ ν)
c3 = (1− ν)2 (64)
and the series coefficients {xn} are roots of the equation
tan
√
xn = 2(1− 2ν)
√
xn
2(1− 2ν)− (1− ν)xn . (65)
A numerical root-finding algorithm can be used to compute these values out to the desired n. Note that for 0 ≤ ν < 0.5,
xn → (nπ)2 as n →∞. If ν = 0.5, xn = (nπ)2 for all n.
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