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SECTION I 
INTRODreTION 
CIIAPTER 1 
GENERAL DISCUSSION OP OPERATIONS RESEARCH 
Operationa research is an applied science directed toward pro-
viding top management personnel with the neceasa.ry information needed to 
make decisions concerning the operations they control. It is a means of 
reducing enormous amounts of data into well defined and manageable for-
mulae which can be solved tor optimum results. 
Thus• _it is clear that operations research is truly a science, 
and as h the case with any science, it is ditficul t to say when it actu-
ally began. The first evidence of operations research dates back to 
World War II when a. task force conaisting of representatives of ~ ot 
the sciences and industries in Bri 'hin was organized to determine the 
best means of defense tor the British Isles with the limited resources 
available at that time. The results of ibis group were so effective that 
the United States Air Porce adopted operations research te<hniques and 
applied them to a great number of militar.y problems here at home. These 
applications established two basic characteristics of operational analy-
sis - the group approach and the formulation of computable mathematical 
models sufficiently similar to real world situations to allow extension 
of the results to practical decisio~ng problems and their solution. 
The Operations Research Society of America was formed after World 
War II and an. active interest baa been exhibited in the use of operations 
research techniques for the solution of industrial and management problems. 
2 
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In tact, although the demand tor mil~tar,y operational research groups has 
already reached its saturation point, operations research is continually 
growing at a rapid rate in industry. This ia illustrated in the following 
figures. 
2,000 
1,000 
0 
1952 
Figure 1 
1954 1956 1958 1960 
Operations Research Society of America 
Membership 1 
1
• JUlia A. Johnson, "The Long-BaDge Puture of Operational Research," 
Op!r!tiog Research, Ja.nuary-Pebruary 1960, vol, 8, no. 1, PP• 1-23. 
16 
12 
0 
1910 
Pigure 2 
4 
1920 1930 1940 1950 1960 
Growth ot liecal SUpport ot Research and Development 
in the United states 2 
Figure I-1 showe the growth in the number of operations research 
people since 1952 formally recognized as members of the Operations Research 
Society of America. It can be seen that this organization has witnessed a 
steady increase in me.berahip since 1952. This increase will continue as 
more and more indiTiduals become aware of the benefits reaped from scienti-
tic pl&nning and carefully formulated techniques. 
Figure I-2 illustrates the increase in fiscal support of research 
and development efforts in the United states since 1910. It clearly emph&-
sizes that government agencies are aware of the advantages offered by oper-
ations research and are willing to aid industries which will accept opera-
tional analysis and orient their organizations for the incorporation of 
operations research groups. 
2. Ibid. 
CHAPlBt 2 
PURPOS£ OP THISIS 
Operational analysis makes uae of variou.e techniques such 
as linear, conftlt, aDd dynamic progr&lllling, queuing theory, alloca.-
tion techniques, inventory models, sequenciJl& techniques, replace-
ment models, &lid analyses of variaace. Through the application of 
these techniques, operations research attempts to proTide management, 
those in control of the o~rations, vi th optiiiUID solutions to the 
problems·aO that decisions O&D be reached in & scientific and well-
defined manner rather than in a hit-o~sa fashion. 
It i8 a. well known &lid accepW tact that today moat manage-
ment ~raOJmel have a liberal arts bacqro\IDd in perhaps economics, 
history, or aome other social science field. Very tw a.re found in 
the decision making echelons with a purely scientific or mathematical 
backgroUDd. Thus, more often than not, these indiTiduals must be 
made to UDderetand the benefits ot auoh a technical field as operations 
research, so that they will readily accept it. This problem of under-
standing leads to an important function of operations research groups. 
Operations analysts must not devote their entire efforts to mathema-
tically deriving optimum solutions tor uae in management decisions; 
in addition, they mu.et translate these reeults into a form easily 
recognized and understood by management. Only it these techniques 
are understood by -.nag .. nt, 'Will they be readily adopted and applied. 
No one ia eager to accept and conform to something he c&DDOt compreheDd. 
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Thb 18 not to say that we muat -.ke OJ>*rations &D&l.yats 
out of our top level pereoDD.el. Rather, ve must reduce our technical 
data aD4 reaul ta to practical daily laaguage whereby management per-
aoanel will UDderataad the concepts aad realize how much operations 
research cu do tor their organiation. Or1ly in thb way will non-
technical perao1111el be villiDg to accept·; the conclusions derived 
from the acientitio aaa~ie and reap the benefits. In order to 
accomplish this level of underataad.ing, tbltre must be an effective 
medium of co.unication and a cODIIOn aroUDd ot comprehension between 
the aaalyat aDd the decision-aaker. 
Specifically relating to the accounting profession, tremen-
dous ad'9'&UCea can be .-de it operations aoal.ysie can be explained in 
teJ'IU easily grasped by the accountant. To illustrate, operations 
research requires information aueh as coat factors to be used as 
inpute for the solution at cost/efteotiTeDees and other studies. The 
more con factora available, the more effective will be the operatiou 
reeea.rch study. Con :ta.ctors, in turn, are dependent upon ma.D3' varia-
bles tor their determination. B.r UD4erstaading the importance of these 
ftriables, the accountant cup~ a ftr)" significant role in theae 
studies. Be can aaticipate t.be significaat variables pertaining to 
each flmction within the organiation aa4 formulate the associated cost 
facton. 
The accouniant IIU8t orient hiuelt to the future and divorce 
hi ... lt from the past. Be can no longer delve into put recorda and 
analysea and be aatiatied with ataDdard coats by product &nd department. 
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He IIRiat. join the operations research t.eaa and extend his views to tore-
casting tor the enterprise &a aa integrated whole. With the use ot 
operations research M\hod.s, the accountant oa.n provide long range 
financial data &Dd forecast a based on dynamic &Dd< changing condi tiona. 
Account&nta O&ft also contribute to dynamic forecasting processes by 
desianiDg accounting s,yatems which will identity financial data with 
the alter.o&tives originally inse~ into the operations research 
studies. 
!bia ~esia does not purport to iron out all ot the diffi-
culties encountered in operations reaearoh and its integration into 
a well-knit orgeaiaatioa. 'lhe purpose htre 1a to explain operational 
analyaia in c0111110n no:a-mathe-.tical tel'IDa readily comprehended, a.nd 
try to ahov how it can be eftectinly adopted in an organisation in 
geaeral, aad IP4tCifically, in the accoua·iinr department. To implement 
this ta•, the operations research techniques enumerated previously 
will be aaalyud to Uluat•te hov accoating procedures a.ttect and 
are attected by operaticmal reaearoh &:Ill ualysh. Direct applica-
tions of the techniques wi 11 be -.de to accounting problems even 
though their solution is beyond tM scope ot this paper. 
Por example, through the un ot ilmm.tory models, optimum 
re-order q\l&lltii,iea, frequency of orderiDg, arad re-order points can 
be de"erad.ud. so as not to tie up ucessive tunds unnecessarily. 
D,yaud.o progra.aaing can be employed in production and marketing deci-
sions to establhh production, inventory, and &ales levels tor a given 
period aDd thus better torecaet profits tor future periods. Replace-
8 
ment models ca.n be used to determine the best time :tor replacing equipment 
that deteriorates with time and items that :tail completely. Analysis of 
variance techniques can be used to determine the cause of variances and 
to suggest alternative methods for reducing the va.riance. '!'his latter pro-
cedure can be very effective in forecasting, budgeting, budgetary control, 
and cost accounting. The above illustrate but a. few of the problems and 
applications with which this paper will be concerned. 
~ION II 
DISCUSSION OJ' OPERATIONS RESEARCH 
CHAPTER 3 
DEFINITION OP OPERATIONS RESEARCH 
In the broadest sense, Operations Research is the applica-
tion of scientific methods to business operations; it is a.n engineer-
ing approach to business problems; it is the definition of management 
problema in mathematical terms. In the words of Ellis A. Johnson, 
"Operations Research is the prediction and comparison ot the values, 
effectiYeneaa, and costs of a set of proposed alternative courses of 
action inYolrlng 1118.1l-R&Chine ayst81DS." 3 To state it yet another 
way, "Operations Research is an applied science directed toward pro-
viding executiYe departments with a quanti~tive basis for decisions 
regarding the operations under their control." 4 
It baa already been stated that operations research is a 
mathematical technique used in the solution of managerial problems. 
Aa such, this science deals primarily with numerical inputs, and as 
is usually the case with numerical representations, the final solution 
can only be as accurate as the initial input. Thus, it the numbers 
are doubtful to begin with, the conclusions derived will also be some-
what doubtful. To compensate for this element of' uncertainty, we must 
introduce the concept of probability. 
3
• Ellis A. Johnson, "The ExecutiYe, The Organization, and Operations 
Re~earch," Qp!ratiOQs Research for Ma,p&,p!Jnt, The John Hopkins 
Press, Baltimore, Maryland, 1954, P• u:Ui. 
4
• Philip M. Morse, and George E. Kimbal, Methods .2! Operations Reeearch, 
John Wiley and Sons, Inc., New York, New York, 1962, p. 1. 
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Since operations research is primarily concerned with decisions 
under Wlcerlainty, the principle of probability furnishes a means of ex-
pressing the degree of doubt in mathe-.tical tel'IJI8. Probability is ex-
pressed as the likelihood that a particular form of an event will occur 
as a ratio to the total number of ways that t-he event- might occur. Ex-
pressed anot-her way, probability is the ratio of the number of ways in 
which an event can happen (all event-s a.re regarded as equally likely to 
occur) t-o the total number of ways it can happen or fail to happen. Math-
ematically, 
where 
p = s 
8 s + p 
s , 
pt .. s + p + s +' 
s + p = 1 
= s + p 
P = probability of success 
s 
Pf = probability of failure 
s = successes 
P =failures 
Pt = total probabili~y (probability of success + 
probability of failure) 
Thus, probability does not guarantee ~hing. In reality, it is that ratio 
which is approached when the number of trials approaches infinity. This is 
a lll8asure of how much we can depend on our outcome. The more reliable the 
input, the higher will be the probability that it will occur. 
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Ha.nd in hand with the probability concept is the concept of con-
tidence in'iervals. It is diftioul t to predict one specific value as the 
best estimate ot ~ given solution because in ~ cases either the per-
son reporting the information does not know to what extent the information 
will be used or the information may be put to many different uses by many 
different people. Therefore, a solution to this problem is to report a 
series of possible values rather than only one "best" estimate and, in 
ad.di tion, cite a number which measures the degree of confidence which the 
user may place in the proposition that the true value actually lies within 
the series of possible values. This will be clearer from the application 
cited below. 
Let us suppose that the mean time between fa.ilures of a certain 
type of office equipment is 25 hours. That is to say, that this machine 
must be serviced or repaired on the average of once every 25 hours. This 
figure was arrived at from the following information. 
6 (mean time to failure) a total opera.ting time 
number of verified failures 
L\ 300 !!ours 
Q= ~-~~--~-12 failures 
8 = 25 hours per failure 
Now we would like to determine the upper and lower mean times 
to failure limits with 95" confidence. The formulae used a.re: 
2n6 c1 (upper limit) = A 
13 
2n9 
c2 (lower limit) = B 
where 
n = number of verified failures observed in 
d•termining the mean time to failure 
6 = mean time to failure 
A= percentage point of ){ 2 (chi square) distribution* 
B = percentage point of l 2 (chi square) distribution* 
Applying our data to the formulae oi ted above, we get the 
. following: 
n = 12 
9 = 25 
A = 12.4 (from X 2 distribution chart) 
B = 39.4 (from X2 distribution chart) 
cl = 2 ! 12 ! 25 = 48.4 hours 12.4 
C 2 ! 12 1 25 = 15.2 hours 2 = 39.4 
Thus, if we were to quote one best estimate of the mean time to 
failure, we would say 25 hours. Since, however, this information might be 
used for several purposes by different individuals, we say that with 9"' 
confidence, the mean time to failure will lie between 15.2 and 48.4 hours. 
* The theory and deriva.tion of these values is beyond the scope of this 
paper. All that can be said here is that these values are depe~ent 
upon the confidence level required and can be read off from a X 
distribution chart. 
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Expressed another way, ve can be certain that 95 times out of 100, the 
mean time to failure will lie between 15.2 and 48.4 hours. 
The next concept which must be explained is that of models. 
Models are basic to ~ scientific endeavor and operations research is 
no exception in this respect. Operations research techniques, in fact, 
are merely different ways of setting up and solving mathematical models. 
Since models are fundamental to the scientific field, they must be under-
stood in order to get a better insight into operations analysis. 
Models can be aey one of several types. The most familiar type 
of model is the physical model, used in construction, production, and 
architecture. This model refers to a miniature representation or scaled 
replica of the actual building, bridge, highway section, car or plane 
under construction, and it is frequently ued in planning. This model 
eliminates the possibility of constructing an actual project only to learn 
when it is too late, that there have been tremendous errors in the location 
of various facilities, the accessibility of the most frequently used areas, 
position of ramp approaches to a highway, actual design of a car or plane, 
etc. For example, it is more feasible to test a scale model of a plane in 
an environmental chamber than it would be to actually construct a plane and 
fly it to see if it will accomplish its mission. It is also more advanta-
geous to study a scaled replica of a highway section to determine the best 
loeation of entrance and exit ramps than to build the road and then realize 
that the ramps vere poorly placed. The cost sa.vings to be realized from 
the use of physical models are not to be ignored. 
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A second type of model used is the analog model. This model is 
a means of representing one set of data. by a.nother symbol when the original 
data is difficult to reproduce. This is frequently found on charts and 
graphs where the length of a line or the height of a bar is used to mea-
sure a certain commodity. The following charts and graphs should serve 
to illustrate the us• of analog models. 
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Operations reserach makes extensive use of still another type 
of model - the mathematical mOdel. This model employs numerical repre-
sentations or formulae. It is a means of representing maqy facts and res-
trictions in algebraic form. Problema and situations are identified with 
symbols logically expressed in an equation which can be solved for optimum 
results. Examples of this are found every day in the business world. 
Some examples are given below. 
where 
wh-ere 
Determination of the Economic Order Quantity 
Q =J 2xRxP c X I 
Q = economic order quantity 
R = number of units of material used per year 
P = ordarin, cost per order 
C = cost per unit of material 
I = carryin, cost as a percent of inventory 
Determination of Standard Deviation 
.!: (X - f) 2 
n- 1 
S = standard deviation 
X = value of the item 
X m mean value of the sample 
n = number of items in the sample 
where 
19 
Determination of the Break-Even Point 
f+~=U 
t = dollar amount of fixed costs 
v = variable cost per unit 
s = selling price per unit 
x = volume of sales at break-even point 
The above fundamental equations and formulae will serve to prove 
how we use mathematical models in our everyday work. 
CHAPTER 4 
STBPS IN C<JfDUCTING OPBRATI<JW. ANALYSIS 
Now 'hat ~he fundamental terma frequently encountered in opera-
tions research have been explaiucl, the neps involved in conducting &n. 
operatiODal analysis will be discussed so that the procedure will be better 
understood ud 110re readily accepted. The research project can be broken 
down into the following atepsa (1) obsenationJ (2) expl&n.&tion; (3) pre-
dictions and, (4) control. 
During the obsenation st&p, the total problem area. or system 
is atudi41d in greatest detail. Eaoh i:a41Tidual factor ie considered - the 
t&l'JI, the crops, the soil, beneath the nrtaoe to the roots, &lid into the 
envircmment ot air and cli.Mte. This iaak. requires the joint efforts ot 
various specialists to determine vbich factors are relevant tor the prob-
lem on bud &Dd 1ic txplain how the factors an interrelated. 
The explanation pbaae ia aa attempt to describe the relevant 
taotors in a model - a quanti tatiTe expression ot the system. This phase 
consiets ot two steps. Pirst il the deacription ot the system in a model; 
in other words, a statement o:t ground rules abowing the relationship ot 
eaoh ot the factors. Next is the evaluation ot the model to see it it 
really represents the real world &Del it not, how closely we c&n. rely on 
the model to predict and control the real world. 
The prediction stage consists ot determining how the model will 
behave \U'.Ider a giTen set ot conditions or limitations. Since ~ out-
comes are possible, ud only one or a tw are desirable, the prediction 
20 
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'takea the foJ'Il that the tarpt or ultiate goal will occur with a cer-
tain probability or u.peoted w.lue. 
The control phue h the ex~ution of the deoiaion baaed on the 
beet or opti._ atn.tegy. Since '\he auoceaatul execution of the deoieion 
require• 1l\e cooperation of '\he operator or operating agency, it ia IIIII.Dda.-
tory that the operator feel syDlJI&thetio toward 'Wle deciaion rather than 
f .. l that the cl•otaion ia being euperi.lllpoaed. While this ie a true teat 
of --aerial aldll, it ia often 110re aaail.y facilitated by involving these 
people at the outaet - hence, they adopt aD4 contribute rather than adapt 
&Dd rebuke. 
In 8UIIIII&rY't the ateps ilwolvecl area 
1. problem detiDition 
2. problem anal.yaia 
3. teaaibility nwty 
•• pro~l tor the atudy 
5. Hlection of aroup to pertona etudy 
6. construction ot quantitatift model 
7. cleteJ'IliaatiOD ot op'U.... aolution 
8. reoOMeDdatione to __,.._t 
9. prepuation &ad installation ot procedures 
10. indootriD&tion of peraODael 
11. control of prooeclurea 
12. ew.luation of the projee't 
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These atepe compriae an operatioD&l research study &Dd are 
frequently followed by most. operaUo.ne aalyata in their daily vork. 
Operaticmal aualysie, ~ouah the n_.rous techlliquea which will 
be deacribecl later in this papert at'Wspta to provide III&D&plllel1t with the 
best &Y&ilable information aecesaar,y tor decision making. This informa-
tion ia referred to as "the beat an.ilable• beoa.uu it :I.e generated to op-
timize a set ot desired criteria such as profit maximization, reliability 
requirements, or reduction ot hu.an ettorts. 
A secoad objective ot operat.ione reM&rch is to introduce new 
concepts aad tools ot ana~sia to III&D&plllel1t tor dai~ routine applications. 
Since maaarement. relies on facta &ad fi,ures tor ~ of ita critical deci-
sion•, it 1a obvious that the raore refined teohlliquea of operations research 
can be applied to sueh functions as -.rketing policies and administration, 
production &ad -.nutacturiDg, qineertna operations quality assurance, 
inventory control, budptina, and torecaatiaa, aDd thus, &D&lysts can derive 
more reliable ti,urea upon which thea• .....-.nt deciaiou can be baaed. 
Thirdly, operatiou research groups undertake aelf-ini tia.ted en.l-
•t.icma ot existing operations to uneover problem areas vi th the ul tiate 
pal ot proposing changes which will lNCI. to the optimiu.tion ot --.eaent 
criteria such ae profit maxiaiza.tioa. 
A final purpoH ot operat.ione research groupe is to undertake 
eelt-initia.tecl projects in new areas to detenine where compe.ay policies 
can be altered to better tace the oaapetitive -.rUt. 
23 
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CHAP'l'ER 6 
TIPICAL APPLICATIONS TO MA.NAGEMBNT PROBLEMS 
Operations research techniques, used wisely, may be applied for 
the solution of many ma.nagerial problema. Since this paper is primarily 
concerned vi th accounting procedures and how they affect a.nd are affected 
by operational research and analysis, only those applications will be 
discussed here. 
In the area of fiscal policy and budgeting, mathematical models 
can be devised for the analysis of budget variances, for the optimum allo-
cation ot resources, and tor capital investment analysis and budgeting. 
Once the optimum solution has been derived, it can be used as a guide or 
milestone for control purposes whereby coeta can be kept in line with the 
goals ot the organization. 
In marketing departments, operations research can be used tor 
sales forecasts, market research, product and price policy, and distribu-
tion policies. A typical example ot the application of operations research 
techniques to distribution problems arises when an enterprise has several 
warehouses from which to supply the many bu;yers it services. 
Production and manufacturing departments can employ the results 
of operations research in quality control, optimization of man/machine 
requirements, inventory control, economic lot size and reorder point, set-
up costa, carrying charges, &nd value analysis. 
24 
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Operations research studies can be of great value in determining 
the moat functional organizational structure of a CODlJ18.1\Y• .An example of 
this ia the establishment of work loads and waiting time involved when 
staffing a technical or typing pool. 
Engineering departments can benefit from operations research in 
the evaluation of product design, feasibility of conducting various re-
search and development projects and in the support of systems pbiloso~. 
finally, operations research can also be employed ettecti Tely 
in quality assurance organizations for reliability studies, vendor eval-
uations, quality audita, statistical quality controlt and data systems 
evaluation. 
Although some of the applications referred to above are not 
directly related to accounting operations, they have been brought out 
to illustrate how diversified the applicatio.D8 of operations research 
techniques are &Dd how they can be pu.t to uH by all members of an 
organization working together to better achieve the ultimate goal of 
the compan;y - profit maximization. 
Since this goal of maximum profits is closely related to cost 
control and prediction, however, it is ob'rioua that accounting and proper 
recordiog of costs and revenues is an under lying factor in all the above 
areas. 1.'he operations researcher, through his scientific approach to 
financial problems, can at~ the cause and effect relationships as they 
apply to the profit potential ot any particular investment. By reading 
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a profit and loaa statementt management can determine the profit realized 
during any given period but he can seldom determine why that amount bad 
occurred or how much should have occurred it the potential bad been tully 
exploited. 'l'hua the analyst can anawer such questions as: (1) vba.t is 
the relationship between the variations in accounts receivable and the 
rate of return on capital inve1tment; (2) what is the effect on the rate 
ot return on inve.tment caused by variations in inventory; and (3) wha.t 
is the effect of sales of different products and lines on the total profit 
picture. Therefore, great benefits can be reaped from operations research 
once it has foUDd its way into 'Ule accounting department. 
SECTION III 
OPERATIONS R.ESilRCH TECHNIQUES AND ACCOUNTING APPLICATIONS 
CHAPTER 7 
PROGRAMMING - ALLOCATION PROBLEMS 
Problems ot allocation &rise when there are seTeral possible 
alteruatiTe ways of performing one particular project or activity. Al-
location problems also arise when several functions or projects must be 
performed and the limited amount ot resources prevents management from 
performing each individual project in the most effective way. The solu-
tion to this problem is to utilize the limited resources in such a way 
as to maximize the over-all effectiveness ot the combined projects. It 
is in these instances that programming techniques can be of valuable 
assistance. 
Programming is the p).a.nni.ng ot activities which are subject 
to scarce resources in such a manner as to maximize the final over-all 
outcome. all activities considered. This technique is characterized by 
algebraic statements to define the problem to be maximized, restraints 
imposed b,y scarce resources, and matrix manipulations ot the equations 
to obtain the optimum solution. Prograaaing employs various techniques 
tor the solution of allocation problems depeuding upon the complexity 
and nature of the problem on band auoh aa assignment, transportation, 
or simplex techniques. The actual mathe-.tica involved in these tech-
niques is beyond the scope of this paper but some elementary examples 
will be illustrated to show the effectiveness and usefulness of pro-
gruJDing. 
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.Example 1 8 
A. department head has four aubord.iD&tes a.nd. four tasks to be 
performed. The subordinates differ in efficiency, and the 
tasks differ in their intrinsic difficulty. His estimate of 
the times each man would take to perform each task is given 
in the matrix below. How should the tasks be allocated, one 
to a man, so as to minimize the total man hours? 
Man 
I II III IV 
A 8 26 17 11 
B 13 28 4 26 
Task 
c 38 19 18 15 
D 19 26 24 10 
Solution a 
8. 
Select the smallest number in row A and subtract it from each 
element in the row. Do the same for rows B through D. This 
yields the following matrix. 
I II III IV 
A 0 18 9 3 
B 9 24 0 22 
c 23 4 3 0 
D 9 16 14 0 
Maurice S&aieni, Arthur Yaspa.n, and L&vrence :Friedman, Oetrations 
Research - Methods !!!S!, Problema, John Wiley and Sons, Inc., New 
York, New York, 1960, p. 185. 
iumple 2 
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Next, we select the smallest n\UDber in each column and subtract 
it from each element in the colUISl, yieldingt 
I II III IV 
A @ 14 9 3 
B 9 20 @ 22 
c 23 @ 3 0 
D 9 12 14 @ 
The final step depends on the ob'rious tact that so long as our 
matrix consists of positive or aero elements, the total effect-
iveness cannot be negative tor a.n.v assignment. Thus, if we 
choose an assignment which bas a zero total, there cannot be 
an assignment with a lover total. Thus, the total is certain 
to be minimum if all the assignments can be made to positions 
where elements are zero. Therefore, the optim\UD assignment 
minimizing total man-hours is r 
A- I 
B- III 
C- II 
D- IV 
As a second example, we will use a similar problem but intro-
duce two more subordinates and two additional tasks. The ma-
trices shown below illustrate the various steps. Matrix one 
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shows the original data.. Tbe second matrix shows the results 
ot subtracting the smallest element in a row from each element 
in that row. The final matrix shows the subtraction results 
tor each column. The ligures circled designate the optimum 
assignment. 
Solutions 
I II III IV v VI 
A. 8 26 17 11 14 20 
B 13 28 4 26 10 15 
c 38 19 18 15 35 17 
D 19 26 24 10 15 14 
E 20 10 7 25 8 34 
., 26 4 20 34 12 7 
I II III IV v VI 
A 0 18 9 3 6 12 
B 9 24 0 22 6 11 
c 23 4 3 0 20 2 
D 9 16 14 0 5 4 
E 13 3 0 18 1 27 
., 22 0 16 30 8 3 
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I II III IV v VI 
A @ 18 9 3 5 10 
B 9 24 @ 22 5 9 
c 23 4 3 0 19 @ 
D 9 16 14 @ 4 2 
E 13 3 0 18 @ 25 
p 22 @ 16 30 7 1 
If we suppose that operations research technique• were not avail-
able for our use, we could still solve the problem by listing all the pos-
sible combinations of assignments and totalling the man hours for each 
such combination. We can then readily nleet the one wi t.h the least 
total -.n hours. In our first example, the total number of such combi-
naticma' ia' 41 * or 4 x 3 x 2 x 1 • 24. In the second problem cited above, 
the combinations total 720 (6! or 6 x 5 x 4 x 3 x 2 x l). 
It can readily be seen that the more alternatives, the more com-
· plex becomes the problem if it were to be solved without the use of opera-
tions research techniques. Thus, the uaetul.Dess of linear progra.aning 
increases with an increase in possible alterD&tives. Although the above 
examples are elementary in nature, they briDg out the possibilities of 
incorporating linear progra.aning achem.. into accounting problema. When 
a company deals with various vendors each supplying several raw materials 
* The symbol 1 preceeded by an integer designates "factorial" and it ia 
the product of all integers from 1 to the specified integer. For ex-
ample, n! = 1 X 2 X 3 X • • • • • X n. 
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at different coats, the cost accountant can determine the best method of 
selection which will minimize total aterial costs. Total labor cost can 
also be minimized as illustrated in the two examples above. 
The two examples referenced above all made use of linear pro-
gramming techniques. These concern themselves with linear equations, and 
their pay-ott functions are linear combiaations of the amounts of resources 
used. In linear programming, the arginal retum is constant and the con-
straints imply constant ra.tea whereby one group of resources DI&Y be sub-
stituted for another. 
Dynamic programming techniques are similar to linear program-
ming methods except that in this case the function is no longer linear. 
Rather than consider all resources simultaneously, however, dynamic pro-
gramming is a means of solving a series of equa.tions. The first equation 
involves only one resource, the second uses the solution of the first and 
adds another resource, etc. 
Although the solution to this type of problem involves more 
complex mathematical techniques than can be discussed a.nd illustrated 
here, it is important to recognize that this technique does exist and can 
be very uaetul for the solution of problema involving a series of deci-
sions spread over time. For example, a. ma.nutacturing concern engaged 
in b~ng resources, processing them, and selling the ultimate product, 
is interested in b~ enough resources each month to complete the number 
ot units which can be sold. On the one ba.Dd• an excess ot resources only 
means increased inventory ca.rryiDg cbargea, the possibility ot deteri-
oration, and shortage of warehouae apace. On the other baad,\ a shortage 
\ 
of resources will result in a loss of poaaible sales. Thus, a policy muat 
be establiahed whereby the proper mix of purchases and sales ely:h month is 
obtained to IIIU.imiae the total year 's profit. This is only one of the 
!'llaD\Y ~~&D&ge~Dent decisions which can be faoili tated through the us• ot 
dynamic progra.nmrl.ng. 
The coat accoWltant must be made aware of these programming tech-
niquea for optimizing profits aod be r~ to call upon the analyst to aid 
him in determining the alternative couraee of action. 
CHAI?TER 8 
QUEUING THEORY - WAITING LINE PROBLEMS 
Waiting-line problems occur when units arrive for processing 
at a. time when the facilities are not available to service them iueedi-
a.tely. The arriving units ray stack up in 8.1\Y one of the following 
three wayal (1) they may form one line and wait to be serviced by one 
station; (2) they m&y torm one line &lld val. t to be serviced by several 
stations; or, (3) they may form several lines and be serviced by more 
than one station. Waiting-line problema can be broken down into two 
classes. The first cla.ss deals with optimizing the times ot arrival 
tor the units or the number ot facilities available for servicing, and 
is often solved through the technique of queuing theory or waiting-line 
theory. The second class concerne itself with the order or sequence in 
which the waiting units a.re processed aDd these problems are solved by 
the sequencing technique. 
Waiting-line situations result when there is either an excess 
of waiting tiJae or a.n excess ot idle time. In the first case, it means 
either there is a shortage ot service facilities or too great a demand 
tor the facilities available. In the case ot 141e time, it results 
either because there is an excess of service facilities or too little 
demand tor the facilities available. This is illustrated below. 
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Example 3 9 
At the ABO Mamd'acturing Compa.ny, all finished units must go 
through a final inspection station to be visually inspected 
&Dd stamped. Uni'b arrive at this station on the average of 
six per hour or one every ten minutes. Within each ten min-
ute interval, the arrival time of each particular unit is 
random. The units are processed in order of arrival and are 
inspected as soon as the inspection station is available. 
The inspection station can process an average of twelve units 
per hour or one every five minutes. Given the arrival time 
tor six units below, calculate the idle time, waiting time, 
and queue leugth. 
Arrival time of finished units 
8:07, 8rl4, 8c25, 8t39, 8&43, 8:56 
Solutions 
Time of Time Time Idle Wa.iting Queue 
Arrival Service Service Time Time Lengt,h 
Begins Eods 
8&07 8J07 8sl2 0 0 0 
8&14 8:14 8:19 2 0 0 
8:25 8t25 Sa30 6 0 0 
8:39 8:39 8:44 9 0 0 
9. C. West Churchlllan, Russell L. Ackott, a.ad E. Leonard .Arnott, Intro-
dpi&oa !2, Opem;\1& l!elf!l'Jh• John Wiley IUld Sons, Inc., New York, 
New York, 1959, PP• 391-393. 
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Time of Time Time Idle Waiting Queue 
Arrival Service Service Time Time Length 
Begins Ends 
8143 8s44 8:49 0 1 1 
8s56 8:56 9:01 7 0 0 
- - -24 llli.n. 1 min. 1 
Now, it ve increase the time required to service each unit trom 
one every five minutes to one every nine minutes, the final ef-
teet will be to increa.ae vai ting time and queue length &Dd de-
crease idle time, as shovn below. 
Time of Time Time Idle Waiting Queue 
Arrival Service Service Time Time Length 
Begins EDde 
8:C17 8:07 8:16 0 0 0 
8:14 8:16 8a25 0 2 1 
8:25 8a25 8a34 0 0 0 
8s39 8:39 8:48 5 0 0 
8:43 8a48 8157 0 5 1 
8:56 8:57 9106 0 1 1 
- - -
5 min. 8 min. 3 
The above illust~ates tpat although waiting time is increased, 
idle time and the combined total of idle time and waiting time 
bas decreased from 25 minutes to 13 minutes. 
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Example 4 10 
So1utionl 
Airplanes arrive at the airport at the average rate of twenty 
per hour or one every three minutes during a peak period of the 
day. The tower can laud sixty planes per hour or one per minute 
and ee.ch plane is landed in order ot a.rri val. Given the follow-
iog arrival times of planes during one hour, determine the idle 
time, waiting time, and queue length. 
Arrival time tor planes 
4:02; 4:04, 4t07, 4:12, 4:13, 4:16, 4:18, 4s23, 4:27, 4:28, 4:32, 
4:34, 4:37, 4a42, 4s43, 4a46, 4:50, 4:52, 4:57, 4:58 
Time of 
Arrival 
4&02 
4:04 
4:07 
4:12 
4:13 
4:16 
4sl8 
4:23 
Time 
Serri.ce 
Begins 
4:02 
4:04 
4:07 
4:12 
4:13 
4tl6 
4:18 
4:23 
Time 
Serri.ce 
End a 
4s03 
4:05 
4:13 
4a14 
4sl7 
4tl9 
4:24 
Idle 
Time 
0 
1 
2 
4 
0 
2 
1 
4 
Waiting 
Time 
0 
0 
0 
0 
0 
0 
0 
0 
Queue 
Length 
0 
0 
0 
0 
0 
0 
0 
0 
10
• 8a.Ddolpb. W. Ca.bell, and Almarin Phillips, fr!b,lems !B. Batie 2RJ:tatioae 
Re1,earcg Me!:!\94• tor l1!:p!gwn;t., John Wiley &Dd Sons, Inc., New York, 
New York, 1961, PP• 65-66. 
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Time of Time Time Idle Waiting Queue 
Arrival Service Service Time Time Length 
Begins Ends 
4:27 4&27 4&28 3 0 0 
4:28 4a28 4:29 0 0 0 
4:32 4t32 4a33 3 0 0 
4:34 4t34 4:35 1 0 0 
4&37 4:37 4&38 2 0 0 
4a42 4s42 4s43 4 0 0 
4;43 4:43 4t44 0 0 0 
4:46 4:46 4t47 2 0 0 
4:50 4t50 4s51 .) 0 0 
4&52 4t52 4t53 1 0 0 
4:57 4157 4a58 4 0 0 
4:58 4:58 4t59 0 0 0 
-37 min. 0 0 
Now, let us suppose that the landing tower can only ·handle one 
plane every two minutes. 'lie arrive at the following. 
Time of Time Time Idle Waiting Queue 
Arrival Service Service Time Time Length 
Be gina Ends 
4:02 4:02 4&04 0 0 0 
4:04 4:04 4:06 0 0 0 
4:07 4:07 4109 1 0 0 
Time ot Time Time Idle Waiting Queue 
Arrival Service Service 'lime Time Length 
Begins Eoda 
4&12 4:12 4:14 3 0 0 
4:13 4:14 4:16 0 1 1 
4:16 4:16 4cl8 0 0 0 
4:18 4:18 4:20 0 0 0 
4c23 4:23 4:25 3 0 0 
4:27 4c27 4:29 2 0 0 
4z28 4:29 4a31 0 1 1 
4:32 4:32 4:34 1 0 0 
4:34 4:34 4:36 0 0 0 
4a37 4h37 4:39 1 0 0 
4a42 4:42 4:44 3 0 0 
4a41-3 4&44 4:46 0 1 1 
4146 41-:46 4:48 0 0 0 
4a50 4:50 4a52 2 0 0 
4a52 4:52 4a54 0 0 0 
4:51 4:57 4f.a59 3 0 0 
41-:58 4:59 5:01 0 1 1 
- -19 min. 4 min .. 4 
In the last example, we have increased the waiting time from zero 
to tour minutes, but have decreased the idle time from thirty-
•even to nineteen minutes. This baa the effect of decreasing the 
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total waste time from thirty-seven minutes to twenty-three 
minutes. 
Although the above illuatrationa do not thoroughly discuss the 
solution of waiting-line problems, they do point out some of the features 
of queuing that create problems of considerable magnitude. For example, 
it is readily seen that the service facility must be manipulated so as to 
obtain an optimum balance between waiting time costs and idle time costs. 
The ultimate goal in queuing problems is the minimization of the sum of 
the costs of investment and operation and costs due to waiting. The actual 
construction of models for waiting-line problems involves relatively com-
plex mathematics which cannot be discussed here because of the limited 
time ud scope of thia pa.per. However, the bibliography contained at the 
end of this paper makes reference to some excellent sources to which the 
reader may refer for further information on queuing theory. 
In the case of waiting-line problems, the variable ia the amount 
of service facilities and this figure is manipulated until we arrive at a 
minimum sum of waiting time and idle time costa. In sequencing problems, 
however, the service facilities remain constant and we va.ry the time of 
arrival or the sequence of servicing in order to optimize costs. A simple 
illustration of the sequencing technique using matrices will be cited to 
ahov its application. 
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Example 5 11 
SUppose we have tour jobs, 1, 2, 3, and 4, which must be pro-
cesaed through each ot tour ~~&chines, A, B, c, and D in the 
following order: 
1 A B c D 
2 A c B D 
Job 
3 B c D 
4 B c D A 
Each task (processing one job on one ma.chine) takes one hour. 
We would like to show tb&t the following sequence is not 
feasible. 
A 1 3 4 2 
B 3 4 1 2 
Machine 
c 1 4 2 3 
D 4 3 2 1 
Solution: 
We first set up two ~~&trices, one showing the prescribed machine 
order tor each job and the other showing the suggested sequence 
tor each machine. 
11
• Maurice Saaieni, Arthur Yaapan, and Lawrence Priedua.n, Qpeetigas 
B!ussh - Methods &Dd froblp, John Wiley and Sons, Inc., New 
York, New York, 1960, pp. 252-254. 
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1 ® B c D A Q) 3 4 2 
2 A c B D B (j) 4 1 2 
3 ® c D A c 1 4 2 3 
4 B c D A D 4 3 2 1 
An individual task ia feasible at some particular instant pro-
viding the machine ia idle, the job is idle, the machine is 
next for the job a.nd the job is next for the machine. Thus, 
at time zero, (A, 1) and (B, 3) are feasible. These are indi-
eated above by circles. If we continue this process, ve will 
a.rrive at the follovinga 
1 ®®® D A (D 3 4 2 
2 A c B D B Q)@@ 2 
3 ® c D A c @@ 2 3 
4 ®®® A D G> 3 2 1 
Since we can proceed no turther, we know that this sequence is 
not feasible. The given sequence il modified below by uBing the 
portion already completed and tilling in the blanks to be compa-
tible with the required machine order arra.y. 
A 
B 
c 
D 
1 
3 
1 
4 
3 
4 
4 
1 
4 
1 
3 
3 
2 
2 
2 
2 
Thus, we have devised the optimura sequencing of jobs through 
machines. 
Example 6 12 
Solu-tion: 
We b&ve five jobs each of which must be processed by two machines, 
A and B in the order AB. Given the processing times tor each 
task, determine a sequence for processing, minimizing the total 
elapsed time. 
Procesaing Time (Hours) 
Job A B 
1 5 2 
2 1 6 
3 9 7 
4 3 8 
5 10 4 
We ean readily see that the job requiring the least time is job 
2 on nachine A. Thus, we schedule that. job first. 
lie are now left with the tolloviDg jobsz 
12
• Ibid., PP• 255-256. 
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Processing Time (Hours) 
Job A B 
1 5 2 
3 9 7 
4 
5 
3 
10 
8 
4 
Tbe next smallest time is 2 hours on machine B tor job 1, so 
we schedule that last' 
Continuing in thh manner, we get • 
Job 
3 
4 
5 
Job 
3 
' 
A 
') 
3 
10 
A 
9 
10 
.A.nd. finally, 
B 
7 
8 
4 
B 
7 
4 
Calcul&ting the elapsed time, we get, 
1 
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A B 
Job In Out In Out 
2 0 1 1 1 
4 1 4 1 15 
3 4 13 15 22 
5 13 2) 23 27 
1 23 28 28 30 
Total elapsed time is thirty hours. Of this total, Machine A 
has two hours of idle time and Machine B has three hours. 
Idle Time - A 
28- 30 
2 hours 
Idle Time - B 
0 - 1, 22 - 23, 27 - 28 
3 hours 
These practical applications of the sequencing technique clearly 
illuatrate how this opera.tions reaearch sch8118 oa.n be of use in the account-
ing field. By properly sclutduling jobs tor various ma.chinea, the idle or 
down time ot machines aad equipmeDt can be minimized, thus, lowering total 
over-all factory overhead. We all know how great factory burden can become 
since it ia a vague classification aad encompasses many miscellaneous itema. 
Throuah sequenci111 &Dd waiting-line techniques, this one element of factory 
overhead, can be greatly reduced and thua lllinimize total factory expenses. 
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More complex sequeD.Cing problema involving nvera.l variables such as pro-
cessing purchase orders tor a large nationwide concern with a central b~­
ing department which must supply maybe one hUDdred branch stores, can be 
solved with the aid ot electronic computers. Operations analysts have a 
long way to go in refining sequencing techniques so that they may be applied 
to more involved cases, but in the meantime, accountants and top management 
should take advantage of the channels open to them so that their enterprise 
can benefit fruitfully. 
CHAPrER 9 
INVmrrORI MODELS 
Invento~ policies must be established for all departments of 
an organization if there is to be efficient control. Since an inventory 
policy which is fa·vorable for one department may not be the most favorable 
tor ~ other department, operations research through its use of invento~ 
models, strives to devise an optimum invento~ policy for the organization 
as a whole. 
Invento~ problems are generally characterized by the following: 
as inventory increases, the carrying costs also increase but the costs 
incurred from the inability to fill requested orders decreases. Thus, an 
inventory level must be maintained which minimizes the sum of the carrying 
costs and shortage costs. carrying costs are sometimes balanced with fac-
tors other than shortage costs, such as reorder costs, set-up costs, and 
costs involved when the level of production has changed. 
Invento~ problems can be categorized into one of the following 
three classes: (1) time of placing orders is fixed and the amount to be 
purchased at each time must be determined; (2) amount to be purchased is 
fixed, and time to order must be determined; and, (3) both the quantity 
and time of purchases must be determined. Operational analysis works to 
determine ways of optimizing the total eff4ct of all these decisions. Some 
examples of inventory models are illustrated below. 
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Example 7 13 
13. 
A manufacturer bas to supply his customer with 24,000 units 
of material per year. The material is used in an assembly-
line operation and the customer has no storage space for 
materials, so the manufacturer must ship a day's supply each 
day. If the required units are not supplied, it will cost 
the manufacturer his contract with this customer. Thus, 
shortage costs are assumed to be infinite. Inventory carr,y-
ing charges are $ .10 per unit per month and set-up costs are 
$350.00 per run. Determine the optimum run size, q, the cor-
responding optimum scheduling period, t, aDd minimum total 
expected relevant yearly cost, TEC. 
The following formulae are used in determining the solution: 
J 
TC".\ 
t = 2 --at-
1 
where 
q a optimum run size 
C. West Churchman, Russell L. Ackoff, aDd E. Leonard Arnoff, .!!!!£.2.-
duction !2. Op!ratioll! §esearch, John Wiley and Sons, Inc., New York, 
New York, 1959, P• 204. 
Solution: 
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R = units required per year 
c1 = carrying charges per month 
c3 = set-up cost& per run 
T = time 
t = optimum scheduling period 
TEC = total expected yearly cost 
To solve our problem, we substitute our values in the equations 
above and obtain the following: 
c1 = S.lO per month 
c3 . = 8350.00 per run 
R = 24,000 units 
T = 12 months 
.3.. 2 TC 
1 
q=J 2 241000 x J50 12 X .10 
q=J 2 814001000 1.2 
q=J 2 x 7,ooo.ooo 
q=J 14,000,000 
q = 3, 7 40 units per production run 
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.!:2.. 2 RC 
1 
2 12 X 350 24 1000 X .10 
t = J 2 41200 2,400 
t= J 2 X 1.75 
t = J 3.50 
t = 1.87 months or 8.1 weeks between runs 
TEC = J 2 X 24,000 X 12 X .10 X 350 
TEC = J 20,160,000 
TEC = $4,490.00 per year 
Example 8 14 
14. 
Given the following information, determine the economic order 
quantity. 
Adolph Mata, Othel J. Curry, and George w. Frank, .£2!!Accounting, 
South-Western Publishing Company, NewRochelle, New York, 1962, 
P• 117 • 
Solution& 
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6,000 tmit.s are required per year 
ordering cost per order is 815 .00 
cost per tmit. is 12.50 
inventory carrying coat is estimated at 2~ of inventory 
The formula required here is: 
where 
'~ ~ CI 
Q = economic order quantity 
R = uni t.s required per year 
P = ordering cost per order 
C = cost per unit 
I = carr,ying cost as a percent. of inventory 
Using the formula and the data supplied above, we can solve for 
our solution: 
Q = J 
Q=l 
2RP 
0'1 
2 X 6,000 X 1~ 
2.50 X .20 
180,000 
.5 
Q = J 360,000 
Q = 600 units 
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This solution designates that the economic order quantity is 
600 units. Since 6,000 units are needed per year, this means 
that 10 orders must be placed each year. Evidence that this 
is the optimum solution can be demonstrated in tabular form 
as shown below. 
No. of Units Value Order Carrying Total 
Orders Per Per Cost Cost Cost 
Per Yr. Order Order 
1 6,000 15,000 15 1,500 1,515 
2 3,000 7,500 30 750 780 
3 2,000 5,000 45 500 545 
4 1,500 3,750 60 375 435 
5 1,200 3,000 75 300 375 
6 1,000 2,500 90 250 340 
7 857 2,142 105 214 319 
8 750 1,875 120 188 308 
9 667 1,668 135 167 302 
10 600 1,500 150( ) 150 (joo] 
11 545 1,36) 165 136 301 
12 500 1,250 180 125 305 
Inventory models function to optimize the interrelated and con-
tradictory variables associated with inventory problems such as the advan-
tages and disadvantages associated with increased inventories. Some of 
the advantages might be economies of production, speedier shipment of orders 
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to buyers, stabilized work loads, and market speculation. On the other 
hand, the disadvantages associated with larger inventories include carr.y-
ing and storage costs, possibility of depreciation or depletion of materials, 
handling and accounting costs, and the possibility of obsolecence. These 
advantages and disadvantages must be balanced in such a way that the over-
all costs will reflect the best possible policy for the enterprise. 
Operations analysts have devoted a great deal of time on inven-
tor, problems and their solution. This effort on their part should not go 
to waste. Accounting procedures should be established which reflect the 
intelligent planning and use of operations research methods. Por example, 
the economic order quantity formula described above can be used to calcu-
late feasible quantities for each inventor,y item or class of items. If 
this data is maintained and revised whenever costs warrant a cba:nge, an 
effective cost control of inventor,y is accomplished. Although examples 
of inventor,y models were limited to basic applications in this paper, they 
can be readily adapted in production to such other applications as size of 
production runs, optimum scheduling time and total yearly cost •. Inventory 
models can also be extended to problems involving several variables other 
than cost such as unknown or variable demand, and order variables including 
time required to obtain the material once the order has been placed, when 
orders can be placed, and deliver,y of materials in spontaneous or continuous 
fashion. 
There is no limit to the number of problems which can be solved 
by the adoption of operations research techniques. These should be investigated 
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and the accountant muat realize that the analyst is there not to take away 
his job, but to help him to perform his work more efficiently. 
CHAPTER 10 
Replacement models can be used to solve two types ot replace-
!Dent problema. The first type ot problem we tacedeals with equipment 
which gradually deteriorates with time or eventually becomes obsolete 
because more advanced equipaent baa come out on the market. This prob-
lem is primarily concerned with balancing the cost ot the new equipment 
with the coat ot operating the old equipment with the possibility of 
gradual loss in efficiency. The second type of replacement problem 
concerns itself with items that tail complete~, and here we have to 
determine wba.t parts to replace, a.nd when to replac:e them. The coat 
factors involved here are the cost of the item being replaced, inventory 
costs involved in ordering and stock.izag the "sudden deathtt items, and 
the costs encountered it the parts &re not replaced until they fail. 
This latter category includes such costa as idle machine time, unusable 
equipment, etc. 
A typical example utilizing the replacement model for the solu-
tion of a replacement problem involving an item that deteriorates with 
time is shown below. 
Example 9 15 
A fleet owner finds from his past records that the costs per 
15 
• Ma.urice Sa.sieni, Arthur Yaspa.n, and Lawrence Friedma.n, Opemtiop! 
!!tearch - Ma~s .!:94 ProbJps. John Wiley and Sons, Inc., New 
York, New York, 1960, PP• 103-104. 
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year of l'UilDing a truck whoae purchase price is 16,000 are as 
shown below. 
Year 1 2 3 4 5 6 7 8 
lhmning Cost 1,000 1,200 1,400 1,800 2,300 2,800 31400 4,000 
Resale Value 3,000 1,500 750 375 200 200 200 200 
When should he replace each truck to minimize costs? 
Solution a 
We first compute the table below. 
Replacement Total Total Capital Total Average 
At EDd Of R.umrl.ng Cost Cost Cost 
Year Cost (Purchase Price Per Year 
-Be•l• Value) 
1 1,000 3,000 4,000 4,000 
2 2,200 4,500 6,700 3,350 
3 3,600 5,250 8,850 2,950 
4 5,400 5,625 11,025 2,756 
5 7,700 5,800 13,500 
€,7oV 
6 10,500 5,800 16,300 2,717 
Prom this table we can conclude that each truck should be replaced 
at the end of the fifth year when the average cost per yea.r is the 
leaat. After that time, we find tbat the average cost per year 
begins to rise again and it is no longer feasible to keep the truck. 
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In devising a proper replacement policy, all cost factors :tor 
the present equipuent and the proposed equipment must be considered. 
Whichever plan results in the lower over-all coat should be adopted. 
To illuatrate the oomplexi ty of the problem, a table is shown below point-
ing out the ~ variables which must be canaidered in replacement models. 
This extensive analysis makes the assumptions that• (1) the new equip-
ment will cost 145,000 which includes installation fees and will have a 
service life of fifteen years at the end of which time it will be worth 
$12,000 in salvage valueJ and, (2) the present equipment baa a salft.ge 
value of 18,000 now but this value will drop to 16,000 by the end of next 
year. The illustration serves to show the interrelationship of yearly 
operating advantages and capital investment advantages. They are both 
an integral part of replacement models aud muat be considered sinntltane-
oualy. 
Analysis of Job 
(Operating Advantages of Proposed Equipment) 
Increased Otltput (2"') 
Direct Labor (12.50 per hour) 
Indirect Labor 
Mainf.eD&IlCe 
Down Time ( t7 .oo per hour) 
otber Pactors 
Preset Equipment 
(new) 1400 
(new) 100 
Proposed Equipment 
t3,000 
1,300 
1,500 
(old) 1,500 
(old) 500 
500 
18,300 
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Net Operating Advantages of Proposed Equipment 
17,800.00 
$8, 300 - $500 or 
Analysis ot Equipment 
Present Equipment Proposed Equipment 
Salvage Value Now 
Salvage Value Next 
I ear 
ss,ooo 
6,000 
Loss in Salv&ge Value 2 ,ooo 
Loss in Salvage Value 2,000 
Interest on Salvage 
Value (1~) 800 
Proration ot Capital 
Addition 4,300 
Interest on Capital 
Addition ( 1~) 430 
Annual Pixed Cost 7,530 
Net Opera:Ung 
Db.tva.ntage 7,800 
Annual Operating 
Cost 15,330 
Cost Installed 
Service Life 
Salvage Value 
Coat Installed 
Annual Fixed Cost 
(15" ot 45,000) 
Axmual Operating 
Bx:pense 
G&in from replacement 15,330- 6,750 or 
18,580.00 
145,000 
12,000 
45,000 
6,750 
6,750 
15 yrs. 
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Replacement problems muat take into account various factors in 
addition to the coat tacton mentioned earlier. In constructing the math-
ematic&! model tor the solution of these problems, the other variables to 
be considered include life expectancy of the equipment, probability distri-
bution of the equipment failures~ and the replacement policies of the com-
pany. Although an optimum solution is derived, in some cases, this solu-
tion may be in direct conflict with the COlllp&DY' policies ooneerning replace-
ment, and in this instance, the next best optimization point should be 
selected. The example above calculated the average cost per year tor sev-
eral years. Thus, if the optimum solution of five years could not be used 
because sufficient funds were not available at that time, the alternative 
courses of action are also pointed out and a second choice can be made now 
that all the tacts are known. 
This discussion points out a very ueful tool of operations re-
search techniques no matter how elementary they may be. Regardless of the 
complexity of the problem, the use of operational analysis frequently reeults 
in more than one solution. Thusl if the optilllUin solution cannot be utilized, 
the alternatives are clearly spelled out and it a solution other than the 
optilll\Uil is chosen, it will be done with full realization of the oonaequences. 
CHAPTBR 11 
COM.PE'.l'ITIVR MODELS 
Tbe type of problems discussed thus far have been concerned 
with conflicts int.rnal to an org&Dization such as balancing inventory 
costa with shortage costs, minimizing waiting time for units arriving 
tor proceesiDg, and optimizing the a.llocation of resources for the pro-
per profit-mix of the compaqy as a whole. Competitive models, on the 
other hand, deal with conflicts external to the orga.niza.tion. In other 
words, they a:re. concerned with the intera.ctions of decisions made by 
aevera.l orga.niza.tion.a when ea.ch ia uncert.a.in a.s to the moves or goals 
of the other. 
Competitive situations a.rise when two or more independent 
parties a.re making a. decision involving conflicting interests and when 
the outcome is dependent upon the decisions of the parties involved. 
The efficiency of one party's decision may be decreased when inter-
a.eting with the decision of the other participating parties, since 
usually the interests of each party are conflicting in respect to their 
individual objectives. The element of cba.nce and uncertainty ia pre-
dominant in competitive si tuationa, because one individual's decision 
is usually dependent upon how he thiDk.a his competitor will act. 
Since several parties are involved in competitive situations 
and one 111&11 1 8 gain is another man's loaa, the theory behind competitive 
modele is concerned with the minimization of maximum losses, known a.s 
the minimu principle. 
61 
62 
Competitive situations iake on one of two forms. The most 
couaon type is the game. In these situations, the number of players, 
the rules, set of alternative conolu.iona, and the pa~ft associated 
with each conclusion can be specified. The theory of games is the tech-
nique applied to probleme of this type. The second type of competitive 
problema a.riaea in the bidding process. 'l'his differs from the game 
problema in the following ways: (1) the IWDiber of players or bidders 
is usually not know; (2) the possible llOVes are unlimited; (3) the 
pay-ott i8 not often known and can be only estimated; and, (4) the out-
come ca.n usually only be estimated. The theory of bidding is applied 
to these problema but ita application is relatively new and a great 
deal of work remains to be dODe in, this field. Some relatively simple 
illustrations will be described to Shov the application of competitive 
models. 
Example 10 16 
The pay-off matrix of a game is given below. Find the best 
strategy tor each player, and the value of a pla.y of the game 
to A aa.d B. 
16
• Maurice Sa.sieni, .Arthur Yaspan, and lAwrence :Friedman, OQeratioQ! 
8fuscJl- Methode.!!!!, froblB, John Wiley aDd Sons, Inc., New 
York, New York, 1960, PP• 158-160. 
Solution: 
I 
A II 
III 
IV 
I 
9 
6 
2 
5 
II 
3 
5 
4 
6 
63 
B 
III lV v 
1 8 0 
4 6 7 
3 3 8 
2 2 1 
We first circle the minimum value in each row, and put squares 
around the maximum value in each column. 'l'hus, we get, 
B 
. ~~ 
I II III IV v 
·-
1 GJ 3 1 [!] @ 
Ac II 6 5 ~ 6 7 
.; III ~ ® 4 3 3 [il 
'-- IV 5 GJ 2 2 ·-(i) 
It there is one point in the matrix which is both the mininnun 
tor one player a.nd the maxi~ for the other player, we have 
derived an optimum situation. That is, there is only one 
beat single choice tor both players, and this point is called 
the saddle point of the matrix. In the above problem, we see 
that the matrix has a saddle point ot tour. In other words, 
the strategy which will minimize B's losses will also maximize 
.A's ga.ine. Thus, the optimum strategies are: 
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Pbr A - Strategy II 
Pbr B - Strategy III 
The value ot the game i8 4 tor A, &Dd -4 for B. When B be-
comes aware that A is alwa.ya using strategy II, he will ma.in-
ta.in Strategy III beca.uae it minimizes his losses. After real-
izing that B will continue to use Strategy Ill, A will maintain 
Strategy Il because it maximizes his gains. 
Example 11 17 
Given the following data, decide on the best selection of plans 
tor each ot the players, A and B. 
Player A has three possible plans: P, Q, R 
Player B has tvo possible plans: s, T 
Payments are -.de in the following manner t 
Plans ChoHn Payment 
P, s A pa.ys B $2 .00 
P, T B pays A 82.00 
Q, s A pays B n.oo 
Q, T B pays A $3.00 
R, s B p&ye A $1.00 
R, T B pays A t2.00 
17 
• C. West Cburcbma.n, Russell L. Ackott, and E. Leonard Arnott, Intro-
dp.ct&oa ~ 2Jl!E!US. !gtsch, John Wiley and Sons, Inc., New York, 
New tork, 1959, PP• 522-523. 
Solutions 
65 
UaiDg poaiti..-e number for payments of B to A, and negative 
numbers for payments ot A to B, we arrange the data in ma-
trix form and obtain the followings 
Player A 
Plan 
p 
Q 
R 
Player B 
s 
-2 
-1 
1 
T 
2 
3 
2 
Let us first consider Player B. Obviously Plan T is not good 
for him because regardless of A 1 s selection, B will always have 
to pa.y. Thus, be will al'waya choose Plan S and the worst result 
will be a loss of 11.00. Player .A. can me.x.imize his profits by 
choosing Plan Q and having B choose Plan T. He will then gain 
13.00. We have already decided, however, tb&t B will always 
choose Plan s, so this gain is Wllikely. Thus, When B chooses 
Plan s, the most A ean gain ia 11.00 by choosing Plan a. The 
optimum result, therefore, will be a combblation of Pla.n R for 
A &ad Pla.n S tor B whereby B pays A fl.OO 
Since operations research baa not yet b-.n extended to a great 
degree to industrial competitive problems, our discussion here had to be 
limited to sorM general applications of game theory. This tact illustrates 
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that. the accountant is not the only one who must be educated in operations 
research t.echniques. The a.nalyst, as well, IIIWJt. continue his research a.nd 
develop competitive models which can be ued in daily applications. As 
thi1 technique is investigated &Dd mastered, it will bring tremendous sa.v-
iags to an organization. Competitive bidding in the awa.rdiDg of contracts,· 
for e.xample, is an area where much work caD be done. If a.n organization 
submi ta a bid which is too high, a competitor might receive the contract • 
and he will gain nothing. On the other band, for fear of not receiving 
the contract, the compa.ny m&y submit a very lov bid. Although this will 
insure his cbances of getting the contract; his quoted price might be so 
low as to result in a loss of so• posaible profits. Through the proper 
use of competitive modela, the proper choice can be DIIWle which will mini-
mize the loss or maximize the gain. 
CBAP1'Eil 12 
.ANALYSIS OP VAIUANCE 
There are several operations research techniques which can be 
used to analyze va.ria.nces. The ones which will be discussed here are 
the •t" test and the "f .. test. 
The "t" test or the teat of significance b used to test the 
difference between tvo meann. Por example, ve ma.y compute the failure 
rate of two lots prod\IDed during a certain period a.nd compare the results 
to discern if they differ with respect to performance. Undoubtedly, the 
failure ra.tes will differ from lot to lot, but the "t" test will tell us 
how muoh the ta.ilure rates must ditfer before we ca.n say that the tvo 
production lots are significantly different. 
This test makes the following asau.ptionsa 
1. The two samples (X's aud Y's) aud independent. 
2. The total populations are normal aud have a common variance. 
The formulae necessar.y to compute the test of significance are: 
t = --;:==d===-
sj.l......+.l...... N N X y 
s = 
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where 
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t = "t" distribution 
X= mean of sample x•s 
I= mean of sample I's 
- -d:::X-I 
Nx = size ot aample X 
N • size ot sample Y y 
S = standard deviation 
X • value ot each item in sample X 
I = value of each item in sample Y 
The procedure con.tists ot the following steps: 
1. State the ~theeia: X' • i 
2. Compute X, i, d, and S 
3. Determine the risk ( CC') of rejecting the hypothesis when 
it is true J it is usually placed at .05 
4. lind the critical Y&lue (C) trom the "t" table with n = 
N + N - 2 and p • .05 (This table is available in all X y 
statistical text books.) 
5. Compute t 
6. It t( c, we accept the hypothesis that X= I 
It t ) C • we reject ~ hypot.heais t.bat X = Y 
Now an example will be cited to show the application ot the above 
intorma:tion. 
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Example 12 18 
Ve would like to run a test of significance on the voltage 
measurements from two production lots. The voltage readings 
are as follows: 
Vol ta.ge Meaeuremen.ts 
Lot X 115 114 114 115 113 113 
Lot y 115 117 118 115 115 116 
Solution: 
18. 
x = 115 + 114 + Al4: 11~ + 113 + !13 = ~- 114 
I= 1,1~ + uz + 118 + 115 + 115 + 116 6 = 
d = ! - x = 116 - 114 = 2 
626 
6 = 116 
Jr(X - i)2 = (115 - 114)2 + 0 + 0 + (115 - 114)2 + 
(113 - 114)2 + (113 - 114)2 
R 1 + 0 + 0 + 1 + 1 + 1 
=4 
~(Y - Y)2 = (115 - 116)2 + {117 - 116)2 + (118 - 116)2 
+ (115 - 116)2 + (115 - 116)2 + 0 
= 1 + 1 + 4 + 1 + 1 + 0 
= 8 
This data was acquired from actual studies conducted at an electronics 
firm in the area and any references to the specific concern cannot be 
revealed. 
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N + N - 2 = 6 + 6 - 2 = 10 X y 
4 + 8 
10 
= J 1.2 
C (value taken from the "t" table) with p = .051 
19 ~ = .05, and n = 10 is equal to 2.23 
t = --;:::::_::::d=:;:=- • ---;=2==== = 3.163 
s J +- + +- 1.095 j ! + ! 
X y 
t)C or 3.163) 2.23 
Therefore we reject the Jlnx>thesis that X • Y 
This test has verified the fa.ot that the two means are sign!-
ficantly different and therefore, the two lots tested are also 
significantly different. 
Whereas the "t" test measures the significance of difference 
between two means, the ":t'" test is a means of testing the significance 
19
• The portion ot the "t" table required for this solution has been re-
printed on the following pa.ge. 
Table of Values for 'l'estillg the Significance 
of Difference Between Two Means 
{ "T" Table) 
Probability 
Degrees of 
Freedom 0.50 o.lo- 0.05 0.02 0.01 
1 1.000 6.34 12.71 31.82 63.66 
2 0.816 2.92 4.30 6.96 9.92 
3 .765 2.35 3.18 4.54 5.84 
4 .741 2.13 2.78 3.75 4.60 
5 .727 2.02 2.57 3.36 4.03 
6 .718 1.94 2.45 3.14 3.71 
7 . 711 1.90 2.36 3.00 3.r.o g. 
.706 1.86 2.31 2.90 . ~ f; 
9 .703 1.83 2.26 2.82 .:!5 
10 .700 1.81 2.23 2.76 3.17 
11 .G97 1.80 2.20 2.72 3.11 
12 .695 1. 78 2.18 2.68 3.06 
13 .694 1. 77, 2. }{j 2.65 3.01 
14 .692 1. 76'• 2.14 2.62 2.98 
15 .691 1. 75 2.13 2.60 2.95 
16 .690 1. 75 2.12 2.58 2.92 
17 .689 1. 74 2.11 2.57 2.90 
18 .688 1.73 2.10. 2.55 2.88 
19 .688 1. 73 2.09 2.54 2.RU 
20 .687 1.72 2.09 . 2.53 2 84 
21 .686 1.72 2.08 2.52 2.1\3 
22 .686 1.72 2.07 2.51 2.S2 
23 .685 1. 71 2.07 2.50 2.Sl 
24 .685 1.71 2.06 2.49 2.80 
25 .684 1. 71 2.06 2.48 2.79 
26 .684 1.71 2.06 2.48 2.7!:1 
27 .684 1. 70 2.05 2.47 I 2.77 
28 .683 1.70 2.05 2.47 2.71i 
29 .683 1. 70 2.04 2.46 2.76 
30 .683 1. 70 2.04 2.46 2.75 
35 .682 1.69 2.03 2.44 2.72 
'40 .681 1.68. 2.02 2.42 2.71 
45 .680 1 .. 68 2.02 2.41 2.6() 
50 .67() 1'.68 2.01 2.40 2.68 
60 .678 1.67 2.00 2.3() 2.Gn 
70 .678 1.67 2.00 2.38 2.1J5 
80 .677 1.66 1.99 2.38 2. ti·l 
90 .677 1.66 1.99 2.37 2.li3 
100 .li77 1.66 1.98 2.3fi 2.!i3 
125 .676 1.66 1. 98 2.36 2 {j2 
150 .676 1.66 1.98 2.35 2.!il 
200 .675 1.65 1.97 2.35 2.1i0 
300 .675 1.65 1.97 2.31 2.[•\l 
400 .675 1.65 1.!17 2.34 2,[,\) 
500 .674 1.65 1.96 2.33 2.5!l 
1000 .674 1.65 1.96 2.33 2.58 
00 .674 1.64 1.96 2.33 2.58 
.~") -. 
I 
' I 
j 
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ot difference between two variances. This determines whether the va.ri-
ability of one set of da.ta (sample X's) is significantly different from 
the variability of another set (sample I'e). 
This test assumes thatr 
1. Both populations from which the samples are dra.wn are 
normal. 
2. The samples are independent. 
It the above hold true, then the ratio of the sample varia.nces 
are distributed in accordance with the "fu distribution. This is shawn 
.athematioa.lly a.s, 
where 
n n X y 
;> F Distribution 
S 2 = unbiased estimate of X population variance 
X 
t1". 2 = X population variaDCe 
X 
S 2 = unbiased estimate of I population variance y 
tr 2 = Y population ftriance y 
Additional formulae necessary to complete this computation are 
shown below. 
where 
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82= %~X ... x}2 
X N 
- 1 X 
82= % iY- ll2 
y N 
- 1 y 
"" 2 ~(X- i>2 o- = X N 
X 
"" 2 ~ lt- il2 t:f'y = N y 
X = value of each 1 iem in sample X 
X= mean value of I&IBple X 
Y :a value of each item in sample Y 
I= mean value ot a&Rlple Y 
N = number of values in sample X 
X 
N =number of values in sample Y y 
""2 Cl' = sample variance ot X 
X 
A 2 
o- = 8&11lp1e vvi&DCe of I y 
The procedure used in conducting an "t" test will now be enumera.ted. 
1. state the hypothesist there 18 no difference in population 
2 2 
variances, or cr = o-x y 
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Therefore, 
S 2 2 
' 0" I ;x: 
s 2 0" 2 
y X 
s 2 
=.....A-
s 2 
y 
will be in the form of an "f" distribution. 
2. Compute 
X 
~~ -i}2. 
:f:(I - y)2 
3. De'termi.ne the risk (OC) of rejecting the hypothesis when 
it is true; it is U8U&lly placed at .05 
4. Determine the critical value (C) from the "f" table (This 
table is available in all statistical text books.) 
5. It 
It 
s 2 
1 > c, we reject the hypothesis 
s 2 
y 
s 2 
I < c , we accept the hypothesis 
s 2 
y 
An illustrative example will serve to clarify this procedure 
and to show its application and usefulness. 
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Example 13 20 
We have the following data concerning target distance error 
of a radar set when the auto-.tic pilot is in use and when 
there is manual flying. 'l"M va.:riability in TilE is questioned 
and w a.re asked to de-termine whether the variability of TDE 
wi~h auto-pilot is significantly different from the variabil-
ity of the TDE with manual flying. 
No. ot Observances Mean TDE 
Manual 
Auto-. tic 
Variance 
.86 (Sx2) 
2 1.49 (S ) y 
Solutions 
We state the hypothesis that there is no difference in popu-
lation variances ( - 2 • - 2) 
"'x '-'y 
s 2 
1r .~ 8 
- = -~ • ·' s 2 1.49 
y 
ex= .o; 
c, with 0( •• o5, N • 20 - 1 • 19, and N = 24 - 1 = 23, is X y 
read from 'U1e "f" table to be 2.06 21 
20
• This data wu acquired from actual studies conducted at an electronics 
firm in the area and any references to the specific concern, cannot be 
revealed. 
21. The portion of the "f" table which bas been used tor this illuatra.tion 
ia reprinted on the following page. 
~ 
•.) 
·.J 
·' 
... 
1 2 3 
f--r-
14 4.00 3.74 3.34 
8.86 6.51 5.56 
15 4.54 3.68 3.29 
8.68 6.36 5.42 
16 4.49 3.63 3.24 
8.53 6.23 5.29 
17 4.45 3.~9 3.20 
8.40 6.11 5.18 
18 4.41 3.55 3.16 
8.28 6.01 5.09 
19 4.38 3.52 3.13 
1.18 5.93 5.01 
20 4.35 3.49 3.10 
Table of Values for Testing the Significance 
of Difference Between 'l'wo Variances 
( "F" Table) 
.. ' 
5% (ROM.Uf TTI'z) AND 1% (BOLD FAa TYPE) Por.<n POR :ruz DISrRDili1'IOif or P 
na decreeo of fnedom (for cremter meaD aquare) 
4 5 e 7 8 g 10 II 12 14 18 ~ ..• 24 30 40 50 
3.11 2.96 2.85 2.77 2.70 2.6S 2.60 2.56 2.53 2.48 2.44 2.39 2.35 2.31 2.27 2.24 
5.13 4.69 4.46 4.28 4.14 4.03 3." 3.86 3.80 3.70 3.U 3.51 3.43 3.34 3.26 3.21 
3.06 2.90 2.79 2.70 2.64 2.59 2.55 2.51 2.48 2.43 2.39 2.33 2.29 2.25 2.21 2 18 
4.89 4.56 4.32 4.14 4.00 3.89 3.80 3.73 3.67 3.56 3.48 3.36 3.29 3.20 3.1l 3.07 
3.01 2.85 2.74 2.66 2.59 2.54 2.49 2.45 2.42 2.37 2.33 2.28 2.24 2.20 2.18 2.13 
4.77 4.44 4.20 4.03 3.89 3.78 3.69 3.61 3.55 3.45 3.37 3.25 3.18 3.10 3.01 2.96 
2.96 2.81 2.70 2.62 2.55 2.50 2.45 2.41 2.38 2.33 2.29 2.23 2.19 2.15 2.11 2.08 
4.67 4.U 4.10 3.93 3.79 3.68 3.59 3.52 3.45 3.35 3.27 3.16 3.08 J.Ot 2.9l 2.86 
2.93 2.77 2.66 2.58 2.51 2.48 2.41 1.37 2.34 2.29 2.25 2.19 2.15 2.11 2.07 2.04 
4.58 4.25 4.01 3.85 3.71 3.60 3.51 3.44 3.37 3.27 3.19 3.07 3.01 2.9, 2.13 2.78 
2.90 2.74 2.63 2.55 2.48 2.43 2.38 2.34 2.31 2.26 2.21 2.15 2.11 2.07 2.02 2.00 
4.50 4.17 3.94 3.77 3.63 3.5l 3.43 3.36 3.30 3.19 3.1l 3.00 2.91 2.84 2.76 2.70 
2.1r7 2. 71 2.60 2.52 2.45 2.40 2.35 2.31 2.28 2.23 2.18 2.12 2.08 2.04 1.99 1.9e 
1.10 5.85 4. 94 4.43 4.10 3.87 3.71 3.56 3.45 3,37 3.30 3.23 3.13 3.05 1.94 1.16 1.77 2.69 1.63 
21 4.32 3.47 3.07 2.84 2.68 2.57 2.49 2.42 2.37 2.32 2.28 2.25 2.20 2.15 2.09 2.05 2.00 1.96 1.93 
8.u 5.78 4.87 4.37 4.04 3.81 3.65 3.51 3.4t 3.31 3.14 3.17 3.07 2.99 2.88 1.80 1.12 1.63 2.58 
22 4.30 3.44 3.05 2.82 2.66 2.55 2.47 2.40 2.35 2.30 2.26 2.23 2.18 i.l3 2.07 2.03 1.98 1.93 1.91 
75 100 200 500 CQ 
2.21 2.19 2.18 2.14 .2.13 
3.14 3.11 3.06 3.U 3.00 
2.15 2.12 2.10 2.08 2.07 
3.00 2.97 l.92 2.89 2.87 
2.09 2.07 2.04 2.02 2.01 
2.89 l.86 2.80 2.77 2.75 
2.04 2.02 1.99 1.97 t.9e 
2.79 2.76 2.70 2.61 2.65 
2.00 1.98 1.95 1.93 1.92 
2.71 2.61 2.62 2.59 2.57 
1.96 1.94 1.91 1.90 1.88 
2.63 1.60 1.54 1.51 1 ... 
1.92 1.90 1.87 1.85 1.84 
1.56 1.53 1.47 2.44 1.42 
1.89 l.lr7 1.84 1.82 1.81 
1.51 1.47 1.42 1.38 1.36 
1.87 1.84 1.81 1.80 1.78 
7.74 5.72 4.Sl 4.31 3.99 3.76 3.59 3.45 3.35 3.l6 3.11 3.1l 3.02 1.94 1.83 1.75 1.67 1.58 2.53 1.116 1.42 2.37 2.33 2.31 
Z3 4.28 3.42 3.03 2.80 2.64 2.53 2.45 2.38 2.32 2.28 2.24 2.20 2.14 2.10 2.04 2.00 I. 98 t.91 1.88 1.84 1.82 1.79 1.'77 1.78 
7.88 5.66 4.76 4.26 3.94 3.71 3.54 3.41 3.30 3.11 3.14 3.07 2.97 2.89 1.78 2.70 2.61 1.53 1.41 1.41 2.37 2.32 2.21 2.l6 
2t 4.Z6 3.40 3.01 2.78 2.62 2.51 2.43 2.36 2.30 2.26 2.22 2.18 2.13 2.09 2.02 1.98 I. 94 1.89 1.86 1.82 1.80 1.76 I. 74 1.73 
7.82 5.61 4.72 4.22 3.90 3.67 3.50 3.36 3.25 3.17 3.09 3.03 1.93 2.85 2.74 2.66 2.58 1.49 1.~4 1.36 2.33 1.11 2.13 2.11 
;!'!:~ 4.24 3.311 2.99 2.76 2.00 2.49 2.41 2.34 2.28 2.24 2.20 2.16 2.11 2.06 2.00 1.96 I. 92 1.87 1.84 1.80 I. 77 1.74 1.72 1.71 
1.77 5.57 4.68 4.18 3.86 3.63 3.46 3.3l 3.21 3.13 3.05 2.99 2.89 2.81 1.70 2.61 2.54 2.45 2.40 1.31 2.29 1.23 2.19 2.17 
26 4.22 3.37 2.98 2.74 2.59 2.41 2.39 2.32 2.27 2.22 2.18 2.15 2.10 2.05 1.99 1.95 1.90 1.85 1.82 I. 78 I. 76 I. 72 I. 70 1.69 
7.72 5.53 4.64 4.14 3.82 3.59 3.42 3.29 3.17 3.09 3.02 2.96 1.16 1.17 2.66 2.58 1.50 1.41 1.36 1.28 1.25 1.19 2.15 2.13 
'L.---
The funet.ion, F -• with exPQnent 2•, ia computed in p!.rt from Fi!!ber'• table VI (7). Additional entriea &re by int.crpuLltiun, mostly crapbical. 
... 
14 
15 
16 
17 
II 
19 
20 
21 
22 
23 
24 
25 
28 
s 2 
X 
s 2 
y 
< c 
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or .58(2.06 
Therefore, we accept the h\fpothesb and conclude that there is 
no signitioant ditterece in the two variances. 
The "'t." test and the "t" test a.re frequently used in analyzing 
the signi.ticance of variances from one production lot to another. Suppose 
a production I1.I&D&ger has adopted a new process which il considerably more 
expensive than the one currently being used. It this process results in 
more reliable finished goods and thus assures an increase in sales which 
will more than oompensa"e tor the increased cost, i't would be feasible to 
incorporate "this process in the product.ion cycle. It, however, the new 
process has no significant effect on the reliability of the product and 
thus cannot gua.rantee an incree.ae in .ales volume, there would be no point 
in adopting this process and adding additional costs to the manuta.cturing 
process. By taking a sample of each of the two lots, one using the old 
technique aDd the other incorporating the new process, and analyzing the 
variance in their failures, one ca.n detel'llline whether or not the nev pro-
cess bas had any significant. effect on the product. 
It these tools of analysis a.re recognized and accepted by manage-
men.t, tremendous strides can be taken in cutting over-all factory expenses. 
Whenever the posaibili ty of introducing new materials or new processes in 
the production cycle arises, the opera.Uona researcher should be called 
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upon to review and aoa.l)"'e the data in order to determine t.he fea.sibil-
ity ot their incorporation. 
CHAPTER 13 
PERT -ANALYSIS TOOL lOR MANAGEMENT 
PERT, Program Evaluation and Review Technique, is an a.na.lysis 
technique whereby planning a.nd control can be made more effective. It 
is a means of analyzing an entire program or project in order to enumer-
ate all the individual activities or jobs which must be performed in 
order to reach the ultimate objective. 
The PERT procedure makes use of linear programming techniques 
a.lre~ discussed in Chapter 7 in order to establish the interrelation-
shipa among the various individual activities of the whole program. It 
represents logical planning by an arrow network to relate the sequence 
of activities. This technique provides situation summaries which pin-
pointa (1) the critical elements or activities throughout the program; 
(2) effects of slippage or gain in schedule; (3) incompatibilities in 
schedules of interrelated sub-activities; and, (4) effect of trade-offs 
22 in funds, manpower, performance, or time on over-all program schedule. 
This technique of analysis and evaluation is composed of four 
major steps. Each will be described in detail below. 
The first step is to make a detailed analysis of the over-all 
program plan listing ever.y major milestone of accomplishment or event 
22. Herbert L. Gross, "Program Evaluation and Reporting Technique," 
Da.HI!:tioa• Pebrua.r.y, 1962, PP• 27-29. 
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which must be achieved in chronological order. The individual events or 
milestones must be well-defined and must occur at a precisely determinable 
instant ot time. In other words, they must be discrete and cannot extend 
over a long period ot time. 
The next step consists of constructing a program flow chart or 
network in which the events are shown as circles whose positions approxi-
mately represent their chronological order. These events are connected 
by lines designating the interrelationships and sequence. The intercon-
necting lines represent the activities which must be performed to progress 
from one event to the next. 
The third step involves the estimation of time required for 
each activity, or the time needed to progress from one activity to the 
next. In order to obtain this figure, usually three estimates are cal-
culated for each activity: (1) an estimate of the most likely time which 
assumes no unexpected problems and also assumes that the solution will 
not prove easier than anti~ipated; (2) an optimistic estimate which 
assumes ever,yihing goes better than normally expected; and, (3) a pes-
simistic estimate which assumes problems prove to be more difficult than 
expect.d. Thus, the estimation of time tor each activity is a weighted 
average ot the above three estimates, giving the pessimistic and optimistic 
times one fourth the weight of the moat likely. This method of calculation 
reduces the likelihood that the most likely estimate will be biased since 
the other two estimates are also included. 
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The final step is to obtain a total tor all the individual ex-
pected activity times along eve~ possible path in the network. The longest 
total of activity times is considered the critical path and represents the 
sequence of events requiring the greatest time to accomplish. Next, slack 
time which is the difference between the total expected activity time re-
quired for aqy specific path and the total for the critical path is computed 
for each of the non-critical paths. It the total time along the critical 
path is greater than the time available to complete the project, then the 
program is said to have negative slack time. The amount of negative slack 
time is a measure of how much acceleration is required to complete the 
program in the time allowed. 
Prom the above information, situation summary reports can be 
prepared. These reports point out the activities which are a part of the 
critical path and those which have considerable slack time permitting 
management to shift resources where feasible from one activity to another. 
An example of a network is illustrated below to show the place-
ment of events, the interconnecting lines, and the critical path. 
Pigure 8 Program Evaluation and Review Technique Network Chart 
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bAA! •s;Uny rw, Total TiM 
lJ 2, 9, 13 17 + 102 + 10. 129 
1, 3J 4., 8, 9, 13 36 + 12 + 56 + 17 + 10 • 131 * 
1, 3, 7, 10, lJ 36+10+40+8• 94 
1, 3, 6, u. 13 36+12+40+9• 97 
1, 3, 5, 12, 13 36 + 9 + 52 + 19 = 116 
* Cri ~ioal Path 
To illutrate the ca1oulatioa of activity times, a simple ap-
plication is cited below. 
SoluUp• 
Most likely eatiM'h 40 
Optiuais·Uc eatt.te 35 
Pessimis~ic es~im&te 55 
A.c~ivity Time • l2 + t 112) + '' 
a2 + .YP + '' :a 6 
• am 
6 
- 41.67 
The adY&nilages of planning tJuoouch the use of PBar teclmiqua 
can be bet"- UDderstood it one mal)"'lea the requirea.nts &Del results of 
oOBYentional "ne• ot scheduling &Del theD COIIJI&HS these with the cri ~ical 
path ooaeept. 
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Conventional scheduling techniques suffer from various inevi-
table factors. Pirst, they do not clearly indicate the job interrela-
tionships and the sequence of events necessary to complete a program. 
Because this information is vague or undefined, the schedules permit 
ommissions. In addition, because conventional scheduling does not indi-
cate critical jobs and paths, it does not facilitate supervisory decisions. 
The critical path concept, however, provides and allows for the 
following: 
1. optimum scheduling 
2. anticipation of bottlenecks 
). positive management control 
4. job interrelationships and their effect on program 
completion 
5. correct and profitable expediting 
6. immediate field decifious 
7. better over-all planning 
The advantages derived from the use of the PERT technique are 
evidenced in the growth of its applications in commercial and industrial 
enterprises. Although this technique was originally introduced and adopted 
in the milit&r,y departments, a recent at~ revealed that in at least one 
third of the companies surveyed, some non-military use of this technique 
existed. 23 
23. J. W. Pocock, "PERT as an Analytical Aid for Program Planning - Its 
Payoff and Problems," Operations Research; November-December 1962, 
vol. 10, no. 6, pp. 893-903. 
SECTION IV 
CONCLUSIONS 
CIW"1''ll 14 
CONCLUSifJifS 
A.s a result of the grovt.h of iDduetry and goveriUDtnt apnciea 
Uld the wartime need for expedient data baulling, analysis, and feedba.ok, 
the period following Worlcl War II bas been -.rked by tremendous advances 
in the uae of the scientific approach for plaaming ud control. This is 
evidenced by the emergence of a uv science, Opera tiona Reaea.rch, which 
eonceru itaelt with decision probl ... of ..,._,.chine ayst.ems encountered 
in production, &llooati.on, &Dd diatributioa. Operations research techni-
ques &n cMr&oteriud by the followinat 
1. a. decision iuvol vi.Dg a choice of actions must be made 
2. all alternative courses of action are erwmerated aod 
aD&lyzed 
3. a mathematical model is for.ulated which describes 
the variables &Dd restraints 
4. a numerical solution is derived which both ea.tiefies 
the coaditiou of the model &Dd III&Ximizes the objective 
The purpo1e of this thesis ha.e been to introduce several of the 
operations reu&rc)h analysis tools aftil&ble 8Dl to show how they can be 
applied to ~y problem.e in iDduatry. It wu not the intent of the 
wri'Nr to analyse u4 develop the theory UDderqing the varioua mathema-
tical IICMlels and formulae used. 'l'hua, although the illustrationa used in 
this paper ban been relatively siaaple &Dd straipttorw&rd, they were intro-
duced to familiuiu the reader vi th the ~ av•ues of analysis open t~ 
8' 
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him. By describiDg the various techniques such as programming, inventory 
models, replacement models, and aaalyais of variance, it is hoped that the 
vast wealth of knowledge contained in thi1 science has been brought to the 
reader • 1 attention and has stimulated him to further reading to learn where 
he can best profit from operations research techniques. 
Specifical~ relating to the accountant, operations research can 
also play an important role in the accounting field. Let ua asaume we, as 
managers, have the following alteraative courses of action which we may 
t&keJ 
1. exp&Dd the present product line and add other aimilar 
products to increase sales 
2. extend the present product line into new areas and 
distribution channels to increase sales 
). diversity the present product line and, in addition, 
seek new channels of distribution 
These alternatives involve several variables such as profit margin, rate 
of return, gross sales, manufacturing coats, selling expensea, adminiatra.-
tive and general expenses, and factory burden. Each variable in turn, is 
depeDdent upon several sub-variances. To cite &1'1 example, selling expenses 
include salesmen's travel expenses, sales co.i.aaions, and the number of 
product linea. Another illustration of variaDCes is pointed out in the 
f&ctoJ'T burden which includes purcb&aiug department costs, material handling 
expenses, inspection costs, and indirect labor to name but a few. These 
variables IDWit be estimated as accurately aa possible so that when they are 
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iDeorporated in~ the mathematical model and solved for an optimum solution, 
we can rely on that solution as being the best means of attaining our goal. 
It is here that the accountant can be of tremendous value. Who 
lmove better than he how to apportion burden rates among the various func-
tional departments? Who lmows better thaD. he the various costs involved 
in purchasing, inspecting, storing, and requisitioning materials? This 
intor.tion is H&dily available to the aecountant. Thus, he can aid the 
operations researcher in his ual,ysis by supplying him with the variable 
data needed to construct the required mathe-.tical modele. There is an 
imporiu.t place tor the accountant on the operations research team and aa 
soon aa this is tully recognised by D8D&gement a.a well aa by the accountant, 
important advances can be made in Ws field. 
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