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Abstract 
In the current study we present an air traffic control (ATC) 
task in which we measured pupil dilation to automatically 
determine high and low workload periods. We manipulated 
working memory (WM) requirements across three conditions: 
a no WM condition, a passive WM condition in which 
information was accumulated, and an active WM condition in 
which information had to be added to and removed from WM. 
Results showed that no WM resulted in the least dilation, but 
that passive WM and active WM did not differ. Next, we used 
the pupil data to train a range of classifiers to differentiate 
between high and low workload periods with the ultimate 
goal to create an online task-independent interruption 
management system (IMS). The best predicting features were 
the median and a second-order polynomial fit, going back 12 
seconds from the to-be-predicted moment. Using these 
features, our classifier was able to predict workload at high 
accuracy (77%). We conclude that pupil dilation can be used 
to create a reliable IMS. 
Keywords: Working memory; Interruptions; Multitasking; 
Pupil dilation; Machine learning. 
Introduction 
Nowadays, we are interrupted continuously throughout the 
day. Especially interruptions in the middle of a task are 
known to have considerable costs. For example, during 
office work people are often interrupted by notifications on 
their smartphone, which disrupts their focus and can lead to 
large resumption costs. In certain work environments, 
interruptions are part of the normal work flow and cannot be 
avoided. For instance, air traffic controllers (ATC) follow 
aircraft traffic while at the same time instructing pilots and 
communicating with other controllers on the ground. In this 
case, mistakes due to interruptions may lead to fatal 
accidents. To reduce these potentially high costs of 
interruptions, the main goal of the current study is to 
develop a robust algorithm to automatically determine the 
best moment for interruptions. To this end, we employ 
pupillary data and machine learning techniques. 
Previous studies have shown that the extent to which 
performance on a primary task is affected by an interrupting 
task depends on the degree of cognitive load in the primary 
task (Iqbal & Bailey, 2005). Moreover, interruptions during 
high workload increase the duration of the resumption 
process to return to the primary task (Altmann & Trafton, 
2007; Altmann, Trafton, & Hambrick, 2014; Mark, 
Gonzalez & Harris, 2005). Multiple studies have shown that 
the less disruptive moment to present an interrupting task is  
 
between tasks rather than in the middle of a task and more 
specifically in low workload periods (Borst, Taatgen & van 
Rijn, 2015; Iqbal & Bailey, 2005, 2006; Katidioti & 
Taatgen, 2014; Monk, Boehm-Davis & Trafton, 2004; 
Salvucci & Bogunovich, 2010). Thus, interruptions during 
low workload moments have limited costs compared to high 
workload moments. Therefore, if we had an automatic way 
of determining workload, we could schedule interruptions at 
less disruptive moments. 
One way of determining workload is by measuring pupil 
size. It has long been known that cognitive workload, and 
especially working memory load (WM), causes the pupil to 
dilate. For example, Kahneman and Beatty (1966) asked 
participants to report from a string of a memorized list of 
different digits. Results showed that pupil dilation increased 
for each additional digit, and after the last digit decreased 
again (for a similar recent study, see Karatekin, 2004).  
As these results suggest, a number of studies have shown 
that interruptions during moments of high pupil dilation – 
and thus high workload – are more disruptive than 
interruptions when pupil size was small (Iqbal, Adamczyk, 
Zheng & Bailey, 2005; Katidioti, Borst, Bierens de Haan, et 
al., 2016). Based on these results, Katidioti, Borst, van Vugt 
& Taatgen (2016) designed a rudimentary interruption 
management system (IMS), and demonstrated that 
interruptions based on pupillary data resulted in better 
overall performance than self-interruptions. 
Given that interruption can be disruptive and affects one’s 
performance, Züger and Fritz (2015) were interested to 
measure the interruptibility of programmers. In their study, 
they did not use pupil dilation data, but other physiological 
sensors such as EEG, eye blinks, heart rate, BVP, EDA 
(measuring the activity of heart), and body temperature. In 
addition, they used machine-learning techniques to identify 
the programmer’s interruptibility state. They found that 
based on these measurements their classifier identified the 
programmers’ state of interruptability with high accuracy, 
which implies that this kind of classifier might be in used to 
automatically schedule interruptions during low workload 
periods. While this is promising, it seems infeasible to 
measure EEG and heart rate variability in a real 
environment, which is why we decided to concentrate on 
pupil dilation measurements. 
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 Figure 1: The ATC experiment. Participants had to respond to airplanes inside the circle. Here, the altitude change request 
should be allowed if none of the other 5 planes is at altitude 5433 – information participants had to maintain in their WM. 
Current Study 
The main goal of the current study was to classify high and 
low workload periods based on pupillary data and improve 
the simple threshold technique of Katidioti and colleagues 
(2016). To this end, we designed an experiment that 
simulated a simplified ATC environment. We aimed to 
compare three conditions with different levels of workload: 
a condition with no WM requirements, one with a passive 
WM load, and one with an active WM load. In the no-WM 
condition no memorization was required and decisions wer 
based on a given rule. In the passive WM task information 
was accumulated and decision-making had to be based on 
previous information. In the active WM task information 
had to be updated several times throughout the task. 
Our goal was to determine whether we can differentiate 
between periods in which participants had to make active 
decisions versus periods in which they had to wait for the 
next series of queries. To this end, we trained a classifier to 
make an online assessment of workload. 
Method 
Subjects 
Twenty-five students from the University of Groningen 
participated in the experiment for monetary compensation of 
14 euros. Data of one participant was not analyzed because 
of recording problems. Data of three other participants were 
excluded due to an error in the experimental code. Finally, 
one participant was excluded due to excessive eye blinks. 
This leaves 20 participants (12 females and 8 males, mean 
age 24.5 (range 20-30), SD = 2.7).  All were right-handed, 
and had normal vision. 
Design 
In the experiment participants interacted with a simple air 
traffic control simulator (Figure 1). Each trial lasted 100 sec 
and was split into two on-task phases and one off-task 
phase. The trials started with a fixation cross in the middle 
of a centered circle (10 cm diameter) for 2 sec, which was 
followed by the appearance of aircraft entering the screen 
(i.e., airspace). Aircraft that were entering into the airspace 
flew at a constant speed. Some of the aircraft flew into the 
circle and others continued to fly outside of the circle, which 
represent the airspace the controller is responsible for. 
Aircraft that entered into the circle presented a request. The 
requests were either an altitude or a speed change, each 
which a specific new speed or altitude. Altitude requests 
consisted of 4 digits and speed requests of 2 digits. Requests 
were presented for 1.5 sec. The time between the offset of 
one request and the onset of the next request was 2.5 sec. 
The first on-task phase ended when aircraft started to leave 
the airspace, after which no aircraft entered for 26 sec (the 
off-task phase). After the off-task phase, a new on-task 
phase started in which aircraft entered the airspace again. 
After the second on-task phase the trial ended. 
The experiment consisted of three conditions: no WM, 
passive WM, and active WM. In the no-WM condition, six 
aircraft entered into the circle one by one, and each aircraft 
presented a speed request. If the requested value was 
smaller than 35 it should be rejected, otherwise it should be 
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 accepted. Thus, memorization of the requests was not 
required. 
In the passive WM condition, six aircraft entered the 
airspace circle and presented altitude requests one at the 
time. Participants were required to compare each request to 
the previous requests by the other aircraft in the circle. If a 
requested altitude was already occupied by another aircraft, 
it should be rejected, otherwise it should be accepted. Thus, 
previous requests should be maintained in WM. 
In the active WM condition 4 aircraft entered into the 
airspace circle and presented altitude requests one at the 
time, similar to the passive WM condition. After that, two 
aircraft would leave the airspace and two additional aircraft 
would enter the airspace circle, and present their request. 
Similar to the passive WM condition, no aircraft within the 
airspace could fly at the same altitude. However, altitudes 
can become available again if the aircraft at a particular 
altitude left the airspace. This meant that participants needed 
to actively update their WM when aircraft were leaving.  
Participants had to press ‘Z’ to reject request and ‘/’ to 
accept. Participants were required to respond while the 
request was still presented on the screen (1.5 sec). 
Following the response feedback was given for 1 sec. If the 
response was correct, the aircraft was colored by a green 
square, if it was incorrect the aircraft was colored by a red 
square. The study consisted of 36 trials grouped in 6 blocks. 
Within a block, two trials in each of the three conditions 
were administered in random order. 
Procedure 
Participants were tested individually in a windowless room 
containing a desk on which a monitor, eye-tracker camera 
and chinrest were placed. The seating distance from the 20-
inch LCD monitor (1600×1200, 60 Hz) to the chinrest with 
forehead support was 59 cm. 
The room was illuminated using a ceiling lamp, resulting 
in ambient light that provided a comfortable level of 
luminance to participants. Eye position and pupil dilation of 
either left or right eye, depending on each participant’s 
dominant eye, was measured at the sampling rate of 500 Hz 
using an SR Eyelink 1000 eye tracker. Calibration and drift 
correction were performed before the experiment and after 
each break, using a randomized target order with 9 points.  
Before staring the experiment, participants gave informed 
consent. After reading the experimental instruction a verbal 
instruction was provided to ensure that they understood the 
task. Participants started with a practice block that contained 
all three conditions. If, after three practice trials, participants 
did not understand the task, they were required to repeat it. 
Afterwards, the experiment started.  
Analysis and Classifier 
To create the optimal predictor for a potential IMS, we 
trained a classifier with pupillary data to identify different 
workload periods. Before implementing the classifier, the 
pupillary data were preprocessed. First, in order to reduce 
artifacts, saccades and blinks were detected and replaced by 
quadratic-interpolation after extending the rejection area 
with 50 msec before and after the saccades and 100 msec 
before and after the blinks. Further, pupil dilation was 
down-sampled from 500 Hz to 50 Hz, and normalized by a 
moving-average baseline of the last 20 seconds1.  
To analyze the data, we used linear mixed effects models; 
models were compared using chi-squared likelihood tests. 
Contrast testing was performed with Tukey Post-Hoc tests. 
Participants and phase were submitted as random effects. 
To classify high and low workload moments, we used 
binomial logistic regression. Classifiers were trained and 
tested with 10-fold cross-validation within-subject. To 
predict workload, we used features from the pupillary data. 
Features were created by splitting the data into windows of 
2, 3, or 4 seconds. From these windows, we calculated the 
median, SD, and a second order polynomial fit. We first 
thought to examine the slope of each curve but since our 
pupillary data is not linear, we decided that polynomial will 
fit better to our data. For the second order polynomial fit we 
used the following function:  " # = "1#& + "2#	  ,the 
fitting method attempt to fit the best possible coefficients 
(p1, p2) to the given curve at each window using the least 
squares polynomial fitting algorithm. Thus, for each 
window we had four features: the median, the SD, and the 




Figure 2 shows the average accuracy and average RTs for 
each condition. The results show that participants performed 
well on 3 conditions with a mean proportion of correct 
responses of 0.93 (SD = 0.1). RTs were measured from the 
moment of the request to the moment of response. Results 






Figure 2: Average Accuracy and Average Response Time 
(RT) per condition. 
  
                                                            
1 We used a moving-average baseline because the final goal is to 
design an IMS that does online interruption management. 
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 Pupillary Data 
Figure 3 shows percentage change in pupil size measured 
for each condition across time. Each vertical line represents 
a request (1 to 6) in each phase, the white gap represents the 
off-task interval period between the two on-task phases. The 
red line represents the active WM task, the green line 
represents the no-WM task, and the blue line represents the 
passive WM task. The initial dilation of the pupil started 
after each request and reached a peak after 1.5 sec to 2 sec 
and reduced again afterwards. In both WM conditions, pupil 
response increased gradually as a function of time. A more 
pronounced increase followed the 5th and the 6th request, 
after which it decrease below the baseline during the off-
task period. In the control task (no-WM) the pupil response 
was initially higher than in both other conditions until the 
3rd request, but then reduced almost below the baseline.  
To analyze the pupillary data, we calculated the average 
pupillary peak response for each condition across the two 
response phases (Figure 4; there was no difference in 
pupillary response between phases; * = 0.5 , .& 1 = 0, 
p=1). First we found a main effect of condition on pupillary 
response that showed a significant difference between both 
WM tasks and the no-WM task (* = −0.170 , .& 1 =35.3, p<0.001). There was no difference between the active 
WM and passive WM tasks (* = −0.185, .& 1 = 0.586, 
p=0.443). The effect of Request was found to be significant 
(* = −0.471 , .& 1 = 34.15,  p<0.001). Tukey post-hoc 
testing indicated a different pupil response to requests in the 
active WM conditions and the no-WM condition (β = 0.342, 
SE = 0.626; z = -8.297, padjusted < 0.001; β = 0.342, SE = 




Figure 4: Average pupillary peak response for each 




The classifier was trained to distinguish between two 
periods; the on-task period, which included the requests, and 
the off-task period in which participants did not perform a 
task for a period of approximately 26 sec. As explained 
above, 10-fold cross validation was performed for each 
subject. 
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Figure 3: Percentage change in pupil size measured for each 
condition across time. 
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 Figure 5:  Distribution of classifier accuracy over 
subjects. 
 
K-Fold (K=10) Cross Validation





















We explored which features yield the best classification 
results. Table 1 shows the overall mean and min-max rates 
for different features and window combinations. The first 
observation we can make is that larger windows on average 
gave the best predictions, that is, it was more effective to go 
12 second back in time than less. Second, using the 
polynomial fit in each window improved performance over 
using either the median, or the median and the SD. Thus, 
not only average dilation and its variance are informative, 
but also the pattern of dilation inside each window. Third, 
the hardest condition to classify was the no-WM condition, 
presumably because the difference between on- and off-task 
phases was the smallest in this condition (Fig. 3). 
The best feature combination were three four-second 
windows, for each of which we used the median and a two-
coefficient polynomial fit. On average, this resulted in 77% 
correct classifications. Figure 5 shows that for a majority of  
 
the participants’ classification was even over 80% in this 
case, and only one participant scored below 60%. 
 
Discussion 
The main goal of the present study was to develop a 
classifier that will predict and differentiate between low and 
high workload periods using machine learning techniques 
based on pupillary data. In order to do so we designed a 
ATC task that simulated a real world scenario and included 
different levels of workload. Based on previous studies we 
hypothesized that pupillary size would increase with 
increasing memory load and decrease with decreasing load. 
The results confirmed the hypotheses; dilation increased 
with increased WM load and was smaller when WM load 
decreased. Figure 3 clearly shows the change in pupil 
dilation during the period of on-task and off-task. 
Additionally, it can be observed that during the on-task 
pupil size increase proximally 1.5 to 2 seconds after each 
request and decrees afterward. 
Based on these results, we developed a classifier. In order 
to identify high and low workload periods, we applied 
binominal logistic regression to the pupillary data. Table 1 
shows that it is possible to classify high and low workload 
periods based on pupillary data. Using large windows, going 
back 12 seconds in time, including the median value and a 
polynomial fit per window, gave the best predictions for our 
model. This indicates that not only the level of pupil dilation 
(median) is relevant to determine workload, but also the 
direction of the change in pupil dilation. We hypothesize 
that decreasing dilation indicates the start of a low-workload 
period, whereas increasing dilation signal the start of a high-
workload period.  
Figure 5 shows the accuracy of the model for each 
participant. These results show that the classifier could 
classify above chance for all subjects, and with a high 
accuracy for the large majority. Different from our study in 
which we focused only on pupillary data, Züger and Fritz 
(2015) used several physiological sensors. On the one hand, 
this provided more features for the classifier, but it also 
makes the classifier less practical to use in a real work 
environment, while pupil dilation might be measured with 
high-end webcams (Rafiqi, Wangwiwattana, Fernandez, 
Nair, & Larson, 2015). Performance of the two classifiers 
was comparable, where we reached 77% accuracy on 
average, Züger and Fritz (2015) classifier reached 75%. 
A notable feature of the pupillary pattern observed in this 
study was the way pupil size was affected by the number of 
requests. Figure 4 indicates the difference in peak size 
between the no-WM condition and both WM conditions as a 
function of request. At the first 3 requests, the average peak 
size was larger during in the no-WM condition, but it then 
decreased sharply compared to both WM conditions. In 
Table 1. Results of the classifier (average accuracy + range) for four different feature combinations, for windows sizes of 
2, 3, and 4 seconds. 
 Median Median + SD Polynomial Median + Polynomial 
Condition 4 s 3 s 2 s 4 s 3 s 2 s 4 s 3 s 2 s 4 s 3 s 2 s 


































































































 contrast, in the WM conditions the average peak response 
increased gradually as a function of the number of requests. 
This implies that the amount of information that is stored in 
memory evoked changes in pupillary size. 
We might assume that the average of peak was larger in 
the no-WM condition during the first 3 requests because 
participants had to decide if a presented value was higher or 
lower than the given threshold. This may be confusing at the 
beginning but once participants got used to the drill it 
becomes an easy task. On the contrary, in the WM 
conditions the answer to the first request was automatically 
‘YES’, since participants were not required to compare it to 
any previous value and no storage or decision-making was 
required. Yet, as the task continued more information was 
stored in WM and more decision-making was required, 
which affected cognitive workload and pupil size.  
 To conclude, in this study we have shown that it is 
possible to use pupil dilation to determine high and low 
workload periods. These results will form the basis an 
online task-independent IMS. As our next step, we aim to fit 
our model across participants. Additionally, we would like 
to identify the high and low load periods during the on-task 
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