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Resumen
H oy en día, Internet es el medio elegido para difundir información que luego seutiliza para resolver una amplia gama de problemas. Sin embargo, a medida
que aumenta la cantidad de datos almacenados, su administración se hace más difícil y los
usuarios comienzan a sufrir la llamada sobrecarga de información. Muchos son los sectores
que, afectados por este fenómeno, no encuentran una solución al problema.
El uso, la disponibilidad y el desarrollo de la tecnología en las últimas décadas han
facilitado la recopilación de información y han permitido la generación de grandes depósitos
de datos. En los últimos años, los repositorios de documentos de texto, como la Web, por
ejemplo, han recibido más atención.
Dado el crecimiento exponencial del volumen de información textual, se hizo impres-
cindible disponer de herramientas automáticas que, a partir de la información original,
diferencien lo esencial de lo que no lo es. No toda la información tiene el mismo nivel de
relevancia. No sólo en términos de contenido, sino también en términos de intereses.
Obtener resúmenes de texto automáticamente puede constituir la solución a este problema,
especialmente en aquellas áreas de la ciencia, como la medicina, en las que la investigación
y la difusión de la información son fundamentales para su desarrollo.
Esta tesis desarrolla dos estrategias diferentes para construir resúmenes automáticos de
textos utilizando técnicas de Soft Computing. La primera utiliza una técnica deOptimización
mediante Cúmulo de Partículas que, a partir de la representación vectorial de los textos,
construye un resumen extractivo combinando adecuadamente varias métricas de puntuación.
La segunda estrategia está relacionada con el estudio de la causalidad inspirado en el manejo
de la incertidumbre por parte de la Lógica Borrosa o Difusa. Aquí, el análisis de los textos se
realiza a través de la construcción de un grafo mediante el cual se obtienen las relaciones
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causales más importantes y las restricciones temporales que afectan a su interpretación.
Ambas estrategias implican fundamentalmente la clasificación de la información y reducen
el volumen del texto considerando al receptor del resumen construido en cada caso.
El énfasis de esta tesis está puesto en la combinación de enfoques. Por un lado, se
identifican los criterios que utiliza el usuario para seleccionar las partes relevantes de un
documento. Por el otro, se construye un grafo a partir de patrones textuales útiles para la
toma de decisiones. Para llevar a cabo los casos de estudio, se obtuvieron varios documentos
médicos de Internet, un área para la cual se desarrolló una aplicación móvil que previene
errores comunes en la administración de medicamentos dependientes del tiempo.
Palabras clave: Resúmenes Automáticos, Procesamiento del Lenguaje Natural, Lógica Bo-
rrosa o Difusa, Cúmulos de Partículas, Causalidad, Inteligencia Artificial.
Abstract
N owadays, the Internet is the chosen medium for disseminating information thatis then used to solve a wide range of problems. However, as the amount of data
stored grows, its administration becomes more difficult and users begin to suffer from the
so-called information overload. Many are the sectors that, affected by this phenomenon, do
not find a solution to the problem.
The use, availability and development of technology in recent decades have facilitated the
collection of information and allowed the generation of large data repositories. In recent
years, repositories of text documents, such as the Web for example, have gained more
attention.
Given the exponential growth in the volume of textual information, it became essential to
have automatic tools that, based on the original information, differentiate what is essential
from what is not. Not all information has the same level of relevance. Not only in terms of
content, but also in terms of interests.
To obtain text summaries automatically can constitute the solution to this problem,
especially in those areas of science, such as medicine, in which research and dissemination
of information are fundamental for its development.
This thesis develops two different strategies to build automatic summaries of texts using
Soft Computing techniques. The first uses a Particle Swarm Optimization technique that,
from the vectorial representation of the texts, constructs an extractive summary combining
adequately several punctuation metrics. The second strategy is related to the study of
causality inspired with the management of uncertainty by the Fuzzy Logic. Here, the analysis
of the texts is carried out through the construction of a graph by means of which the most
important causal relationships are obtained together with the temporal restrictions that
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affect their interpretation. Both strategies fundamentally imply the classification of the
information and reduce the volume of the text considering the recipient of the summary
constructed in each case.
The emphasis of this thesis lays on the combination of approaches. On the one hand,
identifying the criteria that the user uses when selecting the relevant parts of a document.
On the other hand, constructing a graph as from textual patterns useful in decision making.
In order to carry out the cases of study, several medical documents were obtained from the
Internet, an area where a mobile application was developed to prevent common errors in
the administration of time-dependent drugs.
Keywords: Automatic Summarization, Natural Language Processing, Fuzzy Logic, Particle
Swarm, Causality, Artificial Intelligence.
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Introducción
E n la sociedad actual, la generación de datos acompaña al ser humano en la mayoríade sus actividades. Por eso el acceso y aprovechamiento de datos se han vuelto
fundamentales en todos los ámbitos.
Son numerosas las áreas interesadas en extraer conocimiento a partir de la información
almacenada, y más aún tratándose de información no estructurada. Disponer de herramien-
tas capaces de representar la información digital resulta sumamente útil para la toma de
decisiones.
En la actualidad, la mayor parte de la información digital acumulada es información
textual. Generalmente, el texto se almacena en forma de documentos digitales. Estos docu-
mentos no están estructurados ni mucho menos organizados en bases de datos tradicionales.
El texto por sí mismo no tiene ningún tipo de estándar ni restricción alguna y, por lo tanto,
procesarlo se ha vuelto una tarea extremadamente difícil.
El desarrollo de soluciones computacionales que permitan resumir texto constituye una de
las líneas de investigación que pretende reducir los problemas generados por el crecimiento
desmedido de información textual.
Esta tesis tiene por objetivo desarrollar dos estrategias capaces de resumir documentos de
texto en forma automática. Por un lado, identificando el criterio del usuario para seleccionar
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las partes principales de un documento y, por otro, extrayendo a partir de documentos
patrones textuales específicos sumamente útiles en la toma de decisiones.
A continuación se desarrollan la motivación, objetivos y aportes de la tesis. Además,
se detallan las publicaciones científicas derivadas de este trabajo y la distribución del
documento en capítulos.
1.1 motivación
Muchos años después de que el escritor y científico Toffler [1970] pronosticara que se
produciría más información de la que sería posible procesar, la explotación de datos y
el descubrimiento de conocimiento se volvieron fundamentalmente necesarios en todos
los ámbitos. Los avances tecnológicos logrados en los últimos tiempos favorecieron la
generación de grandes volúmenes de datos y, como resultado, el desarrollo de métodos
inteligentes capaces de representar la información disponible se ha vuelto esencial [Fayyad
et al., 1996].
Si bien los sistemas y aplicaciones actuales continuamente generan datos en diferentes
formatos, la mayoría de ellos producen y almacenan texto. Este formato resulta algo menos
atractivo que otros como el sonido, las imágenes y el video, pero es, sin lugar a duda,
el principal medio de comunicación entre seres humanos en la actualidad [Schreibman
et al., 2016]. Cada correo electrónico enviado, cada búsqueda realizada en Internet y cada
publicación subida a la red implica, en mayor o menor medida, datos en formato texto.
Incluso si tenemos en cuenta noticias, libros, blogs, artículos científicos e historias clínicas,
entre otros tipos de documentos digitales, todos ellos están formados por mucho texto.
Desde la invención de la escritura en la antigüedad, el ser humano ha almacenado el
conocimiento en textos y lo continúa haciendo. Desde entonces, la cantidad de documentos
disponibles ha aumentado exponencialmente mientras el costo de generar, almacenar,
duplicar y compartir dicha información fue disminuyendo [Saracco, 2017]. Al mismo tiempo,
el consumo de información aumentó notablemente. Hoy una persona normal consume
información la mitad del día [Johnson, 2011]. Dicho consumo se realiza con algún propósito,
ya sea investigar sobre un tema de tesis, encontrar la solución a un error de programación o
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averiguar los síntomas de una enfermedad. Luego, el conocimiento obtenido se lo aplica a
diario en la toma de decisiones y ésto es lo que resulta realmente importante.
A partir de la evidente explosión de información, sería ideal que el ser humano pudiera
recordar absolutamente todo, pero en ese caso el cerebro colapsaría. Aunque exista un
desacuerdo sobre la capacidad de memoria del cerebro humano [Reber, 2010], su capacidad
cognitiva se encuentra limitada. La cognición es la facultad de un ser vivo para procesar
información a partir de la percepción, el conocimiento adquirido (experiencia) y caracterís-
ticas subjetivas que permiten valorar la información. El ser humano recuerda muchas cosas,
pero al mismo tiempo que olvida muchas otras. Inconscientemente capta la información
esencial para mantenerla en su memoria. Esta tarea, tratándose de texto, se conoce como
“resumir”. Esta acción es una característica cognitiva de la inteligencia humana para retener
lo esencial.
Como ya se mencionó anteriormente, en la actual era de la información y revolución
digital abunda la información, especialmente la textual. Durante los últimos 60 años se han
logrado grandes avances en lo que refiere a resúmenes automáticos. Desde entonces se ha
intentado reducir automáticamente el tamaño de los documentos a un formato legible por
el propio ser humano, y por qué no también por las computadoras.
En los últimos años se comenzaron a desarrollar programas de computadora con su-
ficiente “capacidad cognitiva” para responder preguntas tales como «¿Cuáles fueron los
puntos importantes de este artículo?» [Torres Moreno, 2014]. En este sentido, contar con
estrategias capaces de identificar automáticamente lo principal de un documento facilita su
procesamiento, no sólo en lo que se refiere a lectores humanos, quienes son beneficiados
agilizándoles la lectura, sino también a técnicas de aprendizaje automático y de recuperación
de información concretamente.
Desarrollar un programa de computadora que resuma automáticamente un documento
requiere instrucciones precisas [Borko and Berniers, 1975]. Existen dos grandes enfoques
para tratar un documento. Uno de ellos tiene que ver con la interpretación del significado
del contenido del documento (enfoque abstractivo) y el otro con el análisis más bien de
su estructura (enfoque extractivo) [Hahn and Mani, 2000]. En esta tesis se tratan ambos
enfoques a través de la propuesta de dos soluciones diferentes aplicadas a documentos
médicos.
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1.2 objetivos
El objetivo principal de este trabajo consiste en contribuir al área conformada por el
Procesamiento de Lenguaje Natural y la Minería de Texto con dos soluciones diferentes capaces
de construir un resumen automático a partir de un conjunto de documentos. Dicho objetivo
se llevará a cabo a través de los siguientes subojetivos:
Explorar los aspectos claves de la obtención de resúmenes automáticos haciendo énfasis
en los involucrados específicamente con el desarrollo de las soluciones propuestas.
Analizar las tareas que intervienen en el preprocesamiento de texto e identificar cuáles
permitirán representar adecuadamente los documentos en cada una de las soluciones.
Obtener el corpus de documentos a utilizar en cada caso y representarlo.
Diseñar y desarrollar las dos soluciones propuestas capaces de identificar a partir de
los documentos de texto lo considerado relevante y por ende digno de ser conservado
en el resumen final a construir.
Determinar la relevancia del contenido causal de un documento y evaluar si es lo
suficientemente importante como para formar un resumen extractivo.
Realizar experimentos y evaluar los resultados obtenidos de la aplicación de las
soluciones desarrolladas.
1.3 contribuciones
Esta tesis contribuye proporcionando una descripción general del proceso de Extracción de
Conocimiento en Texto. Se hará hincapié en la etapa de preprocesamiento mostrando casos
reales que dan cuenta de la importancia de esta etapa.
El aporte central de esta investigación radica en la definición y presentación de dos
soluciones diferentes para obtener resúmenes automáticos a partir de documentos.
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La primera de ellas, para documentos que poseen cierta estructura, permite crear re-
súmenes extractivos utilizando una técnica de Optimización mediante Cúmulo de Partículas
propuesta a partir de una representación vectorial de los mismos, basada en un conjunto
amplio de métricas de puntuación de sentencias. Dicha técnica identificará el criterio del
usuario para seleccionar las partes del documento que considera importante. En lugar
de utilizar las distintas métricas en forma independiente para construir el resumen, la
respuesta del método sugiere la combinación que mejor se ajuste a la valoración que el
usuario realizó de cada parte de un documento en forma previa. El método propuesto, que
combina una representación binaria y una continua utilizando una variante original de la
técnica mencionada, no sólo permite identificar los coeficientes asociados a cada una de
las métricas sino también cuáles métricas permiten resumir lo más parecido al criterio del
usuario.
La segunda solución utiliza varios programas para extraer las sentencias causales y con
restricciones temporales existentes en un conjunto de documentos médicos y luego convertir
dichas oraciones en un grafo causal equivalente. Para ello, se identificarán y extraerán
patrones textuales específicos del texto. El modelo resultante estará formado por las re-
laciones que describen el contenido de los documentos originales mostrando únicamente
todos los vínculos “causa-efecto” encontrados junto con las restricciones temporales que
afecten su interpretación. Identificar estos patrones específicos en documentos médicos
resulta sumamente útil para la toma de decisiones en el área de salud. El grafo resultante,
además, tiene la información necesaria para generar nuevas frases a partir del recorrido
entre sus nodos y arcos.
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Este documento está dividido en cinco capítulos y dos anexos que se describen brevemente
a continuación.
capítulo 1 . Brindó una introducción al tema de tesis justificando la importancia de
contar con soluciones capaces de sintetizar automáticamente el contenido de docu-
mentos de texto. En este capítulo inicial también se definieron tanto los objetivos de
la investigación como sus principales contribuciones. Además, fueron detalladas las
publicaciones científicas que respaldan este trabajo.
capítulo 2 . Comienza con una descripción general de la Inteligencia Artificial, la Lin-
güística Computacional, el Procesamiento del Lenguaje Natural y la Minería de Textos.
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Luego, se presenta un estudio y análisis de las tareas de preprocesamiento de textos y
alternativas de representación de documentos, ambas necesarias para el desarrollo
de los siguientes capítulos. Se introducen los dos tipos de resúmenes más importan-
tes remarcando las diferencias entre ambos. Hacia el final del capítulo, se detallan
las métricas de puntuación más utilizadas para obtener resúmenes extractivos y la
representación de los documentos utilizada en el siguiente capítulo.
capítulo 3 . Presenta un método alternativo que permite generar automáticamente resú-
menes extractivos de documentos al ponderar adecuadamente las características de
puntuación de oraciones. El aspecto principal del método propuesto es la identificación
de aquellas características que están más cerca del criterio utilizado por el individuo
al resumir. El capítulo comienza introduciendo las técnicas de optimización haciendo
énfasis en la Optimización mediante Cúmulo de Partículas utilizada para el desarrollo del
método propuesto.
capítulo 4 . Desarrolla los conceptos de causalidad y temporalidad describiendo las
razones por las cuales resulta de interés estudiarlos. En este capítulo se extraerá
contenido específico a partir de documentos médicos. Se proporcionará un mecanismo
de extracción y representación de sentencias causales afectadas por restricciones
temporales cuya principal área beneficiaria será la salud. Será descrita una aplicación
que a través de la identificación de ciertos patrones textuales específicos será útil para
la toma de decisiones.
capítulo 5 . Resume las conclusiones de los capítulos anteriores y presenta algunas líneas
de investigación futuras que darán continuidad a este trabajo.
anexos A y B. El primero describe cómo la técnica desarrollada en el capítulo 3 pudo
aplicarse en la obtención de reglas de clasificación y el segundo detalla el proceso de
obtención de los documentos que conformaron el corpus utilizado en aquel capítulo.
2
Obtención de resúmenes
automáticos
L a explosión de la información fue y continúa siendo un problema real presenteen muchas áreas. A lo largo de la historia, la enorme cantidad de información
disponible y la dificultad para procesar dicha información de forma manual han sido dos
de los mayores obstáculos de la extracción de conocimiento.
En los últimos tiempos, la información textual en forma de documento digital se ha
acumulado en enormes repositorios por sobre otros tipos de datos. La mayor parte de estos
documentos no se encuentran estructurados y procesarlos se ha vuelto extremadamente
difícil.
El resumen automático de texto ayuda a procesar de manera eficiente el volumen cada
vez mayor de información textual que el ser humano simplemente no puede manejar.
Este capítulo presenta una mirada general de lo que involucra cada una de las tareas que
deben llevarse a cabo necesariamente antes de obtener conocimiento a partir de texto. Se
explica por qué se considera la obtención automática de resúmenes de texto un tema digno
de ser investigado. Además se describe el marco completo en el cual se desarrollan los dos
capítulos centrales de esta tesis.
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2.1 introducción
En la sociedad actual, los datos acompañan al ser humano en todas sus actividades y se han
vuelto cada vez más importantes. Actualmente se convirtieron en el recurso más preciado
de las empresas, organizaciones e instituciones. Si bien no existen reglas claras para calcular
su valor, se los considera tan valiosos como el oro. Es que a través de ellos, por ejemplo, se
busca generar mayores ingresos.
Los datos no valen nada si no se usan para tomar decisiones que permitan obtener
beneficios concretos. Sin embargo, el crecimiento exponencial de información digital de
los últimos años ha obstaculizado su uso. Los datos se encuentran disponibles pero al
disponerse de tantísimos datos el tiempo necesario para analizarlos y procesarlos es muy
elevado. La obtención de conocimiento a partir de los datos sin importar su tamaño e
inaccesibilidad resulta fundamental en estos casos.
Actualmente, Internet es el medio más popular para difundir información. Esto hace que
los usuarios tengan una sobrecarga de información altísima. Hoy en día siendo que más del
80% de los datos disponibles en el mundo se almacena en formato texto, su procesamiento
automático termina siendo una tarea crucial [Miner et al., 2012].
Al tratarse de texto, el conocimiento se encuentra codificado en formato no estructurado
y esto hace su extracción más difícil. Está claro que no todo lo que nos rodea es texto pero
se encuentra en todas partes [Schreibman et al., 2016]. Desde correos electrónicos, reclamos
de clientes, noticias periodísticas, páginas web hasta libros completos, artículos científicos,
reportes técnicos, publicaciones en redes sociales, entre otros, están repletos de texto.
En 2010, el CEO de Google, Eric Schmidt, declaró que cada dos días se producía el mismo
volumen de información que la generada hasta el año 2003. Esta es la situación actual, en
la cual el crecimiento de la información no se detiene, el consumo diario de información
se vuelve excesivo y la identificación automática de lo que es relevante sigue siendo un
desafío.
Desafortunadamente, la mayor parte de la información que recuperamos hoy en día es
irrelevante. Desde entonces, separar lo que es esencial de lo que no lo es, ha demostrado ser
una tarea difícil de realizar manualmente cuando el volumen de información es inmenso.
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Según Kosala and Blockeel [2000] algunos de los problemas que encuentran los usuarios
de Internet al interactuar con la información disponible son: (1) recuperación de información
específica y relevante al utilizar los servicios de búsqueda, (2) extracción de conocimiento
nuevo y útil a partir de los datos obtenidos tras el proceso de búsqueda, (3) visualización del
contenido y tipo de información de manera personalizada según los gustos y preferencias
de cada usuario.
El desarrollo de soluciones computacionales basadas en técnicas de Procesamiento de
Lenguaje Natural (NLP por sus siglas en inglés) y Minería de Texto (TM por sus siglas en
inglés) constituye una de las líneas de trabajo que buscan actualmente reducir los problemas
generados por la sobrecarga de información textual. Dentro de este tipo de soluciones, la
obtención de Resúmenes Automáticos de Texto (ATS por sus siglas en inglés) es una de ellas
ya que reduce el enorme volumen de información no estructurada a su contenido más
importante para facilitar su manipulación. Esto permite obtener los contenidos principales
de un documento en menos tiempo que si se los obtuviera en forma manual.
2.2 procesamiento de lenguaje natural
Durante años se ha tratado de entender cómo pensamos, entendemos y actuamos. Desde
sus comienzos, la Inteligencia Artificial (AI por sus siglas en inglés) se ha ocupado de imitar
patrones de razonamiento que permitan construir máquinas capaces de realizar tareas
como si las hiciera el propio ser humano [Russell and Norvig, 2009]. En la actualidad, la
Artificial Intelligence (AI) abarca una gran variedad de campos entre los cuales se encuentra
el Natural Language Processing ( NLP). Este subcampo de la Ciencia de la Computación (CS
por sus siglas en inglés) se encarga de formular e investigar métodos y técnicas informáticas
capaces de procesar y analizar grandes cantidades de datos en lenguaje natural.
La información existente en Internet y el conocimiento en general se describen en len-
guaje natural. El lenguaje natural es una forma de comunicación imprecisa y ambigua. Su
comprensión depende de cada situación, edad, cultura o incluso lugar. Dicho lenguaje no es
más que el medio utilizado por los seres humanos para comunicarse en forma oral, gestual
o escrita. El lenguaje revela muchos aspectos: pensamientos, creencias, sentimientos, etc. A
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diferencia de los lenguajes formales basados en la unión de símbolos previamente especifi-
cados, el lenguaje natural es complejo y espontáneo. Los datos textuales contienen mucho
“ruido” por la naturaleza del propio lenguaje. Desde un punto de vista computacional, el
lenguaje natural es el punto de partida hacia lenguajes estructurados interpretables por una
máquina.
La Lingüística es la ciencia que estudia el lenguaje humano y por ende se relaciona
con muchos otros campos. La intersección de la Lingüística y la Computación, da origen
a distintas ramas que se denominan de diversas maneras. La Lingüística Computacional
(CL por sus siglas en inglés) es una de ellas y se orienta a la construcción de modelos de
lenguajes “entendibles” por las computadoras. En cambio, el NLP se ocupa más de los
aspectos técnicos, algorítmicos y matemáticos de la aplicación de dichos modelos a grandes
volúmenes de texto para estructurar, extraer y transformar la información contenida en ellos.
Ambas disciplinas tienen al lenguaje natural como objeto de estudio pero considerándolo
desde diferentes enfoques.
Lingu¨´ıstica
Psicolog´ıaSociolog´ıa
Tecnolog´ıa
Computacio´n Medicina
Educacio´n
Figura 1: Interacción de la Lingüística con distintos campos.
Si bien inicialmente el NLP estaba relacionado con las gramáticas formales de Chomsky
y la búsqueda de analizadores sintácticos, en la actualidad incluye otras tantas áreas, como
la extracción de conocimiento o la recuperación de información.
Esta tesis se encuentra relacionada tanto con los enfoques antes mencionados como con el
denominado comúnmente con el nombre de Minería de Texto. Si bien pueden encontrarse
diferentes definiciones, la mayoría de los autores la definen como el proceso de analizar texto
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no estructurado mediante técnicas de aprendizaje automático para extraer conocimiento
útil para propósitos particulares.
La Minería de Texto es un área que surge de la combinación de técnicas, herramientas y
algoritmos de Minería de Datos (DM por sus siglas en inglés), Aprendizaje Automático (ML
por sus siglas en inglés) y Procesamiento de Lenguaje Natural (NLP por sus siglas en inglés).
Todas ellas se relacionan entre sí e intervienen en un proceso más general y complejo
llamado Extracción de Conocimiento en Bases de Datos (KDD por sus sigas en inglés) que les
proporciona un marco de trabajo.
2.3 proceso de extracción de conocimiento a
partir de texto
En las últimas décadas, el avance de la tecnología ha permitido la generación de enormes
repositorios de información digital. Desde entonces, ha crecido considerablemente el interés
por extraer de forma automática conocimiento a partir de los datos que se encuentran
disponibles. Esto ha dado lugar a lo que se conoce como proceso de Knowledge Discovery
in Databases (KDD).
Según Fayyad et al. [1996], “KDD es el proceso no trivial de identificar patrones válidos,
novedosos, potencialmente útiles y en última instancia comprensibles a partir de los datos”.
El conocimiento obtenido como resultado final de este proceso es lo que da valor agregado al
almacenamiento de la información y resulta de gran ayuda al momento de tomar decisiones.
Este proceso ha sido descrito con distinto nivel de detalle por muchos autores. Sin
embargo, pareciera haber consenso en reconocer al menos tres grandes etapas que pueden
verse claramente en la figura 2: la primera, relacionada con la recolección y preparación de
la información con la cual se va a trabajar, la segunda, referida a la construcción del modelo
aplicando técnicas de Minería de Datos y la última, que consiste del análisis e interpretación
del modelo obtenido y eventualmente su comunicación a quienes deben tomar decisiones.
La Minería de Datos es la parte del proceso de KDD que reúne el conjunto de técnicas
que permiten obtener los patrones mencionados previamente. Su objetivo es generar una
36 obtención de resúmenes automáticos
Figura 2: Pasos que componen el proceso de Extracción de Conocimiento en Bases de Datos.
Fuente: [Fayyad et al., 1996]
representación alternativa de la información que deje de manifiesto las relaciones existentes
en ellos. Luego, a partir de su análisis, se podrán comprender dichas relaciones y así obtener
conocimiento que permita que, por ejemplo, las empresas tomen medidas correctivas y/o
preventivas.
No obstante, para extraer el conocimiento deseado es preciso analizar en profundidad los
datos antes de aplicar cualquier técnica. Luego, una vez obtenidos los patrones, es necesario
interpretarlos para determinar su utilidad y en caso de ser necesario, revisar uno, varios o
todos los pasos previos del proceso. Gran parte del éxito de un proceso de KDD reside en
el procesamiento previo que debe realizarse sobre los datos.
De todos los modelos de DM que pueden trabajarse pareciera ser que las técnicas de
extracción de reglas son las preferidas de quienes deben tomar decisiones. Las reglas tienen
capacidad de explicarse por sí mismas y de su lectura se obtiene una justificación inmediata
de las decisiones sugeridas. En el anexo A se describirá la manera de obtener reglas de
clasificación aplicando la técnica utilizada en el capítulo 3 para resumir.
Tanto las reglas de clasificación como las otras técnicas de DM, de la misma manera que
el resto de etapas del KDD, asumen datos estructurados provenientes generalmente de
bases de datos relacionales o planillas de cálculo. En los últimos años, la predominancia de
información textual proveniente de redes sociales, periódicos en línea, correos electrónicos o
chats (entre tantas fuentes) ocasionó que el proceso deKDD sirva de marco para organizar
el conjunto de tareas que involucran el desarrollo de sistemas de minería de textos.
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Figura 3: Visión general del proceso de Extracción de Conocimiento en Textos.
Fuente: tlab.it/img/text_mining03.jpg
La Minería de Texto es un aspecto importante de Inteligencia de Negocios (BI por sus siglas en
inglés) que ayuda a los usuarios y empresas a analizar mejor el texto almacenado para tomar
mejores decisiones, mejorar la satisfacción del cliente y obtener una ventaja competitiva
[Gupta and Narang, 2012].
A diferencia del proceso de KDD tradicional, el proceso de Descubrimiento de Conocimiento
en Textos (KDT por sus siglas del inglés) parte únicamente de texto en forma de documento y
se lo preprocesa utilizando un conjunto de tareas que se aplican exclusivamente a dicho tipo
de dato (desarrolladas en la sección 2.8). A partir del texto preprocesado, se lo transforma y
representa adecuadamente (generando características) para poder continuar con el proceso
aplicando las técnicas específicas de Text Mining (TM) y/o de Data Mining (DM) (adaptadas
de ser necesario) que permiten descubrir patrones [Liang and Tan, 2007]. Al poderse aplicar
tanto técnicas de TM o DM, dependiendo de la representación utilizada, hay quienes llaman
esta etapa directamente Minería de Datos y de Texto (TDM). Como puede verse en la figura 3,
el Knowledge Discovery in Texts (KDT), al igual que el KDD, no es un proceso lineal.
2.4 minería de datos , de texto y de la web
Data Mining (DM) es la etapa del KDD a través de la cual se descubre de manera auto-
mática a partir de grandes repositorios de datos información útil en forma de patrones.
Incluye técnicas estadísticas y de aprendizaje automático para extraer el conocimiento. Text
Mining (TM) es un caso particular de DM a través del cual se busca extraer información
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Figura 4: Clasificación de la Minería Web según el aspecto de la web que se trate.
pero a partir de texto únicamente. Tanto las tareas de preparación de datos como las téc-
nicas que luego se aplican difieren significativamente de las utilizadas en DM. Durante
el preprocesamiento, DM asume datos estructurados para trabajar mientras que en TM la
identificación y extracción de características representativas de los documentos utilizando
técnicas de NLP es fundamental. Generalmente los documentos se transforman en datos
estructurados para poder ser analizados y utilizados (véase el anexo B).
Web Mining (WM) tiene muchas similitudes con el TM pero sus técnicas difieren signi-
ficativamente al incorporar tareas propias de la Web. La World Wide Web (WWW) es el
repositorio más grande existente donde los documentos contienen datos de muy diverso
tipo: texto, imágenes, audio, hipervínculos, etc. Esta diversidad, dada por datos no estruc-
turados o semi-estructurados, permite minar la web basándose en tres conceptos tal como
puede verse en la figura 4: el contenido, la estructura y el uso [Hernández Orallo et al.,
2004].
Un documento en este caso es una colección de caracteres (texto) que puede contener, a
través de los hipervínculos, referencias a otros documentos distribuidos en la web. Estos
documentos o páginas web están escritos en una gran diversidad de idiomas y abarcan
todos los tópicos del conocimiento humano.
Desde su aparición en 1990 la web ha experimentado un crecimiento exponencial. Desde
entonces, su objetivo fue compartir información a través de computadoras permitiendo la
comunicación entre las personas. Para ello, se desarrollaron: (i) un identificador de recursos
universal (URL por sus siglas en inglés) para referirse a cualquier documento (u otro tipo
de recurso), (ii) un protocolo de transferencia de hipertexto (HTTP por sus siglas en inglés)
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utilizado para el intercambio de información, y (iii) un lenguaje de marcas para hipertexto
(HTML por sus siglas en inglés).
Esta tesis tiene una mayor relación con la minería del contenido de la web ya que será
analizado el contenido de varios documentos provenientes de Internet más que la presencia
de enlaces o la información de accesos a dichos documentos.
Los documentos HyperText Markup Language (HTML) tienen marcas fundamentalmente
de formato que suelen eliminarse para tratar directamente con el texto. En los últimos años
se incrementó el uso de documentos semi-estructurados a través de eXtensible Markup
Language (XML) para representar datos con cierta estructura. Este formato, a diferencia del
HTML, permite marcar un documento por su contenido y no por cómo debe presentarse
dicho contenido en un navegador web. Con XML el contenido queda desacoplado de su
visualización facilitando su procesamiento.
2.5 documentos y colecciones
Las técnicas de TM tienen el foco en colecciones de documentos para analizar. En términos
prácticos, una colección de documentos, también llamada corpus, puede ser cualquier
agrupación de documentos basados en texto a partir de la cual se descubren patrones
aplicando soluciones de minería de texto. Por ejemplo, si se analizara una encuesta con
preguntas abiertas, el corpus estaría conformado por el conjunto de respuestas realizadas
por los encuestados [Bécue-Bertaut, 2010].
En cuanto al tamaño de tales colecciones, este puede variar. Pueden ser estáticas o
dinámicas según permitan incluir documentos nuevos o actualizados a lo largo del tiempo.
Un ejemplo de colección típica de documentos del mundo real es Medline, una base de datos
bibliográfica producida por la Biblioteca Nacional de Medicina de los Estados Unidos 1. Otro
ejemplo es PLOS Medicine 2, una revista de acceso abierto en la cual se publican artículos
de interés general sobre los principales desafíos de la salud humana en todo el mundo.
1 https://medlineplus.gov/
2 https://journals.plos.org/plosmedicine/
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Este tipo de repositorios reciben gran atención por parte de investigadores interesados en
emplear técnicas de minería de textos.
Generalmente, los repositorios ofrecen algún servicio en línea a través del cual se accede
a los resúmenes de los documentos o a los documentos de forma completa. El tamaño
de estos repositorios hace que los intentos manuales por relacionar los documentos o
identificar tendencias, por ejemplo, sean tareas extremadamente costosas y en el peor de
los casos imposibles de realizar. Las técnicas de exploración automática de documentos
provistas por la Minería de Texto no son solo un complemento útil para los lectores de dichos
documentos, sino también un requisito básico para reconocer patrones en una gran cantidad
de documentos que permitan automatizar otro tipo de tareas.
Un documento es el elemento básico de la minería de textos. A efectos prácticos, un
documento puede definirse como una unidad de datos textuales dentro de una colección.
Sin embargo, un documento no necesariamente existe dentro del contexto de una colección
particular. Los informes comerciales, los correos electrónicos, los boletines oficiales de
estado, los artículos de investigación, los comunicados de prensa, las tesis o las noticias
periodísticas son sólo algunos ejemplos de documentos.
Los documentos pueden pertenecer a cualquier tipo de colecciones, desde las organizadas
formalmente hasta las construidas en forma ad hoc. Incluso, un documento puede integrar
diferentes colecciones al mismo tiempo o diferentes subconjuntos de la misma colección
de documentos. Por ejemplo, cualquiera de los artículos científicos publicados en PLOS
Medicine también se encuentran en PubMed 3.
A pesar de considerarse el contenido de un documento información no estructurada,
puede verse al documento como un objeto con cierta estructura. En este contexto los
documentos digitales se pueden definir como un soporte de información que constituye
una unidad estructurada. Desde una perspectiva lingüística, un documento tiene cierta
estructura semántica y sintáctica, aunque dicha estructura esté implícita y, hasta cierto
punto, oculta en su contenido textual. Además, el uso de signos de puntuación, mayúsculas,
caracteres numéricos y especiales, combinados con espacios en blanco, saltos de línea,
asteriscos, entre otros, sirve como un primer marcado leve del contenido. Esto, sumado
a la incorporación de otro tipo de marcas para ayudar a identificar los subcomponentes
3 https://www.ncbi.nlm.nih.gov/pubmed/
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importantes de los documentos como títulos, autores, párrafos, encabezados y notas al pie,
permite estructurar aún más el contenido del documento. Sin ir más lejos, la secuencia de
palabras también se considera estructurada.
En general, los documentos que no utilizan etiquetas de marcado para denotar su es-
tructura tienen un formato libre y se denominan documentos con una estructura débil o
directamente sin estructura. El resto de los documentos, como la mayoría de los trabajos de
investigación científica, informes comerciales, expedientes judiciales y libros completos, son
algo más extensos y consistentes, a partir de los cuales puede inferirse su estructura. Su con-
tenido se estructura de manera tal que con algo de esfuerzo puede recuperarse exactamente
lo que se quiere del texto. A pesar de eso, se consideran documentos semiestructurados ya
que en muchos casos no poseen una estructura clara y no resulta fácil identificarla.
2.6 arquitectura general de sistemas de mi-
nería de textos
En general, los sistemas de TM toman como entrada un conjunto de documentos sin
procesar y generan varios tipos de salida, tal como puede verse en la figura 5 [Feldman
and Sanger, 2006]. Aunque desde un punto de vista centrado en el ser humano dicho
sistema de entrada-salida resulta algo más complejo. En este caso, el usuario forma parte
del descubrimiento de conocimiento a partir del texto. El sistema podría verse como un
bucle interactivo y prolongado de consultas seguidas de acciones de análisis y refinamiento
que permiten obtener una serie de resultados que, a su vez, guían al usuario hacia una
nueva serie de consultas, navegación y refinamiento.
Desde un aspecto práctico, los sistemas de TM siguen el mismo modelo que el de
los de DM y, por lo tanto, pueden dividirse en cuatro etapas principales: (a) tareas de
preprocesamiento, (b) operaciones de Minería de Texto, (c) visualización de los resultados
obtenidos, y (d) refinamiento de las técnicas empleadas.
A continuación se hará una breve mención sobre las tareas que involucra el prepro-
cesamiento de texto. Dichas tareas permiten limpiar y transformar los documentos para
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Figura 5: Modelo simple de entrada/salida para sistema de Minería de Texto.
representarlos adecuadamente. La representación a utilizar dependerá de las tareas de Text
and Data Mining (TDM) que sean aplicadas posteriormente.
2.7 recolección y selección
Cuando se trata de sistemas de TM, antes que todo deben conseguirse los documentos
que conformarán su entrada de datos. Las tres preguntas clave son las siguientes: cuáles
documentos se van a procesar, cómo puede accederse a ellos y cuáles herramientas se
pueden utilizar para tal fin.
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Como se mencionó antes, en cualquier sistema de TM el recurso principal es el corpus
de texto. Existen corpus diseñados para el desarrollo de este tipo de sistemas, muchos de
los cuales pueden accederse importando librerías específicas de determinados lenguajes de
programación. Tal es el caso de Python que a través del paquete nltk.corpus pueden utilizarse
funciones específicas para leer archivos de varios corpus en una variedad de formatos.
La mayoría de los sistemas presentados en la literatura utilizan colecciones conocidas
como las DUC [NIST, 2002] para evaluar su desempeño. Este corpus en particular contiene
docenas de textos individuales. Tanto esta colección como tantas otras vienen preparadas
para ser utilizadas en la realización de determinados experimentos de prueba. A pesar
de eso, están algo “controladas” y no representan la realidad que implica desarrollar este
tipo de sistemas y ponerlos en práctica en casos concretos con documentos reales. Por esta
razón, en esta tesis se decidió utilizar documentos no convencionales en las dos soluciones
propuestas. En este caso Internet fue la fuente principal para acceder a ellos.
La recopilación automatizada de datos de Internet es casi tan antigua como la propia
Internet. Esta recopilación puede conseguirse por medio de la utilización de APIs ofrecidas
por los dueños de los datos o bien a través de técnicas específicas que permiten hacerse de
los datos por medio del procesamiento de las páginas de los sitios web.
Si bien cada vez son más las aplicaciones que ofrecen APIs para acceder a sus datos (como
por ejemplo Twitter y Facebook), éstas a veces ponen restricciones permitiendo acceder
únicamente a una parte de la información total. Por esta razón se acostumbra a conseguir
dichos datos a través de mecanismos que combinan web scraping con un web crawler.
Su combinación permite interactuar con un sitio web de forma automatizada solicitando
información al servidor web y manipulando la respuesta. Al fin y al cabo se está navegando
por Internet saltando de un enlace a otro de manera automática, recopilando información y
almacenándola adecuadamente para su posterior uso.
Al desarrollar este tipo de programas, se termina apreciando todas las pequeñas cosas que
los navegadores hacen por nosotros [Mitchell, 2015]. La Web, sin su capa de formato HTML
y estilo CSS resulta caótica al procesarla. El procedimiento habitual tiene tres pasos básicos:
(a) recuperar datos HTML a partir de una Uniform Resource Locator (URL), (b) analizar
los datos para almacenarlos (c) y opcionalmente, continuar con otra página repitiendo el
proceso.
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Este proceso puede verse complicado cuando los sitios web cargan parte del contenido
de sus páginas utilizando programas JavaScript. En estos casos, el HTML disponible para
su procesamiento es el devuelto por el servidor web inmediatamente después de haberlo
solicitado y el contenido esperado no se carga hasta tanto el Javascript no se ejecute (lo que
implica una o varias comunicaciones con el servidor).
Sin embargo, el código Javascript es ejecutado siempre que haya de por medio un na-
vegador web. Tanto en programas que realicen web scraping como en un web scraper no
existe tal navegador. En estos casos deben usarse recursos de programación específicos para
automatizar la interacción con un navegador web como si la estuviera llevando a cabo el
usuario y así poder acceder a los contenidos que cargan dinámicamente por código. En
el caso de Python, por ejemplo, se tiene a Selenium WebDriver 4 que permite remotamente
(desde el script) ejecutar un navegador web con o sin interfaz gráfica para manipular el
recorrido por el sitio realizando los clicks necesarios y esperando la carga de contenidos
específicos.
2.8 preprocesamiento del corpus
Tanto la obtención de resúmenes automáticos como la solución a cualquier otro problema
de TM, son procesos tan complejos que requieren ser divididos en módulos o etapas. La
primera fue la captura de los documentos a ser tratados. La segunda de ellas tiene que ver
con la representación del texto en algún formato concreto que pueda ser adecuado para los
algoritmos que se aplicarán luego [Hernández Orallo et al., 2004].
En esta etapa un documento de texto plano se transforma en un objeto con caracterís-
ticas lingüísticas mínimas como palabras, oraciones o párrafos. Pero para conseguir esta
representación del documento deben realizarse previamente un conjunto de tareas que
constituyen el preprocesamiento básico en la mayoría de los sistemas de TM: eliminación
de ruido, segmentación, tokenización, normalización y reducción de léxico del texto.
Si bien se describirán a continuación cada una de ellas por separado, la mejor manera de
verlas es como un todo tal como se muestra en la figura 6 [Mayo, 2017]. Es imprescindible
4 https://pypi.org/project/selenium/
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tener un conocimiento amplio de las tareas que pueden realizarse en cada caso y los efectos
que cada una de ellas provoca. Por suerte existen paquetes específicos en la mayoría de los
lenguajes de programación, creados para facilitar el desarrollo de cada una de las subetapas
que implica el preprocesamiento de texto.
Figura 6: Relación entre tareas de preprocesamiento de texto.
2.8.1 Eliminación del ruido
Suponiendo que el corpus se obtuvo capturando páginas web de Internet, se puede asumir
que el texto recopilado está envuelto de etiquetas HTML o XML. La eliminación del ruido
ocurre siempre una vez recopilados los documentos. En ese momento, se tiene control sobre
el proceso y puede lidiarse con semejante ruido: eliminar encabezados y pies de página,
etiquetas HTML/XML y cualquier tipo de metadato o especie de marcado que pudiera
haber en el documento, entre otras cosas. En este punto son de suma utilidad las expresiones
regulares, los analizadores de HTML y XML junto con bibliotecas específicas para extraer
datos de archivos con esos formatos.
En el anexo B se describe el proceso utilizado para obtener datos en bruto de PLOS
Medicine y posteriormente construir un corpus. Allí se describirá el preprocesamiento del
texto cuya presencia de ruido será tratada. No obstante, esta subetapa, a diferencia de las
otras menos específicas, puede variar dependiendo de cómo se adquieran y ensamblen los
datos.
Como se puede imaginar a partir de la figura 6, el preprocesamiento de texto no se trata
de un proceso lineal cuyos pasos deben aplicarse exclusivamente en un orden específico. Sin
embargo, pareciera que la eliminación de ruido debiera realizarse antes que las otras subeta-
pas del preprocesamiento. Resulta natural que deba eliminarse el marcado de cualquier
texto en formato JSON, por ejemplo, antes de proceder con la tokenización.
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2.8.2 Segmentación
La segmentación es el proceso que divide el texto crudo de un documento en componentes
significativos según el caso: capítulos, secciones, párrafos, oraciones, palabras e incluso
sílabas. Las subtareas a realizar dependerán del objetivo del sistema a desarrollar. No es lo
mismo reconocer palabras clave de un texto que resumir automáticamente un documento.
La forma más común y básica de particionar el texto es el proceso de tokenización que
usualmente convierte una secuencia de caracteres en una secuencia de unidades básicas de
procesamiento conocidas como “tokens”. Estos pueden ser palabras, números, etc. Esto fue
lo que el autor de esta tesis realizó en [Villa Monte et al., 2011] y [Lanzarini et al., 2011b]
para identificar los términos más relevantes de un conjunto de correos electrónicos.
A continuación se muestra un ejemplo sencillo de partición en palabras de una cadena de
caracteres:
«smoking causes lung cancer by damaging cells»ww
«smoking» «causes» «lung» «cancer» «by» «damaging» «cells»
Desde un punto de vista visual, un token puede definirse como la secuencia de caracteres
de un texto que es tratada como una unidad indivisible para su procesamiento posterior.
Generalmente se aceptan como tokens todas las palabras delimitadas a la izquierda y a la
derecha por un espacio en blanco una vez que los signos de puntuación han sido removidos.
Cada mención de una misma palabra en un documento se trata como un token separado.
Sin embargo, la tokenización puede generar como tokens n-gramas de cualquier longitud si
fuera necesario.
Un n-grama es una subsecuencia contigua de n elementos (palabras o caracteres) construi-
dos a partir de una secuencia dada (una oración, por ejemplo). Pueden construirse a través
de una “ventana deslizante” de longitud n. Las secuencias formadas por dos elementos
se conocen como bigramas. Las formadas por tres, trigramas, y así sucesivamente. Debe
tenerse en cuenta que el número de n-gramas que resultan de un texto es mayor que el
2.8 preprocesamiento del corpus 47
número de palabras. A modo de ejemplo, a continuación se muestra el resultado de dividir
en n-gramas la cadena de caracteres del ejemplo anterior de dos maneras distintas:
bigramas de palabras
«smoking causes» «causes lung» «lung cancer» «cancer by»
«by damaging» «damaging cells»
trigramas de caracteres
«smo» «mok» «oki» «kin» «ing» «ng » «g c» « ca» «cau»
«aus» «use» «ses» «es» «s l» « lu» «lun» . . .
Si bien la tokenización parece una tarea sencilla, debe realizarse cuidadosamente. Durante
esta etapa se producen dificultades al reconocer los límites de las palabras. Los tokens son
utilizados en tareas posteriores y los límites de las palabras a veces son ambiguos debido
a particularidades de los distintos idiomas. No realizar correctamente el reconocimiento
de tokens puede condicionar los resultados finales. Algunos de los inconvenientes son los
siguientes:
faltas de ortografía (olvidar el espacio en blanco luego de un signo de puntuación),
excepciones en el uso de signos de puntuación como separadores (el punto y la coma
para delimitar decimales, el punto en acrónimos y abreviaturas, los dos puntos al
indicar horarios, la barra utilizadas en fechas, etc.),
el uso de guiones en números de teléfono o en palabras compuestas,
las mayúsculas que indican el principio de una oración o un nombre propio,
las direcciones de correo electrónico, las URLs, las citas bibliográficas, etc.,
expresiones multi-palabras a ser tratadas como un solo token («América Latina», «a
priori», «por lo tanto», etc.).
Estos son sólo algunos ejemplos que requieren especial atención y deben considerarse si
quiere tenerse una mejor representación de los documentos. Casos como los de «América
Latina» pueden resolverse a través del reconocimiento de entidades nombradas o incluso
casos más complejos como el siguiente:
«Washington was born to a prosperous family of slaveholding planters in colonial Virginia.»
«Washington is one of the wealthiest and most liberally progressive states in the country.»
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Esta subtarea consiste en la ubicación de secuencias de palabras dentro de un texto que
refieren a una entidad específica del mundo real mediante un nombre propio. El resultado
de este proceso es una clasificación de las entidades nombradas en categorías tales como el
nombre de una persona, una ubicación, una organización, etc. También pueden incluirse
otras construcciones textuales que no son estrictamente entidades nombradas, como fechas,
números identificatorios, valores monetarios, etc. En [Jurafsky and Martin, 2018] se detalla
una lista completa de los tipos y ejemplos de entidades nombradas que pueden encontrarse.
Dado que el proceso general de tokenización debe ejecutarse antes de realizar cualquier
otro tipo de procesamiento del texto, es importante que sea un proceso rápido y preciso. Para
eso se utilizan algoritmos determinísticos basados en expresiones regulares que se compilan
en autómatas de estado finito muy eficientes. Sin embargo, si se utilizan directamente las
expresiones regulares para tokenizar el texto se consigue mayor control sobre el proceso
pero llevaría mucho tiempo programar todos los casos uno por uno.
Existen varias librerías ya desarrolladas que resuelven la tokenización dependiendo del
lenguaje. Lo que mejor resulta es combinar dichas librerías con la aplicación de ciertas ex-
presiones regulares que permitan manejar casos particulares como las URLs, las direcciones
de correo electrónico, etc. Como se verá a continuación, las expresiones regulares permiten
buscar un patrón en el texto y devolver la parte del mismo que coincide con dicho patrón
[Friedl, 2002].
Expresiones regulares
Las expresiones regulares (REs por sus siglas en inglés) datan de los años 70, cuando se
las comenzó a utilizar en sistemas UNIX. Hoy son uno de los recursos imprescindibles
de cualquier lenguaje de programación. Tienen una sintaxis específica y no poseen un
ambiente de desarrollo propio. Por esta razón se ofrecen en línea sitios en los cuales pueden
desarrollarse expresiones regulares y testearse sobre casos de prueba. Los hay algunos
bastante completos como RegExr 5 o más acotados como pythex 6.
Las REs tienen una curva de aprendizaje pronunciada. Pueden resultar difíciles de
dominar y complejas de entender si no se escriben con cuidado. Hay quienes afirman que
5 https://regexr.com/
6 https://pythex.org/
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cuando se piensa la solución de un problema con expresiones regulares, se consigue tener
dos problemas por resolver en vez de uno.
El uso de expresiones regulares es más común de lo que parece. Cualquier programador
experimentado ha usado algún tipo de expresión regular. Por ejemplo, al usar el * o el signo
de interrogación ? para encontrar archivos.
Una expresión regular es un patrón de texto que consta de caracteres comunes (por
ejemplo, letras de la A a la Z o números del 0 al 9) y caracteres especiales conocidos como
metacaracteres. Así por ejemplo, el patrón «journal.pmed.*.xml» permite capturar todo lo
que comience con “journal.pmed”, siga con cero, uno o más caracteres de cualquier valor, y
termine con “.xml”. Esto podría ser útil si se quiere recuperar ciertos archivos dentro de un
directorio.
Las expresiones regulares son mucho más complejas que el patrón anterior y a su vez
más poderosas. Su empleo está normalmente asociado, aunque no solamente, a operaciones
de sustitución. Una expresión regular define la forma que debe tener una cadena de texto y
permite entre otras cosas [López and Romero, 2014]:
Comprobar si una entrada respeta un patrón dado.
Buscar la presencia de un patrón en un pedazo de texto.
Extraer porciones específicas de un texto.
Reemplazar porciones de texto.
Dividir un texto en partes más pequeñas.
Así, a través de expresiones regulares, el programador puede realizar muchas de las
tareas que han sido mencionadas a lo largo del capítulo. Por ejemplo, puede definirse una
expresión regular para detectar las URLs que generalmente traen problemas al tokenizar el
texto por el uso mayormente del punto. De la misma manera pueden definirse expresiones
regulares para detectar números, fechas, citas bibliográficas, etc.
Durante el preprocesamiento del texto suele ser necesario reemplazar ciertas expresiones
o incluso eliminarlas para poder segmentar correctamente el texto. Este es el caso de expre-
siones en inglés como “et al.”, “i.e.” o “e.g.” las cuales pueden detectarse con expresiones
regulares.
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Otro de los usos está relacionado con la búsqueda de ciertos términos en los textos
o la detección de expresiones que involucran más de una palabra formando una cierta
estructura, como se verá en el capítulo 4.
Otra utilización de las expresiones regulares se hace presente durante la captura de
documentos. En este caso, para automatizar el recorrido sobre sitios web permitiendo
la descarga de ciertos contenidos es habitual buscar dentro del HTML de sus páginas
determinados enlaces o ciertos componentes que contienen lo que se busca.
Existen otros casos en los cuales las expresiones regulares pueden facilitar la tarea de
un operador de un sistema. En el ámbito judicial de la Provincia de Buenos Aires la
carga de información contextual es determinante para alcanzar un expediente electrónico
[Maestropiedra, 2018]. Estos datos se desprenden de los propios documentos judiciales que
aportan las partes. A pesar de ello, la tarea de carga la lleva a cabo un agente judicial en
forma manual y a través de expresiones regulares podría detectarse el contenido de acuerdo
a los metadatos que son necesarios cargar.
2.8.3 Normalización
Una vez tokenizado el texto, lo siguiente que debe realizarse es su normalización. El
objetivo radica en reducir las distintas formas de inflección derivadas de una palabra o
variaciones del token a una forma común. Por razones obvias propias del lenguaje, en
los documentos se utilizan diferentes formas de una “palabra”. Por ejemplo, «investiga»,
«investigan» e «investigamos» son todas conjugaciones del verbo «investigar». Además,
«investigable», «investigador» e «investigación» también son palabras relacionadas con
dicho verbo. Incluso, se utilizan en mayúsculas si se la utiliza en un nombre propio como
“Instituto de Investigación en Informática”.
El uso de la mayúscula en algunos casos puede definir el significado de un término. En el
caso del inglés, por ejemplo, “Bob” puede haber sido usado como verbo al comienzo de una
oración o para referirse a una persona por su nombre.
Otra manera de normalizar el texto es por medio del truncado y la lematización de
palabras.
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El truncado, también llamado stemming, es un método a través del cual se reduce una
palabra a su correspondiente raíz morfológica (o stem en inglés). Permite reagrupar pala-
bras distintas que comiencen con una misma secuencia de caracteres, como por ejemplo,
“bibliotecas” y “biliotecario” las cuales se reducen a “bibliotec”. Aunque hay varios algorit-
mos de stemming, el más común y utilizado es el de Porter [Porter, 1980].
En cambio, la lematización reemplaza cada 1-grama de palabra por su correspondiente
lema o entrada en el diccionario. El lema de una palabra es su forma base, es decir, aquella
palabra que representa por convenio a todas las que derivan de ella. Por ejemplo, “quisiera”
y “querría” son derivaciones del verbo “querer”. En formas verbales busca el infinitivo y
en sustantivos su forma singular. Pero, a diferencia del stemming, la lematización requiere
el uso de rotuladores gramaticales como lo es POS Tagger 7. Por ejemplo, en el idioma
inglés, “saw” puede convertirse en “see” o quedar como está según si se lo reconoce como
sustantivo o verbo.
El stemming es considerado, por algunos autores, como una especie de lematización básica
ya que resulta ser más sencilla y económica que la obtención de lemas. El stem de una
palabra intenta representar palabras con significado similar a partir de la poda de sufijos
(para el inglés por ejemplo la “s” en los sustantivos, la “ing” en los verbos, etc.).
Otra opción algo más compleja que el stemming o la lematización consiste en unificar las
palabras que se consideren sinónimos. Por ejemplo, los verbos “comprobar” y “verificar”
son utilizados por igual la mayoría de las veces. Esto requiere de información adicional que
permita identificar el grado de sinonimia entre palabras según su sentido. Este tipo de cosas
se consigue utilizando recursos adicionales como WordNet 8. Tanto WordNet como también
POS Tagger forman parte de la solución propuesta en el capítulo 4.
2.8.4 Filtrado
Esta tarea tiene por objetivo remover los tokens de determinado tipo o aquellos que no
cumplan ciertas condiciones, tal como se explicará a continuación.
7 https://nlp.stanford.edu/software/tagger.shtml
8 https://wordnet.princeton.edu/
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La primera manera de filtrar tokens se basa en la existencia de dos clases de palabras. Por
un lado, las palabras que por sí solas tienen un significado y, por el otro, las que poseen
escasa o nula información de contenido. En el primer caso generalmente se incluyen los
sustantivos y verbos pero, en algunos casos, también los adjetivos y adverbios. En el segundo
caso se incluyen todas las palabras consideradas “no útiles”, como artículos, pronombres,
preposiciones y conjunciones. Incluso, pueden llegar a incluirse algunas otras palabras
comunes que generalmente no contienen gran cantidad de información por utilizarse con
mucha frecuencia.
Para este tipo de filtro suele aplicarse una stoplist formada por las palabras de paro
o stop-words en inglés. Esta lista indica todas las palabras que serán removidas. Dichas
palabras dependen del idioma y en principio deberían ser independientes del dominio.
Existen listas ya preparadas para cada lenguaje aunque suelen construirse manualmente
incluyendo palabras específicas que no se desean mantener.
Normalmente las stop-words representan entre el 20% y el 30% del total de palabras
contenidas en un texto típico en inglés [Torres Moreno, 2014]. Sin embargo, no toda palabra
de paro debe ser borrada. En algunos casos, cuando se quiere capturar estilo de redacción
o analizar respuestas libres de encuestas, por ejemplo, los adverbios, las negaciones y
hasta los adjetivos suelen ser extremadamente importantes y por eso se los debe conservar
[Bécue-Bertaut, 2010].
El filtrado también puede realizarse removiendo palabras demasiado frecuentes o utili-
zando umbrales de frecuencia mínimos. En general, se seleccionan aquellas palabras cuya
frecuencia es superior a cierto umbral. También puede determinarse a priori el número de
palabras distintas a conservar. Existen muchas estrategias en este aspecto.
2.9 resúmenes de texto
Como ya se mencionó anteriormente, la creciente cantidad de datos textuales disponibles ge-
nera la necesidad de avanzar en el diseño de algoritmos que aprendan patrones interesantes
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a partir de los datos. Los resúmenes de documentos son uno de los temas de investigación
centrales en este sentido.
En cuanto a la definición de resumen, la misma varía de un autor a otro según el término
utilizado para referirse a éste. Si bien parece haber un acuerdo en definir al resumen como
la representación reducida y objetiva de los contenidos de un documento, se debe distinguir
entre distintos conceptos asociados al resumen. El NISO [2015] ha publicado una guía para
preparar resúmenes en la cual distingue de forma clara los significados de abstract, extract,
structured abstract y summary.
Hace algunos años leer un libro saltándose párrafos, páginas o incluso secciones completas
era algo menos común. Hoy lo es mucho más por la abundante información textual
disponible. Hoy son pocos los que leen libros completos, noticias, revistas, artículos, etc.
Tanto la Real Academia Española como el Diccionario de Cambridge coinciden en que el
resumen es la acción y efecto de obtener una serie de declaraciones breves, claras y precisas
que indican las ideas principales y esenciales sobre algo.
La generación automática de resúmenes de texto es el proceso mediante el cual se crea
utilizando una computadora una “versión reducida” de uno o más documentos con el
contenido relevante [Torres Moreno, 2014]. Omitir oraciones o incluso párrafos completos
sin sufrir pérdida de información es algo difícil de conseguir en forma automática.
Disponer de resúmenes automáticos ofrece muchos beneficios. Un resumen, por ejemplo,
ayuda al lector de un documento a decidir si debe consultar el texto completo. En el caso de
un bibliotecario, a través de su lectura consigue una visión general del documento que lo
ayudará a determinar los términos de indexación que faciliten su acceso.
Un documento es todo elemento susceptible de ser resumido. Esto no sólo aplica a
materiales escritos como un libro o una revista, sino también a aquellos materiales que no
posean texto, como un video o una imagen. Sin embargo, los resúmenes de documentos
no textuales quedan fuera del alcance de esta tesis y al mencionar “resumen” no se hará
referencia a ellos.
Entonces, un documento de texto es una unidad de datos textual que usualmente, aunque
no necesariamente, se corresponde con algún documento del mundo real. Pueden resumirse
informes, monografías, reportes, e-mails, libros, comunicados, historias clínicas, trabajos
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científicos, cartas, expedientes, entre otros. En todos los casos la lectura del resumen facilita
la lectura del documento original. Su extensión jamás iguala ni mucho menos supera la del
documento original.
Sólo teniendo en cuenta el ámbito científico se tiene disponible una inmensa cantidad
de documentos de texto. La cantidad total de documentos es inimaginable. En los últimos
años, la difusión de información médica a través de Internet creó la necesidad de desarrollar
técnicas capaces de descubrir, acceder y compartir el conocimiento de literatura médica [Li
and Wu, 2006]. Esta es una de las razones por las cuales en esta tesis se decidió utilizar
documentos relacionados con la medicina.
Si bien entre los enfoques existentes para producir resúmenes con documentos biomédicos
el enfoque extractivo es uno de los más utilizados [Mishra et al., 2014], en esta tesis se
propone no sólo abordar la construcción del resumen por extracción sino también desde
una perspectiva algo diferente.
2.9.1 Tipos de resúmenes automáticos
A pesar de haberse comenzado a investigar hace muchos años, la obtención automática de
resúmenes no ha dejado de ser un tema relevante. Desde entonces ha recibido contribuciones
científicas de todo tipo [Spärck Jones, 2007] y lo continúa haciendo hoy en día [Gambhir
and Gupta, 2017].
Existen diferentes enfoques para generar automáticamente resúmenes. Estos están rela-
cionados con varios aspectos del resumen: si fue utilizado un único documento o varios, si
se aplicó un umbral para controlar su tamaño e incluso si intervino el ser humano durante
el proceso. En [Lloret and Palomar, 2012] se muestran en una tabla los tipos de resumen que
existen. Pese a que son varios, el más importante es el que establece dos tipos principales
de resúmenes automáticos: los extractivos y los abstractivos.
Los resúmenes extractivos están formados por “partes” del documento que fueron
seleccionadas apropiadamente. Los resúmenes abstractivos, por otro lado, están formados
por las “ideas” desarrolladas en el documento, sin hacer uso de las frases exactamente como
aparecen en el documento original. En [Hahn and Mani, 2000] se detallan claramente las
diferencias entre ambos enfoques.
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En la literatura, la mayor parte de la atención se ha puesto en seleccionar del documento,
mientras que generar un nuevo texto ha recibido menos atención de alguna manera [Saggion
and Poibeau, 2013]. El extractivo es el enfoque más utilizado ya que no tiene que reescribir
el texto ni tampoco tiene que garantizar la coherencia narrativa de lo seleccionado [Gupta
and Lehal, 2010]. Este tipo de resumen ofrece tres ventajas: (1) el tamaño del resumen puede
controlarse, (2) el contenido del resumen se obtiene con precisión, y (3) puede ubicarse
fácilmente en el documento fuente.
Un resumen extractivo está formado por un conjunto de porciones de texto (desde palabras
sueltas hasta párrafos enteros) literalmente copiadas de la entrada [Mani, 2001a], a las que
llamaremos a partir de ahora “sentencias”, haciendo referencia a oraciones únicamente. Este
enfoque extrae partes de un documento sin requerir un análisis semántico complejo [Hahn
and Mani, 2000]. Sin embargo, resulta indispensable asignar una puntuación a cada parte
del documento. Esta puntuación permite ordenar las partes de un documento de mayor
a menor en una lista cuyas primeras posiciones son las más relevantes [Edmundson and
Wyllys, 1961]. En la sección 2.10 se describirán las métricas más conocidas para ponderar
las partes de un documento.
En general, obtener un resumen extractivo puede considerarse un problema de clasifica-
ción de dos clases. A cada parte del documento se la etiqueta como “correcta” si forma parte
del resumen, o “incorrecta” si no está incluida en él [Neto et al., 2002]. Trabajos recientes
consideran la tarea de producir resúmenes extractivos como un problema de optimización,
donde una o más funciones objetivo se formulan para seleccionar las “mejores” oraciones
del documento que formarán parte del resumen [Vázquez et al., 2018]. Sin embargo, los
documentos en este tipo de trabajo se caracterizan por un conjunto de métricas definido
a priori, y su selección no forma parte del proceso de optimización, como en [Meena and
Gopalani, 2015] por ejemplo. Esta es la característica clave del método desarrollado en el
capítulo 3.
En cambio, para construir un resumen por abstracción se necesitan recursos de cono-
cimiento lingüístico específicos tales como ontologías, tesauros y diccionarios para com-
prender el contenido [Mani, 2001b]. Este enfoque resulta más complejo de llevar a cabo.
Generalmente utiliza algunas pocas tareas de preprocesamiento que no “destruyen” (en el
sentido de transformar demasiado) el documento ya que las palabras y su contexto resultan
56 obtención de resúmenes automáticos
fundamentales. Este es el enfoque seguido en el capítulo 4 para la construcción de un grafo
causal a partir del texto. Una vez preprocesado el documento se crea una representación
intermedia que lejos está de ser el documento original.
2.10 representación de documentos
En general, la tarea de resumir automáticamente se puede dividir en dos grandes fases:
(a) Construcción de la representación del texto; (b) Generación del resumen, que puede
incluir la extracción de oraciones existentes o la construcción de nuevas oraciones. La
primera de ellas comienza con las tareas de preprocesamiento detalladas en la sección 2.8 y
termina de explicarse en esta sección. Con relación a la segunda etapa, los siguientes dos
capítulos presentarán una estrategia cada uno para resumir texto. El capítulo 4 siguiendo
un enfoque más bien abstractivo y el 3 uno extractivo.
La representación de los documentos depende del problema a resolver. No es lo mismo
querer extraer palabras clave, clasificar documentos, resumirlos o incluso analizar senti-
mientos. Varios autores consideran distintas clasificaciones para los tipos de características
que pueden utilizarse.
En general pueden verse como estáticas o dinámicas. Las características estáticas son
eligidas antes del procesamiento de los documentos. Consideran al documento como una
serie de caracteres, palabras o incluso oraciones a partir de la cual se extraen estadísticas
como el número total de caracteres, el número de letras mayúsculas, el tamaño de las
palabras, la riqueza del vocabulario, la frecuencia de determinados signos de puntuación, el
uso de la voz pasiva, el número total de oraciones, la longitud promedio de los párrafos, la
presencia de ciertas palabras clave, etc. Las dinámicas, en cambio, derivan automáticamente
del procesamiento de los documentos, por lo que no se puede definir a priori cuáles
serán exactamente. Variarán de acuerdo a la colección de documentos considerada. Las
características dinámicas más comunes son las palabras que ocurren en la colección de
documentos y que no hayan sido filtradas. Incluso, también suele utilizarse los n-gramas de
caracteres y de palabras de variada longitud.
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Figura 7: Representación de bolsa de palabras utilizando pesos booleanos.
Este último tipo de característica da lugar a la construcción de diferentes representaciones
de texto. Una de ellas, quizás la más utilizada, es la representación de bolsa de palabras
(BoW por sus siglas en inglés). En dicha representación, cada documento se representa
como un vector cuya dimensión es igual al número de palabras. Cada palabra constituye
una componente del vector y representa una característica, la cual puede ser booleana (si la
palabra aparece o no en el documento) o numérica (igual al número de apariciones de la
palabra en el documento).
La figura 7 muestra la representación de bolsa de palabras utilizando pesos booleanos
para los siguientes tres supuestos documentos:
«D3: Me lleva minutos llegar al trabajo.»
«D2: Me gusta mucho el trabajo que hago.»
«D1: Trabajo mucho en mi nuevo trabajo.»
Si se utilizara la frecuencia de los términos para los pesos, la representación de los docu-
mentos 2 y 3 sería la misma. En cambio, en el documento 1 el término «trabajo» ocurre dos
veces, debiendo valer 2 su componente. Si bien en ambos casos fueron utilizadas palabras,
pueden utilizarse bi-gramas de palabras o tri-gramas de caracteres por ejemplo.
Por otro lado, los objetos o instancias de la representación utilizada corresponden a cada
uno de los documentos. En el ejemplo cada documento está compuesto por una única
oración cada uno. Si se tratara de documentos más extensos, cada uno de ellos podría
representarse por separado y cada instancia correspondería a una oración del documento.
Como se ha visto en la figura 7, los documentos son representados por una lista de valores
que corresponden a los pesos de cada término del léxico del documento. Interpretando esta
lista como un vector de n componentes, tantos como términos distintos tenga el documento,
cada documento se puede considerar un vector en un espacio n-dimensional.
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El Modelo de Espacio Vectorial (VSM por sus siglas en inglés) es una de las variantes
surgidas del Information Retrieval (IR) para recuperación de documentos [Peña et al., 2002].
Desarrollado por Salton [1971] para el sistema SMART, fue pionero en muchos de los
conceptos usados en los motores de búsqueda modernos [Olivas, 2011]. VSM representa
cada documento como un punto en un espacio [Salton, 1971]. De la misma forma que un
punto en el plano (definido por los valores de sus coordenadas) puede considerarse el
vector que va desde el origen hasta el citado punto, con los documentos sucede lo mismo
(véase figura 8). Así, documentos semejantes entre sí están ubicados cerca en el espacio
n-dimensional.
T2
T3
T1
D2 = [T21, T22, T23]
D1 = [T11, T12, T13]
D3 = [T31, T32, T33]
Figura 8: Representación del Modelo de Espacio Vectorial para tres documentos de tres términos.
En IR se cree que BoW permite estimar la relevancia de un documento respecto a una
consulta, representando tanto los documentos como las consultas como bolsa de palabras
[Salton et al., 1983]. Esta hipótesis se basa en la creencia que el vector fila en la matriz
“documento-término” de la figura 9 captura en alguna medida aquello de lo que trata el
documento. Si dos documentos tienen vectores filas similares, éstos tendrán algún aspecto
de su significado similar.
Como se vio anteriormente, en BoW cada documento es representado como una bolsa
de palabras en la cual el orden no es importante. Cada bolsa es implementada como un
vector con la frecuencia de ocurrencia en el documento de cada uno de los términos del
vocabulario. Se le llama “vocabulario” o léxico al conjunto de términos diferentes que surge
de la colección de documentos. Así, las bolsas de todos los documentos de la colección
constituyen una matriz “documento-término” de dimensión n×m, siendo n el número de
documentos en la colección y m la cantidad de términos que ocurren en esos documentos.
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t1 t2 · · · tk · · · tm
d1
d2
...
dj wjk
...
dn
Figura 9: Matriz “documento-término” correspondiente al VSM. Las filas representan cada uno de
los documentos y las columnas los términos diferentes que ocurren en ellos. wjk es el peso
del término k para el j-ésimo documento.
Como se muestra en la figura 9, la importancia de un término está determinada por su
peso wjk. Generalmente su peso lo determina su frecuencia. Las frecuencias de los términos
ayudan a describir el contenido del documento [Sparck Jones, 1972].
Si se utiliza TF en la ponderación de los términos, el peso se incrementa proporcionalmente
al número de veces que aparece el término en el documento. La forma más simple de usar
la frecuencia como indicador de importancia en la entrada de datos es la probabilidad de
aparición del término tk [Nenkova and McKeown, 2012], calculada como el cociente entre
el número de ocurrencias del término tk en el documento dj y T, el total de términos del
documento:
t f (tk, dj) =
c(tk, dj)
T
(1)
siendo T menor que m (cantidad total de términos diferentes que ocurren en el corpus D de
n documentos) o a lo sumo igual.
En cambio, utilizando TF-IDF la importancia general de un término se decrementa
proporcionalmente a sus ocurrencias en la colección entera. La frecuencia de documento
inversa se basa en que términos comunes no son buenos para discriminar documentos
[Salton and Buckley, 1988] y se calcula de la siguiente manera:
t f − id f (tk, dj, D) = t f (tk, dj) · log nd f (tk, D) (2)
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donde d f (tk, D) es el número de documentos del corpus D que contienen el término tk y
será siempre menor o igual que n.
A lo largo de esta sección se habló de palabras y términos casi indistintamente, pero no son
lo mismo. En muchos casos las palabras no son usadas directamente para la representación
de documentos sino los “términos” que se obtienen a partir de ellas. Una palabra es una
unidad léxica que tiene un significado fijo y una categoría gramatical. En cambio, al usar
“término” se hace referencia a toda aquella entidad que constituye una unidad atómica de
significado en un texto. Según la decisiones que haya tomado el programador del sistema
durante la etapa de preprocesamiento, el término podrá ser una palabra, su stem, su lema,
un n-grama de caracteres, un n-grama de palabras o incluso frases, entre otras alternativas.
Debe tenerse en cuenta que la vectorización de documentos produce matrices que pueden
llegar a ser inabordables por muchos de los algoritmos de aprendizaje automático existentes.
Las matrices resultantes son muy voluminosas, dispersas y extremadamente ruidosas. Esto
significa que la información relevante es solo una pequeña parte del volumen total de
datos disponibles [Torres Moreno, 2014]. Por esta razón, los mecanismos de filtrado y
normalización vistos en la sección 2.8 son indispensables para reducir la complejidad del
léxico y, por lo tanto, la dimensión de esta matriz. Una vez construida la matriz también suele
reducirse su dimensionalidad utilizando diferentes estrategias como Análisis de Componentes
Principales o Análisis de Correlación [Lebart et al., 2000].
Existen muchas variantes de VSM que difieren en el tipo de matriz, término y ponderación
utilizados. Estas variantes están fuera del alcance de esta tesis pero en [Jurafsky and Martin,
2018] puede consultarse un detalle completo de cada una de ellas.
2.11 ponderación de sentencias
En la sección anterior se vio la representación de los documentos independientemente del
problema a resolver. Sin embargo, al igual que sucede con cada acción que se realice durante
el preprocesamiento, la representación concreta depende estrechamente del problema. No
será la misma representación la que deba usarse si se quiere categorizar documentos por
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tema que si se lo quiere hacer por autor. Incluso, tampoco será la misma representación si
se van a extraer palabras claves de un documento o si se lo piensa resumir.
En sus orígenes, VSM se propuso para representar únicamente documentos pero rápi-
damente fue aplicado también a sentencias. Este modelo se ha utilizado en clasificación
de documentos, filtrado de información y también resumen automático de texto. Varios
algoritmos de resumen automático utilizan este modelo definido con m términos y n do-
cumentos, adaptándolo a un solo documento con m términos y p sentencias. No obstante,
cuando de resúmenes extractivos se trata, la representación predominante es la matriz que
establece la relación entre una sentencia y un conjunto de características particulares.
Estas características, tal como se adelantó en la sección 2.9.1, permiten clasificar el
contenido de un documento a través del puntaje asignado a cada sentencia [Nenkova and
McKeown, 2012]. Generalmente la puntuación de una sentencia indica su importancia
y esta se relaciona con la forma que tiene, las palabras que usa, su ubicación dentro
del documento, etc. Cada una de ellas permite seleccionar las “mejores” sentencias para
producir el resumen (aquellas con su valor más alto). Dicho resumen puede variar según la
característica utilizada.
2.11.1 Enfoques clásicos más utilizados
En la literatura, existe abundante bibliografía relacionada con los resúmenes extractivos. En
su mayoría, los trabajos relacionados utilizan métricas de scoring para caracterizar las partes
de un documento y construir su representación, como es el caso de [Litvak et al., 2010b].
Cada métrica analiza una característica determinada del documento y permite aplicar
cierto criterio de clasificación a su contenido. A continuación se hace un repaso de las más
utilizadas.
Luhn [1958] desarrolló el primer algoritmo que obtuvo un resumen simple ponderando
las oraciones a partir de la distribución de la frecuencia de palabras. En ese mismo año, Ba-
xendale [1958] usó la posición de las oraciones. Ambos fueron quienes hicieron las primeras
propuestas de indexación automática. Unos años después, basándose en el trabajo de Luhn,
Edmundson [1969] propuso utilizar la presencia de ciertas palabras y la coincidencias con
las palabras que conforman los títulos de un documento.
62 obtención de resúmenes automáticos
Muchos años después, se usó la frecuencia de los términos y la frecuencia de sentencia
inversa (ISF por sus siglas en inglés), una adaptación de la medida TF-IDF usada en IR
[Larocca Neto et al., 2000]. Al año siguiente, Gong and Liu [2001] propuso el uso de Análisis
de Semántica Latente (LSA por sus siglas en inglés) para resumir texto sin utilizar recursos
léxicos como WordNet.
En 2004, se comenzaron a desarrollar modelos basados en grafos para la extracción de
oraciones [Mihalcea, 2004] y también se presentó un método basado en la proporción de
palabras clave presentes en las oraciones y en el documento [Fatma et al., 2004]. Tres años
después, Vanderwende et al. [2007] puso en práctica la idea de usar la frecuencia de palabras
promedio para la selección de oraciones.
Estas son solo algunas de las métricas que existen. La tabla 1 muestra detalladamente
el conjunto de métricas que comúnmente se utiliza y menciona en la literatura. Por cada
tipo de métrica se indica la manera de calcular cada una de ellas. En todos los casos,
dj = {s1, s2, . . . , sp} es el j-ésimo documento de la colección, compuesto por p sentencias
a las que se le calcularán cada una de las métricas. si representa la i-ésima sentencia
del documento dj. i es un número entero entre [1, p] asignado secuencialmente a cada
sentencia de principio a fin según la ubicación dentro del documento. | | indica cardinalidad.
terms(si) = {t : t ∈ si}. keywords y title devuelven una lista de términos correspondiente a
las palabras clave y a la unión de todos los títulos del documento respectivamente.
Las métricas de posición miden la cercanía de la sentencia con el final, el principio y los
extremos del documento.
Las de longitud se emplean para penalizar las sentencias del documento demasiado
cortas. Miden su longitud en cantidad de términos o contando sus caracteres.
En el caso de la métrica de Luhn, se calcula sobre una secuencia de palabras (dentro de la
sentencia) determinada por las palabras clave del documento. c es la secuencia más larga
entre dos palabras clave dentro de una sentencia. En las siguientes dos métricas, una suma
las frecuencias de todas las palabras clave del documento que se encuentren en la sentencia
y la otra calcula la proporción de palabras clave del documento que la sentencia tiene.
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Tipo Fórmula Referencia
Posición
i
[Baxendale, 1958]i−1
max(i−1, (p− i + 1)−1)
Longitud
|terms(si)|
[Nobata et al., 2001]
∑
t∈si
|{char : char ∈ t}|
Keywords
|keywords(c)|2
|c| [Luhn, 1958]
∑
k∈keywords(si)
tf(k) [Edmundson, 1969]
|terms(si)∩keywords(di)|
|keywords(dj)| [Fatma et al., 2004]
Frecuencias
∑t∈si tf(t)
|terms(si)| [Vanderwende et al., 2007]
∑
t∈si
tf(t) · isf(t) [Larocca Neto et al., 2000]
Títulos
|terms(si)∩terms(titles)|
min
(
|terms(si)|,|terms(titles)|
)
[Edmundson, 1969]|terms(si)∩terms(titles)|
|terms(si)∪terms(titles)|
~si× ~titles(si)
|~si|×| ~titles(si)|
Cobertura
|terms(si)∩terms(dj−si)|
min
(
|terms(si)|,|terms(dj−si)|
)
[Litvak et al., 2010b]|terms(si)∩terms(dj−si)|
|terms(dj)|
~si× ~dj−si
|~si|×| ~dj−si|
Tabla 1: Detalle de métricas que más se consideran en la literatura para representar documentos y
obtener resúmenes extractivos.
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En las otras métricas, t f (tk) es la frecuencia del término tk calculada como indica la
ecuación 1 e is f (tk) la frecuencia de sentencia inversa del término tk calculada como:
is f (tk) = log
( p
s f (tk)
)
(3)
donde s f (tk) es el número de sentencias del documento dj que incluyen el término tk.
En cuanto a las métricas tanto de título como de cobertura, cuentan la cantidad de
términos comunes entre la sentencia si y otro texto. En el primer caso corresponde a los
títulos del documento y en el segundo al documento excluyendo la sentencia en cuestión.
En ambos casos, para calcularlas se tienen tres variantes según la medida de similitud
utilizada: Overlap, Jaccard o Coseno. En el caso de esta última no se utilizan las cadenas de
términos sino los vectores formados por el número de ocurrencias de cada término. Por
ejemplo, para la i-ésima sentencia se conforma el vector ~si = [c(t1, si), c(t2, si), . . . , c(tm, si)].
Existen otras métricas basadas en grafos cuyos nodos representan las oraciones del
documento y cuyos arcos las relaciones entre ellas [Litvak et al., 2010a]. El peso del arco
está determinado por la cantidad de palabras que tienen en común dos oraciones. Luego,
aplicando determinados umbrales, algunos arcos son eliminados y las oraciones de los
nodos con mayor cantidad de enlaces serán las más relevantes. El grafo simplemente es
utilizado para ponderar cada sentencia y no se lo utiliza como representación del documento
a partir de la cual extraer posteriormente un resumen, como se lo verá en el capítulo 4.
Para profundizar tanto en las métricas mencionadas como en otros métodos menos citados
puede consultarse [Torres Moreno, 2014]. Por otro lado, en el anexo B se presenta un diseño
de base de datos para almacenar de manera estructurada los documentos permitiendo
calcular el conjunto de métricas utilizado.
2.11.2 Representación basada en métricas
Basándose en la representación de Salton et al. [1975] y en las métricas antes descritas, en la
mayoría de los trabajos que tratan resúmenes extractivos, los documentos se modelan como
vectores n-dimensionales utilizando un conjunto de características numéricas obtenidas de
calcular n métricas.
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En este tipo de representación se considera al documento como una serie de palabras
en sentencias. Por lo tanto, a partir de un documento se genera una matriz S de p filas
(sentencias) y n columnas (métricas). La vectorización de un documento lo transforma en un
conjunto de p vectores “sentencia” de la forma Si = [si1, si2, . . . , sin]. Esto produce la matriz
“sentencia-métrica” de la ecuación 4.
S =

s11 s12 . . . s1n
s21 s22 . . . s2n
...
...
. . .
...
sp1 sp2 . . . spn
 (4)
Cada sentencia estará representada por su correspondiente vector Si. Los vectores de ca-
racterísticas luego son utilizados para obtener resúmenes automáticos aplicando algoritmos
más sofisticados [Nenkova and McKeown, 2012].
2.11.3 Selección de información relevante
Cuando el ser humano resume, trata de seleccionar la información relevante poniendo en
juego una serie de criterios y estrategias de relevancia que dependen en algunos casos del
tema en cuestión o del tipo de documento, pero por sobre todo de los objetivos del lector
[Pinto et al., 2005]. Diseñar un programa que seleccione frases representativas y significativas
de los documentos automáticamente requiere instrucciones precisas [Cremmins, 1996].
Para formar un resumen automático se debe seleccionar la mejor combinación de ora-
ciones. La preferencia por una sentencia está dada por la puntuación que se le asigne. Se
trata de un valor entero positivo proporcional al grado de importancia estimado. Aquellas
sentencias que reciban cero como puntaje serán interpretadas como irrelevantes mientras
que las que reciban los valores más altos serán las más significativas.
La puntuación se consigue, o bien a través de una métrica (y en ese caso se tienen tantos
puntajes como métricas se hayan calculado), o bien combinando diferentes métricas para
conseguir un único puntaje para la sentencia. En [Oliveira et al., 2016] los autores evaluaron
individualmente el desempeño de algunas técnicas de puntuación de oraciones y también
aplicando diferentes estrategias de combinación.
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En este caso se espera que la combinación lineal de ellas represente el criterio del ser
humano al resumir. Por lo tanto, el problema a resolver consiste en hallar ciertos coeficientes
tales que, aplicados a los valores de las métricas para cada sentencia, permitan aproximar
un puntaje similar al que le pondría el humano y así construir un resumen lo más parecido
a la realidad.
2.12 conclusiones
Obtener conocimiento nuevo a partir de la información almacenada no es una tarea sencilla
y mucho menos si se trata de información no estructurada. El objetivo principal del TM es
obtener nueva información a partir de fuentes de datos en formato texto. Constituye junto
con el NLP y el ML entre otros, el proceso de KDT.
Se comenzó el capítulo introduciendo la problemática actual y contextualizando cada
uno de los conceptos que implica el desarrollo de sistemas de TM. Fueron desarrolladas las
etapas del KDT haciendo hincapié en las diferencias que tiene con el conocido KDD.
En particular, se explicaron las tareas que involucra el preprocesamiento de texto. Esta
etapa depende del problema a resolver, del criterio del programador del sistema y/o de los
expertos que intervienen en su desarrollo. Del conocimiento absoluto y la supervisión de
cada una de las tareas que se realicen dependerá la representación de los documentos.
Se presentaron los dos tipos de resúmenes automáticos más importantes y las caracterís-
ticas de cada uno de ellos. De todos los enfoques que podían utilizarse para construir un
resumen automático, la última parte del capítulo estuvo dedicada a explicar en detalle la
representación vectorial que puede conseguirse a partir de los documentos a través de la
caracterización de sus sentencias, utilizando un conjunto de métricas. Dicha representación
será utilizada en el próximo capítulo y difiere completamente de la utilizada en el capítulo
4.
3
Resumen utilizando una técnica de
optimización mediante cúmulo de
partículas
L a generación de resúmenes automáticos de documentos continúa siendo una tareadifícil de resolver y más cuando el resumen a construir debe ser lo más parecido
posible al resumen que el ser humano construiría. Esta tesis presenta un método alternativo
que, utilizando la Optimización mediante Cúmulo de Partículas (PSO por sus siglas en inglés),
permite construir el resumen deseado.
El método genera automáticamente resúmenes extractivos de documentos al ponderar
adecuadamente las características de puntuación de las sentencias. La particularidad del
método aquí propuesto está en la identificación de aquellas características que están más
cerca del criterio utilizado por el individuo al resumir y el descubrimiento de los coeficientes
de ponderación correspondientes. El método propuesto combina una representación binaria
y una continua de las partículas, haciendo uso de una variación original de dicha técnica.
Hallar mediante una técnica de optimización la mejor solución posible o la solución óptima
de un problema concreto no siempre es una tarea sencilla. Todo dependerá de la complejidad
del espacio de búsqueda. Para aplicar una técnica de optimización poblacional como PSO
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se debe definir qué información almacenará cada individuo, cuál será la inicialización de
la población y cuál será el desplazamiento que las partículas harán dentro del espacio
de búsqueda, entre otras cuestiones. Este capítulo brindará todos los detalles del método
propuesto aplicado a la obtención de resúmenes.
3.1 técnicas de optimización
Cuando los problemas no son demasiado complejos existen técnicas para hallar su solución,
como lo es la búsqueda del óptimo utilizando información del gradiente. Sin embargo,
a medida que la complejidad del espacio de búsqueda aumenta, el costo computacional
de dichas técnicas se incrementa notablemente, haciendo su aplicación inviable. En estos
casos, se aceptan soluciones alternativas encontradas en un tiempo razonable. Se trata de
soluciones que se aproximan a la solución óptima y que cumplen con una cota de error
establecida.
Cuando la solución exacta es difícil de obtener, las estrategias de búsqueda aproximadas
mediante técnicas de optimización han demostrado ser sumamente efectivas. Entre dichas
técnicas se distinguen las basadas en una única solución y las que utilizan grupos de
soluciones para aproximar el óptimo. En el primer caso, se perfecciona sucesivamente la
solución actual. En el segundo, en cambio, un conjunto de soluciones denominado población
es mejorado a través de procesos biológicos.
En biología, adaptación es el proceso realizado por un organismo que ha evolucionado
durante un período de tiempo con el objetivo de acomodarse a las condiciones de su entorno
[Futuyma, 2006]. La naturaleza ejemplifica a diario el éxito de los procesos adaptativos. Los
seres humanos los han imitado en numerosos contextos y disciplinas con el único objetivo de
“mejorar” su desempeño a la hora de resolver un problema. Por lo tanto no es de extrañar
que, explícita o implícitamente, se hayan utilizado ciertos comportamientos biológicos para
la construcción de modelos matemáticos complejos y que se hayan usado muchas metáforas
y términos procedentes de la genética, la etología, e incluso de la etnología o la psicología
para justificar decisiones y/o acciones [Clerc and Kennedy, 2002].
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La Inteligencia de Cúmulo (o SI por sus siglas en inglés) basa la búsqueda de la mejor
solución en la “inteligencia colectiva”. El objetivo es utilizar el conocimiento adquirido por
los individuos de la población para mejorar el desempeño del grupo. Según el enfoque
empleado, podrán utilizarse individuos existentes para generar nuevos individuos, como lo
hacen los algoritmos genéticos, o permitir que los individuos se desplacen en el espacio
de soluciones observando el comportamiento de su entorno y el suyo propio. Esto último
corresponde al SI que será desarrollado en este capítulo por tratarse de la estrategia en la
que se basa el método propuesto. La optimización realizada de esta forma se denomina
Optimización mediante Cúmulo de Partículas (PSO por sus siglas en inglés).
Las siguientes secciones describen los tipos de esta técnica que fueron utilizados en el
método que permite obtener una solución óptima aproximada a través de una población de
tamaño fijo. Sus individuos tienen la capacidad de desplazarse por el espacio de soluciones
continuo y discreto recordando su mejor desempeño y observando su entorno.
3.2 optimización mediante cúmulo de partícu-
las
El algoritmo metaheurístico basado en población conocido como PSO fue propuesto por
Kennedy and Eberhart [1995]. Al igual que otras técnicas de optimización, su funcionamiento
tiene una inspiración biológica imitando el comportamiento social de algunos grupos de
animales como las aves y los peces (véase la figura 10). Estos grupos utilizan la inteligencia
colectiva para resolver distintas situaciones.
Este comportamiento no es exclusivo de los animales ya que los seres humanos también lo
utilizan. Por ejemplo, si un grupo de personas se encuentra atrapado en un incendio tenderán
a buscar una salida rápida. Quienes no puedan hallarla observarán el comportamiento
de los demás y seguirán a la mayoría aun sin saber si la dirección elegida es la correcta.
Como puede observarse, según este enfoque, el conocimiento actual de cada individuo se
ve afectado por el entorno. Para más detalles sobre SI o los aspectos filosóficos de PSO se
puede consultar [Kennedy and Eberhart, 2001].
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(a) Peces (b) Aves
Figura 10: Ejemplos de Inteligencia de Cúmulo en la naturaleza.
En [Kennedy and Eberhart, 1995], la población está compuesta por un cúmulo de tamaño
fijo de individuos. Cada individuo de la población, llamado “partícula”, es una posible
solución al problema que permanentemente busca mejorarse a través de un proceso de
adaptación que tiene en cuenta tres factores esenciales: (i) conocimiento actual sobre su
entorno (su capacidad para resolver el problema indicado por su valor de aptitud o fitness),
(ii) conocimiento histórico o experiencias anteriores (memoria o conocimiento cognitivo), y
(iii) conocimiento sobre individuos situados en su vecindario (cooperación o conocimiento
social).
Los dos primeros hacen referencia a los aspectos culturales de los individuos del cúmulo
y el último a su capacidad de observar al grupo e imitar comportamiento, brindándole
un aspecto social. En su versión original, cada partícula está en continuo movimiento,
explorando el espacio de búsqueda, y nunca muere. De esta forma, se consigue mejorar
las soluciones evolucionando toda la población a lo largo de las iteraciones del algoritmo.
Los movimientos de las partículas se encuentran acotados dentro del espacio de búsqueda.
Dicho espacio se encuentra definido de antemano y no se permite que las partículas se
desplacen fuera de él. El algoritmo 1 describe el proceso de búsqueda y optimización llevado
a cabo por el PSO básico.
La figura 11 ilustra el movimiento de una partícula en el espacio de soluciones. A
medida que las partículas pierden velocidad, la información referida a su mejor desempeño
anterior y a la mejor solución del vecindario comienzan a tomar importancia, provocando
su estabilización.
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Algoritmo 1 Pseudocódigo del algoritmo básico de PSO
1: inicializar las variables necesarias
2: crear la población de partículas
3: repeat
4: ajustar el valor del factor de inercia
5: for all partícula de la población do
6: calcular su fitness
7: if el fitness es mejor que el de su mejor partícula then
8: actualizar su mejor partícula y guardar el fitness
9: end if
10: end for
11: for all partícula de la población do
12: recuperar la mejor partícula del vecindario
13: actualizar la velocidad y modificar la posición de la partícula
14: end for
15: until alcanzar la condición de terminación
16: return la solución de la mejor partícula de la población
Con respecto a la mejor partícula del vecindario, si se trata de unPSO global, se tiene en
cuenta toda la población. En cambio, si se trata de uno local, la mejor partícula se consigue
del entorno inmediatamente próximo a la partícula. El tamaño de dicha vecindad influye en
la velocidad de convergencia del algoritmo, así como en la diversidad de los individuos de
la población. A mayor tamaño de vecindad, la convergencia del algoritmo es más rápida
pero la diversidad de los individuos es menor. En las próximas secciones, a medida que
el método propuesto sea desarrollado, se podrán entender el resto de los aspectos del
algoritmo 1.
Desde su creación se han desarrollado diferentes versiones de esta conocida técnica de
optimización [del Valle et al., 2008]. Originalmente se definió para operar sobre un espacio
de búsqueda continuo, por lo cual debían tenerse en cuenta consideraciones especiales para
trabajar en espacios discretos. Por esta razón, años más tardeKennedy and Eberhart [1997]
definieron una versión binaria del método. Uno de los principales problemas que tuvo dicha
versión fue la dificultad para cambiar de 0 a 1 y de 1 a 0 una vez estabilizado. Esto impulsó
el desarrollo de diferentes versiones binarias del PSO que buscaron mejorar su capacidad
exploratoria.
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Figura 11: Movimiento de una partícula del instante t al instante t + 1 siendo pi(t) su posición
actual, pi(t + 1) su siguiente posición, vi(t) la velocidad actual (inercia), pBesti(t) la mejor
solución hallada hasta el momento (memoria) y theBest(t) la mejor solución del vecindario
(cooperación).
3.3 método propuesto basado en pso
Usar PSO para generar un resumen extractivo que combine diferentes métricas de pun-
tuación requiere utilizar ambos tipos de PSO mencionados anteriormente. Por un lado, se
debe seleccionar el subconjunto de métricas a utilizar (parte discreta) y, por el otro, se debe
establecer la relevancia de cada una de estas métricas (parte continua). Por este motivo, el
método PSO que se usará aquí combina una versión binaria y una continua. Este principio
se utilizó con anterioridad para encontrar reglas de clasificación a partir de información de
instituciones financieras que permitieran mejorar la distribución de los créditos (véase el
anexo A).
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3.4 algoritmo de optimización utilizado
Para moverse en un espacio n-dimensional, cada partícula pi de la población está formada
por: (a) un individuo binario BinInd y su mejor individuo BestBinInd, ambos con el
formato BinIndi = (binIndi1, binIndi2, . . . , binIndin); (b) un individuo continuo RealInd
y su correspondiente mejor individuo BestReal Ind, ambos con el formato RealIndi =
(real Indi1, real Indi2, . . . , real Indin); (c) el valor de aptitud f iti correspondiente al individuo
y el de su mejor individual f itBestIndi; y (d) tres vectores de velocidad, V1, V2 y V3, todos
con el formato V1i = (v1i1, v1i2, . . . , v1in).
Como se puede ver, la partícula tiene una parte binaria y otra continua. Las velocidades
V1 y V2 se combinan para determinar la dirección en la que la partícula se moverá en
el espacio discreto, y V3 se usa para mover la partícula en el espacio continuo. BinInd
almacena la ubicación discreta de la partícula, y BestBinInd almacena la ubicación de la
mejor solución encontrada hasta el momento. Tanto BinInd y BestBinInd como RealInd y
BestReal Ind contienen la ubicación de la partícula y la de la mejor solución encontrada en
los espacios binario y continuo respectivamente. f it es el valor de aptitud del individuo, y
f itBestInd es el valor correspondiente a la mejor solución encontrada por éste. En la sección
3.7, se describirá el proceso utilizado para calcular la aptitud de una partícula a partir de
sus dos posiciones (una por cada espacio).
Luego, cada vez que la i-ésima partícula se mueve, su posición actual cambia de la
siguiente manera.
Parte binaria
v1ij(t + 1) = wBin.v1ij(t) + ϕ1.rand1ij.(2.bestBinIndij − 1) (5)
+ϕ2.rand2ij.(2.theBestBinIndij − 1)
donde wBin representa el factor de inercia, Rand1 y Rand2 son valores aleatorios con
distribución uniforme en [0, 1], ϕ1 y ϕ2 son valores constantes que indican la importancia
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asignada a las respectivas soluciones, bestBinIndij y theBestBinIndij corresponden al j-
ésimo dígito de los vectores binarios BestBinInd y TheBestBinInd de la i-ésima partícula, y
TheBestBinInd representa la posición binaria de la partícula con el mejor valor de aptitud
dentro del entorno de la partícula pi (si se trata de un PSO local) o de todo el cúmulo
(si es global). Como se muestra en la ecuación 5, además de considerar la mejor solución
encontrada por la partícula, también se tiene en cuenta la posición de la mejor partícula
vecina. Por lo tanto, el valor theBestBinIndij corresponde al j-ésimo valor del vector BinIndk
de la partícula pk con un valor de aptitud f itk mayor que su aptitud ( f iti).
Cabe señalar que, como se discutió en [Lanzarini et al., 2011a] y a diferencia del método
binario descrito en [Kennedy and Eberhart, 1997], el movimiento del vector V1i en las
direcciones correspondientes a la mejor solución encontrada por la partícula y la mejor de
su vecindario no dependen de la posición actual de la partícula. Luego, cada elemento del
vector de velocidad V1i se calcula con la ecuación 5 y se controla con la ecuación 6,
v1ij(t) =

δ1j si v1ij(t) ≥ δ1j
−δ1j si v1ij(t) ≤ −δ1j
v1ij(t) si no
(6)
δ1j =
limit1j upper − limit1j ,lower
2
(7)
donde v1ij ∈ [−limit1j, limit1j] debido a los límites que mantienen los valores de las
variables dentro del rango establecido. Luego, el vector V1 se usa para actualizar los valores
del vector de velocidad V2, como se muestra en la ecuación 8,
v2ij(t + 1) = v2ij(t) + v1ij(t + 1) (8)
El vector V2i se controla de forma similar al vector V1i cambiando limit1j upper y limit1j lower
por limit2j upper y limit2j lower, respectivamente. Esto generará δ2j que se usará como en 6
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para limitar los valores de V2i. Luego, la nueva posición de la partícula se calcula usando la
ecuación 10, aplicando la función sigmoide (ecuación 9),
sig(x) =
1
1+ e−x
(9)
binInd(t + 1) =
 1 si randij < sig(v2ij(t + 1))0 si no (10)
donde randij es un número aleatorio con distribución uniforme en [0, 1]. La aplicación de la
función sigmoide en la ecuación 10 cambia radicalmente la forma en que se usa el vector de
velocidad para actualizar la posición de la partícula.
Parte continua
v3ij(t + 1) = wReal.v3ij(t) + ϕ3.rand3ij.(bestBinIndij − real Indij) (11)
+ϕ4.rand4ij.(theBestReal Indij − real Indij)
siendo
real Indij(t + 1) = real Indij(t) + v3ij(t + 1) (12)
donde, al igual que en la parte binaria, wReal representa el factor de inercia, Rand3 y Rand4
son valores aleatorios con distribución uniforme en [0, 1], y ϕ3 y ϕ4 valores constantes que
indican la importancia asignada a las respectivas soluciones. En este caso, TheBestReal Ind
corresponde al vector RealInd de la misma partícula desde la que se tomó el vectorBinInd
para ajustar V1i con el vector TheBestBinInd en la ecuación 6. Tanto V3i como RealIndi
están controlados por limit3j upper, limit3j lower, limit4j upper y limit4j lower, de manera similar
a como se controlaron los vectores de velocidad V1 y V2 en la parte binaria.
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Debe notarse que, aunque el procedimiento seguido para actualizar los vectores V2
y real Ind es el mismo (véanse ecuaciones 8 y 12), los valores de V2 se utilizan como
argumento en la función sigmoide (ecuaciones 9 y 10). Esto permite obtener un valor
dentro del intervalo [0, 1] que equivale a la probabilidad de que la posición de la partí-
cula tome el valor 1. Por lo tanto, se podrán obtener probabilidades dentro del intervalo
[sig(limit2j lower), sig(limit2j upper)]. Siendo que la función sigmoide para valores extremos
produce valores de probabilidad muy similares, cercanos a 0 o 1, permite reducir la posibi-
lidad de cambio en los valores de las partículas, estabilizando la población.
3.5 representación de los individuos
Como se vio en la sección 2.11.2, para representar los documentos se utilizan las dieciséis
métricas más consideradas en la literatura (detalladas en la tabla 1). Cada sentencia de cada
documento del corpus se convierte en un vector numérico cuya dimensión está dada por
el número de métricas a usar, en este caso, dieciséis. Por lo tanto, cada documento estará
representado por un conjunto de estos vectores cuya cardinalidad coincide con el número
de sentencias que contiene en total.
Usar PSO para resolver un problema específico requiere tomar dos decisiones importantes:
qué información incluir en la partícula y cómo calcular su valor de aptitud. Durante el
proceso evolutivo, las partículas compiten entre sí buscando la mejor solución. En el caso del
resumen automático de documentos, consiste en encontrar los coeficientes que, aplicados a
los valores de las métricas de cada sentencia, obtienen una selección similar a la establecida
por el usuario.
Siguiendo las indicaciones detalladas en la sección anterior, cada partícula está formada
por cinco vectores y dos valores escalares. La dimensión de los vectores está determinada por
la cantidad de métricas a usar. El vector binario BinInd determina las métricas a considerar
según el valor de cada posición. Si la j-ésima posición del vector es 1 significa que la métrica
j se considera y si vale 0 significa que no. El vector RealInd incluye los coeficientes que
ponderarán la participación de cada métrica en el cálculo del puntaje. Los tres vectores
restantes son vectores de velocidad y se manipulan como fue descrito en la sección anterior.
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El método propuesto comienza con una población de N individuos ubicados aleatoriamente
dentro del espacio de búsqueda según los límites preestablecidos. Sin embargo, la parte
binaria no se inicializa igual que la continua.
Durante el proceso evolutivo, los individuos se mueven tanto a través del espacio discreto
como del continuo según lo visto en la sección 3.4. Algo que debe tenerse en cuenta es cómo
modificar el vector de velocidad cuando se usa la función sigmoide (ecuación 9).
parte continua . En la versión continua de PSO, el vector de velocidad inicialmente
adquiere valores más altos para facilitar la exploración del espacio de soluciones,
pero estos se reducen más tarde (normalmente, en forma proporcional al número
máximo de iteraciones a realizar) para permitir que la partícula se estabilice buscando
la solución en un área específica identificada como “prometedora”. En este caso,
el vector de velocidad representa la inercia de la partícula y es el único factor que
impide que sea fuertemente atraída, ya sea por sus experiencias previas o por la mejor
solución encontrada por la población.
parte binaria . Por otro lado, al usar la representación binaria de la partícula, aunque el
movimiento sigue siendo real, la función sigmoide se ocupa de binarizar el resultado
e identificar la nueva posición de la partícula. Para tener capacidad exploratoria,
dicha función debe comenzar evaluando valores cercanos a 0, donde hay una mayor
probabilidad de cambio. En el caso particular de la función expresada en la ecuación 9,
cuando x es 0, devuelve un resultado de 0.5. Este es el mayor estado de incertidumbre
cuando la respuesta esperada es binaria (un 0 o un 1). Luego, a medida que su
argumento se aleja de 0, ya sea en dirección positiva o negativa, su valor se estabiliza.
Por lo tanto, a diferencia de lo que se hace en la parte continua, cuando se trabaja
con PSO binario se debe aplicar el procedimiento opuesto, es decir, comenzar con una
velocidad cercana a 0 y luego aumentar o disminuir su valor.
Debido a las razones explicadas anteriormente, en la ecuación 5 se usa un factor de inercia
diferente al utilizado en la ecuación 11. Se utiliza wBin para actualizar el vector de velocidad
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V1 y wReal para V3. Ambos factores w (wBin y wReal) se actualizan dinámicamente según
la ecuación 13,
w = wStart− (wStart− wEnd) ∗ ite
maxIte− 1 (13)
donde wStart es el valor inicial de w y wEnd su valor final, ite es la iteración actual, y
maxIte es el número total de iteraciones. El uso de un factor de inercia variable facilita la
adaptación de la población. Un valor de w superior al comienzo de la evolución permite a
las partículas realizar grandes movimientos y alcanzar diferentes posiciones en el espacio
de búsqueda. A medida que el número de iteraciones avanza, el valor de w disminuye, lo
que les permite realizar ajustes más precisos.
El algoritmo propuesto utiliza el concepto de elitismo, que preserva al mejor individuo
de cada iteración. Una vez que la población termina de moverse, si el mejor actual es peor
que el de la generación anterior entonces se lo reemplaza por aquel (quien tuvo el mejor
desempeño en la iteración anterior).
El proceso adaptativo finaliza cuando se alcanza el número máximo de iteraciones
(indicado antes de iniciar el proceso) o cuando el mejor fitness no cambie (o cambie sólo
ligeramente) durante un porcentaje determinado del número total de iteraciones.
3.7 diseño de la función de aptitud
El aprendizaje del criterio utilizado por una persona al resumir un texto requiere que dicha
persona resuma un conjunto de documentos previamente. Comúnmente se resaltan aquellas
partes del texto consideradas importantes asignando etiquetas. Cada parte del documento
será de un tipo: “positiva”, si se encuentra en el resumen, o “negativa”, en caso contrario.
Independientemente del problema que se deba resolver, uno de los aspectos más impor-
tantes de una técnica de optimización es su función de aptitud. Por plantearse la obtención
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del resumen como un problema de clasificación se utilizará la matriz de confusión para
medir el rendimiento de la solución encontrada por cada partícula.
Entre las métricas más populares utilizadas en ML se decidió utilizar el llamado Coeficiente
de Correlación de Mathews (MCC por sus siglas en inglés) ya que en este caso puntual Recall,
Precision y F-measure no son útiles para diferenciar la calidad de diferentes soluciones en
este problema. Sucede que las tres tienen el mismo valor al no incluir True Negatives en su
cálculo y ser la suma de True Positives y False Negatives igual a la suma de True Positives y
False Positives. En cambio, MCC considera todas las celdas de la matriz de confusión y, por
lo tanto, maximiza la precisión global del modelo de clasificación. Como resultado, no debe
calcularse el promedio de las matrices de confusión correspondientes a cada documento de
entrenamiento. Los valores de MCC oscilan entre [−1, 1], donde 1 corresponde al modelo
perfecto y −1 al peor. Finalmente, la aptitud del individuo se calcula de la siguiente manera:
f itness(pi) = ∑
d∈corpus
|summary(d)|
|all summaries| ∗MCC (14)
Como se puede ver en la ecuación 14, la matriz de confusión utilizada para calcular el
valor de MCC debe construirse por cada partícula y cada documento. Construir esta matriz
implica reconstruir la solución representada por la partícula en función de sus vectores
binInd y real Ind. El primer vector permitirá identificar las características más representativas
del criterio aplicado por el usuario, y el segundo permitirá ponderar cada uno de ellas. Si
bien ambos representan la posición de la partícula en cada espacio, del vector continuo sólo
se usan las posiciones indicadas por el binario.
Por otro lado, como los documentos no tienen el mismo tamaño y sus resúmenes tampoco,
el MCC de cada documento se multiplica por el cociente entre la cantidad de sentencias
del resumen (indicado por la partícula) y la cantidad total de sentencias si se suman los
resúmenes de todos los documentos (usando lo indicado por el usuario).
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Dado que se calculan varias métricas para cada una de las sentencias de cada documento,
se espera que su combinación lineal represente el criterio aplicado por el usuario, tal como
se expresa en la ecuación 15.
score(RealIndi, Sk) =
n
∑
j=1
(real Indij ∗ skj) (15)
donde ∑nj=1(real Indij) = 1, siendo real Indij el coeficiente que el individuo i usará para
ponderar el valor de métrica j en la sentencia k indicada como skj (véase la ecuación 4).
score(Real Indi, Sk) retorna un número entero positivo proporcional a la importancia estimada
de la sentencia. Dado que cada coeficiente corresponde al valor de real Indij para el individuo
y está dentro del intervalo [−limit4j, limit4j], antes de usarlo para los cálculos, debe ser
escalado a [0, 1] usando dichos límites. De no hacerlo, se permitiría que los valores de
las métricas sean restados para ajustar el puntaje e incluso sumados más de una vez. Sin
embargo, PSO requiere valores tanto positivos como negativos para mover las partículas
dentro del espacio de búsqueda. Una vez que los valores han sido escalados, se dividen
por el total para identificar las métricas que tienen una mayor influencia en los cálculos de
puntuación.
Cada partícula evoluciona para encontrar coeficientes que, cuando se multiplican por
los valores de cada métrica para todas las sentencias, permiten aproximar el resumen
producido por el usuario. Una vez que se calculó el puntaje de todas las oraciones en el
documento, se pueden ordenar de mayor a menor. Aquellas oraciones que tienen 0 de
puntaje se interpretarán como irrelevantes, mientras que aquellas que reciban valores más
altos serán más significativas. La preferencia del usuario para una sentencia del documento
estará determinada por la puntuación que le asigna la combinación lineal. Luego, el resumen
automático del documento se obtendrá considerando las mejores t oraciones, siendo t un
umbral definido a priori.
Cabe señalar que la evaluación del rendimiento del individuo no se limita a todos los
componentes del vector BinInd cuyo valor es 1, sino que el individuo binario se utiliza
para generar combinaciones de métricas. Todas las combinaciones posibles se generan
al seleccionar a lo sumo una métrica por cada tipo. El único caso en el que no se usaría
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ninguna métrica es cuando todas las posiciones del vector son 0. Cuando hay un solo 1 en las
posiciones del vector correspondientes a un tipo de métrica, la métrica correspondiente será
la única de ese tipo que participe en las combinaciones. Este procedimiento no sólo permite
reducir la dimensionalidad, sino que también ayuda a evitar incoherencias y redundancias
entre las métricas incluidas en el criterio de resumen. Por ejemplo, no tendría sentido utilizar
simultáneamente dos medidas de posición, una que asigne un mayor peso a las oraciones
que se encuentran al principio del documento y otra que haga exactamente lo mismo con
las oraciones del final. En este caso, el método debe seleccionar la métrica de posición que
asigna valores altos a las oraciones ubicadas en cualquiera de los extremos del documento.
Después de evaluar todas las combinaciones posibles de métricas, se selecciona aquella
que consiga el mayor valor de aptitud. Como resultado, el vector BinIndi se convierte en
el vector FitIndi. Dicho vector mantiene el valor indicado en real Indij únicamente en las
métricas que resulten de la combinación ganadora (las demás posiciones tendrán 0). Para
evitar afectar excesivamente la manera en que funciona la técnica de optimización, cada
elemento que no participó de la combinación ganadora recibirá una reducción del 2 % en
v1ik y una reducción de 25 % en v2ik. Por lo tanto, la posibilidad de que las dimensiones
descartadas se seleccionen en el siguiente movimiento de la partícula se reduce. Sin embargo,
no se anulan por completo, permitiendo continuar explorando cerca de la solución que está
siendo propuesta actualmente por la partícula.
Finalmente, después de evaluar el valor de aptitud de cada partícula, el vector FitIndi
indicará las métricas a usar y los pesos que forman el criterio aplicado por el usuario (del
cual se obtuvo el valor de aptitud almacenado en f iti), tal como se indica a través de la
leyenda “selection of metrics” en la figura 12. Aunque el valor de aptitud de la partícula
coincide con los valores indicados por FitInd, la partícula sigue moviéndose de la manera
convencional utilizando los tres vectores de velocidad completos.
3.8 experimentación y resultados
Para evaluar la calidad del resumen automático producido por el método propuesto, el
resumen obtenido de cada documento se comparó con el esperado (producido por un ser
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Figura 12: Selección de métricas utilizando PSO.
humano). Para hacer esto, se utilizaron artículos de investigación publicados en una revista
médica conocida en idioma inglés. Los documentos fueron descargados de forma gratuita
del sitio web de PLOS Medicine en formato XML y representados como indica el anexo B.
La figura 13 muestra la metodología propuesta. En cada documento se descartaron algunas
secciones (“Referencias”, “Agradecimientos”, etc.) así como también todas las figuras y
tablas. Luego, se identificaron títulos y párrafos. Cada párrafo se dividió en oraciones
usando “.” como delimitador, excepto cuando se lo usó en números y abreviaturas. Luego
las oraciones se dividieron en palabras, se eliminaron las stop-words y, finalmente, se aplicó
stemming. Una vez que se completaron todos estos pasos de preprocesamiento, se calculó
para cada oración cada una de las métricas descritas en la tabla 1. Es importante luego de
calcular las métricas escalar sus valores por documento entre [0, 1]. El rango de sus valores
varían de documento en documento.
Como se indica en la sección 3.7, una vez que se completa el proceso evolutivo, los resú-
menes se crean utilizando los coeficientes de la mejor combinación de métricas seleccionada
por la partícula de la población con la mejor aptitud.
Para conseguir el conjunto de documentos resumidos por el usuario, se utilizó una
aplicación web que resume automáticamente documentos. Después de analizar varias
aplicaciones de resumen disponibles en Internet, se decidió utilizar Tools 4 noobs 1, ya
que fue la única que cumplió con los siguientes requisitos: (1) cada sentencia devuelta
corresponde con una sentencia del documento, (2) a todas las sentencias les asigna puntaje,
(3) la interfaz web pudo integrarse al desarrollo.
1 https://www.tools4noobs.com/summarize/
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Figura 13: Metodología propuesta para el proceso de generación de resúmenes.
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El corpus utilizado consistió en 3322 artículos publicados entre octubre de 2004 y junio de
2018. Dado el volumen de documentos, se realizó el entrenamiento utilizando los artículos
publicados en un mes, y el testeo los del mes siguiente. El porcentaje del documento a
resumir se estableció en 10 % en todos los casos. Este porcentaje fue seleccionado en base a
los resultados obtenidos en [Villa Monte et al., 2016].
Por otro lado, dado que el resultado depende de la inicialización de la población, se
realizaron 30 ejecuciones independientes para cada método, utilizando un máximo de 100
iteraciones.
La población inicial se inicializó aleatoriamente con una distribución uniforme en el caso
de la parte continua y en 0 para la parte binaria. Los valores de limit1, limit2, limit3 y limit4
fueron los mismos para todas las variables. En el caso de limit1 y limit3, estos fueron [0; 1]
y [0; 0.5], respectivamente, mientras que limit2 y limit4 tuvieron un valor de [0; 6] en ambos
casos. Por lo tanto, los valores de los vectores de velocidad V1 y V3 se limitaron a rangos
[−0.5, 0.5] y [−0.25, 0.25], mientras que los de V2 y real Ind ambos entre [−3, 3].
En cuanto al conocimiento social de cada partícula, se utilizó PSO global. Respecto al
tamaño de la población, el mismo fue de 10 partículas en todos los casos. Sin embargo, se
podría haber usado una estrategia de población variable como la definida en [Lanzarini et al.,
2008]. De esta forma, se comenzaría con una población de tamaño mínimo y se ajustaría
la cantidad de partículas durante todo el proceso adaptativo, mejorando la eficiencia y
eficacia del algoritmo. La variación del tamaño de la población se basa en la modificación
del algoritmo 1, permitiendo que las partículas evolucionen y mueran durante el proceso de
adaptación (agregando y/o eliminando partículas en función de su capacidad para resolver
el problema).
Los resultados obtenidos con el método propuesto se comparan con los obtenidos apli-
cando el método en [Villa Monte et al., 2016] al mismo corpus y utilizando los mismos
valores de los parámetros de la parte continua del método propuesto.
La figura 14 muestra el nivel de participación de las métricas para los dos métodos
evaluados, ordenados en forma decreciente según el valor de su coeficiente promedio
indicado en la tabla 2. Estos coeficientes son los que se usan para ponderar el valor de
cada métrica al obtener un puntaje de cada sentencia. Por ejemplo, si se observan los tres
primeros valores en la columna “Método propuesto” de la tabla 2, se puede ver que las
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Figura 14: Nivel de participación de las métricas ordenadas en orden descendente por valor de
coeficiente.
métricas correspondientes son “tf”, “d_cov_j” y “len_ch”, cuyos coeficientes promedio son
0.15, 0.13 y 0.13, respectivamente. Por lo tanto, el criterio indicado en la ecuación 15 hace el
mismo énfasis entre “d_cov_j” y “len_ch”. Sin embargo, si se observa la figura 14 , se puede
ver que el nivel de participación de “len_ch” es mayor que el de “d_cov_j”. Esto se debe a
que la primera ha sido seleccionada más veces por la técnica de optimización. En cambio, la
métrica “tf” tiene el coeficiente promedio más alto para el método propuesto en la tabla 2, y
también el nivel más alto de participación en la figura 14.
La figura 15 muestra cómo la precisión de cada uno de los métodos evoluciona a medida
que se agregan nuevas métricas. Esto se hace en el orden indicado en la tabla 2. Como se
puede ver, el comportamiento del método propuesto aquí es más estable. Además, después
de agregar la cuarta métrica, la precisión se vuelve notablemente mejor que la que obtuvo el
método en [Villa Monte et al., 2016]. Aunque el valor máximo se observa con la participación
de 7 métricas, 4 serían suficientes para obtener un buen rendimiento. También se debe
tener en cuenta que, utilizando el método descrito en [Villa Monte et al., 2016], incluso si
la precisión resultante es mayor para las dos primeras métricas, las restantes arrojan un
resultado inferior en comparación con el método propuesto, sin lograr superar el valor más
alto de 87.61 %.
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Método propuesto Método previo
tf 0.15± 0.06 0.97± 0.02 d_cov_c
d_cov_j 0.13± 0.06 0.97± 0.03 d_cov_o
len_ch 0.13± 0.06 0.96± 0.03 d_cov_j
d_cov_c 0.12± 0.05 0.96± 0.03 title_c
title_j 0.08± 0.04 0.95± 0.03 pos_l
len_w 0.08± 0.05 0.95± 0.03 title_j
title_c 0.06± 0.03 0.95± 0.03 title_o
pos_b 0.06± 0.04 0.95± 0.03 tf
key_cov 0.05± 0.03 0.95± 0.03 len_ch
key_tf 0.04± 0.03 0.95± 0.03 pos_f
luhn 0.04± 0.03 0.94± 0.04 len_w
title_o 0.03± 0.02 0.92± 0.04 key_tf
tf_isf 0.01± 0.02 0.92± 0.04 tf_isf
d_cov_o 0.01± 0.02 0.92± 0.04 key_cov
pos_f 0.01± 0.01 0.90± 0.05 luhn
pos_l 0.00± 0.00 0.89± 0.05 pos_b
Tabla 2: Coeficientes promedio obtenidos con cada métrica. Estos valores corresponden a la media y
desviación correspondiente.
Figura 15: Evolución de la precisión a medida que se agregan nuevas métricas para calcular el
puntaje.
Finalmente, el método propuesto es capaz de identificar la importancia que cada métrica
tiene al simular el criterio del usuario. Esto es evidente a partir de la estabilidad lograda en
la precisión una vez incorporada la cuarta métrica, tal como se observa en la figura 15, así
como en la magnitud de los coeficientes enumerados en la tabla 2.
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3.9 conclusiones
En este capítulo, se ha descrito en detalle un nuevo método para obtener resúmenes
orientados al usuario mediante la representación de sentencias basada en métricas de
puntuación y la aplicación de una técnica mixta de optimización discreta-continua. La
estrategia permite encontrar automáticamente, a partir de documentos de entrenamiento
etiquetados por el usuario, las métricas y los pesos óptimos que se utilizarán para resumir
los documentos aplicando el mismo criterio.
El capítulo es un claro ejemplo de los puntos fundamentales que son necesarios definir
para aplicar una técnica de optimización en la resolución de un problema: representación a
utilizar, mecanismo para medir el desempeño de las soluciones halladas, operadores para
modificar y mejorar las soluciones existentes, criterios de terminación y valores adecuados
de los parámetros que controlan la técnica. Cada uno de estos puntos requiere de un estudio
minucioso de la situación. En el anexo A se describirá cómo la técnica presentada en este
capítulo puede utilizarse para obtener reglas de clasificación.
Los resultados obtenidos de aplicar el método propuesto a documentos confirman que
las métricas seleccionadas producen una precisión adecuada, siendo ponderadas según lo
indicado por la mejor solución obtenida utilizando la técnica de optimización propuesta.
Las pruebas realizadas arrojaron mejores resultados que los establecidos previamente para
un amplio conjunto de artículos científicos de una conocida revista médica.

4
Resumen mediante grafos causales
y con componentes temporales
E n el capítulo 2 se diferenciaron dos de los enfoques más utilizados para resumirautomáticamente documentos de texto. Sin embargo, existen otros menos conven-
cionales que buscan extraer determinados patrones textuales para construir un resumen a
partir de grafos.
Este tipo de enfoque generalmente utiliza el grafo para representar el contenido de un
conjunto de documentos. En dicho grafo se identifican las partes más relevantes de los
documentos que permiten construir oraciones que constituirán finalmente el resumen.
En esta dirección, se han realizado muchos estudios utilizando relaciones conceptuales,
centrándose principalmente en aspectos semánticos y no tanto en la causalidad.
La causalidad cumple un rol importante en cualquier toma de decisiones. Proporciona
información que permite elegir una determinada acción que pueda conducir a un resultado
deseado. Generalmente, se caracteriza por una relación que sigue el esquema “A causa B”,
donde A es la causa y B el efecto. Sin embargo, no solo se trata de una cuestión de afirmación
causal, sino también de expresión condicional. La causalidad y la condicionalidad están
fuertemente relacionadas.
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En este capítulo se presentarán aspectos básicos de una relación causal, varios conceptos
relacionados y las principales áreas de aplicación. Se tratará la representación de sentencias
causales y condicionales exponiendo sus principales diferencias y similitudes. Se propor-
cionarán los recursos necesarios para extraer de varios documentos de texto este tipo de
sentencias y luego convertirlas en un grafo equivalente, en el cual puedan apreciarse las
principales relaciones que describen el texto mostrando vínculos “causa-efecto” entre sus
nodos. Además, se estudiarán dichas relaciones haciendo hincapié en restricciones tempo-
rales que afectan su interpretación, señalando los muchos beneficios que pueden obtenerse
de su aplicación en el área de la salud.
4.1 introducción a la causalidad
La causalidad ha jugado y sigue jugando un papel importante en la cognición humana. La
idea de que el conocimiento causal es una característica esencial de nuestra comprensión
del mundo es muy antigua. Desde los tiempos de Aristóteles, la causalidad fue motivo de
estudio. Debido a su importancia, la causalidad ha sido abordada desde los años 90 a través
de diversos estudios. Filósofos, científicos, físicos, matemáticos y hasta informáticos han
explorado este campo.
En la práctica científica es muy común proporcionar contenido causal. La causalidad está
sumamente involucrada con una de las tareas más importantes de la ciencia empírica: la
explicación. La lógica causal ofrece un vocabulario y reglas para explicar y predecir procesos
complejos en términos de vínculos “causa-efecto”. La causalidad no sólo es importante
para contestar preguntas sino también para acompañar con una explicación la respuesta.
Por otro lado, las causas son relevantes en la toma de decisiones porque los efectos de
una decisión pueden determinarse por sus causas. Desde ese punto de vista, la causalidad
permite generar conocimiento científico objetivo [Kant et al., 1999; Mill, 1843] y describir
fenómenos [Mach, 1976].
La física, la ingeniería y la medicina tienen una larga historia contribuyendo al conoci-
miento humano. Gran parte del conocimiento proporcionado por esas disciplinas es causal
y, desde sus comienzos, se lo ha almacenado en formato texto. Por ese motivo resulta
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interesante desarrollar mecanismos para localizar y representar el contenido causal de
documentos permitiendo establecer relaciones entre conceptos ocultos a simple vista.
4.2 fundamentos básicos de una relación cau-
sal
Describir relaciones de causas y efectos es fundamental en todas las ciencias. Tradicional-
mente se las ha utilizado en física para analizar eventos y demostrar hipótesis [Bunge,
1979]. En las ciencias empíricas, la causalidad es una forma útil de generar conocimiento y
proporcionar explicaciones.
La causalidad es una relación en la cual la ocurrencia de una entidad B de cierta clase
depende de la ocurrencia de una entidad A de otra clase. Generalmente por “entidad” se
entiende un fenómeno, un hecho, una característica, una situación o un evento, entre otras
cosas. En este tipo de relación, “A” representa una causa y “B” un efecto. Entre ambos
existe una clara relación de dependencia ya que la causa provoca un efecto, y el efecto se
deriva de la causa considerándola su consecuencia. Se expresa no sólo utilizando el término
“cause” sino también “produce”, “bring about”, “issue”, “generate”, “result”, “effect” o
“determine”, entre otros [Kim, 1995]
La causalidad puede ser un proceso directo cuando A causa B y B es un efecto directo de
A; o un proceso indirecto cuando A causa C a través de B, y C es un efecto indirecto de A.
Tratándose de texto la fuente de información, para extraer las relaciones causales directas
se necesita tener un amplio conocimiento del lenguaje que permita definir correctamente
una serie de patrones de búsqueda específicos (véase la lista de la figura 18). En cambio, no
ocurre lo mismo con las relaciones causales indirectas. Este tipo de relaciones no se puede
identificar a través de patrones. A pesar de ello, extrayéndose relaciones causales directas y
representándolas adecuadamente en forma de grafo (como el de la figura 20), a través del
recorrido de sus caminos pueden establecerse relaciones indirectas que no eran obvias y no
podrían haberse obtenido de otra manera.
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Para considerar como causal una relación deben cumplirse, según Sowa [2000], tres
supuestos descritos por Born [1949]:
Evidencia⇒ Causas y efectos se demuestran unos a otros.
Precedencia⇒ Las causas deben ocurrir con anterioridad a sus efectos o, al menos, en
forma simultánea.
Contigüidad ⇒ Las causas se encuentran contiguas a los efectos inmediatos o, de lo
contrario, se conectan por medio de otros elementos causa-efecto intermedios.
Por otra parte, además de las anteriores características, existen otras dos que serán tratadas
en las próximas secciones:
Imperfección ⇒ Las causas, los efectos y los vínculos causa-efecto no siempre son
precisos.
Temporalidad⇒ Las asociaciones entre causas y efectos suelen acompañarse de restric-
ciones de tiempo.
La causalidad no se relaciona únicamente con afirmaciones causales. Está relacionada
con expresiones condicionales de la forma “Si A entonces B”, un formato similar al de una
regla de clasificación (véase la sección A.1). En las declaraciones condicionales, la causalidad
generalmente surge de la relación de vinculación entre el antecedente y la consecuencia.
Si bien la causalidad y la condicionalidad tienen un zona de intersección en la que
comparten similitudes, no toda sentencia condicional es causal. Por ejemplo, expresiones
como «If Marseille is in France, two is an even number» no son en general causales. Hay
otras expresiones condicionales pero con significado causal como «If somebody drinks two
grams of cyanide, he will die» que son más bien casi lo mismo que decir «Drinking two
grams of cyanide causes death». Por lo tanto, se deben considerar las oraciones condicionales
como portadoras de un significado causal.
Si bien, la forma típica de causalidad es “A causa B” y la de condicionalidad “Si A
entonces B”, existen otros formatos. Expresiones como “B is due to A”, “A produces B”, “B
is necessary for A”, “B if A”, etc. son alternativas para expresar causalidad y condicionalidad.
Estas formas también deben tenerse en cuenta. Independientemente de su formato, una
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relación causal se define siempre por un elemento inicial (o causa A), un elemento final (o
efecto B) y la relación entre ambos.
4.3 la causalidad y el tiempo en medicina
Las sentencias causales constituyen una parte principal de cualquier explicación médica. Este
tipo de sentencias están presentes al detallar las causas de una enfermedad o al informar los
efectos de un tratamiento. Con frecuencia, las Ciencias de la Salud muestran la causalidad
como un proceso complejo que involucra la evolución de una causa anterior en causas
intermedias a lo largo del tiempo antes de alcanzar el efecto final.
Como se dijo anteriormente, las explicaciones causales relacionan causas y efectos y, en
Medicina, a menudo se las restringe temporalmente. El tiempo juega también un papel
importante en diferentes escenarios médicos [Keravnou, 1996]:
Prevención⇒ «Smoking for a long time causes lung cancer»
Evaluar factores de riesgo en pacientes que se comportan de cierta manera.
Pronóstico⇒ «25% of patients with septic shock will die within 15 days»
Predecir la probabilidad de supervivencia de una persona.
Tratamiento⇒ «Omeprazole should be taken before aspirin»
Administración de medicamentos durante ciertos períodos de tiempo o bajo ciertas
restricciones temporales.
Diagnóstico⇒ «According to the symptoms that he presents, he has flu»
Identificación del origen o causa de las enfermedades.
La toma de decisiones basada en el tiempo cubre tres áreas de la atención al paciente,
donde la administración de medicamentos durante ciertos períodos de tiempo o bajo ciertas
restricciones temporales resulta fundamental:
(i) Medicación tiempo-dependiente en forma crítica. Existen algunos medicamentos que son
muy sensibles a su administración en el tiempo. El ISMP 1 publicó una lista actualizada
1 https://www.ismp.org/
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con algunos medicamentos que deben proporcionarse en un período de tiempo
específico para lograr los resultados esperados 2. Si no se lo hace, pueden causarle
al paciente un daño grave, ya sea porque no son efectivos o porque provocan un
daño adicional. Los errores en la administración de este tipo de medicamentos no solo
generan un problema de salud, sino también financiero. Los problemas causados por la
ineficacia de los tratamientos pueden generar reclamos que demandan compensaciones
o gastos extra hospitalarios [Guo et al., 2011].
(ii) Cronoterapia. La toxicidad y eficacia de algunos medicamentos dependen del momento
en que se administran [Lucio, 2018]. Por ejemplo, la administración de corticoides una
vez al día por la mañana reduce la supresión adrenocortical, pero si la dosis se divide
en cuatro administraciones, el efecto es otro. En cronoterapia, las recomendaciones de
administración según el tiempo para medicamentos recetados regularmente son un
tema relevante para los profesionales de la salud y contribuyen a la eficacia terapéutica
[Martiny et al., 2015].
(iii) Interacción farmacológica dependiente del tiempo. La administración de dos o más medica-
mentos, uno de los cuales es incompatible con el otro, puede provocar una disminución
de la absorción, afectar su metabolismo o producir daños graves (incluida la muerte)
en caso de incompatibilidad absoluta [Rodvold and Kraus, 2010]. La administración
de medicamentos por separado por un intervalo de tiempo adecuado (con frecuencia,
2-4 horas) puede evitar esos inconvenientes [Van der Sijs et al., 2009].
Una parte esencial de la medicina es el estudio del origen de las enfermedades (etiología)
y el diagnóstico en función de las causas [Thagard, 1998]. Con frecuencia, el diagnóstico
de una enfermedad se relaciona con el momento en que aparecen los síntomas. Esto se
puede verificar en textos de dominio médico, como formularios de inscripción, correos
electrónicos, informes o historias clínicas. En el campo de la medicina, los textos escritos en
lenguaje natural son una fuente primordial de información donde encontrar referencias de
tiempo [Augusto, 2005].
El lenguaje natural es el medio que utilizan los pacientes para expresar sus dolencias y
los médicos su conocimiento sobre enfermedades. Este lenguaje incluye frecuentemente
2 https://www.ismp.org/sites/default/files/attachments/2018-08/highAlert2018-Acute-Final.pdf
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alusiones a aspectos temporales y, a menudo, carece de precisión porque el paciente ignora
u olvida datos sobre los cuales se le interroga.
Los humanos han inventado calendarios y relojes para medir y controlar el tiempo. Sin
embargo, tal como existe el tiempo objetivo o cronológico medido por dispositivos, también
existe el tiempo subjetivo, a través del cual los humanos experimentan la misma duración
de diferentes maneras Bardon [2013].
En los últimos años, el reconocimiento automatizado de conceptos médicos, independien-
temente de ser causales o no, ha cobrado mayor relevancia teniendo en cuenta su aplicación
en la recuperación de documentos médicos, entre otras [Li and Wu, 2006]. Para ello es
imprescindible la identificación, extracción y representación de determinadas frases del
documento. A continuación se tratarán estas tres tareas en base a la información causal
temporal que se desea .
4.4 representación de información temporal
El diagnóstico médico, en su mayoría, se basa en asociaciones causales que implican
dependencias temporales. Con frecuencia, los síntomas se prolongan en el tiempo y así
la enfermedad no es vista como una imagen estática sino progresiva. Por otro lado, su
tratamiento también depende del tiempo. Algunos medicamentos deben ser programados
rigurosamente para conseguir los beneficios previstos.
Los diagnósticos médicos y los tratamientos realizados pueden recuperarse de los infor-
mes médicos y las recetas. Inspeccionando este tipo de documentos en formato texto se
pueden observar algunas características particulares del léxico utilizado.
El tiempo utiliza un léxico específico. Las oraciones temporales incluyen con frecuencia
referencias relacionadas con el calendario (año, mes, día) o momentos del día (mañana,
tarde, noche). También utilizan conjunciones y preposiciones como “by”, “until”, “before”,
“since”, “past”, “next”. Además, hay frases causales como “secondary to” o “because of”
que también denotan influencia causal temporal.
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Asimismo, con frecuencia dichas expresiones temporales son borrosas, como se muestra a
continuación:
«Few days ago he received a very high dose.»
«A little before the admission, ...»
Este tipo de oraciones incluyen:
Cuantificadores difusos
«He was bleeding most of the previous days.»
«He was discharged a few days later».
Atenuantes lingüísticos
«He was admitted very early.»
«It was rather sedentary than active.»
Adjetivos temporales
«His temperature will fall in the subsequent 24 hours.»
«During the previous 24 hour period, ...»
Adverbios temporales
«He hasn’t eaten anything lately.»
«Anesthetics provide pain relief for several hours afterward».
Existen otras palabras como «occasional», «abruptly» o «still» que también denotan
temporalidad difusa [Zhou and Hripcsak, 2007].
La representación de información temporal tiene como objetivo estudiar y formalizar las
relaciones entre entidades temporales. Una posible aproximación se consigue analizando la
duración. Es así que Allen [1983] definió una ontología de relaciones temporales basada en
tres tipos básicos: (a) Intervalo-Intervalo, (b) Instante-Instante y (c) Instante-intervalo.
4.5 relaciones de tiempo de allen
Según Allen [1984], la ontología del tiempo se realiza a partir de instantes e intervalos. Un
instante de tiempo es un elemento único que denota un evento instantáneo. En cambio, un
intervalo es un par ordenado de instantes de tiempo, siendo el primero de ellos anterior al
segundo (o menor que el segundo en alguna escala de tiempo). Las relaciones temporales
básicas son (i) entre intervalos de tiempo, (ii) entre instante e intervalo de tiempo, y
(iii) entre instantes de tiempo . Las tablas 3, 4 y 5 ilustran en detalle dichas relaciones.
4.5 relaciones de tiempo de allen 97
Relación Símbolo Inversa Ilustración
A before B < >
AAA
BBB
A occurs at the same time as B = =
AAA
BBB
A meets B m mr
AAA
BBB
A overlaps B o or
AAA
BBB
A during B d dr
AAA
BBBBBB
A starts B s sr
AAA
BBBBBB
A finishes B f fr
AAA
BBBBBB
Tabla 3: Relaciones entre intervalos.
Relación Símbolo Inversa Ilustración
tp before B < >  BBB
tp during B = There isn’t BBBBBB
tp starts B s There isn’t

BBB
tp overlaps B o There isn’t

BBB
Tabla 4: Relaciones entre instantes e intervalos de tiempo.
Relación Símbolo Ilustración
pi occurs at the same time as pj = n
Y
pi before pj < n Y
pi inverse before pj (after) > Y n
Tabla 5: Relaciones entre instantes de tiempo.
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Como se dijo anteriormente, las relaciones de tiempo pueden ser precisas o difusas. La
fuzzificación de las relaciones de Allen puede conseguirse utilizando valores o intervalos
difusos. En la próxima sección se describirá cómo.
4.6 borrosificación de la ontología de allen
Los instantes e intervalos temporales de la ontología de Allen son elementos de tiempo
precisos que no generan confusión. Por desgracia, las sentencias causales van acompañadas
frecuentemente de restricciones temporales difusas. Esto se nota especialmente en informes
médicos o en frases como las siguientes:
«To lose weight you can not eat protein at night.»
«A drug causes a therapeutic effect if it is administrated a little before the meal.»
siendo en el primer caso “a little before” un instante difuso y en el segundo, “at night”
un intervalo difuso (porque el período nocturno varía según las diferentes estaciones y
culturas). Frases como las anteriores sugieren que debe suavizarse la representación de las
relaciones de Allen para conseguir instantes e intervalos de tiempo difusos.
Según Dubois et al. [2003], un instante de tiempo difuso p es un punto que no tiene
asociado en el tiempo un momento específico. «he arrived at about 5 o’clock» o «he is almost
15 years old» son ejemplos. Los puntos de tiempo difusos contrastan con los precisos como
«five o’clock» por ejemplo. La figura 16 representa ambos tipos de instantes: el caso preciso,
representado con una función de un solo paso, y el borroso, con una función de caída suave
(una función triangular).
Como puede verse en la figura, un punto de tiempo difuso se modela a través de una
función de distribución de posibilidad, pip : T → [0, 1]. Entonces, ∀t ∈ T,pip(t) ∈ [0, 1] es la
estimación numérica de la posibilidad de que p sea exactamente t.
Si una acción se refiere a más de un instante t, se debe proporcionar un intervalo. Dubois
et al. [2003] describe un intervalo difuso como un par de conjuntos difusos ]A, B[ y [A, B].
El conjunto ]A, B[ es un conjunto de puntos de tiempo que están más o menos con certeza
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(a) «five o’clock» (b) «about five o’clock»
Figura 16: Representación (a) precisa y (b) difusa de un instante de tiempo.
entre A y B, y el conjunto [A, B] es un conjunto de puntos de tiempo que probablemente
están entre A y B. Estas medidas de proximidad pueden ser calculadas por:
µ[A,B](t) = sups≤t≤s′min(piA(s),piB(s′)) = [A,+∞) ∩ (−∞, B)
µ]A,B[(t) = min(µ]A,+∞)(t),∩(µ(A−∞B[(t)) = (−∞, A)C ∩ [A,+∞)C
La figura 17 ilustra un ejemplo de intervalo de tiempo difuso (con distribuciones sin
superposición) como es el de la oración «between about 3 and about 6».
Figura 17: Representación del intervalo difuso «between about 3 and about 6».
Desde el comienzo de la inteligencia computacional, fue relevante tener modelos de
información temporal y determinar su uso en argumentos lógicos o inferencias causales.
En AI , las inferencias se hacen generalmente con lenguaje natural, el cual involucra,
especialmente en el campo de la medicina, restricciones vagas.
Para recuperar sentencias causales con restricciones temporales parece apropiado tener
un modelo que: (a) distinga elementos primitivos epistemológicamente fértiles, (b) sea capaz
de integrarse con otro tipo de conocimiento y (c) que coopere con tareas de razonamiento.
Como el tiempo es algo frecuentemente difuso, es conveniente que el modelo permita su
fuzzificación. La lógica temporal de Allen y su fuzzificación según Dubois et al. permiten su
100 resumen mediante grafos causales y con componentes temporales
aplicación a textos en la recuperación de expresiones causales con restricciones temporales
y su representación mediante grafos. En las próximas secciones se abordará el tema como
una serie de procesos que deben ser ejecutados en orden para lograr tal fin.
4.7 extracción y análisis de relaciones cau-
sales
Para analizar el comportamiento de las sentencias condicionales y causales en documentos
de texto, se requiere contar con un proceso capaz de detectar, extraer y clasificar las
sentencias con base en ciertos patrones estructurados. Pero antes es necesario dividir cada
frase en sus componentes básicos (verbos, adverbios, pronombres, sustantivos, etc.).
La detección de sentencias condicionales y causales es un proceso difícil de realizar debido
a la complejidad inherente del lenguaje, la gran variedad de combinaciones lingüísticas,
contextos y diversidad de significados. Además, lidiar con problemas reales a través de
soluciones computacionales introduce un grado de complejidad mayor.
La gramática inglesa, siendo bastante estándar en comparación con otros idiomas, posee
48 estructuras sintácticas que expresan contenido condicional y causal. Algunas expresiones
se basan en el tiempo verbal, como en la frase «By playing well, we’ll win the match».
Algunas otras dependen de ciertos adverbios y conjunciones que se usan para formar la
frase, como por ejemplo, «The car does not start because it has no petrol». Ambos casos
permiten generar patrones que se utilizarán para la extracción del contenido causal de un
documento y la generación de conocimiento.
La figura 18 muestra 20 de los patrones sintácticos usados comúnmente para expresar
causalidad en el idioma inglés. El listado completo de estructuras junto con la explicación
detalla de cada caso puede consultarse en [Puente, 2010]. Si bien en la mencionada figura
se muestra una serie de patrones conceptuales que conforman oraciones condicionales en
inglés, estas mismas estructuras podrían ser la entrada de un proceso capaz de reconocerlas
dentro de documentos de texto.
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20: on condition that, supposing that
19: in case that, in order that
18: although, even though
17: so that, in order that
16: have something to do, a lot to do
15: provided that
14: due to, owing to
13: for this reason, as a result
12: if + past perfect + would + be + gerund
11: if + past perfect continuous + perfect conditional
10: if + past perfect + perfect conditional continuous
9: if + past perfect + might/could have + past participle
8: if + past perfect + would have + past participle
7: if + past perfect + would + infinitive
6: if + past continuous + would + infinitive
5: if + past simple + might/could
4: if + past simple + would + infinitive
3: if + present simple + must/should
2: if + present simple + may/might
1: if + present simple + future simple
Figura 18: Estructuras condicionales y causales implementadas.
Transcribiendo las estructuras de aquellos patrones que no presentan algún tipo de
ambigüedad, puede construirse un programa capaz de filtrar oraciones condicionales y
causales dentro de un texto que coincidan con cualquiera de los patrones seleccionados.
En [Puente et al., 2010] se explica en profundidad el algoritmo utilizado para crear un
autómata de 4 estados que, mediante un analizador morfológico y sintáctico, puede detectar
y clasificar las oraciones en base a dichos patrones. Dicho analizador será el punto de
partida para los procesos posteriores.
De la realización de experimentos con textos pertenecientes a diferentes ámbitos, se
descubrió que el comportamiento del algoritmo variaba según el tipo de texto analizado.
Por esta razón, fueron analizaron manualmente algunos documentos pertenecientes a
diferentes categorías (50 páginas por cada una), y se calcularon medidas estándar como
Recall (calculado como el número de oraciones causales correctamente clasificadas por el
sistema, dividido por el número de oraciones causales clasificadas manualmente),Precision
(calculada como el número de oraciones causales correctamente clasificadas por el programa,
dividido por la cantidad total de oraciones recuperadas) y F-measure (combinación de Recall y
Precision). Los resultados obtenidos, mostrados en la tabla 6, demostraron mayor desempeño
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Tabla 6: Comparación de resultados obtenidos de la extracción y clasificación de sentencias causales
por cada tipo de documento analizado.
Tipo de texto Científicos Médicos Novelas Noticias Evangélicos
Recall 0.65 0.76923 0.32431 0.57893 0.5
Precision 0.8387 0.90909 0.54544 0.7857 0.7
F-measure 0.7323 0.8333 0.40672 0.6667 0.5833
en textos científicos y médicos. Por tal motivo, fueron utilizados documentos de este tipo en
los experimentos finales. En especial se usaron documentos relacionados con el cáncer de
pulmón.
4.8 creación del grafo causal
Las sentencias finalmente extraídas por el proceso descrito en la sección anterior permiten
luego crear una base de conocimiento causal sobre un determinado tema. Esto es posible
siempre que sean procesados documentos de una misma temática. Si se trataran páginas
web, podrían conseguírselos a través de la realización de una simple búsqueda en Internet
y posterior recopilación del contenido de los sitios arrojados como resultado.
Una vez producida la base de conocimiento (mediante la extracción y clasificación de
sentencias causales y condicionales) en un determinado ámbito y sobre un tema en particular,
el usuario deberá introducir una pregunta. Dicha pregunta permitirá seleccionar aquellas
oraciones que se encuentren directamente relacionadas con ella. En [Sobrino et al., 2014] fue
desarrollado, combinando un analizador léxico y un etiquetado gramatical, un programa
capaz de seleccionar el concepto principal de la consulta de entrada y así poder determinar
si el usuario está preguntando por causas o por consecuencias.
A continuación se presenta un ejemplo en el cual se establece la relación entre dos
conceptos: «smoking» y «lung cancer». Como fuentes de información confiables en las
cuales buscar «cancer», se utilizaron principalmente documentos de los siguientes sitios
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web: (a) Mayo Clinic 3, (b) American Society of Clinical Oncology 4, (c) Centers for Disease
Control and Prevention 5 y (d) eMedicineHealth 6 .
Si el usuario preguntase, por ejemplo, «What provokes lung cancer?», un Part-Of-Speech
(POS) Tagger permitirá remarcar la cláusula «lung cancer» etiquetando como sustantivo
tanto «lung» como «cancer». Además, se detectaría tanto la palabra «provokes» como el
pronombre interrogativo «what», permitiendo suponer que el usuario está preguntando por
la causa del cáncer de pulmón.
Una vez que la cláusula ha sido seleccionada y aislada del resto de las palabras, otro
programa extrae aquellas oraciones en las que están contenidos estos conceptos. El conjunto
en el cual buscar es el archivo creado con las oraciones condicionales y causales filtradas
previamente a través de los patrones vistos en la sección 4.7. El conjunto de oraciones que
resulte de este segundo filtrado servirá para construir el resumen final.
Pero antes, las oraciones obtenidas a partir del concepto «lung cancer» son almacenadas en
una base de datos, a la cual accede un proceso de graficación. Luego, una vez que todas las
frases hayan sido procesadas rastreando los conceptos asociados a causas o consecuencias,
se construye el grafo causal de la figura 20 que las representará. El esquema del proceso
completo de obtención del grafo se muestra en la figura 19.
Los grafos causales son una forma gráfica de mostrar las dependencias causales que posee
la información no estructurada como lo es el texto. La causalidad implica una transferencia
de la causa al efecto que en el grafo se denota mediante una flecha dirigida. Dicha flecha
conecta el nodo “causa” con el nodo “efecto” en el grafo causal.
Como podemos ver en el grafo de la figura 20, hay cuatro nodos con la palabra «smoking»,
o palabras relacionadas, y otros cuatro con las palabras «lung cancer». El resto de los nodos
han sido recuperados durante el proceso. Cada nodo representa un concepto mediante
una elipse que contiene una cadena de texto más tres posibles modificadores: ubicación,
especificación e intensidad. La representación gráfica de esta estructura puede verse en la
figura 21.
3 https://www.mayoclinic.org/
4 https://www.asco.org/
5 https://www.cdc.gov/
6 https://www.emedicinehealth.com/
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Figura 19: Proceso para obtener un grafo causal a partir de texto plano.
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Figura 20: Grafo causal relacionado con «lung cancer» construido de forma automática.
Figura 21: Representación gráfica de un nodo con sus modificadores.
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Las relaciones entre nodos están representadas por arcos que llevan el tipo de conector
causal y, opcionalmente, la intensidad de la relación. La intensidad (o cuantificador), si lleva,
estará marcada en rojo y el tipo de conector causal en negro. Una relación está vinculada
con un modificador del nodo si la flecha llega hasta dentro de la celda modificadora. De lo
contrario, la flecha apunta al borde de aquel.
Entonces, habiendo obtenido del texto un grafo como el de la figura 20, de su lectura
pueden obtenerse relaciones ocultas a simple vista entre, por ejemplo, el nodo «smoking»
y algún otro nodo. La figura 22 muestra concretamente cómo se pueden proporcionar
automáticamente a partir del grafo, algunos vínculos causales entre factores y efectos que
permiten responder la pregunta planteada al comienzo.
⇓
«lung cancer is due to tobacco use about 90%»
«radon gas causes lung cancer»
«smoking causes lung cancer by damaging cells»
Figura 22: Ejemplo de respuesta leyendo un grafo causal.
4.9 anotaciones de temporalidad en el grafo
Para introducirle restricciones de tiempo al grafo, se debe buscar por cada nodo aquellas
oraciones que tengan modificadores temporales. Las palabras más comunes que indican
tiempo son: «after that», «time», «hour», «minute», «day», «before», «now», «today», «to-
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morrow», «yesterday», «always», «ever», entre otras. El analizador morfológico detectará
dichas palabras en las sentencias. De un conjunto de 1214 sentencias causales relacionadas
con «lung cancer», se obtuvieron 370 con indicadores de tiempo.
El siguiente paso consiste en poder identificar si el indicador de tiempo viene asociado al
nodo antecedente o al consecuente. Para ello, una vez detectado el modificador en cuestión,
se utiliza el mismo programa que en el paso anterior, donde a partir de la formulación de
una pregunta el sistema reconocía si estaba preguntándose por la causa o por el efecto. Por
ejemplo, en la oración «If, for some reason, surgery is not an option with early stage1 and
2, treatment is usually radiation therapy» la restricción de tiempo se encuentra modificando
la causa. En este caso, la tabla 7 indica la salida del POS Tagger de Stanford 7.
root ( ROOT-0 , therapy-23 ) case ( stage-14 , with-12 )
mark ( 1-15 , If-1 ) amod ( stage-14 , early-13 )
case ( reason-5 , for-3 ) nmod ( not-9 , stage-14 )
det ( reason-5 , some-4 ) advcl ( therapy-23 , 1-15 )
nmod ( 1-15 , reason-5 ) cc ( 1-15 , and-16 )
nsubj ( 1-15 , surgery-7 ) conj ( 1-15 , 2-17 )
cop ( 1-15 , is-8 ) nsubj ( therapy-23 , treatment-19 )
neg ( 1-15 , not-9 ) cop ( therapy-23 , is-20 )
det ( option-11 , an-10 ) advmod ( therapy-23 , usually-21 )
nmod:npmod ( not-9 , option-11 ) compound ( therapy-23 , radiation-22 )
Tabla 7: Salida del POS Tagger de Stanford para la oración «If, for some reason, surgery is not an
option with early stage 1 and 2, treatment is usually radiation therapy».
En este ejemplo puede apreciarse que el modificador temporal «early» se encuentra
asociado a la palabra «stage». Al introducir todas las palabras que componen la sentencia el
programa, etiquetándolas gramaticalmente, es capaz de localizar el modificador y deter-
minar si está afectando al antecedente o consecuente, tal como puede verse en la siguiente
salida de programa:
“> Line number : 17914 If, for some reason, surgery is not an option with early stage 1 and 2,
treatment is usually radiation therapy. Modificator found: early , context: with early stage 1 and 2.
Modificador found: usually , context: is usually radiation therapy”
Una vez localizado en el grafo el nodo que se encuentra afectado por el modificador de
tiempo, la restricción debe anotarse. En la sentencia «If you stop smoking before a cancer
7 https://nlp.stanford.edu/software/tagger.shtml
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develops, your damaged lung tissue gradually starts to repair itself», la causa debe ocurrir
“antes” de que el cáncer comience a desarrollarse. Por lo tanto, la restricción de tiempo está
asociada a la causa y la restricción es dejar de fumar “antes” si el efecto se desea lograr. La
figura 23 representa dicha restricción en una línea de tiempo.
Figura 23: Causa según restricción temporal «before» representada en línea de tiempo.
Cuando los modificadores de tiempo son difusos, las restricciones temporales se repre-
sentan mediante funciones de pertenencia difusas triangulares o trapezoidales (véase la
sección 4.6). Por ejemplo, en la oración «Some lung cancers are found early by accident as a
result of tests for other medical conditions» el modificador «early» afecta al efecto y denota
tiempo difuso. Como puede verse en la figura 24, su representación mediante una línea
decreciente ilustra que «early» registra valores cada vez más bajos a medida que se aleja del
principio.
Entonces, a partir de estos esquemas se analiza cuál de ellos le corresponde a cada
modificador de tiempo encontrado en una oración. El siguiente paso consiste en modificar
el grafo causal original con este tipo de representación del tiempo. Para ello, se realiza la
búsqueda de aquellas oraciones causales que se encuentren relacionadas con un nodo que
esté marcado por un modificador de tiempo. Por ejemplo, las sentencias relacionadas con
«smoking» serían las siguientes: (i) «If you stop smoking before a cancer develops your
damaged lung tissue gradually starts to repair itself», ( ii) «Although decades have passed
since the link between smoking and lung cancers became clearsmoking is still responsible
for most lung cancer deaths» y (iii) «Even if you have already been diagnosed with lung
cancer there are still benefits to stopping smoking» . Para completar el grafo, se utilizará la
celda inferior derecha del nodo. En dicho espacio, si corresponde, se establece la restricción
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Figura 24: Efecto según restricción temporal difusa «early» representado en línea de tiempo.
de tiempo indicando la o las palabras que la denotan. En cuanto a las probabilidades y
cuantificadores difusos, se indican en la parte inferior de la flecha de la relación.
Finalmente, como resultado del procedimiento descrito anteriormente, se obtiene un grafo
causal como el presentado en la figura 25. En el grafo pueden observarse los nodos con
restricción temporal según lo indicado por las oraciones que fueron encontradas relacionán-
dose con el concepto en cuestión. En el caso que un nodo tuviese oraciones relacionadas con
diferentes modificadores de tiempo, prevalecerá el más fuerte. En el ejemplo, los modifica-
dores de tiempo encontrados relacionados con el “hábito de fumar” («smoking») son «still»
y «before». Sin embargo, en el caso particular de “dejar de fumar” («stopping smoking»)
pareciera que «before» se impone por sobre «still» y por eso únicamente se lo representará
en el nodo en cuestión.
4.10 un enfoque práctico sobre el tema
Encontrar aplicaciones concretas a modelos teóricos no es una tarea sencilla. A partir
del grafo presentado en la sección anterior, puede generarse un resumen que incluya
información causal con componentes temporales. A continuación se presentan los pasos
principales que involucra este desafío.
La primera tarea consiste en “limpiar” el grafo quitando todos los nodos redundantes.
Son eliminados aquellos nodos cuyos términos poseen una relación lingüística de sinonimia,
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Figura 25: Grafo causal obtenido a partir de restricciones temporales.
hiperonimia o meronimia. Ese es el caso, por ejemplo, de «smoking» y «tobacco use».
Para realizar esta tarea, se aplica un proceso de limpieza que lee los conceptos del grafo
almacenados en una base de datos y a través de una ontología como WordNet 8 obtiene
diferentes grados de similitud entre los términos. En este punto, además de WordNet es útil
utilizar recursos específicos del dominio como puede ser UMLS 9 en este caso.
Encontrar palabras polisémicas (aquellas con múltiples significados) es otro de los pro-
blemas que se debe enfrentar. Por ejemplo, en un contexto de cirugía, «bleeder» puede
significar
el sangrado de un vaso sanguíneo
«Emergency panendoscopy revealed no active bleeder in the visible field, but a lot of
fresh blood was gushing from the afferent loop of the jejunu»
o estar relacionado con una persona que sufre hemofilia.
«Bleeder is a hemophiliac person who bleeds freely or is subject to frequent hemorrha-
ges»
8 https://wordnet.princeton.edu/
9 https://www.nlm.nih.gov/research/umls/
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Para generar un resumen consistente o la respuesta a una pregunta es fundamental manejar
en el grafo adecuadamente la polisemia de palabras eligiendo el sentido correcto. Para ello,
se recopilan los sentidos de cada una de las palabras del grafo y el texto original donde
aparecían estos conceptos. Luego, un programa se encarga de encontrar el significado de
estos términos, así como el grado de similitud de los conceptos comparados. Para calcular
su similitud, se utiliza WordNet::Similarity, que proporciona medidas de similitud como la
longitud de la ruta, [Leacock and Chodorow, 1998] o [Wu and Palmer, 1994], entre otros.
En la figura 26 se muestra el resultado del proceso de limpieza. A partir de dicha salida los
conceptos que son redundantes se eliminan según el grado de similitud pero conservando
los factores temporales que podrían llegar a ser relevantes. Los nodos con restricciones de
tiempo se consideran “especiales”, por lo que permanecen en el grafo final.
Figura 26: Relaciones de similitud entre conceptos obtenidos por el proceso de filtrado y limpieza.
Como se describe en [Puente et al., 2013b], el grafo obtenido se puede interpretar como
un resumen si se sigue el proceso de construcción de la figura 19 hasta el final. La principal
diferencia con [Puente et al., 2013b] en este caso es la consideración del tiempo. En la figura
27 se ilustra cómo materializar este aspecto a través de un ejemplo.
El proceso descrito a lo largo de las secciones anteriores detecta que la restricción temporal
«before» está asociada a la causa «stopping smoking», y luego inserta en su nodo la leyenda
«before a cancer develops». Dicha leyenda se interpreta como un prerrequisito temporal
que el nodo correspondiente, en este caso a la causa, debe verificar para poder ejercer
su influencia sobre el efecto. Si el requisito previo no se cumple, el otro nodo causal,
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afectado por la componente temporal «still», se dirige sin restricción negativa hacia «lung
cancer». Este ejemplo demuestra que no resulta ser una tarea trivial incorporar al grafo
los indicadores de tiempo, ya que la función que cumple cada uno de ellos puede verse
afectada por otros nodos que interactúan entre sí. El manejo en estos casos es crucial para
construir un grafo que permita generar en un paso siguiente texto significativo.
Figura 27: Relaciones causales limitadas por restricciones temporales.
4.11 sistema de alerta para una adecuada ad-
ministración de medicamentos
Como se dijo anteriormente, la causalidad y el tiempo tienen una relevancia extraordinaria
en medicina. Es poco probable que durante una visita médica no se hagan menciones
causales y, más aún, referencias temporales. Los registros e informes médicos están llenos
de este tipo de léxico. Frases tales como «Fever started two days ago», o «Antibiotics should
be taken after meals» son algunos ejemplos, siendo «two days ago» y «after» indicadores
temporales.
Aunque existen sistemas que recuperan sentencias causales de los textos, no hay muchos
que organicen dichas sentencias para resolver un problema concreto y, mucho menos,
haciendo uso de información temporal.
Los diagnósticos de enfermedades o la prescripción de medicamentos frecuentemente
implican dependencias temporales. En el caso de una enfermedad generalmente depende
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de cuándo apareció el síntoma y, en el de los medicamentos, su uso está limitado a ciertas
condiciones temporales.
Cada año la salud de los pacientes se ve perjudicada por la mala administración de
medicamentos. Existen estudios que evidencian un alto porcentaje de medicamentos mal su-
ministrados en cuidados intensivos [Keers et al., 2013]. Dado que la correcta administración
de medicamentos depende del tiempo y, además, se encuentra a cargo de seres humanos
(enfermeras generalmente), desarrollar sistemas de alerta puede evitar errores, contribuir
con la seguridad del paciente y mejorar la gestión de los hospitales.
Algunos medicamentos, por ejemplo, deben tomarse antes o después de las comidas,
siendo “antes” y “después” restricciones temporales. Para contribuir al manejo del tiempo
en tratamientos médicos que deben tener en cuenta el tiempo se propone el desarrollo de
una aplicación llamada “My Medicine”, que permite controlar las restricciones temporales
indicadas por los médicos al prescribir tratamientos para ciertas enfermedades.
La solución a este problema involucra personas de todas las edades, pero en especial
aquellas que son mayores y que generalmente sufren pérdida de la memoria. Por esa razón,
la aplicación del sistema posee una interfaz sencilla, con pocos componentes para que sea
fácil de entender y utilizar.
En primer lugar, el sistema debe tener catalogados todos los medicamentos que controlará.
De acuerdo con el ISMP, hay varios medicamentos cuya administración debe realizarse
cuidadosamente, ya sea porque: (i) el tiempo es clave para obtener un efecto farmacológico
óptimo, (ii) algunas drogas requieren administrarse durante ciclos repetitivos o con cierta
frecuencia, o (iii) la primera dosis y la de carga deben administrarse de acuerdo con un
cronograma. El software detectará los principios activos de cada uno de los medicamentos
sensibles al tiempo utilizando un analizador. Una vez detectados los principios activos de
cada medicamento, se almacenan en una base de datos registrando además las interacciones
con otros medicamentos. La información almacenada a través de la aplicación permite
indicar el momento adecuado en el que un medicamento debe tomarse y si éste posee
interacción con algún otro.
La figura 28 muestra un diseño sencillo de base de datos en el que se almacenan las
reglas de gestión del suministro de medicamentos. Aquellos que requieren un momento
de administración exacto son de particular interés. Este modelo consta de cinco tablas que
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Figura 28: Base de datos utilizada para la administración oportuna de medicamentos.
almacenan las restricciones necesarias para administrar oportunamente un medicamento
programado. En particular, de un medicamento dado se almacena su dosis y restricciones,
teniendo en cuenta el momento del día y el tiempo de espera (tablas “day_moment” y
“timing” respectivamente).
La estructura de la base de datos se pensó para lograr registrar toda la información
suministrada por el ISMP a través de un documento en el que detalla la administración
oportuna de medicamentos programados 10. Una vez analizada en detalle la lista de
medicamentos y cargada la información en la base de datos, pueden obtenerse las reglas de
control para la administración de cada medicamento. Es imprescindible que el proceso de
carga se lleve a cabo cuidadosamente.
La información de la base de datos se completa utilizando un analizador morfológico y
sintáctico que permite introducir ciertos patrones de búsqueda y recuperar los principios
activos de los medicamentos en sitios web. Utilizando, por ejemplo el sitio web de la Clínica
Mayo 11, pueden localizarse los principios activos de cada medicamento y comprobarse si
es dependiente del tiempo. Una vez localizado un medicamento crítico, se detectan posibles
conflictos en el tiempo con otros medicamentos. Estas restricciones son almacenadas en la
tabla “restriction” asociada a cada medicamento. Una vez registrada en la base de datos
10 https://www.ihs.gov/bcma/includes/themes/responsive2017/display_objects/documents/resources/
BCMA_TimelyAdminPolicySample.pdf
11 https://www.mayoclinic.org/
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Figura 29: Proceso de control para administrar dosis de medicamentos críticos a lo largo del tiempo.
toda la información necesaria, la interfaz de aplicación permitirá controlar los tiempos,
como se explica a continuación. La figura 29 sintetiza el proceso descrito completo.
La interfaz de aplicación muestra las restricciones y advertencias de una manera fácil de
interpretar. Primero le hace al usuario una serie de preguntas simples que comienzan con
cuál es el nombre del medicamento a tomar (alguno de los que se introdujeron en la base de
datos). Teniendo en cuenta el tipo de medicamento, el sistema continúa con otras preguntas
en relación con su administración. Por ejemplo, si el medicamento debe tomarse 30 minutos
antes de la primera comida, el sistema le preguntará la hora en que generalmente se levanta
para poder programar una alarma 30 minutos antes.
Por otra parte, si el usuario tiene que tomar más de un medicamento, la aplicación
debe detectar y controlar los posibles conflictos a lo largo del tiempo. Por eso, también le
solicita la cantidad de medicamentos a buscar en la base de datos, a fin de detectar posibles
incompatibilidades entre ellos.
Una vez introducida toda la información de configuración, la aplicación notificará al
usuario cuando deba tomar el medicamento de acuerdo con las restricciones introducidas.
Al mismo tiempo, se mostrará una especie de semáforo con el color adecuado en cada caso
para indicar si puede o no tomar el medicamento según la hora que sea. A continuación,
se mostrará un ejemplo completo para lograr terminar de explicar el funcionamiento de la
aplicación.
Una de las enfermedades cuyo tratamiento es especialmente sensible al control del tiempo
es la deficiencia de hormona tiroidea, tratada con el principio activo L-tiroxina. Según las
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Figura 30: Pantalla inicial de la aplicación “My Medicine”.
restricciones recogidas en la base de datos, el medicamento debe tomarse media hora antes
del desayuno. Por otro lado, los suplementos de calcio pueden interferir con el tratamiento
del hipotiroidismo según la Clínica Mayo 12. Esta es una restricción especial que debe ser
controlada ya que afecta la absorción de los medicamentos que reemplazan la hormona
tiroidea. Según aquel sitio web, hay dos restricciones relacionadas con el calcio que deben
considerarse en la aplicación:
“Don’t take calcium supplements or antacids at the same time you take thyroid
hormone replacement”
“Take any products containing calcium at least four hours before or after taking
thyroid hormone replacement”
Estas dos limitaciones se transforman en nuestra base de datos como “el calcio no puede
administrarse con L-Thyroxine cuatro horas antes”.
A continuación se muestra una serie de capturas de pantalla de la aplicación. En la
primera (véase la figura 30) hay dos botones: uno para que el usuario indique si desea
introducir información (“CONFIGURATION PANEL”) y otro para verificar si puede ingerir
algún medicamento según la información ya ingresada (“CHECK TIME”).
Una vez seleccionado el panel de configuración, el usuario introduce el número de
medicamentos que está tomando y cada uno de los nombres. Luego, se le hacen preguntas
12 https://www.mayoclinic.org/diseases-conditions/hypothyroidism/expert-answers/hypothyroidism/
faq-20058536
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(a) Primera medicina (b) Segunda medicina
Figura 31: Pantallas del panel de configuración.
sobre las restricciones de tiempo, como puede verse en la figura 31 para el caso de L-
Thyroxine.
Asociado con el primer medicamento, L-tiroxina, existe una restricción temporal y antes
de programar la alarma el sistema le solicitará al usuario el horario en el que se despertará.
Una vez que el usuario presiona el botón “NEXT”, se muestra otra pantalla en la cual
se solicita el siguiente medicamento. En este ejemplo, como el calcio no tiene preguntas
asociadas para hacerle al usuario, se informa únicamente que existe una restricción de
tiempo que debe ser controlada. Una vez que el usuario ha terminado de ingresar los
medicamentos, hace clic en el botón “FINISH” para guardar los datos introducidos.
En este ejemplo, si el usuario ha introducido “9.30” como hora de despertarse, el sistema
programará una alarma media hora antes para alertar que tiene que tomar la L-tiroxina,
como se ve en la figura 32a. También, se muestra un semáforo con el color adecuado para
indicarle al usuario si puede tomar, en el momento actual, otros medicamentos o no. En
este caso, el mensaje aparece en verde, lo que indica que aún no hay conflicto con otros
medicamentos.
Si el usuario toma su medicamento y comprueba el sistema a las “10.00”, se mostrará
un mensaje que indica la existencia de un conflicto grave con el segundo medicamento
introducido (en este caso, Calcium). Por lo tanto, el semáforo se mostrará en rojo advirtiendo
que aún no puede tomar el medicamento (véase la figura 32b).
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(a) (b)
(c) (d)
Figura 32: Pantallas de restricciones temporal de la aplicación.
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En este mismo ejemplo, si el usuario comprueba la aplicación a las “13:00”, el sistema
indicará que el tiempo de conflicto entre los medicamentos está por terminar, mostrándose
el semáforo en amarillo (véase la figura32c). En el caso de largos períodos de tiempo entre
la administración de varios medicamentos, como el de cuatro horas como en este caso, el
semáforo amarillo aparecerá 30 minutos antes de que se acabe el tiempo.
Una vez expirado el tiempo en el que los medicamentos se encontraban en conflicto
(debiendo ocurrir a las “13.30” en este ejemplo), el sistema lanzará otra alarma para
indicarle al usuario que ya puede tomar el calcio, poniendo en verde el semáforo (véase la
figura 32d).
Con esta sencilla aplicación, el usuario puede controlar a lo largo del día los medicamentos
que debe tomar.
4.12 conclusiones
La causalidad juega un papel fundamental en todos los campos de la ciencia. Es una manera
de generar conocimiento y proporcionar explicaciones a través de relaciones entre dos tipos
de entidades: causa y efecto. La causalidad puede ayudar a mejorar los sistemas de IR
proporcionando nuevas relaciones entre conceptos no tratadas con anterioridad.
En medicina, las expresiones causales se encuentran frecuentemente afectadas por li-
mitaciones temporales. Diseñar un sistema que extraiga e interprete sentencias causales
capturando elementos temporales en documentos médicos tiene mucha relevancia.
La detección de relaciones causales en los textos es uno de los grandes desafíos delNLP.
No existen muchos intentos por extraer mecanismos causales (oraciones encadenadas por
relaciones causales) incluyéndoles, además, referencias temporales.
A lo largo del capítulo fue descrito en forma completa el proceso capaz de representar
sentencias causales en forma de grafo. El proceso comenzó con la detección, clasificación y
análisis de sentencias condicionales y causales a través de ciertos patrones textuales suma-
mente útiles para la toma de decisiones. Estos patrones constituyen la información necesaria
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a partir de la cual se construye el grafo, al que luego se le incorporan las restricciones de
tiempo encontradas.
El grafo es una representación visual que permite captar de forma intuitiva relaciones
entre conceptos y también hacer inferencias fácilmente, sin la necesidad de analizar de
forma manual los textos originales. A partir de la lectura del grafo construido se pueden
automáticamente responder preguntas [Puente et al., 2013a] o devolver un resumen [Puente
et al., 2013b].
En este capítulo, las expresiones causales y los componentes temporales han sido estu-
diados desde un punto de vista meramente teórico hasta llegar a una solución práctica. En
este caso, la aplicación presentada pretende ayudar al paciente durante la administración
de medicamentos de acuerdo con las restricciones temporales indicadas por su médico.
5
Conclusiones finales y futuras
líneas de trabajo
A lo largo de los capítulos anteriores se han descipto, definido y utilizado unagran cantidad de temas con el objetivo de analizar información en formato texto.
Si bien el foco estuvo puesto en la generación de resúmenes automáticos, se han presentado
otras áreas de aplicación. En este capítulo se hará un recorrido por toda la tesis mencionando
lo hecho en cada capítulo, pudiéndose apreciar el grado de cumplimiento de los objetivos
establecidos en el capítulo 1 en cada caso. Además, serán presentadas algunas ideas que
podrían utilizarse en el futuro para mejorar los métodos aquí propuestos o para aplicar
dichos métodos en otras áreas del conocimiento.
5.1 conclusiones generales
A raíz del rápido aumento en la cantidad de datos generados en formato texto (como
resultado del uso excesivo, disponibilidad y sofisticación de la tecnología), la extracción
de conocimiento a partir de información textual se volvió un tema de sumo interés en la
actualidad. A medida que crece el volumen de información disponible, su administración
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se convierte en un problema casi imposible de resolver de forma manual y un problema
bastante complejo de resolver en forma automática.
En la actual era de la información, si bien es cierto que resulta imprescindible manejar la
mayor cantidad de información posible, no es cierto que toda la información consumida
tenga el mismo nivel de relevancia. Esto justifica la necesidad de disponer de sistemas
automáticos de síntesis, especialmente en aquellas áreas de la ciencia en las cuales la
investigación y divulgación de la información son fundamentales para su desarrollo. En
particular en la medicina, por ejemplo, es una práctica habitual condensar información para
tomar buenas decisiones.
A la hora de extraer información textual relevante el resumen es clave. Contra lo que se
pueda llegar a creer, su construcción no es una tarea sencilla para el ser humano y mucho
menos para las computadoras. Después de más de 50 años de investigación alrededor del
tema, no existe un único algoritmo que resuma texto. Incluso no existe el que lo haga de
la mejor manera cualquier sea el contexto. Este objetivo está lejos de ser alcanzado. No
obstante, la investigación de nuevos algoritmos no ha cesado.
Los usuarios solicitan continuamente sistemas automáticos que produzcan resúmenes
personalizados de calidad y que les sirvan para procesar grandes volúmenes de documentos
heterogéneos. Cumplir con esta expectativa es un gran desafío. Básicamente, la obtención
del resumen automático requiere, por un lado, jerarquizar el contenido de un texto y, por
otro, expresarlo de algún modo. Ambas subtareas han sido abordadas en esta tesis a través
del desarrollo de dos soluciones muy diferentes pero con varios aspectos en común.
5.2 representación de la información
A diferencia del conocido proceso de KDD, en el KDT, siendo texto la fuente de información,
la etapa de preprocesamiento de la información es aún más ad-hoc que cuando se trabaja con
información estructurada. Es con vista al resultado final a obtener que se realiza dicha etapa
y es el modelo a construir el que condiciona las transformaciones que obligatoriamente
deben realizarse sobre los datos de entrada.
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Las distintas etapas del proceso no deben recorrerse secuencialmente y en forma aislada.
Se requiere tener una visión integral del problema a resolver para seleccionar las técnicas
que permitirán representar adecuadamente los documentos de partida. En cuanto a la
obtención de resúmenes, no es muy diferente al resto de los problemas de TM. Habiendo
dos grandes enfoques, extractivo y abstractivo, sin importar cuál se haya elegido, existe una
estrecha relación entre las etapas del KDT. Antes de iniciar el proceso debe conocerse al
detalle la naturaleza del tipo de resumen que se espera obtener y obrar en consecuencia.
5.3 extracción de contenido relevante
El resumen automático de texto ha recorrido un largo camino a partir del trabajo inicial de
Luhn en 1958. Desde entonces, muchos enfoques han sido desarrollados con el objetivo de
simular el desempeño humano en la construcción de resúmenes.
Sin reparar en los procesos cognitivos que el ser humano realiza al extraer información
a partir de los textos, se disparan mecanismos que consisten en comprender y producir
lenguaje natural. A pesar de haberse avanzado en la creación de base de datos léxicas de las
cuales pueden obtenerse relaciones semánticas entre palabras, la interpretación del texto
continúa siendo uno de los principales problemas que atraviesa el resumen automático. Los
métodos basados en extracción evitan el difícil problema de hacer que una computadora
entienda el significado de un texto. La extracción se realiza mediante métodos automáticos
de análisis estructural del texto (ya sea superficial, intermedio o profundo) que permiten
seleccionar de la información original lo considerado relevante para generar el resumen.
En este sentido se desarrolló un método capaz de identificar el criterio utilizado por el
usuario al seleccionar las partes principales de un documento. Esto fue logrado por medio
de una variante de PSO desarrollada para que, a partir de los documentos representados a
través de un conjunto de métricas de puntuación, encuentre automáticamente las métricas a
utilizar y su ponderación.
No obstante, el criterio final depende de las métricas utilizadas en la representación de los
documentos (que a su vez dependen del preprocesamiento realizado) ya que el resultado no
es más que la correcta combinación de un subconjunto de las mismas. Como trabajo futuro,
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se espera ampliar el conjunto de métricas utilizadas para caracterizar los documentos de
entrada y así lograr enriquecer su representación. No se descarta el desarrollo de variantes
de estas mismas métricas. Además, el tamaño de los resúmenes generados con este método
fue establecido de antemano, por lo que las pruebas deberán ampliarse en el futuro para
evaluar diferentes valores.
Por otro lado, a futuro se desea incorporar al método propuesto conceptos de lógica
difusa de Zadeh [1965] que permitan flexibilizar el criterio del usuario obtenido. El método
desarrollado lleva a cabo la combinación de criterios individuales (el de cada métrica)
para conseguir un criterio global y único que produzca el ordenamiento del contenido del
documento según la relevancia. Dicha combinación no está basada en criterios borrosos,
tampoco la valoración de la cada una de las métricas y, ni siquiera, el etiquetado de los
documentos de entrenamiento por parte del usuario se lo hace de aquel modo. Todos son
valores exactos. Las métricas podrían responder a diferentes lógicas borrosas, las cuales el
método se encargaría de combinar para establecer una única lista ordenada del contenido.
Así, cada parte del documento tendría varios valores borrosos según cada una de las
métricas utilizadas en la representación. Entonces, sería necesario agregar todos los valores
borrosos en uno sólo utilizando, por ejemplo, operadores OWA de Yager [1988] o alguno
derivado de ellos que se ajuste al problema.
5.4 resumen utilizando grafos
En general, los sistemas de resumen extractivo utilizan el VSM en la representación de los
documentos. No obstante, también se utiliza el descubrimiento de ciertas estructuras en los
textos que permiten construir representaciones gráficas tipo mapa, en las cuales visualmente
se exponen las relaciones entre conceptos del documento que son significativos. Si bien este
enfoque está más cerca de la abstracción no deja de requerir como primer paso, al menos, la
extracción de cierto contenido del documento. Además, necesita no sólo tener en cuenta el
contenido y estructura del texto, sino también manejar un buen conocimiento del dominio
específico y conocer los intereses personales.
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En este sentido, se desarrolló un sistema capaz de extraer el contenido causal y condi-
cional de documentos de texto para crear una base de datos causal relacionada con un
tema determinado. Luego, a partir de dicha base, un algoritmo construye un grafo donde
se visualizan de forma intuitiva las principales relaciones causales entre los conceptos
identificados previamente. A partir de este grafo es posible hacer inferencias. Las senten-
cias causales en los textos frecuentemente denotan contenido relevante. Por lo general,
la causalidad está vinculada a proposiciones o declaraciones generales, que describen un
conocimiento sobresaliente sobre un tema determinado. Por lo tanto, aislar e identificar este
tipo de contenido es un tema importante.
La causalidad ha sido estudiada por años desde muchas perspectivas: filosofía, compu-
tación, matemática, etc. Sin embargo, no se encuentran en la literatura muchos casos de
aplicación concreta. Por ese motivo se ha mostrado en esta tesis la relevancia de las sen-
tencias causales influenciadas por limitaciones de tiempo en el área de la medicina. Para
ello se incorporaron anotaciones de temporalidad al grafo y se mostró un ejemplo claro
en el que puede transferirse dicho conocimiento al área de la salud. Se lo hizo a través del
diseño de una aplicación que ayuda al paciente a controlar la administración de las dosis
de medicamentos indicados por el médico al prescribir el tratamiento. La aplicación, por
medio de: (1) la visualización de una especie de semáforo, (2) la programación adecuada
de alertas de tiempo, y (3) la identificación de incompatibilidades entre medicamentos ,
constituye una ayuda efectiva para el paciente.
Como trabajo futuro se abordará la clasificación del léxico temporal para mejorar la
representación de las restricciones en el grafo. Por otro lado, se indagará aún más sobre
el rol del tiempo en la administración de medicamentos para conseguir la eficacia de los
medicamentos teniendo en cuenta la hora del día en que son más eficaces y tolerantes. Se
continuará con el diseño de la aplicación, usándola no solo para la administración personal
de medicamentos que posean conflictos de tiempo, sino también en la gestión hospitalaria
realizada por enfermeros.
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5.5 construcción del grafo usando métricas
Se ha demostrado en esta tesis la importancia que posee el contenido causal en la construc-
ción de resúmenes. Sin embargo, el resumen formado por las sentencias causales tal como
aparecen en el documento no es mejor que el que puede conseguirse utilizando cualquier
métrica extractiva. En [Puente et al., 2017], se comprobó que, a pesar de que las sentencias
causales contienen gran cantidad de información y permiten vincular conceptos, es bastante
ambicioso crear un resumen extractivo utilizando sólo este tipo de sentencias.
En la sección 4.8 se mostró cómo un grafo causal es creado a partir del texto. Durante
aquel procedimiento las sentencias causales son extraidas y al utilizáselas en la construcción
del grafo todas ellas participan por igual sin tener en cuenta, por ejemplo, su ubicación
dentro del documento.
A través de las métricas que se utilizan en la construcción de resúmenes extractivos,
podría conseguirse jerarquizar el contenido causal de un documento y luego permitir pesar
los nodos del grafo. De la combinación de enfoques se lograría construir un grafo más
preciso y, por lo tanto, obtener los mejores caminos entre sus nodos constituyendo los
antecedentes y los consecuentes de las relaciones causales más relevantes. De esta manera,
se podría generar un resumen aún mejor.
5.6 conclusiones finales
Más de cincuenta años no fueron suficientes para pasar la prueba de Turing [1950] y tampoco
lo han sido para escribir un programa que sea capaz de generar resúmenes de calidad
humana. Ni siquiera se sabe si será posible alguna vez. Si se quiere producir resúmenes
lo más reales posible, en el futuro probablemente se tenga que cambiar totalmente de
paradigma.
Hay quienes sostienen que para muchos de los problemas de TM el enfoque algorítmico
está agotado y que la solución debe basarse en operar sobre la representación del documento.
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De esta forma, al mejorar la calidad de la representación de la información del documento
fuente se podría conseguir mejorar el desempeño de los algoritmos aplicados.
En esta tesis se tuvo por objetivo específico el desarrollo de dos estrategias capaces
de resumir documentos de texto en forma automática. El énfasis estuvo puesto en la
utilización de dos enfoques diferentes. Por un lado, buscando identificar el criterio del
usuario al seleccionar las partes principales de un documento y, por otro, extrayendo de un
documento patrones textuales específicos sumamente útiles para la toma de decisiones y
representándolos en forma de grafo.
Por todo lo antes expuesto, se considera que los objetivos propuestos han sido cumplidos
satisfactoriamente y, además, quedan definidas nuevas líneas de investigación por donde
continuar este trabajo.
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A
Extracción de reglas de
clasificación
E n la actualidad, son numerosas las áreas interesadas en extraer conocimiento apartir de la información almacenada. Esta información representa todo lo ocurrido
en el pasado y su análisis permite justificar las decisiones que fueron tomadas en su mo-
mento. Comprender los criterios utilizados con anterioridad y asociarlos con los resultados
obtenidos permite elegir el camino a seguir ante una nueva situación.
En este anexo se describirá un método nuevo basado en la técnica de optimización
desarrollada en el capítulo 3, capaz de construir a partir de la información disponible
un conjunto de reglas de clasificación que resuman e identifiquen adecuadamente las
características más relevantes de los datos. El objetivo del método es obtener un modelo
sencillo que permita explicar las decisiones tomadas y a la vez posea una tasa de acierto
aceptable.
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a.1 introducción
La Minería de Datos es una de las etapas más importantes del KDD. Cuenta con el conjunto
de técnicas capaces de modelizar y resumir datos históricos, facilitando su comprensión y
ayudando a la toma de decisiones.
Disponer de herramientas capaces de representar de una manera descriptiva las decisiones
tomadas resulta sumamente útil para explicar lo hecho y poder decidir lo que es conveniente
hacer en el futuro. Cuanto más simple de comprender sea dicha representación descriptiva,
más fácil será decidir cuándo y cómo utilizarla para tomar decisiones.
Este anexo trata sobre la obtención automática de proposiciones condicionales con el
objetivo de construir una representación con capacidad para explicar la manera en que se
encuentra organizada la información histórica e identificar las razones por las cuales se
tomaron ciertas decisiones.
Para lograr este objetivo se desarrolló un método basado en la técnica de optimización
presentada en el capítulo 3. El método es capaz de construir, a partir de la información dis-
ponible, un conjunto de reglas de clasificación con tres características principales: precisión
adecuada, baja cardinalidad y simplicidad del antecedente [Lanzarini et al., 2015a]. De esta
forma se facilita la interpretación del modelo ayudando a la toma de decisiones.
Cuando se habla de reglas de clasificación, se hace referencia a proposiciones expresadas
en forma condicional cuya estructura es la siguiente:
«SI (ocurre esto) ENTONCES (también ocurre aquello otro)»
donde la primera parte corresponde al antecedente y la segunda al consecuente. El an-
tecedente o condición de la regla consiste en la combinación de expresiones “(variable =
valor)” cuyas variables pueden ser cualitativas o cuantitativas. Por tratarse de reglas de
clasificación, el consecuente siempre utiliza el mismo atributo para referirse a la respuesta
esperada [Aggarwal, 2015].
Frente a otro tipo de soluciones, las reglas son las preferidas a la hora de caracterizar
esa enorme cantidad de datos históricos que fueron guardados automáticamente. Tienen
capacidad de explicarse por sí mismas y de su lectura se obtiene una justificación inmediata
A.2 método propuesto 145
de las decisiones sugeridas. Lamentablemente, la mayoría de los métodos existentes, cubre
la información histórica utilizando un conjunto de reglas generalmente extenso y complejo
que, pese a tener la forma «SI-ENTONCES», se torna prácticamente ilegible.
A través de la simplicidad de las reglas obtenidas con el método aquí propuesto se hace
frente al problema que generalmente tienen los conjuntos de reglas. Esta simplicidad se
consigue a través del uso de un número reducido de atributos en la conformación del
antecedente. Esta característica, sumada a la baja cardinalidad del conjunto de reglas,
permite distinguir patrones sumamente útiles a la hora de comprender las relaciones entre
los datos y posteriormente tomar decisiones.
El método propuesto ha sido aplicado sobre varios conjuntos de datos del UCI Machine
Learning Repository [Dheeru and Karra Taniskidou, 2017] y los resultados han sido com-
parados con los obtenidos por otros métodos existentes en la literatura. También se lo ha
utilizado en dos casos reales de empresas financieras que otorgan préstamos para consumo
en el Ecuador [Lanzarini et al., 2015b].
a.2 método propuesto
La obtención de reglas de clasificación es una tarea supervisada que en función de los
ejemplos disponibles busca establecer las mejores condiciones para cubrir de manera
adecuada la mayor cantidad de casos. El método desarrollado utiliza la optimización
mediante cúmulo de partículas propuesta en el capítulo 3 para construir el conjunto de
reglas.
El énfasis del método está puesto en alcanzar una buena cobertura utilizando un número
reducido de reglas, donde cada una de ellas posea un número mínimo de conjunciones en
su antecedente. De esta forma se facilitará la interpretación del modelo ayudando en la
toma de decisiones.
A continuación serán detallados los aspectos necesarios para entender cómo se utiliza la
técnica de optimización mencionada para extraer reglas.
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a.2.1 Información a manejar en cada individuo
Tal como se describió en el capítulo 3, Particle Swarm Optimization (PSO) es una estrategia
poblacional donde los individuos buscan mejorar su capacidad de resolver el problema a
medida que el proceso evolutivo avanza. Esta capacidad está relacionada con la información
que cada partícula contiene obligatoriamente en su estructura.
Con respecto a la extracción de reglas de clasificación, para formar el antecedente se
utiliza una representación de longitud fija formada por dos partes:
parte binaria Permite identificar cuáles son las condiciones que formarán parte del
antecedente. En el caso de los atributos cualitativos utiliza tantos dígitos binarios como
valores diferentes presente dicho atributo. En el caso de los atributos numéricos utiliza
sólo dos dígitos binarios para indicar si interviene el límite inferior y/o superior de
dicho atributo. Su valor será 1 cuando se utiliza y 0 si no.
parte real Contiene los valores que permiten acotar a los atributos numéricos a la hora
de conformar la condición. Dichos valores son calculados a través de la técnica de
optimización evitando de esta forma tener que discretizar los atributos numéricos
antes de iniciar el proceso. Su longitud coincide con la parte binaria aunque sólo se
utiliza para los atributos numéricos. Este aspecto, si bien incrementa levemente la
longitud del individuo, facilita el funcionamiento del algoritmo.
Como puede notarse, al involucrar la representación tanto atributos numéricos como
nominales, la estructura de la partícula es la misma que la vista en la sección 3.4. La única
diferencia tiene que ver con el uso que se le da a cada parte (véase sección 3.5). En este caso
la binaria sirve para para elegir los atributos que se utilizan en la regla y la continua para
delimitar los atributos cuantitativos.
Por otro lado, el método utiliza el cúmulo completo para operar con una misma clase a la
vez. Es decir que todos los individuos de la población corresponden a reglas de una misma
clase predeterminada. De esta manera cada partícula evoluciona el antecedente de la única
regla que representa y su consecuente no está codificado en la estructura [Freitas, 2003].
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a.2.2 Inicialización de la población
La ubicación de los individuos en el espacio de búsqueda es un aspecto determinante para
lograr buenos resultados. En especial si se debe trabajar con representaciones binarias se
corre el riesgo de obtener valores de aptitud muy disímiles, aunque se hayan producido
pequeños ajustes en la representación.
Iniciar cerca del óptimo no sólo incrementa la calidad de los resultados sino que reduce
el tiempo de la búsqueda. Para conseguir una adecuada inicialización, se utiliza un agrupa-
miento de los datos de entrada a través de una red neuronal competitiva supervisada. Una
vez entrenada, los centroides permitirán conocer cuáles son las zonas más prometedoras
del espacio de búsqueda facilitando la inicialización del cúmulo.
a.2.3 Aptitud de una partícula
El valor de aptitud de cada partícula se calcula de la siguiente forma:
Fitness = α ∗ balance ∗ support ∗ con f idence− β ∗ antecedent_length (16)
donde support y con f idence son medidas conocidas para establecer la calidad de la regla,
α y β son constantes que representan la importancia que se le da a cada término, balance
permite compensar el efecto que tiene el desbalance entre clases a la hora de calcular el
soporte y antecedent_length es la proporción de condiciones utilizadas en el antecedente
respecto de la cantidad total de atributos que pueden utilizarse.
La evaluación del desempeño del individuo no se limita sólo a una única regla sino que
utiliza al individuo binario como la selección de los ítems que pueden formar el antecedente
pero no se considera obligatorio utilizarlos a todos. Cada vez que se evalúa la partícula
también se analizan las distintas reglas que se forman al suprimir una a una las condiciones
que participan en el antecedente. Esto simplifica las reglas a medida que las partículas
realizan la búsqueda. De todas las reglas evaluadas para una partícula se toma la de mayor
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fitness. La regla resultante se almacena en la partícula conservando sólo las condiciones
relevantes con valor 1 y el resto con 0.
a.2.4 Desplazamiento de las partículas
Como ya se ha mencionado, para poder operar con atributos cualitativos y cuantitativos, el
movimiento de la partícula se encuentra dividido en dos partes: una binaria y otra continua.
La primera indica cuáles serán los atributos a utilizar mientras que la segunda determina
los intervalos que controlan los atributos numéricos.
Operar con una representación doble implica definir el criterio con el que se realizará el
movimiento. Aquí deben hacerse ajustes para poder hallar la solución más adecuada dentro
de un entorno reducido. Para mejorar la calidad de la búsqueda el método realiza una breve
expansión al inicio para concentrarse rápidamente en la solución esperada [Lanzarini et al.,
2008].
De no contar con la posibilidad de trabajar con una población variable es preciso indicar
a priori la cantidad de partículas que formarán la población. Si este valor se encuentra por
debajo de lo necesario, no se logrará llegar a una solución adecuada y por el contrario, si es
excesivo, el costo computacional se verá incrementado.
Por otro lado, pequeñas modificaciones realizadas sobre los atributos nominales generan
grandes cambios en el valor de aptitud de la partícula provocando que una regla que se
estaba formando adecuadamente pase abruptamente a tener un valor de aptitud nulo. Para
resolver este aspecto es preciso controlar los movimientos realizados. El método utiliza
una variante de PSO definida en [Lanzarini et al., 2011a] donde se propone controlar las
modificaciones del vector velocidad.
a.2.5 Proceso de obtención de reglas
El método sigue el enfoque llamado Iterative Rule Learning (IRL), en el cual por cada
ejecución de un proceso iterativo se extrae el mejor individuo de la siguiente manera.
El método iterativamente busca cubrir los ejemplos de la clase mayoritaria. En cada
ejecución del PSO, las partículas competirán entre ellas para formar la mejor regla de la
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clase seleccionada. Luego de la obtención de cada regla, se retiran del conjunto de entrada
los ejemplos correctamente cubiertos y se vuelve a repetir el proceso con los restantes hasta
hallar el conjunto de reglas completo. Esto evita generar reglas similares pero, a diferencia
del enfoque Michigan [Holland and Reitman, 1977], las reglas deben aplicarse a los datos
en el mismo orden en que fueron generadas [Venturini, 1993]. Las reglas forman lo que se
conoce como lista de clasificación.
a.3 resultados obtenidos
La figura 33 ilustra un análisis comparativo de los resultados obtenidos de aplicar cuatro
variantes del método descrito en este anexo a 13 bases de datos del repositorio UCI. La
inicialización del cúmulo de partículas se realizó de dos formas distintas: con una red SOM
y con una red LVQ.
Se trabajó con poblaciones de tamaño fijo utilizando redes neuronales de 30 neuronas
competitivas. Para la red SOM se utilizó una grilla de 6x5 con 4 vecinas como máximo por
neurona. Estas combinaciones aparecen mencionadas en la figura 33 como “somPSO” y
“lvqPSO”.
Las versiones con población variable, denominadas somVPSO y lvqVPSO, utilizan la
estrategia de edad para modificar la cantidad de individuos y pueden comenzar con una
población menor ya que agregarán o quitarán partículas durante el proceso de búsqueda
según consideren adecuado.
Los resultados obtenidos fueron comparados con los arrojados por los siguientes métodos
existentes en la literatura: PART [Frank and Witten, 1998], cAntMinerPB [Medland et al.,
2012] y C4.5 [Quinlan, 1993].
Dado que se trata de conjuntos de datos con distintas características, se han norma-
lizado los resultados obtenidos en lo referido a precisión, cardinalidad del conjunto de
reglas y longitud promedio por antecedente de una regla. En la figura 33 se denomina
“Relac.Precisión” al promedio de los cocientes entre la precisión obtenida por el método y la
precisión de la mejor solución para cada base de datos. Aplicando el mismo razonamiento,
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Figura 33: Resultados obtenidos sobre 13 bases de datos de repositorio.
Figura 34: Simplicidad del modelo obtenido medida a partir de la cantidad de comparaciones totales
realizadas en cada caso.
“Relac.Cardinalidad” es el promedio de los cocientes entre las cantidades promedio de
reglas que posee la solución hallada por el método y la solución con cardinalidad mínima
para cada base. Como puede observarse en la figura 33, las cuatro variantes del método
propuesto tienen una cardinalidad parecida y son las de menor tamaño. En particular,
lvqVPSO es, en promedio, un 7% superior a la solución de menor tamaño mientras que los
restantes incrementan este valor entre un 284% y un 300%. Es decir que existe una gran
diferencia entre la cardinalidad de la solución del método propuesto y los restantes métodos
analizados. Con respecto a la precisión cAntMiner es el método que ofrece los mejores
resultados, siendo un 2% superior al método propuesto pero, como se dijo anteriormente,
para lograr este 2% de mejora en la precisión utiliza en promedio un conjunto de reglas
cuya cardinalidad casi cuadruplica la del método propuesto.
La simplicidad del modelo obtenido por cada método puede verse en la figura 34 y
fue estimada calculando la cantidad promedio de comparaciones que utiliza cada uno, es
decir, el producto entre la cardinalidad del conjunto de reglas y la longitud promedio del
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antecedente en cada caso. Allí se observa que las variantes del método propuesto requieren
menos del 50% de las utilizadas por cAntMiner, aproximadamente el 15% de las necesarias
para C4.5 y el 35% de las empleadas por PART.
También se lo ha utilizado en dos casos reales de empresas financieras que otorgan
préstamos para consumo y dos bases de datos financieros de crédito al consumidor del
repositorio UCI. Una de las bases de datos reales proviene de una importante entidad de
ahorro y crédito de Ecuador con más de 20 años de trayectoria en el mercado interno. La
otra base de datos real pertenece a la Cooperativa de Ahorro y Crédito, una institución
de ahorro mutuo de Ecuador. Los préstamos para consumo son operaciones con montos
muy inferiores a los préstamos hipotecarios y requieren tomar decisiones rápidas ya que
generalmente son acordados con los clientes a través de un servicio en línea.
La figura 35 resume los resultados obtenidos para estos cuatro conjuntos de datos.
Los resultados de la aplicación de las cuatro variantes del método propuesto han sido
comparados con los métodos C4.5 y PART. En esta oportunidad no se ha incluido cAntMiner
por el excesivo tiempo requerido por este método para brindar el conjunto de reglas.
Figura 35: Resultados obtenidos sobre dos casos reales de empresas financieras que otorgan prés-
tamos para consumo y dos bases de datos financieros de crédito al consumidor de
repositorio.
Nuevamente se observa que todas las variantes del método propuesto arrojan los conjuntos
de reglas con la menor cardinalidad. Se recuerda que el valor 1 en “Relac.Cardinalidad”
representa que se ha obtenido el conjunto con la menor cantidad de reglas. Los otros
métodos son 23 o 14 veces más grandes. La versión lvqPSO es la de mejor desempeño entre
las variantes propuestas con una precisión promedio un 1% inferior a C4.5 pero si se observa
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Figura 36: Simplicidad del modelo.
la simplicidad graficada en la figura 36, equivalente a la cantidad de condiciones promedio
que involucra el modelo completo, puede verse que es 80 veces menor requiriendo un
promedio de 10 preguntas para decidir si otorga o no el préstamo contra las más de 800 que
plantea C4.5. El 1% de precisión es aceptable en este tipo de situaciones ya que el volumen
de operaciones compensará las decisiones incorrectas. Sin embargo, tomar una decisión en
base a un cuestionario corto que no tendrá mas de 10 preguntas incrementa notablemente
las posibilidades de concretarlo. Ningún cliente soportará en línea un cuestionario tan
extenso como el que proponen los otros métodos.
a.4 conclusiones
En este anexo se han descripto brevemente los aspectos fundamentales y necesarios para
aplicar la variante de PSO desarrollada en el capítulo 3 en la extracción de reglas de
clasificación. El énfasis estuvo en alcanzar una buena cobertura utilizando un número
reducido de reglas donde cada una de ellas posea un número mínimo de conjunciones en su
antecedente. Esto ha dado como resultado varias publicaciones en las cuales puede obtenerse
mayor detalle al respecto [Lanzarini et al., 2017; Jimbo Santana et al., 2017; Lanzarini et al.,
2015c; Lanzarini et al., 2015b; Lanzarini et al., 2015a; Villa Monte et al., 2012].
El método propuesto ha sido aplicado sobre varios conjuntos de datos, tanto de repositorio
como reales, con resultados satisfactorios. Se han verificado las características deseadas
aunque en algunos casos la precisión haya sido ligeramente superada por otros métodos
existentes. Esto tiene que ver con la presión realizada por mantener la simplicidad del
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modelo, no permitiendo la generación de reglas con poca cobertura. Todos los modelos
obtenidos han sido los de menor tamaño y la precisión no ha sido inferior en promedio a
un 2% de lo ofrecido por otros métodos.
Por lo tanto, en base a los resultados obtenidos, se considera que el objetivo planteado
inicialmente ha sido cumplido. En los casos en los cuales la velocidad en la toma de
decisiones es fundamental, el método propuesto es una solución sumamente adecuada.

B
Almacenamiento de documentos de
manera estructurada
E n esta tesis fue necesario recopilar de Internet varios documentos de texto. Losmismos se consiguieron, en el caso del capítulo 3, a través de la descarga de
artículos científicos publicados en una conocida revista médica y, en el caso del 4, por
medio de la captura del contenido de varias páginas web especializadas en una temática
determinada.
Una vez recolectados los documentos de partida, fue necesario continuar con su prepro-
cesamiento. Todos los documentos se expresan en lenguaje natural y por ende de forma no
estructurada (textual, HTML, XML, JSON, etc.). En la mayoría de los casos, es imprescindi-
ble transformar los datos sin procesar (en bruto y disponibles en formato texto) en datos
estructurados antes de poderlos utilizar y analizar.
En este anexo se describe el diseño de una base de datos para persistir los documentos
adecuadamente para su posterior procesamiento. Además, se detalla el procedimiento lleva-
do a cabo para almacenarlos en dicha estructura indicando algunos recursos y herramientas
utilizadas para manipular el lenguaje natural.
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Figura 37: Ejemplo de base de datos relacional compuesta por dos tablas.
Fuente: [Hernández Orallo et al., 2004]
GROUP BY D.IdD, D.DNombre
WHERE E.sueldo >2.000
FROM empleado E JOIN departamento D ON E.IdD=D.IdD
SELECT D.IdD, D.DNombre, AVG(E.edad)
⇓
Figura 38: Ejemplo de consulta SQL sobre los datos de la figura 37.
Fuente: [Hernández Orallo et al., 2004]
b.1 introducción
En el capítulo 2, al mencionar el tipo de dato al que se le puede aplicar técnicas de DM,
se diferenciaron los datos estructurados, provenientes comúnmente de bases de datos
relacionales, de los no estructurados (en formato texto), provenientes generalmente de la
web o de otros tipos de repositorios de documentos.
Una de las principales características de las bases de datos relacionales es la existencia
de un esquema asociado. Los datos siguen una estructura y son, por tanto, estructurados.
Una base de datos relacional es una colección de entidades (tablas), cada una de las cuales
consta de un conjunto de atributos (columnas o campos) y puede contener muchas tuplas
(registros o filas). Cada tupla representa un objeto, el cual se describe a través de los valores
de sus atributos. La figura 37 ilustra un pequeño esquema de base de datos compuesto de
sólo dos tablas: “empleado” y “departamento”.
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Generalmente, las bases de datos poseen un mayor número de tablas, atributos y registros.
Si bien constituyen la fuente de datos de la mayoría de las aplicaciones de DM, muchas
de las técnicas utilizadas son capaces de tratar una tabla a la vez. Tradicionalmente, con
el uso de lenguajes de consulta especialmente diseñados para ello, como SQL, se consigue
combinar la información que se requiere de varias tablas en una única tabla o vista minable.
La figura 38 muestra una consulta típica sobre la tabla “empleado”.
En cuanto a los tipos de datos de los atributos, existen muchos. Desde el punto de vista
de las técnicas de DM más habituales (como lo es la obtención de reglas de clasificación
vista en el anexo A), interesa distinguir dos tipos: numéricos y categóricos. Sin embargo,
existen otras representaciones de datos más complejas como, por ejemplo, las cadenas de
caracteres o los campos tipo “memo” en los cuales el texto libre predomina y para los cuales
hacen falta técnicas específicas para tratarlos.
Aunque hoy en día las bases de datos relacionales continúan siendo las más utilizadas,
existen aplicaciones que utilizan otro tipo de organización de datos más complejos. Tal es el
caso de las bases de datos documentales formadas por grandes colecciones de documentos
no estructurados, constituidos en su mayoría de texto.
En estos casos, las técnicas de DM pueden utilizarse para obtener asociaciones entre los
contenidos, agrupar o clasificar objetos textuales. Pero para ello, los métodos de minería
deben integrarse con técnicas de IR y NLP y hacer uso de diccionarios y tesauros.
Generalmente, como se vió en el capítulo 2, se toma el cuerpo del documento (texto) y
se le aplican ciertas transformaciones básicas, a fin de obtener objetos mucho más útiles a
los que se les pueda posteriormente realizar una tarea de análisis más significativa. En este
sentido, es útil imponer una cierta estructura en los datos que sea lo suficientemente rica
como para permitir operaciones interesantes.
A continuación se describirán las tareas de preprocesamiento que se le realizaron a los
documentos descargados de PLOS Medicine y el diseño de base de datos propuesto para
almacenarlos correctamente.
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b.2 descripción del diseño propuesto
El diseño de base de datos se realizó de forma tal que pudiera almacenarse todo el contenido
de los documentos de texto de manera estructurada. Este diseño fue concebido para
documentos científicos teniendo en cuenta las necesidades de los resúmenes extractivos.
Los documentos científicos utilizan una estructura común que generalmente comienza
con su título, el listado de autores e información adicional (afiliación, correos electrónicos,
etc.). Le sigue un resumen y las palabras clave. Luego, su contenido se organiza en secciones,
subsecciones, etc., cada una de ellas con título propio. El contenido de cada sección consiste
en una secuencia de párrafos formados por oraciones. Cada oración contiene una secuencia
de palabras. Normalmente en las primeras secciones se proporciona información general
y luego detallan aspectos más específicos en relación con el tema tratado. Finalmente,
se discuten los resultados y las conclusiones, antes de listar las referencias bibliográficas
realizadas. Toda la información debe ser almacenada. La figura 39 muestra cómo estos
documentos se organizan.
Independientemente del tipo de documento del que se trata, son fundamentalmente una
secuencia de caracteres (en una codificación específica) contenida en un archivo en algún
formato. Mientras que los archivos de texto sin formato sólo contienen los caracteres de un
texto, otros (como los archivos XML) pueden expresar su contenido mediante una estrategia
de marcado, como se muestra a continuación.
<article>
<front>
<article-title>...</article-title>
<abstract>...</abstract>
</front>
<body>
<sec id=‘s1’>
<title>...</title>
<p>...</p>
</sec>
<sec id=‘s1a’>...</sec>
<sec id=‘s1b’>...</sec>
<sec id=‘s2’>...</sec>
...
</body>
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Figura 39: Estructura típica de un documento científico.
</article>
Este formato, mediante etiquetas, identifica partes específicas dentro de un documento.
El Center for Digital Research in the Humanities de la Universidad de Nebraska–Lincoln define el
formato XML como un estándar de codificación que ayuda en la creación, recuperación y
almacenamiento de documentos 1. Este formato es fundamental para procesar el contenido
del documento y almacenarlo con éxito en la base de datos propuesta.
En síntesis, los contenidos en la web constan de datos no estructurados (texto), datos
muy poco estructurados (como en los documentos HTML), datos semi-estructurados (como
los documentos XML) y datos más estructurados (como el contenido de las bases de
datos relacionales). Sin embargo, hoy la mayoría del contenido corresponde a texto no
estructurado.
Cada una de las palabras de un documento debe considerarse junto con la ubicación
dentro del mismo. Con el diseño de datos propuesto a continuación, el documento original
1 https://cdrh.unl.edu/articles/basicguide/XML
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Figura 40: Modelo de base de datos propuesto para almacenar contenido textual de los artículos
científicos.
podría reconstruirse utilizando la información almacenada, lo que garantiza su consistencia.
La figura 40 muestra el diseño de base de datos propuesto para almacenar este tipo de
documentos.
La base de datos consta de quince tablas que almacenan toda la información necesaria
para ubicar cada palabra dentro de un documento. El modelo tiene en cuenta la revista, el
número y los artículos publicados en cada uno (tablas “journal”, “edition” y “document”).
El texto del documento se divide en las tablas denominadas “section”, “paragraph” y
“sentence”. La tabla “section” es recursiva, lo que permite la inclusión de secciones dentro
de otras, algo bastante común en este tipo de documentos. El resto de la información (todos
los títulos, las palabras clave y el contenido de las secciones) está relacionado con la tabla
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“token”. Cada palabra del texto se reduce a su raíz al aplicar un algoritmo de stemming y
se almacena en la tabla “stem” relacionada con la palabra correspondiente en aquella tabla.
Como puede recordarse del capítulo 2, el stemming es la tarea de reducción de términos
más significativa en TM, ya que el número de palabras derivadas de la misma raíz es muy
alto.
En el capítulo 3, se utilizaron artículos sobre temas de salud publicados por una revista
de PLOS. Estos documentos pudieron descargarse de forma gratuita en formato XML a
través de Internet. Tener los documentos en este formato facilita la identificación de cada
una de las partes del documento.
Los archivos en aquel formato pueden procesarse con bibliotecas especiales que crean
un árbol con todos los elementos del documento. Cada nodo en aquel árbol es un objeto
que representa una parte del documento. Esto puede usarse para extraer información
específica del documento y almacenarla en la base de datos. Además, estos objetos pueden
manipularse mediante programación y cualquier cambio que se les haga se verá reflejado
en la visualización posterior del documento. Esto puede resultar interesante, ya que al
identificar las partes relevantes de un documento se las podría diferenciar automáticamente
del resto visualizando el documento resaltado (tal como lo hace el ser humano con un
marcador).
Una vez conseguidos los artículos en XML del sitio web de PLOS se llevaron a cabo las
siguientes acciones:
Se extrajo el título junto con el resumen creado por el o los autores.
Se procesó cada una de las secciones identificando su título. Ciertas secciones, como
“Bibliography” y “Acknowledgments”, no se tuvieron en cuenta. Tampoco las figuras,
tablas y ecuaciones incluidas en el artículo. Todas ellas fueron descartadas.
Para conseguir las oraciones, los párrafos de cada sección se segmentaron utilizando
el punto final como delimitador, teniendo en cuenta cuando se lo usó como separador
decimal o como parte de una abreviatura, entre otros casos.
La lista de palabras clave, los títulos y las oraciones se tokenizaron utilizando espacios
en blanco y signos de puntuación. Cada token se agregó a la tabla “token_sentence”
después de verificar que el token existiera.
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En caso que el token no fuera encontrado, se lo agrega, por un lado, a la tabla “token”,
marcándolo como stop-word si lo es, y por otro lado, a “simple_token” o “compo-
sed_token”, según corresponda. Cada token simple tiene su raíz correspondiente
almacenada en la tabla “stem”.
El proceso de cargado de información a la base de datos desde archivos XML debe
llevarse a cabo cuidadosamente para evitar alterar el orden de las secciones y la estructura
del documento. Durante este proceso, el documento se transforma, debiéndose tomar
varias decisiones: ¿Qué algoritmo de stemming usar? ¿Qué se considera un token? ¿Cuáles
delimitadores utilizar para segmentar el texto? ¿Cuál es la unidad de análisis textual? Y
muchas preguntas más. El resultado final del proceso será una vista del documento a partir
del cual, por ejemplo, calcular una serie de métricas (como las de la tabla 1). Por esta
razón es esencial tener control sobre el impacto del procesamiento previo realizado en los
documentos y registrar en un diseño de datos todos los resultados parciales de cada una de
las transformaciones realizadas.
A partir del conjunto de documentos almacenado, por cada oración se calcula cada
métrica de puntuación utilizada en la generación extractiva de resúmenes. Esto requiere,
entre otras cosas, procesar variables de tipo String varias veces usando métodos de partición
de cadenas. Incluso si antes de calcular cada una de las métricas se probaran diferentes tareas
de preprocesamiento y los resultados no se los almacenara, esto demoraría más tiempo.
Entonces, cada una de las métricas podría calcularse sobre el resultado de una consulta
SQL realizada para todas las oraciones en el documento. Por ejemplo, la consulta podría
recuperar los identificadores correspondientes a los tokens asociados con cada oración del
documento y luego, con algún lenguaje de programación como Python, calcularse fácilmente
las frecuencias necesarias en varias de las métricas. Lo interesante es que, al igual que sus
raíces, se pueden recuperar los tokens, e incluso obtener las palabras clave o también filtrar
ciertos tipos de palabras (como sustantivos, verbos, etc.). Además, es posible recalcular las
métricas por párrafos sin requerir muchas modificaciones.
Una vez calculadas todas las métricas, sus valores en forma de matriz (tal como se la
vio en la ecuación 4) serán almacenados en la tabla “metric_scoring” del modelo de datos
(figura 40).
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b.3 conclusiones
En este anexo se presentó un modelo de datos para almacenar documentos científicos
con una estructura predefinida. Al usarlo, un conjunto de métricas puede ser calculado
para cada documento del corpus usando consultas SQL y un lenguaje de programación
apropiado, como Python. De esta forma, las oraciones de un documento pueden clasificarse
para generar varios tipos de resúmenes extractivos. Para mayor información sobre esta
representación consultar [Villa Monte et al., 2018a].
El diseño de datos lo ha motivado la necesidad de contar con una herramienta que
permita procesar documentos, dividir su contenido correctamente y asegurarse de que cada
fragmento de texto no pierda su información contextual [Villa Monte et al., 2018b]. Se lo
mantuvo, por un lado, lo suficientemente general como para que pudiera ser útil y aplicable
a cualquier tarea de NLP y, por otro, lo más independiente posible del problema de TM a
resolver.
Esta propuesta es una contribución práctica al área de resúmenes automáticos, permi-
tiendo calcular métricas fácilmente, disminuyendo el tiempo de desarrollo y alguna posible
ambigüedad en su interpretación. Ahorra tiempo de cálculo, permite expresar claramente la
manera de calcular cada métrica y facilita la experimentación en esta área de investigación.
Además, el documento puede reconstruirse fácilmente de acuerdo con las necesidades del
experimento a realizar, permitiendo su integración a otros sistemas que operan sobre los
documentos con diferencias significativas.
