Abstract. There is a natural epimorphism from the symmetric algebra to the Rees algebra of an ideal. When this epimorphism is an isomorphism, we say that the ideal is of linear type. Given two determinantal rings over a field, we consider the diagonal ideal, the kernel of the multiplication map. We prove that the diagonal ideal is of linear type and recover the defining ideal of the Rees algebra in some special cases. The special fiber ring of the diagonal ideal is the homogeneous coordinate ring of the join variety.
INTRODUCTION
In this paper we address the problem of determining the equations that define the Rees algebra of an ideal. Besides encoding asymptotic properties of the powers of an ideal, the Rees algebra realizes, algebraically, the blow-up of a variety along a subvariety. Though blowing up is a fundamental operation in the birational study of algebraic varieties and, in particular, in the process of desingularization, an explicit description of the resulting variety in terms of defining equations remains a difficult problem.
Let I be an ideal in a Noetherian ring R. The Rees algebra R(I) of I is the graded subalgebra R[It] ∼ = ⊕ n≥0 I n of R [t] . When I is generated by f 1 , ..., f u , there is a natural map φ from R[t 1 , ..., t u ] to R(I) sending t i to f i t. The kernel of φ is the defining ideal of R(I) in the ring R[t 1 , ..., t u ]. There is another natural map ψ from Sym(R u ) = R[t 1 , ..., t u ] to Sym(I), the symmetric algebra of I, and the kernel of ψ is the defining ideal of Sym(I). This ideal is generated by the entries of the product of (t 1 , ..., t u ) and the presentation matrix of I. The defining ideal of Sym(I) is contained in the kernel of φ. Hence we have a surjective map from Sym(I) to in the theory of Koszul complexes. Later Herzog-Simis-Vansconcelos and HerzogVansconcelos-Villarreal used strongly Cohen-Macaulay and sliding depth conditions to describe classes of ideals of linear type [HSV1] , [HSV2] , [HVV] . Huneke proved that if X is a generic n × n matrix and I is the ideal of n − 1 size minors of X in R = Z[x ij ], then I is of linear type [H2] . Villarreal showed the edge ideals of a tree or a graph with a unique odd cycle are ideals of linear type [Vi] . In this paper, we give a new class of ideals of linear type, diagonal ideals of determinantal rings.
Now we describe the setting of this work. Let k be a field, R be a polynomial ring over the field k with variables {x ij }, and X is the generic m× n matrix (x ij ). Given two homogeneous R-ideals, I 1 and I 2 , we consider the kernel of the multiplication map from S = R/I 1 ⊗ R/I 2 to R/(I 1 + I 2 ). The kernel is the diagonal ideal D of the ring S and D is generated by the images of x i ⊗ 1 − 1 ⊗ x i in the ring S. The main result of this paper shows that the ideal D is of linear type if I 1 , I 2 are the ideals of maximal minors of submatrics of X. Notice I 1 and I 2 are in general not of linear type (see [H2] , 2.6).
In this particular case, the special fiber ring of I, F (D) = R(D) ⊗ S k, is the homogeneous coordinate ring of the embedded join varieties of V (I 1 ) and V (I 2 ) in projective space P m×n−1 k . Hence when D is an ideal of linear type, the embedded join is the whole space. But it is not true in general that if the embedded join variety is the whole space, the diagonal ideal D is of linear type. See Example 2.2 in Section 2. The proof of the main result is in Section 2. We now describe the idea of the proof. We use the defining ideals of Sym(D) to understand the defining ideals of R(D). We identify some specific equations in the defining ideal J of Sym(D), and consider the subideal L of J they generate. Notice that L ⊂ J ⊂ K, where K is the defining ideal of R(D), hence the goal is to prove that L = K. We use Buchberger's Algorithm to find a Gröbner basis of the ideal L with respect to some monomial order. We find a set of polynomials that are in the ideal L and show that all the remainders between elements in this set are zero. Hence we find a Gröbner basis of the ideal L. Once we have the Gröbner basis, we have the generating set for the initial ideal in(L) of L. This way we find a non zero-divisor modulo L, which we may invert thereby reducing to the case of a smaller matrix. Thus we show that L = K. As a consequence, the two algebras Sym(D) and R(D) are naturally isomorphic and we obtain an explicit description of the defining equations of R(D).
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Main results
Let k be a field, 2 ≤ m ≤ n integers,
m × n matrices of variables over k. Let 2 ≤ s i ≤ t i integers, and let X s1t1 , Y s2t2 be the submatrices of X and Y consisting of the first s i rows and first t i columns. We write I = I s1 (X s1t1 ), J = I s2 (X s2t2 ) the ideals of k[X] generated by the maximal minors of X s1t1 and the maximal minors of X s2t2 . Let R 1 = k[X]/I, R 2 = k[X]/J be the two determinantal rings. We consider the diagonal ideal D of R 1 ⊗ k R 2 , defined via the exact sequence
The ideal D is generated by the images of
We have a presentation of D, .
The remaining part of this section is devoted to prove Theorem 2.1. In the course of this we also describe the defining equations of R(D). We identify some specific equations in the defining ideal J of Sym(D). In order to clarify the notations, we define matrices that will be used repeatedly.
For the convenience of notation, we write det M = |M | when M is a square matrix. We set determinate of a 0 by 0 matrix equal to 1. We also write
as a matrix with different variables.
The following is a well-known fact: writing a matrix with variable y's as a matrix of variables x's and a combination of differences of x's and y's.
Lemma 2.4. Let X and Y be n × n matrices. With notation as above
Proof. We prove this by inducting on n. When n = 1, the claim is trivial. By induction, we have
Here equality (1) comes from adding the extra term 
Now we can put everything together, we obtain
In the following lemma, we define those special equations that we consider and we show that those equations are in the defining ideal of symmetric algebra of D. the k −l +1 by s 1 submatrix of X with rows l, l + 1, .., k and columns a 1 , ..., a s1 , and similarly for Y and Z.
We define
Proof. We can see |X a1...as 1 |, |Y b1...bs 2 |, g ij,lk 's are in J . Notice that when t 2 < s 1 , by the way we define f a1,...,as 1 , this is an empty condition. When t 2 ≥ s 1 , we substitute z ij via x ij − y ij and use Lemma 2.4, we can see f 's are in J .
The next Theorem immediate implies Theorem 2.1. To explain this, we consider the (m − 1) × (n − 1) matrices of variables
where
Then we have
φ(y ij ) = y ij and φ(z ij ) = z ij when i = 1 or j = 1, and φ(x
. Let ψ and ψ ′ denote the map from T x11y11 to R Sx 11 y 11 (D) and
+x i1 x 1j (x 11 − y 11 )/x 11 y 11 , and
Let W denote the set of Koszul relations:
From the way we define the map φ, we have
Notice the following equality:
SOME LINEAR ALGEBRA
This section is a reminder of some linear algebra properties. We will use those properties in the proof of Section 4.
The following lemma writes the determinant of a certain in x and y variables in term of y variables and differences x ij − y ij .
Lemma 3.1. With notation as 2.3,
Proof. We will show this by inducting on i. When i = 1, we have
Now Lemma 2.4 gives
Hence we have
Notice that
Now for the induction step, we assume
By the following the two lemmas, the S-pairs between the elements of the ideal L can be reduced using the Koszul relations.
Proof. One has
Lemma 3.3. Let g ij,lk defined as Lemma 3.2. Then
Proof. We have
Gröbner basis
This section is devoted to prove Lemma 2.7. We outline this section here. We will recall Buchberger's Criterion and give several lemmas that will help us reduce the computation of S-pairs between elements of L. We define several equations and show those equations sit inside the ideal L. Theorem 4.25 will give a Gröbner basis of L via a particular ordering. Actually, all the equations defined before Theorem 4.25 are all of elements of the Gröbner basis. The proof of Theorem 4.25 will be broken down as several lemmas computing the S-pairs of the elements and showing all of the reminders of S-pairs are zero. Let I = (g 1 , ..., g s ) be an ideal in a polynomial ring. We define The polynomial m ji g i − m ij g j is commonly referred to as the S-pair between g i and g j and h gigj is called the remainder.
By using Buchberger's Criterion, we obtain several lemmas that will help in the computation of a Gröbner basis of L. Sine we focus on the determinantal rings, the computation of S-pair between elements are involving the values of matrix determinate. For the computation purpose, we define the following definition. Definition 4.2. Given two square free monomials p 1 and p 2 in k[X] where X is the m by n matrix of variables, we define m 12 = p 1 /GCD(p 1 , p 2 ) and m 21 = p 2 /GCD(p 1 , p 2 ). Assume m 12 = x u1a1 ...x ur ar , m 21 = x v1b1 ...x vw bw , then define the matrix
. . . . . .
and the matrix
The following lemma helps us replace a polynomial with a leading term involving x i,j 's by a polynomial with a leading term without involving x ij 's.
Lemma 4.3. Let a s1 < ... < a 1 , 1 ≤ r ≤ s 1 , and let g i1j1,i2j2 be as defined in Lemma 2.5. Then
Proof. For the purpose of this proof we drop the column indices. We use Lemma 3.1 to obtain
The determinant in the following lemma appears in many cases in the computing of Gröbner basis. This lemma enables the determinant to be written as a combination of elements of I s2 (Y ) and g i1j1,i2j2 .
Lemma 4.4. Let a 1 < ... < a s1+1 , and 1 ≤ r ≤ s 1 . One has
Proof. The column indices are omitted again. First we write
then using Lemma 3.2 and 4.3, we obtain 
α is defined as given :
u=r+1 {c1,c2,d1,...,ds 1 −1}={a1,...,as 1 +1}
This shows the element α is in I s2 (Y s2t2 ) + (g i1j1,i2j2 ). After removing the repeated row y r , we have
In order to simplify the notation and the computation, we define notation to keep track of sums of determinants. . Take the determinant of each matrix and take the sum of all determinants to form the new polynomial P u a1,..,aq u ,d1,...,dp 21
. Similarly, use M 12 to obtain P v b1,...,bq v ,c1,...,cp 12
. Write P u a1,..,aq u ,d1,...,dp 21
where P u 1 and P v 1 contain the leading terms of P u a1,..,aq u ,d1,...,dp 
The technique of proving the following lemma is the main technique we are going to use for computing the S-pairs of elements of a Gröbner basis. ).
We are going to define some polynomials that are in the ideal L. Those polynomials will be part of the Gröbner basis of L that we are going to compute. The following definition is coming from the f a1,...,as 1 as defined in Lemma 2.5.
Definition 4.7. Let 1 ≤ a 1 < a 2 < ... < a s1+k−1 ≤ min{t 1 , t 2 }, and 1 ≤ l ≤ k ≤ s 2 , we define f l,k a1,...,a s 1 +k−1 as follow:
Proof. We first define p l,k a1,...,a s 1 +k−1 as follows:
where 1 ≤ a 1 < a 2 < ... < a s1+k−1 ≤ min{t 1 , t 2 }, and 1 ≤ l ≤ k ≤ 1. We notice that p 
we have
The following definition is coming from the S-pairs of X a1,...,as 1 and g ij,lk as defined in the Lemma 2.5. Definition 4.9. Let 1 ≤ p 1 ≤ m, 1 ≤ q 1 ≤ n, a s1 < ... < a j ≤ q 1 < a j−1 < ... < a 1 . We define U p1,q1,a1,...,as 1 as follows:
Proof. We use Lemma 4.3 on |X 1,s1 a1,...,as 1 |, then we have
Review the definition of g ij,lk . We substitute all the monomials that are the leading terms of {g ij,lk }. The above expression becomes
We define β as follows:
The following definition is coming from the S-pairs of U p,q,a1,...,as 1 as defined in the Definition 4.9 and Y a1,...,as 2 as defined in the Lemma 2.5.
Definition 4.11. Let 1 ≤ b s2 < ... < b 1 ≤ n, 1 ≤ p 1 ≤ m, 1 ≤ q 1 ≤ n, a s1 < ... < a s2+1 < a p1 < ... < a 1 and a p1 ≤ q 1 . Let i be integer so that 1 ≤ i ≤ p and
We define M 12 as follows: 
The following definition is coming from the S-pairs of W p,q,a1,...,ap,as 2 +1,...,as 1 ,b1,...,bs 1 as defined in the Definition 4.11 and U p,q,a1,...,as 1 as defined in the Definition 4.9.
Definition 4.13. Let 1 ≤ p 1 ≤ m, 1 ≤ q 1 ≤ n, v = p 1 + 1, ..., s 2 − 1, 1 ≤ a s1 < ... < a s2+1 < a p1 < ... < a 1 ≤ t 1 and a p1 ≤ q 1 . Let i be integer so that 1 ≤ i ≤ p and let
We define W p1+1,v p1,q1,a1,...,ap1,as 2 +1,...,as 1 ,b1,...,bp 1 +1,bp 1 +2,bp 1 +3.,bs 2 ,b ...y v−1,b
bs 2 ,...,bv+2,bv+1 |).
The following definition is coming from the S-pairs of f l,k a1,...,a s 1 +k−1 as defined in the Definition 4.7 and Y a1,...,as 2 as defined in the Definition 2.5.
We define 
are cancelled. Hence the leading term of
The following definition is coming from the S-pairs of elements in {V p1,..,p k ,a1,...,a k−1 ,b1,...,bs 1 } as defined in the Definition 4.15.
Remark 4.18. From the way we define
The following definition is coming from the S-pairs of g ij,lk as defined in the Definition 2.5 and f l,k a1,...,a s 1 +k−1 as defined in the Definition 4.7.
be the determinant of matrices that coming from deleting row x l−1 and column a c . We define H , the x l,ac are cancelled by the g l−1,q,l−1ac . Hence the leading term of H l,k,q a1,...,a s 1 +k−1 is
Here
The following definition is coming from the S-pairs of H l,k,q a1,...,a s 1 +k−1 as defined in the Definition 4.19 and Y a1,...,as 2 as defined in the Definition 2.5.
.
We define | with a l+s2−1 < c s2 < ... < c k+1 < b k−1 are cancelled by H l,k,q 's, hence the leading term of
The following definition is coming from the S-pairs of elements of {I l,k,l ,...,q k ,bs 1 ,...,bs 2 ,...,b1,a l−1 ,...,a1 }. 
it is in L. The leading term of k,w H l,k,q a s 1 +k1− ,...,a l−1+s 2 bs 2 ,...,b1,a l−1 ,...,a1,b
We are now ready to find the Gröbner basis of L.
Theorem 4.25. Use the notation of Definition 4.7, 4.9, 4.11, 4.13, 4.15, 4.17, 4.19, 4.21, 4 .23 and let G := {|X 
l,k,q a s 1 +k−1 ,...,a l+s 2 −1 ,a l−1 ,...,a1,b1,...,bs 2 , k,w I l,k,l ,...,q k ,bs 1 ,...,bs 2 ,...,b1,a l−1 ,...,a1,b
The G is a Gröbner basis of L with respect to the lexicographic term order and the variables ordered by z ij > x lk > y pq for any i, j, l, k, p, q and x ij < x lk , y ij < y lk if i > l or i = l and j < k and z ij < z lk if i > l or if i = l and j > k.
We break up the proof of the above theorem into a sequence of lemmas when we treat S-pairs between elements of G. We only have to compute the S-pairs of elements whose leading terms are not relative prime. In each lemma, we show h P,Q = 0 for some P, Q in G. We define a order on pair (i, j) with 1 ≤ i ≤ m, 1 ≤ j ≤ n. We say (i, j) > (l, k) if i < l or i = l and j < k. This is a total order. ) are indeed the leading terms of P u a1,..,aq u ,d1,...,dp 21
. The first matrix of P u a1,..,aq u ,d1,...,dp 21 has determinant equal to zero, since it has repeated row. Hence we have m 12 P For the remaining case,
from the proof of Lemma 4.8. Hence the following is true: P u a1,..,aq u ,d1,...,dp 21
After moving everything other than m 12 P u a1,...,aq u and m 21 Q v b1,...,bq v from the left hand side to the right hand side, we obtain the S-pair and it becomes:
Lemma 4.27. h P,Q = 0 when P ∈ {|X 1,s1 a1,...,as 1 |} in G.
Proof. As the notation in Definition 4.5, we look at u i=2 P i . For most of cases, u i=2 P i = 0, since each summand has repeated rows x j for some j = 1, ..., s 1 . In some other cases, we have either rows, y i , x i and z i in each matrix then Lemma 3.2 can be applied. Or the part of the sum has sum as Lemma 4.4 then deduce that it is in ({|Y 1,s2 b1,...,bs 2 |}) + ({g ij,lk }). Similarly,
hence Lemma 4.6 applies.
Lemma 4.28. h P,Q = 0 when P ∈ {|Y 1,s2 b1,...,bs 2 |} in G.
Proof. The computation of S-pair between f l,k a1,...,a s 1 +k−1 and |Y 1,s2 b1,...,bs 2 | gives us V p l ,...,p k ,a1,...,a k−1 ,b1,...,bs 1 as in Definition 4.15. The S-pair between V p l ,...,p k ,a1,...,a k−1 ,b1,...,bs 1 and |Y
. Similarly the computation of S-pair between H l,k,q a1,...,a s 1 +k−1 and |Y 
Lemma 4.29. h P,Q = 0 when P ∈ {g ij,lk } in G.
Proof. If Q ∈ {g ij,lk }, we have Q = z p1q1 (x p2q2 − y p2q2 ) − z p2q2 (x p1q1 − y p1q1 ) and P = g ij,lk = z ij (x lk − y lk ) − z lk (x ij − y ij ). It's sufficient to consider either
For the first case,
For the second case,
|}, the computing of S-pair of P and Q is similar to Lemma 4.10.
And it gives U pqa1,...,as 1 as Definition 4.9. If Q ∈ {f l,k a1,...,as 1+k−1 }, the computing of S-pair of P and Q will give us H l,k,q a1,...,a s 1 +k−1 as Definition 4.19 when P = g ij,lk and i = l − 1. Otherwise GCD(in(P ), in(Q)) = z i,j with i ∈ {l, l + 1, ..., k} or GCD(in(P ), in(Q)) = x l,k with i < l − 1. For GCD(in(P ), in(Q)) = z i,j with i ∈ {l, l+1, ..., k}, the computation of S-pair gives us f l+1,k . For GCD(in(P ), in(Q)) = x l,k , the computation of S-pair gives us repeated row, y l , in every matrix of Q and this makes the determinant equal to zero. For all other cases, Q ∈ G, they come from the S-pair of P ∈ {g ij,lk } and |X 
Proof. We prove this part in two cases: (a)
In case (a), without lost of generality, let k 1 > k 2 . Then the matrix appears in the first summand of f l1k1 a1,..,a s 1 +k 1 −1 has row y k2 without row y k1 , and the matrix that appears in the first summand of f ) and similarly for f l2,k2 I . We will like to apply Lemma 4.6 to this case.
Rewrite f l2,k2 I as α 1 : Notice that in the first sum of α 1 , when r > k 2 , the matrices have repeated row y k2 . Hence the determinants are zero. The first sum becomes α 11 : . Observe that in the sum of α 12 , when r > k 2 , the matrices have repeated row y k2 . Hence their determinants are zero.
We are only left with r = k 2 , and α 12 becomes has row x l1 without row z l1 . Since l 1 ≤ l 2 − 1 and l 1 ≤ k 2 − 1, each matrix of f l2,k2 b1,...,b s 1 +k 2 −1 ,c1,...,cr has the rows x l1 and y l1 . They also all have row z l1 . Applying lemma 3.2 gives all the determinants of those matrices are in ({g l1i,l1j }).
Lemma 4.31. h P Q = 0 if P , Q ∈ {f l,k a1,...,a s 1 +k−1 , U p1,q1,a1,...,as 1 , W p,q,a1,...,ap,as 2 +1,...,as 1 ,b1,...,bs 2 , W p1+1,v p1,q1,a1,...,ap1,as 2 +1,...,as 1 ,b1,...,bp 1 +1,bp 1 +2,bp 1 +3.,bs 2 ,b 
