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Resumo
O objetivo deste trabalho e´ discutir os fundamentos da Teoria dos Grupos
de Lie. Em primeiro lugar, analisamos cuidadosamente uma classe especial
de grupos, a dos lineares, e para ela apresentamos diversos resultados que,
mais tarde, sera˜o generalizados para o contexto mais amplo. Em seguida,
damos uma introduc¸a˜o suficientemente auto-contida a respeito de variedades
diferencia´veis para que possamos, por fim, apresentar os Grupos Lie e estudar
as suas propriedades ba´sicas. Dois apeˆndices sa˜o fornecidos ao final do traba-
lho: um sobre o Teorema da Func¸a˜o Inversa, e o outro sobre A´lgebras de Lie
abstratas.
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Introduc¸a˜o
“Symmetry, as wide or narrow as you may define its meaning, is
one idea by which man through the ages has tried to comprehend
and create order, beauty, and perfection.”
Hermann Weyl
Houve, durante o se´culo XIX, um grande avanc¸o em muitas a´reas da Ma-
tema´tica, das quais destacamos a Geometria e a teoria das Equac¸o˜es Diferen-
ciais. Uma te´cnica que se mostrou muito eficaz nestes ramos foi o estudo de
grupos de transformac¸o˜es, em particular das simetrias. Grosso modo, uma
simetria e´ uma transformac¸a˜o num determinado espac¸o que preserva alguma
propriedade de interesse, como distaˆncia e a´rea.
Um dos principais defensores do estudo dos grupos de simetria na Geo-
metria foi o matema´tico alema˜o Felix Klein (1849-1925). Ele propoˆs que o
estudo da Geometria e´ o estudo de grupos de simetria, o que se conhece como
Programa de Erlangen. Adotando este ponto de vista, podemos considerar,
por exemplo, a Geometria Euclideana como o estudo do grupo das isometrias
de Rn.
Com relac¸a˜o a`s Equac¸o˜es Diferenciais, o processo ocorreu de maneira dife-
rente. Estudaram-se, em vez de grupos de simetria, pseudo-grupos de trans-
formac¸o˜es determinados por equac¸o˜es diferenciais, com o objetivo de obter
para estas equac¸o˜es resultados semelhantes aos encontrados na Teoria de Ga-
lois. Para ilustrar melhor a ide´ia dos pseudo-grupos, vejamos um exemplo:
Seja X o conjunto das func¸o˜es f : Uf → Vf , com Uf e Vf subconjun-
tos abertos e na˜o-vazios de C, que sa˜o holomorfas, bijetivas e cujas inversas
tambe´m sa˜o holomorfas. Dadas f, g ∈ X, quando Vf ∩Ug 6= ∅, podemos definir
g ◦ f : f−1(Vf ∩ Ug) −→ g(Vf ∩ Ug),
e e´ fa´cil ver que g◦f ∈ X. Esta operac¸a˜o define uma estrutura de pseudo-grupo
em X. Este pseudo-grupo esta´ associado a`s Equac¸o˜es de Cauchy-Riemann
∂f<
∂x
=
∂f=
∂y
∂f<
∂y
= −∂f=
∂x
,
i
em que f< denota a parte real de f e f=, a imagina´ria.
Esta teoria e´ fruto do trabalho do matema´tico noruegueˆs Sophus Lie (1842-
1899), e modernamente e´ conhecida como Teoria de Lie. As descobertas de Lie
incluem as a´lgebras de Lie associadas a esses grupos e as relac¸o˜es fundamentais
entre os dois, assim como muitas questo˜es de representac¸a˜o.
Nas de´cadas que seguiram a morte de Lie, diversos matema´ticos de renome
deram continuidade ao seu trabalho, entre os quais podemos citar: E´lie Cartan,
Hermann Weyl, John von Neumann e Claude Chevalley. Atualmente, a Teoria
de Lie e´ reconhecida como uma das a´reas fundamentais da Matema´tica, e
seus resultados sa˜o aplicados na resoluc¸a˜o dos mais variados problemas, desde
A´lgebra abstrata ate´ Engenharia e F´ısica Experimental.
Propomos, neste trabalho, oferecer uma introduc¸a˜o a` teoria dos Grupos
de Lie, usando como ponto de partida os grupos lineares. Ale´m da pro´pria
natureza de Trabalho de Conclusa˜o de Curso, esperamos que este texto auxilie
os alunos que resolverem estudar este assunto.
Adotamos como refereˆncias ba´sicas os textos (ROSSMANN, 2002) e (HALL,
2003) para a teoria dos grupos lineares, (LEE, 2003) para a teoria de variedades
diferencia´veis e grupos de Lie abstratos, e (SAN MARTIN, 1999) para o apeˆndice
sobre A´lgebras de Lie.
ii
Notac¸a˜o e Terminologia
Antes de comec¸ar o nosso trabalho, gostar´ıamos de esclarecer alguns pontos
a respeito de notac¸a˜o e terminologia.
• O termo diferencia´vel significa, a menos que se diga o contra´rio, de classe
C∞. Quando quisermos especificar alguma classe de diferenciabilidade
particular, faremos isso explicitamente.
• Dada uma func¸a˜o diferencia´vel f , sua diferencial em um ponto x do
domı´nio e´ denotada por dfx.
• Dado um espac¸o me´trico M , que neste trabalho sa˜o espac¸os vetoriais
reais ou complexos munidos de normas, para cada x ∈ M e cada r > 0
denotamos
B(x, r) := {y ∈M : d(x, y) < r}
a bola aberta e
B(x, r) := {y ∈M : d(x, y) ≤ r}
a bola fechada. Caso queiramos usar bolas de um subespac¸o N de M
(como ocorre nos cap´ıtulos 1 e 3), denotaremo-las por
BN(x, r), BN(x, r).
• O termo vizinhanc¸a de um ponto ou um conjunto significa um conjunto
aberto que o conte´m, exceto nos poucos casos em que fica claro do con-
texto que, na verdade, o ponto ou conjunto esta´ contido no interior.
• Dado um espac¸o vetorial E qualquer, L(E) denota o espac¸o dos opera-
dores lineares T : E → E. Ale´m disso, o dual (alge´brico) de E, que e´ o
espac¸o dos funcionais lineares f : E → K, e´ denotado por E∗.
iii
Cap´ıtulo 1
Grupos Lineares
Uma das classes mais importantes de grupos de Lie e´ a dos grupos lineares,
que sa˜o grupos formados por operadores lineares invert´ıveis em algum espac¸o
vetorial real ou complexo de dimensa˜o finita. Esta importaˆncia prove´m, prin-
cipalmente, do fato de que os elementos destes grupos podem ser considerados
como matrizes, o que facilita grandemente o seu estudo.
Apesar de introduzirmos o conceito de grupo de Lie apenas no terceiro
cap´ıtulo — tarefa que exige familiaridade com as variedades diferencia´veis —
, muitos resultados a respeito dos grupos lineares podem ser obtidos usando
pouco mais do que Ca´lculo e A´lgebra Linear e pode-se facilmente aplica´-los
a` descric¸a˜o e resoluc¸a˜o de problemas. Ademais, a estrutura relativamente
simples dos grupos lineares motivou, inclusive, o desenvolvimento da Teoria
de Representac¸o˜es, que visa reduzir o estudo dos grupos de Lie gerais ao dos
grupos lineares.
Neste cap´ıtulo, fazemos um estudo detalhado dos grupos lineares, visando
tambe´m a construc¸a˜o — feita no cap´ıtulo 3 — de estruturas diferencia´veis que
os torne grupos de Lie.
1.1 A Func¸a˜o Exponencial e EDOs Lineares
Usaremos, nas demonstrac¸o˜es de diversos resultados, uma te´cnica que en-
volve resolver equac¸o˜es diferenciais ordina´rias de um tipo especial. Apresen-
tamos nesta sec¸a˜o as principais ferramentas necessa´rias a` compreensa˜o deste
me´todo.
Seja E um espac¸o vetorial real ou complexo, normado e de dimensa˜o finita.1
O problema considerado e´ resolver a EDO
γ˙ = X ◦ γ, (1.1.1)
em que X e´ um operador linear em E. Uma soluc¸a˜o para esta equac¸a˜o e´ uma
curva γ : J → E de classe C1, com J ⊆ R um intervalo aberto, tal que
γ˙(t) = X(γ(t)), ∀t ∈ J.
1O Ca´lculo Diferencial em tais espac¸os e´ feito de maneira semelhante ao do Rn.
2 Grupos Lineares
Vale a pena observar que, se γ e´ uma tal soluc¸a˜o, enta˜o γ e´ de classe C∞, pois,
indutivamente,
γ(k) = X ◦ γ(k−1), ∀k ∈ N∗.
Por causa disso, diremos apenas que γ e´ diferencia´vel, ou suave.
Uma das te´cnicas mais comuns para se resolver (1.1.1) e´ assumir que γ e´
anal´ıtica, isto e´, que para cada t0 ∈ J existe I ⊆ J um aberto com t0 ∈ I e tal
que ∀t ∈ I
γ(t) =
∞∑
k=0
pk(t− t0)k,
com pk ∈ E a serem determinados. Deste modo, diferenciando esta se´rie de
poteˆncias termo-a-termo, a equac¸a˜o (1.1.1) pode ser reescrita como
∞∑
k=1
kpk(t− t0)k−1 = X
(
∞∑
k=0
pk(t− t0)k
)
=
∞∑
k=0
X(pk)(t− t0)k;
a segunda igualdade segue do fato de que todo operador linear entre espac¸os
de dimensa˜o finita e´ cont´ınuo. Como
∞∑
k=1
kpk(t− t0)k−1 =
∞∑
k=0
(k + 1)pk+1(t− t0)k,
temos que (1.1.1) e´ equivalente a
∞∑
k=0
(k + 1)pk+1(t− t0)k =
∞∑
k=0
X(pk)(t− t0)k.
Igualando os termos das duas se´ries, temos ∀k ∈ N
(k + 1)pk+1 = X(pk)⇒ pk+1 = 1
k + 1
X(pk).
Esta equac¸a˜o nos fornece uma recursa˜o que podemos usar para obter os coefi-
cientes pk, k ≥ 1, a partir de p0:
pk =
1
k
X(pk−1)
=
1
k
X
(
1
k − 1X(pk−2)
)
=
1
k(k − 1)X
2(pk−2)
...
=
1
k!
Xk(p0).
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Observe que, convencionando que 0! = 1 e que X0 = idE , esta equac¸a˜o tambe´m
vale para k = 0. Logo,
γ(t) =
∞∑
k=0
1
k!
Xk(p0)(t− t0)k
=
∞∑
k=0
1
k!
[(t− t0)X]k (p0)
=
(
∞∑
k=0
1
k!
[(t− t0)X]k
)
(p0),
assumindo, e´ claro, que esta se´rie de operadores converge. Denotando
∞∑
k=0
1
k!
[(t− t0)X]k = e(t−t0)X ,
motivados pelo Ca´lculo elementar, do racioc´ınio acima temos
γ(t) = e(t−t0)X(p0), ∀t ∈ I.
Esta resoluc¸a˜o, apesar de bastante informal, motiva o trabalho que faremos
a seguir: dados X ∈ L(E), p0 ∈ E e t0 ∈ R, mostraremos que o problema de
valor inicial {
γ˙ = X ◦ γ
γ(t0) = p0
admite uma u´nica soluc¸a˜o em toda a reta, e ela e´ dada por
γ(t) = e(t−t0)X(p0).
O primeiro passo e´ mostrar que, para todo T ∈ L(E), a se´rie
∞∑
k=0
1
k!
T k (1.1.2)
converge em L(E). Para tanto, considere a norma em L(E) dada por
||T || = sup{||T (x)|| : x ∈ E, ||x|| ≤ 1}.
Sendo L(E) um espac¸o de dimensa˜o vetorial de finita, ele e´ completo com
relac¸a˜o a` norma definida acima — e qualquer outra, na verdade. Mais in-
formac¸o˜es podem ser vistas em (KREYSZIG, 1989) e (LIMA, 2004).
Portanto, para mostrar que a se´rie em (1.1.2) converge, e´ suficiente verificar
que ela converge absolutamente. De fato, para cada N ∈ N, temos
N∑
k=0
∣∣∣∣∣∣∣∣ 1k!T k
∣∣∣∣∣∣∣∣ = N∑
k=0
1
k!
∣∣∣∣T k∣∣∣∣ ≤ N∑
k=0
1
k!
||T ||k
≤
∞∑
k=0
1
k!
||T ||k = e||T ||,
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e disso segue que
∞∑
k=0
∣∣∣∣∣∣∣∣ 1k!T k
∣∣∣∣∣∣∣∣ ≤ e||T || <∞.
Definic¸a˜o 1.1.1. A aplicac¸a˜o exp : L(E) → L(E) que a cada T ∈ L(E)
associa o operador
eT :=
∞∑
k=0
1
k!
T k ∈ L(E)
e´ chamada de func¸a˜o exponencial.
Exemplo 1.1.2. Seja T ∈ L(E) um operador diagonaliza´vel, isto e´, para o
qual existe uma base β = (v1, . . . , vn) de E tal que
T (vi) = λivi,
com λ1, . . . , λn ∈ K. E´ fa´cil ver que ∀k ∈ N
T k(vi) = λ
k
i vi,
de modo que
eT (vi) =
∞∑
k=0
1
k!
T k(vi)
=
∞∑
k=0
1
k!
λki · vi
= eλi · vi.
Como isso vale ∀i, concluimos que eT e´ diagonaliza´vel com relac¸a˜o a β e seus
autovalores sa˜o eλ1 , . . . , eλn . Em termos de matrizes,
[T ]β =

λ1
λ2
. . .
λn
⇒ [eT ]β =

eλ1
eλ2
. . .
eλn
 .
4
Esse exemplo mostra tambe´m que, se D(E) e´ o subconjunto de L(E) com-
posto dos operadores diagonaliza´veis, enta˜o exp(D(E)) ⊆ D(E). No entanto,
a inclusa˜o rec´ıproca na˜o e´ va´lida, pois se T ∈ D(E) possui um autovalor nulo
(como, por exemplo, T = 0), enta˜o T /∈ exp(D(E)).
Seja GL(E) o conjunto dos operadores lineares invert´ıveis no espac¸o E.
Sabemos, da A´lgebra Linear, que GL(E) e´ um grupo com a operac¸a˜o de com-
posic¸a˜o, chamado de grupo linear geral. Mostraremos, ainda nesta sec¸a˜o, que
eT e´ invert´ıvel para todo T ∈ L(E), ou seja, que exp(L(E)) ⊆ GL(E). Por-
tanto, se S ∈ L(E)\GL(E), enta˜o na˜o existe T ∈ L(E) tal que S = eT . Mais
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adiante neste cap´ıtulo, veremos tambe´m que, mesmo quando S ∈ GL(E), pode
ocorrer que S /∈ exp(L(E)).
Estas questo˜es nos sa˜o de grande interesse, pois, quando formos construir
a estrutura diferencia´vel de um grupo linear no cap´ıtulo 3o, a invertibilidade
local de exp sera´ crucial. Ale´m disso, muitas propriedades geome´tricas destes
grupos sa˜o estudadas atrave´s da func¸a˜o exponencial.
Voltando a` questa˜o de resolver a EDO{
γ˙ = X ◦ γ
γ(t0) = p0,
(1.1.3)
para mostrar que γ(t) = e(t−t0)X(p0) e´ soluc¸a˜o, precisamos, antes, de uma
maneira de calcular γ˙.
Lema 1.1.3. Dado X ∈ L(E), a curva
t ∈ R 7−→ etX ∈ L(E)
e´ diferencia´vel e (
d
dt
)m
etX = XretXXs,
para quaisquer r, s ∈ N tais que r + s = m.
Demonstrac¸a˜o. Note que
etX =
∞∑
k=0
1
k!
(tX)k =
∞∑
k=0
Xk
k!
tk.
Denotando Xk =
Xk
k!
, temos
etX =
∞∑
k=0
Xkt
k,
o que mostra que a curva em questa˜o e´ uma func¸a˜o anal´ıtica. Portanto, ela e´
suave e podemos calcular suas derivadas diferenciando a se´rie termo-a-termo.
Com isso,
d
dt
etX =
∞∑
k=0
d
dt
(
Xk
k!
tk
)
=
∞∑
k=1
Xk
k!
ktk−1
=
∞∑
k=1
Xk
(k − 1)!t
k−1 =
∞∑
k=0
Xk+1
k!
tk.
Podemos, na expressa˜o acima, fatorar X a` esquerda ou a` direita, do que segue
d
dt
etX = XetX = etXX.
Isso mostra a identidade enunciada para m = 1. Os outros casos seguem por
induc¸a˜o.
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Corola´rio 1.1.4. Dados X ∈ L(E), t0 ∈ R e p0 ∈ E, a curva γ : t ∈ R 7→
e(t−t0)X(p0) ∈ E e´ diferencia´vel e satisfaz o problema de valor inicial{
γ˙ = X ◦ γ
γ(t0) = p0.
Demonstrac¸a˜o. A suavidade de γ e´ consequ¨eˆncia imediata do lema, assim
como:
γ˙(t) =
d
dt
e(t−t0)X(p0)
= Xe(t−t0)X(p0)
= X(γ(t)).
Logo,
γ˙ = X ◦ γ.
Ale´m disso,
γ(t0) = e
0(p0) = p0,
uma vez que e0 = idE .
Portanto, a curva γ(t) = e(t−t0)X(p0) e´, de fato, soluc¸a˜o de (1.1.3); entre-
tanto, para a unicidade, precisamos ver mais um resultado.
Proposic¸a˜o 1.1.5. Dados X, Y ∈ L(E), sa˜o equivalentes:
(a) XY = Y X;
(b) esXetY = etY esX , ∀s, t ∈ R;
(c) esX+tY = esXetY , ∀s, t ∈ R.
Demonstrac¸a˜o. (a)⇒(c): Supondo que XY = Y X, temos, para s, t ∈ R, que
(sX + tY )k =
∑
i+j=k
k!
i!j!
(sX)i(tY )j, ∀k ∈ N.
Logo,
esX+tY =
∞∑
k=0
1
k!
(sX + tY )k
=
∞∑
k=0
1
k!
[ ∑
i+j=k
k!
i!j!
(sX)i(tY )j
]
=
∞∑
k=0
∑
i+j=k
1
i!j!
(sX)i(tY )j
= (?)
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Como a se´rie que define a exponencial converge absolutamente, podemos per-
mutar suas parcelas livremente sem alterar a soma. Com isso,
(?) =
∞∑
i,j=0
1
i!j!
(sX)i(tY )j
=
[
∞∑
i=0
1
i!
(sX)i
]
·
[
∞∑
j=0
1
j!
(tY )j
]
= esXetY ,
como quer´ıamos.
(c)⇒(b): Dados s, t ∈ R, da hipo´tese (c) temos
esXetY = esX+tY = etY +sX = etY esX .
(b)⇒(a): Defina f, g : R2 → L(E) por
f(s, t) = esXetY
g(s, t) = etY esX .
De acordo com o lema 1.1.3, estas duas func¸o˜es sa˜o diferencia´veis, e a hipo´tese
(b) equivale a f = g. Portanto,
XY =
∂2f
∂s∂t
(0, 0) =
∂2g
∂s∂t
(0, 0) = Y X.
Corola´rio 1.1.6. Se X, Y ∈ L(E) sa˜o tais que XY = Y X, enta˜o eX+Y =
eXeY e eXeY = eY eX.
Demonstrac¸a˜o. Estas duas igualdades decorrem de (b) e (c) quando s = t =
1.
Corola´rio 1.1.7. Dado X ∈ L(E), temos e(s+t)X = esXetX , ∀s, t ∈ R.
Demonstrac¸a˜o. Basta tomar, na proposic¸a˜o, Y = X, de modo que XY = Y X
e vale (c).
Corola´rio 1.1.8. Para todo X ∈ L(E), temos que eX e´ invert´ıvel e (eX)−1 =
e−X.
Demonstrac¸a˜o. Seja Y = −X. Enta˜o, XY = Y X, de modo que
eY eX = eXeY = eX+Y = e0 = idE .
Com base nesses resultados, podemos finalmente mostrar:
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Teorema 1.1.9. Sejam X ∈ L(E), p0 ∈ E e t0 ∈ R. Enta˜o, o problema de
valor inicial {
γ˙ = X ◦ γ
γ(t0) = p0
admite uma u´nica soluc¸a˜o γ definida em toda a reta, dada por
γ(t) = e(t−t0)X(p0).
Demonstrac¸a˜o. Mostramos, no corola´rio 1.1.4, que γ assim definida e´ uma
soluc¸a˜o. Para mostrar a unicidade, seja γ˜ uma outra soluc¸a˜o. Precisamos
verificar que
γ˜(t) = e(t−t0)X(p0), ∀t ∈ R,
ou seja, que
e−(t−t0)X(γ˜(t)) = p0, ∀t ∈ R.
Primeiro, observe que
d
dt
e−(t−t0)X(γ˜(t)) = −e−(t−t0)XX(γ˜(t)) + e−(t−t0)X( ˙˜γ(t))
= −e−(t−t0)XX(γ˜(t)) + e−(t−t0)XX(γ˜(t))
= 0.
Isso mostra que e−(t−t0)X(γ˜(t)) e´ constante. Por outro lado,
e−(t0−t0)X(γ˜(t0)) = γ˜(t0) = p0,
do que segue o resultado.
A condic¸a˜o inicial exigida no teorema e´ γ(t0) = p0, e isso determina a curva:
γ(t) = e(t−t0)X(p0).
Observe que
γ(t) = etX(e−t0X(p0))
e que
γ(0) = e−t0X(p0).
Logo, fazendo p˜0 = e
−t0X(p0), a curva γ e´ unicamente determinada por γ(0) =
p˜0, e esse e´ tipo de condic¸a˜o inicial que consideraremos de agora em diante.
Formalizando essas ide´ias, temos o seguinte corola´rio:
Corola´rio 1.1.10. Seja γ : R → E uma curva suave tal que γ˙ = X ◦ γ, para
algum X ∈ L(E). Enta˜o, ∀t ∈ R
γ(t) = etX(γ(0)).
Corola´rio 1.1.11. Seja γ : R → L(E) uma curva suave tal que γ˙ = X · γ,
para algum X ∈ L(E). Enta˜o, ∀t ∈ R
γ(t) = etX · γ(0).
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Observac¸a˜o: A u´nica diferenc¸a entre este corola´rio e o anterior e´ que o con-
tradomı´nio da curva γ.
Demonstrac¸a˜o. Considere a func¸a˜o LX : L(E) → L(E) dada por LX(T ) =
XT . E´ fa´cil ver que LX e´ linear e que
γ˙ = LX ◦ γ.
Portanto, do corola´rio anterior decorre que
γ(t) = etLX (γ(0)), ∀t ∈ R.
Por outro lado, como (LX)
k (T ) = XkT , ∀k ∈ N, enta˜o
etLX (γ(0)) =
∞∑
k=0
1
k!
tk (LX)
k (γ(0))
=
∞∑
k=0
1
k!
tkXkγ(0)
= etXγ(0),
de modo que
γ(t) = etXγ(0), ∀t ∈ R.
Os pro´ximos dois corola´rios para o teorema estabelecem uma estreita relac¸a˜o
destes conceitos com a teoria que desenvolveremos ao longo dos pro´ximos
cap´ıtulos.
Corola´rio 1.1.12. Seja γ : R → L(E) uma curva suave tal que:
• γ(s+ t) = γ(s)γ(t), ∀s, t ∈ R;
• γ(0) = idE;
• γ˙(0) = X.
Enta˜o, γ(t) = etX , ∀t ∈ R.
Demonstrac¸a˜o. Dado t ∈ R, temos:
γ˙(t) = lim
s→0
γ(s+ t)− γ(0 + t)
s
= lim
s→0
γ(s)γ(t)− γ(0)γ(t)
s
=
[
lim
s→0
γ(s)− γ(0)
s
]
γ(t)
= γ˙(0)γ(t)
= Xγ(t).
Portanto, podemos aplicar o corola´rio anterior para obter ∀t ∈ R
γ(t) = etXγ(0) = etX ,
como quer´ıamos.
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Corola´rio 1.1.13. Seja γ : (R,+)→ (GL(E), ·) um homomorfismo de grupos
diferencia´vel. Enta˜o, existe um u´nico X ∈ L(E) tal que γ(t) = etX , ∀t ∈ R.
Demonstrac¸a˜o. Segue do fato de γ ser um homomorfismo que γ(s + t) =
γ(s)γ(t), ∀s, t ∈ R, e que γ(0) = idE . Portanto, tomando X = γ˙(0), temos
que γ(t) = etX . Ale´m disso, se Y ∈ L(E) e´ outro operador tal que γ(t) = etY ,
∀t ∈ R, enta˜o
X = γ˙(0) = Y.
1.2 O Logaritmo de Operadores
Nesta sec¸a˜o, mostraremos que exp : L(E) → L(E) e´ um homeomorfismo
quando restrito a vizinhanc¸as apropriadas de 0 e e0 = idE . Isso sera´ feito cons-
truindo explicitamente uma inversa para exp. Usaremos este resultado para
provar uma propriedade importante a respeito de homomorfismos de grupos
entre R e GL(E).
Ao longo de toda a sec¸a˜o, E denota um espac¸o complexo de dimensa˜o finita;
os resultados que mostraremos se aplicam naturalmente para o caso em que E
e´ real.
Lema 1.2.1. A func¸a˜o exp : L(E)→ L(E) e´ cont´ınua.
Demonstrac¸a˜o. Para cada n ∈ N, seja
Bn = {X ∈ L(E) : ||X|| ≤ n}.
Como Bn e´ fechado, ∀n ∈ N, e L(E) =
⋃
n∈N
Bn, e´ suficiente mostrar que exp
e´ cont´ınua em cada Bn. Fixado n ∈ N, considere a sequ¨eˆncia de func¸o˜es
{Fk : Bn → L(E)}k∈N dadas por
Fk(X) =
1
k!
Xk.
E´ imediato que Fk e´ cont´ınua ∀k, e, ale´m disso, ∀X ∈ Bn
||Fk(X)|| =
∣∣∣∣∣∣∣∣ 1k!Xk
∣∣∣∣∣∣∣∣ ≤ 1k! ||X||k ≤ 1k!nk.
Como
∑
k
1
k!
nk converge, pelo Teste M de Weierstrass temos que
∑
k Fk con-
verge uniformemente em Bn. Portanto, exp |Bn =
∑
k Fk e´ cont´ınua, o que
completa a demonstrac¸a˜o.
Para construir a inversa de exp, primeiro considere o caso particular em
que exp : R → R. Neste caso, existe uma inversa log : (0,+∞)→ R para exp
dada por
log x =
∫ x
1
1
t
dt.
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Vamos determinar a se´rie de poteˆncias de log numa vizinhanc¸a de 1. Note que
1
t
=
1
1− (1− t) ,
de modo que, se |1− t| < 1,
1
t
=
∞∑
k=0
(1− t)k.
Portanto, dado x ∈ (0, 2), temos |1− x| < 1 e
log x =
∫ x
1
(
∞∑
k=0
(1− t)k
)
dt
=
∞∑
k=0
∫ x
1
(1− t)kdt
=
∞∑
k=0
−(1− x)
k+1
k + 1
=
∞∑
k=1
(−1)k+1
k
(x− 1)k.
A ide´ia para a construc¸a˜o do logaritmo de operadores e´ estender a se´rie
acima para uma certa vizinhanc¸a de idE em L(E) e mostrar que, nesta vizi-
nhanc¸a, o logaritmo e´ a inversa de exp. Como assumimos que E e´ um espac¸o
complexo, o primeiro passo e´ fazer este trabalho no plano complexo. Assumi-
mos, para isso, que o leitor tenha alguma familiaridade com os resultados de
Ana´lise Complexa. Mais detalhes podem ser vistos em (NETO, 1996).
Seja z ∈ C tal que |z − 1| < 1 e defina
log z =
∞∑
k=1
(−1)k+1
k
(z − 1)k.
Isso determina uma func¸a˜o holomorfa log : B(1, 1)→ C, em que
B(1, 1) = {z ∈ C : |z − 1| < 1}.
Lema 1.2.2. Dado z ∈ B(1, 1), temos que
elog z = z.
Ale´m disso, se |z| < log 2, enta˜o |ez − 1| < 1 e
log ez = z.
Observac¸a˜o: A exponencial de nu´meros complexos e´ definida, como na sec¸a˜o
1.1, ao considerarmos C como um C-espac¸o vetorial e C ' L(C).
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Demonstrac¸a˜o. Para a primeira parte, observe que log z coincide com o loga-
ritmo real para todo z ∈ (0, 2), de modo que
elog z = z, ∀z ∈ (0, 2).
Logo, exp ◦ log e´ uma func¸a˜o anal´ıtica em B(1, 1) que coincide com a identidade
em (0, 2), do que segue que elog z = z, ∀z ∈ B(1, 1).
Para a segunda afirmac¸a˜o, observe que, se |z| < log 2, enta˜o
|ez − 1| =
∣∣∣∣∣
∞∑
k=1
1
k!
zk
∣∣∣∣∣ ≤
∞∑
k=1
1
k!
|z|k = e|z| − 1 < 1,
o que significa que log ez faz sentido. Agora, uma vez que log ez = z para
z ∈ (− log 2, log 2), usando um argumento semelhante ao apresentado acima
temos que log ez = z sempre que |z| < log 2.
Dado T ∈ L(E), defina
logT =
∞∑
k=1
(−1)k+1
k
(T − idE)k,
sempre que a se´rie converge. Observe que este e´ o caso quando ||T − idE|| < 1,
pois deste modo∑
k
∣∣∣∣∣∣∣∣(−1)k+1k (T − idE)k
∣∣∣∣∣∣∣∣ ≤∑
k
1
k
||T − idE||k ≤
∑
k
||T − idE||k ,
que converge pois ||T − idE|| < 1.
Lema 1.2.3. Seja
V = {T ∈ L(E) : ||T − idE|| < 1}.
Enta˜o, log : V → L(E) e´ uma func¸a˜o cont´ınua.
Demonstrac¸a˜o. Para cada n ∈ N, n ≥ 2, seja
Bn = {t ∈ V : ||T − idE|| ≤ 1− 1/n}.
Como Bn e´ fechado em V , ∀n, e V =
⋃
n≥2
Bn, e´ suficiente mostrar que log e´
cont´ınua em Bn, ∀n. Isso e´ feito de maneira semelhante a` do lema 1.2.1, e
deixamos os detalhes para o leitor.
Com base nesses resultados, podemos finalmente mostrar:
Teorema 1.2.4. Seja
U = {X ∈ L(E) : ||X|| < log 2}.
Enta˜o exp(U) ⊆ V e exp : U → V e´ um homeomorfismo sobre sua imagem
cuja inversa e´ log.
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Demonstrac¸a˜o. A verificac¸a˜o de que exp(U) ⊆ V e´ ana´loga a` feita para os
nu´meros complexos, e a deixamos a cargo do leitor. Como log : V → L(E) e´
cont´ınua, para mostrar que exp e´ um homeomorfismo sobre sua imagem com
inversa log, e´ suficiente mostrar que ∀X ∈ U vale
elog e
X
= eX
log eX = X.
Para a primeira equac¸a˜o, vamos mostrar algo mais: que ∀T ∈ V temos
elog T = T . Para tanto, tome T ∈ V . Ha´ dois casos:
(1) T e´ diagonaliza´vel : Neste caso, sejam λ1, . . . , λn ∈ C os autovalores de T
e (v1, . . . , vn) uma base de E formada por autovetores unita´rios de T , com
vi associado a λi. Observe que ∀i temos que
(T − idE)k(vi) = (λi − 1)kvi, ∀k ≥ 1
e que
|λi − 1| = ||(λi − 1)vi||
= ||(T − ide)vi||
≤ ||T − idE||
< 1.
Portanto, ∀i
logT (vi) =
∞∑
k=1
(−1)k+1
k
(T − idE)k(vi)
=
∞∑
k=1
(−1)k+1
k
(λi − 1)kvi
= log(λi)vi,
a u´ltima equac¸a˜o seguindo das observac¸o˜es acima e da definic¸a˜o do loga-
ritmo complexo. Com isso, do exemplo 1.1.2 vem que ∀i
elog T (vi) = e
log λivi = λivi = T (vi),
a segunda igualdade sendo consequ¨eˆncia do lema 1.2.2. Portanto, elog T =
T .
(2) T na˜o e´ diagonaliza´vel : Neste caso, existe uma sequ¨eˆncia {Tm}m∈N de
operadores diagonaliza´veis que converge2 para T . Sendo V um aberto de
2A existeˆncia de uma tal sequ¨eˆncia segue do fato de que o subconjunto de L(E) formado
pelos operadores diagonaliza´veis e´ denso em L(E). A demonstrac¸a˜o deste fato, que envolve
um certo trabalho com a forma de Jordan de T , pode ser vista em (HIRSCH; SMALE, 1974). A
ide´ia central e´ que, ao perturbarmos T , obtemos um operador cujos autovalores sa˜o distintos
dois-a-dois, donde diagonaliza´vel, e que esta´ pro´ximo de T .
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L(E) existe m0 ∈ N tal que Tm ∈ V , ∀m ≥ m0; logo, podemos assumir,
sem perda de generalidade, que Tm ∈ V , ∀m ∈ N. Portanto, do caso
anterior e da continuidade de exp e log, temos que
T = lim
m→∞
Tm
= lim
m→∞
elog Tm
= exp ◦ log
(
lim
m→∞
Tm
)
= elog T ,
como quer´ıamos demonstrar.
Isso mostra, em particular, que
elog e
X
= eX , ∀X ∈ U,
uma vez que exp(U) ⊆ V .
Para mostrar que log eX = X, ∀X ∈ U , o argumento e´ o mesmo: considerar
separadamente os casos em queX e´ diagonaliza´vel e em queX na˜o e´. Deixamos
esta parte para o leitor.
Encerrando a sec¸a˜o, vamos ver uma importante aplicac¸a˜o do teorema acima
na teoria que estamos desenvolvendo. Antes, um lema te´cnico:
Lema 1.2.5. Seja W = exp
(
1
2
U
) ⊆ V . Enta˜o, W e´ uma vizinhanc¸a de idE
e para todo T ∈ W existe um u´nico S ∈ W que satisfaz S2 = T . Ale´m disso,
S = e
1
2
log T .
Demonstrac¸a˜o. Como exp : U → V e´ um homeomorfismo sobre a sua imagem
e 1
2
U e´ uma vizinhanc¸a de 0 em U , temos que W e´ uma vizinhanc¸a de idE em
V .
Dado T ∈ W , seja X = 1
2
log T ∈ 1
2
U . Enta˜o, tomando S = eX ∈ W ,
temos
S2 = e2X = elog T = T.
Se S˜ ∈ W e´ outro operador tal que S˜2 = T , seja Y = log S˜. Da definic¸a˜o de
W vem que Y ∈ 1
2
U , isto e´, que 2Y ∈ U . Logo,
e2Y = S˜2 = T = e2X ,
o que implica X = Y , pois X, Y ∈ 1
2
U e exp |U e´ injetiva. Portanto, S˜ = S.
O resultado que queremos mostrar e´ uma extensa˜o do corola´rio 1.1.13.
Nele mostramos que todo homomorfismo de grupos diferencia´vel γ : (R,+)→
(GL(E), ·) e´ da forma γ(t) = etX e, ale´m disso, X e´ u´nico. O que faremos e´
mostrar o mesmo resultado substituindo a hipo´tese de diferenciabilidade pela
de continuidade.
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Teorema 1.2.6. Seja γ : (R,+) → (GL(E), ·) um homomorfismo de grupo
cont´ınuo. Enta˜o, existe um u´nico operador X ∈ L(E) tal que γ(t) = etX ,
∀t ∈ R. Em particular, γ e´ diferencia´vel.
Demonstrac¸a˜o. A unicidade e´ feita como segue: assumindo que existe X tal
que γ(t) = etX , temos que
X = γ˙(0),
e X fica unicamente determinado. Deste modo, precisamos nos preocupar
apenas com a existeˆncia.
Seja W ⊆ V a vizinhanc¸a de idE descrita no lema anterior. Como γ e´
cont´ınua e γ(0) = idE, existe um intervalo aberto I ⊆ R ao redor de 0 tal que
γ(t) ∈ W , ∀t ∈ I. Sejam t0 ∈ I\{0} e X = 1t0 log γ(t0). Logo, t0X ∈ 12U e
γ(t0) = e
t0X . Como para cada t ∈ I temos que t/2 ∈ I, enta˜o γ(t0/2) ∈ W .
Ale´m disso, como
γ(t0/2)
2 = γ(t0/2)γ(t0/2) = γ(t0),
o lema anterior garante que
γ(t0/2) = e
1
2
log γ(t0) = e
t0
2
X .
Repetindo o processo sucessivamente, temos ∀k ∈ N que
γ(t0/2
k) = e
t0
2k
X .
Mais do que isso: dados m ∈ Z e k ∈ N arbitra´rios, da equac¸a˜o acima segue
que
γ
(
mt0
2k
)
= γ
(
t0
2k
)m
=
(
e
t0
2k
X
)m
= e
mt0
2k
X .
Seja
D =
{m
2k
∈ R : m ∈ Z, k ∈ N
}
.
Mostramos acima que γ(t) = etX , ∀t ∈ t0D. Afirmamos que t0D e´ denso
em R. Caso isso seja verdade, as continuidades de γ e de etX garantem que
γ(t) = etX , ∀t ∈ R.
Para mostrar a afirmac¸a˜o, e´ suficiente que D seja denso em R, pois t0 6= 0.
Sejam t ∈ R qualquer, ε > 0 uma precisa˜o e n ∈ Z tal que
t ∈ [n, n+ 1].
Escolhendo k ∈ N tal que 1
2k
< ε, divida o intervalo [n, n+ 1] em 2k subinter-
valos de mesmo diaˆmetro. Cada um desses subintervalos e´ da forma[
n+
l
2k
, n+
l + 1
2k
]
,
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com l ∈ {0, . . . , 2k − 1}. Enta˜o, existe l ∈ {0, . . . , 2k − 1} de modo que
t ∈
[
n+
l
2k
, n+
l + 1
2k
]
.
Portanto, o nu´mero
n +
l
2k
=
n · 2k + l
2k
e´ da forma desejada e∣∣∣∣t− n− l2k
∣∣∣∣ ≤ ∣∣∣∣n+ l + 12k − n− l2k
∣∣∣∣ = 12k < ε,
o que completa a demonstrac¸a˜o.
1.3 Grupos Lineares e suas A´lgebras de Lie
Nesta sec¸a˜o, E denota um espac¸o vetorial de dimensa˜o n < ∞ sobre K,
em que K e´ corpo dos nu´meros reais ou complexos. O grupo linear geral de
E, denotado por GL(E), e´ o subconjunto de L(E) formado pelos operadores
lineares invert´ıveis. Sabemos que, com a operac¸a˜o de composic¸a˜o, este conjunto
forma um grupo.
Definic¸a˜o 1.3.1. Um grupo linear G e´ um subgrupo de GL(E).
Fixada uma base em E, existe um isomorfismo de grupos entre GL(E) e
GL(n,K), este sendo o grupo das matrizes invert´ıveis de ordem n sobre K. Este
isomorfismo e´ a func¸a˜o que a cada operador associa a matriz correspondente
na base. Com isso, existe uma correpondeˆncia biun´ıvoca entre os subgrupos
de GL(E) e de GL(n,K) induzida por este isomorfismo3. Por esse motivo, na˜o
nos preocuparemos muito em fazer distinc¸o˜es entre operadores e matrizes.
Observac¸a˜o: Lembramos que, para verificar que um subconjunto G de GL(E)
e´ um subgrupo, basta verificar que G e´ na˜o-vazio - o que, em geral, e´ feito
mostrando-se que idE ∈ G - e que ab, a−1 ∈ G, ∀a, b ∈ G.
Antes de prosseguirmos com o desenvolvimento da teoria, vamos estudar
alguns exemplos.
Exemplo 1.3.2. GL(E) e´ um grupo linear. 4
Exemplo 1.3.3. Seja
SL(E) = {a ∈ GL(E) : det(a) = 1}.
3Muitos chamam este resultado da teoria dos grupos de 2o Teorema dos Homomorfismos.
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A verificac¸a˜o de que SL(E) e´ um grupo linear e´ fa´cil e a deixamos para o
leitor. Este grupo e´ chamado de grupo linear especial. 4
Para os pro´ximos exemplos, vamos considerar que E esta´ equipado com um
produto interno 〈 , 〉. Lembramos que um produto interno em E e´ uma func¸a˜o
〈 , 〉 : E × E −→ K
que satisfaz as seguintes condic¸o˜es ∀x, y, z ∈ E e ∀λ ∈ K:
(i) 〈x+ λy, z〉 = 〈x, z〉 + λ〈y, z〉;
(ii) 〈x, y〉 = 〈y, x〉;
(iii) 〈x, x〉 ∈ R+;
(iv) 〈x, x〉 = 0⇒ x = 0.
Para cada operador T ∈ L(E), vamos denotar por T ∗ o operador adjunto a T
com relac¸a˜o a este produto interno4.
Exemplo 1.3.4. Suponha que E e´ um espac¸o real e defina
O(E) = {a ∈ GL(E) : a∗a = aa∗ = idE}.
Como dim(E) <∞, esta definic¸a˜o e´ equivalente a
O(E) = {a ∈ GL(E) : a∗a = idE},
pois, se a∗a = idE , enta˜o a e´ injetiva, de modo que a finitude da dimensa˜o
implica a invert´ıvel e a−1 = a∗. Para mostrar que O(E) e´ um grupo linear,
primeiro note que idE ∈ O(E). Ale´m disso, dados a, b ∈ O(E), temos que
(ab)∗(ab) = b∗a∗ab = idE
(a−1)∗a−1 = (a∗)−1a−1 = (aa∗)−1 = idE ,
e disso decorre a afirmac¸a˜o.
Observe que
O(E) = {a ∈ GL(E) : 〈a(x), a(y)〉 = 〈x, y〉, ∀x, y ∈ E}.
De fato, se a ∈ O(E) enta˜o ∀x, y ∈ E temos que
〈a(x), a(y)〉 = 〈x, a∗a(y)〉 = 〈x, y〉.
4O operador adjunto T ∗ e´ definido como o u´nico operador linear em E que satisfaz
∀x, y ∈ E:
〈T (x), y〉 = 〈x, T ∗(y)〉.
Uma discussa˜o mais detalhada a respeito deste assunto pode ser vista em (COELHO;
LOURENC¸O, 2005).
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Reciprocamente, se a ∈ GL(E) preserva o produto interno, enta˜o ∀x ∈ E
temos
〈a∗a(x), y〉 = 〈a(x), a(y)〉 = 〈x, y〉, ∀y ∈ E,
de modo que a∗a(x) = x e disso segue a afirmac¸a˜o. Por causa dessa caracte-
rizac¸a˜o de O(E), este grupo e´ chamado de grupo ortogonal. 4
Exemplo 1.3.5. Suponha, agora, que E e´ um espac¸o complexo. De maneira
ana´loga ao exemplo anterior, definimos
U(E) = {a ∈ GL(E) : a∗a = idE},
e mostra-se que U(E) e´ um grupo linear. Este grupo e´ chamado de grupo
unita´rio. 4
Exemplo 1.3.6. Seja
SO(E) = {a ∈ GL(E) : a∗a = idE , det(a) = 1}.
Como SO(E) = O(E) ∩ SL(E), e´ imediato que SO(E) e´ um grupo linear,
chamado de grupo ortogonal especial. 4
Exemplo 1.3.7. Seja
SU(E) = {a ∈ GL(E) : a∗a = idE , det(a) = 1}.
De modo similar, SU(E) = U(E) ∩ SL(E), o que faz de SU(E) um grupo
linear, o grupo unita´rio especial. 4
Exemplo 1.3.8. Seja φ : E ×E → K uma forma bilinear. Defina
Aut(φ) = {a ∈ GL(E) : φ(a(x), a(y)) = φ(x, y), ∀x, y ∈ E}.
Para ver que Aut(φ) e´ um grupo linear, observe que idE ∈ Aut(φ), e tome
a, b ∈ Aut(φ). Dados x, y ∈ E, temos
φ((ab)(x), (ab)(y)) = φ(a(b(x)), a(b(y)))
= φ(b(x), b(y))
= φ(x, y)
φ(a−1(x), a−1(y)) = φ(a(a−1(x)), a(a−1(y)))
= φ(x, y),
o que mostra que ab, a−1 ∈ Aut(φ). Se E e´ um espac¸o real e φ e´ sime´trica e
na˜o-degenerada, denotamos Aut(φ) por O(φ). Neste caso, existe um resultado
de A´lgebra Linear que mostra existirem u´nicos p, q ∈ N tais que p+q = dim(E)
e uma base (v1, . . . , vn) de E que satisfaz:
φ(vi, vj) =

0 , se i 6= j
−1 , se i = j ≤ p
1 , se i = j > q.
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O nu´mero q − p e´ o ı´ndice de φ e q + p, o posto. 4
Exemplo 1.3.9. Vamos ver um caso concreto do exemplo anterior. Considere,
em R2, a forma bilinear φ dada por
φ(x, y) = −x1y1 + x2y2.
Vamos determinar explicitamente o grupo Aut(φ). Seja (e1, e2) a base canoˆnica
de E e escreva a matriz de a ∈ GL(E) nesta base:
[a] =
(
α γ
β δ
)
.
Para que a ∈ Aut(φ), e´ necessa´rio que φ(a(ei), a(ej)) = φ(ei, ej), com i, j =
1, 2. Desta maneira,
φ(e1, e1) = −1 = φ(a(e1), a(e1)) = −α2 + β2
φ(e1, e2) = 0 = φ(a(e1), a(e2)) = −αγ + βδ
φ(e2, e2) = 1 = φ(a(e2), a(e2)) = −γ2 + δ2,
isto e´,
α2 = 1 + β2
δ2 = 1 + γ2
αγ = βδ.
Das duas primeiras equac¸o˜es vem que |α|, |δ| ≥ 1 e que devemos considerar
va´rios casos: α, δ ≥ 0; α ≥ 0 e δ ≤ 0; α ≤ 0 e δ ≥ 0; α, δ ≤ 0. Faremos apenas
o primeiro, pois os outros sa˜o ana´logos.
Do fato de que α, δ ≥ 0 vem que existem s, t ∈ R tais que α = cosh(s) e
δ = cosh(t). Logo,
|β| =
√
α2 − 1 =
√
cosh2(s)− 1 = | sinh(s)|
|γ| =
√
δ2 − 1 =
√
cosh2(t)− 1 = | sinh(t)|
Possivelmente substituindo s por −s ou t por −t, destas equac¸o˜es segue que
β = sinh(s) e γ = sinh(t). Ale´m disso,
αγ = βδ ⇒ α2γ2 = β2δ2 ⇒ (1 + β2)γ2 = β2(1 + γ2)⇒ γ2 = β2 ⇒ |β| = |γ|,
isto e´,
| sinh(s)| = | sinh(t)| ⇒ s = ±t.
Se s = −t, enta˜o
0 = −αγ + βδ = − cosh(t) sinh(t)− sinh(t) cosh(t) = −2 cosh(t) sinh(t),
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o que significa que sinh(t) = 0, isto e´, que t = 0. De qualquer modo, s = t, e
disso vem que
[a] =
(
cosh(t) sinh(t)
sinh(t) cosh(t)
)
.
Os outros casos fornecem as seguintes possibilidades:
[a] =
(− cosh(t) − sinh(t)
sinh(t) cosh(t)
)
;
[a] =
(
cosh(t) sinh(t)
− sinh(t) − cosh(t)
)
;
[a] =
(− cosh(t) sinh(t)
sinh(t) − cosh(t)
)
.
Na˜o e´ dif´ıcil ver, que se a matriz de a e´ dada por uma dessas formas, enta˜o
a ∈ Aut(φ). Portanto, os elementos de Aut(φ) sa˜o as rotac¸o˜es hiperbo´licas
compostas com reflexo˜es, e este grupo e´ denominado grupo de Lorentz de
dimensa˜o 2. 4
Todos os grupos que estudamos nos exemplos acima teˆm, como foi obser-
vado, correspondentes matriciais. A tabela a seguir da´ as equivaleˆncias.
GL(E) GL(n,K)
SL(E) SL(n,K)
O(E) O(n)
U(E) U(n)
SO(E) SO(n)
SU(E) SU(n)
O(φ) O(p, q)
Tabela 1.1: Correspondeˆncia entre os grupos lineares. Na u´ltima linha, q − p
e´ o ı´ndice de φ e q + p, seu posto.
O fato dos grupos lineares serem subconjuntos de L(E) nos motiva a con-
siderar neles outras estruturas ale´m da de grupo.
Definic¸a˜o 1.3.10. Sejam G um grupo linear, a ∈ G e X ∈ L(E). Dizemos
que X e´ tangente a G em a se existe uma curva diferencia´vel γ : I → G
definida em um intervalo aberto da reta ao redor de 0 tal que γ(0) = a e
γ˙(0) = X. O conjunto de todos os operadores tangentes a G em a, denotado
por TaG, e´ chamado espac¸o tangente a G em a. O espac¸o tangente TidEG e´
denotado por g.
Observac¸a˜o: Note que TaG 6= ∅, ∀a ∈ G, pois, considerando a curva γ : R →
G dada por γ(t) = a, vemos que 0 ∈ TaG.
Esta definic¸a˜o ja´ indica a nossa intenc¸a˜o de, mais tarde, definir uma estru-
tura diferencia´vel para os grupos lineares (veja os cap´ıtulos 2 e 3 para mais
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detalhes). A influeˆncia que a estrutura de grupo exerce sobre os espac¸os tan-
gentes ja´ pode ser vista no seguinte resultado:
Teorema 1.3.11. Sejam G um grupo linear e a ∈ G. Enta˜o,
TaG = ag = ga,
em que
ag = {aX : X ∈ g}
ga = {Xa : X ∈ g}.
Demonstrac¸a˜o. Faremos apenas a verificac¸a˜o da primeira igualdade, pois a da
outra e´ semelhante.
Dado X ∈ TaG, existe uma curva suave γ : I → G tal que γ(0) = a
e γ˙(0) = X. Defina δ : I → G por δ(t) = a−1γ(t). E´ imediato que δ
e´ diferencia´vel e que δ(0) = idE . Logo a
−1X = δ˙(0) ∈ g, de modo que
X = a(a−1X) ∈ ag.
Reciprocamente, se X ∈ ag, enta˜o a−1X ∈ g, o que implica a existeˆncia de
uma curva γ : I → G tal que γ(0) = idE e γ˙(0) = a−1X. Portanto, definindo
δ : I → G por δ(t) = aγ(t), temos que δ(0) = a e que δ˙(0) = X, do que segue
X ∈ TaG.
Observe que, dados a, b ∈ G,
TabG = (ag)g = a(bg) = a(TbG)
e que
TbaG = (ba)g = b(ag) = b(ga) = (bg)a = (TbG)a.
Defina, para cada a ∈ G, as func¸o˜es La, Ra : L(E)→ L(E) por
La(b) = ab
Ra(b) = ba.
Estas func¸o˜es sa˜o lineares, diferencia´veis, e as observac¸o˜es acima mostram que
∀a, b ∈ G
TLa(b)G = La(TbG)
TRa(b)G = Ra(TbG).
Em particular, podemos reescrever o enunciado do teorema anterior da seguinte
maneira: ∀a ∈ G
TaG = La(g) = Ra(g).
Proposic¸a˜o 1.3.12. Seja G um grupo linear. Enta˜o TaG e´ um espac¸o vetorial
real e dim(TaG) = dim g.
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Observac¸a˜o: Mesmo que o espac¸o E seja um espac¸o complexo, na˜o e´ poss´ıvel
garantir que os espac¸os tangentes a G sejam subespac¸os complexos deM(n,C).
Veremos um caso no exemplo 1.3.15.
Demonstrac¸a˜o. Como TaG = La(g) e La e´ um isomorfismo linear em L(E)
(pois (La)
−1 = La−1), enta˜o basta mostrar que g e´ um espac¸o vetorial real, e,
feito isso, e´ imediato que dim(TaG) = dim g.
Para verificar que g e´ um espac¸o vetorial real e´ suficiente mostrar que g e´
um subespac¸o de L(E). De fato, temos que 0 ∈ g, pois a curva γ : R → G
dada por γ(t) = idE e´ suave, γ(0) = idE e γ˙(0) = 0. Ale´m disso, dados
X, Y ∈ g e λ ∈ R, sejam γ, σ : I → G tais que γ(0) = σ(0) = idE , γ˙(0) = X e
σ˙(0) = Y . Sendo J ⊆ R um intervalo adequadamente escolhido ao redor de 0,
defina δ : J → G por δ(t) = γ(t)σ(λt). Enta˜o,
δ(0) = γ(0)σ(0) = idE
e
δ˙(0) = γ˙(0)σ(0) + γ(0)λσ˙(0)
= X + λY.
Portanto, X + λY ∈ g, como quer´ıamos demonstrar.
Vamos, nos pro´ximos exemplos, determinar o espac¸o tangente a idE para
alguns grupos lineares.
Exemplo 1.3.13. Seja gl(E) = TidEGL(E). E´ imediato da definic¸a˜o que
gl(E) ⊆ L(E), e, tomando X ∈ L(E) qualquer, considere a curva γ : R →
GL(E) dada por γ(t) = etX . Decorre do que fizemos na primeira sec¸a˜o deste
cap´ıtulo que γ esta´ bem-definida, que γ(0) = idE e que γ˙(t) = Xe
tX . Logo,
X = γ˙(0) ∈ gl(E), donde gl(E) = L(E). 4
Exemplo 1.3.14. Considere o grupo SO(E) e seja so(E) = TidESO(E). Seja
γ : I → SO(E) uma curva suave tal que γ(0) = idE. Enta˜o, ∀t ∈ I
γ(t)∗γ(t) = idE ⇒ d
dt
γ(t)∗γ(t) = 0.
Como
d
dt
γ(t)∗γ(t) = γ˙(t)∗γ(t) + γ(t)∗γ˙(t),
enta˜o
γ˙(t)∗γ(t) + γ(t)∗γ˙(t) = 0, ∀t ∈ I.
Em particular, fazendo t = 0 obtemos
γ˙(0)∗ + γ˙(0) = 0⇒ γ˙(0)∗ = −γ˙(0),
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ou seja, γ˙(0) e´ um operador antisime´trico. Ale´m disso, como
d
dt
det(γ(t)) = det(γ(t))tr(γ(t)−1γ˙(t))
(consulte (HANCHE-OLSEN, 1997) para mais detalhes), o fato de que det(γ(t)) =
1, ∀t ∈ I, implica
det(γ(t))tr(γ(t)−1γ˙(t)) = tr(γ(t)−1γ˙(t)) = 0.
Tomando t = 0, esta equac¸a˜o escreve-se como
tr(γ˙(0)) = 0.
Esta condic¸a˜o e´ redundante, pois toda matriz antisime´trica possui trac¸o nulo.
Portanto,
so(E) ⊆ {X ∈ L(E) : X∗ = −X}.
Para verificar a inclusa˜o rec´ıproca, primeiro note que, dado X ∈ L(E),
(
eX
)∗
=
∞∑
k=0
1
k!
(
Xk
)∗
=
∞∑
k=0
1
k!
(X∗)k = eX
∗
e, sendo λ1, . . . , λn ∈ C os autovalores5 de X, temos que eλ1 , . . . , eλn ∈ C sa˜o
os autovalores de eX , de modo que
det
(
eX
)
= eλ1 · · · eλn = eλ1+···+λn = etr(X).
Com isso, se X ∈ L(E) e´ antisime´trico, enta˜o(
eX
)∗
= eX
∗
= e−X =
(
eX
)−1
det
(
eX
)
= etr(X) = e0 = 1,
o que mostra que eX ∈ SO(E).
Como o conjunto dos operadores antisime´tricos e´ um subespac¸o de L(E),
dado X antisime´trico podemos definir a curva γ : R → SO(E) por γ(t) = etX .
Sabemos da sec¸a˜o anterior que γ e´ diferencia´vel, que γ(0) = idE e que γ˙(T ) =
XetX , ∀t ∈ R. Portanto X = γ˙(0) ∈ so(E), do que segue
so(E) = {X ∈ L(E) : X∗ = −X},
como quer´ıamos mostrar. Observe que so(E) tambe´m e´ o espac¸o tangente a
O(E) em idE . 4
Exemplo 1.3.15. Para calcular o espac¸o su(E) = TidESU(E), procedemos
de maneira ana´loga ao exemplo anterior e concluimos que
su(E) = {X ∈ L(E) : X∗ = −X, tr(X) = 0};
5Ainda que X seja um operador num espac¸o real, seus autovalores podem ser complexos.
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no entanto, neste caso a condic¸a˜o tr(X) = 0 na˜o e´ redundante, pois tratam-se
de operadores complexos.
Observe que, apesar de su(E) ser um espac¸o real (de acordo com a pro-
posic¸a˜o anterior), dado X ∈ su(E)\{0}, temos que iX /∈ su(E), pois
(iX)∗ = iX∗ = (−i) · (−X) = iX 6= −iX.
Portanto, su(E) na˜o e´ um espac¸o complexo. 4
Observe que em todos os exemplos acima a caracterizac¸a˜o do espac¸o g
envolveu mostrar que exp(g) ⊆ G e usar este fato para construir as curvas
necessa´rias. Podemos nos questionar se este e´ um comportamento comum a
todos os grupos lineares, e, talvez surpreendentemente, a resposta e´ sim. Esta
e´ uma propriedade importante dos grupos lineares, e a demonstraremos na
pro´xima sec¸a˜o.
Outra pergunta que poder´ıamos fazer diz respeito a se a estrutura de grupo
para G determina alguma estrutura adicional nos espac¸os tangente, especial-
mente em g. No apeˆndice B mostramos que se E e´ um espac¸o vetorial qualquer,
enta˜o L(E) possui uma estrutura de a´lgebra de Lie dada pelo seguinte colchete:
[X, Y ] = XY − Y X, ∀X, Y ∈ L(E).
Com esta estrutura, denotamos L(E) por gl(E) - a mesma notac¸a˜o para o
espac¸o tangente a GL(E) em idE - e temos o seguinte resultado:
Teorema 1.3.16. Seja G um grupo linear. Enta˜o, g e´ uma suba´lgebra de Lie
real de gl(E).
Demonstrac¸a˜o. Sabemos da u´ltima proposic¸a˜o que g e´ um espac¸o vetorial real,
de modo que apenas precisamos mostrar que g e´ fechado em relac¸a˜o ao colchete
de Lie de gl(E).
Dados X, Y ∈ g, sejam γ, σ : I → G curvas suaves tais que γ(0) = σ(0) =
idE , γ˙(0) = X e σ˙(0) = Y . Defina δ : I × I → G por
δ(s, t) = γ(s)σ(t)γ(s)−1.
Enta˜o, δ e´ diferencia´vel e, para cada s ∈ I, a curva δs : I → G e´ suave e
satisfaz
δs(0) = idE .
Logo, para todo s ∈ I temos que δ˙s(0) ∈ g. Por outro lado,
δ˙s(0) = γ(s)σ˙(0)γ(s)
−1 = γ(s)Y γ(s)−1,
de modo que γ(s)Y γ(s)−1 ∈ g, ∀s ∈ I. Isso define uma curva suave η : I → g
dada por
η(s) = γ(s)Y γ(s)−1.
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Sendo g um subespac¸o de L(E), enta˜o η˙(0) ∈ g. Como
d
ds
γ(s)−1 = −γ(s)−1γ˙(s)γ(s)−1
(obte´m-se esta identidade diferenciando a equac¸a˜o γ(s)γ(s)−1 = ide), temos
que
η˙(s) = γ˙(s)Y γ(s)−1 + γ(s)Y
d
ds
γ(s)−1
= γ˙(s)Y γ(s)−1 − γ(s)Y γ(s)−1γ˙(s)γ(s)−1.
Portanto,
η˙(0) = γ˙(0)Y γ(0)−1 − γ(0)Y γ(0)−1γ˙(0)γ(0)−1
= XY − Y X
= [X, Y ],
o que completa a demonstrac¸a˜o.
Este teorema motiva seguinte definic¸a˜o:
Definic¸a˜o 1.3.17. Seja G um grupo linear. A a´lgebra de Lie de G e´ o espac¸o
tangente g munido do colchete de Lie herdado de gl(E).
Segue do exemplo 1.2.i que, quando consideramos em gl(E) apenas a es-
trutura real, enta˜o gl(E) e´ a a´lgebra de Lie do grupo GL(E).
As relac¸o˜es entre os grupos lineares (e, mais geralmente, os grupos de Lie) e
suas a´lgebras de Lie formam o nu´cleo do que hoje e´ chamado de Teoria de Lie.
Por causa do fato de que quando exponenciamos g obtemos um subconjunto
de G, por muitos anos a a´lgebra de Lie g foi chamada de grupo de geradores
infinitesimais de G, apesar de na˜o ser o que chamamos de grupo e, de maneira
geral, na˜o gerar G.
O matema´tico noruegueˆs Sophus Lie descobriu os objetos que atualmente
chamamos grupos de Lie (dos quais os grupos lineares compo˜em uma classe im-
portante) ao estudar simetrias de equac¸o˜es diferenciais. Ele tentava construir
para estas equac¸o˜es uma teoria semelhante a` Teoria de Galois, que estuda a so-
lubilidade de equac¸o˜es polinomiais por meio de radicais — para mais detalhes,
veja (GONC¸ALVES, 2005). A sua abordagem envolvia estudar estas simetrias
atrave´s de transformac¸o˜es “infinitesimais”, que sa˜o os elementos da a´lgebra de
Lie do grupo. Apo´s “colar” uma quantidade suficiente de tais transformac¸o˜es
(exponenciar), obte´m-se uma boa aproximac¸a˜o para a simetria em questa˜o, e
deste processo muitas propriedades podem ser estudadas.
Um dos resultados mais interessantes desta teoria e´ o chamado Teorema
da Correspondeˆncia de Lie, que afirma que, dada uma a´lgebra de Lie g ⊆
gl(E), existe um u´nico grupo linear G ⊆ GL(E) conexo cuja a´lgebra de Lie
e´ g. A demonstrac¸a˜o deste fato, que na˜o faremos neste trabalho, envolve a
fo´rmula de Baker-Campbell-Hausdorff (ref. (HALL, 2003)), e pode ser vista
em (ROSSMANN, 2002).
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1.4 Um Teorema Fundamental
O objetivo desta sec¸a˜o e´ provar o seguinte resultado:
Teorema 1.4.1. Sejam G um grupo linear e g sua a´lgebra de Lie. Enta˜o,
exp(g) ⊆ G.
Este teorema — talvez o mais importante deste trabalho — tem profundas
implicac¸o˜es na teoria dos grupos lineares. Antes de demonstra´-lo, vejamos
algumas consequ¨eˆncias dele.
Corola´rio 1.4.2. Sejam G um grupo linear e g sua a´lgebra de Lie. Enta˜o,
um operador X ∈ L(E) pertence a g sse etX ∈ G, ∀t ∈ R.
Demonstrac¸a˜o. Se etX ∈ G para todo t ∈ R, enta˜o a curva γ : R → G dada
por γ(t) = etX esta´ bem-definida, e´ suave e satisfaz γ(0) = idE . Logo,
X = γ˙(0) ∈ g.
Reciprocamente, se X ∈ g, enta˜o tX ∈ g, ∀t ∈ R. Portanto, do teorema
decorre que etX ∈ G, ∀t ∈ R.
Corola´rio 1.4.3. Sejam G um grupo linear e g sua a´lgebra de Lie. Suponha
que γ : I → L(E) e´ uma curva suave tal que
γ(0) ∈ G
γ˙(t) = Xγ(t), ∀t ∈ I,
em que X ∈ g. Enta˜o, γ(t) ∈ G, ∀t ∈ I.
Demonstrac¸a˜o. Sabemos do corola´rio 1.1.10 que a u´nica curva γ que satisfaz
essas condic¸o˜es e´ dada por
γ(t) = etXγ(0), ∀t ∈ I.
Como X ∈ g e γ(0) ∈ G, segue do corola´rio anterior que γ(t) ∈ G, ∀t ∈ I.
Corola´rio 1.4.4. Sejam G um grupo linear e γ : (R,+) → G um homomor-
fismo de grupos cont´ınuo. Enta˜o, existe um u´nico X ∈ g tal que γ(t) = etX ,
∀t ∈ R. Em particular, γ e´ diferencia´vel.
Demonstrac¸a˜o. Decorre do teorema 1.2.6 que existe um u´nico X ∈ L(E) tal
que γ(t) = etX , ∀t ∈ R. Por outro lado, como γ : R → G, enta˜o etX ∈ G,
∀t ∈ R, o que pelo corola´rio 1.4.2 significa que X ∈ g.
Voltemos, agora, a nossa atenc¸a˜o para a demonstrac¸a˜o do teorema. Fare-
mos isso atrave´s de uma sequ¨eˆncia de resultados preliminares, cada um impor-
tante por si so´. A ide´ia foi extra´ıda de (ROSSMANN, 2002).
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Lema 1.4.5. Se existe uma vizinhanc¸a U ⊆ g de 0 tal que exp(U) ⊆ G, enta˜o
exp(g) ⊆ G.
Observac¸a˜o: Apesar de que na˜o utilizaremos este lema explicitamente na
demonstrac¸a˜o do teorema, ele ilustra a ide´ia ba´sica.
Demonstrac¸a˜o. Seja U uma tal vizinhanc¸a e tome r > 0 de modo que
Bg(0, r) = {X ∈ g : ||X|| < r} ⊆ U.
Logo,
exp(Bg(0, r)) ⊆ exp(U) ⊆ G.
Dado X ∈ g\{0} qualquer (o caso em que X = 0 e´ imediato), seja n ∈ N tal
que X/n ∈ Bg(0, r): basta tomar n > ||X|| /r. Portanto, eX/n ∈ G, e disso
segue que eX =
(
eX/n
)n ∈ G.
Dado X ∈ g (mesmo que X esteja numa pequena vizinhanc¸a de 0), como
saber se eX ∈ G? Precisamos de um crite´rio para determinar quando um
operador a ∈ L(E) pertence a G. Por causa do lema anterior, que mostra ser
suficiente considerar apenas pequenas vizinhanc¸as, e do fato de e0 = idE ∈ G,
construiremos este teste apenas numa vizinhanc¸a de idE em L(E).
Sejam (X1, . . . , Xm) uma base de g e {γi : Ii → G : i = 1, . . . , m} uma
famı´lia de curvas suaves tais que
γi(0) = idE
γ˙i(0) = Xi.
Considere o conjunto
U ′ =
{
m∑
i=1
tiXi : ti ∈ Ii
}
,
e note que U ′ e´ uma vizinhanc¸a de 0 em g. Defina g : U ′ → G por
g(t1X1 + · · ·+ tmXm) = γ1(t1) · · · γm(tm).
E´ imediato desta expressa˜o que g e´ diferencia´vel. Ale´m disso, temos dg0(X) =
X, ∀X ∈ g, pois calculando dg0 na base escolhida vemos que
dg0(Xi) = lim
t→0
g(tXi)− g(0)
t
= lim
t→0
γ1(0) · · ·γi−1(0)γi(t)γt+1(0) · · ·γm(0)− idE
t
= lim
t→0
γi(t)− γi(0)
t
= γ˙i(0)
= Xi.
Observac¸a˜o: Antes de prosseguir, vale a pena observar que qualquer func¸a˜o
diferencia´vel g definida numa vizinhanc¸a de 0 em g com imagem em G e cuja
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diferencial em 0 satisfaz dg0(X) = X, ∀X ∈ g, serve aos nossos propo´sitos. A
func¸a˜o que exibimos acima e´ apenas um exemplo.
Considere um subespac¸o h ⊆ L(E) suplementar a g, isto e´, tal que L(E) =
g⊕ h (apesar da notac¸a˜o ser similar, h na˜o precisa, necessariamente, ser uma
a´lgebra de Lie). Defina h : h → L(E) por h(Y ) = idE+Y . E´ imediato que h e´
diferencia´vel e que dh0(Y ) = Y , ∀Y ∈ h. Vale para h a mesma observac¸a˜o que
fizemos para g, i.e., qualquer func¸a˜o h : h → L(E) diferencia´vel cuja diferencial
em 0 e´ a identidade serve.
Seja, finalmente,
U ′ ⊕ h = {X + Y ∈ L(E) : X ∈ U ′, Y ∈ h},
que e´ uma vizinhanc¸a de 0 em L(E), e defina Φ : U ′ ⊕ h → L(E) por
Φ(X + Y ) = g(X)h(Y ).
Segue da construc¸a˜o de g e h que Φ e´ diferencia´vel e que ∀X ∈ g, ∀Y ∈ h
dΦ0(X + Y ) = dΦ0(X) + dΦ0(Y )
= lim
t→0
Φ(tX)− Φ(0)
t
+ lim
s→0
Φ(sY )− Φ(0)
s
= lim
t→0
g(tX)− g(0)
t
+ lim
s→0
h(sY )− h(0)
s
= dg0(X) + dh0(Y )
= X + Y.
Como L(E) = g⊕ h, enta˜o a func¸a˜o dΦ0 e´ um isomorfismo linear, o que, pelo
Teorema da Func¸a˜o Inversa, garante a existeˆncia de vizinhanc¸as U, V ⊆ L(E)
de 0 e idE , respectivamente, tais que Φ : U → V e´ um difeomorfismo6. Um
dos fatos mais relevantes sobre este difeomorfismo e´ o seguinte:
Lema 1.4.6. Seja a ∈ V . Se Φ−1(a) ∈ g, enta˜o a ∈ G.
Demonstrac¸a˜o. Supondo que Φ−1(a) ∈ g, temos que
a = Φ(Φ−1(a)) = g(Φ−1(a)) ∈ G,
pois Φ|g = g e g : U ′ ⊆ g → G.
Escreva ∀a ∈ V
Φ−1(a) = ξ(a) + η(a),
em que ξ(a) ∈ g e η(a) ∈ h sa˜o os u´nicos com esta propriedade. Isso define
func¸o˜es diferencia´veis ξ : V → g e η : V → h, e com esta notac¸a˜o podemos
refrasear o lema anterior da seguinte maneira:
6Veja o Apeˆndice A para mais detalhes sobre o Teorema da Func¸a˜o Inversa.
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Lema 1.4.7. Seja a ∈ V . Enta˜o, Φ−1(a) ∈ g sse η(a) = 0. Consequ¨entemente,
se η(a) = 0, enta˜o a ∈ G.
O teste que procura´vamos e´ o enunciado neste lema. Sabemos, da sec¸a˜o
anterior, que exp e´ uma func¸a˜o cont´ınua, de modo que existe uma vizinhanc¸a
de 0 em L(E) que e´ levada por exp em V . No entanto, dado X ∈ g nesta
vizinhanc¸a, na˜o temos como mostrar diretamente que η
(
eX
)
= 0, a fim de
usar o lema 1.4.5. Devemos, portanto, encontrar um caminho alternativo.
Dado X ∈ g, considere a curva γ : R → L(E) dada por γ(t) = etX .
Sabemos que esta curva e´ diferencia´vel (donde cont´ınua) e que γ(0) = idE ,
o que significa que para toda vizinhanc¸a Ω de idE em L(E) (em particular,
Ω = V ) existe um intervalo aberto IΩ ⊆ R ao redor de 0 tal que γ(t) ∈ Ω,
∀t ∈ IΩ. Caso mostremos a existeˆncia de um tal Ω tal que η(γ(t)) = 0 para todo
t ∈ IΩ, enta˜o, pelo lema anterior, γ(t) ∈ G. Usando o racioc´ınio apresentado
na demonstrac¸a˜o do lema 1.3.4, neste caso tome n ∈ N tal que 1/n ∈ IΩ, de
modo que
γ
(
1
n
)
= eX/n ∈ G,
e disso concluimos que eX =
(
eX/n
)n ∈ G.
Por outro lado, como γ(0) = idE e Φ
−1(idE) = 0, enta˜o η(γ(0)) = 0.
Portanto, para mostrar que η(γ(t)) = 0 para todo t ∈ IΩ, e´ necessa´rio e
suficiente que
d
dt
η(γ(t)) = 0, ∀t ∈ IΩ.
Como
d
dt
η(γ(t)) = dηγ(t)(γ˙(t))
= dηγ(t)(Xγ(t)),
a condic¸a˜o acima e´ expressa mais explicitamente como
dηγ(t)(Xγ(t)) = 0, ∀t ∈ IΩ.
Nesse sentido, temos o seguinte resultado:
Proposic¸a˜o 1.4.8. Existe uma vizinhanc¸a Ω ⊆ V de idE em L(E) tal que
∀a ∈ Ω e ∀Z ∈ g temos
dηa(Za) = 0.
Demonstrac¸a˜o. Primeiro, tome a ∈ V qualquer, e escreva
Φ−1(a) = X + Y, X ∈ g, Y ∈ h,
isto e´,
X = ξ(a), Y = η(a).
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Seja Z ∈ g qualquer e considere a curva γ : IZ → V dada por
γ(t) = Φ(X + tZ + Y )
= g(X + tZ)h(Y ),
em que IZ ⊆ R e´ um intervalo aberto ao redor de 0 pequeno o suficiente para
γ esteja bem-definida. Da definic¸a˜o de X e Y vem que
a = Φ(X + Y ) = g(X)h(Y )⇒ h(Y ) = g(X)−1a,
ja´ que g(X) ∈ G. Deste modo, podemos escrever
γ(t) = g(X + tZ)g(X)−1a, ∀t ∈ IZ .
Observe que σZ : t ∈ IZ 7→ g(X + tZ)g(X)−1 ∈ G e´ uma curva suave e que
σZ(0) = idE . Logo,
dgX(Z)g(X)
−1 = σ˙Z(0) ∈ g
Deste modo, temos que
γ(t) = σZ(t)a,
e que
γ(0) = a
η(γ(t)) = η(Φ(X + tZ + Y )) = Y.
Diferenciando esta u´ltima equac¸a˜o, obtemos
d
dt
η(γ(t)) = dηγ(t)(γ˙(t)) = 0.
Como
γ˙(t) = dgX+tZ(Z)g(X)
−1a,
a equac¸a˜o acima pode ser reescrita como
dηγ(t)(dgX+tZ(Z)g(X)
−1a) = 0, ∀t ∈ IZ ;
fazendo t = 0,
dηa(dgX(Z)g(X)
−1a) = 0. (1.4.1)
Considere a func¸a˜o TX : g → g dada por
TX(Z) = dgX(Z)g(X)
−1.
Como TX(Z) = σ˙Z(0), ∀Z ∈ g, enta˜o TX esta´ bem-definida, e e´ imediato que
TX e´ linear. Com esta notac¸a˜o, podemos reescrever (1.3.1) da seguinte forma
dηa(TX(Z)a) = 0, ∀Z ∈ g.
Seja T : g → L(g) a func¸a˜o que associa a cada X ∈ g o operador TX . A
partir da definic¸a˜o de TX , na˜o e´ dif´ıcil mostrar que T e´ uma func¸a˜o cont´ınua.
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Ale´m disso, como T0 = idg, o fato de GL(g) ser um subconjunto aberto
7 de
L(g) implica haver uma vizinhanc¸a Γ ⊆ g de 0 tal que T (Γ) ⊆ GL(g).
Por fim, seja Ω = ξ−1(Γ). E´ imediato que Ω ⊆ V e´ uma vizinhanc¸a de idE
em L(E). Ademais, se a ∈ Ω, enta˜o X = ξ(a) ∈ Γ, o que implica ∀Z ∈ g
dηa(Za) = dηa(TX(T
−1
X (Z)) · a) = 0,
como quer´ıamos demonstrar.
Para concluir a demonstrac¸a˜o do teorema, basta aplicar a discussa˜o que
fizemos anteriormente a` vizinhanc¸a Ω descrita na proposic¸a˜o.
1.5 A Representac¸a˜o Adjunta de um Grupo
Linear
Sejam G e H grupos lineares; digamos, G um subgrupo de GL(E) e H de
GL(F ). Aqui, E e F sa˜o K-espac¸os vetoriais de dimensa˜o finita quaisquer,
inclusive podendo um deles ser real e o outro, complexo.
Definic¸a˜o 1.5.1. Um homomorfismo entre G e H e´ uma func¸a˜o cont´ınua
Φ : G→ H
que tambe´m e´ um homomorfismo de grupos.
Observac¸a˜o: Para esta definic¸a˜o, consideramos em G e H as me´tricas indu-
zidas pelas normas dos seus espac¸os-ambiente.
Nesta sec¸a˜o vamos estudar um homomorfismo particular chamado repre-
sentac¸a˜o adjunta de um grupo linear.
Seja G um grupo linear. Para cada a ∈ G, definimos a func¸a˜o Ia : G→ G
por
Ia(b) = aba
−1, ∀b ∈ G.
Observe que Ia e´ um homomorfismo de grupos, pois ∀b, c ∈ G
Ia(bc) = a(bc)a
−1
= (aba−1)(aca−1)
= Ia(b)Ia(c),
e que Ia e´ uma func¸a˜o cont´ınua, pois
Ia = La|G ◦Ra|G.
7Este resultado segue do fato de que GL(E) = det−1 (K\{0}) e que det : L(E) → K e´
uma func¸a˜o cont´ınua, pois e´ um polinoˆmio quando fixamos uma base para E e descrevemos
os operadores pelas suas matrizes.
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Dado X ∈ g, considere a curva t ∈ R 7→ Ia
(
etX
) ∈ G, que esta´ bem-
definida pelo trabalho feito na sec¸a˜o anterior. Observe que ∀t ∈ R
Ia
(
etX
)
= aetXa−1
= a
(
∞∑
k=0
1
k!
tkXk
)
a−1
=
∞∑
k=0
1
k!
tk
(
aXka−1
)
=
∞∑
k=0
1
k!
tk
(
aXa−1
)k
= et(aXa
−1).
Portanto et(aXa
−1) ∈ G, ∀t ∈ R, o que, pelo corola´rio 1.4.2, implica aXa−1 ∈ g.
Como isso vale para todo X ∈ g, para cada a ∈ G podemos definir a func¸a˜o
Ad(a) : g → g por
Ad(a)X = aXa−1.
Proposic¸a˜o 1.5.2. A func¸a˜o Ad(a) e´ um isomorfismo de a´lgebras de Lie.
Demonstrac¸a˜o. A bijetividade segue do fato de que Ad (a−1) = Ad(a)−1, como
o leitor pode facilmente verificar, e a linearidade decorre da bilinearidade da
multiplicac¸a˜o de operadores. Ale´m disso, dados X, Y ∈ g, temos
Ad(a)[X, Y ] = aXY a−1 − aY Xa−1
=
(
aXa−1
) (
aY a−1
)− (aY a−1) (aXa−1)
= [Ad(a)X,Ad(a)Y ],
do que segue o resultado.
Portanto, Ad(a) e´ um automorfismo da a´lgebra de Lie g. Na˜o e´ dif´ıcil
mostrar que o conjunto Aut(g) dos automorfismos de g e´ um subgrupo de
GL(g), o que faz de Aut(g) um grupo linear.
Teorema 1.5.3. A func¸a˜o Ad : G→ Aut(g) e´ um homomorfismo.
Demonstrac¸a˜o. Para ver que e´ um homomorfismo de grupos, sejam a, b ∈ G.
Logo, ∀X ∈ g
Ad(ab)X = (ab)X(ab)−1
= a
(
bXb−1
)
a−1
= Ad(a)Ad(b)X,
o que mostra a afirmac¸a˜o.
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Vamos, agora, provar que Ad e´ cont´ınua em a ∈ G. Primeiro, tome b ∈ G
qualquer. Para estimar ||Ad(a)−Ad(b)||, seja X ∈ g tal que ||X|| ≤ 1. Enta˜o,
||Ad(a)X − Ad(b)X|| = ∣∣∣∣aXa−1 − bXb−1∣∣∣∣
=
∣∣∣∣aXa−1 − bXa−1 + bXa−1 − bXb−1∣∣∣∣
≤ ∣∣∣∣aXa−1 − bXa−1∣∣∣∣+ ∣∣∣∣bXa−1 − bXb−1∣∣∣∣
≤ ||a− b|| · ∣∣∣∣a−1∣∣∣∣ + ||b|| · ∣∣∣∣a−1 − b−1∣∣∣∣ ,
o que implica
||Ad(a)− Ad(b)|| ≤ ||a− b|| · ∣∣∣∣a−1∣∣∣∣ + ||b|| · ∣∣∣∣a−1 − b−1∣∣∣∣ .
Como a inversa˜o de operadores e´ uma func¸a˜o cont´ınua, da expressa˜o acima e´
fa´cil ver que, dado ε > 0, podemos encontrar uma vizinhanc¸a de a em G de
modo que, se b esta´ nesta vizinhanc¸a, enta˜o ||Ad(a)− Ad(b)|| < ε.
Definic¸a˜o 1.5.4. A func¸a˜o Ad : G → Aut(g) e´ a representac¸a˜o adjunta do
grupo G.
Vamos, por hora, considerar g como uma a´lgebra de Lie real de dimensa˜o
finita qualquer. Sabemos, dos comenta´rios acima, que Aut(g) e´ um grupo
linear. Qual sera´ a sua a´lgebra de Lie?
Para tanto, denote por aut(g) a a´lgebra de Lie de Aut(g). Dado T ∈ aut(g),
temos que etT ∈ Aut(g), ∀t ∈ R, isto e´, para cada X, Y ∈ g
etT [X, Y ] =
[
etTX, etTY
]
.
Diferenciando esta equac¸a˜o,
TetT [X, Y ] =
[
TetTX, etTY
]
+
[
etTX, TetTY
]
;
fazendo t = 0,
T [X, Y ] = [T (X), Y ] + [X, T (Y )].
Portanto, T ∈ der(g) (veja o apeˆndice B para mais informac¸o˜es sobre esta
a´lgebra de Lie).
Reciprocamente, se T ∈ der(g), enta˜o T ∈ aut(g) sse etT ∈ Aut(g), ∀t ∈ R,
ou seja, sse ∀t ∈ R e ∀X, Y ∈ g vale
etT [X, Y ] =
[
etTX, etTY
]
.
Equivalentemente,
e−tT
[
etTX, etTY
]
= [X, Y ].
Diferenciando o membro esquerdo, obtemos
d
dt
(
e−tT
[
etTX, etTY
])
= −e−tTT [etTX, etTY ]+
+ e−tT
([
TetTX, etTY
]
+
[
etTX, TetTY
])
= −e−tTT [etTX, etTY ]+ e−tTT [etTX, etTY ]
= 0;
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a segunda igualdade decorre de T ∈ der(g). Com isso, temos que
e−tT
[
etTX, etTY
]
e´ constante. Como em t = 0 a identidade desejada e´ va´lida, temos que T ∈
aut(g). Isso mostra o seguinte resultado:
Teorema 1.5.5. Seja g uma a´lgebra de Lie real de dimensa˜o finita. Enta˜o, a
a´lgebra de Lie de Aut(g) e´ der(g).
Voltemos agora a` situac¸a˜o em que G e´ um grupo linear e g e´ a sua a´lgebra
de Lie. O resultado acima nos permite considerar o seguinte diagrama:
G
Ad // Aut(g)
g
exp
OO
φ
//______ der(g)
exp
OO
Queremos encontrar uma func¸a˜o φ : g → der(g) que complete o diagrama de
forma a torna´-lo comutativo, ou seja, que satisfac¸a Ad ◦ exp = exp ◦φ. Ale´m
disso, queremos que φ preserve as estruturas em questa˜o, isto e´, que φ seja um
homomorfismo de a´lgebras de Lie.
Seja X ∈ g e considere a curva
γ : t ∈ R 7−→ Ad (etX) .
Sendo uma composic¸a˜o de func¸o˜es cont´ınuas, γ e´ cont´ınua. O mesmo argu-
mento se aplica para mostrar que γ e´ um homomorfismo de grupos. Portanto,
pelo corola´rio 1.3.4, γ e´ suave e existe um u´nico φ(X) ∈ der(g) tal que
γ(t) = Ad
(
etX
)
= etφ(X).
Note que, tomando t = 1, isso significa, em particular, que Ad
(
eX
)
= eφ(X).
A func¸a˜o φ : g → der(g) assim definida e´ a u´nica que satisfaz a equac¸a˜o
Ad ◦ exp = exp ◦φ.
Para calcular φ explicitamente, tome X, Y ∈ g. Enta˜o,
φ(X)Y =
d
dt
(
etφ(X)
)∣∣∣∣
t=0
Y
=
d
dt
(
etφ(X)Y
)∣∣∣∣
t=0
.
Como
d
dt
(
etφ(X)Y
)
=
d
dt
(
etXY e−tX
)
= etXXY e−tX − etXY Xe−tX
= Ad
(
etX
)
(XY − Y X)
= Ad
(
etX
)
[X, Y ],
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enta˜o
φ(X)Y = [X, Y ], ∀X, Y ∈ g.
Deste modo, φ = ad, a representac¸a˜o adjunta da a´lgebra de Lie g. Sabemos
que esta func¸a˜o e´ um homomorfismo de a´lgebras de Lie (veja o apeˆndice B), o
que mostra o seguinte:
Teorema 1.5.6. Sejam G um grupo linear e g a sua a´lgebra de Lie. Enta˜o, o
diagrama
G
Ad // Aut(g)
g
exp
OO
ad
// der(g)
exp
OO
comuta, isto e´, Ad ◦ exp = exp ◦ad. Ademais, ad e´ a u´nica func¸a˜o com esta
propriedade.
A construc¸a˜o feita acima na˜o vale apenas para Ad. Mais geralmente, se G
e H sa˜o grupos lineares, g e h sa˜o as respectivas a´lgebras de Lie e Φ : G→ H e´
um homomorfismo, existe um u´nico homomorfismo de a´lgebras de Lie φ : g → h
tal que Φ ◦ exp = exp ◦φ, isto e´, que faz o seguinte diagrama comutar:
G
Φ // H
g
exp
OO
φ
// h
exp
OO
A construc¸a˜o de φ e´ semelhante ao que fizemos no caso de Ad: dado X ∈ g,
considere a curva
γ : t ∈ R 7−→ Φ (etX) ∈ H.
Temos que γ e´ um homomorfismo de grupos cont´ınuo entre R e H , de modo
que existe um u´nico φ(X) ∈ h tal que
Φ
(
etX
)
= etφ(X).
Isso define uma func¸a˜o φ : g → h (a u´nica) que satisfaz a identidade desejada.
Entretanto, mostrar que φ e´ um homomorfismo de a´lgebras de Lie na˜o e´ uma
tarefa simples, e na˜o o faremos aqui. Uma verificac¸a˜o detalhada deste fato
pode ser vista em (HALL, 2003).
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1.6 A Diferenciabilidade de exp
Mostramos na sec¸a˜o 1.2 que exp : L(E) → L(E) e´ uma func¸a˜o cont´ınua.
Comec¸amos com o seguinte resultado:
Teorema 1.6.1. A func¸a˜o exp e´ de classe C1.
Demonstrac¸a˜o. Considere a sequ¨eˆncia de func¸o˜es {Fk : L(E) → L(E)}k∈N
dadas por
Fk(X) =
1
k!
Xk.
Temos que estas func¸o˜es sa˜o diferencia´veis e que exp =
∑
k Fk. Para que exp
seja C1, e´ suficiente que∑k dFk convirja uniformemente em toda bola fechada
de L(E) (os detalhes acerca deste fato podem ser vistos em (LIMA, 2005)).
Faremos isso mostrando que para todo X ∈ L(E) a se´rie ∑k d(Fk)X converge
absolutamente. Para tanto, precisamos estimar ||d(Fk)X(Y )|| para ||Y || ≤ 1.
1) k = 0: d(F0)X(Y ) = 0;
2) k = 1: d(F1)X(Y ) = lim
t→0
X + tY −X
t
= Y ⇒ ||d(F1)X || ≤ 1;
3) k ≥ 2: Neste caso,
d(Fk)X(Y ) = lim
t→0
Fk(X + tY )− Fk(X)
t
=
1
k!
lim
t→0
(X + tY )k −Xk
t
.
Como
(X + tY )k −Xk = (X + tY )k +
k−1∑
j=1
(X + tY )jXk−j −
−
k−1∑
j=1
(X + tY )jXk−j −Xk
=
k∑
j=1
(X + tY )jXk−j −
k−1∑
j=0
(X + tY )jXk−j
=
k∑
j=1
[
(X + tY )jXk−j − (X + tY )j−1Xk−j+1]
= t
k∑
j=1
(X + tY )j−1Y Xk−j,
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d(Fk)X(Y ) =
1
k!
lim
t→0
k∑
j=1
(X + tY )j−1Y Xk−j
=
1
k!
k∑
j=1
Xj−1Y Xk−j,
de modo que
||d(Fk)X(Y )|| ≤ 1
k!
k∑
j=1
||X||j−1 · ||Y || · ||X||k−j
≤ 1
(k − 1)! ||X||
k−1 ,
para k ≥ 2.
Portanto,
∞∑
k=0
||d(Fk)X(Y )|| ≤
∞∑
k=1
1
(k − 1)! ||X||
k−1
= e||X||,
do que segue o resultado.
Pode-se mostrar que exp e´, na verdade, de classe C∞ (o que no´s chamamos
apenas de diferencia´vel), mas na˜o faremos isso neste trabalho. A demonstrac¸a˜o
do corola´rio a seguir e´ imediata do teorema e da observac¸a˜o anterior.
Corola´rio 1.6.2. Sejam G um grupo linear e g a sua a´lgebra de Lie. Enta˜o,
exp : g → G e´ uma func¸a˜o diferencia´vel.
Vamos dedicar algumas pa´ginas para calcular a diferencial de exp explici-
tamente, e para isso usaremos a teoria desenvolvida na sec¸a˜o anterior.
Teorema 1.6.3. Seja γ : R → gl(E) uma curva diferencia´vel. Enta˜o, para
cada t ∈ R temos
d
dt
eγ(t) = eγ(t)
idE − e−ad(γ(t))
ad(γ(t))
γ˙(t),
em que
idE − e−ad(γ(t))
ad(γ(t))
=
∞∑
k=0
(−1)k
(k + 1)!
ad(γ(t))k.
Observac¸o˜es:
(1) Escrevemos gl(E) em vez de L(E) para ressaltar a estrutura de a´lgebra de
Lie.
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(2) Dado X ∈ gl(E), ad(X)k denota o operador linear em gl(E) definido por
ad(X)kY = [X, [X, . . . , [X︸ ︷︷ ︸
k vezes
, Y ] . . . ]], ∀Y ∈ gl(E).
Demonstrac¸a˜o. Considere a func¸a˜o f : R2 → gl(E) dada por
f(s, t) = e−sγ(t)
∂
∂t
esγ(t),
que e´ diferencia´vel. Nosso objetivo e´ calcular
d
dt
eγ(t) = eγ(t)f(1, t).
Para tanto, observe que
f(1, t) = f(1, t)− f(0, t)
=
∫ 1
0
∂f
∂s
(s, t)ds.
Por outro lado,
∂f
∂s
=
(
∂
∂s
e−sγ(t)
)
·
(
∂
∂t
esγ(t)
)
+ e−sγ(t)
(
∂2
∂s∂t
esγ(t)
)
= −e−sγ(t)γ(t) ∂
∂t
esγ(t) + e−sγ(t)
(
∂2
∂t∂s
esγ(t)
)
= −e−sγ(t)γ(t) ∂
∂t
esγ(t) + e−sγ(t)
∂
∂t
(
γ(t)esγ(t)
)
= −e−sγ(t)γ(t) ∂
∂t
esγ(t) + e−sγ(t)γ˙(t)esγ(t) + e−sγ(t)γ(t)
∂
∂t
esγ(t)
= e−sγ(t)γ˙(t)esγ(t),
de modo que
∂f
∂s
= Ad
(
e−sγ(t)
)
γ˙(t)
= e−ad(sγ(t))γ˙(t)
=
∞∑
k=0
(−1)k
k!
skad(γ(t))kγ˙(t).
Portanto,
f(1, t) =
∞∑
k=0
∫ 1
0
(−1)k
k!
skad(γ(t))kγ˙(t)ds
=
∞∑
k=0
(−1)k
k!
· s
k+1
k + 1
ad(γ(t))kγ˙(t)
∣∣∣∣∣
1
0
=
∞∑
k=0
(−1)k
(k + 1)!
ad(γ(t))kγ˙(t),
como quer´ıamos.
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Corola´rio 1.6.4. Sejam X, Y ∈ gl(E). Enta˜o,
d expX(Y ) = e
X idE − e−ad(X)
ad(X)
Y.
Demonstrac¸a˜o. Temos do teorema que
d expγ(t)(γ˙(t)) =
d
dt
eγ(t) = eγ(t)
idE − e−ad(γ(t))
ad(γ(t))
γ˙(t).
Deste modo, basta tomar γ(t) = X + tY e escrever a equac¸a˜o acima em t = 0
para obter o resultado.
Corola´rio 1.6.5. Existem vizinhanc¸as U, V ⊆ L(E) de 0 e idE, respectiva-
mente, tais que exp : U → V e´ um difeomorfismo e sua inversa e´ log.
Demonstrac¸a˜o. Mostramos na sec¸a˜o 1.2 que se tomarmos U ′ = B(0, log 2) e
V ′ = exp(U), enta˜o exp : U ′ → V ′ e´ bijetiva com inversa log. No entanto, isso
na˜o mostra que log e´ diferencia´vel8. Por outro lado, como exp e´ diferencia´vel
e
d exp0 = e
0
∞∑
k=0
(−1)k
(k + 1)!
ad(0)k = idL(E),
decorre do Teorema da Func¸a˜o Inversa que existem vizinhanc¸as U ′′ de 0 e V ′′
de idE tais que exp : U
′′ → V ′′ e´ um difeomorfismo. Portanto, basta tomar
U = U ′ ∩ U ′′ e V = V ′ ∩ V ′′ para obtermos o resultado.
Sejam G um grupo linear, g sua a´lgebra de Lie e considere a func¸a˜o exp :
g → G. Dado X ∈ g, observe que d expX ∈ L(g), pois e´ dado por uma se´rie
de poteˆncias convergente de tais operadores. Note tambe´m que, do corola´rio
anterior, d exp0 = idg. Disso concluimos que, na demonstrac¸a˜o do teorema
1.4.1, podemos tomar g = exp, e as informac¸o˜es que obtivemos a respeito da
func¸a˜o Φ, ξ e η permanecem va´lidas.
Com base nestes resultados e observac¸o˜es, discutiremos, agora, mais con-
sequ¨eˆncias do teorema 1.4.1; mais precisamente, do trabalho feito na sua de-
monstrac¸a˜o.
Proposic¸a˜o 1.6.6. Seja γ : I ⊆ R → Ω ⊆ L(E) uma curva suave, em que
I e´ um intervalo aberto ao redor de 0 e Ω e´ a vizinhanc¸a de idE descrita na
proposic¸a˜o 1.4.8. Suponha que γ(0) = eX0, para X0 ∈ g numa vizinhanc¸a de
0, e que γ˙(t) ∈ gγ(t), ∀t ∈ I. Enta˜o, existe uma curva X : I → g tal que
γ(t) = eX(t). Em particular, γ(I) ⊆ G.
Observac¸o˜es:
(1) Este resultado e´ distinto do corola´rio 1.4.3. La´, exigimos que γ˙ = Xγ,
para algum X ∈ g fixado.
8Apesar de podermos aplicar um argumento ana´logo ao apresentado na demonstrac¸a˜o do
teorema 1.6.1 para provar isso.
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(2) Ao contra´rio do que parece, simplesmente aplicar a func¸a˜o log em γ na˜o
resolve o problema, pois na˜o sabemos, a princ´ıpio, se γ esta´ no domı´nio
de log ou se log ◦γ esta´ em g.
Demonstrac¸a˜o. Como γ(0) = eX0 , enta˜o η(γ(0)) = 0. Ale´m disso,
d
dt
η(γ(t)) = dηγ(t)(γ˙(t)) = dηγ(t)(Z(t)γ(t)),
em que Z(t) ∈ g e´ tal que γ˙(t) = Z(t)γ(t). A existeˆncia de Z(t) esta´ garantida
pelo fato de que
γ˙(t) ∈ gγ(t).
Portanto, da proposic¸a˜o 1.4.8 vem que
d
dt
η(γ(t)) = 0, ∀t ∈ I,
de modo que η(γ(t)) = 0. Disso decorre que Φ−1(γ(t)) ∈ g, o que define uma
curva suave X : I → g dada por
X(t) = Φ−1(γ(t)),
que satisfaz
eX(t) = g(X(t)) = Φ
(
Φ−1(γ(t))
)
= γ(t).
Sabemos da sec¸a˜o 1.2 que todo operador em L(E) suficientemente pro´ximo
de idE e´ exponencial de um operador numa vizinhanc¸a de 0. No entanto, dado
a ∈ G, mesmo que a ∈ G esteja pro´ximo o bastante de idE , o que certamente
implica que a = eX para algum X ∈ L(E), pode ocorrer que X /∈ g.
O seguinte resultado da´ certas condic¸o˜es para que anomalias como a des-
crita acima na˜o ocorram.
Corola´rio 1.6.7. Seja a ∈ Ω ∩ G para o qual existe uma curva suave γ :
(−ε, ε) → Ω ∩ G tal que γ(0) = eX0, com X0 ∈ g pro´ximo de 0, e γ(t0) = a,
para algum t0 ∈ (−ε, ε). Enta˜o, existe X ∈ g tal que a = eX .
Demonstrac¸a˜o. Defina, para cada t ∈ (−ε, ε), a curva σt : (−ε− t, ε− t)→ G
por
σt(s) = γ(s+ t)γ(t)
−1.
Como o contradomı´nio de γ esta´ contido em G, σt esta´ bem-definida para todo
t. Ale´m disso, σt(0) = idE, de modo que
σ˙t(0) = γ˙(t)γ(t)
−1 ∈ g.
Logo,
γ˙(t) = σ˙t(0)γ(t) ∈ gγ(t).
Uma vez que γ(t) ∈ Ω, ∀t, isso significa que podemos aplicar a proposic¸a˜o para
a curva γ, obtendo assim uma curva suave X : (−ε, ε)→ g tal que γ(t) = eX(t).
Disso segue que a = γ(t0) = e
X(t0).
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O resultado provado acima e´ um tanto sutil. E´ fa´cil ver que qualquer
elemento de exp(g) ⊆ G pode ser conectado a` identidade por uma curva suave
(basta considerar a curva t ∈ R 7→ etX ∈ G). No entanto, a rec´ıproca na˜o e´,
em geral, verdadeira. O corola´rio da´ condic¸o˜es para que seja.
Exemplo 1.6.8. Considere o conjunto Q∗ dos nu´meros racionais na˜o-nulos.
Com a operac¸a˜o de multiplicac¸a˜o, temos que Q∗ e´ um grupo, subgrupo de
GL(R) = R∗. Logo, Q∗ e´ um grupo linear. A sua a´lgebra de Lie e´ {0}, pois
qualquer curva diferencia´vel γ : I → Q∗ tal que γ(0) = 1 e´ necessariamente
constante e igual a 1 (este fato e´ uma consequ¨eˆncia imediata do Teorema do
Valor Intermedia´rio). Com isso, se tomarmos a ∈ Q∗\{1} arbitrariamente
pro´ximo de 1, teremos a /∈ exp({0}) = {1}. Isso se deve ao fato de que a na˜o
pode ser conectado a 1 por nenhuma curva suave que esteja em Q∗. 4
1.7 Exemplos
Nesta sec¸a˜o apresentamos alguns exemplos importantes da teoria que cons-
tru´ımos. Primeiro, analisamos com algum cuidado a func¸a˜o exponencial entre
sl(2,R) e SL(2,R). Depois, estudamos os grupos SO(3) e SU(2) e as relac¸o˜es
entre eles. Por fim, mostramos uma aplicac¸a˜o a` Geometria Diferencial de
curvas espaciais.
SL(2,R)
O grupo SL(2,R) e´ a contraparte matricial de SL(E), em que E e´ um
espac¸o real bidimensional. Podemos defin´ı-lo independentemente por
SL(2,R) = {a ∈M(2,R) : det(a) = 1}.
A sua a´lgebra de Lie, verifica-se facilmente, e´
sl(2,R) = {X ∈M(2,R) : tr(X) = 0}.
Vamos calcular a imagem da func¸a˜o exp : sl(2,R) → SL(2,R). Para tanto,
exibiremos uma maneira expl´ıcita de calcular exp para tais matrizes.
Dado X ∈ sl(2,R), o polinoˆmio caracter´ıstico de X e´
p(λ) = λ2 − tr(X)λ+ det(X)
= λ2 + det(X).
Pelo Teorema de Cayley-Hamilton, temos
p(X) = X2 + det(X)I2
= 0,
de modo que
X2 = − det(X)I2.
Seja ρ ∈ C tal que ρ2 = det(X). Fazendo α = √| det(X)|, temos duas
possibilidades para ρ:
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• Se det(X) ≥ 0, enta˜o escolhemos ρ =√det(X) = α.
• Se det(X) < 0, enta˜o tomamos ρ = i√− det(X) = iα.
De qualquer modo,
X2 = −ρ2I2.
Logo,
eX =
∞∑
k=0
1
k!
Xk
=
∞∑
k=0
1
(2k)!
X2k +
∞∑
k=0
1
(2k + 1)!
X2k+1,
separando os termos de ı´ndice par dos de ı´ndice ı´mpar. Substituindo X2 =
−ρ2I2 nas se´ries acima, temos
eX =
∞∑
k=0
(−1)k
(2k)!
ρ2kI2 +
1
ρ
∞∑
k=0
(−1)k
(2k + 1)!
ρ2k+1X
= cos(ρ)I2 +
sin(ρ)
ρ
X.
Observe que esta fo´rmula vale para ρ real e complexo indistintamente, pois
caso ρ = iα enta˜o
cos(ρ) =
eiρ + e−iρ
2
=
e−α + eα
2
= cosh(α).
Para determinar exp(sl(2,R)), precisamos resolver a equac¸a˜o
a = cos(ρ)I2 +
sin(ρ)
ρ
X
na varia´vel X ∈ sl(2,R) fixando a ∈ SL(2,R). Uma vez que queremos X tal
que tr(X) = 0, enta˜o
tr(a) = tr(cos(ρ)I2)
= 2 cos(ρ).
Temos os seguintes casos:
1) tr(a) < −2: Para que isso ocorra, e´ necessa´rio que ρ = iα, de modo que
cos(ρ) = cosh(α) < −1,
o que e´ um absurdo, ja´ que cosh(x) ≥ 1, ∀x ∈ R. Logo, a /∈ exp(sl(2,R)).
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2) tr(a) = −2: Se ρ ∈ R, enta˜o ρ = (2n+ 1)pi, n ∈ N. Caso contra´rio,
−1 = cos(ρ) = cosh(α),
o que na˜o pode acontecer. Enta˜o, ρ = (2n + 1)pi, n ∈ N, donde det(X) =
(2n+ 1)2pi2. Qualquer matriz X em sl(2,R) com esta propriedade satisfaz
tr (ex) = −2. Observe tambe´m que, neste caso, eX = −I2, e disso con-
cluimos que, se a ∈ SL(2,R) e´ tal que tr(a) = −2 mas a 6= −I2, enta˜o
a /∈ exp(sl(2,R)).
3) −2 < tr(a) < 2: Enta˜o, ρ ∈ R, pois caso contra´rio ter´ıamos cos(ρ) =
cosh(α) ≥ 1. Observe que sin(ρ) 6= 0, pois cos(ρ) 6= ±1. Logo, a equac¸a˜o
a = cos(ρ)I2 +
sin(ρ)
ρ
X
se resolve como
X =
ρ
sin(ρ)
(
a− 1
2
tr(a)I2
)
,
em que ρ > 0 e´ tal que cos(ρ) = 1
2
tr(a). Por causa da periodicidade do
cosseno, existe uma quantidade enumera´vel de tais matrizes.
4) tr(a) = 2 e a = I2: Temos que ρ = 0 ou ρ = 2npi, com n ∈ N∗. Na primeira
situac¸a˜o,
a = I2 +X ⇒ X = a− I2 = 0.
Na segunda, na˜o existem restric¸o˜es. Logo, X = 0 ou det(X) = (2npi)2, com
n ∈ N∗.
5) tr(a) = 2 e a 6= I2: Temos, simplesmente, que ρ = 0 (ja´ que os outros casos
fornecem eX = I2), donde X = a− I2 6= 0.
6) tr(a) > 2: Devemos ter ρ = iα, de modo que cos(ρ) = cosh(α) e
sin(ρ) =
eiρ − e−iρ
2i
= −ie
α − e−α
2
= i sinh(α).
Disso segue que
a = cosh(α)I2 +
sinh(α)
α
X.
Como cosh(α) > 1, enta˜o α 6= 0, e portanto
X =
α
sinh(α)
(
a− 1
2
tr(a)I2
)
,
em que α > 0 e´ tal que cosh(α) = 1
2
tr(a). A soluc¸a˜o, neste caso, e´ u´nica.
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Concluimos que
exp(sl(2,R)) = {a ∈ SL(2,R) : tr(a) > −2 ou a = −I2}.
Podemos obter algumas consequ¨eˆncias disso. Como ∀X ∈M(2,R) temos que
det
(
eX
)
= etr(X), se X ∈ M(2,R) e´ tal que eX ∈ SL(2,R), enta˜o necessaria-
mente X ∈ sl(2,R). Isso mostra, por exemplo, que a matriz
a =
(−1 −1
0 −1
)
∈ SL(2,R)
na˜o e´ exponencial de matriz alguma deM(2,R), pois tr(a) = −2, mas a 6= −I2.
No entanto, o grupo SL(2,R) e´ conexo por caminhos diferencia´veis (ref. (HALL,
2003)), de modo que existe uma curva suave conectando a ao neutro I2. Tendo
em vista o corola´rio 1.6.7, vemos que as hipo´teses la´ apresentadas realmente
sa˜o necessa´rias.
SO(3)
Consideraremos para este exemplo E como um espac¸o vetorial real tri-
dimensional munido de um produto interno. O grupo SO(E) neste caso e´,
muitas vezes, chamado de SO(3), aludindo a`s matrizes dos operadores fixada
uma base. Como faremos muitas mudanc¸as de bases ao longo deste exemplo,
na˜o adotaremos este ponto de vista.
A a´lgebra de Lie de SO(E) e´
so(E) = {X ∈ L(E) : X∗ = −X},
como ja´ verificamos na sec¸a˜o 1.3.
Antes de prosseguirmos, uma ra´pida discussa˜o a respeito de orientac¸a˜o de
bases. Dado um espac¸o vetorial real V de dimensa˜o finita, podemos considerar
a seguinte relac¸a˜o de equivaleˆncia no conjunto das bases ordenadas de V :
α ∼ β ⇔ a matriz de passagem de α para β possui determinante positivo.
Quando duas bases esta˜o relacionadas, dizemos que elas possuem a mesma
orientac¸a˜o. Esta relac¸a˜o determina exatamente duas classes de equivaleˆncia,
marcadas pela propriedade de que, quando trocamos uma base de uma das
classes por uma da outra, a matriz de passagem tem determinante negativo.
Em muitos casos, o espac¸o V possui uma base particularmente importante,
a chamada base canoˆnica de V . Quando isso acontece, as bases que esta˜o
relacionadas com a canoˆnica sa˜o ditas positivas (ou orientadas positivamente)
e as outras, negativas (ou orientadas negativamente).
Neste exemplo e no pro´ximo, trabalharemos apenas nesta situac¸a˜o, de modo
que quando aparecer o termo base positiva, estamos assumindo que o espac¸o
em questa˜o possui uma base canoˆnica. Observe que estas noc¸o˜es de orientac¸a˜o
de bases ordenadas na˜o fazem sentido para espac¸os complexos.
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O resultado a seguir fornece informac¸o˜es importantes a respeito de SO(E)
e da sua a´lgebra de Lie. As demonstrac¸o˜es dos dois primeiros ı´tens e´ padra˜o
em cursos de A´lgebra Linear, de modo que na˜o os faremos aqui. O leitor pode
consultar (LIMA, 2001) para os detalhes.
Teorema 1.7.1. (a) Dado a ∈ SO(E), existe uma base ortonormal e positiva
(v1, v2, v3) de E e θ ∈ R tais que
a(v1) = cos(θ)v1 + sin(θ)v2
a(v2) = − sin(θ)v1 + cos(θ)v2 (1.7.1)
a(v3) = v3.
(b) Dado X ∈ so(E), existe uma base ortonormal e positiva (v1, v2, v3) de E
e θ ∈ R tais que
X(v1) = θv2
X(v2) = −θv1 (1.7.2)
X(v3) = 0.
(c) Se X ∈ so(3) satisfaz (1.7.2) para uma determinada base de E, enta˜o eX
satisfaz (1.7.1) para a mesma base.
(d) exp : so(E)→ SO(E) e´ sobrejetiva.
Demonstrac¸a˜o. (c) Na˜o e´ dif´ıcil mostrar, por induc¸a˜o, que ∀k ∈ N
X2k(v1) = (−1)kθ2kv1
X2k+1(v1) = (−1)kθ2k+1v2,
de modo que
eX(v1) =
∞∑
k=0
1
k!
Xk(v1)
=
∞∑
k=0
(−1)k
(2k)!
θ2kv1 +
∞∑
k=0
(−1)k
(2k + 1)!
θ2k+1v2
= cos(θ)v1 + sin(θ)v2.
Isso mostra a primeira das equac¸o˜es de (1.7.1). Para a segunda, basta proceder
de maneira ana´loga, e, para a terceira, notar que X0(v3) = v3 e que X
k(v3) = 0
para k ≥ 1.
(d) Dado a ∈ SO(E), seja β uma base positiva de E de modo que vale (1.7.1).
Definindo X ∈ so(E) por (1.7.2) usando a mesma base, concluimos que eX =
a.
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Observac¸a˜o: Na parte (c) do teorema, mostramos, em esseˆncia, que se X ∈
so(E) e´ dado por
[X]β =
0 −θ 0θ 0 0
0 0 0
 ,
para alguma base β de E (na˜o necessariamente positiva), enta˜o
[
eX
]
β
=
cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1
 .
Seja a ∈ SO(E) e β uma base ortonormal positiva de E para a qual valem
as relac¸o˜es em (1.7.1). Nessas condic¸o˜es, chamamos o operador a de rotac¸a˜o
anti-hora´ria de aˆngulo θ e eixo v3. Por causa disso e das partes (c) e (d) do
teorema, os elementos de so(E) sa˜o chamados de rotac¸o˜es infinitesimais.
Vamos considerar, agora, que E = R3. Para simplificar um pouco a
notac¸a˜o, denotamos o grupo SO(3) por SO(3) e a sua a´lgebra de Lie so(3),
por so(3). Na base canoˆnica, todos os operadores X de so(3) teˆm a sua matriz
na forma
[X] =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 , x1, x2, x3 ∈ R,
o que nos leva a considerar a base (E1, E2, E3) de so(E) dada pelas seguintes
matrizes:
[E1] =
0 0 00 0 −1
0 1 0
 , [E2] =
 0 0 10 0 0
−1 0 0
 , [E3] =
0 −1 01 0 0
0 0 0
 . (1.7.3)
Mostramos, no Apeˆndice B, que o isomorfismo linear φ : R3 → so(3) determi-
nado por φ(ei) = Ei e´ um isomorfismo de a´lgebras de Lie, lembrando que o
colchete de Lie em R3 e´ dado pelo produto vetorial — os detalhes sa˜o feitos
no exemplo B.10. Denote por ϕ a inversa de φ.
Proposic¸a˜o 1.7.2. Sejam X, Y ∈ so(3) e a ∈ SO(3). Enta˜o,
(a) ϕ([X, Y ]) = ϕ(X)× ϕ(Y );
(b) ϕ([X, Y ]) = X(ϕ(Y ));
(c) ϕ(Ad(a)X) = a(ϕ(X)).
Demonstrac¸a˜o. (a) Segue do fato de ϕ ser a inversa de um isomorfismo de
a´lgebras de Lie que ϕ tambe´m e´ um tal isomorfismo.
(b) Escreva X = x1E1+x
2E2+x
2E2 e considere a func¸a˜o TX : R
3 → R3 dada
por
TX(u) = ϕ(X)× u, ∀u ∈ R3.
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Note que TX e´ linear. Calculando a matriz de TX na base canoˆnica, temos
TX(e1) = ϕ(X)× e1
=
∣∣∣∣∣∣
e1 e2 e3
x1 x2 x3
1 0 0
∣∣∣∣∣∣
= x3e2 − x2e3
e, analogamente,
TX(e2) = −x3e1 + x1e3
TX(e3) = x
2e1 − x1e2.
Com isso,
[TX ] =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 = [X],
o que implica TX = X. Portanto,
ϕ([X, Y ]) = ϕ(X)× ϕ(Y ) = TX(ϕ(Y )) = X(ϕ(Y )).
(c) Como exp : so(3) → SO(3) e´ sobrejetiva, seja Z ∈ so(3) tal que a = eZ .
Enta˜o,
Ad(a) = Ad
(
eZ
)
= ead(Z),
de modo que
ϕ(Ad(a)X) = ϕ
(
ead(Z)X
)
=
∞∑
k=0
1
k!
ϕ
(
ad(Z)kX
)
.
Usando a parte (b), na˜o e´ dif´ıcil mostrar que ∀k ∈ N
ϕ
(
ad(Z)kX
)
= Zk(ϕ(X)),
e temos
ϕ(Ad(a)X) =
∞∑
k=0
1
k!
Zk(ϕ(X))
= eZ(ϕ(X))
= a(ϕ(X)).
Vamos considerar, agora, a func¸a˜o Φ : R3 → SO(3) dada por Φ = exp ◦φ.
Teorema 1.7.3. (a) Para cada u ∈ R3\{0}, Φ(u) e´ a rotac¸a˜o anti-hora´ria de
aˆngulo θ = ||u|| de eixo u.
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(b) Φ e´ sobrejetiva e Φ(u) = Φ(v) sse u e v sa˜o paralelos e ||u− v|| = 2npi,
com n ∈ N.
Demonstrac¸a˜o. (a) Precisamos encontrar uma base (v1, v2, v3) de R
3 ortonor-
mal e positiva tal que
Φ(u)(v1) = cos(θ)v1 + sin(θ)v2
Φ(u)(v2) = − sin(θ)v1 + cos(θ)v2
Φ(u)(v3) = v3.
Para tanto, primeiro observe que, para quaisquer x, y ∈ R3\{0} tais que
||x|| = ||y||, existe a ∈ SO(3) tal que a(x) = y; a saber, a pode ser
escolhido como a rotac¸a˜o anti-hora´ria de aˆngulo arccos
(
〈x,y〉
||x||·||y||
)
e eixo
x× y. Com isso, seja a ∈ SO(3) tal que u = a(θe3). Sejam v1, v2, v3 ∈ R3
dados por vi = a(ei). Segue de a ∈ SO(3) que (v1, v2, v3) e´ uma base
ortonormal positiva de R3.
Como
u = a(θe3)
= a(ϕ(θE3))
= ϕ(Ad(a)(θE3)),
enta˜o
φ(u) = Ad(a)(θE3) = a(θE3)a
−1
e, portanto,
Φ(u) = eφ(u) = ea(θE3)a
−1
= aeθE3a−1.
A partir desta equac¸a˜o, e´ fa´cil mostrar que (v1, v2, v3) satisfaz as identida-
des desejadas. Fac¸amos, para ilutrar, a primeira delas:
Φ(u)(v1) = ae
θE3a−1(a(e1))
= aeθE3(e1)
= a(cos(θ)e1 + sin(θ)e2)
= cos(θ)v1 + sin(θ)v2.
(b) A sobrejetividade e´ imediata do teorema 1.7.1. Suponha que u e v sa˜o
paralelos, isto e´, que u = λv, e que ||u− v|| = 2npi. De u = λv vem que
Φ(u) e Φ(v) sa˜o rotac¸o˜es ao redor do mesmo eixo, de modo que existe uma
base ortonormal e positiva β de R3 tal que
[Φ(u)]β =
cos ||u|| − sin ||u|| 0sin ||u|| cos ||u|| 0
0 0 1
 , [Φ(v)]β =
cos ||v|| − sin ||v|| 0sin ||v|| cos ||v|| 0
0 0 1
 .
(1.7.4)
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Como u e v sa˜o paralelos, enta˜o ||u− v|| = ∣∣ ||u|| − ||v|| ∣∣; logo,∣∣ ||u|| − ||v|| ∣∣ = 2npi ⇒ ||u|| = ||v||+ 2kpi, k ∈ Z.
Substituindo estes valores em (1.7.4), concluimos que Φ(u) = Φ(v).
Reciprocamente, se Φ(u) = Φ(v), enta˜o os eixos de rotac¸a˜o sa˜o o mesmo,
e segue que u e v sa˜o paralelos. Com isso, existe uma base ortonormal e
positiva de R3 para a qual vale (1.7.4). Logo,
cos ||u|| = cos ||v||
sin ||u|| = sin ||v|| ,
isto e´, ||u|| = ||v|| + 2kpi, k ∈ Z. Disso e´ fa´cil ver que ||u− v|| = ∣∣ ||u|| −
||v|| ∣∣ = 2npi, n ∈ N.
Este resultado pode ser utilizado para obter uma imagem mais concreta do
grupo SO(3). Considere o conjunto
B = B(0, pi) ⊆ R3.
Decorre da parte (b) do teorema anterior que
Φ : B → SO(3)
e´ sobrejetiva, injetiva no interior de B e, na fronteira, ela coincide nos pontos
ant´ıpodas. Isso define a seguinte relac¸a˜o de equivaleˆncia em B:
u ∼ v ⇔
{
u = v , se ||u|| < pi ou ||v|| < pi
u = ±v , se ||u|| = pi ou ||v|| = pi.
O quociente de B por esta relac¸a˜o, que denotamos por B˜, pode-se mostrar,
e´ homeomorfo a RP3 (na primeira sec¸a˜o do cap´ıtulo 2 fazemos uma descric¸a˜o
detalhada deste espac¸o topolo´gico). Ale´m disso, a func¸a˜o
e˜xp : B˜ → SO(3)
definida por e˜xp(u) = Φ(u), em que u denota a classe de u, e´ uma bijec¸a˜o, que,
tambe´m pode ser demonstrado, e´ um homeomorfismo. Isso identifica SO(3)
com RP3.
SU(2)
Vamos trabalhar, agora, com o grupo
SU(2) = {a ∈ GL(2,C) : a†a = I2, det(a) = 1},
que e´ o equivalente matricial de
SU(C2) = {a ∈ GL(C2) : a∗a = idC2 , det(a) = 1}.
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Lembramos que a† denota a transposta conjugada de a, e a condic¸a˜o a†a = I2
pode ser reescrita como a† = a−1. Escrevendo
a =
(
α γ
β δ
)
,
com α, β, γ, δ ∈ C, temos que a† = a−1 traduz-se por(
α β
γ δ
)
=
1
αδ − βγ
(
δ −γ
−β α
)
.
Como det(a) = αδ − βγ = 1, enta˜o(
α β
γ δ
)
=
(
δ −γ
−β α
)
,
de modo que δ = α e γ = −β. Logo, a ∈ SU(2) sse
a =
(
α −β
β α
)
, com αα + ββ = 1.
A partir destas relac¸o˜es, pode-se mostrar que SU(2) e´ homeomorfo a
S3 = {(α, β) ∈ C2 : |α|2 + |β|2 = 1}.
Sabemos da sec¸a˜o 1.3 que a a´lgebra de Lie de SU(2) e´
su(2) = {X ∈M(2,C) : X† = −X, tr(X) = 0}.
Na˜o e´ dif´ıcil mostrar que os elementos de su(2) teˆm a seguinte forma geral:
X =
(
ix3 −x1 + ix2
x1 + ix2 −ix3
)
,
em que x1, x2, x3 ∈ R. Isso implica que dim(su(2)) = 3. Considere a base
(F1, F2, F3) de su(2) dada por
F1 =
(
i/2 0
0 −i/2
)
, F2 =
(
0 1/2
−1/2 0
)
, F3 =
(
0 i/2
i/2 0
)
.
Observe que
[F1, F2] = F3
[F2, F3] = F1
[F3, F1] = F2,
o que significa que as constantes de estrutura de su(2) com relac¸a˜o a esta
base sa˜o as mesmas de R3 com relac¸a˜o a` base canoˆnica. Portanto, a func¸a˜o
ψ : su(2)→ R3 definida por
ψ
(
x1F1 + x
2F2 + x
3F3
)
= x1e1 + x
2e2 + x
3e3
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e´ um isomorfismo de a´lgebras de Lie. Por esses motivos, consideramos (F1, F2, F3)
como a base canoˆnica de su(2).
Lembramos que, sempre que E e´ um espac¸o vetorial real de dimensa˜o finita
com produto interno, podemos definir os grupos O(E) e SO(E), cujas a´lgebras
de Lie sa˜o so(E). Vamos mostrar a` frente que su(2) ' so(su(2)) e obter
resultados importantes a partir deste isomorfismo. No entanto, precisamos,
antes, definir um produto interno em su(2).
Seja 〈 , 〉 : su(2) × su(2) → R o produto interno euclideano determinado
pela base (F1, F2, F3), isto e´, dados X, Y ∈ su(2), escrevendo
X = x1F1 + x
2F2 + x
3F3
Y = y1F1 + y
2F2 + y
3F3,
enta˜o,
〈X, Y 〉 = x1y1 + x2y2 + x3y3.
Proposic¸a˜o 1.7.4. (a) (F1, F2, F3) e´ uma base ortonormal com relac¸a˜o a 〈 , 〉.
(b) 〈X, Y 〉 = 2tr(X†Y ), ∀X, Y ∈ su(2).
(c) A aplicac¸a˜o ψ : su(2)→ R3 e´ um isomorfismo de espac¸os de Hilbert.9
Demonstrac¸a˜o. O ı´tens (a) e (c) sa˜o consequ¨eˆncia imediata da definic¸a˜o. Para
verificar (b), escreva
X = x1F1 + x
2F2 + x
3F3
Y = y1F1 + y
2F2 + y
3F3.
Temos, explicitamente, que
X =
1
2
(
ix3 −x1 + ix2
x1 + ix2 −ix3
)
, Y =
1
2
(
iy3 −y1 + iy2
y1 + iy2 −iy3
)
.
Logo,
X†Y =
1
4
(∑
i x
iyi + i(x3y2 − x2y3) ∗
∗ ∑i xiyi − i(x3y2 − x2y3),
)
em que ∗ denota entradas possivelmente na˜o nulas, mas que sa˜o irrelevantes
para o ca´lculo do trac¸o de X†Y . Portanto,
tr(X†Y ) =
1
2
(x1y1 + x2y2 + x3y3),
o que fornece a identidade desejada.
9Um espac¸o de Hilbert e´ um espac¸o vetorial H sobre R ou C munido de um produto
interno que e´ completo na me´trica definida por este produto. Como todos os espac¸os com
que trabalhamos sa˜o de dimensa˜o finita, a u´ltima condic¸a˜o e´ redundante. Se H e K sa˜o
espac¸os de Hilbert, um isomorfismo entre H e K e´ um isomorfismo linear T : H → K tal
que ∀x, y ∈ H vale 〈T (x), T (y)〉K = 〈x, y〉H .
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Com isso, podemos considerar a a´lgebra de Lie so(su(2)). Seja (E1, E2, E3)
a base de so(su(2)) cujas matrizes com relac¸a˜o a (F1, F2, F3) sa˜o dadas por
(1.7.3) e seja φ : R3 → so(su(2)) o isomorfismo de a´lgebras de Lie determinado
por
φ(ei) = Ei.
Com isso,
η = φ ◦ ψ : su(2)→ so(su(2))
e´ um isomorfismo de a´lgebras de Lie. Observe que, da definic¸a˜o de (E1, E2, E3),
temos ∀i, j que
Ei(Fj) = [Fi, Fj] = [η
−1(Ei), Fj].
Por linearidade, isso significa que ∀T ∈ so(su(2)) e ∀X ∈ su(2)
T (X) = [η−1(T ), X];
em particular, ∀X, Y ∈ su(2)
η(X)(Y ) = [η−1(η(X)), Y ] = [X, Y ].
Portanto, η = ad. Isso mostra o seguinte resultado:
Teorema 1.7.5. (a) Dados T ∈ so(su(2)) e X ∈ su(2), temos
T (X) = [η−1(T ), X].
(b) η = ad.
Seja G ⊆ GL(su(2)) um grupo linear cuja a´lgebra de Lie e´ so(su(2)). Sabe-
mos que ao menos dois grupos satisfazem esta condic¸a˜o: O(su(2)) e SO(su(2)).
De qualquer forma, considere o seguinte diagrama:
SU(2) G
su(2)
exp
OO
ad
// so(su(2))
exp
OO
Queremos completar o diagrama acima com uma func¸a˜o f : SU(2) → G que
o torne comutativo: em vista da sec¸a˜o 1.5, a escolha mais natural e´ f = Ad.
Desta forma, defina Ad : SU(2)→ GL(su(2)) (escolhemos este contradomı´nio
mais amplo para evitar problemas de definic¸a˜o).
Proposic¸a˜o 1.7.6. Para cada a ∈ SU(2), tem-se que Ad(a) ∈ O(su(2)).
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Demonstrac¸a˜o. Sejam X, Y ∈ su(2). Precisamos mostrar que
〈Ad(a)X,Ad(a)Y 〉 = 〈X, Y 〉.
De fato, de acordo com a proposic¸a˜o 1.7.4, parte (b),
〈Ad(a)X,Ad(a)Y 〉 = 2tr
((
aXa†
)† · (aY a†))
= 2tr
(
aX†Y a†
)
= 2tr
(
X†Y a†a
)
= 2tr(X†Y )
= 〈X, Y 〉.
Queremos mostrar que Ad(SU(2)) ⊆ SO(su(2)). Para isso, precisamos do
seguinte resultado:
Proposic¸a˜o 1.7.7. (a) Dado a ∈ SU(2), existem θ ∈ R e b ∈ U(2) de modo
que
a = b
(
eiθ 0
0 e−iθ
)
b†.
(b) exp : su(2)→ SU(2) e´ sobrejetiva.
Demonstrac¸a˜o. (a) Dado a ∈ SU(2), escreva
a =
(
α −β
β α
)
, αα + ββ = 1
com α = x+ iy, x, y ∈ R. Como tr(a) = 2x, o polinoˆmio caracter´ıstico de
a e´
pa(λ) = λ
2 − 2xλ+ 1.
Logo, sendo λ1, λ2 ∈ C os autovalores de a, temos que λ2 = λ1. Ale´m
disso, a e´ uma matriz unita´ria, de modo que
|λ1| = |λ2| = 1.
Portanto, existe θ ∈ R tal que
λ1 = e
iθ
λ2 = λ1 = e
−iθ.
Com isso, segue do Teorema Espectral para matrizes normais (ref. (LIMA,
2001)) que existe b ∈ U(2) tal que
a = b
(
λ1 0
0 λ2
)
b†
= b
(
eiθ 0
0 e−iθ
)
b†.
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(b) Dado a ∈ SU(2), sejam θ ∈ R e b ∈ U(2) tais que
a = b
(
eiθ 0
0 e−iθ
)
b†
e tome
X = b
(
iθ 0
0 −iθ
)
b†.
Observe que, como b† = b−1, temos eX = a, de modo que apenas precisa-
mos verificar que X ∈ su(2). De fato,
X† = b
(−iθ 0
0 iθ
)
b† = −X
e
tr(X) = tr
(
b
(
iθ 0
0 −iθ
)
b†
)
= tr
(
iθ 0
0 −iθ
)
= 0.
Com base neste resultado, podemos finalmente mostrar:
Teorema 1.7.8. A func¸a˜o Ad : SU(2) → O(su(2)) e´ um homomorfismo de
grupo cont´ınuo cuja imagem e´ SO(su(2)) e cujo nu´cleo e´ {±I2}.
Demonstrac¸a˜o. Ja´ sabemos da sec¸a˜o 1.5 que Ad e´ um homomorfismo de grupos
cont´ınuo. Para ver que Ad(SU(2)) = SO(su(2)), primeiro tome a ∈ SU(2).
Seja X ∈ su(2) tal que a = eX . Logo,
Ad(a) = Ad
(
eX
)
= ead(X),
de modo que
det(Ad(a)) = det
(
ead(X)
)
= etr(ad(X)).
Como ad(X) ∈ so(su(2)), enta˜o tr(ad(X)) = 0, do que segue det(Ad(a)) = 1,
isto e´, Ad(a) ∈ SO(su(2)). Reciprocamente, dado b ∈ SO(su(2)), seja Y ∈
so(su(2)) tal que b = eY . Tome X = ad−1(Y ) ∈ su(2) e a = eX ∈ SU(2).
Enta˜o,
Ad(a) = Ad
(
eX
)
= ead(X) = eY = b.
Para concluirmos a demonstrac¸a˜o, falta apenas determinar o nu´cleo de Ad.
Precisamos do seguinte lema:
Lema 1.7.9. Para cada Z ∈M(2,C), existem α ∈ C e X, Y ∈ su(2) tais que
Z = αI2 +X + iY.
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Demonstrac¸a˜o. Sejam
α =
1
2
tr(Z) ∈ C
X =
1
2
(
Z − αI2 − Z† + αI2
)
Y = − i
2
(
Z − αI2 + Z† − αI2
)
.
E´ fa´cil ver que Z = αI2 +X + iY , e verificar que X, Y ∈ su(2) e´ uma tarefa
puramente operacional que deixamos para o leitor.
Com isso, seja a ∈ ker(Ad). Enta˜o, Ad(a) = idsu(2), o que significa que
aX = Xa, ∀X ∈ su(2). Pelo lema, isso implica que aX = Xa, ∀X ∈M(2,C),
do que segue a = λI2, λ ∈ C. Portanto,
1 = det(a) = λ2 ⇒ λ = ±1,
de modo que a = ±I2.
Um comenta´rio final: e´ poss´ıvel mostrar que SU(2) e´ isomorfo ao grupo
dos nu´meros quate´rnions unita´rios. Isso determina, atrave´s de isomorfismos,
uma correspondeˆncia entre a esfera S3 e o grupo SO(3), o que nos permite
estudar as rotac¸o˜es do espac¸o euclideano usando o anel dos quate´rnions.
O Referencial de Frenet
Vejamos uma aplicac¸a˜o das relac¸o˜es que exploramos entre SO(3) e so(3) no
estudo da geometria das curvas espaciais. Seja γ : I → R3 uma curva regular
parametrizada por comprimento de arco, isto e´, tal que ||γ˙(s)|| = 1, ∀s ∈ I. O
referencial de Frenet de γ e´ a curva s ∈ I 7→ (T (s), N(s), B(s)) ∈ (R3)3 dada
por
T (s) = γ˙(s)
N(s) =
T˙ (s)
||T˙ (s)||
B(s) = T (s)×N(s),
que e´ suave. Como (T (s), N(s), B(s)) e´ uma base ortonormal positiva de R3,
∀s ∈ I, podemos definir uma curva diferencia´vel F : I → SO(3) por
[F (s)] =
T 1(s) N1(s) B1(s)T 2(s) N2(s) B2(s)
T 3(s) N3(s) B3(s)
 .
Lembramos que
T˙ (s) = κ(s)N(s)
N˙(s) = −κ(s)T (s)− τ(s)B(s)
B˙(s) = τ(s)N(s),
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em que κ e´ a curvatura de γ e τ , a torc¸a˜o. Estas equac¸o˜es podem ser reescritas
na forma
F˙ (s) = F (s)ω(s), (1.7.5)
em que ω : I → so(3) e´ dada por
[ω(s)] =
 0 −κ(s) 0κ(s) 0 τ(s)
0 −τ(s) 0
 .
Isso implica, em particular, que
F˙ (s) ∈ F (s)so(3), ∀s ∈ I,
isto e´, que F e´ uma curva tangente a SO(3).
Essas observac¸o˜es mostram uma relac¸a˜o interessante entre o estudo da ge-
ometria das curvas espaciais e o dos grupos lineares. Uma maneira de explorar
esta relac¸a˜o e´ determinar a curva γ sabendo-se κ, τ e condic¸o˜es iniciais γ(s0),
F (s0). Em linhas gerais, o processo e´ o seguinte:
• Conhecidas as func¸o˜es κ e τ , a curva ω fica determinada;
• Usando a condic¸a˜o inicial F (s0), resolve-se a equac¸a˜o diferencial (1.7.5)
para obter F (s) (esta e´ a parte dif´ıcil!);
• Com F (s) unicamente determinada, e´ fa´cil ver que
γ(s) = γ(s0) +
∫ s
s0
T (σ)dσ
e´ a u´nica curva regular parametrizada por comprimento de arco que
satisfaz a`s condic¸o˜es dadas.
O conhecimento a respeito da estrutura dos grupos lineares (em particular,
de SO(3)) e´ usado na resoluc¸a˜o de (1.7.5), ou para, pelo menos, garantirmos
que existe uma tal soluc¸a˜o (u´nica de prefereˆncia). A ana´lise deste problema
adentra a teoria de equac¸o˜es diferenciais em grupos lineares, o que foge muito
da abrangeˆncia deste trabalho. O leitor que estiver interessado pode consultar
(CARMO, 2005) para uma discussa˜o deste problema em termos mais elementa-
res, e (LEE, 2003) para um estudo aprofundado acerca de equac¸o˜es diferenciais
em variedades diferencia´veis10. Sugerimos tambe´m a leitura de (GUGGENHEI-
MER, 1963, 1977), que apresenta a Geometria Diferencial do ponto de vista de
Felix Klein (programa de Erlangen).
10Mostraremos, no terceiro cap´ıtulo, que todo grupo linear admite um estrutura dife-
rencia´vel definida atrave´s da func¸a˜o exponencial.
Cap´ıtulo 2
Variedades Diferencia´veis
As variedades diferencia´veis sa˜o estruturas que permitem a formulac¸a˜o dos
conceitos do Ca´lculo em espac¸os mais gerais do que o Rn. Ale´m disso, esta
teoria tem um papel fundamental em muitas a´reas da Matema´tica, como Ge-
ometria, Topologia e Equac¸o˜es Diferenciais.
O leitor deve estar consciente de que o Ca´lculo e´, intrinsecamente, de
cara´ter local, ou seja, os seus resultados descrevem o comportamento das
func¸o˜es apenas em vizinhanc¸as dos pontos. Este e´ um fator crucial para a con-
cepc¸a˜o das variedades, pois o que se faz na˜o e´ mais do que considerar espac¸os
— de modo geral, topolo´gicos — que, localmente, teˆm um comportamente
semelhante ao do Rn.
Os to´picos contemplados neste cap´ıtulo servem como uma introduc¸a˜o a` teo-
ria das variedades diferencia´veis. O enfoque adotado visa, principalmente, de-
senvolver as ferramentas necessa´rias para a compreensa˜o dos conceitos ba´sicos
da teoria dos grupos de Lie, apresentados no cap´ıtulo 3.
2.1 Estruturas Diferencia´veis
O passo inicial para o estudo das variedades diferencia´veis e´ o conceito de
estrutura diferencia´vel, explorado nesta sec¸a˜o. Comec¸amos trabalhando com
conjuntos que, a princ´ıpio, na˜o possuem topologia alguma: fazemos isso para
obter o grau de generalidade necessa´rio a` analise da estrutura diferencia´vel dos
grupos lineares — assunto abordado no cap´ıtulo 3.
Definic¸a˜o 2.1.1. Seja X um conjunto na˜o-vazio. Uma carta local (ou sistema
de coordenadas) em X e´ um par (U, φ), em que
(i) U ⊆ X e´ na˜o-vazio;
(ii) φ : U → Rn e´ injetiva;
(iii) φ(U) e´ aberto.
O conjunto U e´ chamado vizinhanc¸a coordenada de X.
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Exemplo 2.1.2. Em S1 tome U = {(x, y) : y 6= 1}. Defina φ : U → R por
φ(x, y) =
x
1− y ,
a chamada projec¸a˜o estereogra´fica (veja a figura abaixo). Esta func¸a˜o e´ bije-
tiva, com inversa ψ : R → U dada por
ψ(u) =
(
2u
u2 + 1
,
u2 − 1
u2 + 1
)
.
Isso faz de (U, φ) uma carta em S1. 4
Figura 2.1: A projec¸a˜o estereogra´fica.
Exemplo 2.1.3. Considere a seguinte relac¸a˜o em Rn+1∗ := R
n+1\{0}
u ∼ v ⇔ ∃λ ∈ R∗; u = λv.
E´ fa´cil ver que ∼ e´ uma relac¸a˜o de equivaleˆncia em Rn+1∗ . Defina RPn :=
Rn+1∗ / ∼ e denote por [x1, . . . , xn+1] a classe de equivaleˆncia de (x1, . . . , xn+1).
Para cada i = 1, . . . , n+ 1 sejam
Ui =
{[
x1, . . . , xn+1
] ∈ RPn : xi 6= 0}
e φi : Ui → Rn dada por
φi
[
x1, . . . , xn+1
]
=
1
xi
(
x1, . . . , xi−1, xi+1, . . . , xn+1
)
.
Esta func¸a˜o esta´ bem definida, pois dados x, y ∈ Rn+1∗ tais que [x], [y] ∈ Ui
e [x] = [y], enta˜o xi, yi 6= 0 e existe λ ∈ R∗ tal que xj = λyj, ∀j. Da´ı vem que
para cada j 6= i
xj
xi
=
λyj
λyi
=
yj
yi
,
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donde φi[x] = φi[y].
Temos tambe´m que φi e´ bijetiva, pois a func¸a˜o ψi : R
n → Ui definida por
ψi
(
x1, . . . , xn
)
=
[
x1, . . . , xi−1, 1, xi, . . . , xn
]
,
e´ claramente a inversa de φi. Isso faz de (Ui, φi) uma carta em RP
n. Note que
RPn =
n+1⋃
i=1
Ui,
o que significa que RPn pode ser coberto com vizinhanc¸as coordenadas. 4
Sejam (U, φ) e (V, ψ) cartas locais em um conjunto X, com φ(U) ⊆ Rn e
ψ(V ) ⊆ Rm. As transic¸o˜es de cartas sa˜o as func¸o˜es
φ ◦ ψ−1 : ψ(U ∩ V ) ⊆ Rm −→ φ(U ∩ V ) ⊆ Rn
ψ ◦ φ−1 : φ(U ∩ V ) ⊆ Rn −→ ψ(U ∩ V ) ⊆ Rm,
que sa˜o obviamente uma inversa da outra. Em muitas situac¸o˜es e´ deseja´vel
que estas transic¸o˜es sejam homeomorfismos (como no estudo das variedades
topolo´gicas), mas para os nossos propo´sitos precisamos de mais: queremos que
elas sejam suaves.
Definic¸a˜o 2.1.4. Sejam (U, φ) e (V, ψ) cartas locais em X. Dizemos que
(U, φ) e (V, ψ) sa˜o compat´ıveis se
(i) φ(U ∩ V ) ⊆ Rn e ψ(U ∩ V ) ⊆ Rm sa˜o abertos;
(ii) as transic¸o˜es de cartas sa˜o diferencia´veis.
Observac¸a˜o: A escolha da classe de diferenciabilidade das transic¸o˜es e´ ar-
bitra´ria. Caso escolheˆssemos Ck com k < ∞, certas anomalias surgiriam
na estrutura dos espac¸os tangentes (os quais veremos adiante). Poder´ıamos
tambe´m ter posto Cω (anal´ıtica), mas neste caso na˜o existem func¸o˜es bump,
uma ferramenta importante para no´s. Para resolver este problema, ter´ıamos,
enta˜o, que estudar as chamadas partic¸o˜es da unidade, o que nos desviaria dos
objetivos deste trabalho.
Note que se (U, φ) e (V, ψ) sa˜o compat´ıveis e U ∩ V 6= ∅, temos necessa-
riamente n = m. De fato, neste caso as transic¸o˜es sa˜o difeomorfismos entre
abertos na˜o-vazios de Rn e Rm, o que so´ e´ poss´ıvel se n = m. Por causa
disso, a partir de agora vamos exigir que todas as cartas em X tenham como
contradomı´nio um Rn fixado.
Exemplo 2.1.5. Considere as cartas (Ui, φi) em RP
n definidas no exemplo
anterior e verifiquemos a compatibilidade entre elas. Sejam i, j tais que i < j
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Figura 2.2: Transic¸a˜o de cartas.
(caso i = j na˜o ha´ o que fazer, e o caso i > j e´ ana´logo ao que faremos).
Enta˜o,
φi(Ui ∩ Uj) = {x ∈ Rn : xj−1 6= 0}
φj(Ui ∩ Uj) = {x ∈ Rn : xi 6= 0},
que sa˜o abertos. Para cada x ∈ φi(Ui ∩ Uj)
φj ◦ φ−1i (x) = φj
[
x1, . . . , xi−1, 1, xi, . . . , xn
]
=

1
xj−1
(x1, . . . , xi−1, 1, xi, . . . , xj−2, xj, . . . , xn) , se i < j − 1
1
xi
(x1, . . . , xi−1, 1, xi+1, . . . , xn) , se i = j − 1.
Analogamente, para cada y ∈ φj(Ui ∩ Uj)
φi ◦ φ−1j (y) = φi
[
x1, . . . , xj−1, 1, xj, . . . , xn
]
=

1
xi
(x1, . . . , xi−1, xi+1, . . . , xj−1, 1, xj, . . . , xn) , se i < j − 1
1
xi
(x1, . . . , xi−1, 1, xj, . . . , xn) , se i = j − 1.
Estas func¸o˜es sa˜o claramente de classe C∞, o que faz com que (Ui, φi) e (Uj , φj)
sejam compat´ıveis. 4
Definic¸a˜o 2.1.6. Um atlas n-dimensional paraX e´ um conjunto A = {(Uα, φα) :
α ∈ A} de cartas em X tal que
(i) φα(Uα) ⊆ Rn, ∀α ∈ A;
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(ii) para cada α, β ∈ A as cartas (Uα, φα) e (Uβ, φβ) sa˜o compat´ıveis;
(iii) para cada x ∈ X existe α ∈ A tal que x ∈ Uα, i.e., X =
⋃
α∈A
Uα.
Exemplo 2.1.7. Segue dos exemplos anteriores que
{(Ui, φi) : i = 1, . . . , n+ 1}
e´ um atlas n-dimensional para RPn. 4
Exemplo 2.1.8. Vamos construir um atlas n-dimensional para a esfera Sn =
{x ∈ Rn+1 : ||x|| = 1}, em que || · || denota a norma euclideana em Rn+1.
Sejam
U1 = {x ∈ Sn : xn+1 6= 1}
U2 = {x ∈ Sn : xn+1 6= −1}
e defina φ1 : U1 → Rn, φ2 : U2 → Rn por
φ1(x) =
1
1− xn+1
(
x1, . . . , xn
)
φ2(x) =
1
1 + xn+1
(
x1, . . . , xn
)
.
As func¸o˜es ψ1, ψ2 : R
n → Sn definidas por
ψ1(x) =
1
||x||2 + 1
(
2x1, . . . , 2xn, ||x||2 − 1)
ψ2(x) =
1
||x||2 + 1
(
2x1, . . . , 2xn, 1− ||x||2)
sa˜o as inversas de φ1 e φ2, respectivamente. Isto mostra que (U1, φ1) e (U2, φ2)
sa˜o cartas em Sn. A compatibilidade entre elas segue de
φ1(U1 ∩ U2) = φ2(U1 ∩ U2) = Rn∗
e
φ1 ◦ φ−12 (x) = φ2 ◦ φ−11 (x) =
x
||x||2 .
E´ fa´cil ver que Sn = U1 ∪ U2, o que faz de {(U1, φ1); (U2, φ2)} um atlas para
Sn. 4
Todos os exemplos que vimos de cartas e atlas eram em conjuntos que
possuem topologias canoˆnicas: no caso de RPn, a topologia quociente; no caso
de Sn, a topologia induzida de Rn+1. Estudar como as cartas e atlas em um
conjunto X se comportam perante uma topologia pre´-fixada e´ mais do que
mera curiosidade.
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Definic¸a˜o 2.1.9. Uma carta local em um espac¸o topolo´gico X e´ um par (U, φ),
em que
(i) U ⊆ X e´ um conjunto aberto e na˜o-vazio;
(ii) φ : U → Rn e´ um homeomorfismo sobre a sua imagem.
As noc¸o˜es de compatibilidade entre cartas e de atlas permanecem inalteradas.
Exemplo 2.1.10. Seja E um espac¸o vetorial real de dimensa˜o finita e con-
sidere o subconjunto GL(E) de L(E). Fixada uma base ordenada β em E,
considere a aplicac¸a˜o φβ : GL(E) → M(n,R) que associa a cada a ∈ GL(E)
a matriz de a na base β. A imagem de φβ e´ GL(n,R), que e´ um subconunto
aberto de M(n,R) ' Rn2, e, sendo a restric¸a˜o de um isomorfismo linear, e´
imediato que φβ e´ um homeomorfismo. Isso mostra que (GL(E), φβ) e´ uma
carta em GL(E).
Dadas duas cartas (GL(E), φβ) e (GL(E), φβ′), a transic¸a˜o entre elas e´
dada por
φβ ◦ φ−1β′ (A) = BAB−1, ∀A ∈ GL(n,R)
em que B e´ a matriz de passagem de β ′ para β. E´ imediato que esta func¸a˜o e´
um difeomorfismo, de modo que (GL(E), φβ) e (GL(E), φβ′) sa˜o compat´ıveis
para quaisquer bases β, β ′. Portanto,
A = {(GL(E), φβ) : β e´ base de E}
e´ um atlas em GL(E). 4
Dever´ıamos, agora, refazer os exemplos anteriores e mostrar que as cartas la´
exibidas satisfazem estas condic¸o˜es, mas o nosso espac¸o e´ limitado e deixamos
isso como exerc´ıcio para o leitor.
Teorema 2.1.11. Sejam X um conjunto e A um atlas n-dimensional em X.
Enta˜o, existe um u´nica topologia em X tal que ∀(U, φ) ∈ A tem-se que U e´
aberto e φ e´ um homeomorfismo. Ademais, se A possui a propriedade de que
∀x, y ∈ X, x 6= y,
• ou x, y ∈ U , para algum (U, φ) ∈ A,
• ou existem (U, φ), (V, ψ) ∈ A tais que U ∩ V = ∅, x ∈ U e y ∈ V ,
enta˜o esta topologia e´ de Hausdorff.
Demonstrac¸a˜o. Defina
T = {O ⊆ X : φ(O ∩ U) ⊆ Rn e´ aberto, ∀(U, φ) ∈ A}.
Vamos mostrar que T e´ uma topologia que satisfaz a propriedade desejada.
• ∅, X ∈ T .
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• Sejam Oα ∈ T , α ∈ A. Para cada (U, φ) ∈ A temos
φ
((⋃
α∈A
Oα
)
∩ U
)
= φ
(⋃
α∈A
(Oα ∩ U)
)
=
⋃
α∈A
φ (Oα ∩ U) .
Como o u´ltimo conjunto e´ aberto por hipo´tese, enta˜o ∪Oα ∈ T .
• Sejam O1, . . . ,Om ∈ T . Dado (U, φ) ∈ A, enta˜o
φ
((
m⋂
i=1
Oi
)
∩ U
)
= φ
(
m⋂
i=1
(Oi ∩ U)
)
=
m⋂
i=1
φ (Oi ∩ U) .
A u´ltima igualdade segue mais uma vez do fato de φ ser injetiva. Como
o u´ltimo conjunto e´ aberto por hipo´tese, enta˜o ∩Oi ∈ T .
Isso mostra que T e´ uma topologia, e e´ imediato da definic¸a˜o de T que U ∈
T , ∀(U, φ) ∈ A. Dado (U, φ) ∈ A, para mostrar que φ e´ um homeomorfismo
sobre sua imagem basta notar que:
• φ e´ injetiva;
• φ(U) ⊆ Rn e´ aberto;
• se O ⊆ U e´ aberto, enta˜o O ∈ T , donde φ(O) = φ(O∩U) ⊆ Rn e´ aberto,
o que faz de φ uma func¸a˜o aberta;
• se O ⊆ φ(U) e´ aberto, enta˜o φ−1(O) ⊆ U e´ aberto, pois φ(φ−1(O)∩U) =
φ(φ−1(O)) = O, donde φ e´ cont´ınua.
Para a unicidade, suponha que T ′ e´ outra topologia tal que U e´ aberto e
φ um homeomorfismo sempre que (U, φ) e´ uma carta em X. Se O ∈ T ′, enta˜o
O ∩ U ∈ T ′, ∀(U, φ) ∈ A. Logo, φ(O ∩ U) ⊆ Rn e´ aberto, donde O ∈ T .
Reciprocamente, se O ∈ T , enta˜o
O =
⋃
(U,φ)∈A
φ−1(φ(O ∩ U)) ∈ T ′.
Com isso, T ′ = T .
Por fim, suponha que A tenha a propriedade enunciada e vamos mostrar
que T e´ de Hausdorff. Sejam x, y ∈ X com x 6= y. Se existe (U, φ) ∈ A tal que
x, y ∈ U , enta˜o φ(x) 6= φ(y), donde existem abertos disjuntos P,Q ⊆ φ(U)
tais que φ(x) ∈ P e φ(y) ∈ Q. Logo, φ−1(P ) e φ−1(Q) sa˜o abertos disjuntos
em X tais que x ∈ φ−1(P ) e y ∈ φ−1(Q). Se vale a outra possibilidade, enta˜o
o fato de U e V serem abertos garante o resultado.
Quando definirmos a estrutura de variedade para os grupos lineares atrave´s
da func¸a˜o exponencial, o importante sera˜o os sistemas de coordenadas, na˜o
64 Variedades Diferencia´veis
a topologia herdada de algum espac¸o-ambiente. Em situac¸o˜es como essa o
teorema acima mostra o seu valor.
Podemos tentar definir uma variedade diferencia´vel n-dimensional como
um espac¸o topolo´gico X munido de um atlas n-dimensional A; no entanto,
esta definic¸a˜o possui um problema: caso haja diferentes atlas compat´ıveis em
X (no sentido que todas as cartas de um sa˜o compat´ıveis com todas as cartas
do outro), as variedades determinadas por eles sera˜o distintas. Isso contra-
ria a intuic¸a˜o de que o que importa e´ o espac¸o, e na˜o poss´ıveis sistemas de
coordenadas para ele.
A maneira cla´ssica de evitar tais situac¸o˜es e´ completar um dado atlas com
as cartas que ele na˜o possui, mas sa˜o compat´ıveis com as suas cartas. Uma
vez finalizado este processo, teremos um atlas livre do problema mencionado
acima.
Definic¸a˜o 2.1.12. Sejam X um espac¸o topolo´gico e A um atlas em X. Dize-
mos que A e´:
(i) maximal, se para todo atlas B em X tal que A ⊆ B tem-se A = B;
(ii) completo, se para cada carta (U, φ) em X compat´ıvel com todas as cartas
de A tivermos (U, φ) ∈ A.
O fato de um atlas num espac¸o topolo´gico ser completo e´ muito conveniente;
para ilustrar isso, temos o seguinte resultado:
Lema 2.1.13. Seja A um atlas completo num espac¸o topolo´gico X. Enta˜o,
dado p ∈ X, para toda vizinhanc¸a V de p existe uma carta (U, φ) ∈ A ao redor
de p tal que U ⊆ V .
Demonstrac¸a˜o. Considere (U ′, φ′) ∈ A uma carta qualquer ao redor de p.
Defina (U, φ) por:
U = U ′ ∩ V ⊆ V
φ = φ′|U .
E´ imediato que (U, φ) e´ uma carta em X e que p ∈ U . Ale´m disso, e´ fa´cil
mostrar que (U, φ) e´ compat´ıvel com todas as cartas de A. O fato de A ser
completo implica (U, φ) ∈ A, e disso segue o resultado.
O resultado a seguir mostra que os dois conceitos apresentados na u´ltima
definic¸a˜o sa˜o equivalentes, o que se mostra importante na construc¸a˜o das es-
truturas diferencia´veis.
Lema 2.1.14. Um atlas A e´ maximal sse e´ completo.
Demonstrac¸a˜o. Suponha que A e´ maximal e tome (U, φ) uma carta em X
compat´ıvel com todas as cartas de A. Enta˜o, A ∪ {(U, φ)} e´ um atlas que
conte´m A. Pela maximalidade de A, temos A ∪ {(U, φ)} = A, o que mostra
que (U, φ) ∈ A. Logo, A e´ completo.
Reciprocamente, se A e´ completo e B e´ um atlas que conte´m A, enta˜o para
cada (U, φ) ∈ B tem-se que (U, φ) e´ compat´ıvel com todas as cartas de A, de
modo que (U, φ) ∈ A. Logo B ⊆ A, e temos que A e´ maximal.
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Definic¸a˜o 2.1.15. Uma estrutura diferencia´vel em um espac¸o topolo´gico X e´
um atlas maximal/completo em X.
Proposic¸a˜o 2.1.16. Dado um atlas A num espac¸o topolo´gico X, existe uma
u´nica estrutura diferencia´vel A′ em X tal que A ⊆ A′.
Demonstrac¸a˜o. Seja A′ o conjunto das cartas em X compat´ıveis com todas
as cartas de A. Primeiro, vamos mostrar que A′ e´ um atlas. E´ natural que
A ⊆ A′, e disso segue que
X =
⋃
(U,φ)∈A′
U.
Sejam (U, φ), (V, ψ) ∈ A′. Sendo U ∩ V ⊆ X aberto e φ, ψ homeomorfismos, e´
imediato que φ(U ∩ V ), ψ(U ∩ V ) ⊆ Rn sa˜o abertos. Para que a transic¸a˜o
φ ◦ ψ−1 : ψ(U ∩ V ) −→ ψ(U ∩ V )
seja um difeomorfismo e´ suficiente que seja um difeomorfismo local, ja´ que esta
func¸a˜o ja´ e´ um homeomorfismo. Dado x0 ∈ ψ(U ∩ V ), seja p ∈ U ∩ V tal que
x0 = ψ(p) e tome (W, η) ∈ A tal que p ∈W . Enta˜o
ψ(U ∩ V ∩W ) ⊆ ψ(U ∩ V )
φ(U ∩ V ∩W ) ⊆ φ(U ∩ V )
sa˜o vizinhanc¸as de x0 e φ ◦ ψ−1(x0), respectivamente, e a func¸a˜o
φ ◦ ψ−1 : ψ(U ∩ V ∩W ) −→ ψ(U ∩ V ∩W )
e´ um difeomorfismo, pois
φ ◦ ψ−1(x) = (ψ ◦ η−1) ◦ (η ◦ ψ−1)(x), ∀x ∈ ψ(U ∩ V ∩W ).
Isso mostra que (U, φ) e (V, ψ) sa˜o compat´ıveis, donde A′ e´ um atlas em X. E´
imediato que A′ e´ completo.
Por fim, mostremos a unicidade de A′. Se B e´ outro atlas maximal que
conte´m A, enta˜o para cada carta (U, φ) ∈ B temos que (U, φ) e´ compat´ıvel com
todas as cartas de A, donde (U, φ) ∈ A′. Logo B ⊆ A′. Pela maximalidade de
B, isso significa que B = A′.
Observe que, na parte final da demonstrac¸a˜o, mostramos, na verdade, que
se B e´ um atlas qualquer compat´ıvel com A, enta˜o B ⊆ A′. Se B′ e´ o u´nico
atlas maximal que conte´m B, e´ imediato que B′ = A′. Isso significa que atlas
compat´ıveis definem a mesma estrutura diferencia´vel em X (o que, diga-se de
passagem, e´ perfeitamente razoa´vel).
Definic¸a˜o 2.1.17. Uma variedade diferencia´vel n-dimensional (tambe´m cha-
mada de n-variedade) e´ um espac¸o topolo´gico X munido de uma estrutura
diferencia´vel n-dimensional.
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A` luz desses novos conceitos, a definic¸a˜o proviso´ria que demos anterior-
mente na˜o estava completamente errada: cada atlas em X define uma u´nica
estrutura diferencia´vel, e atlas compat´ıveis definem a mesma estrutura. Por
causa disso, ao construirmos uma variedade na˜o e´ necessa´rio fornecer um atlas
maximal, apenas um usual.
Exemplo 2.1.18. Os espac¸os RPn e Sn com as suas topologias usuais e com
os atlas que fornecemos formam variedades diferencia´veis n-dimensionais. 4
Exemplo 2.1.19. Seja E um espac¸o vetorial real normado de dimensa˜o n <
∞. Fixada uma base {e1, . . . , en} defina
φ : x1e1 + · · ·+ xnen ∈ E 7−→ (x1, . . . , xn) ∈ Rn.
Sabemos que φ e´ um isomorfismo de espac¸os normados, o que faz de (E, φ)
uma carta em E. Segue que {(E, φ)} e´ um atlas, e que E e´ uma variedade
diferencia´vel n-dimensional. 4
Exemplo 2.1.20. Sejam X uma n-variedade cujo atlas e´ {(Uα, φα) : α ∈ A}
e U ⊆ X um aberto na˜o-vazio. Podemos definir em U um atlas a partir do de
X; a saber
{(Uα ∩ U, φα|Uα∩U) : α ∈ A}.
E´ fa´cil verificar que este e´ um atlas n-dimensional em U . Com esta estrutura,
U e´ chamado de subvariedade aberta de X. 4
Exemplo 2.1.21. Sejam X uma n-variedade e Y uma m-variedade, cujos
atlas sa˜o
A = {(Uα, φα) : α ∈ A}
B = {(Vβ, ψβ) : β ∈ B},
respectivamente. Vamos construir uma estrutura de (n + m)-variedade para
X × Y munido da topologia produto. Para cada α ∈ A e β ∈ B defina
ηαβ : Uα × Vβ −→ Rn+m
(p, q) 7−→ (φα(p), ψβ(q)).
O domı´nio Uα × Vβ e´ claramente aberto em X × Y , assim como a imagem
φα(Uα)× ψβ(Vβ) o e´ em Rn+m. A injetividade e´ imediata da definic¸a˜o.
Vamos verificar a continuidade de ηαβ . Dado (p, q) ∈ Uα×Vβ qualquer, seja
O ⊆ φα(Uα)×ψβ(Vβ) um aberto tal que ηαβ(p, q) = (φα(p), ψβ(q)) ∈ O. Enta˜o,
existem abertos R ⊆ φα(Uα) e S ⊆ ψβ(Vβ) tais que φα(p) ∈ R, ψβ(q) ∈ S e
R× S ⊆ O. Seja
P = η−1αβ (R× S) = φ−1α (R)× ψ−1β (S) ⊆ Uα × Vβ.
Enta˜o, P e´ aberto, (p, q) ∈ P e ηαβ(P) ⊆ O, de modo que ηαβ e´ cont´ınua em
(p, q). Para mostrar que ηαβ e´ aberta, o racioc´ınio e´ ana´logo.
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Com isso, ηαβ e´ um homeomorfismo sobre sua imagem, o que faz com que
(Uα × Vβ, ηαβ) seja uma carta em X × Y . Seja
C = {(Uα × Vβ, ηαβ) : α ∈ A, β ∈ B}.
Como
X × Y =
⋃
α,β
(Uα × Vβ),
para mostrar que C e´ atlas para X × Y e´ suficiente mostrar a compatibilidade
entre as cartas. Dados α, α′ ∈ A e β, β ′ ∈ B, enta˜o
(Uα × Vβ) ∩ (Uα′ × Vβ′) = (Uα ∩ Uα′)× (Vβ ∩ Vβ′),
donde
ηαβ ((Uα × Vβ) ∩ (Uα′ × Vβ′)) = φα(Uα ∩ Uα′)× ψβ(Vβ ∩ Vβ′)
ηα′β′ ((Uα × Vβ) ∩ (Uα′ × Vβ′)) = φα′(Uα ∩ Uα′)× ψβ′(Vβ ∩ Vβ′),
que sa˜o abertos em Rn+m. Ale´m disso,
ηαβ ◦ η−1α′β′(x, y) = (φα ◦ φ−1α′ (x), ψβ ◦ ψ−1β′ (y))
ηα′β′ ◦ η−1αβ (x, y) = (φα′ ◦ φ−1α (x), ψβ′ ◦ ψ−1β (y)),
donde ηαβ ◦ η−1α′β′ e ηα′β′ ◦ η−1αβ sa˜o suaves.
Com esta estrutura diferencia´vel, X × Y e´ chamada a variedade produto
de X e Y . Observe que esta construc¸a˜o generaliza-se imediatamente para
quantidades finitas quaisquer de variedades diferencia´veis. 4
2.2 Func¸o˜es Diferencia´veis e Vetores Tangen-
tes
Vamos discutir nesta sec¸a˜o como a estrutura diferencia´vel de um conjunto
permite generalizar o Ca´lculo Diferencial a espac¸os que na˜o o euclideano. Desta
sec¸a˜o em diante, a notac¸a˜o Mm indica que M e´ uma variedade diferencia´vel
m-dimensional.
Definic¸a˜o 2.2.1. Sejam Mm e Nn variedades diferencia´veis. Uma func¸a˜o
f :M → N e´ diferencia´vel em p ∈M se existem cartas (U, φ) em M e (V, ψ)
em N tais que
(i) p ∈ U , f(p) ∈ V e f(U) ⊆ V ;
(ii) ψ ◦ f ◦ φ−1 : φ(U) ⊆ Rm → ψ(V ) ⊆ Rn e´ diferencia´vel em φ(p).
Lema 2.2.2. Se f e´ diferencia´vel em p, enta˜o f e´ cont´ınua em p.
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Figura 2.3: Aplicac¸a˜o diferencia´vel entre variedades.
Demonstrac¸a˜o. Sejam (U, φ) e (V, ψ) cartas como na definic¸a˜o e g = ψ◦f ◦φ−1.
Sendo g diferencia´vel em φ(p), enta˜o g e´ cont´ınua em φ(p). Segue que f |U =
ψ−1 ◦ g ◦ φ e´ cont´ınua em p. Como U e´ aberto em M , temos que f e´ cont´ınua
em p.
Proposic¸a˜o 2.2.3. Sejam f : Mm → Nn uma func¸a˜o e p ∈ M . Suponha
que (U, φ) e (V, ψ) sa˜o cartas em M e N , respectivamente, que fazem f ser
diferencia´vel em p. Se (W, η) e (Z, ξ) sa˜o cartas em M e N , respectivamente,
tais que p ∈W , f(p) ∈ Z e f(W ) ⊆ Z, enta˜o
ξ ◦ f ◦ η−1 : η(W ) −→ ξ(Z)
e´ diferencia´vel em η(p).
Demonstrac¸a˜o. Note que ∀x ∈ η(W ∩ U) temos(
ξ ◦ f ◦ η−1) (x) = ((ξ ◦ ψ−1) ◦ (ψ ◦ f ◦ φ−1) ◦ (φ ◦ η−1)) (x).
Como ξ ◦ ψ−1 e φ ◦ η−1 sa˜o suaves, enta˜o ξ ◦ f ◦ η−1 e´ diferencia´vel em x ∈
η(W ∩U) sempre que ψ ◦ f ◦ φ−1 o for em φ ◦ η−1(x), o que de fato ocorre em
x = η(p).
O pro´ximo corola´rio e´ apenas um refraseamento da definic¸a˜o de acordo com
a proposic¸a˜o, e dispensa uma demonstrac¸a˜o.
Corola´rio 2.2.4. Uma func¸a˜o f : Mm → Nn e´ diferencia´vel em p ∈ M sse
para toda carta (U, φ) emM e toda carta (V, ψ) em N tais que p ∈ U , f(p) ∈ V
e f(U) ⊆ V tem-se que ψ ◦ f ◦ φ−1 : φ(U)→ ψ(V ) e´ diferencia´vel em φ(p).
Definic¸a˜o 2.2.5. Uma func¸a˜o f : Mm → Nn e´ diferencia´vel se f e´ dife-
rencia´vel em todos os pontos de seu domı´nio. As func¸o˜es diferencia´veis tambe´m
sa˜o chamadas de suaves.
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Decorre do lema que toda func¸a˜o diferencia´vel e´ cont´ınua. Ale´m disso, da
proposic¸a˜o e do seu corola´rio temos o seguinte resultado:
Proposic¸a˜o 2.2.6. Uma func¸a˜o f : Mm → Nn e´ diferencia´vel sse para toda
carta (U, φ) em M e (V, ψ) em N tais que f(U) ⊆ V tem-se que ψ ◦ f ◦ φ−1 :
φ(U)→ ψ(V ) e´ diferencia´vel.
Definic¸a˜o 2.2.7. Uma func¸a˜o f : U → Nn, em que U ⊆Mm e´ uma aberto, e´
diferencia´vel se f e´ diferencia´vel considerando-se U como subvariedade aberta
de M .
Exemplo 2.2.8. Seja (U, φ) uma carta na variedade M . Enta˜o, φ e´ dife-
rencia´vel. De fato, primeiro observamos que dado W ⊆ Rm aberto, so´ ha´ uma
carta relevante em W , que e´ (W, idW ). Considerando a pro´pria carta (U, φ),
temos que idφ(U) ◦φ◦φ−1 = idφ(U), que e´ diferencia´vel. Consequ¨entemente, sa˜o
diferencia´veis as componentes de φ, dadas por φi = pii ◦ φ. 4
Lema 2.2.9. Sejam Mm, Nn, Qq variedades diferencia´veis e F : M → N,G :
N → Q func¸o˜es. Dado p ∈M , se F e´ diferencia´vel em p e G em F (p), enta˜o
G ◦ F e´ diferencia´vel em p.
Demonstrac¸a˜o. Sejam (U, φ) e (W,ψ) cartas em M e Q, respectivamente, tais
que p ∈ U e G ◦ F (U) ⊆W . Precisamos mostrar que a func¸a˜o
η ◦G ◦ F ◦ φ−1 : φ(U)→ η(W )
e´ diferencia´vel em φ(p). Para fazer isso, tome (V, ψ) uma carta em N tal que
F (p) ∈ V .
Figura 2.4: Demonstrac¸a˜o do lema 2.2.9.
Observe que U ∩ F−1(V ) e´ uma vizinhanc¸a de p e que para cada x ∈
φ(U ∩ F−1(V )) tem-se F ◦ φ−1(x) ∈ V , de modo que
F ◦ φ−1(x) = ψ−1 ◦ ψ ◦ F ◦ φ−1(x), ∀x ∈ φ(U ∩ F−1(V )).
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Desta maneira,
η ◦G ◦ F ◦ φ−1(x) = (η ◦G ◦ ψ−1) ◦ (ψ ◦ F ◦ φ−1)(x),
sempre que x ∈ φ(U ∩ F−1(V )).
O fato de F ser diferencia´vel em p traduz-se, pela definic¸a˜o, em ψ ◦F ◦φ−1
ser diferencia´vel em φ(p), enquanto o de G ser diferencia´vel em F (p) traduz-se
em η ◦ G ◦ ψ−1 ser diferencia´vel em ψ(F (p)). Com isso, decorre da equac¸a˜o
acima que η ◦G◦F ◦φ−1 e´ suave em φ(p), o que completa a demonstrac¸a˜o.
O seguinte corola´rio e´ consequ¨eˆncia imediata do lema:
Corola´rio 2.2.10. Se F : Mm → Nn e G : Nn → Qq sa˜o func¸o˜es dife-
rencia´veis, enta˜o G ◦ F tambe´m e´ diferencia´vel.
O resultado a seguir e´ muito u´til ao trabalharmos com o produto de vari-
edades diferencia´veis. Deixamos a demonstrac¸a˜o como exerc´ıcio para o leitor:
basta usar com cuidado a construc¸a˜o da variedade produto e os resultados
exibidos acima.
Teorema 2.2.11. Sejam M1, . . . ,Mn variedades diferencia´veis e M =
n∏
i=1
Mi
a variedade produto. Sa˜o va´lidas as seguinte afirmac¸o˜es:
(a) Para cada i = 1, . . . , n, a projec¸a˜o pii de M sobre o seu i-e´simo fator e´
suave.
(b) Se N e´ uma variedade qualquer, enta˜o uma func¸a˜o F : N → M e´ suave
sse pii ◦ F e´ diferencia´vel, ∀i = 1, . . . , n.
(c) Dado i = 1, . . . , n e fixados pj ∈ Mj, ∀j 6= i, a func¸a˜o Ii : Mi → M dada
por
Ii(p) = (p1, . . . , pi−1, p, pi+1, . . . , pn)
e´ diferencia´vel.
Uma classe importante de func¸o˜es diferencia´veis e´
F(M) = {f :M → R : f e´ diferencia´vel},
pois e´ utilizada para definir os vetores tangentes.
Proposic¸a˜o 2.2.12. Munida das operac¸o˜es usuais, F(M) e´ uma a´lgebra co-
mutativa e com unidade sobre R.
Demonstrac¸a˜o. Para F(M) ser uma a´lgebra comutativa, e´ suficiente que dados
f, g ∈ F(M) e λ ∈ R tenh-se f + g, fg, λf ∈ F(M). Seja (U, φ) uma carta em
M . Dado x ∈ φ(U) temos(
(f + g) ◦ φ−1) (x) = (f + g)(φ−1(x)) = f(φ−1(x)) + g(φ−1(x))
= (f ◦ φ−1 + g ◦ φ−1)(x),
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o que implica (f + g) ◦ φ−1 = f ◦ φ−1 + g ◦ φ−1. Disso e´ fa´cil ver que f + g e´
diferencia´vel. Para fg e λf , o racioc´ınio e´ ana´logo.
A func¸a˜o 1 : M → R dada por 1(p) = 1 e´ diferencia´vel e 1f = f , ∀f ∈
F(M), o que faz dela a unidade de F(M).
Dada uma variedade diferencia´vel M , precisamos definir o que e´ um vetor
tangente a M num certo p ∈ M . Caso M ⊆ Rn, o trabalho e´ mais fa´cil: um
vetor v ∈ Rn e´ tangente aM em p se existe uma curva diferencia´vel emM que
passa por p e cuja velocidade em p e´ v. Como a nossa formulac¸a˜o do que e´ uma
variedade ignora a possibilidade de ela estar contida em um espac¸o ambiente,
esta definic¸a˜o na˜o nos serve.
Muitas maneiras de generalizar o conceito de vetor tangente exibido acima
foram encontradas. Uma delas envolve, bastante intuitivamente, curvas dife-
rencia´veis em M que passam por p, da seguinte maneira: seja Cp o conjunto
das curvas suaves γ : I ⊆ R →M tais que 0 ∈ I e γ(0) = p, e defina a seguinte
relac¸a˜o em Cp:
γ ∼ δ ⇔ ∃(U, φ) carta ao redor de p tal que (φ ◦ γ)′(0) = (φ ◦ δ)′(0).
Na˜o e´ dif´ıcil mostrar que ∀γ, δ ∈ C
γ ∼ δ ⇔ ∀(U, φ) carta ao redor de p tem-se que (φ ◦ γ)′(0) = (φ ◦ δ)′(0),
e, com base neste fato, que ∼ e´ uma relac¸a˜o de equivaleˆncia em Cp. Neste caso,
um vetor tangente e´ uma classe de equivaleˆncia de ∼, e o espac¸o tangente a
M em p e´ o quociente C/ ∼.
Os vetores tangentes definidos da maneira acima muitas vezes sa˜o chamados
de geome´tricos, pelo seu apelo intuitivo. No entanto, por causa das te´cnicas
que o estudo dos grupos de Lie exigem, na˜o utilizaremos esta formulac¸a˜o, e
sim uma mais alge´brica.
Considere, por hora, que M e´ um subconjunto aberto de Rm. Fixado
p ∈ M , um vetor v ∈ Rm qualquer pode ser caracterizado pela ac¸a˜o que ele
induz sobre as func¸o˜es diferencia´veis f : M → R. Mais precisamente, defina
tv : F(M)→ R por
tv(f) = dfp(v) = lim
t→0
f(p+ tv)− f(p)
t
=
∂f
∂v
(p).
Note que tv e´ uma func¸a˜o linear e que
tv(fg) = d(fg)p(v)
= dfp(v)g(p) + f(p)dgp(v)
= tv(f)g(p) + f(p)tv(g).
Caso a verdadeira identidade de v nos fosse desconhecida, poder´ıamos facil-
mente descobri-la calculando
tv(pi
i) = d(pii)p(v) = pi
i(v) = vi.
Isso nos motiva a dar a seguinte definic¸a˜o:
72 Variedades Diferencia´veis
Definic¸a˜o 2.2.13. Um vetor tangente a` variedade M em p ∈M e´ um funci-
onal linear v ∈ F(M)∗ tal que
v(fg) = v(f)g(p) + f(p)v(g), ∀f, g ∈ F(M).
O conjunto dos vetores tangentes a M em p e´ chamado espac¸o tangente a M
em p, e denotado por TpM .
Exemplo 2.2.14. Dada uma carta (U, φ) em M ao redor de p, defina, para
cada i = 1, . . . , m, o funcional ∂i|p : F(M)→ R por
∂i|p(f) = ∂f
∂xi
(p) :=
∂(f ◦ φ−1)
∂xi
(φ(p)).
Como (f + λg) ◦ φ−1 = f ◦ φ−1 + λg ◦ φ−1, enta˜o ∂i|p e´ linear. Ale´m do mais,
∂i|p(fg) = ∂((fg) ◦ φ
−1)
∂xi
(φ(p))
=
∂((f ◦ φ−1) · (g ◦ φ−1))
∂xi
(φ(p))
=
∂(f ◦ φ−1)
∂xi
(φ(p)) · (g ◦ φ−1)(φ(p)) +
+ (f ◦ φ−1)(φ(p)) · ∂(g ◦ φ
−1)
∂xi
(φ(p))
= ∂i|p(f) · g(p) + f(p) · ∂i|p(g).
Isso mostra que ∂i|p ∈ TpM . Tambe´m e´ comum escrever ∂i|p = ∂
∂xi
∣∣∣∣
p
. 4
Exemplo 2.2.15. Dadas as cartas (U, φ) e (V, ψ) ao redor de p, considere
os vetores tangentes {∂j |p}mj=1 e {∂˜i|p}mi=1 determinados por (U, φ) e (V, ψ),
respectivamente. Dada f ∈ F(M), para cada j = 1, . . . , m temos
∂j |p(f) = ∂(f ◦ φ
−1)
∂xj
(φ(p)) =
∂((f ◦ ψ−1) ◦ (ψ ◦ φ−1))
∂xj
(φ(p))
=
m∑
i=1
∂(f ◦ ψ−1)
∂xi
(ψ(p)) · ∂(ψ ◦ φ
−1)i
∂xj
(φ(p))
=
m∑
i=1
∂(ψ ◦ φ−1)i
∂xj
(φ(p)) · ∂˜i|p(f).
Desta expressa˜o decorre que
∂j |p =
m∑
i=1
∂(ψ ◦ φ−1)i
∂xj
(φ(p)) · ∂˜i|p,
o que significa que a matriz jacobiana de ψ ◦φ−1 em φ(p) conte´m a informac¸a˜o
para a mudanc¸a de {∂j |p}mj=1 para {∂˜i|p}mi=1. 4
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Lema 2.2.16. Para cada p ∈M tem-se que TpM e´ um espac¸o vetorial real.
Demonstrac¸a˜o. Como TpM ⊆ F(M)∗, basta mostrarmos que TpM e´ um su-
bespac¸o. A soma de funcionais lineares e´ um funcional linear, assim como o
produto por escalares. Dados v, w ∈ TpM e λ ∈ R temos
(v + λw)(fg) = v(fg) + λw(fg)
= v(f)g(p) + f(p)v(g) + λw(f)g(p) + λf(p)w(g)
= (v + λw)(f)g(p) + f(p)(v + λw)(g),
para quaisquer f, g ∈ F(M).
Mostraremos adiante que, dada uma carta (U, φ) ao redor de p ∈ M , o
conjunto {∂j |p}mj=1 e´ uma base para TpM . Se tivermos outra carta (V, ψ) em
p, que por sua vez determina uma base {∂˜i|p} para TpM , o exemplo 2.2.15 nos
mostra como passar de uma base para outra e que a matriz de passagem e´ a
jacobiana da transic¸a˜o de cartas.
Definic¸a˜o 2.2.17. SejaM uma variedade e p ∈M . Dizemos que b ∈ F(M) e´
uma func¸a˜o bump1 em p se existem vizinhanc¸as U, V ⊆ M de p, com V ⊆ U ,
tais que
(i) b(M) ⊆ [0, 1];
(ii) supp(b) ⊆ U ;
(iii) b|V = 1V .
As func¸o˜es bump teˆm muitas utilidades, entre elas estender func¸o˜es dife-
rencia´veis, no seguinte sentido:
Definic¸a˜o 2.2.18. Sejam U ⊆M aberto e f ∈ F(U). Dizemos que f ∈ F(M)
estende2 f se existe V ⊆ U aberto tal que f |V = f |V .
Seja U ⊆ M uma vizinhanc¸a de p e suponha que existe uma func¸a˜o bump
b ∈ F(M) tal que supp(b) ⊆ U (mostraremos isso a seguir). Dada f ∈ F(U),
defina f :M → R por
f(x) =
{
b(x)f(x) , x ∈ U
0 , x /∈ U.
Para verificar que f e´ diferencia´vel, tome x ∈M .
1O termo ingleˆs bump aqui tem o sentido de “calombo”. Na falta de uma traduc¸a˜o
apropriada, deixamos o original.
2Usualmente, uma extensa˜o de uma dada func¸a˜o f e´ uma func¸a˜o F definida num domı´nio
maior que coincide com f em todo o domı´nio de f . No entanto, para os nossos fins basta
que F e f coincidam num subconjunto apropriado do domı´nio de f . Utilizamos a mesma
nomenclatura pela falta de uma mais adequada.
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• Se x ∈ U , enta˜o existe uma vizinhanc¸a W de x em U . Neste caso
f |W = b|Wf e´ diferencia´vel em x.
• Se x /∈ U ⊇ supp(b), enta˜o existe uma vizinhanc¸aW de x emM\supp(b).
Neste caso f |W = 0 e´ diferencia´vel em x.
Se V ⊆ U e´ uma vizinhanc¸a de p tal que b|V = 1V , enta˜o f |V = f |V .
Portanto, f ∈ F(U) possui extensa˜o. Ela na˜o e´ u´nica, mas para os nossos
propo´sitos isso na˜o importa3: os vetores tangentes na˜o conseguem distinguir
isso.
Proposic¸a˜o 2.2.19. SejaM uma variedade, p ∈M e U ⊆M uma vizinhanc¸a
de p. Enta˜o, existe b ∈ F(M) uma func¸a˜o bump tal que supp(b) ⊆ U e p ∈ V ,
em que V ⊆ U e´ um aberto tal que b|V = 1V .
Demonstrac¸a˜o. Construiremos a func¸a˜o b em etapas.
(1) Seja f1 : R → R dada por
f1(t) =
{
exp−1/t , t > 0
0 , t ≤ 0.
E´ imediato que f1 e´ diferencia´vel em todo t 6= 0. Para verificarmos o
mesmo para t = 0, primeiro note que ∀t 6= 0
f
(n)
1 (t) = 0, se t < 0
f
(n)
1 (t) = pn(t)
exp−1/t
t2n
, se t > 0,
em que pn(t) e´ um polinoˆmio. Como
lim
t→0+
exp−1/t
tk
= lim
t→+∞
tk
exp t
= 0, ∀k ∈ N,
enta˜o
lim
t→0+
f
(n)
1 (t)
t
= lim
t→0+
pn(t)
exp−1/t
t2n+1
= 0.
Disto temos que f1 e´ diferencia´vel em 0, pois
f
(1)
1 (0) = lim
t→0
f(t)− f(0)
t
= lim
t→0
f(t)
t
= 0
f
(2)
1 (0) = lim
t→0
f (1)(t)− f (1)(0)
t
= lim
t→0
f (1)(t)
t
= 0
...
f
(n)
1 (0) = lim
t→0
f (n−1)(t)− f (n−1)(0)
t
= lim
t→0
f (n−1)(t)
t
= 0,
e assim sucessivamente.
3Uma outra maneira de definir vetor tangente envolve o conceito de ge´rmem de func¸a˜o.
Seguindo este me´todo, todas as func¸o˜es que coincidem numa vizinhanc¸a do ponto sa˜o iden-
tificadas por uma relac¸a˜o de equivaleˆncia.
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(2) Defina f2 : R → R por
f2(t) =
f1(2− t)
f1(2− t) + f1(t− 1) .
Note que f1(2− t) + f1(t− 1) ≥ 0, pois f1 ≥ 0. Caso f1(2− t) = 0, temos
t ≥ 2, donde t− 1 ≥ 1 e f1(t− 1) = exp−1/(t− 1) > 0. Isso mostra que
f2 esta´ bem definida. Como f1 ≥ 0, enta˜o f2 ≥ 0, e, ale´m disso, e´ imediato
que f2 ≤ 1. Logo f2(R) ⊆ [0, 1]. Tambe´m temos que
f2(t) = 0, se t ≥ 2
f2(t) = 1, se t ≤ 1.
(3) Seja r > 0. Defina hr : R → R por hr(t) = f2(t/r). Temos que hr e´
diferencia´vel, hr(t) = 1 se t ≤ r e hr(t) = 0 se t ≥ 2r.
(4) Por fim, escolha (U ′, φ) uma carta em M ao redor de p. Seja r > 0 tal que
B(φ(p), 2r) ⊆ φ(U ′ ∩ U), e sejam
W = φ−1
(
B(φ(p), 2r)
)
⊆ U ′ ∩ U
V = φ−1 (B(φ(p), r)) ⊆ U ′ ∩ U.
Defina b :M → R por
b(x) =
{
hr (|φ(x)− φ(p)|) , x ∈ U ′
0 , x /∈ U ′.
Note que supp(b) ⊆W . A func¸a˜o b e´ diferencia´vel, pois:
• se x /∈ U ′ ⊇ supp(b), enta˜o existe uma vizinhanc¸a de x na qual b e´
nula;
• se x = p, enta˜o na vizinhanc¸a V de x temos b|V = 1V ;
• se x ∈ U ′ e x 6= p, enta˜o existe uma vizinhanc¸a Z ⊆ U ′ de x tal que
p /∈ Z e
b ◦ φ−1(y) = hr (|y − φ(p)|) , ∀y ∈ φ(Z).
Como φ(p) /∈ φ(Z), segue que b ◦ φ−1 e´ diferencia´vel.
Pelas propriedades de hr, temos tambe´m que b(M) ⊆ hr(R) ⊆ [0, 1].
O seguinte corola´rio apenas resume a discussa˜o anterior a` proposic¸a˜o.
Corola´rio 2.2.20. Se U ⊆ M e´ aberto e p ∈ U , enta˜o para cada f ∈ F(U)
existe f ∈ F(M) extensa˜o de f tal que p ∈ V , com V ⊆ U um aberto tal que
f |V = f |V . Neste caso, dizemos que f estende f em p.
Lema 2.2.21. Dados p ∈M e v ∈ TpM , sa˜o va´lidas as seguintes afirmac¸o˜es:
(a) se f :M → R e´ constante, enta˜o v(f) = 0;
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(b) se f, g ∈ F(M) sa˜o tais que f |U = g|U para alguma vizinhanc¸a U de p,
enta˜o v(f) = v(g).
Demonstrac¸a˜o. (a) Seja a ∈ R tal que f = a1. Enta˜o
v(f) = v(a1) = av(1) = av(1 · 1)
= a (v(1)1(p) + 1(p)v(1))
= 2av(1) = 2v(f).
Logo v(f) = 0.
(b) Seja h = f − g ∈ F(M). Como f |U = g|U , enta˜o h|U = 0. Seja b ∈ F(M)
uma func¸a˜o bump em p com suporte em U . Enta˜o hb = 0, de modo que
0 = v(hb) = v(h)b(p) + h(p)v(b) = v(h) = v(f − g).
Segue que v(f) = v(g).
Proposic¸a˜o 2.2.22. Sejam U ⊆M aberto e p ∈ U . Enta˜o, os espac¸os TpU e
TpM sa˜o naturalmente isomorfos.
Demonstrac¸a˜o. Defina S : TpU → TpM por S(v)(f) = v(f |U). Mostraremos
que S e´ um isomorfismo, e da sua definic¸a˜o vem que ele e´ natural.
• Linear: Imediato.
• Injetiva: Seja v ∈ ker(S). Dada f ∈ F(U), seja f ∈ F(M) uma
extensa˜o de f em p. Como f |V = f |V para alguma vizinhanc¸a V ⊆ U
de p, enta˜o v(f) = v(f |U). Logo,
v(f) = v(f |U) = S(v)(f) = 0.
Como isso vale para toda f ∈ F(U), enta˜o v = 0.
• Sobrejetiva: Seja w ∈ TpM . Para cada f ∈ F(U), seja f ∈ F(M) uma
extensa˜o de f em p. Defina v : F(U)→ R por v(f) = w(f). Esta func¸a˜o
esta´ bem-definida, pois se f ∈ F(M) e´ outra extensa˜o de f em p, enta˜o
f e f coincidem numa vizinhanc¸a de p, donde w(f) = w(f).
Para ver que v e´ um vetor tangente, primeiro note que ∀f, g ∈ F(U) e
∀λ ∈ R as func¸o˜es f + λg e fg sa˜o extenso˜es de f + λg e fg, respectiva-
mente. Enta˜o,
v(f + λg) = w(f + λg) = w(f) + λw(g) = v(f) + λv(g)
v(fg) = w(fg) = w(f)g(p) + f(p)w(g) = v(f)g(p) + f(p)w(g),
e isso mostra que v ∈ TpU .
Por fim, precisamos verificar que S(v) = w. Dada f ∈ F(M), note que
f e´ uma extensa˜o em p de f |U . Enta˜o
S(v)(f) = v(f |U) = w(f),
como quer´ıamos.
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Por causa desta correspondeˆncia canoˆnica entre TpU e TpM , podemos iden-
tificar estes espac¸os. Com isso, um vetor tangente em p pode ser aplicado em
qualquer func¸a˜o diferencia´vel definida numa vizinhanc¸a4 de p.
Para concluir a sec¸a˜o, vamos mostrar que os vetores tangentes {∂i|p}mi=1 aM
em p determinados pela carta (U, φ) formam uma base para TpM . O seguinte
lema resolve um pequeno problema te´cnico que na demonstrac¸a˜o deste fato.
Lema 2.2.23. Sejam p ∈ M e (U, φ) uma carta em M ao redor de p. Enta˜o,
existe uma vizinhanc¸a V ⊆ U de p tal que para cada f ∈ F(M) ha´ func¸o˜es
f1, . . . , fm ∈ F(V ) de modo que
f |V = f(p) +
m∑
i=1
fi(φ
i − φi(p))
e que
fi(p) = ∂i|p(f), ∀i = 1, . . . , m.
Demonstrac¸a˜o. Seja r > 0 tal que W = B(φ(p), r) ⊆ φ(U) e defina V =
φ−1(W )◦, em que A◦ denota o interior do conjunto A. E´ fa´cil ver que V e´ uma
vizinhanc¸a de p em U .
Dada f ∈ F(M), seja g = f ◦ φ−1 ∈ F(φ(U)). Defina, para cada x ∈W , a
func¸a˜o hx : [0, 1]→ R por
hx(t) = g(tx+ (1− t)φ(p)).
Enta˜o, hx e´ diferencia´vel, hx(0) = g(φ(p)) e hx(1) = g(x). Com isso, ∀x ∈W
g(x) = g(φ(p)) + g(x)− g(φ(p))
= g(φ(p)) + hx(1)− hx(0)
= g(φ(p)) +
∫ 1
0
h′x(t)dt
= g(φ(p)) +
∫ 1
0
[
m∑
i=1
∂g
∂xi
(tx+ (1− t)φ(p)) · (xi − φi(p))
]
dt
= g(φ(p)) +
m∑
i=1
(∫ 1
0
∂g
∂xi
(tx+ (1− t)φ(p))dt
)
(pii(x)− φi(p))
Defina gi : W → R por
gi(x) =
∫ 1
0
∂g
∂xi
(tx+ (1− t)φ(p))dt
Precisamos que gi seja diferencia´vel. Para tanto, e´ necessa´rio que possa-
mos diferenciar a expressa˜o acima sob o sinal de integrac¸a˜o. Sabe-se que,
se a func¸a˜o no integrando for diferencia´vel e sua derivada for uniformemente
cont´ınua, enta˜o tal operac¸a˜o e´ l´ıcita. Sendo ∂g/∂xi cont´ınua e W compacto,
4Muitos autores seguem esta linha para, inclusive, definir os vetores tangentes.
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tais hipo´teses esta˜o satisfeitas, o que mostra que gi e´, de fato, diferencia´vel.
Desta maneira, podemos escrever
g(x) = g(φ(p)) +
m∑
i=1
gi(x)(pi
i(x)− φi(p)), ∀x ∈ W.
Para cada q ∈ V vale
f(q) = f ◦ φ−1(φ(q)) = g(φ(q)),
de modo que
f(q) = f(p) +
m∑
i=1
gi(φ(q))(pi
i(φ(q))− φi(p))
= f(p) +
m∑
i=1
gi ◦ φ(q)(φi(q)− φi(p)).
Definindo fi : V → R por fi(q) = gi ◦ φ(q), com i = 1, . . . , m, temos que
fi ∈ F(V ) e que
f(q) = f(p) +
m∑
i=1
fi(q)(φ
i(q)− φi(p)),
isto e´,
f |V = f(p) +
m∑
i=1
fi(φ
i − φi(p)).
Por fim,
fi(p) =
∫ 1
0
∂(f ◦ φ−1)
∂xi
(tφ(p) + (1− t)φ(p))dt
=
∫ 1
0
∂(f ◦ φ−1)
∂xi
(φ(p))dt
=
∂(f ◦ φ−1)
∂xi
(φ(p))
= ∂i|p(f).
Teorema 2.2.24. Sejam M uma variedade e p ∈ M . Para toda carta (U, φ)
em M ao redor de p, o conjunto {∂i|p}mi=1 e´ uma base de TpM , com
v =
m∑
i=1
v(φi)∂i|p, ∀v ∈ TpM.
Em particular, dim(TpM) = m.
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Demonstrac¸a˜o. Lembre que a func¸a˜o φj = pij ◦ φ : U → R e´ diferencia´vel,
∀j = 1, . . . , m (veja o exemplo 2.2.8). Ale´m disso, ∀i = 1, . . . , m temos
∂i|p(φj) = ∂(φ
j ◦ φ−1)
∂xi
(φ(p)) =
∂pij
∂xi
(φ(p)) = δij.
Com isso, se a1, . . . , am ∈ R sa˜o tais que ∑mi=1 ai∂i|p = 0, enta˜o
0 =
(
m∑
i=1
ai∂i|p
)
(φj) =
m∑
i=1
ai∂i|p(φj) =
m∑
i=1
aiδij = a
j, ∀j = 1, . . . , m,
e da´ı vem que {∂i|p}mi=1 e´ L.I.
Para mostrar que {∂i|p}mi=1 gera TpM , tome v ∈ TpM . Seja V ⊆ U a
vizinhanc¸a de p descrita no lema anterior. Dada f ∈ F(M), sejam f1, . . . , fm ∈
F(V ) tais que fi(p) = ∂i|p(f) e que
f |V = f(p) +
m∑
i=1
fi(φ
i − φi(p)).
Enta˜o,
v(f) = v(f |V ) =
m∑
i=1
fi(p)v(φ
i) =
m∑
i=1
v(φi)∂i|p(f)
=
(
m∑
i=1
v(φi)∂i|p
)
(f).
Como isso vale ∀f ∈ F(M), enta˜o
v =
m∑
i=1
v(φi)∂i|p.
2.3 O Fibrado Tangente e Campos Vetoriais
Um campo vetorial em uma variedade e´, informalmente, uma func¸a˜o que a
cada ponto associa um vetor tangente a` variedade naquele ponto. O domı´nio
de um campo vetorial e´, naturalmente, a pro´pria variedade, mas e quanto ao
contradomı´nio? Precisamos de um conjunto cujos elementos sejam os vetores
tangentes a` variedade, mas de modo que seja poss´ıvel identificar em que ponto
se da´ a tangeˆncia.
Formalizemos estas ide´ias: dada uma variedade Mm, o fibrado tangente de
M e´ o conjunto
TM =
⋃
p∈M
{p} × TpM.
Cada elemento de TM e´ da forma (p, v), com v ∈ TpM , mas, por simplicidade,
denotaremo-lo frequ¨entemente por vp e assumiremos que vp ∈ TpM . O conhe-
cimento deste conjunto nos permite definir com precisa˜o o que e´ um campo
vetorial.
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Definic¸a˜o 2.3.1. Um campo vetorial em uma variedade Mm e´ uma func¸a˜o
X :M → TM tal que Xp := X(p) ∈ TpM , ∀p ∈M .
O fibrado tangente vem acompanhado de uma projec¸a˜o natural pi : TM →
M dada por pi(vp) = p. Para cada p ∈ M , o conjunto pi−1(p) (que e´ o espac¸o
TpM) e´ chamado de fibra sobre p. Disso vem o nome fibrado: um conjunto de
fibras.
Se X e´ um campo vetorial, enta˜o Xp ∈ TpM , ∀p ∈M , e, portanto, pi(Xp) =
p. Reciprocamente, se X : M → TM e´ tal que pi(Xp) = p, ∀p ∈ M , enta˜o
Xp ∈ pi−1(p) = TpM , e temos que X e´ um campo vetorial. Isso mostra o
seguinte:
Lema 2.3.2. Uma func¸a˜o X :M → TM e´ um campo vetorial sse pi◦X = idM.
Figura 2.5: Um campo vetorial numa variedade.
Exemplo 2.3.3. Seja (U, φ) uma carta em M . Considerando U como subva-
riedade aberta de M , defina ∂i : U → TU por
(∂i)p = ∂i|p.
Como ∂i|p ∈ TpU , temos que ∂i e´ um campo vetorial em U . 4
Exemplo 2.3.4. Na mesma linha, dadas as func¸o˜es X1, . . . , Xm : U → R,
defina X : U → TU por
Xp =
m∑
i=1
X i(p)∂i|p.
Segue do exemplo anterior, bem como das nossas discusso˜es sobre vetores
tangentes, que X e´ um campo vetorial em U . 4
Seja X um campo vetorial em Mm. Dada uma carta (U, φ), podemos
escrever, para cada p ∈ U ,
Xp =
m∑
i=1
Xp(φ
i)∂i|p =
m∑
i=1
X ip∂i|p.
Isso define, em U , as func¸o˜es X1, . . . , Xm, que sa˜o chamadas as coordenadas
de X em U . Estas func¸o˜es fornecem muitas informac¸o˜es a respeito do campo
X na vizinhanc¸a U , que veremos adiante.
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Falta-nos um crite´rio para determinar quando um campo e´ cont´ınuo, ou,
mais especialmente, diferencia´vel. Ha´ diversas maneiras de se fazer isso, uma
delas utilizando as func¸o˜es coordenadas; no entanto, essa discussa˜o cria uma
o´tima oportunidade para estudarmos o fibrado tangente com mais cuidado.
Vamos, ao longo dos pro´ximos para´grafos, construir uma estrutura dife-
rencia´vel de dimensa˜o 2m para TM induzida pela estrutura de M de forma
bastante natural.
Para cada carta (U, φ) em M , seja U = pi−1(U) e defina Φ : U → R2m por:
Φ(vp) = Φ
(
m∑
i=1
vip∂i|p
)
= (φ(p), (v1p, . . . , v
m
p )).
A imagem de Φ e´ φ(U)×Rm, que e´ um aberto de R2m. Ale´m disso, se vp, wq ∈ U
sa˜o tais que Φ(vp) = Φ(wq), enta˜o φ(p) = φ(q) e v
i
p = w
i
q, ∀i, donde vp = wq.
Isso mostra que Φ e´ injetiva, o que faz de (U ,Φ) uma carta em TM .
A inversa de Φ pode ser calculada explicitamente: dado (x, v) ∈ φ(U)×Rm,
temos que
Φ−1(x, v) =
m∑
i=1
vi∂i|φ−1(x).
Isso nos permite verificar a compatibilidade entre cartas com certa facilidade.
Dadas as cartas (U ,Φ), (V,Ψ) em TM , induzidas pelas cartas (U, φ), (V, ψ) de
M , e´ imediato que
Φ(U ∩ V) = φ(U ∩ V )× Rm
Ψ(U ∩ V) = ψ(U ∩ V )×Rm
que sa˜o abertos. Ale´m disso, dado (x, v) ∈ Φ(U ∩ V), lembrando a fo´rmula
de mudanc¸a de bases no espac¸o tangente apresentada na sec¸a˜o anterior, temos
que
Ψ ◦ Φ−1(x, v) = Ψ
(
m∑
j=1
vj∂j |φ−1(x)
)
= Ψ
(
m∑
j=1
vj
m∑
i=1
∂(ψ ◦ φ−1)i
∂xj
∣∣∣∣
x
∂˜i|φ−1(x)
)
= Ψ
(
m∑
i=1
(
m∑
j=1
∂(ψ ◦ φ−1)i
∂xj
∣∣∣∣
x
vj
)
∂˜i|φ−1(x)
)
=
ψ ◦ φ−1(x),( m∑
j=1
∂(ψ ◦ φ−1)i
∂xj
∣∣∣∣
x
vj
)m
i=1

= (ψ ◦ φ−1(x), d(ψ ◦ φ−1)x(v)).
Esta equac¸a˜o claramente define uma func¸a˜o diferencia´vel, de modo que (U ,Φ)
e(V,Ψ) sa˜o compat´ıveis.
A estrutura diferencia´vel para TM esta´ intimamente relacionada com a de
M , o que podemos ver no seguinte resultado:
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Lema 2.3.5. Se Mm e´ uma variedade diferencia´vel cuja topologia e´ de Haus-
dorff, enta˜o a topologia de TM determinada pelo atlas constru´ıdo acima tambe´m
e´ de Hausdorff.
Demonstrac¸a˜o. A ide´ia e´ usar o crite´rio demonstrado no Teorema 2.1.11. Da-
dos vp, wq ∈ TM distintos, ha´ duas possibilidades:
• ou p 6= q, donde existem vizinhanc¸as coordenadas disjuntas U de p e V
de q, o que faz de U ,V vizinhanc¸as coordenadas disjuntas de vp e wq,
respectivamente;
• ou p = q, e da´ı vem que U e´ uma vizinhanc¸a coordenada de vp e wq
sempre que U e´ de p.
De qualquer modo, podemos separar vp e wq por abertos disjuntos, o que
implica TM ser de Hausdorff.
Como consequ¨eˆncia de TM possuir uma estrutura diferencia´vel, possu´ımos
agora uma maneira de decidir quando um campo vetorial e´ diferencia´vel ou
na˜o. Para este fim, o seguinte resultado da´ um caminho interessante.
Teorema 2.3.6. Um campo vetorial X : Mm → TM e´ diferencia´vel em uma
dada vizinhanc¸a coordenada sse as suas func¸o˜es coordenadas em relac¸a˜o a` carta
sa˜o diferencia´veis.
Demonstrac¸a˜o. Dada uma carta (U, φ) em M , considere a carta (U ,Φ) em
TM . Para cada x ∈ φ(U) temos
Φ ◦X ◦ φ−1(x) = Φ(X ◦ φ−1(x))
= Φ
(
m∑
i=1
X i ◦ φ−1(x)∂i|φ−1(x)
)
= (x, (X1 ◦ φ−1(x), . . . , Xm ◦ φ−1(x))).
Com isso,
Φ ◦X ◦ φ−1 = (idφ(U), (X1 ◦ φ−1, . . . , Xm ◦ φ−1))
Desta equac¸a˜o vem que Φ◦X◦φ−1 e´ diferencia´vel em φ(U) sse X i◦φ−1 tambe´m
e´, ∀i. Isso significa que X e´ diferencia´vel em U sse X i e´, ∀i, o que mostra o
teorema.
Corola´rio 2.3.7. Dada uma carta (U, φ) em Mm e i ∈ {1, . . . , m}, o campo
vetorial
∂i : p ∈ U 7→ ∂i|p ∈ TpU
e´ diferencia´vel.
Demonstrac¸a˜o. Como a j-e´sima func¸a˜o coordenada de ∂i em relac¸a˜o a` carta
(U, φ) e´ a func¸a˜o constante igual a δij , segue do teorema que ∂i e´ diferencia´vel.
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Corola´rio 2.3.8. Dados p ∈ Mm e vp ∈ TpM , existe um campo vetorial
diferencia´vel X em M tal que Xp = vp.
Demonstrac¸a˜o. Sejam (U, φ) uma carta em p e b ∈ F(M) uma func¸a˜o bump
em p com suporte contido em U . Escreva
vp =
m∑
i=1
vip∂i|p
e defina X :M → TM por
Xq =

m∑
i=1
vipb(q)∂i|q , se q ∈ U
0q , se q /∈ U.
E´ imediato que X e´ um campo vetorial, e do teorema segue facilmente que X
e´ diferencia´vel (na segunda sec¸a˜o deste cap´ıtulo mostramos que toda func¸a˜o
diferencia´vel f : V ab ⊆ M → R admite uma extensa˜o usando um racioc´ınio
semelhante). Ale´m disso, temos da definic¸a˜o de func¸a˜o bump que Xp = vp.
Corola´rio 2.3.9. Se X, Y sa˜o campos vetoriais diferencia´veis em Mm, enta˜o
a func¸a˜o X+Y :M → TM dada por (X+Y )p = Xp+Yp e´ um campo vetorial
diferencia´vel.
Demonstrac¸a˜o. A verificac¸a˜o de que X + Y e´ um campo vetorial e´ imediata e
a deixamos para o leitor mais ce´tico. Para ver que X+Y e´ diferencia´vel, tome
uma carta (U, φ) em M . Segue da definic¸a˜o de X + Y que ∀p ∈ U
(X + Y )p =
m∑
i=1
(X ip + Y
i
p )∂i|p,
o que significa que (X + Y )i = X i + Y i, ∀i. Sendo assim, o teorema garante
a diferenciabilidade de X + Y em U . Como isso vale para toda carta (U, φ),
segue o resultado.
Corola´rio 2.3.10. Se X e´ um campo vetorial diferencia´vel em Mm e f ∈
F(M), enta˜o a func¸a˜o fX :M → TM dada por (fX)p = f(p)Xp e´ um campo
vetorial diferencia´vel.
Demonstrac¸a˜o. E´ fa´cil ver que fX e´ um campo vetorial, e a sua diferenciabi-
lidade segue de observarmos que, se X1, . . . , Xm sa˜o as func¸o˜es coordenadas
de X em alguma carta de M , enta˜o fX1, . . . , fXm sa˜o as coordenadas de fX
nesta mesma carta.
Corola´rio 2.3.11. Seja X(M) o conjunto dos campos vetoriais diferencia´veis
em Mm. Considerando as seguintes operac¸o˜es em X(M):
(X, Y ) ∈ X(M)× X(M) 7−→ X + Y ∈ X(M)
(f,X) ∈ F(M)× X(M) 7−→ fX ∈ X(M),
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temos que X(M) e´ um F(M)-mo´dulo a` esquerda. Ademais, uma vez que existe
um subanel de F(M) isomorfo a R (o das func¸o˜es constantes), temos tambe´m
que X(M) e´ um espac¸o vetorial real.
Demonstrac¸a˜o. Uma vez estando bem-definidas, verificar que estas operac¸o˜es
satisfazem aos axiomas de mo´dulo e´ mera rotina, e deixamos para o leitor.
Dado um campo vetorial X ∈ X(M), lembramos que Xp ∈ TpM ⊆ F(M)∗.
Isso significa que Xp e´ uma func¸a˜o real definida em F(M). Com isso, dado
um campo vetorial X ∈ X(M) e uma func¸a˜o f ∈ F(M), podemos definir
Xf :M −→ R
por
Xf(p) = Xp(f).
Note que, dados f, g ∈ F(M) e λ ∈ R, temos ∀p ∈M
X(f + λg)(p) = Xp(f + λg)
= Xp(f) + λXp(g)
= Xf(p) + λXg(p)
= (Xf + λXg)(p).
Logo, X(f + λg) = Xf + λXg. Ale´m disso, ∀p ∈M
X(fg)(p) = Xp(fg)
= Xp(f)g(p) + f(p)Xp(g)
= Xf(p)g(p) + f(p)Xg(p)
= (Xf · g + f ·Xg)(p),
e disso segue que X(fg) = Xf · g + f ·Xg.
Com isso, caso possamos garantir que Xf ∈ F(M) para toda f ∈ F(M),
o campo X define uma derivac¸a˜o em F(M). Nesse sentido, temos o seguinte
resultado:
Teorema 2.3.12. Um campo vetorial X em Mm e´ diferencia´vel sse Xf ∈
F(M), ∀f ∈ F(M).
Demonstrac¸a˜o. Primeiro, suponha que X ∈ X(M) e tome f ∈ F(M). Para
mostrar que Xf ∈ F(M), vamos provar que Xf e´ diferencia´vel em toda vizi-
nhanc¸a coordenada de M .
Seja, enta˜o, (U, φ) uma carta em M . Para cada p ∈ U , temos que:
Xf(p) = Xp(f)
=
m∑
i=1
X ip∂i|p(f)
=
m∑
i=1
X ip ·
∂(f ◦ φ−1)
∂xi
(φ(p))
=
(
m∑
i=1
X i ·
(
∂(f ◦ φ−1)
∂xi
◦ φ
))
(p).
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Logo,
Xf |U =
m∑
i=1
X i ·
(
∂(f ◦ φ−1)
∂xi
◦ φ
)
.
Como X i e´ diferencia´vel ∀i (pois o campo X e´ diferencia´vel), assim como f ,
enta˜o Xf |U e´ diferencia´vel.
Agora, suponha que Xf ∈ F(M), ∀f ∈ F(M). Para verificar que X ∈
X(M), mostraremos que X e´ diferencia´vel em toda vizinhanc¸a coordenada de
M .
Dada uma carta (U, φ), as coordenadas de X em relac¸a˜o a φ em p ∈ U sa˜o:
X ip = Xp(φ
i) = Xφi(p),
de modo que
X i = Xφi.
Portanto, para mostrar que X e´ diferencia´vel em U , e´ suficiente que Xφi o seja,
∀i. No entanto, as func¸o˜es Xφi esta˜o definidas apenas em U , e por causa disso
na˜o podemos aplicar diretamente a hipo´tese que temos sobre X e concluir a
demonstrac¸a˜o.
Resolvemos este problema da seguinte maneira: dado p ∈ U , para cada
i = 1, . . . , m seja φ
i ∈ F(M) extensa˜o de φi em p que coincide com φi numa
vizinhanc¸a Vi ⊆ U de p. Se V e´ a intersec¸a˜o destas vizinhanc¸as, temos que
V ⊆ U e´ uma vizinhanc¸a de p e que φi|V = φi|V , ∀i.
Com isso, ∀q ∈ V
X iq = Xq(φ
i) = Xq(φ
i
) = Xφ
i
(q),
o que equivale a
X i|V = Xφi|V .
Pela hipo´tese sobre X, desta equac¸a˜o decorre que X i|V e´ diferencia´vel, ∀i.
Como este argumento vale ∀p ∈ U , enta˜o X i e´ diferencia´vel em U , o que
completa a demonstrac¸a˜o.
Exemplo 2.3.13. Considere, em R3, o campo vetorial X dado por
X(x,y,z) = sin(xy)
∂
∂x
+ z
∂
∂y
− exp y + z ∂
∂z
.
Dada f ∈ F(R3), vamos calcularXf . Lembrando a definic¸a˜o, temos ∀(x, y, z) ∈
R3:
Xf(x, y, z) = X(x,y,z)(f)
= sin(xy)
∂f
∂x
(x, y, z) + z
∂f
∂y
(x, y, z)− exp y + z∂f
∂z
(x, y, z).
Observe que esta func¸a˜o e´, de fato, diferencia´vel. 4
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Como consequ¨eˆncia do teorema, temos que, para cada X ∈ X(M), a func¸a˜o
X : F(M) → F(M) dada por X(f) = Xf esta´ bem-definida. Ale´m disso, da
discussa˜o anterior vem que X ∈ der(F(M)).
Reciprocamente, dada uma derivac¸a˜o em F(M), podemos nos perguntar
se ela e´ determinada a partir de um campo vetorial suave.
Teorema 2.3.14. A aplicac¸a˜o que associa a cada campo vetorial suave uma
derivac¸a˜o em F(M) e´ um isomorfismo linear natural entre X(M) e der(F(M)).
Demonstrac¸a˜o. Defina T : X(M)→ der(F(M)) por
T (X)(f) = Xf.
Esta func¸a˜o, mostra-se facilmente, e´ linear. Vamos concentrar nossa atenc¸a˜o
em mostrar que T e´ um isomorfismo, e, feito isso, segue da definic¸a˜o que T e´
natural.
Para a injetividade, seja X ∈ ker(T ). Dados p ∈ M e f ∈ F(M), temos
que
Xp(f) = Xf(p) = T (X)(f)(p) = 0,
pois T (X) = 0. Como isso vale para cada f ∈ F(M) e para cada p ∈ M ,
temos que X = 0.
Para a sobrejetividade, seja X uma derivac¸a˜o em F(M). Para que X ∈
Im(T ), e´ necessa´rio existir X ∈ X(M) tal que X = T (X), isto e´, tal que
∀f ∈ F(M) e ∀p ∈M
X(f)(p) = T (X)(f)(p) = Xf(p) = Xp(f).
Deste modo, defina X :M → TM por
Xp(f) = X(f)(p), ∀p ∈M, ∀f ∈ F(M).
Esta func¸a˜o esta´ bem-definida, pois dado p ∈M temos
Xp(f + λg) = X(f + λg)(p)
= (X(f) + λX(g))(p)
= X(f)(p) + λX(g)(p)
= Xp(f) + λXp(g)
e
Xp(fg) = X(fg)(p)
= (X(f) · g + f · X(g))(p)
= X(f)(p) · g(p) + f(p) ·X(g)(p)
= Xp(f) · g(p) + f(p) ·Xp(g),
quaisquer que sejam f, g ∈ F(M) e λ ∈ R. Isso mostra que Xp ∈ TpM ,
∀p ∈M , ou seja, que X e´ um campo vetorial.
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O u´ltimo teorema nos fornece a diferenciabilidade de X, da seguinte ma-
neira: dada f ∈ F(M), temos ∀p ∈M que
Xf(p) = Xp(f) = X(f)(p),
o que implica Xf = X(f). Como X ∈ der(F(M)), enta˜o X(f) ∈ F(M),
e da equac¸a˜o anterior decorre que Xf ∈ F(M). Como isso vale para cada
f ∈ F(M), conclu´ımos que X ∈ X(M).
Por fim, segue de Xf = X(f) que T (X) = X.
O espac¸o der(F(M)) possui uma estrutura natural de a´lgebra de Lie (veja
o Apeˆndice B), com colchete de Lie dado por
[X,Y] = X ◦ Y− Y ◦X, ∀X,Y ∈ der(F(M)).
O isomorfismo apresentado no teorema anterior nos permite tranportar este
colchete para X(M), da seguinte maneira: dados X, Y ∈ X(M), defina
[X, Y ] = T−1[T (X), T (Y )].
Observe que desta equac¸a˜o vem que ∀f ∈ F(M)
[X, Y ]f = T ([X, Y ])(f)
= [T (X), T (Y )](f)
= (T (X) ◦ T (Y ))(f)− (T (Y ) ◦ T (X))(f)
= X(Y f)− Y (Xf).
Por causa disso, costuma-se escrever
[X, Y ] = XY − Y X, ∀X, Y ∈ X(M).
A maneira como foi definido garante que [ , ] e´ um colchete de Lie em
X(M), e, com isso, X(M) recebe uma estrutura adicional de a´lgebra de Lie.
Ale´m disso, e´ fa´cil ver que o isomorfismo linear T apresentado no teorema e´
um isomorfismo de a´lgebras de Lie. Como este isomorfismo e´ natural, muitas
vezes na˜o e´ feita distinc¸a˜o entre os campos vetoriais e as derivac¸o˜es.
O seguinte resultado fornece algumas propriedades operacionais importan-
tes do colchete de Lie de campos vetoriais sobre uma variedade diferencia´vel.
Lema 2.3.15. Seja Mm uma variedade diferencia´vel. Dados X, Y, Z ∈ X(M),
f, g ∈ F(M) e λ ∈ R, sa˜o va´lidas as seguintes propriedades:
(a) [X + λY, Z] = [X,Z] + λ[Y, Z]
[X, Y + λZ] = [X, Y ] + λ[X,Z];
(b) [X, Y ] = −[Y,X];
(c) [[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0;
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(d) [fX, gY ] = fg[X, Y ] + f(Xg)Y − g(Y f)X.
Demonstrac¸a˜o. Os ı´tens (a), (b) e (c) apenas formalizam o fato de [ , ] ser um
colchete de Lie em X(M), e na˜o os demonstraremos.
Para (d), primeiro note que ∀X ∈ X(M) e ∀f, g ∈ F(M)
(fX)g = f(Xg),
pois dado p ∈M
(fX)g(p) = (fX)p(g)
= f(p)Xp(g)
= f(p)(Xg)(p)
= f(Xg)(p).
Logo, ∀h ∈ F(M)
[fX, gY ]h = (fX)(gY )h− (gY )(fX)h
= (fX)(g(Y h))− (gY )(f(Xh))
Usando a regra de Leibniz na expressa˜o acima, temos
[fX, gY ]h = ((fX)g)(Y h) + g((fX)(Y h))− ((gY )f)(Xh)− f((gY )(Xh))
= (f(Xg))(Y h) + gf(X(Y h))− (g(Y f))(Xh)− fg(Y (Xh))
= fg(XY − Y X)h+ (f(Xg)Y )h− (g(Y f)X)h
=
(
fg[X, Y ] + f(Xg)Y − g(Y f)X)h,
de modo que
[fX, gY ] = fg[X, Y ] + f(Xg)Y − g(Y f)X.
O colchete de Lie de campos vetoriais possui, ale´m da construc¸a˜o alge´brica,
uma forte motivac¸a˜o geome´trica. No entanto, a compreensa˜o deste aspecto
exige um estudo detalhado de EDO em variedades, o que desvia-se muito da
nossa proposta. O leitor mais curioso pode consultar (LEE, 2003) para mais
informac¸o˜es.
O pro´ximo resultado, que finaliza a sec¸a˜o, fornece as func¸o˜es coordenadas
do colchete de Lie de dois campos vetoriais numa determinada vizinhanc¸a
coordenada.
Proposic¸a˜o 2.3.16. Sejam X, Y ∈ X(M) e (U, φ) uma carta em Mm. Se
X|U =
m∑
i=1
X i∂i
Y |U =
m∑
i=1
Y i∂i,
enta˜o
[X, Y ]|U =
m∑
j=1
(
m∑
i=1
X i(∂iY
j)− Y i(∂iXj)
)
∂j .
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Demonstrac¸a˜o. Pela bilinearidade de [ , ], temos
[X, Y ]|U =
[
m∑
i=1
X i∂i,
m∑
j=1
Y j∂j
]
=
m∑
i,j=1
[X i∂i, Y
j∂j ].
Por outro lado, do lema anterior decorre que
[X i∂i, Y
j∂j ] = X
iY j [∂i, ∂j] +X
i(∂iY
j)∂j − Y j(∂jX i)∂i.
Para determinar [∂i, ∂j ], tome f ∈ F(M):
[∂i, ∂j]f = ∂i(∂jf)− ∂j(∂if).
Como ∀p ∈ U
∂jf(p) = ∂j |p(f)
=
∂(f ◦ φ−1)
∂xj
∣∣∣∣
φ(p)
=
(
∂(f ◦ φ−1)
∂xj
◦ φ
)
(p),
temos
∂jf =
∂(f ◦ φ−1)
∂xj
◦ φ,
de modo que
∂i(∂jf) =
∂
∂xi
{(
∂(f ◦ φ−1)
∂xj
◦ φ
)
◦ φ−1
}
◦ φ
=
∂2(f ◦ φ−1)
∂xi∂xj
◦ φ.
Logo,
[∂i, ∂j ]f =
∂2(f ◦ φ−1)
∂xi∂xj
◦ φ− ∂
2(f ◦ φ−1)
∂xj∂xi
◦ φ = 0,
o que mostra que [∂i, ∂j] = 0.
Com isso,
[X i∂i, Y
j∂j ] = X
i(∂iY
j)∂j − Y j(∂jX i)∂i
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e, portanto,
[X, Y ]|U =
m∑
i,j=1
X i(∂iY
j)∂j − Y j(∂jX i)∂i
=
m∑
i,j=1
X i(∂iY
j)∂j −
m∑
i,j=1
Y j(∂jX
i)∂i
=
m∑
i,j=1
X i(∂iY
j)∂j −
m∑
i,j=1
Y i(∂iX
j)∂j
=
m∑
j=1
(
m∑
i=1
X i(∂iY
j)− Y i(∂iXj)
)
∂j ,
como quer´ıamos demonstrar.
Exemplo 2.3.17. Sejam X, Y ∈ X(R2) dados por
X(x,y) = log(x
2 + 1)
∂
∂x
+ y3
∂
∂y
Y(x,y) = −y ∂
∂x
+ x
∂
∂y
.
Vamos calcular o colchete de Lie entre X e Y . O teorema nos da´ uma maneira
mais pra´tica de fazer isso do que usar a definic¸a˜o. As componentes de [X, Y ]
sa˜o
[X, Y ]1 = − log(x2 + 1)∂y
∂x
+ y
∂(log(x2 + 1))
∂x
− y3∂y
∂y
− x∂(log(x
2 + 1))
∂y
=
2xy
x2 + 1
− y3
[X, Y ]2 = log(x2 + 1)
∂x
∂x
+ y
∂y3
∂x
+ y3
∂x
∂y
− x∂y
3
∂y
= log(x2 + 1)− 3xy2,
de modo que
[X, Y ] =
(
2xy
x2 + 1
− y3
)
∂
∂x
+
(
log(x2 + 1)− 3xy2) ∂
∂y
.
Perceba que calcular explicitamente o colchete de Lie entre dois campos veto-
riais dados e´, em geral, uma tarefa trabalhosa. 4
2.4 A Diferencial de uma Aplicac¸a˜o
Na segunda sec¸a˜o deste cap´ıtulo, discutimos a noc¸a˜o de diferenciabilidade
de func¸o˜es entre variedades diferencia´veis; no entanto, nem sequer menciona-
mos a diferencial de uma tal aplicac¸a˜o.
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Seja F : M → N uma aplicac¸a˜o diferencia´vel entre variedades. Dado
p ∈M , procuramos uma aplicac¸a˜o que associa a cada vetor v ∈ TpM um vetor
v˜ ∈ TF (p)N por meio de F . Como TpM e TF (p)N teˆm estrutura de espac¸o
vetorial, queremos que esta aplicac¸a˜o seja linear.
Considere, por enquanto, que M e N sa˜o subvariedades abertas de Rm e
Rn, respectivamente. Neste caso, para cada p ∈M , existe associada a F uma
aplicac¸a˜o linear dFp : R
m → Rn, a diferencial de F em p. Aqui, podemos
considerar Rm = TpM e R
n = TF (p)N .
Dado v ∈ Rm, o vetor dFp(v) ∈ Rn e´ caracterizado por
dFp(v) = lim
t→0
F (p+ tv)− F (p)
t
,
ou, como vimos na sec¸a˜o 2.2, por sua ac¸a˜o sobre as func¸o˜es diferencia´veis
f : N → R, que e´ dada por
dFp(v)(f) = dfF (p)(dFp(v)).
Como esta u´ltima caracterizac¸a˜o de vetor tangente e´ a que nos interessa, vamos
analisa´-la com mais cuidado. Observe que, por definic¸a˜o,
dFp(v)(f) = (dfF (p) ◦ dFp)(v)
= d(f ◦ F )p(v)
= v(f ◦ F ).
Com isso, no caso em que Mm e Nn sa˜o variedades arbitra´rias, para cada
p ∈M e v ∈ TpM , a discussa˜o acima nos motiva a definir o vetor dFp(v) pela
equac¸a˜o
dFp(v)(f) = v(f ◦ F ), ∀f ∈ F(M),
o que faz sentido, pois , sendo F : Mm → Nn e´ diferencia´vel e f ∈ F(N),
enta˜o f ◦F ∈ F(M). Logo, para cada p ∈M e cada v ∈ TpM podemos definir
a func¸a˜o
vF : F(N) −→ R
por
vF (f) = v(f ◦ F ).
Afirmamos que vF ∈ TF (p)N , o que de fato ocorre, pois se f, g ∈ F(N) e λ ∈ R,
temos
vF (f + λg) = v((f + λg) ◦ F )
= v(f ◦ F + λg ◦ F )
= v(f ◦ F ) + λv(g ◦ F )
= vF (f) + λvF (g)
e tambe´m
vF (fg) = v((fg) ◦ F )
= v((f ◦ F ) ◦ (g ◦ F ))
= v(f ◦ F ) · g(F (p)) + f(F (p)) · v(g ◦ F )
= vF (f) · g(F (p)) + f(F (p)) · vF (g).
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Motivados pelas nossas observac¸o˜es anteriores ao u´ltimo lema, vamos de-
notar o vetor tangente vF por dFp(v). Isso define uma func¸a˜o dFp : TpM →
TF (p)N , cujas principais propriedades sa˜o dadas pelo seguinte resultado:
Teorema 2.4.1. Sejam Mm, Nn, Qq variedades diferencia´veis e F : M → N ,
G : N → Q func¸o˜es diferencia´veis. Sa˜o va´lidas as seguintes afirmac¸o˜es:
(a) A func¸a˜o dFp : TpM → TF (p)N e´ linear, ∀p ∈M ;
(b) Dado p ∈ M , temos
d(G ◦ F )p = dGF (p) ◦ dFp;
(c) Para cada p ∈ M , tem-se que
d(idM)p = idTpM .
Demonstrac¸a˜o. (a) Sejam v, w ∈ TpM e λ ∈ R. Dada f ∈ F(N), temos
dFp(v + λw)(f) = (v + λw)(f ◦ F )
= v(f ◦ F ) + λw(f ◦ F )
= dFp(v)(f) + λdFp(w)(f),
e desta equac¸a˜o segue facilmente que
dFp(v + λw) = dFp(v) + λdFp(w).
(b) Primeiro, observe que d(G ◦ F )p e dGF (p) ◦ dFp da˜o func¸o˜es de mesmo
domı´nio e contradomı´nio. Ale´m disso, dado v ∈ TpM , temos ∀f ∈ F(Q)
d(G ◦ F )p(v)(f) = v(f ◦G ◦ F )
= dFp(v)(f ◦G)
= dGF (p) ◦ dFp(v)(f),
e disso segue a afirmac¸a˜o.
(c) Dados v ∈ TpM e f ∈ F(M), temos
d(idM)p(v)(f) = v(f ◦ idM) = v(f),
de modo que d(idM)p(v) = v, ∀v ∈ TpM . Logo, d(idM)p = idTpM .
Verificadas estas propriedades, podemos, agora, fazer uma definic¸a˜o formal:
Definic¸a˜o 2.4.2. A diferencial de uma func¸a˜o diferencia´vel F : Mm → Nn
em p ∈ M e´ a func¸a˜o linear dFp : TpM → TF (p)N dada por
dFp(v)(f) = v(f ◦ F ), ∀v ∈ TpM, ∀f ∈ F(N).
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Como a diferencial de uma aplicac¸a˜o num ponto e´ uma transformac¸a˜o linear
entre espac¸os reais de dimensa˜o finita, podemos calcular a sua matriz num
par de bases prefixadas. O caso mais interessante e´ quando estas bases sa˜o
determinadas por cartas locais.
Proposic¸a˜o 2.4.3. Sejam F :Mm → Nn uma func¸a˜o diferencia´vel e p ∈M .
Dadas as cartas (U, φ) em M ao redor de p e (V, ψ) em N ao redor de F (p),
considere as bases {∂j|p}mj=1 e {∂˜i|F (p)}ni=1 de TpM e TF (p)N determinadas,
respectivamente, por (U, φ) e (V, ψ). Enta˜o, a matriz de dFp com relac¸a˜o a
estas bases e´ a matriz jacobiana de ψ ◦ F ◦ φ−1 em φ(p).
Observac¸a˜o: Lembramos que a matriz jacobiana de ψ ◦F ◦φ−1 em um ponto
x de seu domı´nio e´ a matriz A ∈ Rn×m dada por
Aij =
∂(ψ ◦ F ◦ φ−1)i
∂xj
∣∣∣∣
x
,
com i = 1, . . . , n e j = 1, . . . , m.
Demonstrac¸a˜o. Sabemos da A´lgebra Linear que para determinar a matriz de
dFp nas bases indicadas e´ suficiente escrever ∀j o vetor dFp (∂j |p) na base
{∂˜i|F (p)}, e os coeficientes destas combinac¸o˜es lineares fornecem a matriz de-
sejada.
Com esse objetivo, vamos analisar o vetor dFp (∂j |p) com mais atenc¸a˜o.
Dada uma func¸a˜o f ∈ F(N), segue da definic¸a˜o de ∂j |p, fornecida na sec¸a˜o
2.2, que
dFp(∂j |p)(f) = ∂j |p(f ◦ F )
=
∂(f ◦ F ◦ φ−1)
∂xj
∣∣∣∣
φ(p)
.
Como U ∩ F−1(V ) e´ uma vizinhanc¸a de p, o que implica φ(U ∩ F−1(V )) ser
uma vizinhanc¸a de φ(p), podemos escrever
f ◦ F ◦ φ−1(x) = (f ◦ ψ−1) ◦ (ψ ◦ F ◦ φ−1)(x),
para cada x ∈ φ(U ∩ F−1(V )). Enta˜o,
dFp (∂j |p) (f) =
∂
(
(f ◦ ψ−1) ◦ (ψ ◦ F ◦ φ−1))
∂xj
∣∣∣∣∣
φ(p)
.
Usando a Regra da Cadeia no membro direito desta equac¸a˜o, obtemos
dFp (∂j |p) (f) =
n∑
i=1
∂(f ◦ ψ−1)
∂xi
∣∣∣∣
ψ(F (p))
· ∂(ψ ◦ F ◦ φ
−1)i
∂xj
∣∣∣∣
φ(p)
=
n∑
i=1
∂˜i|F (p)(f) · ∂(ψ ◦ F ◦ φ
−1)i
∂xj
∣∣∣∣
φ(p)
=
(
n∑
i=1
∂(ψ ◦ F ◦ φ−1)i
∂xj
∣∣∣∣
φ(p)
· ∂˜i|F (p)
)
(f).
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Como esta equac¸a˜o vale ∀f ∈ F(N), concluimos que
dFp (∂j |p) =
n∑
i=1
∂(ψ ◦ F ◦ φ−1)i
∂xj
∣∣∣∣
φ(p)
· ∂˜i|F (p),
o que fornece o resultado desejado.
Exemplo 2.4.4. Considere a func¸a˜o F : R → R2 dada por F (t) = (cos t, sin t).
E´ imediato que F e´ diferencia´vel. Vamos calcular a diferencial de F em t0 ∈ R.
Enta˜o ∀v ∈ Tt0R, escreva v = λ ddt
∣∣
t0
, com λ ∈ R. Como F coincide com a sua
representac¸a˜o F˜ , temos
dFt0(v) = dFt0
(
λ
d
dt
∣∣∣∣
t0
)
= λ
(
dF 1
dt
(t0)
∂
∂x
∣∣∣∣
F (t0)
+
dF 2
dt
(t0)
∂
∂y
∣∣∣∣
F (t0)
)
= −λ sin t0 ∂
∂x
∣∣∣∣
F (t0)
+ λ cos t0
∂
∂y
∣∣∣∣
F (t0)
.
Observe que a matriz jacobiana de F em t0 e´ dada por
(− sin t0 cos t0). 4
Se U ⊆ Rm e´ aberto e F : U → Rn e´ uma func¸a˜o diferencia´vel, a diferen-
cial cla´ssica de F e a que definimos acima sa˜o o mesmo objeto? Examinando
as definic¸o˜es de ambas, concluimos que na˜o; entretanto, a proposic¸a˜o acima,
ilustrada pelo exemplo, mostra que isso na˜o importa: as duas aplicac¸o˜es pos-
suem a mesma matriz, e os resultados que t´ınhamos antes, como o Teorema
da Func¸a˜o Inversa, continuam valendo.
Aproveitando a oportunidade, vamos mostrar como o Teorema da Func¸a˜o
Inversa se estende para o contexto mais geral das variedades. Uma certa
reflexa˜o a respeito do assunto mostra que isso realmente na˜o e´ uma surpresa,
pois as variedades diferencia´veis sa˜o constru´ıdas de modo a se comportarem,
localmente, de forma semelhante aos espac¸os Rn.
Definic¸a˜o 2.4.5. Sejam Mm, Nn variedades e F : M → N uma func¸a˜o dife-
rencia´vel. Dizemos que F e´ um:
(i) difeomorfismo, se F e´ bijetiva e F−1 e´ diferencia´vel;
(ii) difeomorfismo local em p ∈ M , se existem vizinhanc¸as U ⊆ M de p e
V ⊆ N de F (p) tais que F : U → V e´ um difeomorfismo;
(iii) difeomorfismo local, se para cada p ∈ M tem-se que F e´ um difeomor-
fismo local em p.
Usando esta terminologia, o Teorema da Func¸a˜o Inversa pode ser formulado
da seguinte maneira:
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Teorema 2.4.6. Uma func¸a˜o diferencia´vel F :Mm → Nn e´ um difeomorfismo
local em p ∈M sse m = n e dFp e´ invert´ıvel.
Observac¸a˜o: A condic¸a˜o m = n, isto e´, dim(M) = dim(N), foi posta apenas
para chamar atenc¸a˜o ao fato de que se existe um difeomorfismo local entre duas
variedades diferencia´veis, elas obrigatoriamente possuem a mesma dimensa˜o.
Como a dimensa˜o de uma variedade e´ igual a` dimensa˜o de qualquer espac¸o
tangente a ela, esta condic¸a˜o e´ consequ¨eˆncia de dFp ser um isomorfismo, e
qualquer menc¸a˜o a ela sera´ omitida na demonstrac¸a˜o do teorema, assim como
nas dos resultados que o seguem.
Demonstrac¸a˜o. Primeiro, suponha que F e´ um difeomorfismo local em p e
sejam U, V vizinhanc¸as de p e F (p), respectivamente, tais que F : U → V e´
um difeomorfismo. Disso segue que
dFp ◦ d(F−1)F (p) = dFF−1(F (p)) ◦ d(F−1)F (p)
= d(F ◦ F−1)F (p)
= d(idV )F (p)
= idTF (p)N
e, analogamente, que
d(F−1)F (p) ◦ dFp = idTpM .
Portanto, dFp e´ invert´ıvel e (dFp)
−1 = d(F−1)F (p).
Agora, suponha que dFp e´ invert´ıvel. Sejam (U
′, φ) e (V ′, ψ) cartas em
M e N ao redor de p e F (p), respectivamente, tais que F (U ′) ⊆ V ′. Estas
cartas podem ser obtidas da seguinte maneira: dada (V ′, ψ) uma carta em N
ao redor de F (p), a continuidade de F garante que F−1(V ′) e´ uma vizinhanc¸a
de p; logo, existe uma carta (U ′, φ) de M ao redor de p tal que U ′ ⊆ F−1(V ′),
isto e´, tal que F (U ′) ⊆ V ′.
Feito isso, considere a func¸a˜o
F˜ : φ(U ′) ⊆ Rm −→ ψ(V ′) ⊂ Rn
dada por
F˜ (x) = ψ ◦ F ◦ φ−1(x), ∀x ∈ φ(U ′).
Observe que F˜ e´ diferencia´vel. Ale´m disso, a matriz jacobiana de F˜ em φ(p) ∈
φ(U ′) e´ dada por
J ij =
∂F˜ i
∂xj
∣∣∣∣∣
φ(p)
=
∂(ψ ◦ F ◦ φ−1)i
∂xj
∣∣∣∣
φ(p)
.
A hipo´tese de dFp ser invert´ıvel, junto com a proposic¸a˜o anterior, mostra que J
e´ invert´ıvel, e o Teorema da Func¸a˜o Inversa na forma cla´ssica (veja o apeˆndice)
garante a existeˆncia de abertos U ′′ ⊆ φ(U ′) e V ′′ ⊆ ψ(V ′) tais que
• φ(p) ∈ U ′′;
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• F˜ (φ(p)) = ψ(F (p)) ∈ V ′′;
• F˜ : U ′′ → V ′′ e´ um difeomorfismo.
Defina U = φ−1(U ′′) e V = ψ−1(V ′′); das observac¸o˜es acima, temos que
U e´ vizinhanc¸a de p, enquanto V e´ vizinhanc¸a de F (p). Ademais, definindo
G : V → U por G = φ−1 ◦ F˜−1 ◦ ψ, vemos que G e´ diferencia´vel e, uma vez
que F |U = ψ−1 ◦ F˜ ◦ φ, tambe´m que
F ◦G = (ψ−1 ◦ F˜ ◦ φ) ◦ (φ−1 ◦ F˜−1 ◦ ψ)
= idV
G ◦ F = (φ−1 ◦ F˜−1 ◦ ψ) ◦ (ψ−1 ◦ F˜ ◦ φ)
= idU .
Portanto, F : U → V e´ um difeomorfismo.
Corola´rio 2.4.7. Uma func¸a˜o diferencia´vel F : Mm → Nn e´ um difeomor-
fismo local sse m = n e dFp e´ invert´ıvel, ∀p ∈M .
Demonstrac¸a˜o. Imediata das definic¸o˜es e do u´ltimo teorema.
Corola´rio 2.4.8. Uma func¸a˜o diferencia´vel e bijetiva F : Mm → Nn e´ um
difeomorfismo sse m = n e dFp e´ invert´ıvel, ∀p ∈ M .
Demonstrac¸a˜o. Se F e´ um difeomorfismo, enta˜o F e´ um difeomorfismo local
em todo p ∈ M , donde segue que dFp e´ invert´ıvel, ∀p ∈ M . Por outro lado,
se dFp e´ invert´ıvel, ∀p ∈ M , usamos o corola´rio anterior para garantir que
∀q ∈ N existe uma vizinhanc¸a V ⊆ N de q tal que F−1|V e´ diferencia´vel, e
disso segue que F−1 e´ um difeomorfismo.
Os difeomorfismos sa˜o extremamente importantes no estudo das varieda-
des diferencia´veis, pois, do ponto de vista desta teoria, duas variedades dife-
rencia´veis difeomorfas sa˜o indistingu¨´ıveis.
Para encerrar esta sec¸a˜o, assim como dar subs´ıdios para a pro´xima, vamos
examinar como podemos usar as func¸o˜es diferencia´veis para transformar os
fibrados tangentes.
Considere uma func¸a˜o diferencia´vel F : Mm → Nn. Para cada (p, v) ∈
TM , como v ∈ TpM , podemos aplicar a diferencial dFp em v, obtendo um vetor
tangente dFp(v) ∈ TF (p)N . Isso nos leva a definir a func¸a˜o dF : TM → TN
por
dF (p, v) = (F (p), dFp(v)).
Usando a notac¸a˜o (p, v) = vp, podemos escrever
dF (vp) = dFp(vp),
observando tambe´m que e´ bastante claro que dFp(vp) ∈ TF (p)N . Esta func¸a˜o
e´ a chamada diferencial de F .
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Teorema 2.4.9. Sejam Mm, Nn, Qq variedades diferencia´veis e F : M →
N,G : N → Q aplicac¸o˜es suaves. Enta˜o:
(a) dF : TM → TN e´ uma func¸a˜o diferencia´vel;
(b) dF e´ linear em cada fibra de TM ;
(c) d(G ◦ F ) = dG ◦ dF ;
(d) d(idM) = idTM .
Demonstrac¸a˜o. (a) Seja F : Mm → Nn uma func¸a˜o diferencia´vel. Para mos-
trar que dF : TM → TN e´ diferencia´vel, sejam (U ,Φ) e (V,Ψ) cartas em
TM e TN determinadas pela cartas (U, φ) e (V, ψ) de M e N , respectiva-
mente, tais que dF (U) ⊆ V.
Para cada (x, v) ∈ Φ(U) = φ(U)× Rm, temos
Ψ ◦ dF ◦ Φ−1(x, v) = Ψ ◦ dF
(
φ−1(x),
m∑
j=1
vj∂j |φ−1(x)
)
= Ψ
(
F ◦ φ−1(x),
m∑
j=1
vj · dFφ−1(x)
(
∂j |φ−1(x)
))
= (?).
Lembrando da proposic¸a˜o 2.4.3,
dFφ−1(x)
(
∂j |φ−1(x)
)
=
n∑
i=1
∂(ψ ◦ F ◦ φ−1)i
∂xj
∣∣∣∣
x
· ∂˜i|F (φ−1(x)),
e temos, enta˜o,
(?) = Ψ
(
F ◦ φ−1(x),
n∑
i=1
(
m∑
j=1
∂(ψ ◦ F ◦ φ−1)i
∂xj
∣∣∣∣
x
· vj
)
∂˜i|F (φ−1(x))
)
=
ψ ◦ F ◦ φ−1(x),( m∑
j=1
∂(ψ ◦ F ◦ φ−1)i
∂xj
∣∣∣∣
x
· vj
)n
i=1
 .
Definindo, como fizemos na demonstrac¸a˜o do teorema 2.4.6, a func¸a˜o F˜ =
ψ ◦ F ◦ φ−1, que e´ diferencia´vel, podemos escrever a identidade acima na
forma
Ψ ◦ dF ◦ Φ−1(x, v) =
(
F˜ (x), dF˜x(v)
)
.
Como isto define uma func¸a˜o diferencia´vel de Φ(U) em Ψ(V), segue da
definic¸a˜o que dF e´ diferencia´vel em U . A arbitrariedade na escolha das
cartas faz com que dF seja suave.
(b) Seja p ∈ M e pi−1(p) = TpM a fibra de TM sobre p. Decorre da definic¸a˜o
de dF que dF |TpM = dFp, que e´ uma func¸a˜o linear.
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(c) Dado vp ∈ TM , temos
d(G ◦ F )(vp) = d(G ◦ F )p(vp)
= dGF (p)(dFp(vp))
= dG(dF (vp)),
donde d(G ◦ F ) = dG ◦ dF .
(d) Para cada vp ∈ TM ,
d(idM)(vp) = d(idM)p(vp)
= idTpM(vp)
= vp.
A diferencial de uma func¸a˜o conte´m na˜o apenas as informac¸o˜es referentes
aos espac¸os tangentes, mas tambe´m a respeito da pro´pria func¸a˜o. Se X :M →
TM e´ um campo vetorial suave qualquer, enta˜o ∀p ∈M temos
piTN ◦ dF ◦X(p) = piTN (F (p), dFp(Xp))
= F (p),
e disso decorre que F = piTN ◦ dF ◦X. Podemos resumir esta propriedade no
seguinte diagrama comutativo:
TM
dF // TN
piTN

M
X
OO
F
// N
O pro´ximo resultado fornece uma propriedade importante da diferencial e
que sera´ de grande valia no estudo mais aprofundado que faremos, na pro´xima
sec¸a˜o, a respeito dos campos vetoriais.
Proposic¸a˜o 2.4.10. Se F : Mm → Nn e´ um difeomorfismo, enta˜o dF :
TM → TN tambe´m e´ um difeomorfismo.
Demonstrac¸a˜o. O fato de F ser um difeomorfismo implica que dF e d(F−1)
esta˜o bem-definidas e sa˜o diferencia´veis. Para verificar que dF e´ um difeo-
morfismo, e´ suficiente que (dF )−1 = d(F−1); no entanto, isso e´ consequ¨eˆncia
imediata das partes (c) e (d) do teorema 2.4.9, o que mostra o resultado.
Curvas Suaves
SejaM uma variedade diferencia´vel. Uma curva suave emM e´ uma func¸a˜o
diferencia´vel γ : I → M , em que I ⊆ R e´ um intervalo aberto. O vetor
velocidade de γ em t0 ∈ I e´ o vetor tangente
γ˙(t0) = dγt0
(
d
dt
∣∣∣∣
t0
)
.
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Observe que, dada f ∈ F(M), temos
γ˙(t0)(f) = dγt0
(
d
dt
∣∣∣∣
t0
)
(f)
=
d
dt
∣∣∣∣
t0
(f ◦ γ)
=
d(f ◦ γ)
dt
(t0),
isto e´, γ˙(t0) atua sobre as func¸o˜es diferencia´veis derivando-as ao longo de γ em
t0.
Um dos fatos mais marcantes a respeito das curvas suaves numa variedade
e´ o seguinte:
Teorema 2.4.11. Sejam M uma variedade diferencia´vel e p ∈ M . Para cada
v ∈ TpM , existe uma curva suave γ : (−ε, ε)→M tal que γ(0) = p e γ˙(0) = v.
Demonstrac¸a˜o. Seja (U, φ) uma carta local ao redor de p e escreva
v =
m∑
i=1
vi∂i|p,
em que {∂i|p}mi=1 e´ a base de TpM determinada por (U, φ). Seja
v˜ = (v1, . . . , vm) ∈ Rm
e defina
γ : (−ε, ε) −→M
por
γ(t) = φ−1(φ(p) + tv˜),
em que ε > 0 e´ escolhido pequeno o suficiente para que φ(p) + tv˜ ∈ φ(U),
∀t ∈ (−ε, ε).
E´ claro que γ assim definida e´ suave e que γ(0) = p. Ale´m disso, temos
que
γ˙(0) =
m∑
i=1
γ˙(0)i∂i|p,
com
γ˙(0)i = γ˙(0)(φi)
= γ˙(0)(pii ◦ φ)
=
d(φ ◦ γ)i
dt
(0)
= vi.
Portanto,
γ˙(0) =
m∑
i=1
vi∂i|p = v.
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2.5 Mais Sobre Campos Vetoriais
Nas duas sec¸o˜es anteriores, estudamos, separadamente, os campos vetoriais
e as diferenciais de func¸o˜es suaves. Nesta sec¸a˜o, vamos explorar as relac¸o˜es
existentes entre esses dois conceitos.
Considere uma func¸a˜o diferencia´vel F : M → N e os campos vetoriais
X ∈ X(M) e Y ∈ X(N). Estas informac¸o˜es podem ser visualizadas no seguinte
diagrama:
TM
dF // TN
M
X
OO
F
// N
Y
OO
Caso exista, a comutatividade deste diagrama, expressa pela equac¸a˜o
Y ◦ F = dF ◦X,
pode ser usada para estudar as propriedades de um dos campos a partir do
outro e de F .
Definic¸a˜o 2.5.1. Dados F : Mm → Nn diferencia´vel, X ∈ X(M) e Y ∈
X(N), dizemos que os campos X e Y esta˜o F -relacionados se o diagrama
acima comuta, i.e., se Y ◦ F = dF ◦X.
Exemplo 2.5.2. Seja F : R → R2 dada por F (t) = (sin t, cos t). Sabemos
(veja o exemplo 2.4.4) que esta func¸a˜o e´ diferencia´vel e que sua diferencial e´
dada por
dF
(
λ
d
dt
∣∣∣∣
t
)
= −λ sin t ∂
∂x
∣∣∣∣
F (t)
+ λ cos t
∂
∂y
∣∣∣∣
F (t)
, ∀t ∈ R.
Considere os campos X ∈ X(R) e Y ∈ X(R2) definidos por
Xt =
d
dt
∣∣∣∣
t
Y(x,y) = −y ∂
∂x
∣∣∣∣
(x,y)
+ x
∂
∂y
∣∣∣∣
(x,y)
.
Afirmamos que X e Y esta˜o F -relacionados. De fato, ∀t ∈ R
(dF ◦X)t = dF
(
d
dt
∣∣∣∣
t
)
= − sin t ∂
∂x
∣∣∣∣
F (t)
+ cos t
∂
∂y
∣∣∣∣
F (t)
= (Y ◦ F )t.
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Observe que, de maneira geral, na˜o podemos isolar nem X nem Y na
equac¸a˜o
Y ◦ F = dF ◦X.
Isso significa, se assumirmos conhecidos F e X, e desejarmos determinar se
existe algum campo Y que esta´ F -relacionado com X, enta˜o, em geral, a
equac¸a˜o acima na˜o pode ser usada para construtir Y . Portanto, dado X ∈
X(M), nem sempre pode-se garantir a existeˆncia de um campo Y ∈ X(N) que
esteja F -relacionado com X.
No entanto, na situac¸a˜o especial em que F e´ um difeomorfismo, este pro-
blema na˜o surge.
Teorema 2.5.3. Se F : M → N e´ um difeomorfismo, enta˜o para cada X ∈
X(M) existe um u´nico Y ∈ X(N) de modo que X e Y esta˜o F -relacionados.
Demonstrac¸a˜o. A hipo´tese de F ser um difeomorfismo significa que F e´ bijetiva
e F−1 e´ suave. Com isso, defina Y : N → TN por Y = dF◦X◦F−1. E´ imediato
que Y e´ uma func¸a˜o diferencia´vel, e e´ fa´cil ver desta definic¸a˜o que, caso Y seja
um campo vetorial, enta˜o X e Y esta˜o F -relacionados.
TM
dF // TN
M
X
OO
N
F−1oo
Y
OO





Para ver que Y e´ um campo vetorial, tome q ∈ N qualquer. Enta˜o,
X ◦ F−1(q) = XF−1(q) ∈ TF−1(q)M,
de modo que
dF ◦X ◦ F−1(q) ∈ TF (F−1(q))N = TqN.
Logo Yq ∈ TqN , ∀q ∈ N , como quer´ıamos.
Falta mostrar que Y e´ o u´nico campo em N que esta´ F -relacionado com
X; pore´m, isso e´ imediato da definic¸a˜o 2.5.1 e da construc¸a˜o de Y .
Como consequ¨eˆncia deste teorema, dado um difeomorfismo F : M → N ,
podemos definir uma func¸a˜o F∗ : X(M) → X(N) que a cada X ∈ X(M)
associa o u´nico campo vetorial Y em N que esta´ F -relacionado com X. As
propriedades de F∗ sa˜o descritas no pro´ximo resultado.
Proposic¸a˜o 2.5.4. Sejam M,N,Q variedades diferencia´veis e F : M →
N,G : N → Q difeomorfismos. Sa˜o va´lidas as seguintes afirmac¸o˜es:
(a) F∗ e´ linear;
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(b) (G ◦ F )∗ = G∗ ◦ F∗;
(c) (idM)∗ = idX(M).
Demonstrac¸a˜o. (a) Sejam X,X ′ ∈ X(M) e λ ∈ R, de modo que
F∗(X + λX
′) = dF ◦ (X + λX ′) ◦ F−1
= dF ◦ (X ◦ F−1 + λ(X ′ ◦ F−1));
a segunda igualdade decorre da definic¸a˜o de adic¸a˜o de campos vetoriais.
Como a func¸a˜o dF e´ linear sobre cada fibra de TM (que sa˜o os espac¸os
tangentes), da definic¸a˜o de campo vetorial segue que
dF ◦ (X ◦ F−1 + λX ′ ◦ F−1) = dF ◦X ◦ F−1 + λ(dF ◦X ′ ◦ F−1)
= F∗X + λF∗X
′.
Portanto,
F∗(X + λX
′) = F∗X + λF∗X
′,
como era desejado.
(b) Dado X ∈ X(M), temos
(G ◦ F )∗X = d(G ◦ F ) ◦X ◦ (G ◦ F )−1
= dG ◦ dF ◦X ◦ F−1 ◦G−1
= (G∗ ◦ F∗)X,
o que mostra que (G ◦ F )∗ = G∗ ◦ F∗.
(c) Para cada X ∈ X(M)
(idM)∗X = d(idM) ◦X ◦ (idM)−1
= X,
e, portanto, (idM)∗ = idX(M).
Corola´rio 2.5.5. Dado um difeomorfismo F : M → N , a aplicac¸a˜o F∗ e´ um
isomorfismo linear natural entre X(M) e X(N).
Demonstrac¸a˜o. Como F∗ e´ linear, para mostrar que esta func¸a˜o e´ um isomor-
fismo e´ suficiente verificar que F∗ e´ bijetiva. Ale´m disso, como a sua definic¸a˜o
idepende de quaisquer escolhas de bases, teremos ao final que F∗ e´ um isomor-
fismo natural.
Considere a transformac¸a˜o linear (F−1)∗, definida entre X(N) e X(M). Da
parte (b) do teorema vem que
F∗ ◦ (F−1)∗ = (F ◦ F−1)∗ = (idN)∗
(F−1)∗ ◦ F∗ = (F−1 ◦ F )∗ = (idM)∗.
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Portanto, da parte (c) temos
F∗ ◦ (F−1)∗ = idX(N)
(F−1)∗ ◦ F∗ = idX(M),
o que mostra que (F−1)∗ = (F∗)
−1.
Vamos mostrar que F∗ e´, na verdade, um isomorfismo de a´lgebras de Lie.
Entretanto, como o colchete de Lie de campos vetoriais foi construido a partir
da ac¸a˜o destes sobre as func¸o˜es reais diferencia´veis, antes de prosseguirmos
precisamos do seguinte crite´rio:
Lema 2.5.6. Seja F : Mm → Nn uma aplicac¸a˜o diferencia´vel. Enta˜o, os
campos X ∈ X(M) e Y ∈ X(M) esta˜o F -relacionados sse ∀f ∈ F(N) tem-se
X(f ◦ F ) = (Y f) ◦ F.
Demonstrac¸a˜o. Primeiro, note que X(f ◦ F ), (Y f) ◦ F ∈ F(M), ∀f ∈ F(N).
Deste modo, tome p ∈M ; enta˜o,
X(f ◦ F )(p) = Xp(f ◦ F )
= dFp(Xp)(f)
= (dF ◦X)(p)(f)
e
(Y f) ◦ F (p) = Y f(F (p))
= YF (p)(f)
= (Y ◦ F )(p)(f).
Como estas igualdades valem ∀p ∈ M e ∀f ∈ F(N), a partir delas e´ fa´cil ver
que X e Y esta˜o F -relacionados sse X(f ◦ F ) = (Y f) ◦ F , ∀f ∈ F(N).
Observe que, se X1, X2 ∈ X(M) e Y1, Y2 ∈ X(N) sa˜o tais que Xi e Yi esta˜o
F -relacionados, i = 1, 2, enta˜o, dada f ∈ F(N), e´ imediato do lema que
X1(f ◦ F ) = (Y1f) ◦ F
X2(f ◦ F ) = (Y2f) ◦ F.
Como X1(f ◦F ), (Y1f)◦F ∈ F(M), podemos aplicar o campo X2 em ambos os
membros da primeira equac¸a˜o, e disso segue que X2X1(f ◦F ) = X2((Y1f)◦F ).
Por outro lado, escrevendo g = Y1f , vemos que g ∈ F(N), de modo que
podemos aplicar o lema novamente:
X2((Y1f) ◦ F ) = X2(g ◦ F )
= (Y2g) ◦ F
= (Y2Y1f) ◦ F.
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Portanto,
X2X1(f ◦ F ) = (Y2Y1f) ◦ F.
De maneira ana´loga,
X1X2(f ◦ F ) = (Y1Y2f) ◦ F.
Fazendo a diferenc¸a entre essas duas equac¸o˜es, temos
(X1X2 −X2X1)(f ◦ F ) = ((Y1Y2 − Y2Y1)f) ◦ F,
isto e´,
[X1, X2](f ◦ F ) = ([Y1, Y2]f) ◦ F.
Como esta igualdade vale ∀f ∈ F(N), decorre do lema que [X1, X2] e [Y1, Y2]
esta˜o F -relacionados. Esta argumentac¸a˜o mostra o seguinte resultado:
Teorema 2.5.7. Se X1, X2 ∈ X(M) e Y1, Y2 ∈ X(N) sa˜o tais que Xi e Yi
esta˜o F -relacionados, i = 1, 2, enta˜o [X1, X2] e [Y1, Y2] tambe´m esta˜o F -
relacionados.
Corola´rio 2.5.8. Seja F : M → N um difeomorfismo. Enta˜o, a func¸a˜o
F∗ : X(M)→ X(N) e´ um isomorfismo de a´lgebras de Lie.
Demonstrac¸a˜o. Como F∗ e´ um isomorfismo linear, basta mostrar que F∗ e´ um
homomorfismo de a´lgebras de Lie. De fato, dados X1, X2 ∈ X(M), temos da
definic¸a˜o de F∗ que Xi e F∗Xi esta˜o F -relacionados, i = 1, 2. Pelo teorema
anterior, isso implica que [F∗X1, F∗X2] esta´ F -relacionado com [X1, X2]; como
F∗[X1, X2] ∈ X(N) tambe´m goza desta propriedade, segue que
F∗[X1, X2] = [F∗X1, F∗X2],
como desejado.
Cap´ıtulo 3
Grupos de Lie
Grupos de Lie sa˜o objetos em que esta˜o compatibilizadas uma estrutura
alge´brica — a de grupo — e uma estrutura diferencia´vel. Esta relac¸a˜o tem
como consequ¨eˆncia um grande nu´mero de resultados profundos. Neste cap´ıtulo,
propomos analisar alguns deles, ale´m de finalmente mostrarmos que os grupos
lineares sa˜o grupos de Lie com um tipo de estrutura diferencia´vel bastante
particular.
3.1 Definic¸o˜es e Exemplos
O conceito de grupo linear, que apresentamos no primeiro cap´ıtulo, pos-
sui muitas aplicac¸o˜es ao estudo da Geometria, assim como em outras a´reas.
Mostramos algumas delas na sec¸a˜o 1.7. No entanto, restringir a nossa atenc¸a˜o
apenas a tais grupos limita muito a diversidade de problemas que podemos
estudar.
Por exemplo, seja E(n) o grupo das congrueˆncias do espac¸o Rn, isto e´,
E(n) = {f : Rn → Rn : ||f(x)|| = ||x|| , ∀x ∈ Rn},
em que || · || denota a norma euclideana. Pode-se mostrar que cada f ∈ E(n)
e´ da forma
f(x) = u+ a(x), ∀x ∈ Rn
em que u ∈ Rn e a ∈ O(Rn). Logo, E(n) na˜o e´ um grupo linear1.
Muitos outros grupos de transformac¸o˜es na˜o sa˜o lineares, como: isometrias
numa variedades riemanniana (ou pseudo-riemanniana), automorfismos de um
espac¸o afim, transformac¸o˜es de Galileu, entre outros.
Mesmo que, depois, nos deparemos com o fato de que todos esses grupos
sejam isomorfos a grupos lineares, precisamos, a princ´ıpio, de uma noc¸a˜o mais
geral para descreveˆ-los.
1Por outro lado, pode-se mostrar que E(n) e´ isomorfo a um subgrupo de GL(Rn+1), mas
isso e´ uma questa˜o da teoria de representac¸o˜es.
106 Grupos de Lie
Definic¸a˜o 3.1.1. Um grupo de Lie e´ um grupo G munido de uma estrutura
diferencia´vel de modo que as func¸o˜es
(g, h) ∈ G×G 7−→ gh ∈ G
g ∈ G 7−→ g−1 ∈ G
sa˜o diferencia´veis, considerando em G×G a estrutura de variedade produto.
Observac¸o˜es:
(1) O elemento neutro de G sera´ denotado, como e´ usual, por e.
(2) A exigeˆncia de que a operac¸a˜o de grupo e a inversa˜o sejam diferencia´veis
pode ser substitu´ıda pela de que
(g, h) ∈ G×G 7−→ gh−1 ∈ G
seja suave.
Exemplo 3.1.2. Seja E um espac¸o vetorial real de dimensa˜o finita e normado.
Isso define, como vimos na sec¸a˜o 2.1, uma estrutura diferencia´vel em E atrave´s
de uma u´nica carta (E, φ), em que φ : E → Rn e´ um isomorfismo linear.
Considerando a operac¸a˜o
(u, v) ∈ E × E → u+ v ∈ E,
vemos que E e´ um grupo de Lie abeliano. 4
Exemplo 3.1.3. Em R∗ = R\{0}, considere a estrutura de subvariedade
aberta e a de grupo com a operac¸a˜o de multiplicac¸a˜o. Na˜o e´ dif´ıcil mostrar
que isso faz de R∗ um grupo de Lie. O mesmo vale para C∗ e H∗, em que H
denota o anel dos nu´meros quate´rnions. 4
Exemplo 3.1.4. Seja E um espac¸o real normado e de dimensa˜o finita e
considere o grupo linear GL(E). Considerando para GL(E) a estrutura dife-
rencia´vel dada no exemplo 2.1.10 e as operac¸o˜es usuais de grupo, temos que
GL(E) e´ um grupo de Lie, pois, dados a, b ∈ GL(E), as entradas matriciais de
ab em qualquer base sa˜o func¸o˜es polinomiais das entradas de a e b.Ale´m disso,
escrevendo a matriz de a−1 em termos da matriz dos cofatores, as entradas da
matriz de a−1 sa˜o func¸o˜es racionais cujo denominador (que e´ det(a)) jamais se
anula. 4
Exemplo 3.1.5. Seja G e H grupos de Lie. Considere em G×H , o produto
direto de G e H , a estrutura de variedade produto. Lembre que a operac¸a˜o
em qesta˜o e´ dada por
(g1, h1) · (g2, h2) = (g1g2, h1h2),
para quaisquer g1, g2 ∈ G e h1, h2 ∈ H . Afirmamos que G × H , com esta
estrutura, e´ um grupo de Lie. De fato, dadas cartas (Ui, φi) em G e (Vi, ψi) em
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H , com i = 1, 2, 3, considere as cartas (Ui×Vi, φi×ψi) em G×H . Assumindo
que, para cada (g1, h1) ∈ U1 × V1 e (g2, h2) ∈ U2 × V2, tenhamos
(g1, h1) · (g2, h2) = (g1g2, h1h2) ∈ U3 × V3,
enta˜o, dado(
(x1, y1), (x2, y2)
) ∈ (φ1 × ψ1)× (φ2 × ψ2)((U1 × V1)× (U2 × V2)),
temos
φ3 × ψ3
(
((φ1 × ψ1)−1(x1, y1)) · ((φ2 × ψ2)−1(x2, y2))
)
=
= φ3 × ψ3
(
(φ−11 (x1), ψ
−1
1 (y1)) · (φ−12 (x2), ψ−12 (y2))
)
=
= φ3 × ψ3
(
φ−11 (x1)φ
−1
2 (x2), ψ
−1
1 (y1)ψ
−1
2 (y2)
)
=
=
(
φ3
(
φ−11 (x1)φ
−1
2 (x2)
)
, ψ3
(
ψ−11 (y1)ψ
−1
2 (y2)
))
,
o que define ume func¸a˜o diferencia´vel. Ale´m disso, se ∀(g, h) ∈ U1×V1 tivermos
(g−1, h−1) ∈ U2 × V2, enta˜o ∀(x, y) ∈ φ1 × ψ1(U1 × V1) vale
φ2 × ψ2
((
(φ1 × ψ1)−1(x, y)
)−1)
= φ2 × ψ2
((
φ−11 (x)
)−1
,
(
φ−12 (y)
)−1)
=
(
φ2
((
φ−11 (x)
)−1)
, ψ2
((
φ−12 (y)
)−1))
,
o que tambe´m define uma func¸a˜o diferencia´vel.
A partir disso, na˜o e´ dif´ıcil mostrar que o produto direto de uma famı´lia
finita qualquer de grupos de Lie tambe´m e´ um grupo de Lie. 4
Definic¸a˜o 3.1.6. Um homomorfismo entre grupos de Lie G e H e´ uma func¸a˜o
suave Φ : G→ H que tambe´m e´ um homomorfismo de grupos. Um isomorfismo
e´ um homomorfismo bijetivo cuja inversa tambe´m e´ um homomorfismo de
grupos de Lie.
Observac¸a˜o: Uma vez que a func¸a˜o inversa de um homomorfismo de grupos
sempre e´ um tal homomorfismo, para que um homomorfismo de grupos de Lie
bijetivo seja um isomorfismo e´ suficiente que a sua inversa seja diferencia´vel.
Definic¸a˜o 3.1.7. Sejam G um grupo de Lie e M uma variedade diferencia´vel.
Uma ac¸a˜o a` esquerda de G sobreM e´ uma func¸a˜o diferencia´vel α : G×M →M
tal que
(i) α(gh, p) = α(g, α(h, p)), ∀g, h ∈ G, ∀p ∈ M ;
(ii) α(e, p) = p, ∀p ∈M .
Analogamente, uma ac¸a˜o a` direita de G sobre M e´ uma func¸a˜o suave α :
M ×G→M que satisfaz
(iii) α(p, gh) = α(α(p, g), h), ∀g, h ∈ G, ∀p ∈ M ;
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(iv) α(p, e) = p, ∀p ∈M .
Dada uma ac¸a˜o a` esquerda α : G ×M → M , para cada g ∈ G considere
a func¸a˜o αg : M → M dada por αg(p) = α(g, p). A condic¸a˜o (i) significa que
αgh = αg ◦ αh, ∀g, h ∈ G, e a condic¸a˜o (ii), que αe = idM . Observe que cada
αg e´ um difeomorfismo em M , pois
• αg = α ◦ i2g, ∀g ∈ G, em que i2g : M → G×M e´ dada por i2g(p) = (g, p).
Como i2g e´ diferencia´vel (sec¸a˜o 2.2), segue que αg e´ suave.
• αg−1 = (αg)−1 tambe´m e´ diferencia´vel.
O mesmo vale para ac¸o˜es a` direita, com a u´nica diferenc¸a de que, neste caso,
αgh = αh ◦ αg.
Exemplo 3.1.8. Dados G um grupo de Lie e M uma variedade quaisquer,
defina α : G ×M → M por α(g, p) = p. E´ fa´cil ver que esta func¸a˜o e´ uma
ac¸a˜o a` esquerda de G sobre M , a ac¸a˜o trivial. 4
Exemplo 3.1.9. Dado um grupo de Lie G, defina
L : G×G→ G
R : G×G→ G
por
L(g, h) = gh
R(g, h) = hg.
A definic¸a˜o de grupo de Lie implica imediatamente que L eR sa˜o diferencia´veis,
e dos axiomas de grupo decorre que L e´ uma ac¸a˜o a` esquerda e R, a` direita.
Observe que L e R sa˜o ac¸o˜es livres, no sentido que, se g ∈ G e´ tal que
Lg(h) = h ou Rg(h) = h para algum h ∈ G, enta˜o g = e. Ale´m disso, elas sa˜o
transitivas, isto e´, dados h1, h2 ∈ G quaisquer, existem g1, g2 ∈ G tais que
Lg1(h1) = h2
Rg2(h1) = h2;
a saber, g1 = h2h
−1
1 e g2 = h
−1
1 h2. Observe que de L e R serem livres temos
que g1 e g2 sa˜o u´nicos. 4
As ac¸o˜es apresentadas no exemplo anterior sa˜o de grande importaˆncia na
teoria dos grupos de Lie, pois elas fornecem, para quaisquer dois pontos do
grupo, um difeomorfismo global (i.e., definido na variedade inteira) que leva
um ponto no outro. Veremos isso com detalhes na pro´xima sec¸a˜o.
Vamos ver, agora, uma maneira de construir um novo grupo de Lie a partir
do produto cartesiano de dois outros que generaliza o produto direto.
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Seja G,H grupos de Lie e α : H×G→ G uma ac¸a˜o a` esquerda de H sobre
G tal que ∀h ∈ H a func¸a˜o αh : G → G e´ um homomorfismo de grupos de
Lie. Uma vez que αh e´ um difeomorfismo, para que esta u´ltima condic¸a˜o seja
satisfeita e´ suficiente que αh seja um homomorfismo de grupos. Observe que
se αh e´ um homomorfismo de grupos de Lie, ∀h ∈ H , enta˜o o mesmo vale para
αh−1 = (αh)
−1, de modo que αh e´ isomorfismo de grupos de Lie, ∀h ∈ H .
Considere a variedade G×H e defina ∀g1, g2 ∈ G e ∀h1, h2 ∈ H
(g1, h1) ·
α
(g2, h2) = (g1 · αh1(g2), h1h2).
Na˜o e´ dif´ıcil mostrar que esta operac¸a˜o define uma estrutura de grupo em
G×H , cujo neutro e´
(eG, eH)
e cujo inverso do elemento (g, h) e´(
αh−1
(
g−1
)
, h−1
)
.
Este grupo e´ chamado produto semi-direto de G e H , e e´ denotado por GoαH .
Usando o fato de que α e´ suave, um argumento semelhante ao apresentado para
o produto direto de grupos de Lie mostra que a operac¸a˜o de Goα H e´ suave,
assim como a inversa˜o. Portanto, Goα H e´ um grupo de Lie.
Exemplo 3.1.10. Considere os grupos de Lie Rn eGL(Rn), o primeiro munido
da operac¸a˜o de adic¸a˜o e o segundo, da composic¸a˜o. Defina α : GL(Rn)×Rn →
Rn por
α(a, u) = a(u).
E´ fa´cil ver que α e´ uma ac¸a˜o de GL(Rn) sobre Rn e que αa e´ um homomorfismo
de grupos de Lie, ∀a ∈ GL(Rn). Portanto, Rn o GL(Rn) e´ um grupo de Lie
(aqui, omitimos o s´ımbolo α, pois esta ac¸a˜o e´ canoˆnica), chamado de grupo
afim de Rn.
Cada elemento (u, a) de Rn o GL(Rn) deve ser interpretado como uma
aplicac¸a˜o
(u, a) : Rn → Rn
definida por
(u, a)(x) = u+ a(x);
isto e´, Rn o GL(Rn) e´ o grupo das aplicac¸o˜es afins bijetivas de Rn. Observe
que, dados (u, a), (v, b) ∈ Rn oGL(Rn), temos ∀x ∈ Rn que
(u, a) ◦ (v, b)(x) = (u, a)(v + b(x))
= u+ a(v + b(x))
= (u+ a(v)) + ab(x),
ou seja,
(u, a) ◦ (v, b) = (u+ a(v), ab)
= (u+ αa(v), ab),
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o que motiva de maneira natural a multiplicac¸a˜o em Rn oGL(Rn). 4
Exemplo 3.1.11. Um dos principais objetivos deste trabalho, que sera´ cum-
prido na sec¸a˜o 3.3, e´ mostrar que todo grupo linear e´ um grupo de Lie. Em
particular, O(Rn) e´ um grupo de Lie. Com isso, o grupo E(n) das congrueˆncias
de Rn e´ um grupo de Lie, pois
E(n) = Rn oα O(R
n),
em que α e´ a restric¸a˜o a O(Rn) da ac¸a˜o apresentada no exemplo anterior. 4
Apesar de que muitos grupos de Lie na˜o sejam, a princ´ıpio, grupos lineares
— pois seus elementos na˜o sa˜o operadores lineares —, podemos tentar construir
isomorfismos entre membros das duas classes.
Definic¸a˜o 3.1.12. Uma representac¸a˜o de um grupo de Lie G e´ um homomor-
fismo de grupos de Lie
Φ : G −→ GL(E),
em que E e´ um espac¸o vetorial real ou complexo de dimensa˜o finita. Caso φ
seja injetiva, dizemos que ela e´ fiel.
O estudo das representac¸o˜es de grupos (em particular, dos de Lie) recebe
o nome de Teoria de Representac¸o˜es. O papel desta teoria na˜o e´ apenas obter
propriedades para os grupos, mas tambe´m usar estas propriedades para obter
informac¸o˜es sobre os espac¸os sobres os quais eles agem. Por exemplo, E pode
ser o espac¸o de soluc¸o˜es de uma dada equac¸a˜o diferencial, e o homomorfismo
transforma G no grupo de simetrias da equac¸a˜o.
Exemplo 3.1.13. Vamos mostrar uma representac¸a˜o fiel de RnoGL(Rn) em
GL(Rn+1). Defina Φ : Rn oGL(Rn)→ GL(Rn+1) por
Φ(u, a)(x, t) = (tu+ a(x), t),
para (u, a) ∈ Rn o GL(Rn), x ∈ Rn e t ∈ R. Note que Φ esta´ bem-definida,
pois, dados x, y ∈ Rn e s, t, λ ∈ R, temos
Φ(u, a)(x+ λy, t+ λs) = ((t+ λs)u+ a(x+ λy), t+ λs)
= (tu+ a(x), t) + λ(su+ a(y), s)
= Φ(u, a)(x, t) + λΦ(u, a)(y, s).
Ale´m disso, se (x, t) ∈ ker(Φ(u, a)), enta˜o
Φ(u, a)(x, t) = (tu+ a(x), t) = 0,
de modo que t = 0 e, portanto, x = 0.
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A func¸a˜o Φ e´ um homomorfismo de grupos, pois dados (u, a, (v, b) ∈ Rn o
GL(Rn), enta˜o ∀(x, t) ∈ Rn+1
Φ
(
(u, a) · (v, b))(x, t) = Φ(u+ a(v), ab)(x, t)
= (t(u+ a(v)) + ab(x), t)
= (tu+ a(tv + b(x)), t)
= Φ(u, a)(tv + b(x), t)
= Φ(u, a)Φ(v, b)(x, t).
Esta representac¸a˜o tambe´m e´ fiel, pois, se (u, a) ∈ ker(Φ), enta˜o Φ(u, a) =
idRn+1 , de modo que
Φ(u, a)(0, t) = (tu, t) = (0, t), ∀t ∈ R ⇒ u = 0
e
Φ(u, a)(x, 0) = (a(x), 0) = (x, 0), ∀x ∈ Rn ⇒ a = idRn .
Logo, (u, a) = (0, idRn). Por fim, a diferenciabilidade de φ decorre de podermos
escrever ∀(u, a) ∈ Rn oGL(Rn)
[Φ(u, a)] =
(
a u
0 1
)
numa base apropriada: as entradas da matriz sa˜o func¸o˜es diferencia´veis de
(u, a). 4
3.2 A A´lgebra de Lie de um Grupo de Lie
Seja G um grupo de Lie. Dados g, h ∈ G, as func¸o˜es
Lhg−1 , Rg−1h : G→ G
sa˜o difeomorfismos que satisfazem
Lhg−1(g) = Rg−1h(g) = h.
Este comenta´rio mostra o seguinte:
Lema 3.2.1. Seja G um grupo de Lie. Enta˜o, ∀g, h ∈ G existe um difeomor-
fismo
F : G→ G
tal que F (g) = h.
Muitas das propriedades dos grupos de Lie decorrem deste fato, como, por
exemplo, o seguinte:
Lema 3.2.2. Dados g, h ∈ G, os espac¸os TgG e ThG sa˜o naturalmente iso-
morfos. Em particular, TgG e´ naturalmente isomorfo a TeG, ∀g ∈ G.
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Observac¸a˜o: Numa variedade diferencia´vel M qualquer, os espac¸os tangentes
teˆm todos a mesma dimensa˜o, o que os faz serem isomorfos. No entanto, estes
isomorfismos na˜o sa˜o, em geral, naturais, pois dependem de bases induzidas
por cartas locais.
Demonstrac¸a˜o. Sendo Lhg−1 : G→ G um difeomorfismo tal que Lhg−1(g) = h,
enta˜o d(Lhg−1) : TgG → ThG e´ um isomorfismo natural. O mesmo vale para
Rg−1h.
Considere X um campo vetorial sobre G, suave ou na˜o. Dados g, h ∈ G,
podemos transportarXg ∈ TgG por d(Lhg−1) ou d(Rg−1h) ate´ ThG e compara´-lo
com Xh (veja a figura 3.1).
Figura 3.1: O transporte de Xg por d(Lhg−1).
Definic¸a˜o 3.2.3. Sejam G um grupo de Lie e X um campo vetorial em G.
Dizemos que X e´ invariante a` esquerda se ∀g, h ∈ G tem-se
Xh = d(Lhg−1)(Xg),
e invariante a` direita se ∀g, h ∈ G
Xh = d(Rg−1h)(Xg).
Observac¸a˜o: Decorre de L e R serem ac¸o˜es livres que , dados g, h ∈ G, Lhg−1
e´ a u´nica translac¸a˜o a` esquerda que leva g em h e Rg−1h, a u´nica a` direita.
Chamamos atenc¸a˜o a este fato, pois caso tive´ssemos mais de uma translac¸a˜o a`
esquerda ou a` direita levando g em h, enta˜o ter´ıamos problemas com a definic¸a˜o
acima.
Os campos invariantes a` esquerda e a` direita esta˜o relacionados da seguinte
maneira:
Lema 3.2.4. Se X e´ um campo invariante a` esquerda, enta˜o o campo Y
definido por
Yg = d(Rg) ◦ d(Lg−1)(Xg),
e´ invariante a` direita. Similarmente, se X e´ invariante a` direita, enta˜o
Yg = d(Lg) ◦ d(Rg−1)(Xg)
e´ invariante a` esquerda.
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Demonstrac¸a˜o. Mostraremos apenas a primeira das afirmac¸o˜es, pois a outra e´
ana´loga. Primeiro, note que o campo Y dado por
Yg = d(Rg) ◦ d(Lg−1)(Xg)
e´, de fato, um campo vetorial, pois
Xg ∈ TgG⇒ d(Lg−1)(Xg) ∈ TeG⇒ Yg ∈ TgG.
Ale´m disso, dados g, h ∈ G, temos
d(Rg−1h)(Yg) = d(Rg−1h) ◦ d(Rg) ◦ d(Lg−1)(Xg)
= d(Rh) ◦ d(Lg−1)(Xg)
= d(Rh) ◦ d(Lh−1) ◦ d(Lhg−1)(Xg)
= d(Rh) ◦ d(Lh−1)(Xh)
= Yh
Denote por l(G) e r(G) os conjuntos dos campos vetoriais em G invariantes
a` esquerda e a` direita, respectivamente. E´ fa´cil ver que l(G) e r(G) sa˜o espac¸os
vetoriais reais, pois, por exemplo, dados X, Y ∈ l(g) e λ ∈ R, temos ∀g, h ∈ G
que
(X + λY )h = Xh + λYh
= d(Lhg−1)(Xg) + λd(Lhg−1)(Yg)
= d(Lhg−1)(Xg + λYg),
ale´m de 0 ser, obviamente, um campo invariante.
Com isso, podemos usar o lema para definir a aplicac¸a˜o
T : l(G) −→ r(G)
por
T (X)g = d(Rg) ◦ d(Lg−1)(Xg), ∀X ∈ l(G), ∀g ∈ G.
E´ imediato que T e´ linear, e o lema tambe´m implica que T e´ bijetiva, pois,
definindo S : r(G)→ l(G) por
S(X)g = d(Lg) ◦ d(Rg−1)(Xg), ∀X ∈ r(G), ∀g ∈ G,
vemos que S = T−1. Isso mostra o seguinte resultado:
Proposic¸a˜o 3.2.5. Os espac¸os l(g) e r(g) sa˜o naturalmente isomorfos.
Consequ¨entemente, a ana´lise das propriedades dos campos invariantes basta
ser feita para um dos dois tipos. O padra˜o e´ fazeˆ-lo para l(G).
Proposic¸a˜o 3.2.6. Seja X um campo vetorial em um grupo de Lie G. Sa˜o
equivalentes as seguintes afirmac¸o˜es:
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(a) X e´ invariante a` esquerda;
(b) Xg = d(Lg)(Xe), ∀g ∈ G;
(c) X esta´ Lg-relacionado consigo mesmo, ∀g ∈ G.
Demonstrac¸a˜o. (a)⇒(b): Se X ∈ l(G), enta˜o ∀g ∈ G
Xg = d(Lge−1)(Xe) = d(Lg)(Xe).
(b)⇒(c): Lembrando a definic¸a˜o, precisamos mostrar que
d(Lg) ◦X = X ◦ Lg, ∀g ∈ G,
De fato, dados g, h ∈ G
X ◦ Lg(h) = Xgh,
e, por hipo´tese,
Xgh = d(Lgh)(Xe) = d(Lg) ◦ d(Lh)(Xe) = d(Lg)(Xh).
Portanto,
X ◦ Lg(h) = Xgh = d(Lg) ◦X(h).
(c)⇒(a): Se X esta´ Lg-relacionado consigo mesmo ∀g ∈ G, enta˜o
X = d(Lg) ◦X ◦ Lg−1 , ∀g ∈ G,
uma vez que Lg e´ um difeomorfismo. Em particular, dados g, h ∈ G, temos
que
X = d(Lhg−1) ◦X ◦ L(hg−1)−1
= d(Lhg−1) ◦X ◦ Lgh−1,
e, portanto,
Xh = d(Lhg−1) ◦X ◦ Lgh−1(h)
= d(Lhg−1)(Xg).
Este lema oferece crite´rios u´teis para verificar se um dado campo e´ invari-
ante a` esquerda. Por exemplo, podemos usa´-lo para mostrar o seguinte:
Teorema 3.2.7. A func¸a˜o de avaliac¸a˜o  : l(G) → TeG que a cada X ∈
l(G) associa Xe ∈ TeG e´ um isomorfismo linear natural. Em particular,
dim(l(G)) = dim(G).
Demonstrac¸a˜o. A func¸a˜o  e´ claramente linear, pela definic¸a˜o das operac¸o˜es
entre campos vetoriais, e independe de qualquer escolha de bases. Para mostrar
que e´ bijetiva, construiremos explicitamente uma inversa.
Dado v ∈ TeG, para cada g ∈ G temos que
d(Lg)(v) ∈ TgG,
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o que mostra que a func¸a˜o
v˜ : G −→ TG
dada por
v˜g = d(Lg)(v)
e´ um campo vetorial. E´ imediato que v˜e = v, e do lema decorre que v˜ ∈ l(G).
Deste modo, defina T : TeG→ l(G) como a func¸a˜o que a cada v ∈ TeG associa
v˜. Afirmamos que T = −1, o que de fato ocorre, pois, dados X ∈ l(G),
v ∈ TeG e g ∈ G, temos (
(T ◦ )(X))
g
=
(
X˜e
)
g
= d(Lg)(Xe)
= Xg
e (
( ◦ T )(v)) = v˜e
= v.
Corola´rio 3.2.8. Se (v1, . . . , vn) e´ uma base de TeG, enta˜o (v˜1, . . . , v˜n) e´ uma
base de l(G).
A noc¸a˜o de campo invariante a` esquerda com que estamos trabalhando na˜o
faz distinc¸a˜o entre os suaves e os na˜o suaves. O seguinte resultado mostra que
isso na˜o importa.
Teorema 3.2.9. l(G) ⊆ X(G).
Demonstrac¸a˜o. De acordo com o teorema anterior, e´ suficiente mostrar que
v˜ ∈ X(G), ∀v ∈ TeG. Para tanto, dado v ∈ TeG, precisamos provar que
v˜f ∈ F(G), ∀f ∈ F(G).
Seja γ : (−ε, ε) → G uma curva suave tal que γ(0) = e e γ˙(0) = v. Dada
f ∈ F(G), defina
F : (−ε, ε)×G→ R
por
F (t, g) = f ◦ Lg ◦ γ(t) = f(gγ(t)).
Como G e´ um grupo de Lie, enta˜o F e´ suave. Dados t0 ∈ (−ε, ε) e g ∈ G,
temos que
∂F
∂t
(t0, g) =
d
dt
∣∣∣∣
t0
f ◦ Lg ◦ γ
= γ˙(t0)(f ◦ Lg)
= d(Lg)(γ˙(t0))(f),
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pelas definic¸o˜es de γ˙(t0) e de d(Lg). Tomando t0 = 0 e lembrando que γ˙(0) = v,
∂F
∂t
(0, g) = d(Lg)(v)(f)
= v˜g(f)
= v˜f(g).
Portanto,
v˜f(g) =
∂F
∂t
(0, g), ∀g ∈ G
o que mostra que v˜f e´ diferencia´vel.
Com base neste teorema e na proposic¸a˜o 3.2.6, temos o seguinte corola´rio,
cuja demonstrac¸a˜o e´ imediata.
Corola´rio 3.2.10. Sejam G um grupo de Lie e X um campo vetorial em G.
Sa˜o equivalentes:
(a) X ∈ l(G);
(b) X e´ suave e (Lg)∗X = X, ∀g ∈ G.
Corola´rio 3.2.11. l(G) e´ uma suba´lgebra de Lie de X(G).
Demonstrac¸a˜o. O teorema mostra que l(G) e´ um subespac¸o (de dimensa˜o fi-
nita) de X(G). Ale´m disso, dados X1, X2 ∈ l(G) temos, do corola´rio anterior,
que
(Lg)∗[X1, X2] = [(Lg)∗X1, (Lg)∗X2] = [X1, X2],
o que significa que [X1, X2] ∈ l(G).
Definic¸a˜o 3.2.12. A a´lgebra de Lie de um grupo de Lie G, denotada por g ou
Lie(G), e´ a a´lgebra de Lie dos campos vetoriais em G invariantes a` esquerda.
Exemplo 3.2.13. Uma questa˜o importante e´ se sera´ poss´ıvel definir em
S2 = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1}
uma operac¸a˜o de grupo que o torne, com a estrutura diferencia´vel usual, um
grupo de Lie. Suponha, por absurdo, que sim.
Dados G um grupo de Lie e X ∈ l(G) (que, como mostramos, e´ suave), a
parte (b) da proposic¸a˜o 3.2.6 implica a seguinte dicotomia:
• ou Xg = 0, ∀g ∈ G (caso Xe = 0);
• ou Xg 6= 0, ∀g ∈ G (caso Xe 6= 0).
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Com isso, como dim(S2) = 2, certamente existe v ∈ TeS2 na˜o nulo, de modo que
v˜ jamais se anula. No entanto, um conhecido resultado de Topologia mostra
que todo campo vetorial cont´ınuo em S2 se anula em algum ponto, o que torna
a existeˆncia de v˜ imposs´ıvel. Portanto, tal operac¸a˜o na˜o pode existir. 4
Procedendo com relac¸a˜o a r(G) de maneira ana´loga ao que fizemos para
l(G), mostra-se tambe´m que r(G) e´ uma suba´lgebra de Lie de X(G). Ale´m
disso, pode-se demonstrar que o isomorfismo linear que exibimos entre l(G) e
r(G) e´ tambe´m um homomorfismo de a´lgebras de Lie.
Como l(G) e TeG sa˜o espac¸os vetoriais isomorfos, podemos definir um
colchete de Lie em TeG atrave´s deste isomorfismo. Explicitamente, dados
u, v ∈ TeG, definimos
[u, v] = [u˜, v˜]e.
Isso faz de TeG uma a´lgebra de Lie isomorfa a l(G).
Exemplo 3.2.14. Vamos mostrar que a a´lgebra de Lie do grupo de Lie GL(E)
e´ isomorfa a gl(E), em que E e´ um espac¸o vetorial real de dimensa˜o finita. Para
tanto, e´ suficiente que Lie(GL(E)) seja isomorfa a gl(n,R). Fixada uma base
β para E, considere a carta (GL(E), φβ) para GL(E) (veja o exemplo 2.1.10).
Seja, para cada a ∈ GL(E), {∂ij |a}ni,j=1 a base de TaGL(E) determinada por
(GL(E), φβ).
A func¸a˜o
T : TidEGL(E) −→ gl(n,R)
dada por
T
(
n∑
i,j=1
X ij∂ij |idE
)
=
(
X ij
)n
i,j=1
e´ um isomorfismo linear. Mostrando que T tambe´m e´ um homomorfismo de
a´lgebras de Lie, temos o resultado desejado.
Tome X ∈ TidEGL(E) e escreva
X =
n∑
i,j=1
X ij∂ij |idE .
O campo invariante a` esquerda determinado por X e´ dado por
X˜a = d(La)X
= d(La)
(
n∑
i,j=1
X ij∂ij |idE
)
=
n∑
i,j=1
X ijd(La) (∂ij |idE) .
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Como La e´ a restric¸a˜o a GL(E) de um operador linear em L(E), enta˜o d(La)
e´ dada em coordenadas locais pela mesma matriz de La, de modo que
d(La) (∂ij |idE) =
n∑
k,l=1
(
n∑
p=1
akpδipδjl
)
∂kl|a
=
n∑
k=1
aki∂kj|a,
em que aki sa˜o as entradas da matriz de a na base β. Com isso,
X˜a =
n∑
i,j,k=1
akiX ij∂kj |a
=
n∑
j,k=1
(
n∑
i=1
akiX ij
)
∂kj|a.
Portanto, as func¸o˜es coordenadas de X˜ sa˜o dadas por
X˜kja =
n∑
i=1
akiX ij , ∀a ∈ GL(E).
Agora, dados X, Y ∈ TidEGL(E), pela proposic¸a˜o 2.3.16 temos
[X˜, Y˜ ] =
n∑
p,q=1
[
n∑
j,k=1
X˜kj
(
∂kjY˜
pq
)
− Y˜ kj
(
∂kjX˜
pq
)]
∂pq.
Por outro lado, ∀a ∈ GL(E)(
∂kjY˜
pq
)∣∣∣
a
= ∂kj |a
(
n∑
i=1
apiY iq
)
=
n∑
i=1
Y iq∂kj|a(api)
=
n∑
i=1
Y iqδkpδji
= δkpY
jq,
e, similarmente, (
∂kjX˜
pq
)∣∣∣
a
= δkpX
jq.
Enta˜o,
[X˜, Y˜ ] =
n∑
p,q=1
[
n∑
j,k=1
δkp
(
X˜kjY jq − Y˜ kjXjq
)]
∂pq
=
n∑
p,q=1
(
n∑
j=1
X˜pjY jq − Y˜ pjXjq
)
∂pq.
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Avaliando a expressa˜o acima em idE , temos
[X˜, Y˜ ]idE =
n∑
p,q=1
(
n∑
j=1
XpjY jq − Y pjXjq
)
∂pq|idE
=
n∑
p,q=1
(
T (X)T (Y )− T (Y )T (X))pq∂pq|idE
=
n∑
p,q=1
[T (X), T (Y )]pq∂pq|idE ,
de modo que
T [X, Y ] = T
(
[X˜, Y˜ ]idE
)
= [T (X), T (Y )],
como quer´ıamos demonstrar. 4
Dados grupos de Lie G e H e um homomorfismo de grupos de Lie Φ : G→
H , podemos nos perguntar que relac¸o˜es Φ determina entre as a´lgebras de Lie
g e h. Estas relac¸o˜es, algumas das quais veremos adiante, sa˜o as ferramentas
que permitem o estudo sistema´tico dos grupos de Lie por reduzirem muitas
questo˜es a respeito destes grupos a problemas envolvendo a´lgebras de Lie. Isso,
junto com o papel importante que as a´lgebras de Lie assumem na descric¸a˜o de
muitos fenoˆmenos, motivou um profundo estudo das a´lgebras de Lie, como o
leitor pode conferir em (SAN MARTIN, 1999).
Sejam G e H grupos de Lie, g e h suas respectivas a´lgebras de Lie e Φ :
G→ H um homomorfismo de grupos de Lie.
Teorema 3.2.15. Para cada X ∈ g, existe um u´nico Y ∈ h tal que X e Y
esta˜o Φ-relacionados.
Demonstrac¸a˜o. Para que Y ∈ h esteja Φ-relacionado com X, e´ necessa´rio que
dΦ(Xe) = YΦ(e) = Ye,
lembrando que, como Φ e´ um homomorfismo de grupos, enta˜o Φ(e) = e. Como
todo Y ∈ h e´ unicamente determinado por Ye, se existe algum Y ∈ h que esta´
Φ-relacionado com X, ele e´ u´nico.
A equac¸a˜o acima nos motiva a definir Y por
Yh = d(Lh)(dΦ(Xe)).
Claramente, Y ∈ h. Para mostrar que Y esta´ Φ-relacionado comX, precisamos
provar que
dΦ ◦X = Y ◦ Φ.
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Dado g ∈ G, temos
dΦ(Xg) = dΦ ◦ d(Lg)(Xe)
= d(Φ ◦ Lg)(Xe).
Como Φ e´ um homomorfismo de grupos, enta˜o ∀g1, g2 ∈ G
Φ ◦ Lg1(g2) = Φ(g1g2)
= Φ(g1)Φ(g2)
= LΦ(g1)(Φ(g2)),
de modo que
Φ ◦ Lg = LΦ(g) ◦ Φ, ∀g ∈ G.
Portanto,
dΦ(Xg) = d(LΦ(g) ◦ Φ)(Xe)
= d(LΦ(g))(dΦ(Xe))
= d(LΦ(g))(Ye)
= YΦ(g),
como quer´ıamos mostrar.
Com isso, podemos definir a func¸a˜o φ : g → h que a cada X ∈ g associa o
u´nico φ(X) ∈ h que esta´ Φ-relacionado com X. Explicitamente, dado X ∈ g,
φ(X)h = d(Lh ◦ Φ)(Xe), ∀h ∈ H.
Como um campo invariante e´ unicamente determinado por ser valor em e e
φ(X)e = d(Φ)(Xe), ∀X ∈ g,
enta˜o φ e´, em esseˆncia, a diferencial de Φ em e.
Teorema 3.2.16. φ : g → h e´ um homomorfismo de a´lgebras de Lie.
Demonstrac¸a˜o. Dados X, Y ∈ g, pela definic¸a˜o de φ temos que φ[X, Y ] e´
o u´nico campo em h que esta´ Φ-relacionado com [X, Y ]. Por outro lado,
[φ(X), φ(Y )] tambe´m possui esta propriedade, do que concluimos
φ[X, Y ] = [φ(X), φ(Y )].
A aplicac¸a˜o φ : g → h e´ chamada de homomorfismo induzido por Φ. Muitas
propriedades dos homomorfismos de grupos de Lie podem ser estudadas atrave´s
dos homomorfismos induzidos entre as a´lgebras de Lie, o que e´ considerado
mais simples por envolver estruturas puramente alge´bricas. Por causa disso,
existem muitos resultados para reforc¸ar estas relac¸o˜es, os famosos teoremas de
correspondeˆncia de Lie. Um deles e´ o seguinte:
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Teorema 3.2.17. Sejam G,H grupos de Lie, com G simplesmente conexo2, e
g, h as respectivas a´lgebras de Lie. Enta˜o, para cada homomorfismo de a´lgebras
de Lie φ : g → h existe um u´nico homomorfismo de grupos de Lie Φ : G→ H
cujo homomorfismo induzido e´ φ.
A demonstrac¸a˜o, que na˜o faremos aqui, pode ser vista em (LEE, 2003). O
pro´ximo resultado mostra as pricipais propriedades do homomorfismo indu-
zido.
Teorema 3.2.18. Sejam G,H,K grupos de Lie,
Φ : G → H
Ψ : H → K
homomorfismos de grupos de Lie e
φ : g → h
ψ : h → k
os respectivos homomorfismos induzidos. Enta˜o,
(a) ψ ◦ φ e´ o homomorfismo induzido por Φ ◦Ψ;
(b) o homomorfismo induzido por idG e´ idg;
(c) se Φ e´ um isomorfismo de grupos de Lie, enta˜o φ e´ um isomorfismo de
a´lgebras de Lie.
Demonstrac¸a˜o. (a) Denote por η o homomorfismo induzido por Ψ◦Φ. Enta˜o,
para cada X ∈ g e cada k ∈ K, temos
η(X)k = d(Lk)(d(Ψ ◦ Φ)(Xe))
= d(Lk)(dΨ(dΦ(Xe))).
Por outro lado, ∀h ∈ H
φ(X)h = d(Lh)(dΦ(Xe))⇒ dΦ(Xe) = φ(X)e,
o que implica
η(X)k = d(Lk)(dΨ(φ(X)e))
= ψ(φ(X))k.
(b) Sendo η o homomorfismo induzido por idG, temos ∀X ∈ g e ∀g ∈ G que
η(X)g = d(Lg)(d(idG)(Xe))
= d(Lg)(Xe)
= Xg.
2Um espac¸o topolo´gico X e´ dito simplesmente conexo se X e´ conexo por caminhos e se
grupo fundamental e´ trivial. Mais informac¸o˜es podem ser vistas em (WILLARD, 1970, 2004).
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(c) Segue dos ı´tens anteriores que o homomorfismo induzido por Φ−1 e´ a func¸a˜o
inversa de φ, do que segue o resultado.
Uma maneira de refrasear a parte (c) do teorema e´ a seguinte:
Corola´rio 3.2.19. Grupos de Lie isomorfos possuem a´lgebras de Lie isomor-
fas.
3.3 De Volta aos Grupos Lineares
Na sec¸a˜o 3.1, mostramos, para E um espac¸o vetorial real ou complexo de
dimensa˜o finita, que GL(E) e´ um grupo de Lie com as estruturas usuais. O
que podemos dizer a respeito dos outros grupos lineares? Sera´ poss´ıvel definir
para eles uma estrutura diferencia´vel que os torne grupos de Lie?
Esta segunda pergunta tem uma resposta imediata: dado G um grupo
qualquer, para cada g ∈ G seja Ug = {g} e φg : Ug → R0 dada por φg(g) = g.
Na˜o e´ dif´ıcil mostrar que {(Ug, φg) : g ∈ G} e´ um atlas em G e que, com esta
estrutura diferencia´vel, G e´ um grupo de Lie.
Por causa desta poss´ıvel trivializac¸a˜o, precisamos exigir algo mais restrito
da estrutura diferencia´vel dos grupos lineares.
Definic¸a˜o 3.3.1. Sejam M,N variedades diferencia´veis, com M ⊆ N . Dize-
mos que M e´ uma subvariedade de N se M e´ um subespac¸o topolo´gico de N
e a func¸a˜o de inclusa˜o i : M → N , i(p) = p, e´ diferencia´vel e dip e´ injetiva,
∀p ∈M .
Podemos tentar construir uma estrutura para os grupos lineares que os fac¸a
serem subvariedades de GL(E). Sendo eles tambe´m subgrupos de GL(E), isso
motiva a seguinte definic¸a˜o:
Definic¸a˜o 3.3.2. Seja G um grupo de Lie. Um subgrupo de Lie de G e´ uma
subvariedade de G que e´ um grupo de Lie com a operac¸a˜o induzida de G.
O problema de exigir que todos os grupos lineares sejam subgrupos de
Lie de GL(E) e´ que, ao considerarmos subgrupos como Q∗, vemos que esta
condic¸a˜o jamais sera´ satisfeita. De fato, sendo Q enumera´vel, o u´nico modo
de construir em Q∗ uma estrutura diferencia´vel e´ com a topologia discreta, e
desta maneira Q∗ na˜o e´ uma subvariedade de R∗.
O crite´rio adequado e´ o seguinte:
Teorema 3.3.3. Seja G um grupo linear. Enta˜o, existe uma u´nica estrutura
diferencia´vel em G tal que
(a) munido desta estrutura, G e´ um grupo de Lie;
(b) se G e´ um subconjunto fechado de GL(E), enta˜o G e´ um subgrupo de Lie
de GL(E).
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A parte (b) do teorema e´ conhecido como Teorema do Subgrupo Fechado (ou
melhor, um caso particular dele). Na˜o faremos a demonstrac¸a˜o deste item no
trabalho, mas o leitor pode consulta´-la em (ROSSMANN, 2002). Construiremos
a estrutura diferencia´vel para G e verificaremos que G, com ela, e´ um grupo
de Lie.
Antes de comec¸armos, salientamos que os conceitos e os resultados apre-
sentados nas sec¸o˜es 1.2, 1.4 e 1.6 sera˜o essenciais no trabalho que faremos, de
modo que e´ bastante adequado fazermos uma revisa˜o destes to´picos.
Dado um grupo linear G e g a sua a´lgebra de Lie (como foi definida na
sec¸a˜o 1.3), seja h um subespac¸o de L(E) suplementar a g, isto e´, tal que
L(E) = g⊕ h.
Defina Φ : g⊕ h → L(E) por
Φ(X + Y ) = eXeY ,
para cada X ∈ g e cada Y ∈ h. A func¸a˜o Φ possui as seguintes propriedades:
• Φ e´ diferencia´vel;
• dΦ0 = idL(E);
• para cada X ∈ g, Φ(X) = eX ∈ G.
O primeiro e o segundo pontos implicam, pelo Teorema da Func¸a˜o Inversa,
que existem vizinhanc¸as U, V ⊆ L(E) de 0 e idE , respectivamente, tais que
Φ : U → V e´ um difeomorfismo. Como cada elemento de U e´ da forma X+Y ,
para u´nicos X ∈ g e Y ∈ h, a inversa Φ−1 : V → U se escreve ∀a ∈ V como
Φ−1(a) = ξ(a) + η(a), com ξ(a) ∈ g e η(a) ∈ h,
o que define func¸o˜es suaves
ξ : V → g
η : V → h.
Dado a ∈ V , se η(a) = 0, enta˜o a ∈ G, pois, neste caso,
a = Φ
(
Φ−1(a)
)
= Φ(ξ(a)) = eξ(a) ∈ G.
Ale´m disso, como parte de um crite´rio para verificar se um a ∈ V pertence ou
na˜o a G, mostramos (proposic¸a˜o 1.4.8) que existe uma vizinhanc¸a Ω ⊆ V de
idE tal que ∀a ∈ Ω temos
dηa(Xa) = 0, ∀X ∈ g.
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Para contruirmos um atlas para G, precisamos, primeiro, fornecer as cartas
locais. Considere a func¸a˜o exp : L(E) → L(E); como exp e´ diferencia´vel e
d exp0 = idL(E), existem vizinhanc¸as A,B ⊆ L(E) de 0 e idE , respectivamente,
tais que exp : A→ B e´ um difeomorfismo e sua inversa e´ dada por log (como
definida na sec¸a˜o 1.2). Sem perda de generalidade, podemos assumir que
B ⊆ Ω e que A = B(0, R), com R > 0.
Para cada r ∈ (0, R), sejam
Bg(0, r) = {X ∈ g : ||X|| < r} ⊆ A
e
U(e, r) = exp(Bg(0, r)) ⊆ B.
Para cada a ∈ G e cada r ∈ (0, R), defina
U(a, r) = U(e, r) · a
= {eXa : X ∈ Bg(0, r)}
e φ(a,r) : U(a, r)→ Bg(0, r) por
φ(a,r)(b) = log(ba
−1).
Sendo cada φ(a,r) bijetiva, com inversa dada por
φ−1(a,r)(X) = e
Xa, ∀X ∈ Bg(0, r),
e com imagem aberta em g, temos que (U(a, r), φ(a,r)) e´ uma carta em G, ∀a ∈
G, ∀r ∈ (0, R). Aqui vale observar que na˜o faz diferenc¸a se o contradomı´nio
da carta esta´ em Rn ou qualquer outro espac¸o real normado e de dimensa˜o
finita.
Teorema 3.3.4. O conjunto
A = {(U(a, r), φ(a,r)) : a ∈ G, r ∈ (0, R)}
e´ um atlas para o grupo linear G que o torna uma variedade diferencia´vel de
dimensa˜o dim(g).
Demonstrac¸a˜o. Uma vez que, dado r ∈ (0, R),
G =
⋃
a∈G
U(a, r),
basta mostrarmos a compatibilidade entre as cartas. Sejam a, b ∈ G e r1, r2 ∈
(0, R), e considere as cartas (U(a, r1), φ(a,r1)) e (U(b, r2), φ(b,r2)). Assumindo
que
φ(a,r1)(U(a, r1) ∩ U(b, r2))
φ(b,r2)(U(a, r1) ∩ U(b, r2))
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sa˜o abertos em g, temos que
φ(a,r1) ◦ φ−1(b,r2)(X) = log
(
eXba−1
)
φ(b,r2) ◦ φ−1(a,r1)(X) = log
(
eXab−1
)
,
o que, de fato, definem func¸o˜es suaves.
Para mostrar que
Γ := φ(a,r1)(U(a, r1) ∩ U(b, r2))
e´ um subconjunto aberto de g, e um argumento ana´logo mostra o mesmo para
φ(b,r2)(U(a, r1) ∩ U(b, r2)),
tome X0 ∈ Γ. Isso significa que X0 ∈ Bg(0, r1) e que existe Y0 ∈ Bg(0, r2) tal
que
eX0a = eY0b.
Precisamos provar que existe r > 0 de modo que Bg(X0, r) ⊆ Bg(0, r1) e que
∀X ∈ Bg(X0, r) existe Y ∈ Bg(0, r2) tal que
eXa = eY b⇔ eXab−1 = eY .
A ide´ia aqui e´ levantar o problema de volta para L(E) e usar o que sabemos
da func¸a˜o exponencial.
Considere a func¸a˜o F : L(E)→ L(E) dada por
F (X) = eXab−1.
E´ imediato que F e´ cont´ınua (pois e´ diferencia´vel), e
F (X0) = e
X0ab−1 = eY0 ∈ exp(B(0, r2)).
Esse conjunto e´ aberto em L(E), pois B(0, r2) ⊆ A e exp : A → B e´ um
difeomorfismo. Logo, existe r > 0 tal que
B(X0, r) ⊆ B(0, r1)
e que ∀X ∈ B(X0, r) tem-se que F (X) ∈ exp(B(0, r2)), isto e´, existe Y ∈
B(0, r2) com e
Xab−1 = eY .
Com isso, Bg(X0, r) ⊆ Bg(0, r1) e´ tal que ∀X ∈ Bg(X0, r) existe Y ∈
B(0, r2) tal que e
Xab−1 = eY . So´ falta mostrar que tal Y deve pertencer a g.
Seja, enta˜o, X ∈ Bg(X0, r) e considere a curva γ : (−ε, 1 + ε)→ G dada por
γ(t) = eX0+t(X−X0)ab−1.
E´ imediato que γ e´ suave, que γ(t) ∈ B ⊆ Ω para todo t, que γ(0) = eX0ab−1 =
eY0 e que γ(1) = eXab−1. Portanto, pelo corola´rio 1.6.7, existe
Y˜ ∈ Bg(0, R) = B(0, R) ∩ g
tal que eXab−1 = eY˜ . Como eXab−1 = eY e Y ∈ B(0, R), vizinhanc¸a de 0 na
qual exp e´ injetiva, enta˜o Y = Y˜ ∈ g, o que completa a demonstrac¸a˜o.
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Observe que as vizinhanc¸as coordenadas U(a, r) na˜o sa˜o, necessariamente,
abertos de G na topologia induzida por GL(E). Para ilustrar este fato, lem-
bramos mais uma vez do grupo Q∗.
Definic¸a˜o 3.3.5. A topologia definida pelo atlas A em G e´ chamada topologia
de grupo.
Dados a ∈ G e r ∈ (0, R), para cada eXa ∈ U(a, r) temos que∣∣∣∣a− eXa∣∣∣∣ ≤ ||a|| · ∣∣∣∣eX − idE∣∣∣∣
≤ ||a|| (e||X|| − 1)
< ||a|| (er − 1),
o que significa que
U(a, r) ⊆ B(a, ||a|| (er − 1)).
Com isso, dados a, b ∈ G com a 6= b, seja r ∈ (0, R) tal que
r < log
(
1 +
||a− b||
||a||+ ||b||
)
;
logo,
||a|| (er − 1) + ||b|| (er − 1) < ||a− b|| ,
de modo que
B(a, ||a|| (er − 1)) ∩B(b, ||b|| (er − 1)) = ∅,
o que implica
U(a, r) ∩ U(b, r) = ∅.
Esta discussa˜o mostra:
Proposic¸a˜o 3.3.6. A topologia de grupo e´ Hausdorff.
Agora, precisamos mostrar que a operac¸a˜o dos grupos lineares e a inversa˜o
de elementos sa˜o func¸o˜es diferencia´veis. Nesse sentido, temos o seguinte resul-
tado:
Teorema 3.3.7. Sejam U ⊆ Rn um aberto e G um grupo linear. Uma func¸a˜o
F : U → G e´ diferencia´vel sse F e´ diferencia´vel como uma func¸a˜o em L(E),
isto e´, quando as entradas de matriz de F sa˜o diferencia´veis.
Demonstrac¸a˜o. Seja (U(a, r), φ(a,r)) uma carta em G. A func¸a˜o F se escreve,
nesta carta, como
φ(a,r) ◦ F (x) = log
(
F (x)a−1
)
.
Desta expressa˜o e´ fa´cil ver que, se as entradas de matriz de F sa˜o suaves, enta˜o
φ(a,r) ◦ F e´ suave, de modo que F : U → G e´ diferencia´vel. Reciprocamente,
se F e´ diferencia´vel, enta˜o φ(a,r) ◦ F e´ suave, para toda carta (U(a, r), φ(a,r)).
Como
F (x) = eφ(a,r)◦F (x)a,
as entradas de matriz de F sa˜o suaves.
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Corola´rio 3.3.8. Uma func¸a˜o F : M → G, em que M e´ uma variedade
diferencia´vel e G um grupo linear, e´ diferencia´vel sse as entradas de matriz de
F sa˜o suaves.
Demonstrac¸a˜o. Dada uma carta local (U, φ) em M , basta aplicar o teorema a`
func¸a˜o
F ◦ φ−1 : φ(U) ⊆ Rn → G.
Corola´rio 3.3.9. Dado um grupo linear G, as func¸o˜es
(a, b) ∈ G×G 7−→ ab ∈ G
a ∈ G 7−→ a−1 ∈ G
sa˜o suaves.
Demonstrac¸a˜o. Dados a, b ∈ G, a multiplicac¸a˜o se escreve em coordenadas
locais ao redor de a e b como
(X, Y ) ∈ g× g 7−→ eXaeY b ∈ G,
para X e Y em vizinhanc¸as apropriadas de 0. Segue do teorema que esta
func¸a˜o e´ diferencia´vel. Ja´ a inversa˜o se escreve como
X ∈ g 7−→ a−1e−X ∈ G
para X pro´ximo de 0, o que tambe´m e´ suave.
Este corola´rio completa a demonstrac¸a˜o de que G e´ um grupo de Lie.
Exemplo 3.3.10. Considere o grupo linear
U(1) = {[α] ∈M(1,C) : [α] · [α]H = [1]}
= {[α] ∈M(1,C) : |α| = 1}.
Tomando em
S1 = {α ∈ C : |α| = 1}
a estrutura diferencia´vel usual (veja a sec¸a˜o 2.1), a aplicac¸a˜o
[α] ∈ U(1) 7−→ α ∈ S1,
veˆ-se facilmente, e´ um difeomorfismo. Logo, com a operac¸a˜o
(α, β) ∈ S1 × S1 7−→ αβ ∈ S1,
S1 e´ um grupo de Lie, isomorfo a U(1). 4
Exemplo 3.3.11. Seja
Tn = S1 × · · · × S1︸ ︷︷ ︸
n vezes
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o toro n-dimensional. Com a estrutura de grupo dada pelo produto direto de
S1, Tn e´ um grupo de Lie, isomorfo a
U(1)× · · · × U(1)︸ ︷︷ ︸
n vezes
.
Este grupo e´ isomorfo ao grupo linear G ⊆ GL(n,C) cujos elementos sa˜o da
forma
a =
 α1 0. . .
0 αn
 , αi ∈ S1.
4
Considerac¸o˜es Finais
A Teoria dos Grupos de Lie e´ vasta, ramificando-se em va´rias direc¸o˜es.
Por um lado, pode-se estudar a teoria das representac¸o˜es, e nesta a´rea se veˆ
mais intensamente as relac¸o˜es dos grupos coma as suas a´lgebras de Lie. Outro
ponto, bastante relacionado ao anterior, e´ o das aplicac¸o˜es da teoria, que em
tempos recentes tem adquirido maior vulto. Um outro estudo importante e´ o
das a´lgebras de Lie per se, envolvendo teoria de representac¸o˜es, etc.
Os grupos de Lie fornecem um meio muito rico e interessante de tra-
balho, talvez por se encontrar numa conflueˆncia de diversos ramos da Ma-
tema´tica, como a A´lgebra, Ana´lise, Topologia e Geometria. Ale´m disso, as
suas aplicac¸o˜es va˜o desde problemas cla´ssicos da Geometria (como ilustramos
na sec¸a˜o 1.7) ate´ questo˜es de Mecaˆnica Quaˆntica e Equac¸o˜es Diferenciais.
Como os grupos de Lie de dimensa˜o finita ja´ possuem uma teoria bastante
completa, muita pesquisa tem sido feita, nas u´ltimas de´cadas, referente aos de
dimensa˜o infinita, que, inclusive, eram a principal preocupac¸a˜o de Sophus Lie.
Entretanto, ainda na˜o existe uma axiomatizac¸a˜o completa destes grupos (que,
muitas vezes, nem grupos sa˜o), o que complica bastante a situac¸a˜o. Um t´ıtulo
recente que trata deste e outros assuntos e´ (KNAPP, 2002).
Apeˆndice A
O Teorema da Func¸a˜o Inversa
Neste apeˆndice, fornecemos demonstrac¸o˜es cuidadosas dos Teoremas da
Func¸a˜o Inversa e Impl´ıcita.
Como trataremos de func¸o˜es com diversas classes de diferenciabilidade, ao
contra´rio do resto do trabalho, o termo diferencia´vel tem o seu significado tra-
dicional relativo a aproximac¸o˜es lineares, a as demais classes sera˜o denotadas
por Ck, 1 ≤ k ≤ ∞.
Sejam U, V ⊆ Rn abertos e seja f : U → V um difeomorfismo de classe Ck.
Usando a Regra da Cadeia, na˜o e´ dif´ıcil mostrar que, para cada p ∈ U , dfp e´
invert´ıvel e que
(dfp)
−1 = d
(
f−1
)
f(p)
.
Teorema A.1 (Func¸a˜o Inversa). Sejam U ⊆ Rn um aberto, f : U ⊆ Rn → Rn
uma func¸a˜o de classe Ck, k ≥ 1, e p ∈ U tal que dfp e´ invert´ıvel. Enta˜o,
existem vizinhanc¸as V ⊆ U de p e W ⊆ Rn de f(p) tais que f : V →W e´ um
difeomorfismo de classe Ck.
Uma vez que f ja´ e´ de classe Ck, a demonstrac¸a˜o deste teorema envolve
apenas mostrar que f admite uma inversa local tambe´m de classe Ck. Esta
demonstrac¸a˜o e´ dif´ıcil e um tanto longa, de modo que faremos algumas sim-
plificac¸o˜es antes de comec¸a´-la.
Primeiro, afirmamos que podemos assumir, sem perda de generalidade, que
p = f(p) = 0 e que dfp = idRn . De fato, para q ∈ Rn, seja τq : Rn → Rn dada
por
τq(x) = x+ q;
e´ fa´cil ver que τq e´ um difeomorfismo de classe C∞ cuja inversa e´ τ−q e cuja di-
ferencial e´ constante e igual a idRn . Aplicando a translac¸a˜o τ−p em U , obtemos
um aberto U ′ ao redor de 0 = τ−p(p). Defina f˜ : U
′ → Rn por
f˜(x) =
(
(dfp)
−1 ◦ τ−f(p) ◦ f ◦ τp
)
(x).
Note que f˜ possui a mesma classe de diferenciabilidade de f e que
df˜0 = (dfp)
−1 ◦ idRn ◦ f ◦ idRn
= idRn
f˜(0) = 0.
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Supondo que o teorema estaja demonstrado para o caso particular mencionado,
no qual f˜ se encaixa, existem vizinhanc¸as V ′ ⊆ U ′ de 0 e W ′ ⊆ Rn de f˜(0) = 0
tais que f˜ : V ′ → W ′ e´ um difeomorfismo de classe Ck. A partir disso, temos,
tomando V = τp(V
′) e W = τf(p)(W
′), que V,W sa˜o vizinhanc¸as de p e f(p),
respectivamente, tais que f : V →W e´ um difeomorfismo de classe Ck, pois
f(x) = (τf(p) ◦ dfp ◦ f˜ ◦ τ−p)(x).
Portanto, vamos assumir ate´ o fim da demonstrac¸a˜o que p = f(p) = 0 e que
dfp = idRn . Observe que, como df : U → L(Rn) e´ cont´ınua e df0 ∈ GL(Rn), que
e´ um subconjunto aberto de L(Rn), enta˜o existe uma vizinhanc¸a U ′ ⊆ U de 0
tal que ∀x ∈ U ′ temos dfx ∈ GL(Rn). Trabalhando apenas com U ′, podemos
tambe´m assumir, sem perda de generalidade, que dfx e´ invert´ıvel, ∀x ∈ U .
Proposic¸a˜o A.2. Sejam V,W ⊆ Rn abertos e f : V → W uma func¸a˜o de
classe Ck, k ≥ 1, que e´ bijetiva e tal que dfx e´ invert´ıvel, ∀x ∈ V . Se g = f−1
e´ cont´ınua, enta˜o g e´ de classe Ck.
Demonstrac¸a˜o. Primeiro, vamos mostrar que g e´ diferencia´vel. Seja q ∈ W ,
q = f(p). Por causa da Regra da Cadeia, se g e´ diferencia´vel em q, enta˜o
dgq = (dfp)
−1. Defina s : W − q → Rn por
s(k) = g(q + k)− g(q)− T−1(k),
em que T = dfp. Para verificar a afirmac¸a˜o, e´ suficiente mostrar que lim
k→0
s(k)
||k|| =
0. Para cada k ∈ τ−q(W ), escreva h = g(q + k)− g(q). Note que
k = f(p+ h)− f(p) = T (h) + r(h), com lim
h→0
r(h)
||h|| .
Pela continuidade de f e g, temos que h→ 0 sse k → 0. Enta˜o,
h = g(q + k)− g(q)
= T−1(k) + s(k)
= T−1(T (h) + r(h)) + s(k)
= h + T−1(r(h)) + s(k)
⇒ s(k) = −T−1(r(h)).
Logo,
s(k)
||k|| = −
||h||
||k|| ·
T−1(r(h))
||h|| = −
||h||
||k|| · T
−1
(
r(h)
||h||
)
.
Claramente, lim
h→0
T−1
(
r(h)
||h||
)
= 0, e afirmac¸a˜o estara´ demonstrada quando
provarmos que
||h||
||k|| e´ limitado numa vizinhanc¸a de 0. De fato,
k = T (h) + r(h)⇒ ||k|| ≥ ||T (h)|| − ||r(h)|| ,
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e
||h|| = ∣∣∣∣T−1(T (h))∣∣∣∣ ≤ ∣∣∣∣T−1∣∣∣∣ · ||T (h)|| ⇒ ||T (h)|| ≥ ||h||||T−1|| .
Ale´m disso, como lim
h→0
r(h)
||h|| = 0, existe δ > 0 tal que ||h|| < δ implica
||r(h)||
||h|| <
1
2 ||T−1|| . Portanto, se ||h|| < δ temos
||k|| ≥ ||T (h)|| − ||r(h)|| = ||T (h)|| − ||r(h)||||h|| · ||h||
≥ ||h||||T−1|| −
||h||
2 ||T−1|| =
||h||
2 ||T−1|| .
⇒ ||h||||k|| ≤ 2
∣∣∣∣T−1∣∣∣∣ .
Isso mostra que g e´ diferencia´vel em q = f(p) e que dgq = (dfp)
−1.
Falta mostrar que g e´ de classe Ck. Como dg = ι ◦ df ◦ g, em que
ι : T ∈ GL(Rn) 7−→ T−1 ∈ GL(Rn),
as continuidades de ι, df e g implicam dg cont´ınua. Logo, g e´ de classe C1.
Sendo ι, df e g de classe C1, o mesmo vale para dg. Com isso, g e´ de classe C2.
Repetindo o argumento sucessivamente, vemos que g e´ de classe Ck.
Consequ¨entemente, para mostrar o teorema e´ suficiente provar que existem
vizinhanc¸as V ⊆ U e W ⊆ Rn de 0 tais que f : V →W e´ um homeomorfismo.
A primeira dificuldade que encontramos e´ determinar uma vizinhanc¸a W
de 0 contida em f(U). Isso equivale a encontrar uma vizinhanc¸a W de 0 tal
que ∀y ∈W a equac¸a˜o
y = f(x) (A.1)
admite uma soluc¸a˜o x ∈ U . Dado y ∈ Rn qualquer, a equac¸a˜o (1) e´ equivalente
a
x = y − f(x) + x. (A.2)
Definindo Φy : U → Rn por
Φy(x) = y − f(x) + x,
vemos que Φy possui a mesma classe de diferenciabilidade de f , que ∀x ∈ U
d(Φy)x = −dfx + idRn
e que resolver (A.2) para x ∈ U e´ equivalente a encontrar um ponto fixo para
Φy. Uma das ferramentas mais u´teis para se fazer isso e´ o seguinte resultado:
Teorema A.3 (Ponto Fixo de Banach). Seja M um espac¸o me´trico com-
pleto e f :M →M uma func¸a˜o para a qual existe K ∈ (0, 1) tal que
d(f(x), f(y)) ≤ Kd(x, y), ∀x, y ∈M,
ou seja, f e´ uma contrac¸a˜o. Enta˜o, f admite um u´nico ponto fixo.
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A demonstrac¸a˜o deste fato pode ser vista em qualquer livro de Ana´lise,
como (LIMA, 2003). Para podermos aplicar este teorema ao nosso problema,
precisamos do seguinte:
• Uma vizinhanc¸a de 0 em U que seja um subespac¸o me´trico completo de
Rn: qualquer bola fechada B(0, r) ⊆ U com r > 0 serve.
• A imagem desta vizinhanc¸a pela func¸a˜o Φy deve estar contida nela mesma,
isto e´,
Φy
(
B(0, r)
)
⊆ B(0, r).
• A func¸a˜o Φy : B(0, r) → B(0, r) deve ser uma contrac¸a˜o, ou seja, deve
existir K ∈ (0, 1) tal que
||Φy(x1)− Φy(x2)|| ≤ K ||x1 − x2|| , ∀x1, x2 ∈ B(0, r).
Vamos analisar, primeiro, a terceira condic¸a˜o, pois ela e´ a mais espec´ıfica
e pode nos fornecer mais informac¸o˜es. Dado r > 0 tal que B(0, r) ⊆ U , tome
x1, x2 ∈ B(0, r). Pela Desigualdade do Valor Me´dio1,
||Φy(x1)− Φy(x2)|| ≤
(
max
x∈B(0,r)
||d(Φy)x||
)
||x1 − x2||
≤
(
max
x∈B(0,r)
||dfx − idRn||
)
||x1 − x2|| .
Como df0 = idRn e df : U → L(E) e´ cont´ınua, dado K > 0 qualquer, existe
r > 0 tal que B(0, r) ⊆ U e que ∀x ∈ B(0, r)
||dfx − df0|| = ||dfx − idRn || ≤ K.
Isso implica, em particular, que
max
x∈B(0,r)
||dfx − idRn || ≤ K,
de modo que, ao tomarmos 0 < K < 1, temos ∀x1, x2 ∈ B(0, r)
||Φy(x1)− Φy(x2)|| ≤ K ||x1 − x2|| , 0 < K < 1.
Isso resolve o primeiro e o terceiro pontos.
Para o segundo, primeiro note que ∀x ∈ B(0, r)
||Φy(x)|| = ||y − f(x) + x|| .
1Este resultado afirma que, se f e´ uma func¸a˜o de classe C1 definida num convexo e
tal que ||dfx|| ≤ K, ∀x, para algum K > 0, enta˜o, dados x1, x2 quaisquer, temos que
||f(x1)− f(x2)|| ≤ K ||x1 − x2||.
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Desta igualdade, e´ imediato que, para resolvermos o segundo ponto, precisamos
fazer alguma exigeˆncia sobre y, o que, ate´ agora, na˜o fizemos. Usando a
Desigualdade do Valor Me´dio mais uma vez, obtemos
||Φy(x)|| = ||y − f(x) + x||
≤ ||y||+ ||(f(x)− x)− (f(0)− 0)||
≤ ||y||+
(
max
x∈B(0,r)
||dfx − idRn||
)
||x||
≤ ||y||+Kr.
Portanto, para fazermos ||Φy(x)|| ≤ r, e´ suficiente que
||y||+Kr ≤ r ⇔ ||y|| ≤ r(1−K),
com 0 < r(1−K) < r, pois 0 < K < 1. Note que, se ||y|| < r(1−K), enta˜o
||Φy(x)|| < r. Essa discussa˜o pode ser resumida no seguinte resultado:
Proposic¸a˜o A.4. Dado 0 < K < 1, existe r > 0 tal que:
(a) B(0, r) ⊆ U ;
(b) ||dfx − idRn || ≤ K, ∀x ∈ B(0, r);
(c) Se ||y|| ≤ r(1−K), enta˜o Φy
(
B(0, r)
)
⊆ B(0, r);
(d) Se ||y|| < r(1−K), enta˜o Φy
(
B(0, r)
)
⊆ B(0, r);
(e) Φy : B(0, r)→ Rn e´ uma contrac¸a˜o, ∀y ∈ Rn.
Seja y ∈ B(0, r(1−K)). Pelas partes (c) e (e) da proposic¸a˜o, a func¸a˜o
Φy : B(0, r) −→ B(0, r)
esta´ bem-definida e e´ uma contrac¸a˜o, do que segue que existe um u´nico xy ∈
B(0, r) tal que Φy(xy) = xy, ou seja, tal que
f(xy) = y.
Ale´m disso, o item (d) implica que, se y ∈ B(0, r(1−K)), enta˜o xy ∈ B(0, r).
Sejam
W = B(0, r(1−K))
V = B(0, r) ∩ f−1(W ).
Enta˜o, V ⊆ U e W ⊆ Rn sa˜o vizinhanc¸as de 0 tais que:
Proposic¸a˜o A.5. f : V →W e´ uma bijec¸a˜o de classe Ck.
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Uma vez que dfx e´ invert´ıvel para todo x ∈ U , o que vale, em particular,
para x ∈ V , pela proposic¸a˜o A.2 so´ falta mostrar que f−1 : W → V e´ cont´ınua.
De fato, observe que, dados x1, x2 ∈ V , temos
||f(x1)− f(x2)|| = ||(x1 − x2) + [(f(x1)− x1)− (f(x2)− x2)]||
≥ ||x1 − x2|| − ||(f(x1)− x1)− (f(x2)− x2)||
≥ ||x1 − x2|| −
(
max
x∈V
||dfx − idRn ||
)
||x1 − x2||
≥ (1−K) ||x1 − x2|| ,
isto e´,
||x1 − x2|| ≤ 1
1−K ||f(x1)− f(x2)|| , ∀x1, x2 ∈ V.
Portanto, dados y1, y2 ∈W quaisquer,∣∣∣∣f−1(y1)− f−1(y2)∣∣∣∣ ≤ 1
1−K ||y1 − y2|| ,
o que mostra que f−1 e´ cont´ınua e completa a demonstrac¸a˜o do teorema.
Uma consequ¨eˆncia importante do Teorema da Func¸a˜o Inversa (que lhe e´,
na verdade, equivalente) e´ o Teorema da Func¸a˜o Impl´ıcita, que mostraremos
a seguir. Antes, um pouco de notac¸a˜o. Dada f : U ⊆ Rm+n → Rs uma func¸a˜o
diferencia´vel em p ∈ U , em que U e´ um aberto, defina
d1fp : R
m → Rs
d2fp : R
n → Rs
por
d1fp(h) = dfp(h, 0)
d2fp(k) = dfp(0, k).
Estas func¸o˜es sa˜o obviamente lineares, e, para cada (h, k) ∈ Rm+n, temos
dfp(h, k) = d1fp(h) + d2fp(k).
Teorema A.6 (Func¸a˜o Impl´ıcita). Sejam U f : Uab ⊆ Rm+n → Rn uma
func¸a˜o de classe Ck e p = (p0, q0) ∈ U tal que d2fp ∈ GL(Rn). Enta˜o, existem
vizinhanc¸as V ⊆ Rm de p0 e W ⊆ U de p e uma func¸a˜o φ : V → Rn de classe
Ck tais que
W ∩ f−1({f(p)}) = {(x, φ(x)) : x ∈ V }.
Ademais,
dφp0 = − (d2fp)−1 ◦ d1fp.
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Observac¸a˜o: Este teorema2 significa, em esseˆncia, que, dadas certas condic¸o˜es
a respeito de f , o conjunto dos pontos (x, y) ∈ U tais que f(x, y) = f(p) pode,
numa vizinhanc¸a de p, ser descrito como o gra´fico de uma func¸a˜o y = y(x).
Outra interpretac¸a˜o e´ que a equac¸a˜o f(x, y) = f(p) pode ser “resolvida” para
y em termos de x.
Demonstrac¸a˜o. Considere a func¸a˜o F : U → Rm+n dada por
F (x, y) = (x, f(x, y)).
Enta˜o, F e´ de classe Ck e
dFp(h, k) = (h, dfp(h, k)) = (h, d1fp(h)) + d2fp(k)).
Dado (h, k) ∈ ker(dFp), temos da equac¸a˜o acima que h = 0, donde
0 = d1fp(h) + d2fp(k) = d2fp(k)⇒ k = 0,
pois d2fp ∈ GL(Rn). Com isso, ker(dFp) = {0}, de modo que dFp ∈ GL(Rm+n).
Isto implica a existeˆncia de vizinhanc¸asW ′ ⊆ U de p e V ′ ⊆ Rm+n de F (p) tais
que F : W ′ → V ′ e´ um difeomorfismo de classe Ck. Como F (p) = (p0, f(p)) e
V ′ e´ aberto, existem V ⊆ Rm e S ⊆ Rn abertos tais que p0 ∈ V , f(p) ∈ S e
V × S ⊆ V ′. Tome W = F−1(V × S), e note que p ∈W .
Defina φ : V → Rn por
φ(x) = pi2 ◦ F−1(x, f(p)),
em que pi2 : (x, y) ∈ Rm+n 7→ y ∈ Rn. Observe que φ e´ de classe Ck. Para
mostrar que
W ∩ f−1({f(p)}) = {(x, φ(x)) : x ∈ V },
primeiro tome x ∈ V . Uma vez que f(p) ∈ S, temos que (x, f(p)) ∈ V × S.
Disso segue que F−1(x, f(p)) ∈ W . Ale´m disso, escrevendo F−1(x, f(p)) =
(x˜, y˜), vemos duas coisas:
• y˜ = pi2 ◦ F−1(x, f(p)) = φ(x);
• (x, f(p)) = F◦F−1(x, f(p)) = F (x˜, y˜) = (x˜, f(x˜, y˜))⇒ x = x˜ e f(x˜, y˜) =
f(p).
Portanto,
F−1(x, f(p)) = (x˜, y˜) = (x, φ(x)),
e temos (x, φ(x)) ∈ W . Ale´m disso, do segundo item acima tambe´m segue que
f(x, φ(x)) = f(x˜, y˜) = f(p).
Consequ¨entemente,
(x, φ(x)) ∈ W ∩ f−1({f(p)}).
Agora, seja (x, y) ∈W ∩ f−1({f(p)}). Isso significa que
2Ja´ se conhecia este resultado desde os tempos de Newton, Leibniz e Euler. No entanto,
somente na de´cada de 1870 uma demonstrac¸a˜o rigorosa foi apresentada pelo matema´tico
italiano Ulisse Dini, em seu livro Lezioni di Analisi Infinitesimale. Ate´ hoje este resultado
e´ conhecido na Ita´lia, assim como em outros lugares do mundo, como Teorema de Dini.
138 Apeˆndice A
• F (x, y) = (x, f(x, y)) ∈ V × S;
• f(x, y) = f(p).
Da primeira condic¸a˜o vem que x ∈ V e que y = pi2 ◦ F−1(x, f(x, y)). Da
segunda, temos
y = pi2 ◦ F−1(x, f(x, y))
= pi2 ◦ F−1(x, f(p))
= φ(x).
Isso verifica que (x, y) = (x, φ(x)), com x ∈ V .
Por fim, diferenciando a equac¸a˜o
f(x, φ(x)) = f(p)
em relac¸a˜o a x, obtemos
d1f(x,φ(x)) + d2f(x,φ(x)) ◦ dφx = 0.
Fazendo x = p0, temos
d1fp + d2fp ◦ dφp0 = 0,
e o fato de d2fp ser invert´ıvel garante que podemos isolar dφp0 nesta equac¸a˜o,
obtendo a identidade desejada.
Apeˆndice B
A´lgebras de Lie
Neste apeˆndice, fazemos uma descric¸a˜o mais detalhada de uma estrutura
alge´brica que se mostrou muito importante ao longo deste trabalho, as a´lgebras
de Lie. Para manter a discussa˜o mais sucinta, assumimos que o leitor ja´ esteja
familiarizado com os elementos ba´sicos da a´lgebra linear e da teoria de grupos
e ane´is, principalmente no que se refere a`s subestruturas, homomorfismos e
quocientes.
Comec¸amos fazendo uma definic¸a˜o.
Definic¸a˜o B.1. Seja K um corpo. Dizemos que um K-espac¸o vetorial A e´ uma
a´lgebra sobre K se existe, ale´m da estrutura vetorial em A, uma operac¸a˜o
∗ : A× A −→ A
que satisfaz ∀a, b, c ∈ A e ∀k ∈ K:
(i) a ∗ (b+ c) = a ∗ b+ a ∗ c;
(ii) (a+ b) ∗ c = a ∗ c+ b ∗ c;
(iii) k(a ∗ b) = (ka) ∗ b = a ∗ (kb).
Uma suba´lgebra de A e´ um subconjunto A′ ⊆ A tal que a + b, a ∗ b, ka ∈
A′, ∀a, b ∈ A′, ∀k ∈ K. Um ideal de A e´ uma suba´lgebra A′ de A tal que
a ∗ b, b ∗ a ∈ A′, ∀a ∈ A′, ∀b ∈ A.
Dadas A,B a´lgebras sobre K, uma func¸a˜o T : A→ B e´ um homomorfismo
de a´lgebras se T e´ linear e:
T (a ∗ b) = T (a) ∗ T (b), ∀a, b ∈ A.
O nu´cleo de um homomorfismo f : A→ B e´ o conjunto ker(f) := f−1({0}).
Observac¸o˜es:
1) Vamos assumir que K e´ um corpo de caracter´ıstica nula, i.e., se n ∈ N e´ tal
que nk = 0 para algum k ∈ K\{0}, enta˜o n = 0.
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2) Poder´ıamos, no lugar de K, colocar um anel R com unidade. No entanto,
tal generalizac¸a˜o da´ origem a dificuldades te´cnicas que apenas nos atrapa-
lhara˜o.
3) Na˜o e´ dif´ıcil mostrar que o nu´cleo de um homomorfismo de a´lgebras e´ um
ideal do domı´nio.
4) Todos os resultados a respeito de subestruturas, homomorfismos, quocien-
tes, etc, normalmente vistos para ane´is, grupos e espac¸os vetoriais tambe´m
valem para a´lgebras, com demonstrac¸o˜es muito semelhantes.
5) E´ comum encontrar definic¸o˜es do conceito de a´lgebra que declaram mais
uma propriedade: a associatividade de ∗. No entanto, as a´lgebras de Lie,
como veremos, sa˜o, em geral, na˜o-associativas. As a´lgebras cuja operac¸a˜o
∗ e´ associativa sa˜o chamadas de a´lgebras associativas.
Exemplo B.2. Todo corpo pode ser considerado como uma a´lgebra (associ-
ativa) sobre si mesmo. 4
Exemplo B.3. Sejam K um corpo e X um conjunto na˜o-vazio qualquer.
Defina F (X,K) como o conjunto de todas as func¸o˜es f : X → K. Dados
f, g ∈ F (X,K) e k ∈ K, defina f + g, f ∗ g, kf por:
(f + g)(x) = f(x) + g(x), ∀x ∈ X
(f ∗ g)(x) = f(x)g(x), ∀x ∈ X
(kf)(x) = kf(x), ∀x ∈ X.
Na˜o e´ dif´ıcil ver que, com estas operac¸o˜es, F (X,K) e´ uma a´lgebra associativa
sobre K. 4
Exemplo B.4. Generalizando o exemplo anterior, o conjunto F (X,A), em
que A e´ uma a´lgebra sobre K e X e´ um conjunto na˜o-vazio, e´ uma a´lgebra
sobre K com as operac¸o˜es pontualmente definidas. 4
Exemplo B.5. Sejam E um espac¸o vetorial sobre K e L(E) o conjunto dos
operadores lineares em E. Considerando em L(E) as operac¸o˜es usuais, e´ fa´cil
ver que L(E) e´ uma a´lgebra associativa sobre K. 4
Exemplo B.6. Dado um espac¸o vetorial E sobre K, considere L(E) com a
estrutura de a´lgebra mencionada no exemplo anterior. Defina ∀f, g ∈ L(E) o
colchete de Lie [f, g] por
[f, g](x) = f(g(x))− g(f(x)),
i.e., [f, g] = fg − gf . Esta operac¸a˜o esta´ bem-definida, e a verificac¸a˜o de que
ela satisfaz aos axiomas e´ puramente operacional. Mostremos, para ilustrar,
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que [f + g, h] = [f, h] + [g, h]. De fato,
[f + g, h] = (f + g)h− h(f + g)
= fh+ gh− hf − hg
= (fh− hf) + (gh− hg)
= [f, h] + [g, h].
Esta a´lgebra e´ denotada por gl(E). 4
Exemplo B.7. Generalizando o exemplo anterior, seja A uma a´lgebra asso-
ciativa sobre K. Defina ∀a, b ∈ A
[a, b] = a ∗ b− b ∗ a.
A verificac¸a˜o de que isto define uma estrutura de a´lgebra em A segue o exemplo
anterior. Para evitar confuso˜es com a operac¸a˜o associativa que A possui, com
este segundo produto denotaremos a a´lgebra A por a. 4
A a´lgebra definida no exemplo anterior possui duas propriedades que na˜o
esta˜o listadas na definic¸a˜o, pois sa˜o mais espec´ıficas. A primeira e´ imediata:
∀a, b ∈ a
[a, b] = a ∗ b− b ∗ a = −(b ∗ a− a ∗ b) = −[b, a].
Esta propriedade e´ adequadamente chamada de antisimetria. Como con-
sequ¨eˆncia dela e do fato de K possuir caracter´ıstica nula, temos
[a, b] = [b, a]⇔ [a, b] = −[a, b]⇔ 2[a, b] = 0⇔ [a, b] = 0.
Isso mostra que, a menos que [ , ] = 0, a a´lgebra a na˜o e´ comutativa. Por
outro lado, se a, b ∈ a sa˜o tais que [a, b] = 0, enta˜o
0 = [a, b] = a ∗ b− b ∗ a⇔ a ∗ b = b ∗ a.
Portanto, ∀a, b ∈ a
[a, b] = 0⇔ a ∗ b = b ∗ a,
o que significa que a e´ comutativa sse A tambe´m e´.
A outra propriedade envolve a associatividade de a. Note que o fato de
que [a, a] = 0, ∀a ∈ a, junto com a bilinearidade de [ , ], implica [[a, a], b] = 0,
∀a, b ∈ a. No entanto, nem sempre temos [a, [a, b]] = 0, como veremos num
exemplo mais adiante. Enta˜o, de maneira geral,
[[a, b], c] 6= [a, [b, c]].
Apesar disto, podemos “medir” o quanto a na˜o e´ associativa: basta tomar
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a, b, c ∈ a e computar [[a, b], c]− [a, [b, c]]. Fac¸amos isso:
[[a, b], c]− [a, [b, c]] = [a ∗ b− b ∗ a, c]− [a, b ∗ c− c ∗ b]
= (a ∗ b− b ∗ a) ∗ c− c ∗ (a ∗ b− b ∗ a)−
−a ∗ (b ∗ c− c ∗ b) + (b ∗ c− c ∗ b) ∗ a
= (a ∗ b) ∗ c− (b ∗ a) ∗ c− c ∗ (a ∗ b) + c ∗ (b ∗ a)
−a ∗ (b ∗ c) + a ∗ (c ∗ b) + (b ∗ c) ∗ a− (c ∗ b) ∗ a
= (?).
Usando a associatividade1 de A, podemos escrever
(?) = a ∗ b ∗ c− b ∗ a ∗ c− c ∗ a ∗ b+ c ∗ b ∗ a−
−a ∗ b ∗ c + a ∗ c ∗ b+ b ∗ c ∗ a− c ∗ b ∗ a
= b ∗ c ∗ a− b ∗ a ∗ c− c ∗ a ∗ b+ a ∗ c ∗ b
= b ∗ (c ∗ a− a ∗ c)− (c ∗ a− a ∗ c) ∗ b
= [b, [c, a]].
Portanto,
[[a, b], c]− [a, [b, c]] = [b, [c, a]].
Usando a antisimetria de [ , ], podemos reescrever esta equac¸a˜o da seguinte
forma:
[[a, b], c] + [[b, c], a] + [[c, a], b] = 0,
a chamada identidade de Jacobi.
Definic¸a˜o B.8. Uma a´lgebra de Lie sobre o corpo K e´ uma K-a´lgebra g cujo
produto [ , ] satisfaz ∀X, Y, Z ∈ g:
(i) [X, Y ] = −[Y,X] (antisimetria);
(ii) [[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0 (identidade de Jacobi).
Usando a antisimetria, a identidade de Jacobi pode ser reescrita de duas outras
maneiras:
[Z, [X, Y ]] = [[Z,X], Y ] + [X, [Z, Y ]]
[[X, Y ], Z] = [X, [Y, Z]]− [Y, [X,Z]].
Num K-espac¸o vetorial E, uma operac¸a˜o bilinear, antisime´trica e que satisfaz
a` identidade de Jacobi e´ chamada de colchete de Lie em E.
Observac¸a˜o: De maneira geral, nos exemplos apresentados, a estrutura veto-
rial num dado conjunto e´ bastante o´bvia. Enta˜o, para definirmos uma estru-
tura de a´lgebra de Lie neste espac¸o vetorial e´ suficiente fornecer um colchete
de Lie.
1Esse e´ o motivo por que, no exemplo anterior, escolhemos A uma a´lgebra associativa, e
na˜o uma a´lgebra qualquer.
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Exemplo B.9. Segue da discussa˜o que fizemos que, sempre que A e´ uma
a´lgebra associativa, tem-se que a e´ uma a´lgebra de Lie com o colchete
[a, b] = a ∗ b− b ∗ a.
Em particular, se E e´ um K-espac¸o vetorial, enta˜o gl(E) e´ uma a´lgebra de Lie.
4
Exemplo B.10. Considere o R-espac¸o vetorial R3 com o colchete
[u, v] = (u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1) = u× v.
Tomando (e1, e2, e3) a base canoˆnica de R
3, podemos escrever
[u, v] =
∣∣∣∣u2 u3v2 v3
∣∣∣∣ e1 − ∣∣∣∣u1 u3v1 v3
∣∣∣∣ e2 + ∣∣∣∣u1 u2v1 v2
∣∣∣∣ e3,
e desta expressa˜o e´ fa´cil ver que [ , ] e´ bilinear e antisime´trica. Para mostrar
a identidade de Jacobi, tome u, v, w ∈ R3. Enta˜o:
[[u, v], w] = [(u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1), w]
=
(
(u3v1 − u1v3)w3 − (u1v2 − u2v1)w2,
(u1v2 − u2v1)w1 − (u2v3 − u3v2)w3,
(u2v3 − u3v2)w2 − (u3v1 − u1v3)w1)
=
(
u3v1w3 − u1v3w3 − u1v2w2 + u2v1w2,
u1v2w1 − u2v1w1 − u2v3w3 + u3v2w3,
u2v3w2 − u3v2w2 − u3v1w1 + u1v3w1) .
Permutando ciclicamente os s´ımbolos u, v, w, obtemos tambe´m:
[[v, w], u] =
(
v3w1u3 − v1w3u3 − v1w2u2 + v2w1u2,
v1w2u1 − v2w1u1 − v2w3u3 + v3w2u3,
v2w3u2 − v3w2u2 − v3w1u1 + v1w3u1)
[[w, u], v] =
(
w3u1v3 − w1u3v3 − w1u2v2 + w2u1v2,
w1u2v1 − w2u1v1 − w2u3v3 + w3u2v3,
w2u3v2 − w3u2v2 − w3u1v1 + w1u3v1) .
Somar estas treˆs equac¸o˜es fornece a igualdade desejada. Note que esta a´lgebra
na˜o e´ comutativa, pois [e1, e2] = e3 6= 0. Ale´m disso, ela tambe´m na˜o e´
associativa, pois, como ja´ sabemos, [[e1, e1], e2] = 0 e, no entanto,
[e1, [e1, e2]] = [e1, e3] = −e2 6= 0.
4
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Exemplo B.11. Dado n ∈ N∗, considere o espac¸o vetorial real F (R2n).
Denotando os elementos de R2n por (p, q), com p, q ∈ Rn, defina
{ , } : F (R2n)× F (R2n) −→ F (R2n)
por
{f, g} =
n∑
i=1
∂f
∂pi
· ∂g
∂qi
− ∂f
∂qi
· ∂g
∂pi
,
o chamado pareˆntese de Poisson. Vamos mostrar que { , } e´ um colchete de
Lie em F (R2n).
A bilinearidade e antisimetria sa˜o imediatas da definic¸a˜o. Para ver que
satisfaz a identidade de Jacobi, primeiro obsreve que ∀f, g ∈ F (R2n)
∂{f, g}
∂pj
=
n∑
i=1
∂
∂pj
(
∂f
∂pi
· ∂g
∂qi
)
− ∂
∂pj
(
∂f
∂qi
· ∂g
∂pi
)
=
n∑
i=1
∂2f
∂pj∂pi
· ∂g
∂qi
+
∂f
∂pi
· ∂
2g
∂pj∂qi
− ∂
2f
∂pj∂qi
· ∂g
∂pi
− ∂f
∂qi
· ∂
2g
∂pj∂pi
,
e, analogamente, que
∂{f, g}
∂qj
=
n∑
k=1
∂2f
∂qj∂pk
· ∂g
∂qk
+
∂f
∂pk
· ∂
2g
∂qj∂qk
− ∂
2f
∂qj∂qk
· ∂g
∂pk
− ∂f
∂qk
· ∂
2g
∂qj∂pk
.
Portanto, dados f, g, h ∈ F (R2n), temos
{{f, g}, h} =
n∑
j=1
∂{f, g}
∂pj
· ∂h
∂qj
− ∂{f, g}
∂qj
· ∂h
∂pj
=
n∑
j=1
(
n∑
i=1
∂2f
∂pj∂pi
· ∂g
∂qi
· ∂h
∂qj
+
∂f
∂pi
· ∂
2g
∂pj∂qi
· ∂h
∂qj
−
− ∂
2f
∂pj∂qi
· ∂g
∂pi
· ∂h
∂qj
− ∂f
∂qi
· ∂
2g
∂pj∂pi
· ∂h
∂qj
)
−
−
(
n∑
k=1
∂2f
∂qj∂pk
· ∂g
∂qk
· ∂h
∂pj
+
∂f
∂pk
· ∂
2g
∂qj∂qk
· ∂h
∂pj
−
− ∂
2f
∂qj∂qk
· ∂g
∂pk
· ∂h
∂pj
− ∂f
∂qk
· ∂
2g
∂qj∂pk
· ∂h
∂pj
)
.
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Procendendo de maneira semelhante, obtemos
{{g, h}, f} =
n∑
j=1
(
n∑
i=1
∂2g
∂pj∂pi
· ∂h
∂qi
· ∂f
∂qj
+
∂g
∂pi
· ∂
2h
∂pj∂qi
· ∂f
∂qj
−
− ∂
2g
∂pj∂qi
· ∂h
∂pi
· ∂f
∂qj
− ∂g
∂qi
· ∂
2h
∂pj∂pi
· ∂f
∂qj
)
−
−
(
n∑
k=1
∂2g
∂qj∂pk
· ∂h
∂qk
· ∂f
∂pj
+
∂g
∂pk
· ∂
2h
∂qj∂qk
· ∂f
∂pj
−
− ∂
2g
∂qj∂qk
· ∂h
∂pk
· ∂f
∂pj
− ∂g
∂qk
· ∂
2h
∂qj∂pk
· ∂f
∂pj
)
e
{{h, f}, g} =
n∑
j=1
(
n∑
i=1
∂2h
∂pj∂pi
· ∂f
∂qi
· ∂g
∂qj
+
∂h
∂pi
· ∂
2f
∂pj∂qi
· ∂g
∂qj
−
− ∂
2h
∂pj∂qi
· ∂f
∂pi
· ∂g
∂qj
− ∂h
∂qi
· ∂
2f
∂pj∂pi
· ∂g
∂qj
)
−
−
(
n∑
k=1
∂2h
∂qj∂pk
· ∂f
∂qk
· ∂g
∂pj
+
∂h
∂pk
· ∂
2f
∂qj∂qk
· ∂g
∂pj
−
− ∂
2h
∂qj∂qk
· ∂f
∂pk
· ∂g
∂pj
− ∂h
∂qk
· ∂
2f
∂qj∂pk
· ∂g
∂pj
)
.
A partir destas equac¸o˜es pode-se concluir, com algum trabalho, que
{{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = 0,
como quer´ıamos. 4
Vamos, agora, analisar uma famı´lia importante de a´lgebras de Lie, que
aparece frequ¨entemente na Geometria. Antes disso, uma definic¸a˜o:
Definic¸a˜o B.12. Seja A uma a´lgebra sobre K. Uma derivac¸a˜o em A e´ uma
func¸a˜o linear f : A→ A tal que:
f(a ∗ b) = f(a) ∗ b+ a ∗ f(b), ∀a, b ∈ A.
Esta equac¸a˜o e´ chamada regra do produto, ou regra de Leibniz. O conjunto
das derivac¸o˜es em A e´ denotado por der(A).
Observe que o fato de toda derivac¸a˜o ser linear implica der(A) ⊆ gl(A). Mais
precisamente:
Proposic¸a˜o B.13. der(A) e´ uma suba´lgebra de Lie de gl(A).
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Demonstrac¸a˜o. Dados f, g ∈ der(A) e k ∈ K, precisamos mostrar que f +
kg, [f, g] ∈ der(A). Como f + kg e [f, g] sa˜o lineares, isso se resume a mostrar
a regra de Leibniz. Tome a, b ∈ A:
(f + kg)(a ∗ b) = f(a ∗ b) + kg(a ∗ b)
= f(a) ∗ b+ a ∗ f(b) + kg(a) ∗ b+ ka ∗ g(b)
= (f + kg)(a) ∗ b+ a ∗ (f + kg)(b),
e temos que f + kg ∈ der(A). Ale´m disso,
[f, g](a ∗ b) = fg(a ∗ b)− gf(a ∗ b)
= f(g(a) ∗ b+ a ∗ g(b))− g(f(a) ∗ b+ a ∗ f(b))
= fg(a) ∗ b+ g(a) ∗ f(b) + f(a) ∗ g(b) + a ∗ fg(b)−
−gf(a) ∗ b− f(a) ∗ g(b)− g(a) ∗ f(b)− a ∗ gf(b)
= fg(a) ∗ b− gf(a) ∗ b+ a ∗ fg(b)− a ∗ gf(b)
= [f, g](a) ∗ b+ a ∗ [f, g](b),
o que mostra que [f, g] ∈ der(A).
Exemplo B.14. Seja M uma variedade diferencia´vel m-dimensional. Sa-
bemos do cap´ıtulo 2 que F(M), o conjunto das func¸o˜es diferencia´veis reais
definidas em M , possui uma estrutura natural de a´lgebra sobre R. Mostramos
tambe´m que os R-espac¸os vetoriais der(F(M)) e X(M) sa˜o isomorfos, o que nos
permite definir um colchete de Lie em X(M) de modo que as a´lgebras de Lie
sejam isomorfas. Este isomorfismo, sendo natural, muitas vezes e´ considerado
como uma igualdade. 4
Sejam g uma a´lgebra de Lie e Z ∈ g. Defina ad(Z) : g → g por ad(Z)X =
[Z,X]. Decorre da bilinearidade de [ , ] que ad(Z) e´ linear, e da identidade
de Jacobi que ad(Z) e´ uma derivac¸a˜o. Verifiquemos esta u´ltima afirmac¸a˜o.
Dados X, Y ∈ g, temos:
ad(Z)[X, Y ] = [Z, [X, Y ]]
= [[Z,X], Y ] + [X, [Z, Y ]]
= [ad(Z)(X), Y ] + [X, ad(Z)(Y )].
Definic¸a˜o B.15. Dada uma a´lgebra de Lie g, uma derivac¸a˜o em g que e´ da
forma ad(Z), para algum Z ∈ g, e´ chamada de derivac¸a˜o interna.
Uma questa˜o importante no estudo das a´lgebras de Lie e´ determinar em
que condic¸o˜es todas as derivac¸o˜es de g sa˜o internas. Para mais informac¸o˜es,
veja (SAN MARTIN, 1999).
As a´lgebras de Lie mais importantes sa˜o as suba´lgebras de gl(E), em que
E e´ um espac¸o vetorial sobre K. Isso se deve aos seguintes fatos:
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• Seus elementos sa˜o transformac¸o˜es lineares, que podem se representadas
por matrizes sempre que E tem dimensa˜o finita.
• O colchete de Lie destas a´lgebras e´ muito simples, dado por
[X, Y ] = XY − Y X.
Deste modo, seria muito conveniente se qualquer a´lgebra de Lie g fosse isomorfa
a gl(E), para algum espac¸o vetorial E, ou, pelo menos, a uma suba´lgebra. Esta
discussa˜o motiva a seguinte definic¸a˜o:
Definic¸a˜o B.16. Uma representac¸a˜o de uma a´lgebra de Lie g e´ um homo-
morfismo de a´lgebras T : g → gl(E), em que E e´ um espac¸o vetorial sobre K.
Se T e´ injetiva, caso em que g e´ isomorfa a uma suba´lgebra de gl(E), dizemos
que T e´ fiel. A dimensa˜o da representac¸a˜o T e´ a dimensa˜o de E.
A questa˜o exposta acima se traduz, nesta terminologia, na busca de teore-
mas da seguinte forma:
“Se g e´ uma a´lgebra de Lie que satisfaz , enta˜o g admite
uma representac¸a˜o fiel.”
O Teorema de Ado (SAN MARTIN, 1999) mostra que g admite uma repre-
sentac¸a˜o fiel de dimensa˜o finita sempre que dim(g) <∞.
Exemplo B.17. Seja g uma a´lgebra de Lie. Defina ad : g → gl(g) por
ad(X)Y = [X, Y ]. Decorre da bilinearidade de [ , ] que ad e´ linear. Ale´m
disso, dados X, Y, Z ∈ g, temos que
ad([X, Y ])Z = [[X, Y ], Z]
= [X, [Y, Z]]− [Y, [X,Z]]
= ad(X)ad(Y )Z − ad(Y )ad(X)Z
= [ad(X), ad(Y )]Z,
o que mostra que ad e´ um homomorfismo. Mais uma vez, usamos, na veri-
ficac¸a˜o, a identidade de Jacobi numa de suas formas equivalentes. 4
A representac¸a˜o apresentada no exemplo acima e´ chamada de representac¸a˜o
adjunta de g. O seu nu´cleo e´ o conjunto (que e´ um ideal de g)
{X ∈ g : [X, Y ] = 0, ∀Y ∈ g} = {X ∈ g : [X, Y ] = [Y,X], ∀Y ∈ g},
chamado de centro da a´lgebra e denotado por z(g). Conclui-se facilmente que
a representac¸a˜o adjunta de g e´ fiel sse z(g) = {0}.
Para concluir este apeˆndice, vejamos uma condic¸a˜o para que um isomor-
fismo linear T : g → h seja um isomorfismo de a´lgebras de Lie.
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Dada uma a´lgebra de Lie g, seja {Xi}i∈I uma base2 de g. Para cada i, j ∈ I,
podemos escrever
[Xi, Xj ] =
∑
k∈I
ξkijXk,
com ξkij = 0 a menos de uma quantidade finita. Os escalares ξ
k
ij (que sa˜o u´nicos)
sa˜o as constantes de estrutura de g em relac¸a˜o a` base escolhida. Observe que
da antisimetria de [ , ] vem que ξkij = −ξkji, ∀i, j, k ∈ I, o que, em particular,
mostra que ξkij = 0 sempre que i = j. Por causa disso, sempre consideramos
i = j.
As constantes de estrutura sa˜o importantes no estudo das a´lgebras de Lie
pois elas determinam, a menos de isomorfismo, uma a´lgebra de Lie. Mais
precisamente:
Proposic¸a˜o B.18. Sejam g, h a´lgebras de Lie sobre K e {Xi}i∈I , {Yi}i∈I bases
de g, h, respectivamente. Se as constantes de estrutura sa˜o as mesmas para
ambas as bases, enta˜o g ' h.
Demonstrac¸a˜o. Seja T : g → h a u´nica transformac¸a˜o linear tal que T (Xi) =
Yi, ∀i ∈ I. E´ imediato que T e´ um isomorfismo linear. Para que g ' h, e´
suficiente mostrar que T e´ um homomorfismo.
Sejam ξkij ∈ K as constantes de estrutura de g e λkij , de h. Dados Z, Z˜ ∈ g,
escreva
Z =
∑
i∈I
Z iXi ⇒ T (Z) =
∑
i∈I
Z iYi
Z˜ =
∑
j∈I
Z˜jXj ⇒ T (Z˜) =
∑
j∈I
Z˜jYj,
por linearidade. Com isso, usando a bilinearidade de [ , ] temos
[Z, Z˜] =
[∑
i∈I
Z iXi,
∑
j∈I
Z˜jXj
]
=
∑
i,j∈I
Z iZ˜j[Xi, Xj]
=
∑
i,j∈I
Z iZ˜j
∑
k∈I
ξkijXk
=
∑
k∈I
(∑
i,j∈I
Z iZ˜jξkij
)
Xk.
Disso vem que
T [Z, Z˜] =
∑
k∈I
(∑
i,j∈I
Z iZ˜jξkij
)
Yk.
2Lembre que todo espac¸o vetorial admite base, mesmo que seja infinita.
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Por outro lado, manipulac¸o˜es similares mostram que
[T (Z), T (Z˜)] =
∑
k∈I
(∑
i,j∈I
Z iZ˜jλkij
)
Yk.
Por hipo´tese ξkij = λ
k
ij, ∀i, j, k ∈ I, o que mostra que
T [Z, Z˜] = [T (Z), T (Z˜)],
como quer´ıamos.
O seguinte corola´rio e´ imediato.
Corola´rio B.19. Se g e h sa˜o a´lgebras de Lie n-dimensionais, com n ∈ N∗, e
teˆm as mesmas constantes de estrutura com relac¸a˜o a um par de bases, enta˜o
g ' h.
Exemplo B.20. Considere o espac¸o R3 como a´lgebra de Lie. Sendo (e1, e2, e3)
a base canoˆnica, temos que
[e1, e2] = e3
[e2, e3] = e1
[e3, e1] = e2.
Com isso, as constantes de estrutura de R3 sa˜o
ξ312 = −ξ321 = ξ123 = −ξ132 = ξ231 = −ξ213 = 1,
enquanto ξkij = 0 sempre que i = j ou i = k ou j = k. Uma maneira alternativa
de escrever estas constantes e´ a seguinte:
ξkij = εijk =

1 , se (ijk) e´ permutac¸a˜o par de (123)
−1 , se (ijk) e´ permutac¸a˜o ı´mpar de (123)
0 , caso contra´rio, i.e., se i = j ou i = k ou j = k.
O s´ımbolo εijk e´ conhecido como o tensor de Levi-Civita. 4
Exemplo B.21. Seja so(3) o subconjunto de gl(R3) formado pelos operadores
antisime´tricos, i.e.,
so(3) = {X ∈ gl(R3) : X∗ = −X}.
Como R3 possui dimensa˜o finita, uma vez fixada uma base (por exemplo, a
canoˆnica), podemos pensar nos elementos de gl(R3) como matrizes; adotando
este ponto de vista, temos
so(3) = {X ∈M3(R) : X t = −X},
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e um elemento gene´rico de so(3) pode ser escrito na forma
X =
 0 −c bc 0 −a
−b a 0
 ,
com a, b, c ∈ R.
Afirmamos que so(3) e´ uma suba´lgebra de Lie de gl(R3), pois claramente
e´ um subespac¸o vetorial e, dados X, Y ∈ so(3)
[X, Y ]∗ = (XY − Y X)∗
= Y ∗X∗ −X∗Y ∗
= (−Y )(−X)− (−X)(−Y )
= Y X −XY
= [Y,X],
e a afirmac¸a˜o segue da antisimetria do colchete.
A forma geral de um elemento de so(3) apresentada acima nos leva a con-
siderar a base (E1, E2, E3) de so(3) formada por
E1 =
0 0 00 0 −1
0 1 0
 , E2 =
 0 0 10 0 0
−1 0 0
 , E3 =
0 −1 01 0 0
0 0 0
 .
Em particular, dim(so(3)) = 3. Observe que
[E1, E2] = E1E2 − E2E1
=
0 0 01 0 0
0 0 0
−
0 1 00 0 0
0 0 0

= E3
e, analogamente, que
[E2, E3] = E1
[E3, E1] = E2.
A partir destas equac¸o˜es, podemos concluir que as constantes de estrutura de
so(3) com relac¸a˜o a esta base sa˜o
ξ312 = −ξ321 = ξ123 = −ξ132 = ξ231 = −ξ213 = 1,
enquanto ξkij = 0 sempre que i = j ou i = k ou j = k. Estas sa˜o exatamente as
constantes de estrutura de R3 com relac¸a˜o a` base canoˆnica, o que significa que
o isomorfismo linear T : so(3) → R3 determinado por T (Ei) = ei, i = 1, 2, 3,
e´ tambe´m um homomorfismo de a´lgebras de Lie. Portanto, so(3) e R3 sa˜o
a´lgebras de Lie isomorfas. 4
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