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Among many current biometric technologies, fingerprint verification is the 
oldest and most popular method widely used in different commercial and security 
applications. With the recent advances in embedded system development, fingerprint 
matching migrates quickly to the mobile world, supporting applications like 
standalone indoor access systems, PDAs / notebooks or even cell phone login 
systems, etc. The embedded devices are usually equipped with RISC processors 
like the ARM, StrongARM, which have no hardware floating-point units. 
Unfortunately, fingerprint verification is a time consuming process as a lot of 
trigonometric computations are required. 
In a previous work, we studied the use of fixed-point arithmetic to accelerate 
the verification process. In this thesis, we pursue the solution of the acceleration 
problem from a different perspective—localizing the fingerprint matching regions to 
reduce the total verification time. The determination of the locations of such regions 
relies on the accurate detection of reference points in the images together with a 
priori knowledge of the complete fingerprint obtained during the fingerprint 
enrollment procedure. The relationship between authentication reliability and 
region size is studied experimentally. Results show that accurate enough fingerprint 
matching can be achieved using very small bitmaps, making it possible to 
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1. Introduction 
1.1 Introduction to Fingerprint Verification 
1.1.1 Biometrics 
Biometric refers to the authentication of a person by analyzing his/her physical 
characteristics, such as fingerprints, face or iris, or behavioral characteristics, such 
as keystrokes dynamics, gait and signatures [3]. Generally, any human physiological 
or behavioral characteristics can be used for biometrics provided that they can 
satisfy the following criteria [17] [63][82]: 
1. Universality — every one should have the characteristics. 
2. Uniqueness - no two persons should be the same in terms of the 
characteristic. 
3. Permanence — the characteristic should be invariant with time. 
4. Collectability - the characteristics can be measured quantitatively. 
However, there are more concerns when a biometric is applied to practical 
usage [38][82]: 
‘ 1. Performance - the matching accuracy, hardware requirements and the 
working environment assumption of the biometric system. 
2. Acceptability - the extent to which people are willing to use/accept 
the biometric system. 
3. Circumvention - the extent the biometric system will be cheated or 
attacked by the others. 
We need to consider all the above criteria before selecting a particular 
characteristic for a biometric system [75]. A comparison of some current biometric 
technologies is shown in Table 1. Among them, fingerprint is the most mature and 
practical choice [80][91]. 
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T A B L E I . 1 COMPARISON OF BIOMETRIC TECHNIQUES IN FUNDAMENTAL 
REQUIREMENTS [ 6 3 ] 
Biometries Universality Uniqueness I^rmancncc Collectability Performance Acceptability Circumvention 
Face high low medium high low high low 
Fingerprint medium high high medium high medium high 
Hand Geometry medium medium medium high medium medium medium 
Hand Vein medium medium medium medium medium medium high 
Iris high high high medium high low high 
Retinal Scan high high medium low high low high — - - — — 
Signature low low low high low high low 
Voicc Print medium low low medium low high - low 
F.Thcnnograms high high low high medium high high 
1.1.2 Fingerprint History 
Fingerprint matching is the oldest and most successful biometric technique for 
personal identification in the last 100 years. Scientific researches on fingerprints 
were started from sixteenth century and F. Galton and E. Henry established the 
foundations of fingerprint identifications in the nineteenth century [45]. From his 
experiments, F. Galton concluded that fingerprint of a person is permanent and 
different people have different fingerprint patterns [92] [94]. He also defined some 
basic features from the combination and variation of the ridge structures in the 
fingerprints as shown in Figure 1.1. These features were refined into the two 
primitive structures: bifurcation and ridge ending and became the standard feature 
points in the latter automatic fingerprint matching technique. On the other hand, 
E.Henry examined the global structure of the fingerprint and developed a 
classification scheme to index the fingerprints into five classes: Right Loop, Left 
Loop, Whorl, Arch, and Tented Arch. Figure 1.2 shows the image examples of these 
fingerprint classes. Their studies on the fingerprint features extraction and 
classification contributed to the latter fingerprint identification development. 
In the early 1960’s， FBI implemented the first automatic 
fingerprint-identification system (AFIS). Since then, fingerprints have been widely 
used in law enforcement and other authentication applications. 
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Figure 1.1 Ridge characteristics [28] [45] 
• • • 
Arch Tented Arch Whorl 
•I 
Right loop Left loop Figure 1.2 Fingerprint classes used in E. Henry system 
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1.1.3 Fingerprint characteristics 
Fingerprints are obtained from the impression of fingertips. The surface of our 
fingertips consists of numerous ridges and valleys. A ridge is defined as a single 
curved segment and a valley is the region between two adjacent ridges. The ridges 
and valleys in a fingerprint alternate, flowing in a local constant direction. [65]. 
The ridges may merge with the other to form a bifurcation or terminate alone to 
form a ridge ending. These features are globally called minutiae. Fingerprint 
matching is mainly based on comparison of the minutiae properties including their 
types, locations, orientations etc. Figure 1.3 depicts the shape of the minutiae found 
in a fingerprint image. 
IB' _ 
(A) 
Figure 1.3 (A) A fingerprint image, (B) a bifurcation and (C) an ending 
Besides the existence of the minutiae, fingerprints may also show other special 
properties: core and delta points. These points are often known as the singularity 
points of the fingerprints. A core point is the approximate center of the finger 
impression. Mathematically, it can be defined as the location where the maximum 
curvature of the ridges in the inner loop found. A delta point is defined as the point 
on a ridge at or nearest to the point of divergence of two ridgelines. It is located at or 
•directly in front of the point of divergence [94]. These points are generally used for 
fingerprint registration and classification purposes. Figure 1.4 shows the core points 
and delta points found in different fingerprint images. 
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i l l 
Figure 1.4 The fingerprint images. (A circle represents a core point location and 
t a triangle represents a delta point location) 
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1.1.4 A Generic Fingerprint Matching System Architecture 
Figure 1.5 depicts a typical biometric system architecture. A fingerprint matching 
system is similar to a generic biometric system so that it can be divided into 5 
sub-systems: Data Acquisition, Data Transmission, Signal Processing, Decision 
marking and Data storage [55]. 
X ^ ^ t T X / Decision \ 
/ Acquisition \ / Proceuing \ / t a k i n g \ Decision 
Biometric D a t a L \ / Pattern matching - - W - . - ^ Decision Policy • 
\ Sensor / Quality Control \ \ J 
� Feature extraction Decision result 
n . \ Z / Template and Raw image y 
\ Z ^ previous status 
\ Formatted data \ 
Z “ ^ F o r m a t t e d data ^ ^ 
( Data ^ / Data Storage � 
V Transmission V ^ ) 
Figure 1.5 A Generic Biometric System Architecture 
The Data Collection sub-system handles the capturing of the biometric features 
from the person. Nowadays, a fingerprint sensor is used to capture the fingerprint in 
real time. The fingerprint captured may be pre-processed by the sensor to provide a 
more reliable image for latter processing. 
The data transmission sub-system maintains the fingerprint image in an 
efficient format (i.e. compressed data, raw data or even encrypted data) with respect 
to different scenarios. For example, if the authentication is done through a network 
or in an offline mode, the data may be first compressed into some common standard 
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and then transferred to the target matching process sub-system. On the other hand, if 
the whole biometric system architecture is contained in one single machine, the data 
may be kept in raw mode to reduce decompression and decryption overheads. 
The Signal Processing sub-system implements the core part of a biometric 
system. It first extracts the necessary biometric features from the raw data. Based on 
the quality criteria, the features are either passed to the pattern-matching module to 
compute a similarity score or rejected by the system. The quality checking not only 
helps to reduce the total processing time if the input data is not suitable for matching, 
but also guarantees the input data is in correct format. 
The Data Storage sub-system organizes the biometric feature templates into 
efficient patterns, so that data retrieval can be done in a fast and reliable manner. For 
example, the minutiae templates can be classified and clustered into different subsets 
in order to improve the data retrieval time. For some large biometric systems, a third 
party database management system is often used to organize and store the feature 
templates. 
The Decision sub-system deals with the user-defined policies to decide the 
final matching result. A decision threshold is often used as a decision boundary. 
Usually, the threshold can either be fixed or varied, depending on the operational 
requirements. 
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1.1.5 Fingerprint Verification and Identification 
Generally, a fingerprint system is designed to identify for a person's identity. Based 
on different application requirements, it can be either used for identification or 
verification. 
A fingerprint verification system authenticates a person identity by comparing 
his fingerprint with the claimed fingerprint template. It is a one-to-one feature 
template comparison in order to verify that a person is a particular claimed identity. 
For instance, a person may carry an identity by an identity card, PIN or a login name. 
The verification system authenticates the person's claimed identity with his provided 
fingerprint and outputs a "Yes" or "No" decision. In real-life applications, the 
verification system (an online system) gives a real time response to acknowledge 
to the user the verification result, such as the door access or the system login 
applications. 
On the other hand, identification is more complicated. The identification 
system attempts to locate a provided personal fingerprint image in its knowledge 
base, which is usually a large database storing a lot of people's fingerprint 
characteristics as well as other relevant information. Obviously, the identification 
process is a one-to-N template matching procedure with stricter requirements than 
the verification procedure. For example, a criminal identification system is required 
to locate a suspect's identity based on a partial fingerprint image located in the scene. 
The system may find a set of suspected records, which are then left for an human 
expert for further investigation. In such a case, the identification system is defined as 
an offline system because a real time response for an identification system is not 
required. 
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1.1.6 Difficulties in fingerprint matching 
Fingerprint matching of two impressions of the same finger is not simply a feature 
extraction process together with a rigid point matching. Skilled fingerprint 
examiners agree that the process of comparing latent fingerprints of unknown origin 
with inked impressions of known origin is an "art," rather than a science. It requires 
an examiner to assess, on the basis of experience in dealing with thousands of 
fingerprints, what parts of an incomplete and partially blurred latent print show 
visible friction ridge detail that can be used for identification purposes. [15] 
Work in [39][63][65] summarized the difficulties of a fingerprint matching 
process: 
1. Translation due to the different positioning of the fingertips on an input 
device. 
2. Rotation due to the different orientation of the fingertips on an input 
device. 
3. Spatial scaling due to the different downward pressure exerted on an input 
device surface. 
( 
4. Image contrast difference due to different impression pressure exerted on 
an input device. 
5. Different regions of the same fingertip left on a captured image. 
6. Shear transformation due to different shear forces exerted to an input 
device from a finger. 
7. Local perturbations, i.e. local translation, rotation or scaling of the 
fingerprint due to the non-uniform pressure and shear force applied to a 
sensor surface. 
8. Breaks or smudges caused by non-uniform contacts made on an input 
device. 
9. Nonpermanent or semi-permanent distortions like skin disease, sweat, 
scars, or cuts of the fingertips. 
Certainly, no fingerprint matching software can tackle all of the above 
problems. In this regard, fingerprint matching is still an interesting research issue. 
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1.1.7 Biometric metrics 
To verify the accuracy of a biometric system, a direct method is to compute the 
matching errors through a large database testing. A biometric system, matching two 
set of characteristics', outputs "Yes" if two features are concluded to originate from 
the same identity and "No" if the features are concluded to originate from different 
identities. There are 4 possible outcomes of a biometric matching: 
1. A genuine identify is accepted. 
2. A genuine identify is regarded as a fake. 
3. An impostor is rej ected. 
4. An impostor is accepted as a genuine. 
For a perfect system, only the first and third outcomes will be generated. But 
no perfect biometric system exists in this world. Therefore, we need to measure the 
second and the fourth errors rates in order to estimate the goodness of a biometric 
system. These error rates are called False Acceptance Rate (FAR) and False Reject 
Rate (FRR) respectively [43][54]. FAR refers to the probability that the system 
identifies an imposter as a genuine while FRR refers to the probability that the 
system identifies a genuine as an imposter. The error rate where FAR is equal to 
FRR is called Equal Error Rate (EER). EER represents an optimal point to evaluate 
the matching accuracy for a biometric system. In general, the matching score located 
at the EER is used for decision boundary to make a match or non-match decision. 
Figure 1.6 shows the relationship between these terms. 
Error rate 
A i i 
\ 丨 FAR / \ FRR 1 / 
I Matching Score 
Optimal Score 
Figure 1.6 The relationship of FRR and FAR in the ROC curve 
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EER is a generic metric to explain the accuracy of a system. Different 
biometric applications may tolerate different amounts of errors. For example, a 
criminal identification system may require an extremely low FAR; otherwise, it 
would generate a huge number of suspected persons, which may hinder the 
investigation work of a human fingerprint expert. On the other hand, an attendance 
monitoring system may require a low FRR rate in order to make the system user 
friendly and speed up the attendance monitoring efficiency. Hence, an EER may not 
reflect the specific application requirement of a biometric system. 
To enable fixable measurement, the Receiver Operating Characteristics (ROC) 
curve is introduced in Figure 1.7. It is a curve plotting of FRR against FAR. The curve 
illustrates the accuracy tradeoff between FRR and FAR. For a high security 
application, a tradeoff point is shifted to right while the tradeoff point is shifted to left 
in a low security application. Hence, we can easily compare biometric system 
accuracy in terms of its particular FRR or FAR rates. 
Optimal point for low 
ecurity application 
FAR 
^ S ^ Optimal point for high 
^ ^ security application 
> 
FRR 
Figure 1.7 The relationship of FRR and FAR in ROC curve 
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1.2 Embedded system 
1.2.1 Introduction to embedded systems 
In our context, an embedded system is a dedicated real-time computer system 
providing control and computation as a part of a complete system [16] [35]. It is a 
system containing a computing device that controls the operation of displays, motors, 
lights, etc. [85]. Embedded systems have been widely applied in many daily 
applications, ranging from electronic cooker heating logic to controlling aircraft fuel 
engine operation. To have a concrete definition of our target embedded system in 
this thesis, we focus on mobile device, probably the most important embedded 
system nowadays. 
1.2.2 Embedded systems characteristics 
Many different mobile devices exist in the market, for instance, personal data 
assistants (PDAs), cellular phones and smart cards, etc. Usually, the processors or 
‘other hardware used in most mobiles devices are not as powerful as most desktop 
computers [98]. These systems have a lot of limitations: 
1. Limited I/O, such as smaller keyboard and LCD panel. 
2. Limited battery life 
3. Limited processing speed 
4. Limited memory 
5. Limited bandwidth 
In software development, one may put more concerns on the processor power 
and the memory available for the deployment of the software application. In general, 
the processing speed of a mobile device is much slower than a standard PC platform. 
For example, the latest version of Pocket PC has a 400 MHz Intel StrongArm 
.XScale CPU, and Palm-based PDA may have a Motorola MC68SZ328 66 MHz 
CPU. Other mobile devices possess even slower processors ~ the Gemplus 
GemXpresso Java card has only an eight bits processor running at 5 MHz. 
The amount of memory available to mobile devices is also constrained. A 
typical Pocket PC may have a common shared RAM and ROM memory, ranging 
from 32Mb to 96 MB. Most mobile phones may only have less than a megabyte 
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memory. The memory and the processing power constraints limit the possible 
development of highly computational intensive application software for the mobile 
devices. As a consequence, software developers usually need to customize their 
application based on the hardware specifications. [99][100] 
1.2.3 Performance evaluation of a StrongARM processor 
To have a more detailed understanding of a mobile device performance, let us 
review a typical Pocket PC processor here. 
The StrongARM SA-1110 is a 32-bit embedded RISC microprocessor with 
core running at 133 MHz or 206MHz. [48]. It is the core of many palm-size devices 
and pocket PC's. Figure 1.8 depicts the architecture of the StrongARM SA-1110 
microprocessor. The advantages of SA-1110 are its low power consumption and 
high computation power. Its high bandwidth and numerous I/O interfaces which 
allow it to support many multimedia applications, such as MPS decoding, smart 
screen phones and other networking applications. 
r 
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Figure 1.8 Block diagram of SA-1110 processor [49] 
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To illustrate the StrongARM processor's performance, we have done an 
experiment on the performance of the StrongARM 206 MHz processor against a 
Pentium II 266 MHz as shown in Table 1.2. Although both CPU have similar clock 
rates, their performances are totally different. While for basic integer operations, the 
Pentium II is only two times faster than the StrongARM, the advantage factor grows 
to at least 12 (and up to 230) for floating-point operations. The factor becomes even 
bigger (300 一 400) for trigonometric functions. 
TABLE 1.2 THE EXECUTION TIME (IN SECONDS) OF 1 MILLION OPERATIONS ON 
DIFFERENT PROCESSORS [ 1 0 6 ] 
Strong Arm 206 MHz Pentium II266 MHz 
，-、^ � — 
Integer Arithmetic 
_ _ 麵 祿 絲 t l l c t崎 0.10 0.05 
i ^ ^ f a u l t i p l i j ^ a a o n 厂 ： 0.09 — 0.06 “ 
m t ^ i — i v M o i i 淨 得 赛 0：12 0.22 
Floating point Arithmetic 
14、您•球矜卿、fe-卜、‘：：二 ‘ H o t t i n g pointVT-i-i ；：‘‘ 
顏 讓 龍 0.05 
9.5 0.06 
i i g ^ ^ i S W " 0^：09 0：06 
���������•• >�, � -� /*�����5����<>   Mathematics functions 
_ _ ^ ^  
: I ：：：： 
From the above statistics, we can see that the StrongARM CPU has a much 
weaker computation power than the traditional personal computer CPU, especially 
in floating point operations. The reason is that the StrongARM lacks a hardware 
floating-point unit to execute the floating-point operations directly. Instead, all those 
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operations are simply emulated using the software libraries, i.e. use a group of 
integer operations to emulate a floating operation. Certainly, this approach not only 
decreases the performance, but also limits the accuracy of the operations. 
It is a common situation in other embedded processors. According to an 
application note [14] of an ARM processor, there are number of means to adapt the 
floating-point operations on the embedded system: 
1) Hardware coprocessors to execute the floating-point instructions 
2) A hardware emulator of the hardware coprocessors. • 
3) A software library that implements floating-point arithmetic functions 
Obviously, equipping hardware coprocessors to assist the floating-point 
instructions or specific application targets is the most efficient way to solve the 
problem. However, large power consumption and complicated electronic interface 
hinder the development of this solution. In the StrongARM CPU, it adopts the third 
method to emulate the floating-points operations. With a combination of a set of 
different integer operations to emulate the floating-point instructions, it is observed 
that the execution time is 100 times increased. 
To port a PC based software into an embedded system, several possible 
solutions may be taken: 
1) Reduce the use of floating-point instructions. We can revise the 
algorithm and remove the unnecessary time-consuming instructions 
to increase the running speed. 
2) Re-write the floating-point library, which is application-specific. We 
analyze the programming requirement and design a tailor-made 
floating-point library (fixed point representation) to speed up the 
program. (Sacrifice the accuracy to enhance the speed) 
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1.3 Objective -An embedded fingerprint verification system 
With the growing popularity of portable computing and communication devices, 
there is a trend that more and more traditional PC software applications will migrate 
to embedded systems [27]. Enabling biometric authentication in the mobile devices 
is one of such needs. 
We can notice that fingerprint verification is a computational intensive job. It 
involves complicated image processing techniques that require a lot of geometric 
and floating-point arithmetic computation. Because of the complexity of the 
fingerprint verification algorithm, the system usually involves a powerful processor 
on a PC or even some tailor-made hardware co-processors on the embedded system 
in order to obtain a real-time performance. 
As shown in the previous section, embedded system usually specializes for its 
target application and its main processor is generally weak. It is a challenging task to 
port a PC based fingerprint verification algorithm into a slow embedded system 
using only the software approach. 
In this thesis, we propose a fingerprint verification algorithm, which relies on 
r 
an accurate reference point extraction method to localize the time-consuming 
minutia extraction and minutia matching procedures. The fingerprint verification 
program is further converted to fixed-point representation using techniques 
developed in a companion work [106]. Hence, real time performance with 
acceptable accuracy in an embedded system platform, SAll lO processor, becomes a 
possible reality. 
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1.4 Organization of the Thesis 
The rest of this thesis is divided into four parts. 
Chapter 2 briefly describes the past-related works in the fingerprint verification. 
Characteristics and the implementation of the classical fingerprint verification 
process will be reviewed for investigation. In addition, the computational extensive 
module will be located for latter optimization. 
Chapter 3 presents our fast fingerprint verification, which depends on an 
accurate reference point extraction scheme and a localized minutia extraction and 
matching techniques. 
Chapter 4 presents our experimental results and our contributions. 
Finally, Chapter 5 gives a conclusion and describes some possible researches 




2 Literature Reviews 
2.1 Fingerprint matching overviews 
Fingerprint matching is a process to compute the similarity between two fingerprint 
images. In general, fingerprint matching can be categorized into two approaches: 
correlation-based and minutiae-based approaches. 
In minutiae-based approach, the local features, minutiae, found in a fingerprint 
image are first extracted. The attributes of the minutiae, such as locations of the 
minutiae, minutiae types (bifurcation or ridge ending) are used for the matching 
process in the fingerprint verification. Once the minutiae are extracted from two 
fingerprint images, they can be matched using some geometric point pattern 
matching techniques for a similarity score. 
In correlation-based approach, either the entire or partial portion of a 
fingerprint image is converted into frequency domain, and then resultant signature is 
compared with a master fingerprint signature to get a similarity score. In a 
‘fingerprint image, the ridge structure can be viewed as an oriented texture pattern 
having a dominant spatial frequency and a dominant orientation in a local 
neighborhood. The frequency is reflected from the inter-ridge spacing presented in 
the local ridge structure while the orientation is represented by the local ridge 
orientation. In [18], a fingerprint image is divided into blocks, which are organized 
using diagonal and polar reading methods and are converted into frequency domain 
using FFT for template matching. In [69][70], wavelet transform is applied for 
fingerprint matching. In [1][7][9], a set of 8 different directional Gabor filters is 
applied to a fingerprint to extract the directional features of the fingerprint image 
around the core point. The resulting filtered images are then tessellated into sectors 
and the grayscale variances of the sectors are used to quantify the underlying ridge 
.structures for matching. 
Both of the above two fingerprint matching methods have their niches. 
Minutiae based approach is more accurate than the correlation-based approach in 
most situations, because of the high discrimination power of the minutiae feature 
points among different fingerprint images [92]. On the other hand, correlation-based 
approach outperforms the minutiae based if the fingerprint images are in poor 
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quality so that minutiae cannot be extracted properly. Because it does take into 
account the global pattern of ridges and furrows, it is less sensitive to noise. Table 
2.1 depicts the comparison between Minutiae-based and Correlation approaches. 
With the advances of the fingerprint sensor technology, the captured 
fingerprint images are usually in good quality and therefore most of the 
fingerprints matching programs for verification purpose are based on the 
minutiae-based approach. In the following sections, a complete picture of 
minutiae-based fingerprint-matching procedures is described. 
TABLE 2 . 1 . COMPARISON OF TWO MAJOR FINGERPRINT VERIFICATION APPROACHES 
Approacltes ：> / / & Minutiae-based Correction-based 
Matching teehntques V | Point pattern matching Image-based correlation 
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2.1.1 Minutiae-based fingerprint matching 
The common procedure of a minutiae-based fingerprint-matching algorithm is 
illustrated in Figure 2.1 
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Figure 2.1 Block diagram for minutiae-based fingerprint matching 
� When a digitized fingerprint image is acquired from the fingerprint sensors, it 
is first enhanced into an acceptable quality by an image enhancement module. Then, 
its orientation fields are computed to reflect the local ridge flow structure of the 
fingerprint image. This information is passed to the segmentation module to separate 
the interested fingerprint regions and the background from the fingerprint images. 
Afterwards, the minutiae are extracted from the enhanced image and the data are 
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stored as a template file. To provide a more sophisticated fingerprint matching, some 
systems also detect the singularities from the orientation fields. Then a fingerprint 
type is determined using the singularities or the orientation fields for a coarse 
matching purpose. In the last stage, two fingerprint templates are matched against 
each other to compute the degree of similarity. 
For a brief understanding of the fingerprint matching techniques, we will 
describe the above modules one by one in the following sections. 
2.2 Fingerprint image enhancement 
Fingerprint image enhancement is a preprocessing step before the minutia 
extraction. 
During the fingerprint acquisition, the presence of noise is inevitable. Noise 
may originate from the fingerprint sensors (low resolution, random noise), the skin 
condition of the users (scars or injuries) and also distortion due to uneven pressure 
of a finger exerted on the sensor. Noise can lead to the following problem [47]: 
1. Numerous false minutiae may be produced. 
r 
2. Large amount of genuine minutiae may be ignored. 
3. Large errors in the minutiae's location detected (the position and 
orientation) may be introduced 
The problem becomes worse if the binarization and thinning method [95] is 
applied to extract the minutiae because the method is more susceptible to noise. 
Hence, different image enhancement techniques have been proposed to enhance and 
improve the fingerprint image. Regarding the low contrast of the image, histogram 
equalization [6] or gray-level normalization [26] [47] is done to increase its contrast 
and image information. 
To recover the scars or broken ridges in the fingerprint image, proposals to use 
directional oriented ridge enhancement algorithm by applying Gabor filters [46] [47], 
anisotropic filter [89] or Sobel filter [6] to remove the noise and reconstruct the 
ridge/valley structures of captured fingerprints have been studied. Others proposed 
to use the frequency domain filter corresponding to ridge directions to smooth the 
ridges [19][93]. 
In addition, a rule-based method using the fingerprint expert knowledge was 
introduced in [103]. It classified common fingerprint binary image patterns into 6 
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cases. An expert pre-defined rule was applied to regenerate the original shape of the 
ridges if either these cases is encountered on the fingerprint images. 
2.3 Orientation field Computation 
I P论1 gradient direction 
\ € \ %NvLocal ridge direction 
Figure 2.2. The relationship of the local ridge direction and the gradient of 
pixel. 
An orientation field/directional field is a 2D matrix of directional vectors indicating 
the local ridge orientation of the blocks of the fingerprint image. In principle, the 
orientation of a block is perpendicular to the gray-scale gradients of the pixels inside 
the block as shown in Figure 2.2. 
Mathematically, the gray-scale gradient vector G^ (x, jv) G ,^ (x, y) ^ of an 
image pixel /(x, y) is defined as: 
r ( � ] \dl{x,yy 
，少） . X dx 
L 办 . 
And its gray-scale gradients (j) and the corresponding orientation 6 can be 
computed using the following equations: 
, , J G 少(X，_y)) n A ^ 
(j) = tan —^——r and 6 = ^ + ― 
l A (太,力J 2 
In order to minimize noise influence, the computation of an orientation of a 
point requires the estimation of the average orientation of its entire surrounding 
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neighborhood. To compute faster, the fingerprint image is divided into grids with a 
constant block size and an averaged local orientation is computed inside each block. 
There are two common approaches to estimate the local ridge orientation. 
1. Discrete direction estimation. The direction K(i,j) at point (z, j ) is defined by: 
f n \ 
K{ij)= Direction MinY^{c{i,J,)-C{ij)) 
V “1 y 
where C(/, j ) and , j,^) indicate the gray scale of the points (z, j ) 
and their extrapolation in the direction K respectively, n is the number of 
pixels chosen for the local window. The above equation assigns the direction 
with the minimum gradient of the local window to points 7). A similar method 
using a slit to compute the estimated direction is also proposed in [58]. For each 
pixel c, the values of the pixels in the image corresponding to one of the 8 
different slits are summed and a decision rule is applied to assign a discrete 
direction (one of the 8 directions) to the pixel C. Figure 2.3 is a typical eight 
direction slits used to estimate the local ridge direction in a 9X9 pixels block. 
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‘ Figure 2.3 An Eight direction slits used to estimate the local direction at pixel 
C. [58] 
2. Dominated local orientation estimation [1][67]. The method is based on 
averaging the sum of all gradient vectors in the block of image pixels. The 
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gradient vectors can be computed by convoluting some edge detectors with a 
fingerprint image. Opposite gradient vectors cancel each other if their 
orientations differ by 180 degrees [76]. To overcome this drawback, the gradient 
vectors are first doubled before summation and finally the resulting value is 
divided by two to reflect the dominant local orientation. This method is much 
more accurate than the first approach despite its expensive computation 
overhead. 
With the boom of the CPU power, most researchers [13] apply the second 
method to compute the fingerprint local ridge orientation. 
2.4 Fingerprint Segmentation 
Fingerprint Segmentation aims to classify a fingerprint image into region of interests 
(ROIs) and background. The ROI is a region in which accurate feature extraction 
can be conducted while the background region indicates the noisy area of the 
fingerprint or even the non-fingerprint region. In a typical fingerprint matching 
system, accurate segmentation is a key for reliable feature extraction as well as for 
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final matching result of a fingerprint-matching problem. 
In recent researches [10] [21] [20], a fingerprint image is first partitioned into 
blocks. Each block is then labeled as background or ROI depending on their local 
features. These features are the coherence, the local mean and the local variance of 
the fingerprint image. In each block of the fingerprint image, we assume that 
background regions have no dominant direction while the ROI show a clear ridge 
flow in a particular direction. The coherence is the index showing the uniqueness of 
the orientation of the gradients vectors. It can be formulated by [67]: 
coherence = w 
where G^ ^ and G^ ^ are the squared gradient vectors for x-axis 
and y-axis of image block window W . 
Since fingerprint mainly consists of parallel ridgeline structures and the ridges 
in a local window are pointing to a similar direction, the coherence of the fingerprint 
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regions will be expected higher than the background region. Most algorithms 
[21][33][90] rely on a threshold value to segment the fingerprint image based on the 
coherence. Other sophisticated approaches suggest training a neural network using 
the coherence, local mean and local variance to optimize the segmentation [10], 
examining the local image region to check whether it matches the fingerprint ridge 
structure [56][57]. 
Usually a post-processing step is applied to the segmented image to remove 
the abrupt noise and preserve the integrity of the final segmented fingerprint image. 
Common techniques include region growing and morphology [10][51]. Figure 2.4 
shows the segmented images before and after morphology. 
_ _ mmwm 
Figure 2.4 A segmented image (left) and a resultant image after morphology 
(right) [10]. 
2.5 Singularity Detection 
The singularity points, i.e. the core and delta points are located using the orientation 
field. They are defined as the points in the fingerprints where the direction fields 
become discontinuous. The most popular method for singularity detection is based 
the Poincare index [4][11] [58][71][79], which is the change of rotation of the 
orientation fields around a point in an anti-clockwise direction. A core point has a 
Poincare index of 180 degree while a delta point has a Poincare index of-180 degree 
as shown in Figure 2.5. The weakness of this method is that no singularity points 
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can be detected from the arch type fingerprints and false singularities may exist too. 
The Green's Theorem is therefore proposed to eliminate the false singularities 
[12][13]. 
•圖 _ _ 
Ordinary point Delta point Core point Double-core point 
CP - W 180" 36(r 
Figure 2.5 Computation of Poincare Index and the definition of ordinary, 
core, delta points. The "x" symbol denotes the point of interests. [58] 
The structural approach is another alternative. It is based on examining the 
global structure of the directional field to locate the singularity points. The idea is to 
use the directional histogram or the global direction of the direction field around a 
centre point to detect the presence of singularities [30][96][97]. Figure 2.6 depicts 
the global directional field structure of the singularity points. 
Other innovative approaches attempt to locate the singularity points [74][86] 
by monitoring the gradient change at singularities, computing the x-axis and y-axis 
transition lines and locating the target from the intersections of the transition lines. 
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Figure 2.6 Directional fields of the fingerprint segment. (The upper parts 
are the fingerprint image segments and the lower parts are the corresponding 
segment) [86] 
With the extraction of singularities, one can use their geometric information 
for fingerprint classification or registration of the fingerprint image. Usually, the 
core point information is more vital than the delta point as it is always located near 
the centre of the fingerprint image. In fact, such information provides a basic 
alignment scheme for the fingerprint matching process. 
2.6 Fingerprint Classification 
While fingerprint classification cannot identify fingerprints uniquely, it is helpful in 
determining when two fingerprints do not match [58]. It is a coarse-level 
categorization that assigns the fingerprint images to difficult classes based on the 
ridges flow structure. Fingerprint classification reduces the total searching/ 
processing time in fingerprint identification system [64]. Most of the fingerprint 
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classification systems rely on the original Henry classification system that classifies 
the fingerprint into five classes: Right Loop, Left Loop, Whorl, Arch, and Tented 
Arch (Right Loop, Left Loop and Whorl occupy 96% of the population [87]) 
However, the unevenly distribution of the fingerprint images lower the indexing 
function of the classification scheme. Hence, different efforts have been developed 
to sub-classify the fingerprint images into additional classes. 
There are many ways to achieve fingerprint classification. The most common 
method is based on the relative position and the number of the singularities found in 
a fingerprint image [58] [66][72]. It is a simple and accurate method provided that 
the image is iof good quality and is large enough for accurate detection of its 
singularities. A simple classification scheme using the number of singularities is 
displayed in Figure 2.7. 
Structural based methods [25] [42] employ another approach that uses the 
global directional image histogram around the core point to classify the fingerprint 
images. Chong [68] employed B-Spline curves to represent the fingerprint ridgelines 
and classified the fingerprint images according to the resulting shapes of the curves. 
A relational graph method, which relies on directional image partitioning to segment 
r 
the orientation field into several homogeneous regular-shape regions, is proposed in 
[31]. The region representatives built up relational graphs, which summarize the 
global structures of the fingerprints. This method is further improved to perform the 
directional partitioning by using a dynamic structural mask [81]. 
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Figure 2.7 Block diagram of a singularities based fingerprint classification 
algorithm [58] 
Other methods, such as the deployment of neural networks [59] [109] or filters 
[9] were also suggested. Moreover, to have a continuous classification, it is not 
uncommon to sub-classify the fingerprint image with some additional features, such 
as ridge count between the singularities or the other features. However, such 
additional classification steps can induce more errors and also increase the total 
> execution times. The classification accuracy of the mentioned methods usually 
achieves a correct classification rate range from 88 % - 96% in large database 
testing. 
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2.7 Minutia extraction 
In the minutia extraction stage, the fingerprint feature representatives, minutiae 
(either bifurcations or ridge endings) are extracted from a digitized fingerprint 
image. 
There are two common minutia extraction methods: 
1. Binarization and thinning 
2. Direct gray scale 
2.7.1 Binarization and thinning 
Binarization and thinning is the oldest method for minutia extraction. In binarization, 
a threshold technique is applied to map all the image pixels from a gray level {0 一 
255} domain into a binary representation (0 represents ridge, 1 represents valley). In 
general, the pixels located at different parts of a fingerprint image may be captured 
under different contrast or illumination environments due to inconsistent pressure of 
finger exerted on the sensor surface. Hence, a dynamic thresholding / local 
r-
thresholding technique [53], which varies its threshold values based on the local 
intensities of pixel values, is usually used to obtain an acceptable binary fingerprint 
image. 
Following binarization, a thinning algorithm converts the binary image into 1 
pixel thick skeletons. In most thinning algorithms [2] [34][73], a pixel considered as 
a boundary pixel is either deleted or flagged until the entire image has been scanned. 
Usually, the thinning processes are iterative. In each round, the outermost pixels are 
removed and the resultant ridges are successively thinned until all one-pixel thick 




Figure 2.8 Binarization and thinning result: (A) Original fingerprint. (B) Result after dynamic thresholding. (C) Result after thinning process 
After the thinning process, some traditional connectivity measures [8] [84] are 
taken to locate the minutia endings and bifurcations from the fingerprint skeletons. 
With reference to the following 3x3 window: 
XI X2 X3 
XG M X4 
X7 X6 X5 
A pixel M is an end point if 
k=\ 
A pixel M is a bifurcation if 
k=l 
where R (9) = R (1) and R (n) is the value of pixel Xn 
R (n) = 1 if it is black pixel and R(n) =0 if it is white [88] 
After minutiae extraction, post-processing techniques [29][78][90] can be 
applied to remove the false minutiae, which are generated as bi-products when a 
thinning process acts on the scars, wrinkles, and oily or dry skin associated with a 
31 
finger. Generally, a 256 X 256 pixels fingerprint image may contain more than 50 -
300 false minutiae, depending on the fingerprint quality and the binarization and 
thinning algorithm used. A post-processing technique is a time-consuming task as it 
needs to sequentially analyze each type of false minutia by examining the local 
fingerprint skeletons [40][41]. Figure 2.9 depicts some typical false minutiae. Other 
simple false minutiae removal procedures, such as the removal of two minutiae 
points which are too close to each other with the similar orientation or the removal 
of minutiae which are too near the background area, may also be applied depending 
to the application requirements. 
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Figure 2.9 Example of false minutiae (black dots) [40] 
2.7.2 Direct gray scale approach 
> The direct gray scale method is a newer method proposed in last few years. It 
originates from the traditional ridgeline following algorithm stated in [101]. The 
motivation for extracting the features directly from the gray scale image are [33]: 
1. A lot of information may be lost during the binarization process. 
2. Binarization and thinning are time-consuming. 
3. The binarization technique performs unsatisfactorily when 
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applied to low quality image. 
The principle of the direct gray scale approach is based on grey level of image 
pixels. A fingerprint image can be viewed as a 3D model of ridge and valley 
structure as depicted in Figure 2.10. A ridgeline is defined as a set of points, which 
are local maxima along one direction. By tracking the ridge along the ridgeline 
direction through the adaptive ridge orientation refinement in the local maximum 
relative to a section orthogonal to the ridge direction, we can detect the ridge 
discontinuities. 
, 參 
Figure 2.10 A 3D view of a partial fingerprint showing the ridge and valley 
During each ridgeline tracking iteration, we start with a current tracing point 
(icjc) and a tracing direction (p^, which is the orientation of the grid to which the 
tracing point belongs. We advance the current point to (itjt) which is [i pixels apart 
from point (icjc) along the direction 外.A cross section of length 2a +1 long 
the direction normal to the orientation of the point (itjt) is generated. A local 
maximum is located from the cross section Q and its location (itjt) is updated to 
our new tracing point (icjc). The above process repeats until ridge ending cases 
encountered. Figure 2.11 depicts a ridge tracking procedure. 
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Figure 2.11 Direct gray scale ridgeline tracing procedure 
An advantage of this approach is the adaptive ridge reconstruction in the 
ridgeline tracking steps during the cross sectioning. The ridge tracking algorithm 
smoothes the cross section of the ridgeline before a new tracking direction is 
determined. The cross section is computed by averaging n neighboring cross 
sections and the averaged cross section is convoluted by a Gaussian silhouette mask. 
These two steps allow a reliable local maximum detection so that the ridge tracing 
step is less sensitive to noise than the binarization and thinning method. 
To extract the minutiae information, a minutiae detection step is defined inside 
the ridge tracking process. During each ridgeline tracking, ridge ending cases may 
be encountered. We can group these cases into the following five situations, which 
are also illustrated in Figure 2.12: 
1. The ridge ends - a termination minutia found 
2. The ridge intersects with another - a bifurcation found 
3. The ridge intersects with the other ridge with similar orientation - no minutia 
found; the nearest minutia should be deleted. 
4. The ridge extends outside the ROI - no minutia found. 
5. The change of the orientation of during the ridge following is large than a 
threshold - a minutia due to excessive bending found. 
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Figure 2.12 Different ridge ending condition: (a) a termination (b) a bifurcation 
(c) a false minutia (d) a false minutia as the line goes out of interest region (e) 
an excessive bending minutia 
2.7.3 Comparison of the minutiae extraction approaches 
In both of the above minutiae extraction approaches, the minutia location, its 
orientation and other features are recorded and passed to the minutia matching 
routine. The direct gray scale approach is a better choice as it takes into the 
consideration of the local information of the complete ridgeline rather than just 
blindly follows the uncertain ridge skeletons generated from the error-prone thinning 
process. Figure 2.13 depicts the possible false minutiae generated from the 
binarization and thinning approaches. Obviously, a sophisticated fingerprint 
enhancement and a thoughtful post-processing step are critical in order to have 
reliable minutiae extraction in the binarization and thinning approach, i.e. more time 
is need to enable such kind of minutiae extraction. 
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Figure 2.13 Effects of various sources of degradation on the (a) gray scale, (b) 
binary, and (c) raw skeleton images using binarization and thinning approaches. 
Wet and dry fingers suffer from randomly positioned "false minutiae" while 
wrinkles and scars create more structured patterns of false minutiae near the 
scars [53]. 
On the other hand, direct gray scale applies a ridgeline sailing mechanism to 
locate the minutiae. This approach is less sensitive to the noise as it travels the ridge 
in stepwise manner rather than a pixel-wise operation. During its ridgeline tracing 
algorithm, minutia detection are performed simultaneously, which allow most of 
false minutiae to be rejected during the minutiae extraction phase. Thus, the 
computational intensive post-processing procedure in the binarization and thinning 
approach can be avoided. Evidence showing that the direct gray scale approach is 
‘ much faster than the binarization and thinning approach can be found in [32] and 
[33]. 
In our fingerprint verification system, we have chosen to use the direct gray 
approach to do the minutiae extraction. 36 
2.8 Minutiae matching 
Minutia matching is the stage in which two sets of minutiae information are 
compared to yield a degree of similarity between them. 
There are 2 common methodologies to do the fingerprint matching: 
1. Point matching 
2. Structural matching 
2.8.1 Point matching 
In point matching, two sets of minutiae information are aligned using their 
coordinate information. The similarity score is computed by the summation of 
similarities of the matching minutia pairs. The similarity of a minutia pair is usually 
defined as their normalized Euclidean distance derived from their minutiae 
attributes. 
There are different approaches to align the two sets of minutiae points. In [72], 
a modified Hough transform algorithm is used to find out the possible translation of 
the minutiae set. The algorithm discretizes a set of allowed transformations. For 
each transformation, a matching score is then computed from the paired minutiae 
points using an elastic matching method. The transformation with the maximal score 
is believed to be the correct alignment and its matching score is taken as the genuine 
matching score of the two sets of minutiae points. In [6] and [8], the ridges, which 
are represented by a set of equal distance point sets, associated with the minutiae are 
used for alignment. By finding the corresponding ridges between two sets of 
minutiae points, possible transformations are known. In [88], the core point 
locations of two minutiae sets are used as the registration point for the alignment. 
Once the alignment of two point sets are obtained, minutiae matching can be 
computed easily by overlapping the two points sets according to the pre-computed 
transformation for their similarity score. To limit the total searching space during the 
minutiae pairing process, the minutiae are enclosed by a pre-defined bounding box. 
Due to different minutiae coordinate representations, Cartesian and polar 
coordinates, the bounding box can be a rectangle or a sector liked shape as 
illustrated in Figure 2.14. 
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(a) (b) 
Figure 2.14 .Two Bounding Boxes for point matching, (a) A rectangular 
bounding box for Cartesian coordinates (b) A sector liked bounding box for 
Polar coordinates 
Since the polar coordinate representation [36][104] can resist the radial 
outward distortion of fingerprint images better, more and more minutiae matching 
systems now adopt polar coordinate as their minutiae location representations. 
2.8.2 Structural matching technique 
In structural matching, matching requires not only the basic minutiae information, 
but also the structural information of the fingerprint is employed in order to compute 
a similarity score. 
To have a reliable correspondence between two sets of minutiae points, [71] 
and [105] transform the minutia features into some local graph based representations 
as depicted in Figure 2.15. The local structures are created with the information of a 
central minutia and its N-nearest neighbors. The ridge count, inter-edge angle, 
absolution edge distance are used to characterize the local structure. With the 
formation of a number of local structures in a pair of two fingerprint images, a 
correspondence between the two fingerprints can be located by finding the closest 
matched pairs of local structures in the fingerprints. Once the correspondence of 
each fingerprint is found, all the minutiae are then aligned to form a global structure. 
The two global structures constructed from the fingerprint images are then used to 
compute the final similarity score. 
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V ^ \ / Relative rotation 
V ^ 
\ / Ridge count and \ absolution distance 
(a) (b) 
Figure 2.15 A graph based representation of local structures (a) Local 
structures formed in a fingerprint, (b) A local structures and its attributes. 
In [110], rotational and translational structural features are created from the 
minutiae and their neighbors using such features as the total number of surrounding 
neighbors of the central minutiae, the number of ridges between the central minutiae 
and its neighbors, the relative orientation between the neighbors and the central 
minutia, the distance between the neighbors and the central minutiae. These 
structural features are then sorted by the number of surrounding neighbors and 
matched with its counter parts in the other fingerprint image for finding the 
corresponding pairs. Once the corresponding pairs are found, a tree matching 
procedure [110] is applied between the two feature sets to progressively compute the 
similarity score. 
Other approach [62] may use a deformation model with a triangle-based graph 
to implement the structural based matching. 
To conclude, point matching is a simple task if the alignment is already known. 
It involves simple point pairs and Euclidean distance computation. On the other 
hand, structural matching requires more information and procedures to generate the 
�l o c a l features during the feature extraction stage and minutiae matching stages. 




In this chapter, we have discussed the various implementation techniques in a 
fingerprint matching system. The most computational intensive module is the 
minutiae extraction process. It consumes roughly 70% of the total fingerprint 
verification time in our implementation. To enable fingerprint verification on the 
embedded system, we target to reduce the minutiae extraction time in order to yield 




3.1 Fast Fingerprint Matching System Overview 
3.1.1 Typical Fingerprint Matching System 
A typical minutia based fingerprint verification process shown in Figure 3.1 works 
in two phases: fingerprint enrollment phase and fingerprint matching phase. In the 
fingerprint enrollment phase, a sensor captures the fingerprint image from which the 
minutiae are extracted, processed and stored as a 'master template'. In the 
fingerprint verification phase, the above process repeats, resulting in the generation 
of a 'live template'. The two templates are matched to determine a similarity score 
of the two fingerprints. It is found that the process in the enrollment phase and 
verification phase are the same, hence, the execution time for enrollment and 
verification are the same. 
‘ S m e r n Minutia extraction | — • Fingerprint | 
_ n template | 
" t — 驪 MiBllMteg'i^aEiiJ I 
Fingerprint enrollment phase 
，r 
matching score 
Fingerprint verification phase 
Figure 3.1 A typical fingerprint matching workflow. 
3.1.2. Fast Fingerprint Matching System Overview 
In most previous work, the minutia extraction processes in the enrollment and 
verification phases are identical. Therefore, there is no speed gained in the 
verification phase. As a typical fingerprint verification process, the master template 
during the enrollment phase is created only once while the live template is created 
every time when the user wants to verify his identify. Since we know the 
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information in the master template, we can predict the feature presented in a correct 
live template of that person. With this thought, we present an asymmetric fingerprint 
matching system, which relies on a prior knowledge of the master template to 
shorten the total execution time in the verification phase. 
Figure 3.2 depicts our fast fingerprint matching workflow. During the 
enrollment phase, we extract a reference point, which represents a unique frame of 
the whole fingerprint image. The minutiae extracted are aligned with the reference 
point to form a rotational and translational invariant feature vector. When a 
fingerprint image is input in the verification phase, the same process is used to 
extract the reference point. Once the reference point is known, a localized minutiae 
extraction can be done near the reference point to extract a pre-defined amount of 
feature to verify the input fingerprint image identity. With the reduction in the 
fingerprint image size for minutiae extraction and minutiae matching, a faster 
fingerprint matching performance can be achieved without significant lost of 
accuracy. 
In this chapter, we will present the overall implementation of the above system 
based on the described idea together with some optimization techniques done in 
each module to shorten the total processing time. 
J Reference ^ ^ ^ 
Z point ^ 7 ： 
Fingerprint ^ 一 Minutia g ^ Fingerprint ’ 
enrollment I extraction i template 
--FingerpjinienroJlm_entj3haseA priori knowledge  
Fingerprint | Localized 1__^ Minutia ^ 
enrollment M minutia i 
. | \ extraction | matching Matching score 
Reference j 
point I 
Fingerprint verification phase  
Figure 3.2 Proposed fast fingerprint matching workflow. 
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3.2 Orientation computation 
Orientation field computation is a vital process in our algorithm as it directly affects 
the reference point detection and the fingerprint segmentation result. Regarding to 
the accuracy issue, we apply the mean square orientation estimation algorithm [22] 
to compute the orientation field. The implementation is as below: 
3.21 Orientation computation 
1 Divide the fingerprint images I of NxN pixels into (N/w) x (N/w) blocks of 
grid size w. 
2. Compute the gradients of x-axis and y-axis each pixel I(i, 
j) of the image by convolute the image with the Sobel operators S^ and S^: 
‘1 2 1) f - 1 0 n 
尸 0 0 0 Sy= -2 0 2 
1 - 1 - 2 - i j 1 - 1 0 i j 
3. Estimate the local orientation 0{i, j ) of each block centered at pixel (i, j) 






0[i,j) =-tan. — ^ 
3.22 Smooth orientation field 
With the mean square orientation estimation, a rough orientation field O is 
obtained. However, due to the presence of noise and errors, the above calculated 
orientation field could not reflect the true direction of the ridges. Therefore we need 
to apply a mean filter to smooth the abrupt change of the orientation field. 
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1. Extract the cos component and the sin component of 
the orientation field O: 
(D•力=c�s(20(/J)) 
(D,(/，y) = sin(20(,，y)) 
2. Smooth the cos component and the sin component � , ( “ _ / ) by 
averaging their value with their W^ x W^ neighbors to obtain smoothed 
cos and sin components V;(i, j ) and V; (/，j) respectively: • 
f i+fVn,/2 j+W�J2 \ 
V:{i>j)= Z /KxW^) 
Vl{ij)= E 艺 ① / ( ^ o X ^ J 
3. Apply the similar least square orientation estimation to compute the 
smoothed orientation field O {i, j). 
With the above procedures, a smoothed orientation field O is acquired. An 
example of a smoothed orientation field computed from a fingerprint image is 
shown in Figure 3.3. 
H 
(a) (b) 
Figure 3.3 A smoothed orientation field: (a) A fingerprint image, (b) Its 
associated smoothed orientation field. 
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3.3 Fingerprint image segmentation 
In fingerprint image segmentation, we apply the coherence as an index to 
separate the background and the ROI. The coherence Coh(i, j ) of a point (z, j ) 
can be calculated by the x-gradients and y- gradients obtained in the orientation field 
computation process. 
Let G^ and G^ represent the sum of the x-gradients and y-gradients in a 
window of grid size w pixels around the point j), then the coherence Coh(i, j ) 
of this point can be calculated using the following equations: 
(+W/2 /+W/2 z I X M 
u=i-w/2 v=j-w/2 
i+w/2 y+w/2 Z I X w 
u-i-w/2 v-j-wH 
一 ， 叫 ^ 
If all the squared gradient vectors are pointing in the exactly the same direction, 
Coh(i,j) will be equal to 1. On the other hand, if the squared gradient vectors are 
equally distributed in all directions, the length of the sum of the vectors will be equal 
to 0 and the resultant coherence will be 0. The detailed explanation of the above 
equation can be found in [8]. 
By computing the coherence values, the segmentation can be done by taking a 
threshold value to the coherence value computed in each block of the fingerprint 
image. 
Let Seg(l: N/w，1; N/w) be a lookup table used to store the segmentation 
information of the fingerprint image. 
&容(i A _ j l if Coh{i,j) > avgCoh 
， [0 otherwise 
45 
To generate a dynamic threshold value for different quality fingerprint image, 
we use the average coherence value of the whole image as the segmentation index. 
3.4 Reference Point Extraction 
To align two fingerprint images, we must locate a reference point which is unique 
among the fingerprint image of the same fingers Previous studies for minutiae 
matching usually use the core point as a registration point to align the minutiae come 
from two fingerprint images. 
_ 
Figure 3.4 An Arch class fingerprint image 
However, not all fingerprints have core points, making the image alignment 
problem infeasible for some fingerprint types. The Arch type fingerprints shown in 
Figure 3.4 are typical examples of the failure cases because the ridge flow of this 
fingerprint type suffers only a gentle change. Hence, no core point can be detected 
using the traditional singularities detection methods. 
To generate a unique reference point for alignment, a new feature called focal 
point is proposed in [60]. A focal point is an expected focus of curved ridges in the 
fingerprint, images. It is defined as an expectation of cross-points, where a 
cross-point is the intersection of two normal lines of curved ridges. However, the 
• high demand of computation time (The average running time is 5.3 seconds in a 
Pentium III 450MHz) and inconsistent results (10 pixels displacement errors among 
the detected points) of the detection method limit its usage in real time situation. 
An alternate approach, in which a reference point is defined as the maximum 
curvature change in the concave ridges, is proposed in [9]. This approach can even 
locate imaginary reference points in Arch type fingerprint images as shown in 
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Figure 3.5 whereas other algorithms possibly cannot. We have enhanced this 
approach with additional sophisticated checking conditions to ensure that accurate 
and genuine reference points can be found. 
_ 
Figure 3.5 Concave ridges in a fingerprint image where the finger is positioned 
upright (It is our reference point location) 
The algorithm details are described below: 
1. Divide a fingerprint image, I，of NxN pixels into (N/w) x (N/w) blocks of grid 
size w and apply the least square orientation estimation algorithm to obtain a 
smoothed orientation field O . 
2. Calculate the sin component S from the smoothed orientation field: 
4•，y)=sin(0’(/，力） 
The sin component possesses an attractive characteristic that it reflects the local 
ridge direction. A perfectly horizontal ridge has a sin component = 0. On the 
other hand, the ridge's sin component = 1 if it orientates vertically. Due to the 
discontinuity property, the sin component value always changes abruptly in areas 
near a reference point. 
3. Initialize a 2D array Ci and set all its entries to 0. 
4. Scan the sin component map in an up-to-bottom, left-to-right. 
For each sin component, s(i, j): 
if 4.’y)<*^加-、诚 and o'{i-\j)>^/2 and o ' � i + � j ) < k II then 
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Compute the difference D. 
Compute the Cz(y)value. 
end 
The difference D of the sin component in the region Ri and Rn is defined by a 
circular mask as shown in Figure 3.6,with radius r and angle 0 using the 
following equation: 
Rf Rii 
The Ci [i][j] entry is used to compute the continuity of a possible reference point 
candidate and is defined as: 
� . ( , . ) =j 1 i f ( i 二 1) 
则 - [ C / ( i - 1 , 7 - l ) + C/(i - l,y.)+ C/(i _ I j + l )+ 1 otherwise 




Figure 3.6 (a) The circular mask for reference point extraction 
(b) The corresponding sin component map 
The difference D in the circular mask indicates the extent of the change of 
^ direction for the concave ridges. After all the sin components have been scanned, the 
position with the maximum value, D is obtained. In other words, the location with 
the sharpest change in the orientation of the ridge direction becomes a reference 
point. 
Due to the presence of noises in a fingerprint image, it is not uncommon that 
the location with abrupt change in the orientation field is mistaken as a false 
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reference point. To alleviate the problem, following conditions must be checked to 
verify the genuineness of a reference point: 
• With the convergence property of the ridges curvature near the reference 
point, a reference point should be located in the block (i,j) at which the 
corresponding value > 遍 . 
• In general, if two reference point candidates have the same D value, the 
one located at the bottom should be taken as the true reference point. 
We apply the above procedure using a larger grid size (w =8) first, and then 
refine the grid size (w =3) to restrict the search in a localized fingerprint image. The 
method not only reduces the processing time, but also avoids the possible error due 
to scars or noises in the fingerprint image. Detailed workflow of the reference 
extraction is depicted in Figure 3.7. 
Intact fingerprint • 一 Reduced I 
image I fingerprint image I 
^""Esza i ipmiESi J I H i i i i i i i i i p i i i iH i i i i l 
•‘ 1 r ^  
Orientation field _ Orientation field _ 
computation I computation • 
(8X8 grid size) I (3X3 grid size) I 
} r } r  
Fingerprint _ Accurate | 
image I reference point I 
segmentation I detection I 
I r  
Coarse reference | * 1 
point detection I Compute the 
I reference point 
^ • • • • • • • • • • • • • • • • J location and 
orientation 
• Figure 3.7 Reference point extraction workflow. 
Once the reference point location (coreX, coreY) is found, we can proceed to 
calculate its approximate orientation by analyzing the upper parts of its orientation 
field using the following procedure. 
Select a fixed number of rows near the reference point. For each row of the 
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smoothed orientation field, select the position whose orientation value is minimal 
along the row. Compute AvgX and AvgVhy averaging the x and y displacement of 
all the minimum orientations found location with respect to the reference point. The 
orientation of the reference point by: 
core _ Orient = arctan(-^vgr / AvgX) 
mm 
p B B I I i 
_ _ _ 
職 _謹 
Figure 3.8 The reference point detected in the two different arch class fingers 
(The upper 3 and the bottom 3) and their corresponding sin component map 
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3.5 A Classification Scheme 
From our experience of fingerprint matching, certain false matching cases can exist 
such that two globally different fingerprints possess similar minutia features in local 
regions near their reference points. Figure 3.9 shows some examples. These cases 




(a) (b) (c) 
Figure 3.9 The false accepted matching cases. The upper and the lower 
fingerprint images are come from different person, but their matching score is 
high because of the similar minutiae point in the extracted sub-regions. 
To compensate such a weakness, we propose to add a pre-matching 
classification procedure to detect the global structure of the fingerprint before our 
• minutiae matching process. As described in Chapter 2，there are many sophisticated 
classification strategies to solve the fingerprint identification problem [25] [42]. As 
their targeted platforms are very large-scale fingerprint databases server, they are not 
suitable to be applied in mobile devices. We therefore develop our own simple 
fingerprint classification technique to investigate the global structures of fingerprints. 
This technique is inspired by a classification technique using only the core point 
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information to classify the fingerprint image [24][25]. 
With the pre-computed orientation fields in the reference point extraction stage, 
a general direction-oriented ridges flow pattern, the smoothed orientation field, is 
available. Based on the structural features of the orientation field, 3 different classes 
of fingerprint image can be defined: 
Class A: Continuous low orientation values are located in the central of the 
orientation field. The differences of the orientation values among 
the horizontal successive elements are usually very small. This 
class corresponds to the Arch and Tented arch classes. 
Class B: Two reference points are found on the orientation field. One is 
concave (upper one) and one is convex (bottom one). Their 
distance apart is within a range. This corresponds to the Whorl 
Class. 
Class C: One reference point is found in the orientation filed. This class 
corresponds to the Left Loop and Right Loop classes. 
Figure 3.10 shows the 3 types of fingerprint classes used in our system. To 
create an efficient classification mechanism, we include the reference point 
r 
extraction in the classification process. Once a coarse reference point is extracted, 
we trace down from the estimated reference point location to examine the 
orientation blocks value. If the orientation value is below a certain threshold, we can 
trace down for a certain number of blocks. We can conclude that it is a class A 
fingerprint. Otherwise, a reverse direction of coarse reference point extraction is 
done on the fingerprint image. If another reference point is found, it is a class B 
fingerprint. Other fingerprints which do not satisfy the above condition are regarded 
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(a) Class A (b) Class B (c) Class C 
Figure 3.10 three different fingerprint classes in our classification scheme. 
(The first row is the fingerprint image, the second row is their corresponding 
sin component maps, the third row shows the theoretical spatial classifiers.) 
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3.6 Finding A Small Fingerprint Matching Area 
Once the reference point is located, all minutiae extracted from a master fingerprint 
image can be aligned with the reference point to generate a circular sub-region in the 
original image. This sub-region contains a fixed number of minutiae to be matched 
with similar minutiae contained in a live template during an authentication process. 
First, the Cartesian coordinates of the extracted minutiae in a master 
fingerprint image are converted into Polar coordinates using the following 
equations: 
(x. - core^ J + {y. - core^ } 
= t a n - - c o r e — , 
&i=(p�coreo触 
where the cartesian coordinates of minutia i 
识,is the minutia orientation 
, (/;.，6) is the polar coordinates of minutia i 
i9, is the normalized minutia orientation 
{corecorthe cartesian coordinates of the reference point 
is the reference point orientation 
Under the polar coordinate representation, the minutiae are rotational and 
transnational invariant with respect to their reference point 
After the coordinate transformation, the minutiae are sorted in ascending order 
according to their distances from the reference point. To compute a minimum area 
that covers a pre-determined number, N, of minutia points, we select the first N 
minutiae from the list to form a master feature template T as indicated in Figure 
3 . 1 1 . 
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Figure 3.11 The first N minutiae and their reference point formed a feature 
template T. 
In working with the reference points, it is not uncommon, especially in the 
arches fingerprints, that some reference points are located near the boundaries of the 
images. Such cases can lead to large bounding circle size as shown in Figure 3.12 






where (x;’ 少is the cartesian coordinates of minutia i in the feature template 
(Xcentre，IS thc ncw Centre of the feature template 
The average center can be considered as a centralized reference point. It serves 
as the center of a smaller bounding circle whose radius is shown in the formula 
below. 
^Mathin, = Max[j{x, - X咖的)2 + (v, " 膽 ] + 
^centre =^(^cen,re -隱 J' + centre -脈 J � 
^centre = tail (y _ ⑶广〜，〜咖 _ ⑶尸已.J 
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It should be noted that a pre-defined constant, Rd, is added to tolerate distortion 
errors during an image capture process. In our experiment, Rd = 10 pixels. 
During verification, we first identify the reference point of a live fingerprint 
image. This point is then updated to become an average center. Subsequently, we 
look for minutiae points only in the bounding circle centered at the average center. 
Figure 3.12(B) depicts the idea of using a 'centralized' reference point to align the 
minutia and define the bounding circle. It is obvious that the radius of the bounding 
circle refers to the 'centralized' reference point is much better than the original 
reference point, hence, the execution time of the extraction area of the live template ‘ 
is expected to be shorter. 
(a) (b) 
Figure 3.12 (a) Size of a bounding circle is large if the reference point is 
near a boundary, (b) Size of the bounding circle decreases when a 
'centralized' reference point is used 
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3.7 Fingerprint Matching 
Once we have captured a live fingerprint input from the sensor during the 
verification phase, we can first explore the reference point location and then apply 
the (r咖,沈,�,,"„) and r a d i u s i n the master template to localize our minutia 
extraction area. Then we can apply the direct gray scale approach to extract the 
entire minutia from the limited region of the live image and form a live fingerprint 
template. 
The matching of the master r ^ and live template is simply a 
point-to-point matching which is a fast comparison procedure suitable for low 
computation power machine. 
First, we order the templates in the increasing order of the radial angle: 
… … , ( r 丄’ U J } 
Tl ={(厂1,6>1’《91，0,(厂2，没2，為,,2),......八 丨 A 山y^ 
where (r.，0-, <9,，t.) represents the corresponding radius, radial angle 
and the normalized minutia orientation of a minutia with respect 
to the reference point. 
Then we locate the best-matched pairs of the minutia between template T^ 
and T\ using the following distance formula and the bounding box: 
abs(r -r.)x abs(Gi - G j ) if the minutiae pair are within bounding box 
Distance = < 
0 otherwise 
It is found that the deformation due to pressure exerted by fingertips on the 
sensor is usually uneven. This nonlinear deformation alters both the positions and 
the orientations of the minutiae. For minutiae closer to the central reference point, 
their minutiae radius variations differ slightly while the minutiae radial angles can 
differ more significantly. On the other hand, for those minutiae farther away from 
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the central reference point, the minutiae radius variations can be quite different 
while the minutiae radial angles differ only slightly. To take into consideration of 
this nonlinear deformation, a changeable bounding box is used for minutiae pairing. 
Figure 3.13 depicts the changeable bounding box idea. In our implementation, the 
changeable bounding box (r^, ) changes according to the radius of the minutiae: 
rsmall i f - Tsmall 
^B ~ ” ^middle i f rsmall ^ - ^large 
/large o t h e r w i s c 
^small i f ^ ^small 
^B = j <^middle if ^small < 鴻 arge 
、没Urge Otherwise 
where (r；, ) is the current minutiaecooridinates 
,、—/，。• W are pre - defined radius bounding size 
厕/，凡 / 赦�/argearepre-definedangleboimdingsize 
* 
Minutiae . , , , Angle bound 
/I 
Angle bound / L J j / Radius bound — - - -
< • Radius bound 
Reference point 
Figure 3.13 Changeable sized bounding box 
After we have established the correspondence minutiae pairs between the 
master and live template, the matching score S is computed with the following 
equation: 
58 
隱 b e r o f g c h i n g p a i r f D i s t a n C e ( P a Z > , ) , , ) 
(1 penality 
S =——^——^ ^ I x m 
max{m，/} 
where penality is a number between 0 -1 which depend on the similarity of the 
minutiae type and minutiae orientation of the minuiae pairs. 
3.8 Minutiae extraction 
In our minutiae extraction process, we have chosen the direct gray scale approach 
[33] [57] because of its fast computation time and reliable minutia extraction 
performance. After the image segmentation, minutiae extraction will focus on the 
region of interests (ROIs) to extract the possible minutiae. 
3.8.1 Ridge tracing 
To extract the minutiae from the image efficiently, we divide the fingerprint image 
into blocks and then apply the ridgeline tracing algorithm in the central pixel of each 
block if the block is in ROIs and has not been traced before. The implementation is 
summarized as below: 
foreach block(i,j) of the fingerprint image 
if ((block(i,j) is ROIs) AND (block(i,j) is not visited) 
(X，y) = getRidgeLocalMaximum(^\oQk{\,]))； 
orient = computeLocalOnentation(b\ock{i,i)); 
ridge Direction = orient + —； 
ridgeline Jracmg{x, y, ridge Direction)-, 
end if 
end foreach 
The minutiae extraction first locates a local maximum from the ridge of the 
block image, then computes the ridge direction from the local orientation of the 
block and applies the ridgeline tracing procedure to extract the discontinuities of the 
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ridge. 
The algorithm for ridgeline tracing [33] can be summarized as: 
ridgelinejracingii^, j；，cp^) { 
end := false; 
( i c J c ) : = ( i s J s )； 
(Pc 外； • 
while (-nend){ 
pixel along direction (p^  ； 
n := section set centred i n ( i j J j ) with direction 9c and length 2(T + 1 ; 
(i„, j„) := local maximum over ^^  ； 
store(i„J„)； 
end := check stop criteria on(i^, j J , ( i , , j J , j j ; 
( i c J c ) - = ( i n J n ) ； 
(p^  := tangent direction in (i�，j�）； 
} 
• } 
In each step, the algorithm goes along the orientation direction ju pixels to a 
new point (it，jt). Then it takes a cross section orthogonal to the orientation direction 
with 2cr + l pixels. From the cross section, it computes a new local maximum 
(in，Jn) and uses the new maximum to estimate the new orientation for the ridgeline 
following algorithm proceeded. 
3.8.2 cross sectioning 
The cross section Q with the start point Ostart Jstant) and end point (i end J end) is 
defined as below: 
Q = { (i，j)l(U)eImage,(i,j)esegment((ist3^，jst3j，(ie„d，je„d)) } 
^here (istartJ'startt)= (round(i^ -o--coscD),(roundO, - a - s i n O ) ) 
(iend,jend) = (round(it +cr.coscD),(round(jt +0".sincD)) 
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By applying Bresenham's algorithm [37][52] to compute Q , most of the 
operations can be done using simple integer arithmetic. 
3.8.3 local maximum determination 
To compute the local maximum of a cross sectionQ, we detect all the 
points of which satisfy the following weak local maximum condition: • 
gra少/eve/(i„.丨，丨)< graylevel{i^, j„) <= graylevel{\^^,, ) 
Due to the noise and the contrast deficiency presented in the ridgeline, the 
number of points which match the above conditions may not be equal to exactly one. 
Possible cases of the cross sections are shown in Figure 3.14. 




Figure 3.14 Some possible cross sections encountered (The height of a bar 
represents the gray level of a pixel in the cross section, a local maximum is 
indicated as a gray bar ): (A) an ideal cross section with a central local 
‘ maximum. (B) a cross section with no local maximum. (C) and (D) cross 
sections with more than one local maximum. 
Hence, a refinement procedure is needed to locate the true local maximum 
from the point list P: 
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localMinim um (P ) 
if numberOfPoints(p) = 0 
meaiiL = localMean(Q); 
m e a n �= localMean(centralSection(Q)), 
if (meant > mean^.) 
No local mximum is found; 
else 
Q,/4 = getFirstQuanter (Q), 
Q3/4 = getLastQuanter (q); 
if (localMean(Q,/J> localMean(C^3/4)) 
(in，jn) =卿位也 / 4 ) ; 
else 
( � , j „ ) = c 咖 难 3/4); 
end if 
end if 
else if numberOfPoints(P) == 1 
( i „ J n ) = P[0]； 
else 
(i„, jn) = P[k] I Distance(P[k], center(p)) = minimum 
end 
end 
3.8.4 Ridge tracing marking 
To ensure the ridge tracing routine travels each ridge only once. A marking 
technique is applied to label the traveled pixels on the fingerprint images. We apply 
a 2D array T，which has the same dimension as the original fingerprint images and 
mark down the traveling routine by updating the values in T . 
At the beginning of the minutiae extraction process, all the entries of T are 
‘ set to zero. When a ridge tracing routine updates its step to a new point j^) in 
image I and the local orientation (p^  of this point is estimated, the corresponding 
pixels of T are labeled using the discrete directional masks (The masks size should 
be equal to the average thickness of the ridges in the fingerprint images). Below is 
an example of some predefined directional masks: 
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'0 0 0 0 0 0 Ol [0 0 0 0 0 0 0— 
0 0 0 0 0 0 0 0 0 1 1 1 0 0 
0 1 1 1 1 1 0 0 0 1 1 1 0 0 
visitedMas k _0 = 0 1 1 1 1 1 0 visitedMask _90 = 0 0 1 1 1 0 0 
0 1 1 1 1 1 0 0 0 1 1 1 0 0 
0 0 0 0 0 0 0 0 0 1 1 1 0 0 
_0 0 0 0 0 0 OJ [0 0 0 0 0 0 0 
"0 0 0 0 0 0 ol � 0  0 0 0 0 0-
0 0 0 0 1 0 0 0 0 1 0 0 0 0 
0 0 1 1 1 1 0 0 1 1 1 1 0 0 
VisitedMask _ 45= 0 0 1 1 1 0 0 visitedMask _\3 5 = 0 0 1 1 1 0 0 
0 1 1 1 1 0 0 0 0 1 1 1 1 0 
0 0 1 1 0 0 0 0 0 0 0 1 0 0 
_0 0 0 0 0 0 oJ [0 0 0 0 0 0 0 
To have a reliable visited ridge marking, one can use a dynamically generated 
directional mask to record the traveling path according to the current ridge thickness, 
but the overhead of this operation overwhelms the accuracy gained. Hence, we make 
a compromise and apply a predefined directional masks to trace the ridge traveling 
path according to the computed local orientation (o < < ;r)： 
/ \ / - \ ••c 兀 ^  J In 乂 if (p, <- OR --<(p, \ oy V o y 
MaskTat point(i„,j„)with visitedMask_0 ,-r (^ ^ 
else IT —<<p„< — 
U 8 j 
MaskTat point(i„, j„)with visitedMask_45 
else IT — < ( p „ < — 
I 8 �8 j 
MaskTat point(i„, with visitedMask_9Q 
else i f . 
M a s k T a t p o i n t ( i w i t h visitedMask_135 
3.8.5 Ridge tracing stop criteria 
To detect the minutiae from the ridge discontinuity, the following conditions 
are checked during the ridge tracing procedure for each updated points: 
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if (i t, j t) is at background region 
No minutia is found in the current ridge 
else if (it，Jt near a ridge k near a local window w 
m = get minutia of ridge k from minutia list 
if (|m.coordinate - currentCooridinate | < threshold _D 
if |m.orientation - currentOrientation | < threshold _ O 
delete m from minutia list 
else 
Set m.orientation = the average of two ridge orientation 
Set m.type = burification 
Put m to minutia list 
end 
end 
else if no local maximum is found in the cross section of (i^, jj )OR 
localOrientation - previoustOrientation | < threshold _ T 
n = new MinutiaPoint 
n.coordinate = ( i ^ j J 
n.type = ridge ending 
n. orientation = local orienation 
end 
If the ridge tracing updates to a point outside the ROIs, the process terminates 
as no minutiae are found. If it traces to a point where the matrix T is already marked, 
i.e. traces to another visited ridge, then we can check the relative orientation and the 
location of the minutiae near the current point. If the minutia has the similar 
attributes as the current point, then we delete it as a false minutia. Otherwise, we 
update the old minutiae type, as it represents a bifurcation rather than a ridge ending. 
If the ridge traces to a point where no local maximum is found or the ridge tracing 
changes its tracing direction sharply, we record the current point as a ridge ending. 
To eliminate the formation of the false minutiae, we also adapt the following 
‘ f a l s e minutiae elimination conditions: 
1. Two minutiae which are near each other and possess similar 
orientation are removed 
2. The minutiae which are near the boundary of the ROIs are 
eliminated as they have the highest possibility to be false 
minutiae. 
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In our minutiae extraction, the minutiae information including the minutiae 
coordinates, minutiae type and minutiae orientation are recorded and this 
information is then used to generate the fingerprint template with the detected 
reference point information. 
3.9 Optimization technique 
In the implementation of the embedded fingerprint verification program, our main 
task is to achieve a real time performance in our target system. Obviously, a good 
compiler can help a lot in shortening the total running time. However, a programmer 
should also have responsibility in optimizing the program. With the experience 
gained in an embedded system project, we have combined some optimization tips to 
speed up the running performance and these types of information are valuable in 
other embedded system application development: 
1 .Use macro to reduce the calling functions overhead. This can be easily done 
by declare the function using "static inline" keyword before the function 
prototype in C language. 
2.Declare all shared variables as global to reduce the call-by-value overhead. 
3.Use static memory allocation rather than dynamic memory allocation for 
large memory space operation. Experience shows that the dynamic memory 
allocation is a very time-consuming task. 
4.Pre-compute frequently used values and store them in a lookup table. This 
sufficiently reduces the computation time spent on the repeated tasks. 
5 .Use memory operations, such as memory copying or moving routine, to 
perform the matrix operations. It is much faster than directly using a looping 
statement to change the individual value one by one. 
6.Put the most frequently encountered condition as the first condition of the 
• nested conditional statement in order to reduce the time for evaluating all the 
conditional statements. 
7.Reduce the memory allocation time by sharing a common memory space 
with several variables. Obviously, the time for referencing these variables 
should not be overlapped. 
8.Reconstruct the equations in the program to minimize the total number of 
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arithmetic operations. To be an experienced embedded program developer, 
one should thoroughly understand the tradeoff of the execution time of 
different instructions in order to acquire a shorter running time. 
3.10 Summary 
In this section, we have gone through the implementation details of our embedded 
fingerprint verification. We pointed out the general weakness of the typical 
symmetric fingerprint verification procedure and derived an asymmetric fingerprint 
verification procedure, which relies on the local minutiae extraction near the 
reference point as shown in Figure 3.15. The implementation of each module has 
been described and the common optimization techniques applied in the fingerprint 
verification have been discussed. 
mm 
. - • X : .]: .‘:， . ..、. ^•^遽I 丨丨丨 
(a) (b) 
Figure 3.15 Our new fingerprint matching example, (a) A master template feature 
extraction and the bounding circle, (b) A live template feature extraction from 
localized fingerprint area 
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4. Experimental results 
4.1 Experimental setup 
Our target platform is a SA-1110 embedded system equipped with a StrongARM 
206 MHz processor. The system runs an embedded Linux OS [50]. In our 
implementation, the fingerprint verification is first written in C language. After that, 
a fixed-point library developed by my companion [77] is applied to the program and 
finally we ported the program into the embedded devices using the GNU Toolchain 
for ARM [102] (gcc-2.95.2 cross compiler [44]). 
4.2 Fingerprint database 
Compared to the desktop sensors, which can produce 512 X 512 pixels or even 
larger image sizes, the embedded fingerprint sensors can only cover part of the 
fingerprint image and generate a smaller fingerprint image. To simulate the 
fingerprint verification on the embedded devices, we build up our fingerprint image 
database using a fingerprint optical sensor, manufactured from Biometric Access 
. Corporation (BAC) [23], which can only provide small fingerprint images with 256 
X 256 pixels size. 
Our fingerprint database is generated from 383 different Asian fingers. Each 
individual enrolled his/her same finger 3 times to build up the database with 1149 
fingerprint images. 
4.3 Reference point accuracy 
The accuracy of the improved reference point extraction method has a significant 
impact to the results of our fingerprint verification experiments. Figure 4.1 depicts 
the reference point location detected in our fingerprint image database. We have 
observed that most of the reference points are located around the centre of the 
fingerprint sensors. To evaluate the accuracy of extracted reference points, a human 
expert is invited to distinguish the reference point location difference among the 
images come from the same finger. The results are shown in Table 4.1. It is found 
that 97.3% of the reference points were correctly located using our extraction 
technique. Remaining error cases are mainly due to the presence of noise or scars 
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near the reference points, causing their extracted locations to be shifted by a short 
distance (several pixels), 
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Figure 4.1 The detected reference point location in our fingerprint database. 
TABLE 4 . 1 THE REFERENCE POINT EXTRACTION ACCURACY 
^ P U P U g ^ ( 力 ’ • �N m ^ e r o f s a m p l e ( s ) | Percentage m 
Wrong location of the reference points 2 0.17 
Reference points of the same finger 
, 11 0.96 from a ndge 
Reference points within 8 pixels 18 1.57 
Cannot distinguish the reference 
� ’ 1 � � - “ 1118 97.30 points location deviation by human 
4.4 Variable number of matching minutiae results 
To study the relationship between the number of matching minutiae and the size of 
the bounding circle, we conducted a series of fingerprint minutia extractions using 
the database mentioned above. The results are depicted in Figure 4.2. The graph 
indicates that the number of minutia in a fingerprint image found is directly 
proportional to the size of the bounding circles (square of the bounding radius). If 
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we increase the size of the bounding circles to obtain more minutiae for enhancing 
accuracy of the matching results, the execution time will certainly increase. 
150 r ‘ ‘ I 1 1 1' I —r-—‘ I丨 I • • 
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Figure 4.2 The average minutia radius to extract a pre-defined number of 
minutiae from the fingerprint image 
Relating to the impact of the number of matching minutiae on the accuracy of 
fingerprint matching, we varied the number of matching minutiae (6, 10, 18 and full 
minutia matching) and computed the corresponding False Accept Rates (FAR) and 
False Reject Rates (FRR). Results are plotted in Figure 4.3，and their corresponding 
Equal Error Rates (EER) with different number of matching minutiae and the size of 
the bounding circles are shown in Table 4.2. 
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a 
Z ~ FAR for full matching 
^ — FRR for 18 minutia matching 
— F A R for 18 minutia matching 
一 FRR for 10 minutia matching i 
— F A R for 10 minutia matching i 
— F R R for 6 minutia matching  
FAR for 6 minutia matching 
“ “ “ 仰 
� - - . . . 
Figure 4.3 The FAR and FRR curves using different number of matching 
minutiae 
TABLE 4 . 2 THE VERIFICATION PERFORMANCE ON DIFFERENT NUMBER OF MATCHING 
MINUTIAE 
I" Numbetof Average radius of Ratio of the 
:�.�:’,w仏.��V: ；•• • 、’. “、 ^ •.： .Matching"BER (%) the extraction area sub-regions to the ii^B^Mtep r ： •"' mmik « Ktonutiae ‘ • (pixels) ：乂| full size image 
6 8.4% 55 0.185 
10 6.4% 79 0.381 
18 4.9% 112 0.766 70 
Obviously, the processing time of the minutia extraction process is directly 
proportional to the image size. If we limit the minutia extraction to 6 minutiae, the 
average bounding circle will have a radius of just 55 pixels. The total minutia 
extraction area will be reduced to about 20% of the original size, indicating roughly 
20% of the original processing time for the complete image is really needed. 
The results in Table 4.2 also show that the use of 6 matching minutiae is 
sufficient to yield an EER less than 9%! To further study the accuracy problem, the 
results are plotted in the form of Receiver Operating Curves (ROC) in Figure 4.4. 
The matching accuracies for different number of matching minutia are very similar 
when the FARs are above 10%. 
TABLE 4 . 3 THE EXECUTION TIME OF THE VERIFICATION ALGORITHM AGAINST 
DIFFERENT NUMBER OF MATCHING MINUTIA 
L ^ ^ ^ f e b ^ ofrntchiing minutia • 6 10 18 All ^ 
Time for preprocessing (s) 0.15 0.15 0.15 0.15 
Time for Minutia extraction (s) 0.16 0.27 0.41 0.63 
Time for Minutia matching (s) 0.01 0.01 0.01 0.01 
Total time (s) 0.32 0.43 0.58 0.79 
Table 4.3 shows the execution time of the fingerprint verification algorithm 
using different number of matching minutia. Since the segmentation, reference point 
extraction and the classification are relied on the orientation field computed in 
orientation computation process, we group them as a preprocessing step in our speed 
test to simplify the result illustration. The benefit of our matching algorithm can 
obviously reduce the image region for computational extensive minutia extraction 
process. From the above figure, matching 6 minutiae can cut down the total 
execution time to 40%. 
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Figure 4.4 The FAR and FRR curves with different number of matching 
minutiae 
, ？ / ROC curves for differ卯t number of minutia matching 
1 — Full matching 
0.45 - I ——18 minutia matching -
— 10 minutia matching 
0 4 - ——6 minutia matching _ 
laas- -
0.3-1 - i 
�, : . ' P ( i � : 0 , 0 6 ^ T 猛 ~ o . k 0 : 4 ~ 0 , 4 6 0 6 i 
Obviously, we can always refer to the ROC curves to obtain a good balance of 
the accuracy and the bitmap size when extracting minutiae in a sub-region of a live 
fingerprint image. The experiment findings can be used to convince that reducing 
the number of matching minutia can be one of the possible solutions for the low 
computation power embedded devices. 
4.5 Contribution of the verification prototype 
From our experimental results, we can observe that the total execution time (both 
minutia extraction and minutia matching time) drops when lesser minutia are 
required for the matching. There are several implications of this fingerprint 
verification prototype when applying in mobile/embedded devices: 
• The number of matching minutia can be defined as the index of security 
level. We can vary the number of matching minutia in order to change the 
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security level of the application. 
• If the computation power of a mobile device is weak, we can reduce the total 
number of matching minutia (the total execution time) in order to 
compromise the real time performance. 
• With a smaller number of matching minutiae involved, some secure 
embedded devices, such as a 5 MHz smart card, can have sufficient power to 
handle real time in-card matching [107] [108]. This advance can enable 
secure authentication in e-commence applications [83]. • 
• To compensate the reduced accuracy problem due to the smaller overlapping 
area, one can put more effort in the minutia template matching. For instance, 
we can match the live template with several master templates in a 
verification process [23] and get a weighted average score to reduce the high 
false rejection rate due to the limited matching regions. 
Generally, real time fingerprint verification should be accomplished within a 
second in order to have an instant response. As our defined fingerprint verification 
algorithm is independent of the minutiae extraction and minutiae matching 
methodologies, developers can include our verification prototype into their original 
( 
fingerprint verification software easily in order to gain a changeable security level/ 
execution time performance. 
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5. Conclusion and Future Research 
5.1 Conclusion 
In this thesis, we have described a fast fingerprint authentication methodology based 
on small sub-regions of captured fingerprint images [61]. We have optimized the 
program code to the targeted performance and also have devised a novel approach to 
implement a variable running time fingerprint verification system.. Our results 
indicate the average processing time in the minutia extraction process in fingerprint 
matching can be significantly reduced without suffering heavy loss of accuracy, 
implying that very fast fingerprint matching can be done using the relatively slow 
embedded processors. With this development, we believe a lot of 'lightweight and 
portable' authentication applications can be developed. 
5.2 Future Research 
Fingerprint verification crosses a lot of interesting research areas. Although our 
proposed system can achieve a reliable verification in real time on the embedded 
system, we believe that a number of problems still need to be investigated for 
providing a more efficient embedded verification. In our working experiment for 
this thesis, several limitations of the fingerprint verification can be focused for 
future research: 
1. We have observed that small impression area of some embedded fingerprint 
sensors cannot provide an intact fingerprint image. Most of our verification 
errors are also due to the insufficient overlapping area of two fingerprint 
images. A solution is to construct a complete master template using multiple 
fingerprint images. Therefore, the partial live fingerprint image can have a 
� higher chance to be found in the master template. A fingerprint registration 
process has been proposed recently using ICP algorithm [5] to compute a 
compromise transformation between two fingerprint images. However, the 
elastic deformation problem is still not solved. Figure 5.1 shows some 
combined fingerprint images using the ICP algorithm. 
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Figure 5.1. Some fingerprint image merged using ICP algorithm. 
2. Fingerprint image deformation is also a serious problem in the fingerprint 
matching. The deformation leads to a greater error in the authentication 
accuracy. To reduce the distortion due to inconsistent impression pressure, 
we may devise a ridge normalization model, which allows the entire 
fingerprint image to be normalized according to their local inter-ridge 
distances. Vectorization of the fingerprint ridges and applying image 
transformation technique to re-scale the inter-ridge distance with respect to 
the reference points may be a solution to this problem, but experiments 
should be conducted to check whether the normalization will affect the 
matching accuracy. Figure 5.2 depicts this idea. 
i i 
(A) (B) 
Figure 5.2 A suggested fingerprint normalization model. (A) A distorted 
fingerprint ridge image. (B) A normalized fingerprint ridge image with 
pre-defined inter-ridge distance. 
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3. In a typical minutiae matching program, all the minutiae are weighted 
equally. In fact, different minutiae should have different degrees of 
importance / certainty. For example, the minutiae extracted in the 
well-defined ridge structure should be more important than the minutiae 
extracted in the poor image regions. With a well-defined minutiae certainty 
policy, the minutiae matching can be done with different weighting minutiae 
pairs. This approach may also improve the matching accuracy. 
4. Fingerprint enhancement is not a must in the fingerprint verification, but it 
can allow more reliable minutiae extraction to take place. It is well known 
that the directional filter, such as Gabor filter, can be applied to the 
reconstruct the partial damage ridge structure provided that the overall ridge 
orientation can be correctly computed. However, its extremely high 
computation hinders its application in embedded systems. A fast and efficient 
enhancement algorithm will be an interesting research topic. 
5. With the awareness of the security issues, more and more biometric systems 
will be employed in our daily lives. It will be a new trend if we can combine 
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