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LONG TIME BEHAVIOR OF ALFVE´N WAVES IN A FLOWING
PLASMA: MATHEMATICAL ANALYSIS ON THE GENERATION OF
THE MAGNETIC ISLAND
CUILI ZHAI, ZHIFEI ZHANG, AND WEIREN ZHAO
Abstract. In this paper, we consider the generation of magnetic island for the linearized
MHD equations around the steady flowing plasma with velocity field Us = (u(y), 0) and
magnetic field Hs = (b(y), 0) in the finite channel.
1. Introduction
In this paper, we consider the Alfve´n waves governed by the two-dimensional incompressible
MHD equations in a finite channel Ω =
{
(x, y)|x ∈ T, y ∈ [−1, 1]}:
(1.1)

∂tU + U · ∇U −H · ∇H +∇P = 0,
∂tH + U · ∇H −H · ∇U = 0,
∇ · U = 0, ∇ ·H = 0,
U2(t, x, y)|y=−1,1 = 0, H2(t, x, y)|y=−1,1 = 0.
with initial data U(0, x, y) andH(0, x, y). Here U = (U1, U2), H = (H1,H2) and P denote the
velocity field, magnetic field, and the total pressure(kinetic plus magnetic) of the magnetic
fluid, respectively.
This system has an equilibrium Us = (u(y), 0), Hs = (b(y), 0), Ps = const. We focus on
the secular behavior of the 2D linearized MHD equations around this equilibrium, which take
the form
(1.2)

∂tV1 + u∂xV1 + ∂xp+ u
′V2 − b∂xB1 − b′B2 = 0,
∂tV2 + u∂xV2 + ∂yp− b∂xB2 = 0,
∂tB1 + u∂xB1 + b
′V2 − b∂xV1 − u′B2 = 0,
∂tB2 + u∂xB2 − b∂xV2 = 0,
∇ · V = 0, ∇ ·B = 0,
V2(t, x, y)|y=−1,1 = 0, B2(t, x, y)|y=−1,1 = 0.
with initial data V (0, x, y) = (v1(x, y), v2(x, y)) and B(0, x, y) = (b1(x, y), b2(x, y)). Let
w0 = ∂xv2 − ∂yv1 and j0 = ∂xb2 − ∂yb1 be the initial vorticity and current density.
It is easy to deduce form (1.2) that the vorticity w = ∂xV2 − ∂yV1 and the current density
j = ∂xB2 − ∂yB1 satisfy the following equations:{
∂tw + u∂xw − b∂xj = u′′V2 − b′′B2,
∂tj + u∂xj − b∂xw = b′′V2 − u′′B2 + u′∂xB1 − u′∂yB2 + b′∂yV2 − b′∂xV1,(1.3)
here and in what follows, we use the notions u, u′, u′′ and b, b′, b′′ in stead by u(y), ∂yu(y), ∂yyu(y)
and b(y), ∂yb(y), ∂yyb(y) for brevity.
In terms of the stream functions ψ: V = (∂yψ,−∂xψ), then we have w = −∆ψ. Similarly,
there is a scalar function φ such that B = (∂yφ,−∂xφ) and j = −∆φ. Then we can deduce
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the following system on (ψ, φ):
(1.4)
{
∂t(∆ψ) + u∂x(∆ψ) − b∂x(∆φ) = u′′∂xψ − b′′∂xφ,
∂t(∆φ) + u∂x(∆φ)− b∂x(∆ψ) = b′′∂xψ − u′′∂xφ− 2u′∂x∂yφ+ 2b′∂x∂yψ,
with boundary condition ψ(t, x,±1) = φ(t, x,±1) = 0. And then taking the Fourier transform
in x of the above equations and inverting the operator (∂2y − α2) we get for α 6= 0,
(1.5)
{
∂tψ̂ + iαuψ̂ − iαbφ̂ = 2iα(∂2y − α2)−1
(
u′′ψ̂ − b′′φ̂+ u′∂yψ̂ − b′∂yφ̂
)
,
∂tφ̂+ iαuφ̂ − iαbψ̂ = 0.
Let
(1.6) Mα = −∆−1α
[
u′′ − u∆α −b′′ + b∆α
b∆α + b
′′ + 2b′∂y −u∆α − u′′ − 2u′∂y
]
where ∆α = ∂
2
y − α2 and its inverse ∆−1α satisfies (∂2y − α2)∆−1α ψ(α, y) = ψ(α, y) with the
boundary value ∆−1α ψ(α, y)|y=±1 = 0. Then
(1.7) ∂t
(
ψ̂
φ̂
)
(t, α, y) = −iαMα
(
ψ̂
φ̂
)
(t, α, y).
The study of the (in)stability of Alfve´n waves for MHD equations is a very active field in
physics and mathematics and there is a number of works in this field [4, 9, 15, 18, 30, 39].
If the equilibrium is not flowing (Us ≡ 0), then for the Alfve´n waves in homogeneous
magnetic fields (the case b(y) = 1), it is easy to obtain the linear stability by using the fact
that the current density j and the vorticity w satisfy the wave equation
∂ttj − ∂xxj = 0, ∂ttw − ∂xxw = 0,
with initial data (j, w)(0, x, y) = (j0, w0) and (∂tj, ∂tw)(0, x, y) = (∂xw0, ∂xj0). The above
fact also implies that there is no hope of obtaining a decay estimate of the velocity. For
nonlinear global stability in the homogeneous case, we refer the reader to [2]. For the non-
resistive MHD equation in which the termm −µ∆U appears in (1.1), we refer the reader to
[8, 11, 31, 37] for the local well-posedness results. The global well-posedness and stability
results may be found in [23, 36] for the 2D case and [1, 10] for the 3D case. For the fully
diffusive MHD equation in which both the terms −µ∆U and −ν∆H appear in (1.1), we
refer the reader to [6, 14, 37]. For Alfve´n waves in inhomogeneous magnetic fields, there are
few rigorous mathematical results. Grossmann and Tataronis [12, 28, 29] predicted that the
decay rate of the velocity is O(t−1). Recently Ren and Zhao [22] gave a rigorous proof for
the strict monotone positive magnetic field case in a finite channel. The mechanism leading
to the damping is the phase mixing phenomenon, which is similar to the well-known Landau
damping found by Landau in 1946 [17] and proved by Mouhot and Villani in their remarkable
work [20]. This common phenomenon also appears in the Euler equation, which is called the
inviscid damping. One may refer to [5, 7, 21, 24, 26, 33, 34, 35, 38] for the linear inviscid
damping results and to [3, 19] for the nonlinear inviscid damping results.
If the plasma is flowing, the long-time behavior of the solution to linearized equation
is not easy as before. One of the reasons is that Mα is not a self-adjoint operator when
u 6= 0. Another reason is from the physical observation: the reconnection phenomenon.
Reconnection of field lines is the process by which the topology of a flux surface structure
in a plasma can change. For more details about the stability of Alfve´n waves in a flowing
plasma, we refer to [13, 25]. By using Fourier-Laplace analysis, Hirota, Tatsuno and Yoshida
[16] studied a special case ((u(y), b(y)) = (k1y, k2y)) and gave a formal analysis about the
asymptotic behavior and predicted the existence of the magnetic island by assuming linear
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profiles of the ambient magnetic field and flow (u(y), b(y)) = (k1y, k2y) with k1, k2 = const.
The linear system is spectral stable, when 0 ≤ k1 < k2, however because of the existence of
the magnetic island, the topology of the magnetic field lines in the final state may be different
from the initial magnetic field lines. This instability, which tears and reconnects field lines,
is called a tearing mode [39].
In this paper, we study a more general case and provide a justification for Hirota, Tatsuno
and Yoshida’s prediction about the generation of magnetic island. We also carefully study the
behavior of the magnetic island, which may be used as a modifying factor, when we linearized
the MHD system and study the nonlinear instability of the Alfve´n waves in a flowing plasma
in the future.
Now we introduce some conditions on the background magnetic and velocity fields.
1. Regularity, (R) : u(y), b(y) ∈ C5 ([−1, 1]),
2. Stern stability, (SS): |u(y)| ≤ |b(y)|,
3. Island, (I): b(0) = u(0) = 0,
4. Monotone, (M): b′(y)− |u′(y)| ≥ c0 > 0 for some positive constant c0.
One may regard u(y) = ky, b(y) = k0y with k0 > |k| > 0 as an example. It is easy to check
that (I) and (M) imply (SS).
Theorem 1.1. Assume that u(y), b(y) satisfy (R), (I) and (M) and let
(
ψ(t, x, y), φ(t, x, y)
)
be the solution of (1.4) with initial data (ψ0, φ0) ∈ H3(−1, 1)×H4(−1, 1). There holds that,
1. for y = 0, as t→ +∞ and α 6= 0
ψ̂(t, α, 0) → u
′(0)
b′(0)
φ̂0(α, 0),
φ̂(t, α, 0) ≡ φ̂0(α, 0);
2. for 0 < y ≤ 1, as t→ +∞, there exists Γ+(α, y) such that
ψ̂(t, α, y)→ −u(y)
b(y)
(
b(y)Γ+(α, y)
)
φ̂0(α, 0),
φ̂(t, α, y)→ −(b(y)Γ+(α, y))φ̂0(α, 0);
3. for −1 ≤ y < 0, as t→ +∞, there exists Γ−(α, y) such that
ψ̂(t, α, y)→ −u(y)
b(y)
(
b(y)Γ−(α, y)
)
φ̂0(α, 0),
φ̂(t, α, y)→ −(b(y)Γ−(α, y))φ̂0(α, 0).
Moreover we have
Γ±(α, y) =
ϕ±(α, y)(u′(0)2 − b′(0)2)
b′(0)
∫ y
±1
1(
u(y′)2 − b(y′)2)ϕ±(α, y′)2 dy′,
where ϕ± solves ∂y
(
(u2 − b2)∂yϕ±
)−α2(u2−b2)ϕ± = 0 with boundary conditions ϕ±(α, 0) =
1 and ∂yϕ±(α, 0) = 0.
Remark 1.2. Of course, by time-reversibility, Theorem 1.1 is also true t → −∞. The
limiting profile is independent of the initial stream function. As V2 = −∂xψ and B2 = −∂xφ,
the limiting profile of V̂2 and B̂2 are the same as ψ̂ and φ̂.
Remark 1.3. The result φ̂(t, α, 0) ≡ φ̂0(α, 0) can be obtained by the equation (1.5) and
assumption (I).
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Remark 1.4. By the fact that lim
y→0
b(y)Γ±(α, y) = −1, we get that the limiting profile is
continuous at y = 0, precisely lim
y→0
lim
t→+∞ ψ̂(t, α, y) = limt→+∞ ψ̂(t, α, 0). As for the its derivative,
in [16], the authors predict that the limiting profile has a derivative jump at y = 0. Actually,
we can get that if
−5u′(0)u′′(0) + u′′(0)b′(0) − u′(0)b′′(0) + 5b′(0)b′′(0) 6= 0,
then there exists a positive constant C such that∣∣∂y(b(y)Γ±(α, y))∣∣ ≥ C−1(1 + ∣∣ ln |y|∣∣).
That means in this case the final state of φ and ψ does not decay to W 1,∞, which may be
useful in the study of the nonlinear instability.
Remark 1.5. If u(y) = ky, b(y) = k0y for some constant k0 > |k| ≥ 0, then b(y)Γ±(α, y)
are harmonic functions on T × [0,±1] with boundary condition b(0)Γ±(α, 0) = −1 and
b(±1)Γ±(α,±1) = 0. Then the final state is in W 1,∞ and its profile is as follows.
y
−bΓ+−bΓ−
−1 1
1
Remark 1.6. The necessary and sufficient condition of the generation of the magnetic island
is an open problem. Roughly speaking, according to (1.7), assuming there is a magnetic island
at the finial state, then there is non-trivial solution of Mα
(
ψ̂
φ̂
)
= 0. Formally we can get
that the necessary condition of the generation of the magnetic island may be 0 ∈ σ(Mα).
Remark 1.7. The convergence rate will be discussed in a separated work.
2. reduce the problem and the Sturmian equations
Let Ω be the domain that contains σ(Mα). Then we have the following representation
formula of the solution to (1.7):
(2.1)
( ψ̂
φ̂
)
(t, α, y) =
1
2πi
∫
∂Ω
e−iαtc(cI −Mα)−1
( ψ̂
φ̂
)
(0, α, y)dc.
Then the large time behavior of the solution
(
ψ̂
φ̂
)
(t, α, y) is reduced to the study of the
resolvent (cI −Mα)−1.
Suppose
(
cI −Mα
)−1( ψ̂0
φ̂0
)
(α, y) =
( Ψ1
Φ1
)
(α, y, c), then
(
cI −Mα
)( Ψ1
Φ1
)
(α, y, c) =
(
ψ̂0
φ̂0
)
(α, y)
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⇔
{ −c∆αΨ1 + u∆αΨ1 − u′′Ψ1 − b∆αΦ1 + b′′Φ1 = ω̂0,
−c∆αΦ1 − b∆αΨ1 − b′′Ψ1 + 2u′∂yΦ1 + u∆αΦ1 + u′′Φ1 − 2b′∂yΨ1 = ĵ0.
⇔
{
(u− c)∆αΨ1 − u′′Ψ1 − b∆αΦ1 + b′′Φ1 = ω̂0,
(u− c)Φ1 − bΨ1 = −φ̂0.
Here ∆α = ∂
2
y−α2. Let Φ1(α, y, c) = b(y)Φ2(α, y, c) then Ψ1(α, y, c) = (u(y)−c)Φ2(α, y, c)+
φ̂0(α, y)/b(y), then we get
∂y
[((
u(y)− c)2 − b(y)2)∂yΦ2(α, y, c)] − α2((u(y)− c)2 − b(y)2)Φ2(α, y, c)
= ω̂0(α, y) −
(
u(y)− c)∆α( φ̂0(α, y)
b(y)
)
+ u′′(y)
φ̂0(α, y)
b(y)
(2.2)
For this equation, by denoting Φ2(α, y, c) = Φ(α, y, c)+φ̂0(0)χ(y)/(cb(y)) whereas 0 ≤ χ(y) ∈
C∞0 (R) : χ(y) = 1 for |y| ≤ 12 and χ(y) = 0 for |y| ≥ 3/4, we can get that
∂y
[((
u(y)− c)2 − b(y)2)∂yΦ(α, y, c)] − α2((u(y)− c)2 − b(y)2)Φ(α, y, c)
= ŵ0(α, y)−
(
u(y)− c)∆α( φ̂0(α, y)− φ̂0(α, 0)
b(y)
)
+ u′′(y)
φ̂0(y)− φ̂0(α, 0)
b(y)
− φ̂0(α, 0)
c
1
b(y)3
{
2
(
u(y)− c)[c+ (u(y)− c)χ(y)]b′(y)2
− b(y){(u(y)− c)[c+ (u(y)− c)χ(y)]b′′(y) + 2(u(y)− c)[(u(y)− c)χ′(y) + u′(y)χ(y)]b′(y)}
− b(y)2{α2(u(y)− c)[c+ (u(y)− c)χ(y)]+ cu′′(y)− (u(y)− c)2χ′′(y)
− 2(u(y)− c)u′(y)χ′(y)}+ b(y)3b′′(y)χ(y) + b(y)4(α2χ(y)− χ′′(y))}
def
= G(α, y, c) = G1(α, y, c) − φ̂0(α, 0)
c
f(α, y, c)
b(y)3
,
whereas
(2.3) G1(α, y, c) = ω̂0(α, y)− (u(y)− c)∆α
( φ̂0(y)− φ̂0(0)
b(y)
)
+ u′′(y)
φ̂0(y)− φ̂0(0)
b(y)
and
f(α, y, c) = 2
(
u(y)− c)[c+ (u(y)− c)χ(y)]b′(y)2
− b(y){(u(y)− c)[c+ (u(y)− c)χ(y)]b′′(y)
+ 2(u(y) − c)[(u(y)− c)χ′(y) + u′(y)χ(y)]b′(y)}
− b(y)2{α2(u(y)− c)[c+ (u(y)− c)χ(y)]− (u(y)− c)2χ′′(y) + cu′′(y)
− 2(u(y)− c)u′(y)χ′(y)}+ b(y)3b′′(y)χ(y) + b(y)4(α2χ(y)− χ′′(y)).
(2.4)
On the one hand, it is easy to show that f(α, 0, c) = 0, (∂yf)(α, 0, c) = 0 and (∂
2
yf)(α, 0, c) =
0, Thus we can deduce that f(α, y, c) is C2 function when u(y), b(y) is C5 function. Then we
obtain that, due to the fact that b(0) = 0,
f(α, y, c)
b(y)3
=
y3
b(y)3
f(α, y, c)
y3
=
1( ∫ 1
0 b
′(sy)ds
)3 ∫ 1
0
t
∫ t
0
∫ s
0
∂3yf(α, τy, c)dτdsdt
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and ∥∥∥f(α, y, c)
b(y)3
∥∥∥
L∞
≤ C.
On the other hand, thanks to the fact that φ̂0(y)−φ̂0(0)
b(y) =
∫ 1
0 (∂y φ̂0)(sy)ds∫ 1
0
b′(sy)ds
, we have,
‖G1(y, c)‖H1y ≤ C‖ω̂0‖H1y + C‖ĵ0‖H3y .
3. the homogeneous Sturmian equations
To solve the inhomogeneous Sturmian equation, we first construct two regular solutions of
the homogeneous Sturmian equation:
∂y
[(
u(y) + b(y)− c)(u(y)− b(y)− c)∂yϕ(α, y, c)]
− α2(u(y) + b(y)− c)(u(y)− b(y)− c)ϕ(α, y, c) = 0.
We will suppress the variable α for simplicity and write the function ϕ(y, c) = ϕ(α, y, c).
LetW+(y) = u(y)+b(y),W−(y) = u(y)−b(y), then from (M), we getW ′+(y) > 0,W ′−(y) <
0. And we define H(y, c) = (W+(y)− c)(W−(y)− c), where the constant coefficient c will be
taken in domain: c ∈ Ωǫ0 = {z ∈ C, dist(z,RanW+ ∪ RanW−) ≤ ǫ0}(the ǫ0 neighborhood
of RanW+ ∪ RanW−). According to the relationship between W+(1),W−(1),W+(−1) and
W−(−1), the domain have the following nine cases:
1. W+(1) > W−(−1) > 0 > W−(1) > W+(−1),
2. W+(1) =W−(−1) > 0 > W−(1) > W+(−1),
3. W−(−1) > W+(1) > 0 > W−(1) > W+(−1),
4. W+(1) > W−(−1) > 0 > W−(1) =W+(−1),
5. W+(1) > W−(−1) > 0 > W+(−1) > W−(1),
6. W+(1) =W−(−1) > 0 > W−(1) =W+(−1),
7. W+(1) =W−(−1) > 0 > W+(−1) > W−(1),
8. W−(−1) > W+(1) > 0 > W−(1) =W+(−1),
9. W−(−1) > W+(1) > 0 > W+(−1) > W−(1).
Before we introduce all these cases, we first introduce the extension lemma.
Lemma 3.1. Let f be a Ck function defined on [a, b] with f ′(b) > 0. Assume M > f(b).
Then for any d > b, there exists F ∈ Ck([a, d]) such that F ′(x) > 0 for x ∈ [b, d] and
F (x) = f(x) for x ∈ [a, b] and F (m)(b) = f (m)(b) for m = 1, ..., k. Moreover, it holds that
‖F‖Ck ≤ C‖f‖Ck .
Proof. Let δ1 <
d−b
4 be small enough which will be determined later and 0 ≤ χ(x) ≤ 1 be a
smooth non-negative function with compact support satisfying |χ′(x)| ≤ Cδ−11 , χ(x) = 1 for
0 ≤ x ≤ 14δ1 and χ(x) = 0 for x ≥ 34δ1. Define for x ∈ [b, b+ δ1],
F (x) = f(b) + f ′(b)(x− b) +
k∑
n=2
f (n)(b)
n!
(x− b)nχ(x)
Then F ′(x) = f ′(b) +
∑k
n=2
f(n)(b)
(n−1)! (x− b)n−1χ(x) +
∑k
n=2
f(n)(b)
n! (x− b)nχ′(x− b), by the fact
that |χ′(x)| ≤ 1/δ1, we have for |x− b| ≤ δ1
F ′(x) ≥ f ′(b)− C max
n=2,...,k
|f (n)(b)|δ1.
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and F (b+ δ1) = f(b) + f
′(b)δ1, F ′(b+ δ1) = f ′(b) and F (n)(b+ δ1) = 0 for n ≥ 2. By taking
δ1 small enough such that Cmaxn=2,...,k |f (n)(b)|δ1 ≤ 12f ′(b) and 5f ′(b)δ1 < M − f(b), then
we have for |x− b| ≤ δ1, F ′(x) ≥ 12f ′(b) and F (b+ δ1) < M .
Let g(x) > 0 be a smooth function, such that g(x) = f ′(b) for x ∈ [b+ δ1, b+ 2δ1] and∫ d
b+δ1
g(x)dx =M − F (b+ δ1).
Let F (x) = F (b+δ1)+
∫ x
b+δ1
g(x′)dx′ for x ∈ [b+δ1, d], then F (x) is the extension function. 
For Case 1, we let
D0
def
=
{
c ∈ [W+(−1),W+(1)]
}
,
Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W+(−1),W+(1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W+(−1) + ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W+(1) − ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Re c for c ∈ D0 ∪Dǫ0 , cr =W+(−1) for c ∈ Blǫ0 , cr =W+(1) for c ∈ Brǫ0 .
By Lemma 3.1, we can take a C5 extension of W− to be W˜− for y ∈ [a−, a+] such that
W˜−(a−) = W+(1), W˜−(a+) = W+(−1) and W˜ ′−(y) < 0.
• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, 1] with yc+ = (W+)−1(cr), so that
W+(yc+)−cr = 0 and yc− ∈ [a−, 0] with yc− = (W˜−)−1(cr), so that W˜−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, a+] with yc+ = (W˜−)−1(cr), so that
W˜−(yc+) = cr and yc− ∈ [−1, 0] with yc− = (W+)−1(cr), so that W+(yc−)− cr = 0.
• For c ∈ Blǫ0 then cr =W+(−1) = W˜−(a+), we denote yc+ = a+ and yc− = −1.
• For c ∈ Brǫ0 then cr =W+(1) = W˜−(a−), we denote yc+ = 1 and yc− = a−.
We show the relationship between yc+, yc− and cr by the following picture for the above
case.
y
0 1-1
cr
cr
W+(y)
W
−
(y)
yc
−
yc+
a+
a−
W˜
−
(a
−
) =W+(1)
W˜
−
(a+) =W+(−1)
We also take a C5 extension of W+ to be W˜+ for y ∈ [a−, a+], so that W˜ ′+(y) > 0.
For Case 2, we let
D0
def
=
{
c ∈ [W+(−1),W+(1)]
}
,
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Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W+(−1),W+(1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W+(−1) + ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W+(1) − ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Rec for c ∈ D0 ∪Dǫ0 , cr =W+(−1) for c ∈ Blǫ0 , cr =W+(1) for c ∈ Brǫ0 .
By Lemma 3.1, we can take a C5 extension of W− to be W˜− for y ∈ [−1, a+] such that
W˜−(a+) =W+(−1) and W˜ ′−(y) < 0.
• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, 1] with yc+ = (W+)−1(cr), so that
W+(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W−)−1(cr), so thatW−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, a+] with yc+ = (W˜−)−1(cr), so that
W˜−(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W+)−1(cr), so thatW+(yc−)−cr = 0.
• For c ∈ Blǫ0 , then cr =W+(−1) = W˜−(a+), we denote yc+ = a+ and yc− = −1.• For c ∈ Brǫ0 , then cr =W+(1) =W−(−1), we denote yc+ = 1 and yc− = −1.
We show the relationship between yc+, yc− and cr by the following picture for the above
case.
y
0 1-1
cr
cr
W+(y)
W
−
(y)
yc− yc+
a+
W
−
(−1) =W+(1)
W˜
−
(a+) =W+(−1)
We also take a C5 extension of W+ to be W˜+ for y ∈ [−1, a+], so that W˜ ′+(y) > 0.
For Case 3, we let
D0
def
=
{
c ∈ [W+(−1),W−(−1)]
}
,
Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W+(−1),W−(−1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W+(−1) + ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W−(−1)− ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Rec for c ∈ D0 ∪Dǫ0 , cr =W+(−1) for c ∈ Blǫ0 , cr =W−(−1) for c ∈ Brǫ0 .
By Lemma 3.1, we can take a C5 extension ofW− to be W˜− andW+ to be W˜+ for y ∈ [−1, a+]
such that W˜−(a+) =W+(−1), W˜ ′−(y) < 0 and W˜+(a+) =W−(−1), W˜ ′+(y) > 0.
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• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, a+] with yc+ = (W˜+)−1(cr), so that
W˜+(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W−)−1(cr), so thatW−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, a+] with yc+ = (W˜−)−1(cr), so that
W˜−(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W+)−1(cr), so thatW+(yc−)−cr = 0.
• For c ∈ Blǫ0 , then cr =W+(−1) = W˜−(a+), we denote yc+ = a+ and yc− = −1.
• For c ∈ Brǫ0 , then cr =W−(−1) = W˜+(a+), we denote yc+ = a+ and yc− = −1.
We show the relationship between yc+, yc− and cr by the following picture for the above
case.
y
0 1-1
cr
cr
W+(y)
W
−
(y)
yc− yc+
a+
W˜+(a+) =W−(−1)
W˜
−
(a+) =W+(−1)
For Case 4, we let
D0
def
=
{
c ∈ [W+(−1),W+(1)]
}
,
Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W+(−1),W+(1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W+(−1) + ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W+(1) − ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Rec for c ∈ D0 ∪Dǫ0 , cr =W+(−1) for c ∈ Blǫ0 , cr =W+(1) for c ∈ Brǫ0 .
By Lemma 3.1, we can take a C5 extension of W− to be W˜− for y ∈ [a−, 1] such that
W˜−(a−) =W+(1) and W˜ ′−(y) < 0.
• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, 1] with yc+ = (W+)−1(cr), so that
W+(yc+)−cr = 0 and yc− ∈ [a−, 0] with yc− = (W˜−)−1(cr), so that W˜−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, 1] with yc+ = (W−)−1(cr), so that
W−(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W+)−1(cr), so thatW+(yc−)−cr = 0.
• For c ∈ Blǫ0 , then cr =W+(−1) =W−(1), we denote yc+ = 1 and yc− = −1.
• For c ∈ Brǫ0 , then cr =W+(1) = W˜−(a−), we denote yc+ = 1 and yc− = a−.
We show the relationship between yc+, yc− and cr by the following picture for the above
case.
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y
0 1-1
cr
cr
W+(y)
W
−
(y)
yc− yc+a−
W˜
−
(a
−
) =W+(1)
W
−
(1) =W+(−1)
We also take a C5 extension of W+ to be W˜+ for y ∈ [a−, 1], so that W˜ ′+(y) > 0.
For Case 5, we let
D0
def
=
{
c ∈ [W−(1),W+(1)]
}
,
Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W−(1),W+(1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W−(1) + ǫeiθ, 0 < ǫ < ǫ0,
π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W+(1)− ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Re c for c ∈ D0 ∪Dǫ0 , cr =W−(1) for c ∈ Blǫ0 , cr =W+(1) for c ∈ Brǫ0 .
By Lemma 3.1, we can take a C5 extension of W− to be W˜− andW+ to be W˜+ for y ∈ [a−, 1]
such that W˜−(a−) =W+(1), W˜ ′−(y) < 0 and W˜+(a−) =W−(1), W˜ ′+(y) > 0.
• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, 1] with yc+ = (W+)−1(cr), so that
W+(yc+)−cr = 0 and yc− ∈ [a−, 0] with yc− = (W˜−)−1(cr), so that W˜−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, 1] with yc+ = (W−)−1(cr), so that
W−(yc+)−cr = 0 and yc− ∈ [a−, 0] with yc− = (W˜+)−1(cr), so that W˜+(yc−)−cr = 0.
• For c ∈ Blǫ0 , then cr =W−(1) = W˜+(a−), we denote yc+ = 1 and yc− = a−.
• For c ∈ Brǫ0 , then cr =W+(1) = W˜−(a−), we denote yc+ = 1 and yc− = a−.
We show the relationship between yc+, yc− and cr by the following picture for the above
case.
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y
0 1-1
cr
cr
W+(y)
W
−
(y)
yc− yc+a−
W˜
−
(a
−
) =W+(1)
W˜+(a−) =W−(1)
For Case 6, we let
D0
def
=
{
c ∈ [W−(1),W+(1)]
}
,
Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W−(1),W+(1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W−(1) + ǫeiθ, 0 < ǫ < ǫ0,
π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W+(1)− ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Rec for c ∈ D0 ∪Dǫ0 , cr =W−(1) for c ∈ Blǫ0 , cr =W+(1) for c ∈ Brǫ0 .
• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, 1] with yc+ = (W+)−1(cr), so that
W+(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W−)−1(cr), so thatW−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, 1] with yc+ = (W−)−1(cr), so that
W−(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W+)−1(cr), so thatW+(yc−)−cr = 0.
• For c ∈ Blǫ0 , then cr =W−(1) =W+(−1), we denote yc+ = 1 and yc− = −1.• For c ∈ Brǫ0 , then cr =W+(1) =W−(−1), we denote yc+ = 1 and yc− = −1.
We show the relationship between yc+, yc− and cr by the following picture.
y
0 1-1
cr
cr
W+(y)
W
−
(y)
W+(1) =W−(−1)
W
−
(1) =W+(−1)
yc− yc+
For Case 7, we let
D0
def
=
{
c ∈ [W−(1),W+(1)]
}
,
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Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W−(1),W+(1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W−(1) + ǫeiθ, 0 < ǫ < ǫ0,
π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W+(1)− ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Rec for c ∈ D0 ∪Dǫ0 , cr =W−(1) for c ∈ Blǫ0 , cr =W+(1) for c ∈ Brǫ0 .
By Lemma 3.1, we can take a C5 extension of W+ to be W˜+ for y ∈ [a−, 1] such that
W˜+(a−) =W−(1), W˜ ′+(y) > 0.
• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, 1] with yc+ = (W+)−1(cr), so that
W+(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W−)−1(cr), so thatW−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, 1] with yc+ = (W−)−1(cr), so that
W−(yc+)−cr = 0 and yc− ∈ [a−, 0] with yc− = (W˜+)−1(cr), so that W˜+(yc−)−cr = 0.
• For c ∈ Blǫ0 , then cr =W−(1) = W˜+(a−), we denote yc+ = 1 and yc− = a−.• For c ∈ Brǫ0 , then cr =W+(1) =W−(−1), we denote yc+ = 1 and yc− = −1.
We show the relationship between yc+, yc− and cr by the following picture for the above
case.
y
0 1-1
cr
cr
W+(y)
W
−
(y)
yc− yc+a−
W
−
(−1) =W+(1)
W˜+(a−) =W−(1)
We also take a C5 extension of W− to be W˜− for y ∈ [a−, 1], so that W˜ ′−(y) < 0.
For Case 8, we let
D0
def
=
{
c ∈ [W+(−1),W−(−1)]
}
,
Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W+(−1),W−(−1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W+(−1) + ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W−(−1)− ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Rec for c ∈ D0 ∪Dǫ0 , cr =W+(−1) for c ∈ Blǫ0 , cr =W−(−1) for c ∈ Brǫ0 .
By Lemma 3.1, we can take a C5 extension of W+ to be W˜+ for y ∈ [−1, a+] such that
W˜+(a+) =W−(−1), W˜ ′+(y) > 0.
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• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, a+] with yc+ = (W˜+)−1(cr), so that
W˜+(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W−)−1(cr), so thatW−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, 1] with yc+ = (W−)−1(cr), so that
W−(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W+)−1(cr), so thatW+(yc−)−cr = 0.
• For c ∈ Blǫ0 , then cr =W+(−1) =W−(−1), we denote yc+ = 1 and yc− = −1.
• For c ∈ Brǫ0 , then cr =W−(−1) = W˜+(a+), we denote yc+ = a+ and yc− = −1.
We show the relationship between yc+, yc− and cr by the following picture for the above
case.
y
0 1-1
cr
cr
W+(y)
W
−
(y)
yc− yc+ a+
W˜+(a+) =W−(−1)
W
−
(1) =W+(−1)
We also take a C5 extension of W− to be W˜− for y ∈ [−1, a+], so that W˜ ′−(y) < 0.
For Case 9, we let
D0
def
=
{
c ∈ [W−(1),W−(−1)]
}
,
Dǫ0
def
=
{
c = cr + iǫ, cr ∈ [W−(1),W−(−1)], 0 < |ǫ| < ǫ0
}
,
Blǫ0
def
=
{
c =W−(1) + ǫeiθ, 0 < ǫ < ǫ0,
π
2
≤ θ ≤ 3π
2
}
,
Brǫ0
def
=
{
c =W−(−1)− ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We also define
cr = Rec for c ∈ D0 ∪Dǫ0 , cr =W−(1) for c ∈ Blǫ0 , cr =W−(−1) for c ∈ Brǫ0 .
By Lemma 3.1, we can take a C5 extension of W+ to be W˜+ for y ∈ [a−, a+] such that
W˜+(a−) =W−(1), W˜+(a+) =W−(−1) and W˜ ′+(y) > 0.
• For c ∈ D0 ∪Dǫ0 and cr ≥ 0, we denote yc+ ∈ [0, a+] with yc+ = (W˜+)−1(cr), so that
W˜+(yc+)−cr = 0 and yc− ∈ [−1, 0] with yc− = (W−)−1(cr), so thatW−(yc−)−cr = 0.
• For c ∈ D0 ∪Dǫ0 and cr ≤ 0, we denote yc+ ∈ [0, 1] with yc+ = (W−)−1(cr), so that
W−(yc+)−cr = 0 and yc− ∈ [a−, 0] with yc− = (W˜+)−1(cr), so that W˜+(yc−)−cr = 0.
• For c ∈ Blǫ0 , then cr =W−(1) = W˜+(a−), we denote yc+ = 1 and yc− = a−.
• For c ∈ Brǫ0 , then cr =W−(−1) = W˜+(a+), we denote yc+ = a+ and yc− = −1.
We show the relationship between yc+, yc− and cr by the following picture for the above
case.
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y
0 1-1
cr
cr
W+(y)
W
−
(y)
yc− yc+ a+a−
W˜+(a+) =W−(−1)
W˜+(a−) =W−(1)
We also take a C5 extension of W− to be W˜− for y ∈ [a−, a+], so that W˜ ′−(y) < 0.
In the last step of Case 1, 2, 3, 7, 8, 9, we only restrict the regularity and monotonicity of
the extension.
Notations: We summarize the above nine cases and make the following notations.
We denote a+ = a+ if we need to extend the definition of W+(y) or W−(y) for y ≥ 1 and
a+ = 1 if we do not need to extend the definition of W+(y) nor W−(y) for y ≥ 1. Similarly
we also denote a− = a− if we need to extend the definition of W+(y) or W−(y) for y ≤ −1
and a− = −1 if we do not need to extend the definition of W+(y) nor W−(y) for y ≤ −1.
By letting u(y) = W˜+(y)+W˜−(y)2 and b(y) =
W˜+(y)−W˜−(y)
2 , we extend u and b. We also
take a C3 extension of φ̂0(α, y) for y ∈ (1, a+] ∪ [a−,−1) and extend ω̂0(α, y) = 0 for y ∈
(1, a+]∪ [a−,−1) then cG(α, y, c) ∈ L∞([a−, a+]×Ωǫ0) and ‖cG‖L∞ ≤ C(‖ω̂0‖H1y +C‖ĵ0‖H3y ).
We also use W± to represent W˜±, whether they are extended or not. For ǫ0 > 0, we let
D0 = [min{W−(1),W+(−1)},max{W+(1),W−(−1)}],
Dǫ0 = {z = c+ iǫ : c ∈ D0, 0 < |ǫ| < ǫ0},
Blǫ0 = {z = min{W−(1),W+(−1)} + ǫeiθ, 0 < ǫ < ǫ0,
π
2
≤ θ ≤ 3π
2
},
Brǫ0 = {z = max{W+(1),W−(−1)} − ǫeiθ, 0 < ǫ < ǫ0,
π
2
≤ θ ≤ 3π
2
},
and Ωǫ0
def
= D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 . We let H(y, c) = (W+(y)− c)(W−(y)− c) be well defined
on [a−, a+]×Ωǫ0 . Let d+ = [0, a+] and d− = [a−, 0].
3.1. Sturmian integral operator. Given |α| ≥ 1, let A be a constant larger than C|α|
with C ≥ 1 independent of α.
Definition 3.2. For a function f(y, c) defined on d+ × Ωǫ0 or d− × Ωǫ0, we define
‖f‖
X±0
def
= sup
(y,c)∈d±×D0
∣∣∣ f(y, c)
cosh(A(y − yc±))
∣∣∣,
‖f‖X± def= sup
(y,c)∈d±×Dǫ0∪D0
∣∣∣ f(y, c)
cosh(A(y − yc+))
∣∣∣,
‖f‖
X±
l
def
= sup
(y,c)∈d±×Blǫ0
∣∣∣ f(y, c)
cosh(A(y − yc±))
∣∣∣,
‖f‖
X±r
def
= sup
(y,c)∈d±×Brǫ0
∣∣∣ f(y, c)
cosh(A(y − yc±))
∣∣∣,
THE GENERATION OF THE MAGNETIC ISLAND 15
where cr and yc± were defined in the previous section satisfies H(y, cr) = 0.
Definition 3.3. For a function f(y, c) defined on d+ × Ωǫ0 or d− × Ωǫ0, we define
‖f‖Y ± def= ‖f‖X± +
1
A
(‖∂yf‖X± + ‖∂crf‖X± + ‖∂ǫf‖X±),
‖f‖Y ±
l
def
= ‖f‖X±
l
+
1
A
(‖∂yf‖X±
l
+ ‖∂ǫf‖X±
l
+ ‖∂θf‖X±
l
)
,
‖f‖Y ±r
def
= ‖f‖X±r +
1
A
(‖∂yf‖X±r + ‖∂ǫf‖X±r + ‖∂θf‖X±r ),
‖f‖Y ±0
def
= ‖f‖X±0 +
1
A
(‖∂yf‖X±0 + ‖∂cf‖X±0 )+ 1A2 ‖∂y∂cf‖X±0 .
Now, we introduce the Sturmian integral operator, which will be used to give the solution
formula of the homogeneous Sturmian equation.
Definition 3.4. Let y ∈ d+ or y ∈ d−, the Sturmian integral operator S± is defined by
S±f(y, c)
def
= S±0 ◦ S±1 f(y, c) =
∫ y
yc±
∫ y′
yc±
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
) dy′,
where
S±0 f(y, c)
def
=
∫ y
yc±
f(y′, c)dy′,
S±1 f(y, c)
def
=
∫ y
yc±
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y)− c
)(
W−(y)− c
) .
Proposition 3.5. For y ∈ d+, there exists a constant C1 independent of A so that
‖S+f‖Y +0 ≤
C1
A2
‖f‖Y +0 , ‖S
+f‖Y + ≤
C1
A2
‖f‖Y + ,
‖S+f‖
Y +
l
≤ C1
A2
‖f‖
Y +
l
, ‖S+f‖
Y +r
≤ C1
A2
‖f‖
Y +r
.
Moreover, if f ∈ C(d+ × Ωǫ0), then
S+0 f, S
+
1 f, S
+f ∈ C(d+ × Ωǫ0).
Proposition 3.6. For y ∈ d−, there exists a constant C1 independent of A so that
‖S−f‖Y −0 ≤
C1
A2
‖f‖Y −0 , ‖S
−f‖Y − ≤
C1
A2
‖f‖Y − ,
‖S−f‖
Y −
l
≤ C1
A2
‖f‖
Y −
l
, ‖S−f‖
Y −r
≤ C1
A2
‖f‖
Y −r
.
Moreover, if f ∈ C(d− × Ωǫ0), then
S−0 f, S
−
1 f, S
−f ∈ C(d− × Ωǫ0).
In the following, we only give the proof of the Proposition 3.5 and Proposition 3.6 can be
obtained by the same method.
Proof. By the fact that W ′+(y) > 0, W ′−(y) < 0 for 0 ≤ y ≤ a+ and W+(0) =W−(0) = 0, we
have for cr ≥ 0, then W+(yc+) = cr, we can conclude that for c ∈ Ωǫ0 ,
if 0 < yc+ < y
′ < y < a+ or 0 < y < y′ < yc+ < a+, then
∣∣∣W+(y′)− c
W+(y)− c
∣∣∣ ≤ 1,
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and
if 0 < yc+ < y
′ < y < a+, then
∣∣∣W−(y′)− c
W−(y)− c
∣∣∣ ≤ 1,
if 0 < y < y′ < yc+ < a+, then
∣∣∣W−(y′)− c
W−(y)− c
∣∣∣ ≤ C.
And for the case cr ≤ 0, then W−(yc+) = cr, we can conclude that for c ∈ Ωǫ0 ,
if 0 < yc+ < y
′ < y < a+ or 0 < y < y′ < yc+ < a+, then
∣∣∣W−(y′)− c
W−(y)− c
∣∣∣ ≤ 1,
and
if 0 < yc+ < y
′ < y < a+, then
∣∣∣W+(y′)− c
W+(y)− c
∣∣∣ ≤ 1,
if 0 < y < y′ < yc+ < a+, then
∣∣∣W+(y′)− c
W+(y)− c
∣∣∣ ≤ C.
Thus we have that for (y, c) ∈ [0, a+]×Ωǫ0 and 0 < yc+ < y′ < y < a+ or 0 < y < y′ < yc+ <
a+,
(3.1)
∣∣∣W+(y′)− c
W+(y)− c
∣∣∣ ≤ C, ∣∣∣W−(y′)− c
W−(y)− c
∣∣∣ ≤ C.
A direct calculation shows that for (y, c) ∈ [0, a+]×D0
‖S+0 f‖X+0 = sup(y,c)∈[0,a+]×D0
∣∣∣ 1
coshA(y − yc+)
∫ y
yc+
f(z, c)
coshA(y − yc+)
coshA(z − yc+)dz
∣∣∣
≤ sup
(y,c)∈[0,a+]×D0
∣∣∣ 1
coshA(y − yc+)
∫ y
yc+
coshA(z − yc+)dz
∣∣∣‖f‖X+0 ≤ 1A‖f‖X+0 .
(3.2)
Then we deduce∥∥∥S+1 f(y, c)∥∥∥
X+0
≤ C sup
(y,c)∈[0,a+]×D0
∣∣∣ y − yc+
coshA(y − yc+)
∫ 1
0
cosh tA(y − yc+)dt
∣∣∣‖f‖X+0
≤ C
A
‖f‖X+0 ,
(3.3)
which along with (3.2) shows that
(3.4) ‖S+f‖X+0 ≤
C
A2
‖f‖X+0 .
By using (3.1), we obtain∥∥∥∥∥
∫ y
yc+
(W−(y′)− c)f(y′, c)dy′
(W+(y)− c)(W−(y)− c)
∥∥∥∥∥
X+0
+
∥∥∥∥∥
∫ y
yc+
(W+(y
′)− c)(W−(y′)− c)f(y′, c)dy′
(W+(y)− c)2(W−(y)− c)
∥∥∥∥∥
X+0
≤ C sup
(y,c)∈[0,1]×D0
∣∣∣ ∫ 10 cosh tA(y − yc+)dt
coshA(y − yc+)
∫ 1
0 W
′
+(yc+ + t(y − yc+))dt
∣∣∣‖f‖X+0
≤ C‖f‖
X+0
,(3.5)
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and ∥∥∥∥∥
∫ y
yc+
(W+(y)− c)f(y′, c)dy′
(W+(y)− c)(W−(y)− c)
∥∥∥∥∥
X+0
+
∥∥∥∥∥
∫ y
yc+
(W+(y
′)− c)(W−(y′)− c)f(y′, c)dy′
(W+(y)− c)(W−(y)− c)2
∥∥∥∥∥
X+0
≤ C sup
(y,c)∈[0,a+]×D0
∣∣∣ 1
coshA(y − yc+)
∫ 1
0
cosh tA(y − yc+)dt
∣∣∣‖f‖X+0
≤ C‖f‖X+0 .(3.6)
Similarly, we also obtain that
‖S+0 f‖Z+ ≤
C
A
‖f‖Z+ , ‖S+1 f‖Z+ ≤
C
A
‖f‖Z+,(3.7)
∥∥∥∥∥
∫ y
yc+
(W−(y′)− c)f(y′, c)dy′
(W+(y)− c)(W−(y)− c)
∥∥∥∥∥
Z+
+
∥∥∥∥∥
∫ y
yc+
(W+(y
′)− c)(W−(y′)− c)f(y′, c)dy′
(W+(y)− c)2(W−(y)− c)
∥∥∥∥∥
Z+
≤ C‖f‖Z+
(3.8)
and ∥∥∥∥∥
∫ y
yc+
(W+(y)− c)f(y′, c)dy′
(W+(y)− c)(W−(y)− c)
∥∥∥∥∥
Z+
+
∥∥∥∥∥
∫ y
yc+
(W+(y
′)− c)(W−(y′)− c)f(y′, c)dy′
(W+(y)− c)(W−(y)− c)2
∥∥∥∥∥
Z+
≤ C‖f‖Z+,
(3.9)
here Z+ can be taken as X+,X+l ,X
+
r .
A direct calculation shows that for c ∈ D0,
∂yS
+f(y, c) = S+1 f(y, c),
and
∂cS
+f(y, c) = −
∫ y
yc+
∫ y′
yc+
(
W−(z)− c)f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′ − ∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′
+
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)2(
W−(y′)− c
) dy′
+
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)2 dy′
+
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
∂cf(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
) dy′,
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and
∂cyS
+f(y, c) = −
∫ y
yc+
(
W−(y′)− c
)
f(y′, c)dy′(
W+(y)− c
)(
W−(y)− c
) −
∫ y
yc+
(
W+(y
′)− c)f(y′, c)dy′(
W+(y)− c
)(
W−(y)− c
)
+
∫ y
yc+
(
W+(y
′)− c)(W−(y′)− c)f(y′, c)dy′(
W+(y)− c
)2(
W−(y)− c
)
+
∫ y
yc+
(
W+(y
′)− c)(W−(y′)− c)f(y′, c)dy′(
W+(y)− c
)(
W−(y)− c
)2
+
∫ y
yc+
(
W+(y
′)− c)(W−(y′)− c)∂cf(y′, c)dy′(
W+(y)− c
)(
W−(y)− c
) .
Thus, from (3.4), (3.5) and (3.6), we obtain
‖S+f‖
Y +0
= ‖S+f‖
X+0
+
1
A
‖∂yS+f‖X+0 +
1
A
‖∂cS+f‖X+0 +
1
A2
‖∂ycS+f‖X+0
≤ C 1
A2
‖f‖X+0 +
C
A3
‖∂cf‖X+0 ≤
C1
A2
‖f‖Y +0 .
For c ∈ Dǫ0 , we have
∂yS
+f(y, c) = S+1 f(y, c),
and
∂ǫS
+f(y, c) = S+∂ǫf(y, c) + i
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)2(
W−(y′)− c
) dy′
+ i
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)2 dy′
− i
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′ − i∫ y
yc+
∫ y′
yc+
(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′.
If cr ≥ 0, then W+(yc+) = cr, we obtain
∂crS
+f(y, c) = S+∂crf(y, c) +
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z) − c
)
f(z, c)dz(
W+(y′)− c
)2(
W−(y′)− c
) dy′
+
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)2 dy′
−
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′ − ∫ y
yc+
∫ y′
yc+
(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′
+ i(W−1+ )
′(cr)f(yc+, c)
(
W−(yc+)− c
) ∫ y
yc+
ǫ(
W+(y′)− c
)(
W−(y′)− c
)dy′,
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and if cr ≤ 0, then W−(yc+) = cr and we have
∂crS
+f(y, c) = S+∂crf(y, c) +
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z) − c
)
f(z, c)dz(
W+(y′)− c
)2(
W−(y′)− c
) dy′
+
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)2 dy′
−
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′ − ∫ y
yc+
∫ y′
yc+
(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′
+ i(W−1− )
′(cr)f(yc+, c)
(
W+(yc+)− c
) ∫ y
yc+
ǫ(
W+(y′)− c
)(
W−(y′)− c
)dy′.
Due to (3.1), we have∣∣∣∣∣
(
W+(yc+)− c
)
coshA(y − yc+)
∫ y
yc+
ǫ(
W+(y′)− c
)(
W−(y′)− c
)dy′∣∣∣∣∣ ≤ C1|y − yc+|coshA(y − yc+) ≤ C1A ,∣∣∣∣∣
(
W−(yc+)− c
)
coshA(y − yc+)
∫ y
yc+
ǫ(
W+(y′)− c
)(
W−(y′)− c
)dy′∣∣∣∣∣ ≤ C1|y − yc+|coshA(y − yc+) ≤ C1A ,
Then from which and (3.7)-(3.9), we get
(3.10) ‖S+f‖Y + ≤
C1
A2
‖f‖Y + .
For c ∈ Blǫ0 , we have
∂yS
+f(y, c) = S+1 f(y, c),
and
∂ǫS
+f(y, c) = S+∂ǫf(y, c) + e
iθ
{∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)2(
W−(y′)− c
) dy′
+
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)2 dy′
−
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′ − ∫ y
yc+
∫ y′
yc+
(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′},
and
∂θS
+f(y, c) = S+∂θf(y, c) + iǫe
iθ
{∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)2(
W−(y′)− c
) dy′
+
∫ y
yc+
∫ y′
yc+
(
W+(z)− c
)(
W−(z)− c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)2 dy′
−
∫ y
yc+
∫ y′
yc+
(
W+(z) − c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′ − ∫ y
yc+
∫ y′
yc+
(
W−(z) − c
)
f(z, c)dz(
W+(y′)− c
)(
W−(y′)− c
)dy′}.
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Then we can get that by (3.7)-(3.9)
(3.11) ‖S+f‖Y +
l
≤ C1
A2
‖f‖Y +
l
.
For c ∈ Brǫ0 , the proof is similar, we omit it for the sake of brevity.
Now we check the continuity. We rewrite S+1 f as
S+1 f =
∫ 1
0
K(t, y, c)f(yc+ + t(y − yc+), c)dt,
with K(t, y, c) =
(y−yc+ )
(
W+(yc++t(y−yc+ ))−c
)(
W−(yc++t(y−yc+ ))−c
)
(W+(y)−c)(W−(y)−c) .
Using the fact that for (y, c) ∈ d+ × Ωǫ0 with 0 < y < y′ < yc+ or yc+ < y′ < y <
a+,
∣∣∣(W+(y′)−c)(W−(y′)−c)(
W+(y)−c
)(
W−(y)−c
) ∣∣∣ ≤ C, the continuity of K(t, y, c) and the Lebesgue’s dominated
convergence theorem, we conclude the continuity of S+1 f . The continuity of S
+f follows from
S+f = S+0 ◦ S+1 f . 
3.2. Existence of the solution. In the following, the constant C may depend on α.
The homogeneous Sturmian equation on [0, a+] is
(3.12)
{
∂y
(
H(y, c)∂yϕ+(y, c)
)
= α2H(y, c)ϕ+(y, c),
ϕ+(yc+, c) = 1, ∂yϕ+(yc+, c) = 0.
Proposition 3.7. 1. For c ∈ Ωǫ0, there exists a solution ϕ+(y, c) ∈ C([0, a+] × Ωǫ0) of the
Sturmian equation (3.12) and ∂yϕ+(y, c) ∈ C([0, a+] × Ωǫ0). Moreover, there exists ǫ1 > 0
such that for any ǫ0 ∈ [0, ǫ1) and (y, c) ∈ [0, a+]× Ωǫ0,
|ϕ+(y, c)| ≥ 1
2
, |ϕ+(y, c)− 1| ≤ C|y − yc+|2,
where the constants ǫ1, C may depend on α.
2. For c ∈ D0, for any y ∈ [0, a+], there is a constant C(depends on α) such that,
ϕ+(y, c) ≥ ϕ+(y′, c) ≥ 1, for 0 ≤ yc+ ≤ y′ ≤ y ≤ 1 or 0 ≤ y ≤ y′ ≤ yc+ ≤ 1;
0 ≤ ϕ+(y, c) − 1 ≤ Cmin
{
α2(y − yc+)2, 1
}
ϕ+(y, c),
C−1|y − yc+| ≤ |∂yϕ+(y, c)| ≤ C|y − yc+|,
and
|∂cϕ+(y, c)| ≤ C|y − yc+ |, |∂y∂cϕ+(y, c)| ≤ C.
The proof is based on the following lemmas.
Lemma 3.8. Let c ∈ Dǫ0. Then there exists a solution ϕ+(y, c) ∈ Y + to the Sturmian
equation (3.12). Moreover, it holds
‖ϕ+‖Y + ≤ C.
Proof. ϕ+ satisfies
∂y
(
H(y, c)∂yϕ+(y, c)
)
= α2H(y, c)ϕ+(y, c),
from which, we infer that
ϕ+(y, c) = 1 +
∫ y
yc+
α2
H(y′, c)
∫ y′
yc+
H(z, c)ϕ+(z, c)dzdy′.
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This means that ϕ+ satisfies
ϕ+(y, c) = 1 + α
2S+ϕ+(y, c).
In follows from Proposition 3.5 that the operator I − α2S+ is invertible in the space Y +, if
α2C1
A2
≤ 1
2
< 1,
where C1 is the constant in Proposition 3.5. Thus
ϕ+(y, c) = (I − α2S+)−11.
Hence, ‖ϕ+‖Y + ≤ ‖1‖Y + + ‖α2S+ϕ+‖Y + ≤ C + 12‖ϕ+‖Y + implies ‖ϕ+‖Y + ≤ C, here C is a
constant independent of A and α. 
In a similar way as in Lemma 3.8, we can show that
Lemma 3.9. Let c ∈ Blǫ0. Then there exists a solution ϕ+(y, c) ∈ Y +l to the Sturmian
equation (3.12). Moreover, it holds
‖ϕ+‖Y +
l
≤ C.
Lemma 3.10. Let c ∈ Brǫ0. Then there exists a solution ϕ+(y, c) ∈ Y +r to the Sturmian
equation (3.12). Moreover, it holds
‖ϕ+‖Y +r ≤ C.
Lemma 3.11. Let c ∈ D0. Then there exists a solution ϕ+(y, c) ∈ Y +0 to the Sturmian
equation (3.12). Moreover, it holds
‖ϕ+‖Y +0 ≤ C.
Now we are in a position to prove the Proposition 3.7.
Proof. Proof of 1. Let us define
ϕ+(y, c)
def
=

ϕ0+(y, c) for c ∈ D0,
ϕ±+(y, c) for c ∈ Dǫ0 ,
ϕl+(y, c) for c ∈ Blǫ0 ,
ϕr+(y, c) for c ∈ Brǫ0 ,
where ϕ±+, ϕl+, ϕr+, ϕ0+ are given by Lemma 3.8, Lemma 3.9, Lemma 3.10 and Lemma 3.11
respectively. Then ϕ+(y, c) is our desired solution.
By Proposition 3.5 and using the formula ϕ+(y, c) =
+∞∑
k=0
α2k(S+)k1 for Ωǫ0 , we can con-
clude that ϕ+(y, c) ∈ C([0, a+]× Ωǫ0). Moreover, for c ∈ D0, we have
(S+)k1(y, c) ≥ 0, ϕ+(y, c) ≥ 1,
which ensures that there exists ǫ1 > 0 so that for any ǫ0 ∈ [0, ǫ1) and (y, c) ∈ d+ × Ωǫ0 ,
|ϕ+(y, c)| ≥ 1
2
, |ϕ+(y, c)| ≤ C.
Thanks to ϕ+ = 1 + α
2S+ϕ+, we have
ϕ+(y, c) = 1 +
∫ y
yc+
α2
H(y′, c)
∫ y′
yc+
H(z, c)ϕ+(z, c)dzdy′,(3.13)
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from which, it follows that
∂y
(
H(y, c)∂yϕ+(y, c)
)
= α2H(y, c)ϕ+(y, c), ϕ+(yc+, c) = 1.
Then ϕ+(y, c) satisfies the Sturmian equation (3.12).
By the fact that ∂yϕ+(y, c) = α
2S+1 ϕ+(y, c) and Proposition 3.5, we have ∂yϕ+(y, c) ∈
C(d+ × Ωǫ0).
From (3.13), we have
|ϕ+(y, c) − 1| ≤ α2
∫ y
yc+
∫ y′
yc+
|ϕ+(z, c)|
∣∣∣ (W+(z)− c)(W−(z)− c)
(W+(y′)− c)(W−(y′)− c)
∣∣∣dzdy′ ≤ C|y − yc+|2.
Proof of 2. Since we have ∂yϕ+(y, c) = α
2S+1 ϕ+(y, c), thus for y ≥ z ≥ yc+ or y ≤ z ≤ yc+,
H(z,c)
H(y,c) ≥ 0 and then ∂yϕ+(y, c) ≥ 0, for y ≥ yc+ and ∂yϕ+(y, c) ≤ 0, for y ≤ yc+.
Since ϕ+(y, c)− 1 = α2S+ϕ+(y, c), using (3.1), we have
0 ≤ S+ϕ+(y, c) ≤
(∫ y
yc+
∫ y′
yc+
∣∣∣H(z, c)H(y′, c) ∣∣∣dzdy′)ϕ+(y, c) ≤ C|y − yc+|2ϕ+(y, c),
then we obtain
0 ≤ ϕ+(y, c) − 1 ≤ C|y − yc+|2.
By the fact that |S+1 ϕ+(y, c)| ≤ C|y − yc+|ϕ+(y, c), we have
|∂yϕ+(y, c)| ≤ C|y − yc+|ϕ+(y, c).
On the other hand, ϕ+ ≥ 1 and H(y, c) ≥ C−1|y − yc+||y + yc+|, thus
|S+1 ϕ+(y, c)| ≥
∣∣∣∣∣
∫ y
yc+
∣∣∣H(z, c)H(y, c) ∣∣∣dz
∣∣∣∣∣ ≥ C−1|y − yc+|.
By Lemma 3.11, we get ϕ+(y, c) ∈ Y +0 , which implies
|ϕ+(y, c)| + |∂cϕ+(y, c)|+ |∂c∂yϕ+(y, c)| ≤ C,
with C depending on α. Then by the fact that ∂cϕ+(yc+, c) = 0, we have
|∂cϕ+(y, c)| =
∣∣∣∣∣
∫ y
yc+
∂y∂cϕ+(y
′, c)dy′
∣∣∣∣∣ ≤ C|y − yc+|,
with C depending on α.
This completes the proof of the proposition. 
Similarly, for the case y ∈ [a−, 0], we solve the Sturmian equation:
(3.14)
{
∂y
(
H(y, c)∂yϕ−(y, c)
)
= α2H(y, c)ϕ−(y, c),
ϕ−(yc−, c) = 1, ϕ′−(yc− , c) = 0.
Here we only give the conclusion, and omit the details of the proof for brevity.
Proposition 3.12. 1. For c ∈ Ωǫ0, there exists a solution ϕ−(y, c) ∈ C(d− × Ωǫ0) of the
Sturmian equation (3.14) and ∂yϕ−(y, c) ∈ C(d− × Ωǫ0). Moreover, there exists ǫ1 > 0 such
that for any ǫ0 ∈ [0, ǫ1) and (y, c) ∈ d− ×Ωǫ0,
|ϕ−(y, c)| ≥ 1
2
, |ϕ−(y, c) − 1| ≤ C|y − yc−|2,
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where the constants ǫ1, C may depend on α.
2. For c ∈ D0, we have that for any y ∈ d−, there is a constant C(depends on α) such that,
ϕ−(y, c) ≥ ϕ−(y′, c) ≥ 1, for − 1 ≤ yc− ≤ y′ ≤ y ≤ 0 or − 1 ≤ y ≤ y′ ≤ yc− ≤ 0;
and
0 ≤ ϕ−(y, c) − 1 ≤ Cmin
{
α2(y − yc−)2, 1
}
ϕ−(y, c)
C−1|y − yc−| ≤ |∂yϕ−(y, c)| ≤ C|y − yc−|,
and
|∂cϕ−(y, c)| ≤ C|y − yc−|, |∂y∂cϕ−(y, c)| ≤ C.
The proposition can be proved mainly by the following lemmas.
Lemma 3.13. Let c ∈ Dǫ0 . Then there exists a solution ϕ−(y, c) ∈ Y − to the Sturmian
equation (3.14). Moreover, it holds
‖ϕ−‖Y − ≤ C.
Lemma 3.14. Let c ∈ Blǫ0. Then there exists a solution ϕ−(y, c) ∈ Y −l to the Sturmian
equation (3.14)). Moreover, it holds
‖ϕ−‖Y −
l
≤ C.
Lemma 3.15. Let c ∈ Brǫ0. Then there exists a solution ϕ−(y, c) ∈ Y −r to the Sturmian
equation (3.14). Moreover, it holds
‖ϕ−‖Y −r ≤ C.
Lemma 3.16. Let c ∈ D0. Then there exists a solution ϕ−(y, c) ∈ Y −0 to the Sturmian
equation (3.14). Moreover, there holds
‖ϕ−‖Y −0 ≤ C.
Remark 3.17. From the above construction, we note that ϕ+(y, c), ϕ−(y, c) may be not equal
at the point y = 0.
Remark 3.18. By the definition of Y ± and Y ±r , Y
±
l and Proposition 3.7, Proposition 3.12,
we have for c ∈ D0 and cǫ = c+ iǫ ∈ Dǫ0 ∪D0 with 0 ≤ |ǫ| ≤ ǫ0,
|ϕ±(y, cǫ)− ϕ±(y, c)| ≤ C|ǫ|,
and for cǫ = c+ ǫe
iθ ∈ Blǫ0 or cǫ = c+ ǫeiθ ∈ Brǫ0 with 0 ≤ |ǫ| ≤ ǫ0,
|ϕ±(y, cǫ)− ϕ±(y, c)| ≤ C|ǫ|.
4. The inhomogeneous Sturmian equations
4.1. The Wronskian and its estimate. In the following, we introduce for c ∈ Ωǫ0 \D0,
(4.1) I+(c) =
∫ 1
0
1
H(y, c)ϕ+(y, c)2 dy, I−(c) =
∫ 0
−1
1
H(y, c)ϕ−(y, c)2 dy,
(4.2) P (c) = ϕ−(0, c)2(ϕ+∂yϕ+)(0, c) − ϕ+(0, c)2(ϕ−∂yϕ−)(0, c),
D(c) = c2P (c)I+(c)I−(c)− ϕ+(0, c)2I+(c)− ϕ−(0, c)2I−(c).(4.3)
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Here and as what follows, ϕ+(y, c), ϕ−(y, c) are the solutions of the homogeneous Sturmian
equation constructed in Proposition 3.7 and Proposition 3.12.
The Stern stability condition (SS) was proved in [27]. Here we recall the lemma and show
the relationship between the Stern stability condition (SS) and the Wronskian D(c).
Lemma 4.1. If |u(y)| ≤ |b(y)| for y ∈ [−1, 1], Mα has no H1 eigenvalue. Thus for any
c /∈ D0, the Sturmian equation
(4.4)
{
∂y
(
H(y, c)∂yΨ(y, c)
)
− α2H(y, c)Ψ(y, c) = 0
Ψ(−1, c) = Ψ(1, c) = 0.
has no H1(−1, 1) solution. And then we have D(c) 6= 0 for c ∈ Ωǫ0 \D0.
Proof. For c = cr+ ici /∈ D0, let Ψ(y, c) ∈ H10 (−1, 1) be a nontrivial solution of the Sturmian
equation
(4.5) ∂y
(
H(y, c)∂yΨ(y, c)
)
− α2H(y, c)Ψ(y, c) = 0.
Taking the inner product with Ψ(y, c) on both sides of (4.5) and by integration by parts, we
obtain ∫ 1
−1
H(y, c)
(
|∂yΨ(y, c)|2 + α2|Ψ(y, c)|2
)
dy = 0.(4.6)
Due to
H(y, c) = (u(y) + b(y)− c)(u(y)− b(y)− c)
=
(
u(y) + b(y)− cr
)(
u(y)− b(y)− cr
)− c2i − 2ici(u(y)− cr),
taking the real part of (4.6) gives
(4.7)
∫ 1
−1
[(
u(y) + b(y)− cr
)(
u(y)− b(y)− cr
)− c2i ](|∂yΨ(y, c)|2 + α2|Ψ(y, c)|2)dy = 0,
and taking the imagine part of (4.6) gives∫ 1
−1
(u(y)− cr)
(
|∂yΨ(y, c)|2 + α2|Ψ(y, c)|2
)
dy = 0.(4.8)
Then multiplying 2cr on both sides of (4.8) and adding (4.7), we get∫ 1
−1
[
u(y)2 − b(y)2 − c2r − c2i
](
|∂yΨ(y, c)|2 + α2|Ψ(y, c)|2
)
dy = 0.
Thus if |u(y)| ≤ |b(y)| for y ∈ [−1, 1], we have Ψ(y, c) ≡ 0, which leads to a contradiction.
Let Ψ(y, c) ∈ H1(−1, 1) is a solution of (4.4) and assume Ψ(y, c) =
{
Ψ+(y, c), y ∈ [0, 1],
Ψ−(y, c), y ∈ [−1, 0],
then we have for y ∈ [0, 1], Ψ+ satisfies
(4.9)
{
∂y
(
H(y, c)∂yΨ+(y, c)
)
− α2H(y, c)Ψ+(y, c) = 0
Ψ+(1, c) = 0.
and for y ∈ [−1, 0], Ψ− satisfies
(4.10)
{
∂y
(
H(y, c)∂yΨ−(y, c)
)
− α2H(y, c)Ψ−(y, c) = 0
Ψ−(−1, c) = 0.
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By Proposition 3.7 and Proposition 3.12, ϕ+, ϕ− 6= 0, then it holds that the equations
(4.9) and (4.10) are equivalent to{
∂y
(
Hϕ2+∂y
(
Ψ+
ϕ+
))
= 0
Ψ+(1, c) = 0,
and
{
∂y
(
Hϕ2−∂y
(
Ψ−
ϕ−
))
= 0
Ψ−(1, c) = 0.
AsH 6= 0 for c /∈ D0, by integration twice, we obtain that ϕ+(y, c) and ϕ+(y, c)
∫ y
1
1
H(y,c)ϕ+(y,c)2 dy
′
are two independent solutions of the homogeneous Sturmian equation for y ∈ [0, 1], and
ϕ−(y, c) and ϕ−(y, c)
∫ y
−1
1
H(y,c)ϕ−(y,c)2 dy
′ are two independent solutions of the homogeneous
Sturmian equation for y ∈ [−1, 0]. Thus for y ∈ [0, 1] and c /∈ D0, we have
Ψ+(y, c) = µ˜+(c)ϕ+(y, c)
∫ y
0
1
H(y′, c)ϕ+(y′, c)2 dy
′ + ν+(c)ϕ+(y, c) := Ψ0+(y, c)
= µ+(c)ϕ+(y, c)
∫ y
1
1
H(y′, c)ϕ+(y′, c)2 dy
′ := Ψ1+(y, c),
and for y ∈ [−1, 0] and c /∈ D0,
Ψ−(y, c) = µ−(c)ϕ−(y, c)
∫ y
−1
1
H(y′, c)ϕ−(y′, c)2 dy
′ := Ψ−1− (y, c)
= µ˜−(c)ϕ−(y, c)
∫ y
0
1
H(y′, c)ϕ−(y′, c)2 dy
′ + ν−(c)ϕ−(y, c) := Ψ0−(y, c).
By the boundary conditions and the fact that Ψ(y, c) ∈ H10 (−1, 1), we get,
Ψ0+(1, c) = 0, Ψ
0
−(−1, c) = 0, Ψ1+(0, c) = Ψ0+(0, c),
Ψ−1− (0, c) = Ψ
0
−(0, c), Ψ
0
+(0, c) = Ψ
0
−(0, c), ∂yΨ
0
+(0, c) = ∂yΨ
0
−(0, c),
which gives 
µ+(c) = µ˜+(c), µ−(c) = µ˜−(c),
I+(c)µ+(c) + ν+(c) = 0,
I−(c)µ−(c)− ν−(c) = 0,
ϕ+(0, c)ν+(c) − ϕ−(0, c)ν−(c) = 0,
ϕ−(0, c)µ+(c) − ϕ+(0, c)µ−(c) + c2
(
ϕ−ϕ+∂yϕ+
)
(0, c)ν+(c)
−c2(ϕ+ϕ−∂yϕ−)(0, c)ν−(c) = 0.
Thus we have
(4.11) W

µ+(c)
µ−(c)
ν+(c)
ν−(c)
 = 0,
where W =

I+(c) 0 1 0
0 I−(c) 0 −1
0 0 ϕ+(0, c) −ϕ−(0, c)
ϕ−(0, c) −ϕ+(0, c) c2
(
ϕ−ϕ+∂yϕ+
)
(0, c) −c2(ϕ+ϕ−∂yϕ−)(0, c)
 , and the
fact that (4.4) has no nontrivial H1 solution, we obtain the Wronskian det(W ) 6= 0 holds for
c ∈ Ωǫ0 \D0, which gives
det(W ) = D(c) = c2P (c)I+(c)I−(c)− ϕ+(0, c)2I+(c)− ϕ−(0, c)2I−(c) 6= 0.
Thus we proved the lemma. 
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Remark 4.2. Thanks to the continuity of ϕ+ and ϕ−, we have that D(c) is continuous for
c ∈ Ωǫ0 \D0.
Next we show that D(c) is continuous to the boundary.
For c ∈ Dǫ0 ∪D0, let
(4.12) σ+(c) =W
′
+(yc+)
(
W−(yc+)− c
)−W ′−(yc+)(W+(yc+)− c),
(4.13) σ−(c) =W ′+(yc−)
(
W−(yc−)− c
)−W ′−(yc−)(W+(yc−)− c),
(4.14) Π+(c) =
∫ 1
0
1
H(y, c)
( 1
ϕ+(y, c)2
− 1
)
dy, Π−(c) =
∫ 0
−1
1
H(y, c)
( 1
ϕ−(y, c)2
− 1
)
dy,
For c ∈ D0, let
(4.15) R1+(c) =
∫ 1
0
W ′+(yc+)
[
W−(yc+)−W−(y)
]−W ′−(yc+)[W+(yc+)−W+(y)](
W+(y)− c
)(
W−(y)− c
) dy,
(4.16) R2+(c) =
∫ 1
0
W ′+(yc+)−W ′+(y)
W+(y)− c −
W ′−(yc+)−W ′−(y)
W−(y)− c dy,
(4.17) R1−(c) =
∫ 0
−1
W ′+(yc−)
[
W−(yc−)−W−(y)
]−W ′−(yc−)[W+(yc−)−W+(y)](
W+(y)− c
)(
W−(y)− c
) dy,
(4.18) R2−(c) =
∫ 0
−1
W ′+(yc−)−W ′+(y)
W+(y)− c −
W ′−(yc−)−W ′−(y)
W−(y)− c dy,
For c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
, let
χ+(c) =
{
1, c ∈ (W−(1),W+(1)),
0, c /∈ [W−(1),W+(1)]; χ−(c) =
{
1, c ∈ (W+(−1),W−(−1)),
0, c /∈ [W+(−1),W−(−1)].
Then χ+(c)
2 + χ−(c)2 ≥ 1 for c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
.
We denote for c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
,
(4.19) Ire+ (c) = Π+(c) +
1
σ+(c)
(
R1+(c) +R
2
+(c) +
1
2
ln
(W+(1)− c
c−W−(1)
)2)
,
(4.20) Ire− (c) = Π−(c) +
1
σ−(c)
(
R1−(c) +R
2
−(c) +
1
2
ln
(W−(−1)− c
c−W+(−1)
)2)
,
(4.21) Dre(c) = c2P (c)
(
Ire+ (c)I
re
− (c)−
π2χ+(c)χ−(c)
σ+(c)σ−(c)
)
− ϕ+(0, c)2Ire+ (c) − ϕ−(0, c)2Ire− (c),
(4.22)
Dim(c) = c2P (c)
(πIre+ (c)χ−(c)
σ−(c)
+
πIre− (c)χ+(c)
σ+(c)
)
− πϕ+(0, c)
2χ+(c)
σ+(c)
− πϕ−(0, c)
2χ−(c)
σ−(c)
.
We also define l(x) = ln(e + |x|−1) for x ∈ C, so that C(M)−1(1 + | ln |x||) ≤ l(x) ≤
C(M)(1 + | ln |x||) for |x| ≤M .
Remark 4.3. By the definition of σ+(c) and σ−(c), for c ∈ Dǫ0 ∪D0, we can easily get that
there exists a positive constant C such that
C−1|c| ≤ |σ+(c)| ≤ C|c|, C−1|c| ≤ |σ−(c)| ≤ C|c|.
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Proposition 4.4. There exists ǫ0 > 0, such that for cǫ ∈ Ωǫ0, the following properties hold.
1. For c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
, cǫ = c+ iǫ. It holds
lim
ǫ→0±
D(cǫ) = Dre(c)± iDim(c).
Moreover, there exists a constant C ≥ 1 such that
Dre(c)2 +Dim(c)2 ≥ C−1 > 0.
2. For cǫ = c+ iǫ ∈ Ωǫ0 \D0, 0 < ǫ < ǫ0, there exists a constant δ0 > 0 such that for |c| < δ0,
|D(cǫ)| ≥ C
−1
|cǫ| ;
3. For cǫ ∈ Ωǫ0 \D0, it holds that
|D(cǫ)| ≥
l
(
cǫ −W−(−1)
)
l
(
W+(−1)− cǫ
)
l
(
cǫ −W−(1)
)
l
(
W+(1) − cǫ
)
C|cǫ| .
Here we recall l(x) = ln(e+ |x|−1).
The proof of the proposition is mainly dependent on the following lemmas.
Lemma 4.5. For cǫ = c+ iǫ ∈ Dǫ0, c ∈ D0 \
{
W+(1),W−(1)
}
, ǫ ∈ (0, ǫ0). It holds that
(4.23) lim
ǫ→0±
σ+(cǫ)I+(cǫ) = σ+(c)I
re
+ (c)± iπχ+(c),
where σ+(cǫ) is defined as (4.12).
Proof. Let cǫ = c+ iǫ. Due to the fact that
(4.24) σ+(cǫ)I+(cǫ) = σ+(cǫ)
∫ 1
0
1
H(y, cǫ)
( 1
ϕ+(y, cǫ)2
− 1
)
dy + σ+(cǫ)
∫ 1
0
1
H(y, cǫ)dy,
and by Proposition 3.7, ϕ+(y, cǫ) is continuous for (y, cǫ) ∈ [0, a+] × Ωǫ0 and for ǫ0 small
enough,
|ϕ+(y, cǫ)| ≥ 1
2
, |ϕ+(y, cǫ)− 1| ≤ C|y − yc+|2.
By using the fact that yc− ≤ 0 ≤ yc+, we have
(4.25) |y − yc+| ≤ |y − yc− |,
and for cǫ ∈ Ωǫ0 ,
(4.26)
∣∣∣ 1H(y, cǫ)
( 1
ϕ+(y, cǫ)2
− 1
)∣∣∣ ≤ C |y − yc+|2|y − yc+||y − yc−| ≤ C.
Thus, by the Lebesgue’s dominated convergence theorem, we have that as ǫ→ 0,
σ+(cǫ)
∫ 1
0
1
H(y, cǫ)
( 1
ϕ+(y, cǫ)2
− 1
)
dy → σ+(c)
∫ 1
0
1
H(y, c)
( 1
ϕ+(y, c)2
− 1
)
dy.
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On the other hand, we have
σ+(cǫ)
∫ 1
0
1(
W+(y)− cǫ
)(
W−(y)− cǫ
)dy
=
∫ 1
0
W ′+(yc+)
(
W−(yc+)−W−(y)
)−W ′−(yc+)(W+(yc+)−W+(y))(
W+(y)− cǫ
)(
W−(y)− cǫ
) dy
+
∫ 1
0
W ′+(yc+)−W ′+(y)
W+(y)− cǫ −
W ′−(yc+)−W ′−(y)
W−(y)− cǫ dy
+
∫ 1
0
W ′+(y)
W+(y)− cǫ −
W ′−(y)
W−(y)− cǫ dy = I1(cǫ) + I2(cǫ) + I3(cǫ).
(4.27)
By denoting that h(y, yc+) = W
′
+(yc+)
(
W−(yc+) −W−(y)
) −W ′−(yc+)(W+(yc+) −W+(y)),
we have h(yc+ , yc+) = 0 and (∂yh)(yc+ , yc+) = 0. Thus we obtain that
h(y, yc+) = (y − yc+)2
∫ 1
0
∫ 1
0
∂yyh
(
yc+ + ts(y − yc+)
)
dtds,
and then
(4.28) |h(y, yc+)| ≤ C|y − yc+|2.
Due to |(W+(y)− cǫ)(W−(y)− cǫ)| ≥ C|y − yc+||y − yc− |, we get by (4.25) and (4.28),
(4.29)
∣∣∣ h(y, yc)
(W+(y)− cǫ)(W−(y)− cǫ)
∣∣∣ ≤ C|y − yc+|2|y − yc+||y − yc−| ≤ C,
and
(4.30)
∣∣∣W ′+(yc+)−W ′+(y)
W+(y)− cǫ −
W ′−(yc+)−W ′−(y)
W−(y)− cǫ
∣∣∣ ≤ C|y − yc+||y − yc+| + C|y − yc+||y − yc−| ≤ C.
Therefore |I1(cǫ)|+ |I2(cǫ)| ≤ C and by the Lebesgue’s dominated convergence theorem, we
have as ǫ tends to 0,
I1(cǫ)→
∫ 1
0
h(y, yc+)(
W+(y)− c
)(
W−(y)− c
)dy,
I2(cǫ)→
∫ 1
0
W ′+(yc+)−W ′+(y)
W+(y)− c −
W ′−(yc+)−W ′−(y)
W−(y)− c dy.
Due to W+(0) =W−(0) = 0, we also have for cǫ ∈ Ωǫ0 \D0,
(4.31) I3(cǫ) = ln
W+(1)− cǫ
W−(1)− cǫ .
And for cǫ = c+ iǫ, c ∈ Dǫ0 \D0, we have
(4.32) I3(cǫ) =
1
2
ln
(
W+(1) − c
)2
+ ǫ2(
W−(1) − c
)2
+ ǫ2
+ i arctan
W+(1)− c
ǫ
− i arctan W−(1)− c
ǫ
,
and then
lim
ǫ→0+
I3(cǫ) =
1
2
ln
(W+(1) − c
c−W−(1)
)2
+ iπχ+(c),
lim
ǫ→0−
I3(cǫ) =
1
2
ln
(W+(1) − c
c−W−(1)
)2
− iπχ+(c).
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Thus, from (4.24), we get
lim
ǫ→0±
σ+(cǫ)I+(cǫ) = σ+(c)Π+(c) +R
1
+(c) +R
2
+(c) +
1
2
ln
(W+(1)− c
c−W−(1)
)2
± iπχ+(c).
This complete the proof of the lemma. 
Lemma 4.6. For cǫ = c+ iǫ ∈ Dǫ0 and c ∈ D0 \
{
W−(−1),W+(−1)
}
. It holds that
(4.33) lim
ǫ→0±
σ−(cǫ)I−(cǫ) = σ−(c)Ire− (c)± iπχ−(c),
where σ−(cǫ) is defined by (4.13).
Proof. The proof of the lemma is same as the proof of Lemma 4.5. A direct calculation gives
σ−(cǫ)I−(cǫ)
= σ−(cǫ)
∫ 0
−1
1
H(y, cǫ)
(
1
ϕ−(y, cǫ)2
− 1
)
dy + σ−(cǫ)
∫ 0
−1
1
H(y, cǫ)dy
= σ−(cǫ)
∫ 0
−1
1
H(y, cǫ)
(
1
ϕ−(y, cǫ)2
− 1
)
dy +
∫ 0
−1
g(y, yc+)(
W+(y)− cǫ
)(
W−(y)− cǫ
)dy
+
∫ 0
−1
W ′+(yc−)−W ′+(y)
W+(y)− cǫ −
W ′−(yc−)−W−′(y)
W−(y)− cǫ dy
+
∫ 0
−1
W ′+(y)
W+(y)− cǫ −
W ′−(y)
W−(y)− cǫ dy
def
= σ(cǫ)Π−(cǫ) + J1(cǫ) + J2(cǫ) + J3(cǫ),
with g(y, yc−) =W
′
+(yc−)
[
W−(yc−)−W−(y)
]−W ′−(yc−)[W+(yc−)−W+(y)].
Proposition 3.12 implies ∣∣∣ 1H(y, cǫ)
( 1
ϕ−(y, cǫ)2
− 1
)∣∣∣ ≤ C,
and thus |Π−(cǫ)| ≤ C and as ǫ→ 0,
σ−(cǫ)Π−(cǫ)→ σ−(c)
∫ 0
−1
1
H(y, c)
( 1
ϕ−(y, c)2
− 1
)
dy.
By the fact that
(4.34) |g(y, yc+)| ≤ C|y − yc+|2,
and then ∣∣∣∣∣W ′+(yc−)
[
W−(yc−)−W−(y)
]−W ′−(yc−)[W+(yc−)−W+(y)](
W+(y)− cǫ
)(
W−(y)− cǫ
) ∣∣∣∣∣ ≤ C,
and ∣∣∣W ′+(yc−)−W ′+(y)
W+(y)− cǫ −
W ′−(yc−)−W ′−(y)
W−(y)− cǫ
∣∣∣ ≤ C,
and the Lebesgue’s dominated convergence theorem, we have |J1(cǫ)|+ |J2(cǫ)| ≤ C and as ǫ
tends to 0,
J1(cǫ)→
∫ 0
−1
W ′+(yc−)
[
W−(yc−)−W−(y)
]−W ′−(yc−)[W+(yc−)−W+(y)](
W+(y)− c
)(
W−(y)− c
) dy,
J2(cǫ)→
∫ 0
−1
W ′+(yc−)−W ′+(y)
W+(y)− c −
W ′−(yc−)−W ′−(y)
W−(y)− c dy.
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Due to W+(0) =W−(0) = 0, we also have for cǫ ∈ Ωǫ0 \D0,
(4.35) J3(cǫ) = ln
W−(−1)− cǫ
W+(−1)− cǫ .
And for cǫ = c+ iǫ, c ∈ Dǫ0 \D0, we have
J3(cǫ) =
1
2
ln
(
W−(−1)− c
)2
+ ǫ2(
W+(−1)− c
)2
+ ǫ2
− i arctan W+(−1)− c
ǫ
+ i arctan
W−(−1)− c
ǫ
.
And then, we get
lim
ǫ→0+
J3(cǫ) =
1
2
ln
(W−(−1)− c
c−W+(−1)
)2
+ iπχ−(c),
lim
ǫ→0−
J3(cǫ) =
1
2
ln
(W−(−1)− c
c−W+(−1)
)2
− iπχ−(c).
Thus we complete the proof of lemma. 
Lemma 4.7. There is ǫ0 > 0 such that for cǫ ∈ Ωǫ0 \D0, there exists a constant C ≥ 1 such
that
l
(
W+(±1)− cǫ
)
l
(
W−(±1)− cǫ
)
C|cǫ| ≤ |I±(cǫ)| ≤
Cl
(
W+(±1)− cǫ
)
l
(
W−(±1)− cǫ
)
|cǫ| .
Proof. We only give the estimate of I+(cǫ), the estimate of I−(cǫ) can be obtained by the
same way and we omit the details here.
Due to (4.24), we have
I+(cǫ) = Π+(cǫ) +
I1(cǫ) + I2(cǫ) + I3(cǫ)
σ+(cǫ)
.
The upper bound is directly follows from the fact that |Π+(cǫ)|+ |I1(cǫ)|+ |I2(cǫ)| ≤ C and
|I3(cǫ)| ≤
∣∣∣∣∣12 ln
(
W+(1) − c
)2
+ ǫ2(
W−(1) − c
)2
+ ǫ2
∣∣∣∣∣+ C ≤ Cl(W+(1)− cǫ)l(W−(1)− cǫ).
For the lower bounded. At first, we consider the case of |c| < δ0 for some δ0 > 0 small
enough. By Remark 4.3 and the fact that |Π+(cǫ)| ≤ C, we have
|I+(cǫ)| ≥
∣∣I1(cǫ) + I2(cǫ) + I3(cǫ)∣∣
|σ+(cǫ)| − |Π+(cǫ)|
≥
∣∣Im(I1(cǫ) + I2(cǫ) + I3(cǫ))∣∣
C|cǫ| −C
≥
∣∣Im(I3(cǫ))∣∣
C|cǫ| −
∣∣Im(I1(cǫ) + I2(cǫ))∣∣
C|cǫ| − C.
We have for |c| < δ0.
Im(I1(cǫ)) =
∫ 1
0
ǫh(y, yc+)(W+(y) +W−(y)− 2c)(
(W+(y)− c)2 + ǫ2
)(
(W−(y)− c)2 + ǫ2
)dy,
Im(I2(cǫ)) =
∫ 1
0
ǫ
(
W ′+(yc+)−W ′+(y)
)
(W+(y)− c)2 + ǫ2 dy −
∫ 1
0
ǫ
(
W ′−(yc+)−W ′−(y)
)
(W−(y)− c)2 + ǫ2 dy.
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By (4.28) and |W+(y) +W−(y)− 2c| ≤ C|y − yc+|+ C|y − yc− | ≤ C|y − yc−|, we have
(4.36) |Im(I1(cǫ))| ≤ Cǫ
∫ 1
0
y − yc−
(y − yc−)2 + ǫ2
dy ≤ Cǫ| ln ǫ|,
and
|Im(I2(cǫ))| ≤ Cǫ
∫ 1
0
|y − yc+|
(y − yc+)2 + ǫ2
dy + Cǫ
∫ 1
0
|y − yc+|
(y − yc−)2 + ǫ2
dy
≤ Cǫ
∫ 1
0
|y − yc+|
(y − yc+)2 + ǫ2
dy + Cǫ
∫ 1
0
|y − yc−|
(y − yc−)2 + ǫ2
dy
≤ Cǫ| ln ǫ|.
(4.37)
On the other hand, under the assumption |c| < δ0,
(4.38) |Im(I3(cǫ))| =
∣∣∣ arctan W+(1) − c
ǫ
− arctan W−(1)− c
ǫ
∣∣∣ ≥ 3π
4
.
By choosing δ0 ≤ W+(1)−W−(1)1000 ǫ0 small enough with ǫ0 in Proposition 3.7 also small enough,
then (4.36), (4.37) and (4.38) imply for |c| < δ0,
(4.39) |I+(cǫ)| ≥ C
−1
|cǫ| −
Cǫ| ln ǫ|
|cǫ| −C ≥
C−1
|cǫ| .
For the case of |cǫ −W+(1)| < δ0, we have
(4.40) |Π+(cǫ)|+
∣∣∣I1(cǫ) + I2(cǫ)
σ+(cǫ)
∣∣∣ ≤ C.
Thus for |cǫ −W+(1)| < δ0, by (4.31),
|I+(cǫ)| ≥ |I3(cǫ)||σ+(cǫ)| −
|I1(cǫ) + I2(cǫ)|
|σ+(cǫ)| − |Π+(cǫ)|
≥
∣∣∣ ln ∣∣W+(1) − cǫ∣∣∣∣∣
C
− C
≥ C−1∣∣ ln |W+(1)− cǫ|∣∣
Similarly, we have for the case of
∣∣cǫ −W−(1)∣∣ < δ0,
|I+(cǫ)| ≥ C−1| ln
∣∣W−(1) − cǫ|∣∣
For cǫ ∈ Ωǫ0\D0 with |cǫ| ≥ δ0,
∣∣cǫ−W−(1)∣∣ ≥ δ0 and ∣∣cǫ−W−(1)∣∣ ≥ δ0, Lemma 4.5 implies
σ+(cǫ)I+(cǫ) is continuous to the boundary with its boundary value σ+(c)I
re
+ ± iπχ+(c). Let
cǫ = c + iǫ with c ∈ D0 and |c − W+(1)| ≥ δ0 and |c − W−(1)| ≥ δ0, then if χ+(c) =
0(c < W−(1) in Case 1, 2, 3, or c > W+(1) in Case 3, 8, 9,) then H(y, c) > 0 which implies
Ire+ (c) =
∫ 1
0
1
H(y,c)ϕ+(y,c)2 dy > 0 and if χ+(c) 6= 0, then |σ+(c)Ire+ ± iπχ+(c)| ≥ π.
Therefore there is ǫ0 such that for any 0 ≤ |ǫ| ≤ ǫ0 and cǫ = c+ iǫ
|σ+(cǫ)I+(cǫ)| ≥ π
2
.
Thus we conclude that
|I+(cǫ)| ≥
l
(
W+(1)− cǫ
)
l
(
W−(1) − cǫ
)
C|cǫ| .
This completes the proof of the lemma. 
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Lemma 4.8. Let c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
, cǫ = c+ iǫ. It holds
lim
ǫ→0±
D(cǫ) = Dre(c)± iDim(c).
Moreover, we have that there exists a constant C ≥ 1 such that
Dre(c)2 +Dim(c)2 ≥ C−1 > 0.
Proof. By Lemma 4.5 and Lemma 4.6, we get for D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
,
lim
ǫ→0±
I+(c) = I
re
+ (c)±
iπχ+(c)
σ+(c)
, lim
ǫ→0±
I−(c) = Ire− (c)±
iπχ−(c)
σ−(c)
.
Thus for cǫ = c+ iǫ and c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
, we get P (cǫ)→ P (c)
as ǫ→ 0 and
lim
ǫ→0±
D(cǫ)
= c2P (c)
(
Ire+ (c)±
iπχ+(c)
σ+(c)
)(
Ire− (c)±
iπχ−(c)
σ−(c)
)
− ϕ+(0, c)2
(
Ire+ (c)±
iπχ+(c)
σ+(c)
)
− ϕ−(0, c)2
(
Ire− (c)±
iπχ−(c)
σ−(c)
)
= c2P (c)
(
Ire+ (c)I
re
− (c)−
π2χ+(c)χ−(c)
σ+(c)σ−(c)
)
− ϕ+(0, c)2Ire+ (c) − ϕ−(0, c)2Ire− (c)
± i
(
c2P (c)
(πIre+ (c)χ−(c)
σ−(c)
+
π Ire− (c)χ+(c)
σ+(c)
)
− πϕ+(0, c)
2χ+(c)
σ+(c)
− πϕ−(0, c)
2χ−(c)
σ−(c)
)
= Dre(c) ± iDim(c),
And then we have, for c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
with χ+(c)χ−(c) = 1,
Dre(c)2 +Dim(c)2
= c4P (c)2Ire+ (c)
2Ire− (c)
2 +
π4c4P (c)2
σ+(c)2σ−(c)2
+ ϕ+(0, c)
4Ire+ (c)
2 + ϕ−(0, c)4Ire− (c)
2
− 2c2P (c)ϕ+(0, c)2Ire+ (c)2Ire− (c)− 2c2P (c)ϕ−(0, c)2Ire+ (c)Ire− (c)2
+ 2ϕ+(0, c)
2ϕ−(0, c)2Ire+ (c)I
re
− (c) +
π2
σ−(c)2
c4P (c)2Ire+ (c)
2
+
π2
σ+(c)2
c4P (c)2Ire− (c)
2 +
π2
σ−(c)2
ϕ−(0, c)4 +
π2
σ+(c)2
ϕ+(0, c)
4
+
2π2ϕ+(0, c)
2ϕ−(0, c)2
σ+(c)σ−(c)
− 2π
2
σ−(c)2
c2P (c)ϕ−(0, c)2Ire+ (c)
− 2π
2
σ+(c)2
c2P (c)ϕ+(0, c)
2Ire− (c)
=
[
c2P (c)Ire+ (c)I
re
− (c)− ϕ+(0, c)2Ire+ (c) − ϕ−(0, c)2Ire− (c)
]2
+
π2
σ−(c)2
[
c2P (c)Ire+ (c)− ϕ−(0, c)2
]2
+
π2
σ+(c)2
[
c2P (c)Ire− (c) − ϕ+(0, c)2
]2
+
π4c4P (c)2
σ+(c)2σ−(c)2
+
2π2ϕ+(0, c)
2ϕ−(0, c)2
σ+(c)σ−(c)
.
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On one hand, for c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
, we have
σ+(c)σ−(c) ≥ C−1|c|2 > 0.
Indeed, by the fact that W ′+(y) ≥ C−1 > 0,W ′−(y) ≤ −C−1 < 0, we have
0 > σ+(c) =W
′
+(yc+)
(
W−(yc+)−W−(yc−)
) ≥ −C−1(yc+ − yc−) ≥ −C−1|c|,
0 > σ−(c) = −W ′−(yc+)
(
W+(yc−)−W+(yc+)
) ≥ −C−1(yc+ − yc−) ≥ −C−1|c|,
On the other hand, by Proposition 3.7 and Proposition 3.12, we have
C|c| ≥ |P (c)| = |ϕ−(0, c)2(ϕ+∂yϕ+)(0, c) − ϕ+(0, c)2(ϕ−∂yϕ−)(0, c)|
= |ϕ−(0, c)2(ϕ+∂yϕ+)(0, c)| + |ϕ+(0, c)2(ϕ−∂yϕ−)(0, c)|
≥ C−1(|yc+ |+ |yc− |) ≥ C−1|c|,
(4.41)
and then
(4.42) Dre(c)2 +Dim(c)2 ≥ π
4c4P (c)2
σ+(c)2σ−(c)2
+
2π2ϕ+(0, c)
2ϕ−(0, c)2
σ+(c)σ−(c)
≥ C−1(c2 + 1
c2
)
> C−1.
For c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
with χ+(c) = 0 then χ−(c) = 1, we
have
Dim(c) = π
σ−(c)
(Ire+ (c)c
2P (c)− ϕ−(0, c)2)
In this case c > W+(1)(in Case 3, 8, 9,) or c < W−(1)(in Case 1, 2, 3), then H(y, c) > 0
for y ∈ [0, 1], thus Ire+ (c) > 0 and by the fact that P (c) < −C−1|c| ≤ 0, we obtain that
|Dim(c)| > C−1 for c ∈ (W+(1),W−(−1)] and c ∈ [W+(−1),W−(1)).
For c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
with χ−(c) = 0 then χ+(c) = 1(in Case
1, 4, 5, 7, 9), we also have for c ∈ (W−(−1),W+(1)] and c ∈ [W−(1),W+(−1))
|Dim(c)| =
∣∣∣ π
σ+(c)
(Ire− (c)c
2P (c)− ϕ+(0, c)2)
∣∣∣ ≥ C−1.
Thus we complete the proof of the lemma. 
Lemma 4.9. Let cǫ ∈ Ωǫ0 \ {0}. It holds that∣∣∣Re(σ+(cǫ))
Re(σ−(cǫ))
− 1
∣∣∣ ≤ C|c|.
Proof. We have
Re(σ+(cǫ)) =W
′
+(yc+)
(
W−(yc+)− c
)−W ′−(yc+)(W+(yc+)− c),
Re(σ−(cǫ)) =W ′+(yc−)
(
W−(yc−)− c
) −W ′−(yc−)(W+(yc−)− c),(4.43)
For the case c ≥ 0, then W+(yc+) = c =W−(yc−), we have
Re(σ+(cǫ)) =W
′
+(yc+)
(
W−(yc+)− c
)
, Re(σ−(cǫ)) = −W ′−(yc−)
(
W+(yc−)− c
)
,
and then due to W+(0) =W−(0) = 0,
Re(σ+(cǫ)) =W
′
+(yc+)
(
W−(yc+)−W+(yc+)
)
= −W ′+(yc+)yc+λ+(yc+),
Re(σ−(cǫ)) = −W ′−(yc−)
(
W+(yc−)−W−(yc−)
)
= −W ′−(yc−)yc−λ−(yc−),
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where
λ+(yc+) = −
∫ 1
0
[
W ′−(syc+)−W ′+(syc+)
]
ds,
λ−(yc−) =
∫ 1
0
[
W ′+(syc−)−W ′−(syc−)
]
ds,
Thus we obtain λ+(yc+) ≥ C−1, λ−(yc−) ≥ C−1 and |Re(σ±)(cǫ)| ≥ C−1|c|.
We also have
Re(σ+(cǫ))
Re(σ−(cǫ))
− 1 = λ+(yc+)
(
W ′+(yc+)yc+ −W ′−(yc−)yc−
)
λ−(yc−)W ′−(yc−)yc−
+
λ+(yc+)− λ−(yc−)
λ−(yc−)
.
Due to yc− =W
−1
− (c) =W
−1
−
(
W+(yc+)
)
and
|W ′+(yc+)yc+ −W ′−(yc−)yc− |
=
∣∣∣∣∫ yc+
0
sW ′′+(s)− (W−1− ◦W+)(s)(W ′′− ◦W−1− ◦W+)(s)
(
(W−1− )
′ ◦W+
)
(s)W ′+(s)ds
∣∣∣∣
≤ C
∫ yc+
0
|s|+ ∣∣(W−1− ◦W+)(s)∣∣ ds ≤ C|c|2,
then we get ∣∣∣λ+(yc+)(W ′+(yc+)yc+ −W ′−(yc−)yc−)
λ−(yc−)W ′−(yc−)yc−
∣∣∣ ≤ C|c|.
On the other hand,
|λ+(yc+)− λ−(yc−)|
=
∣∣∣∣∫ 1
0
[
W ′−(syc+)−W ′−(syc−)−W ′+(syc+) +W ′+(syc−)
]
ds
∣∣∣∣
= |(yc+ − yc−)|
∣∣∣∣∫ 1
0
s
∫ 1
0
[(
W ′′− −W ′′+
)(
syc− + ts(yc+ − yc−)
)]
dtds
∣∣∣∣ ≤ C|c|.
For c ≤ 0, then W−(yc+) = c =W+(yc−), we have
Re(σ+(cǫ)) = −W ′−(yc+)
(
W+(yc+)−W−(yc+)
)
= −W ′−(yc+)yc+λ˜+(yc+),
Re(σ−(cǫ)) =W ′+(yc−)
(
W−(yc−)−W+(yc−)
)
= −W ′+(yc−)yc− λ˜−(yc−),
where
λ˜+(yc+) =
∫ 1
0
[
W ′+(syc+)−W ′−(syc+)
]
ds,
λ˜−(yc−) = −
∫ 1
0
[
W ′−(syc−)−W ′+(syc−)
]
ds,
Thus we obtain λ˜+(yc+) ≥ C−1, λ˜−(yc−) ≥ C−1 and |Re(σ±(cǫ))| ≥ C−1|c|.
We also have
Re(σ+(cǫ))
Re(σ−(cǫ))
− 1 = λ˜+(yc+)
(
W ′−(yc+)yc+ −W ′+(yc−)yc−
)
λ˜−(yc−)W ′+(yc−)yc−
+
λ˜+(yc+)− λ˜−(yc−)
λ˜−(yc−)
.
Due to yc− =W
−1
+ (c) =W
−1
+
(
W−(yc+)
)
and
|W ′−(yc+)yc+ −W ′+(yc−)yc− | ≤ C|c|2,
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then we get ∣∣∣ λ˜+(yc+)(W ′−(yc+)yc+ −W ′+(yc−)yc−)
λ˜−(yc−)W ′+(yc−)yc−
∣∣∣ ≤ C|c|
and
|λ˜+(yc+)− λ˜−(yc−)| ≤ C|c|.
Therefore, ∣∣∣Re(σ+(cǫ))
Re(σ−(cǫ))
− 1
∣∣∣ ≤ C|c|.
This completes the proof of the Lemma. 
Now, we present the proof of Proposition 4.4.
Proof. The first part of the Proposition follows directly from Lemma 4.8.
For the case of |c| < δ0, we have
D(cǫ) = c2ǫP (cǫ)I+(cǫ)I−(cǫ)−
(
ϕ+(0, cǫ)
2 − 1)I+(cǫ)−Π+(cǫ)
− (ϕ−(0, cǫ)2 − 1)I−(cǫ)−Π−(cǫ)
− I1(cǫ) + I2(cǫ) + I3(cǫ)
σ+(cǫ)
− J1(cǫ) + J2(cǫ) + J3(cǫ)
σ−(cǫ)
= c2ǫP (cǫ)I+(cǫ)I−(cǫ)−
(
ϕ+(0, cǫ)
2 − 1)I+(cǫ)−Π+(cǫ)
− (ϕ−(0, cǫ)2 − 1)I−(cǫ)−Π−(cǫ)
− I1(cǫ) + I2(cǫ) + I3(cǫ)
σ+(cǫ)
− J1(cǫ) + J2(cǫ) + J3(cǫ)
σ+(cǫ)
−
σ+(cǫ)
σ−(cǫ)
− 1
σ+(cǫ)
(
J1(cǫ) + J2(cǫ) + J3(cǫ)
)
,(4.44)
where we recall in the proof of Lemma 4.5 and Lemma 4.6,
σ+(cǫ)I+(cǫ) = σ+(cǫ)Π+(cǫ) + I1(cǫ) + I2(cǫ) + I3(cǫ),
σ−(cǫ)I−(cǫ) = σ−(cǫ)Π−(cǫ) + J1(cǫ) + J2(cǫ) + J3(cǫ).
By Proposition 3.7, Proposition 3.12, Lemma 4.7 and (4.41), we obtain∣∣∣c2ǫP (cǫ)I+(cǫ)I−(cǫ)− (ϕ+(0, cǫ)2 − 1)I+(cǫ)− (ϕ−(0, cǫ)2 − 1)I−(cǫ)∣∣∣
≤ |cǫ|2|P (cǫ)||I+(cǫ)||I−(cǫ)|+ C
∣∣ϕ+(0, cǫ)− 1∣∣|I+(cǫ)|+ C∣∣ϕ−(0, cǫ)− 1∣∣|I−(cǫ)|
≤ C|cǫ|.(4.45)
We also have
Im(I1(cǫ)) =
∫ 1
0
ǫh(y, yc+)
(
W+(y) +W−(y)− 2c
)(
(W+(y)− c)2 + ǫ2
)(
(W−(y)− c)2 + ǫ2
)dy,
by (4.28) and |W+(y) +W−(y)− 2c| ≤ C|y − yc−|, we have∣∣∣ h(y, yc+)(W+(y) +W−(y)− 2c)(
(W+(y)− c)2 + ǫ2
)(
(W−(y)− c)2 + ǫ2
)∣∣∣ ≤ C |y − yc− ||(y − yc−)2 + ǫ2| .
Thus we can get that for |c| < δ0 with δ0 small enough,
|Im(I1(cǫ))| ≤ Cǫ| ln ǫ|.
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And similarly, we have
Im(I2(cǫ)) = ǫ
∫ 1
0
W ′+(yc+)−W ′+(y)
(W+(y)− c)2 + ǫ2 dy − ǫ
∫ 1
0
W ′−(yc+)−W ′−(y)
(W−(y)− c)2 + ǫ2 dy,
which implies ∣∣Im(I2(cǫ))∣∣ ≤ Cǫ| ln ǫ|.
By the same argument, we can deduce that for |c| < δ0,∣∣Im(J1(cǫ) + J2(cǫ))∣∣ ≤ Cǫ| ln ǫ|.
Thus from the above, we have
(4.46)
∣∣Im(I1(cǫ) + I2(cǫ) + J1(cǫ) + J2(cǫ))∣∣ ≤ Cǫ| ln ǫ|.
Due to Im(I3(cǫ) + J3(cǫ)) = 2 arctan
W+(1)−c
ǫ
− 2 arctan W−(1)−c
ǫ
, we get for |c| ≤ δ0,
(4.47)
∣∣Im(I3(cǫ) + J3(cǫ))∣∣ ≥ 3π
2
.
On the other hand, we have C−1|c| ≤ ∣∣Re(σ−(cǫ))∣∣ ≤ C|c| and
Im(σ+(cǫ)) = −ǫ
(
W ′+(yc+)−W ′−(yc+)
)
,
Im(σ−(cǫ)) = −ǫ
(
W ′+(yc−)−W ′−(yc−)
)
,
and then
C−1ǫ ≤
∣∣Im(σ−(cǫ))∣∣ ≤ Cǫ,
and∣∣Im(σ+(cǫ))− Im(σ−(cǫ))∣∣ = ǫ ∣∣W ′+(yc+)−W ′+(yc−)−W ′−(yc+) +W ′−(yc−)∣∣ ≤ Cǫ|c|.
Then from which and by Lemma 4.9, we get∣∣∣σ+(cǫ)
σ−(cǫ)
− 1
∣∣∣ = ∣∣∣∣∣Re(σ+(cǫ))−Re(σ−(cǫ)) + i
(
Im(σ+(cǫ))− Im(σ−(cǫ))
)
Re(σ−(cǫ)) + iIm(σ−(cǫ))
∣∣∣∣∣
≤
∣∣∣Re(σ+(cǫ))
Re(σ−(cǫ))
− 1
∣∣∣+ ∣∣∣ Im(σ+(cǫ))− Im(σ−(cǫ))
Re(σ−(cǫ)) + iIm(σ−(cǫ))
∣∣∣
≤ C|c|+ Cǫ|c|
C−1(ǫ+ |c|) ≤ C|c|.(4.48)
Therefore by the fact that |Π±(cǫ)|+|J1(cǫ)|+|J2(cǫ)| ≤ C and that for |c| ≤ δ0, |J3(cǫ)| ≤ C
and (4.41), (4.45), (4.46), (4.47) and (4.48) we obtain for |c| < δ0
|D(cǫ)| ≥ |I1(cǫ) + I2(cǫ) + I3(cǫ) + J1(cǫ) + J2(cǫ) + J3(cǫ)||σ+(cǫ)| −
∣∣Π+(cǫ)∣∣− ∣∣Π−(cǫ)∣∣
−
∣∣∣c2ǫP (cǫ)I+(cǫ)I−(cǫ)− (ϕ+(0, cǫ)2 − 1)I+(cǫ)− (ϕ−(0, cǫ)2 − 1)I−(cǫ)∣∣∣
−
∣∣∣ σ+(cǫ)σ−(cǫ) − 1
σ+(cǫ)
(
J1(cǫ) + J2(cǫ) + J3(cǫ)
)∣∣∣
≥
∣∣Im(I3(cǫ) + J3(cǫ))∣∣∣∣σ+(cǫ)∣∣ −
∣∣Im(I1(cǫ) + I2(cǫ) + J1(cǫ) + J2(cǫ))∣∣∣∣σ+(cǫ)∣∣ −C − C|cǫ|
−
∣∣σ1(cǫ)
σ2(cǫ)
− 1∣∣∣∣σ+(cǫ)∣∣
∣∣∣J1(cǫ) + J2(cǫ) + J3(cǫ)∣∣∣
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≥ C
−1
|cǫ| −
Cǫ| ln ǫ|
|cǫ| − C − C|cǫ| ≥
C−1
|cǫ| .(4.49)
Case 1. W+(1) 6=W−(−1) and W+(−1) 6=W−(1).
For |cǫ −W±(1)| ≤ δ0, by Lemma 4.5, we get∣∣∣c2ǫP (cǫ)I−(cǫ)(I1(cǫ) + I2(cǫ))
σ+(cǫ)
∣∣∣+ ∣∣∣ϕ+(0, cǫ)2(I1(cǫ) + I2(cǫ))
σ+(cǫ)
∣∣∣+ ∣∣∣ϕ−(0, cǫ)2I−(cǫ)∣∣∣ ≤ C,
and thus, we have
|D(cǫ)| ≥
∣∣∣∣Im (c2ǫP (cǫ)I−(cǫ)I3(cǫ)σ+(cǫ) − ϕ+(0, cǫ)
2I3(cǫ)
σ+(cǫ)
)∣∣∣∣
−
∣∣∣c2ǫP (cǫ)I−(cǫ)(I1(cǫ) + I2(cǫ))
σ+(cǫ)
∣∣∣− ∣∣∣ϕ+(0, cǫ)2(I1(cǫ) + I2(cǫ))
σ+(cǫ)
∣∣∣− ∣∣∣ϕ−(0, cǫ)2I−(cǫ)∣∣∣
≥
∣∣∣∣Im(c2ǫP (cǫ)I−(cǫ)I3(cǫ)σ+(cǫ)
)
− Im
(ϕ+(0, cǫ)2I3(cǫ)
σ+(cǫ)
)∣∣∣∣− C.
Due to
Im
(c2ǫP (cǫ)I−(cǫ)I3(cǫ)
σ+(cǫ)
)
− Im
(ϕ+(0, cǫ)2I3(cǫ)
σ+(cǫ)
)
= Im
(c2ǫP (cǫ)I−(cǫ)
σ+(cǫ)
)
Re(I3(cǫ)) +Re
(c2ǫP (cǫ)I−(cǫ)
σ+(cǫ)
)
Im(I3(cǫ))
− Im
(ϕ+(0, cǫ)2
σ+(cǫ)
)
Re(I3(cǫ))−Re
(ϕ+(0, cǫ)2
σ+(cǫ)
)
Im(I3(cǫ))
= Re
(c2ǫP (cǫ)
σ+(cǫ)
)
Im(I−(cǫ))Re(I3(cǫ)) + Im
(c2ǫP (cǫ)
σ+(cǫ)
)
Re(I−(cǫ))Re(I3(cǫ))
− Im
(ϕ+(0, cǫ)2
σ+(cǫ)
)
Re(I3(cǫ)) +Re
(c2ǫP (cǫ)I−(cǫ)
σ+(cǫ)
)
Im(I3(cǫ))
−Re
(ϕ+(0, cǫ)2
σ+(cǫ)
)
Im(I3(cǫ))
=
c2P (c)
σ+(c)
Im(I−(cǫ))Re(I3(cǫ))− ϕ+(0, c)
2
σ+(c)
Im(I3(cǫ))
+Re
(c2ǫP (cǫ)
σ+(cǫ)
− c
2P (c)
σ+(c)
)
Im(I−(cǫ))Re(I3(cǫ)) + Im
(c2ǫP (cǫ)
σ+(cǫ)
)
Re(I−(cǫ))Re(I3(cǫ))
− Im
(ϕ+(0, cǫ)2
σ+(cǫ)
)
Re(I3(cǫ)) +Re
(c2ǫP (cǫ)I−(cǫ)
σ+(cǫ)
)
Im(I3(cǫ))
−Re
(ϕ+(0, cǫ)2
σ+(cǫ)
− ϕ+(0, c)
2
σ+(c)
)
Im(I3(cǫ)),
and by Remark 3.18,∣∣∣Re(c2ǫP (cǫ)
σ+(cǫ)
− c
2P (c)
σ+(c)
)∣∣∣ ≤ C|ǫ|,∣∣∣Re(ϕ+(0, cǫ)2
σ+(cǫ)
− ϕ+(0, c)
2
σ+(c)
)∣∣∣ ≤ C|ǫ|,
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σ+(cǫ)
)∣∣∣ = ∣∣∣Im(c2ǫP (cǫ)
σ+(cǫ)
− c
2P (c)
σ+(c)
)∣∣∣ ≤ C|ǫ|,∣∣∣Im(ϕ+(0, cǫ)2
σ+(cǫ)
)∣∣∣ = ∣∣∣Im(ϕ+(0, cǫ)2
σ+(cǫ)
− ϕ+(0, c)
2
σ+(c)
)∣∣∣ ≤ C|ǫ|.
Thus by taking ǫ0 small enough, we have for any |ǫ| ≤ ǫ0, |Im(I−(cǫ))| ≥ |Im(J3(cǫ))| ≥ 3π4 ,
c2P (c)
σ+(c)
≥ C−1, ϕ+(0,c)2
σ+(c)
≥ C−1. Thus by taking δ0 small enough, we have for |cǫ−W±(1)| ≤ δ0,
|D(cǫ)| ≥
∣∣∣c2P (c)
σ+(c)
Im(I−(cǫ))Re(I3(cǫ))
∣∣∣− ∣∣∣ϕ+(0, c)2
σ+(c)
Im(I3(cǫ))
∣∣∣
−
∣∣∣Re(c2ǫP (cǫ)
σ+(cǫ)
− c
2P (c)
σ+(c)
)
Im(I−(cǫ))Re(I3(cǫ))
∣∣∣
−
∣∣∣Im(c2ǫP (cǫ)
σ+(cǫ)
)
Re(I−(cǫ))Re(I3(cǫ))
∣∣∣− ∣∣∣Im(ϕ+(0, cǫ)2
σ+(cǫ)
)
Re(I3(cǫ))
∣∣∣
−
∣∣∣Re(c2ǫP (cǫ)I−(cǫ)
σ+(cǫ)
)
Im(I3(cǫ))
∣∣∣+ ∣∣∣−Re(ϕ+(0, cǫ)2
σ+(cǫ)
− ϕ+(0, c)
2
σ+(c)
)
Im(I3(cǫ))
∣∣∣
≥ C−1|Re(I3(cǫ))| −Cǫ|Re(I3(cǫ))| − C
≥ C−1l(cǫ −W±(1)).
For |cǫ −W±(−1)| ≤ δ0, by Lemma 4.6, we get∣∣∣c2ǫP (cǫ)I+(cǫ)(J1(cǫ) + J2(cǫ))
σ−(cǫ)
∣∣∣+ ∣∣∣ϕ−(0, cǫ)2(J1(cǫ) + J2(cǫ))
σ−(cǫ)
∣∣∣+ ∣∣∣ϕ+(0, cǫ)2I+(cǫ)∣∣∣ ≤ C.
By the same method, we have
|D(cǫ)| ≥
∣∣∣Im(c2ǫP (cǫ)I+(cǫ)J3(cǫ)
σ−(cǫ)
)
− Im
(ϕ−(0, cǫ)2J3(cǫ)
σ−(cǫ)
)∣∣∣
−
∣∣∣c2ǫP (cǫ)I+(cǫ)(J1(cǫ) + J2(cǫ))
σ−(cǫ)
− ϕ−(0, cǫ)
2
(
J1(cǫ) + J2(cǫ)
)
σ−(cǫ)
− ϕ+(0, cǫ)2I+(cǫ)
∣∣∣
≥
∣∣∣c2P (c)
σ−(c)
Im(I+(cǫ))Re(J3(cǫ))
∣∣∣ − ∣∣∣ϕ−(0, c)2
σ−(c)
Im(J3(cǫ))
∣∣∣
−
∣∣∣Re(c2ǫP (cǫ)
σ−(cǫ)
− c
2P (c)
σ−(c)
)
Im(I+(cǫ))Re(J3(cǫ))
∣∣∣
−
∣∣∣Im(c2ǫP (cǫ)
σ−(cǫ)
)
Re(I+(cǫ))Re(J3(cǫ))
∣∣∣− ∣∣∣Im(ϕ−(0, cǫ)2
σ−(cǫ)
)
Re(J3(cǫ))
∣∣∣
−
∣∣∣Re(c2ǫP (cǫ)I+(cǫ)
σ−(cǫ)
)
Im(J3(cǫ))
∣∣∣− ∣∣∣Re(ϕ−(0, cǫ)2
σ−(cǫ)
− ϕ−(0, c)
2
σ−(c)
)
Im(J3(cǫ))
∣∣∣− C
≥ C−1|Re(J3(cǫ))| − Cǫ|Re(J3(cǫ))| − Cǫ
≥ C−1l(cǫ −W±(−1)).
Case 2. W+(1) =W−(−1) and W+(−1) 6=W−(1).
For |cǫ −W+(1)| = |cǫ −W−(−1)| < δ0, by Lemma 4.7 and (4.41), we get∣∣D(cǫ)∣∣ = ∣∣∣c2ǫP (cǫ)I+(cǫ)I−(cǫ)− ϕ+(0, cǫ)2I+(cǫ)− ϕ−(0, cǫ)2I−(cǫ)∣∣∣
≥ |cǫ|2|P (cǫ)||I+(cǫ)||I−(cǫ)| − C|I+(cǫ)| − C|I−(cǫ)|
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≥ C−1l(cǫ −W+(1))l(cǫ −W−(−1)) − Cl(cǫ −W+(1))− Cl(cǫ −W−(−1))
≥ C−1l(cǫ −W+(1))l(cǫ −W−(−1)).
And for |cǫ −W−(1)| < δ0, we can obtain by the same argument as in Case 1 that∣∣D(cǫ)∣∣ ≥ C−1l(cǫ −W−(1))
and for |cǫ −W+(−1)| < δ0, ∣∣D(cǫ)∣∣ ≥ C−1l(cǫ −W+(−1)).
Case 3. W+(1) 6=W−(−1) and W+(−1) =W−(1).
The proof is similar to Case 2 and we have for |cǫ −W+(−1)| = |cǫ −W−(1)| < δ0,∣∣D(cǫ)∣∣ = ∣∣∣c2ǫP (cǫ)I+(cǫ)I−(cǫ)− ϕ+(0, cǫ)2I+(cǫ)− ϕ−(0, cǫ)2I−(cǫ)∣∣∣
≥ |cǫ|2|P (cǫ)||I+(cǫ)||I−(cǫ)| − C|I+(cǫ)| − C|I−(cǫ)|
≥ C−1l(cǫ −W+(−1))l(cǫ −W−(1)) − Cl(cǫ −W+(−1))− Cl(cǫ −W−(1))
≥ C−1l(cǫ −W+(−1))l(cǫ −W−(1)).
And we have, for |cǫ −W+(1)| < δ0,∣∣D(cǫ)∣∣ ≥ C−1l(cǫ −W+(1))
and for |cǫ −W−(−1)| < δ0, ∣∣D(cǫ)∣∣ ≥ C−1l(cǫ −W−(−1)).
Case 4. W+(1) =W−(−1) and W−(1) =W+(−1).
For the case |cǫ −W+(1)| < δ0, by Lemma 4.7 and (4.41), we get∣∣D(cǫ)∣∣ = ∣∣∣c2ǫP (cǫ)I+(cǫ)I−(cǫ)− ϕ+(0, cǫ)2I+(cǫ)− ϕ−(0, cǫ)2I−(cǫ)∣∣∣
≥ |cǫ|2|P (cǫ)||I+(cǫ)||I−(cǫ)| −C|I+(cǫ)| − C|I−(cǫ)|
≥ C−1
(
1 +
∣∣∣ ln ∣∣W+(1)− cǫ∣∣∣∣∣)2 − C(1 + ∣∣∣ ln ∣∣W+(1)− cǫ∣∣∣∣∣)
≥ C−1
(
1 +
∣∣∣ ln ∣∣W+(1)− cǫ∣∣∣∣∣)2.(4.50)
Similarly, we can deduce that for the case of |cǫ −W−(1)| < δ0,
|D(cǫ)| ≥ C−1
(
1 +
∣∣∣ ln ∣∣W−(1)− cǫ∣∣∣∣∣)2.
For the case cǫ ∈ Ωǫ0 \D0 with |c| ≥ δ0, |cǫ −W+(1)| ≥ δ0 and |cǫ −W−(1)| ≥ δ0, by the
fact that D(cǫ) is continuous to the boundary and Lemma 4.8, we have |D(cǫ)| ≥ C−1 in this
case.
Thus, from the above argument, we can deduce that for cǫ ∈ Ωǫ0 \D0,
|D(cǫ)| ≥
l
(
W+(1)− cǫ
)
l
(
W−(1)− cǫ
)
l
(
W+(−1)− cǫ
)
l
(
W−(−1)− cǫ
)
C|cǫ| .
This completes the proof of the proposition. 
Remark 4.10. The above proposition implies for ǫ0 small enough and cǫ ∈ Ωǫ0 \D0, |D(cǫ)|
is lower bounded and 1D is well-defined in Ωǫ0 \D0 and∣∣∣ 1D(cǫ)
∣∣∣ ≤ C|cǫ|
l
(
W+(1)− cǫ
)
l
(
W−(1)− cǫ
)
l
(
W+(−1)− cǫ
)
l
(
W−(−1)− cǫ
) .
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And we have for cǫ = c+ iǫ with c ∈ D0 \
{
0,W+(1),W−(1),W+(−1),W−(−1)
}
,
lim
ǫ→0±
1
D(cǫ) =
1
Dre(c) ± iDim(c) .
Moreover, 1D can be continuous extend to the boundary with
1
D(0) =
1
D(W−(1)) =
1
D(W−(−1)) =
1
D(W+(−1)) =
1
D(W+(1)) = 0. And then we have for c ∈ D0,∣∣∣ 1Dre(c)± iDim(c) ∣∣∣ ≤ C|c|l(W+(1)− c)l(W−(1)− c)l(W+(−1)− c)l(W−(−1)− c) .
The upper bound of 1Dre(c)±iDim(c) follows from Lemma 4.7 and Lemma 4.8. We omit the
proof of this remark.
Lemma 4.11. For c ∈ D0 \ {0,W+(1),W+(−1),W−(1),W−(−1)}, there exists a positive
constant C such that
|Ire± (c)| ≤
Cl
(
W+(±1)− c
)
l
(
W−(±1)− c
)
|c| ,
and
|Dre(c)| ≤ Cl
(
W+(1)− c
)
l
(
W−(1) − c
)
l
(
W+(−1)− c
)
l
(
W−(−1)− c
)
|c| ,
and
|Dim(c)| ≤ Cl
(
W+(1) − c
)
l
(
W−(1)− c
)
|c| +
Cl
(
W+(−1)− c
)
l
(
W−(−1)− c
)
|c| .
Proof. From Remark 4.3 and the fact that |Π±(c)| + |R1±(c)| + |R2±(c)| ≤ C for c ∈ D0 \
{0,W+(1),W+(−1),W−(1),W−(−1)}, we can easily get the estimate of Ire± .
The estimate of Dre(c) and Dim(c) for c ∈ D0 \ {0,W+(1),W+(−1),W−(1),W−(−1)}
follows from the estimate of Ire± and Proposition 3.7, Proposition 3.12 and (4.41). 
4.2. Determine the coefficients. Now we solve the inhomogeneous Sturmian equation, for
c ∈ Ωǫ0 \D0,
(4.51)
{
∂y
(
H(y, c)∂yΘ(y, c)
)
− α2H(y, c)Θ(y, c) = F (y, c)
Θ(−1, c) = Θ(1, c) = 0,
here F (y, c) = cG(α, y, c) and recall G(α, y, c) = G1(α, y, c)− φ̂0(α,0)f(α,y,c)b(y)3 defined as in (2.3)
and (2.4).
In particular, we can get that for c = 0,
F (y, 0) = −φ̂0(0)
(((
u(y)2 − b(y)2)(χ
b
(y)
)′)′
− α2(u(y)2 − b(y)2)χ
b
(y)
)
.
For c ∈ Ωǫ0 \ {0}, let
T±(F )(c) =
∫ ±1
0
∫ y
yc±
F (z, cǫ)ϕ±(z, cǫ)dz
H(y, cǫ)ϕ±(y, cǫ)2 dy,
and
L(F )(c) = ϕ−(0, c)
∫ yc+
0
F (y, c)ϕ+(y, c)dy − ϕ+(0, c)
∫ yc−
0
F (y, c)ϕ−(y, c)dy.
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For y ∈ [0, 1] and c ∈ Ωǫ0 \D0, let
Θ0+(y, c) = ϕ+(y, c)
∫ y
0
∫ y′
yc+
(Fϕ+)(z, c)dz
H(y′, c)ϕ+(y′, c)2 dy
′
+ µ˜+(F )(c)ϕ+(y, c)
∫ y
0
1
H(y′, c)ϕ+(y′, c)2 dy
′ + ν+(F )(c)ϕ+(y, c)
(4.52)
and
Θ1+(y, c) = ϕ+(y, c)
∫ y
1
∫ y′
yc+
(Fϕ+)(z, c)dz
H(y′, c)ϕ+(y′, c)2 dy
′
+ µ+(F )(c)ϕ+(y, c)
∫ y
1
1
H(y′, c)ϕ+(y′, c)2 dy
′,
(4.53)
with
µ+(F )(c) = µ˜+(F )(c) =
1
D(c)
[− c2P (c)T+(F )(c)I−(c)− ϕ−(0, c)L(F )(c)I−(c)
+ ϕ+(0, c)
2T+(F )(c) − (ϕ+ϕ−)(0, c)T−(F )(c)
]
,
(4.54)
and
ν+(F )(c) =
1
D(c)
[
ϕ−(0, c)L(F )(c)I+(c)I−(c)− (ϕ+ϕ−)(0, c)T−(F )(c)I+(c)
+ ϕ−(0, c)2T+(F )(c)I−(c)
]
.
(4.55)
For y ∈ [−1, 0] and c ∈ Ωǫ0 \D0, let
Θ−1− (y, c) = ϕ−(y, c)
∫ y
−1
∫ y′
yc−
(Fϕ−)(y′′, c)dy′′
H(y′, c)ϕ−(y′, c)2 dy
′
+ µ−(F )(c)ϕ−(y, c)
∫ y
−1
1
H(y′, c)ϕ−(y′, c)2 dy
′,
(4.56)
and
Θ0−(y, c) = ϕ−(y, c)
∫ y
0
∫ y′
yc−
(Fϕ−)(y′′, c)dy′′
H(y′, c)ϕ−(y′, c)2 dy
′
+ µ˜−(F )(c)ϕ−(y, c)
∫ y
0
1
H(y′, c)ϕ−(y′, c)2 dy
′ + ν−(F )(c)ϕ−(y, c),
(4.57)
with
µ−(F )(c) = µ˜−(F )(c) =
1
D(c)
[
c2P (c)T−(F )(c)I+(c) + ϕ+(0, c)L(F )(c)I+(c)
+ (ϕ+ϕ−)(0, c)T+(F )(c) − ϕ−(0, c)2T−(F )(c)
]
,
(4.58)
ν−(F )(c) =
1
D(c)
[
ϕ+(0, c)L(F )(c)I+(c)I−(c) + ϕ+(0, c)2T−(F )(c)I+(c)
+ (ϕ+ϕ−)T+(F )(c)I−(c)
]
.
(4.59)
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Proposition 4.12. Let c ∈ Ωǫ0 \D0. Then for y ∈ [0, 1], Θ0+(y, c) ≡ Θ1+(y, c)
def
= Θ+(y, c)
and for y ∈ [−1, 0], Θ0−(y, c) ≡ Θ1−(y, c)
def
= Θ−(y, c). Moreover,
Θ(y, c) =
{
Θ+(y, c), y ∈ [0, 1],
Θ−(y, c), y ∈ [−1, 0],
is the unique C1([−1, 1]) solution to (4.51).
Proof. Recall the solution ϕ±(y, c) of (3.12) obtained in Proposition 3.7 and Proposition 3.12.
Then it is easy to check that the solution of (4.51) satisfies
∂y
(
H(y, c)ϕ±(y, c)2∂y
( Θ
ϕ±
)
(y, c)
)
= ϕ±(y, c)F (y, c).
Then the solution of (4.51) must have the following forms:
For y ∈ [0, 1] and c ∈ Ωǫ0 \D0,
Θ(y, c) = ϕ+(y, c)
∫ y
0
∫ y′
yc+
(Fϕ+)(y
′′, c)dy′′
H(y′, c)ϕ+(y′, c)2 dy
′
+ µ˜+(F )(c)ϕ+(y, c)
∫ y
0
1
H(y′, c)ϕ+(y′, c)2 dy
′ + ν+(F )(c)ϕ+(y, c)
and
Θ(y, c) = ϕ+(y, c)
∫ y
1
∫ y′
yc+
(Fϕ+)(y
′′, c)dy′′
H(y′, c)ϕ+(y′, c)2 dy
′
+ µ+(F )(c)ϕ+(y, c)
∫ y
1
1
H(y′, c)ϕ+(y′, c)2 dy
′.
For y ∈ [−1, 0] and c ∈ Ωǫ0 \D0,
Θ(y, c) = ϕ−(y, c)
∫ y
−1
∫ y′
yc−
(Fϕ−)(y′′, c)dy′′
H(y′, c)ϕ−(y′, c)2 dy
′
+ µ−(F )(c)ϕ−(y, c)
∫ y
−1
1
H(y′, c)ϕ−(y′, c)2 dy
′,
and
Θ(y, c) = ϕ−(y, c)
∫ y
0
∫ y′
yc−
(Fϕ−)(y′′, c)dy′′
H(y′, c)ϕ−(y′, c)2 dy
′
+ µ˜−(F )(c)ϕ−(y, c)
∫ y
0
1
H(y′, c)ϕ−(y′, c)2 dy
′ + ν−(F )(c)ϕ−(y, c).
Using the boundary condition and the fact that Θ(y, c) is a C1([−1, 1]) function, we obtain
that the coefficients are determined by the following equation:
µ+(F )(c) = µ˜+(F )(c), µ−(F )(c) = µ˜−(F )(c),
I+(c)µ+(F )(c) + ν+(F )(c) = −T+(F )(c),
I−(c)µ−(F )(c) − ν−(F )(c) = T−(F )(c),
ϕ+(0, c)ν+(F )(c) − ϕ−(0, c)ν−(F )(c) = 0,
ϕ−(0, c)µ+(F )(c) − ϕ+(0, c)µ−(F )(c) + c2(ϕ−ϕ+∂yϕ+)(0, c)ν+(F )(c)
−c2(ϕ+ϕ−∂yϕ−)(0, c)ν−(F )(c) = L(F )(c),
THE GENERATION OF THE MAGNETIC ISLAND 43
which is
W

µ+(F )(c)
µ−(F )(c)
ν+(F )(c)
ν−(F )(c)
 =

−T+(F )(c)
T−(F )(c)
0
L(F )(c)
 .
Therefore we get from Lemma 4.1,
det(W ) = c2P (c)I+(c)I−(c)− ϕ+(0, c)2I+(c)− ϕ−(0, c)2I−(c) = D(c) 6= 0.
Thus, by solving the matrix equations (4.11), we can deduce that µ±(F )(c), µ˜±(F )(c), ν±(F )(c)
satisfy (4.54), (4.55), (4.58) and (4.59). The fact Θ0+(y, c) ≡ Θ1+(y, c) and Θ0−(y, c) ≡ Θ1−(y, c)
can be obtained by the construction. The uniqueness of the solution can be obtained by
Lemma 4.1. Thus we proved the proposition. 
4.3. The behavior of inhomogeneous solution.
Lemma 4.13. Suppose cǫ = c + iǫ ∈ Dǫ0 with c ∈ D0 \ {0} and F ∈ C([−a, a] × Ωǫ). Then
we have
lim
ǫ→0
T±(F )(cǫ) = T±(F )(c).
Suppose cǫ ∈ Ωǫ0 \D0. Then there exists a constant C > 0 such that,∣∣T±(F )(cǫ)∣∣ ≤ C‖F‖L∞ l(cǫ).
Proof. It is easy to check that |H(y, cǫ)| ≥ C−1
(∣∣y2 − y2c±∣∣ + ǫ2). By Proposition 3.7 and
Proposition 3.12, we have C ≥ |ϕ±(y, cǫ)| ≥ 12 and∣∣∣
∫ y
yc±
F (z, cǫ)ϕ±(z, cǫ)dz
H(y, cǫ)ϕ±(y, cǫ)2
∣∣∣ ≤ C‖F (y, cǫ)‖L∞‖ϕ±‖L∞ |y − yc±||H(y, cǫ)| ≤ C|y|+ |cǫ| ,
which directly implies ∣∣T±(F )(cǫ)∣∣ ≤ C‖F‖L∞(∣∣ ln |cǫ|∣∣+ 1).
Since F (y, cǫ), H(y, cǫ) and ϕ±(y, cǫ) are continuous functions, then by Lebesgue’s dominated
convergence theorem, as ǫ→ 0, it holds that
lim
ǫ→0
T±(F )(cǫ) = T±(F )(c).
Thus we complete the proof of the lemma. 
Remark 4.14. For c ∈ D0 \ {0}, there is a constant C > 0 such that,∣∣T±(F )(c)∣∣ ≤ C‖F‖L∞ l(cǫ).
Proof. For c ∈ D0 \ {0}, we have |H(y, c)| ≥ C−1
∣∣y2 − y2c±∣∣, then∣∣T±(F )(c)∣∣ ≤ C‖F‖L∞ ∣∣∣∣∫ ±1
0
1
|y|+ |c|dy
∣∣∣∣ ≤ C‖F‖L∞l(cǫ).
Thus we complete the proof of the remark. 
In the following paper, for c ∈ D0 \ {0,W+(1),W+(−1),W−(1),W−(−1)}, let
Ure+ (F )(c) = −c2P (c)T+(F )(c)Ire− (c)− ϕ−(0, c)L(F )(c)Ire− (c)
+ ϕ+(0, c)
2T+(F )(c) − (ϕ+ϕ−)(0, c)T−(F )(c),
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U im+ (F )(c) = −
πc2P (c)T+(F )(c)χ−(c)
σ−(c)
− πϕ−(0, c)L(F )(c)χ−(c)
σ−(c)
,
Ure− (F )(c) = c2P (c)T−(F )(c)Ire+ (c) + ϕ+(0, c)L(F )(c)Ire+ (c)
+ (ϕ+ϕ−)(0, c)T+(F )(c) − ϕ−(0, c)2T−(F )(c),
U im− (F )(c) =
πc2P (c)T−(F )(c)χ+(c)
σ+(c)
+
πϕ+(0, c)L(F )(c)χ+(c)
σ+(c)
,
Vre+ (F )(c) = ϕ−(0, c)L(F )(c)Ire+ (c)Ire− (c) + (ϕ+ϕ−)(0, c)T−(F )(c)Ire+ (c)
+ ϕ−(0, c)2T+(F )(c)Ire− (c)−
π2ϕ−(0, c)L(F )(c)χ+(c)χ−(c)
σ+(c)σ−(c)
,
V im+ (F )(c) = πϕ−(0, c)L(F )(c)
( Ire+ (c)χ−(c)
σ−(c)
+
Ire− (c)χ+(c)
σ+(c)
)
+
π(ϕ+ϕ−)(0, c)T−(F )(c)χ+(c)
σ+(c)
+
πϕ−(0, c)2T+(F )(c)χ−(c)
σ−(c)
,
Vre− (F )(c) = ϕ+(0, c)L(F )(c)Ire+ (c)Ire− (c) + ϕ+(0, c)2T−(F )(c)Ire+ (c)
+ (ϕ+ϕ−)(0, c)T+(F )(c)Ire− (c)−
π2ϕ+(0, c)L(F )(c)χ+(c)χ−(c)
σ+(c)σ−(c)
,
V im− (F )(c) = πϕ+(0, c)L(F )(c)
( Ire+ (c)χ−(c)
σ−(c)
+
Ire− (c)χ+(c)
σ+(c)
)
+
πϕ+(0, c)
2T−(F )(c)χ+(c)
σ+(c)
+
π(ϕ+ϕ−)(0, c)T+(F )(c)χ−(c)
σ−(c)
.
And we also introduce for c ∈ D0 \ {0,W+(1),W+(−1),W−(1),W−(−1)},
µ++(F )(c) =
Ure+ (F )(c) + iU im+ (F )(c)
Dre(c) + iDim(c) , µ
−
+(F )(c) =
Ure+ (F )(c) − iU im+ (F )(c)
Dre(c)− iDim(c) ,
µ+−(F )(c) =
Ure− (F )(c) + iU im− (F )(c)
Dre(c) + iDim(c) , µ
−
−(F )(c) =
Ure− (F )(c) − iU im− (F )(c)
Dre(c)− iDim(c) ,
ν++(F )(c) =
Vre+ (F )(c) + iV im+ (F )(c)
Dre(c) + iDim(c) , ν
−
+(F )(c) =
Vre+ (F )(c) − iV im+ (F )(c)
Dre(c)− iDim(c) ,
ν+−(F )(c) =
Vre− (F )(c) + iV im− (F )(c)
Dre(c) + iDim(c) , ν
−
−(F )(c) =
Vre− (F )(c) − iV im− (F )(c)
Dre(c)− iDim(c) .
Proposition 4.15. (1) Let cǫ = c± iǫ ∈ Ωǫ0 \D0, 0 < ǫ < ǫ0. There holds that
|µ+(F )(cǫ)| ≤
C‖F‖L∞ |cǫ|l
(
cǫ
)(
l
(
W+(−1)− cǫ
)
+ l
(
W−(−1)− cǫ
))
l
(
W+(1)− cǫ
)
l
(
W−(1) − cǫ
)
l
(
W+(−1)− cǫ
)
l
(
W−(−1)− cǫ
) ,
|µ−(F )(cǫ)| ≤
C‖F‖L∞ |cǫ|l
(
cǫ
)(
l
(
W+(1) − cǫ
)
+ l
(
W−(1)− cǫ
))
l
(
W+(1)− cǫ
)
l
(
W−(1) − cǫ
)
l
(
W+(−1)− cǫ
)
l
(
W−(−1)− cǫ
) ,
|ν±(F )(cǫ)| ≤ C‖F‖L∞ l
(
cǫ
)
.
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(2) For cǫ = c + iǫ, 0 < ǫ < 1, c ∈ D0 \ {0,W+(1),W+(−1),W−(1),W−(−1)}, there holds
that
lim
ǫ→0±
µ+(F )(cǫ) = µ
±
+(F )(c), lim
ǫ→0±
ν+(F )(cǫ) = ν
±
+(F )(c),
lim
ǫ→0±
µ−(F )(cǫ) = µ±−(F )(c), lim
ǫ→0±
ν−(F )(cǫ) = ν±−(F )(c).
Proof. By Proposition 3.7 and Proposition 3.12, we have |∂yϕ±(0, cǫ)| ≤ C|cǫ|, which gives
for cǫ ∈ Ωǫ0 , ∣∣P (cǫ)∣∣ = ∣∣(ϕ2−ϕ+∂yϕ+)(0, cǫ)− (ϕ2+ϕ−∂yϕ−)(0, cǫ)∣∣ ≤ C|cǫ∣∣,
and we also have∣∣L(F )(cǫ)∣∣ = ∣∣∣ϕ−(0, cǫ)∫ yc+
0
(Fϕ+)(y, cǫ)dy − ϕ+(0, cǫ)
∫ yc−
0
(Fϕ−)(y, cǫ)dy
∣∣∣
≤ C|cǫ|‖F‖L∞ .
(4.60)
From which and by using Lemma 4.4, Lemma 4.7 and Lemma 4.13 gives rise to
|µ+(F )(cǫ)| ≤
C‖F‖L∞ |cǫ|
(∣∣ ln |cǫ|∣∣+ 1)(l(W+(−1)− cǫ)+ l(W−(−1)− cǫ))
l
(
W+(1)− cǫ
)
l
(
W−(1) − cǫ
)
l
(
W+(−1)− cǫ
)
l
(
W−(−1)− cǫ
) ,
|µ−(F )(cǫ)| ≤
C‖F‖L∞ |cǫ|
(∣∣ ln |cǫ|∣∣+ 1)(l(W+(1) − cǫ)+ l(W−(1)− cǫ))
l
(
W+(1) − cǫ
)
l
(
W−(1)− cǫ
)
l
(
W+(−1)− cǫ
)
l
(
W−(−1) − cǫ
) .
Similarly, we get
|ν±(F )(cǫ)| ≤ C‖F‖L∞
(∣∣ ln |cǫ|∣∣+ 1).
On the other hand, for c ∈ D0 \ {0,W+(1),W+(−1),W−(1),W−(−1)}, by Lemma 4.8,
Lemma 4.13, (4.23) and (4.33), we can easily get that
lim
ǫ→0±
µ+(F )(cǫ) = µ
±
+(F )(c), lim
ǫ→0±
ν+(F )(cǫ) = ν
±
+(F )(c),
lim
ǫ→0±
µ−(F )(cǫ) = µ±−(F )(c), lim
ǫ→0±
ν−(F )(cǫ) = ν±−(F )(c).
Thus we complete the proof of Proposition 4.15. 
Remark 4.16. From Proposition 4.15, we have for c ∈ D0\{0,W+(1),W+(−1),W−(1),W−(−1)},
|µ±+(F )(c)| ≤
C‖F‖L∞ |c|l(c)
(
l
(
W+(−1)− c
)
+ l
(
W−(−1)− c
))
l
(
W+(1)− c
)
l
(
W−(1)− c
)
l
(
W+(−1)− c
)
l
(
W−(−1)− c
) ,
|µ±−(F )(c)| ≤
C‖F‖L∞ |c|l(c)
(
l
(
W+(1)− c
)
+ l
(
W−(1)− c
))
l
(
W+(1)− c
)
l
(
W−(1)− c
)
l
(
W+(−1)− c
)
l
(
W−(−1)− c
) ,
|ν±±(F )(c)| ≤ C‖F‖L∞ l
(
c
)
.
Lemma 4.17. For c ∈ D0 \ {0,W+(1),W+(−1),W−(1),W−(−1)}, we have the following
estimates:
|Ure+ (F )(c)| ≤ C‖F‖L∞ l
(
W+(−1)− c
)
l
(
W−(−1)− c
)
l(c),
|Ure− (F )(c)| ≤ C‖F‖L∞ l
(
W+(1) − c
)
l
(
W−(1)− c
)
l(c),
|U im± (F )(c)| ≤ C‖F‖L∞ ,
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|Vre± (F )(c)| ≤
C‖F‖L∞
|c| l
(
W+(1)− c
)
l
(
W−(1)− c
)
l
(
W+(−1)− c
)
l
(
W−(−1)− c
)
l(c),
|V im± (F )(c)| ≤
C‖F‖L∞
|c|
(
l
(
W+(1) − c
)
l
(
W−(1) − c
)
+ l
(
W+(−1)− c
)
l
(
W−(−1)− c
)
+ l(c)
)
.
Proof. By Lemma 4.11, Remark 4.14, (4.41) and (4.60), we can get
|Ure+ (F )(c)| ≤ C‖F‖L∞ |c|2
(∣∣ ln |c|∣∣+ 1)(1 + ∣∣ ln |W+(−1)− c|∣∣+ ∣∣ ln |c−W−(−1)|∣∣)
+ C‖F‖L∞
(
1 +
∣∣ ln |W+(−1)− c|∣∣+ ∣∣ ln |c−W−(−1)|∣∣)+ C(∣∣ ln |c|∣∣ + 1)
≤ C‖F‖L∞
(
1 +
∣∣ ln |W+(−1)− c|∣∣+ ∣∣ ln |c−W−(−1)|∣∣ + ∣∣ ln |c|∣∣)
and
|Ure− (F )(c)| ≤ C‖F‖L∞ |c|2
(∣∣ ln |c|∣∣+ 1)(1 + ∣∣ ln |W+(1) − c|∣∣+ ∣∣ ln |c−W−(1)|∣∣)
+ C‖F‖L∞
(
1 +
∣∣ ln |W+(1)− c|∣∣+ ∣∣ ln |c−W−(1)|∣∣)+ C(∣∣ ln |c|∣∣ + 1)
≤ C‖F‖L∞
(
1 +
∣∣ ln |W+(1)− c|∣∣+ ∣∣ ln |c−W−(1)|∣∣ + ∣∣ ln |c|∣∣)
From Remark 4.3, Remark 4.14, (4.41) and (4.60), we have
|U im± (F )(c)| ≤ C‖F‖L∞ + C‖F‖L∞ |c|2
(
1 +
∣∣ ln |c|∣∣) ≤ C‖F‖L∞ .
Similarly, combining Lemma 4.11, Remark 4.3, Remark 4.14 and (4.60), we deduce
|Vre± (F )(c)| ≤
C‖F‖L∞
|c|
{(
1 +
∣∣ ln |W+(1) − c|∣∣+ ∣∣ ln |c−W−(1)|∣∣)
×
(
1 +
∣∣ ln |W+(−1)− c|∣∣+ ∣∣ ln |c−W−(−1)|∣∣)}
+
C‖F‖L∞
|c|
(
1 +
∣∣ ln |c|∣∣){1 + ∣∣ ln |W+(1) − c|∣∣+ ∣∣ ln |c−W−(1)|∣∣
+
∣∣ ln |W+(−1)− c|∣∣+ ∣∣ ln |c−W−(−1)|∣∣}+ C‖F‖L∞|c|
≤ C‖F‖L∞|c| l
(
W+(1)− c
)
l
(
W−(1)− c
)
l
(
W+(−1)− c
)
l
(
W−(−1)− c
)
l(c),
and
|V im± (F )(c)| ≤ C‖F‖L∞
(
1 +
∣∣ ln |W+(1) − c|∣∣ + ∣∣ ln |c−W−(1)|∣∣ + ∣∣ ln |W+(−1)− c|∣∣
+
∣∣ ln |c−W−(−1)|∣∣)+ C‖F‖L∞(1 + ∣∣ ln |c|∣∣)|c|
≤ C‖F‖L∞|c|
(
1 +
∣∣ ln |W+(1)− c|∣∣+ ∣∣ ln |c−W−(1)|∣∣
+
∣∣ ln |W+(−1)− c|∣∣+ ∣∣ ln |c−W−(−1)|∣∣ + ∣∣ ln |c|∣∣)
≤ C‖F‖L∞|c|
(
l
(
W+(1) − c
)
+ l
(
W−(1) − c
)
+ l
(
W+(−1)− c
)
+ l
(
W−(−1)− c
)
+ l(c)
)
.
Thus we prove the lemma. 
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Proposition 4.18. 1. Let cǫ = c+ iǫ ∈ Dǫ0 ∪D0. Then it holds that,
for 0 ≤ y < yc+ ≤ 1 or 0 ≤ y ≤ 1 < yc+ ≤ a+∣∣∣∣ϕ+(y, cǫ)∫ y
0
1
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′
∣∣∣∣ ≤ C
(∣∣ ln |y − yc+|∣∣+ 1)
|cǫ| ,∣∣∣∣∣∣ϕ+(y, cǫ)
∫ y
0
∫ y′
yc+
(Fϕ+)(z, cǫ)dz
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′
∣∣∣∣∣∣ ≤ C‖F‖L∞(∣∣ ln(|y|+ |cǫ|)∣∣+ 1),
and for 0 ≤ yc+ < y ≤ 1,∣∣∣∣ϕ+(y, cǫ)∫ y
1
1
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′
∣∣∣∣ ≤ C
(∣∣ ln |y − yc+|∣∣+ 1)
|y| ,∣∣∣∣∣∣ϕ+(y, cǫ)
∫ y
1
∫ y′
yc+
(Fϕ+)(z, cǫ)dz
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′
∣∣∣∣∣∣ ≤ C‖F‖L∞(∣∣ ln(|y|+ |cǫ|)∣∣+ 1);
and for −1 ≤ y < yc− ≤ 0,∣∣∣∣ϕ−(y, cǫ)∫ y−1 1H(y′, cǫ)ϕ−(y′, cǫ)2 dy′
∣∣∣∣ ≤ C
(∣∣ ln |y − yc−|∣∣+ 1)
|y| ,∣∣∣∣∣∣ϕ−(y, cǫ)
∫ y
−1
∫ y′
yc−
(Fϕ−)(z, cǫ)dz
H(y′, cǫ)ϕ−(y′, cǫ)2 dy
′
∣∣∣∣∣∣ ≤ C‖F‖L∞(∣∣ ln(|y|+ |cǫ|)∣∣+ 1),
and for −1 ≤ yc− < y ≤ 0 or a− ≤ yc− < −1 ≤ y ≤ 0,∣∣∣∣ϕ−(y, cǫ)∫ y
0
1
H(y′, cǫ)ϕ−(y′, cǫ)2 dy
′
∣∣∣∣ ≤ C
(∣∣ ln |y − yc−|∣∣+ 1)
|cǫ| ,∣∣∣∣∣∣ϕ−(y, cǫ)
∫ y
0
∫ y′
yc−
(Fϕ−)(z, cǫ)dz
H(y′, cǫ)ϕ−(y′, cǫ)2 dy
′
∣∣∣∣∣∣ ≤ C‖F‖L∞(∣∣ ln(|y|+ |cǫ|)∣∣+ 1).
2. Let cǫ = c+ iǫ ∈ Dǫ0 . Then it holds that for 0 ≤ y < yc+ ≤ 1 or 0 ≤ y ≤ 1 < yc+ ≤ a+,
lim
ǫ→0
ϕ+(y, cǫ)
∫ y
0
1
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′ = ϕ+(y, c)
∫ y
0
1
H(y′, c)ϕ+(y′, c)2 dy
′,
lim
ǫ→0
ϕ+(y, cǫ)
∫ y
0
∫ y′
yc+
(Fϕ+)(z, cǫ)dz
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′ = ϕ+(y, c)
∫ y
0
∫ y′
yc+
(Fϕ+)(z, c)dz
H(y′, c)ϕ+(y′, c)2 dy
′,
and for 0 ≤ yc+ < y ≤ 1,
lim
ǫ→0
ϕ+(y, cǫ)
∫ y
1
1
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′ = ϕ+(y, c)
∫ y
1
1
H(y′, c)ϕ+(y′, c)2 dy
′,
lim
ǫ→0
ϕ+(y, cǫ)
∫ y
1
∫ y′
yc+
(Fϕ+)(z, cǫ)dz
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′ = ϕ+(y, c)
∫ y
1
∫ y′
yc+
(Fϕ+)(z, c)dz
H(y′, c)ϕ+(y′, c)2 dy
′.
For −1 ≤ y < yc− ≤ 0,
lim
ǫ→0
ϕ−(y, cǫ)
∫ y
−1
1
H(y′, cǫ)ϕ−(y′, cǫ)2 dy
′ = ϕ−(y, c)
∫ y
−1
1
H(y′, c)ϕ−(y′, c)2 dy
′,
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lim
ǫ→0
ϕ−(y, cǫ)
∫ y
−1
1
H(y′, cǫ)ϕ−(y′, cǫ)2 dy
′ = ϕ−(y, c)
∫ y
−1
1
H(y′, c)ϕ−(y′, c)2 dy
′,
and for −1 ≤ yc− < y ≤ 0 or a− ≤ yc− < −1 ≤ y ≤ 0,
lim
ǫ→0
ϕ−(y, cǫ)
∫ y
0
1
H(y′, cǫ)ϕ−(y′, cǫ)2 dy
′ = ϕ−(y, c)
∫ y
0
1
H(y′, c)ϕ−(y′, c)2 dy
′,
lim
ǫ→0
ϕ−(y, cǫ)
∫ y
0
1
H(y′, cǫ)ϕ−(y′, cǫ)2 dy
′ = ϕ−(y, c)
∫ y
0
1
H(y′, c)ϕ−(y′, c)2 dy
′.
Proof. We consider the case of y ∈ [0, 1] and the case of y ∈ [−1, 0] can be proved by the
same argument.
By Proposition 3.7, we get for c ∈ Dǫ0 ∪D0∣∣∣∣ 1H(y′, c)ϕ+(y′, c)2
∣∣∣∣ ≤ C|y′ − yc+|(|y′|+ |c|) ,
and ∣∣∣∣∣∣
∫ y′
yc+
(Fϕ+)(z, c)dz
H(y′, c)ϕ+(y′, c)2
∣∣∣∣∣∣ ≤ C‖F‖L∞|y′|+ |c| ,
which implies for 0 ≤ y < yc+ ≤ 1 or 0 ≤ y ≤ 1 < yc+ ≤ a+,∣∣∣ϕ+(y, c)∫ y
0
1
H(y′, c)ϕ+(y′, c)2 dy
′
∣∣∣ ≤ C (∣∣ ln |yc+ − y|∣∣+ 1)|c|∣∣∣ϕ+(y, c)∫ y
0
∫ y′
yc+
(Fϕ+)(z, c)dz
H(y′, c)ϕ+(y′, c)2 dy
′
∣∣∣ ≤ C‖F‖L∞(∣∣ ln(|y|+ |c|)∣∣ + 1).
and for 0 ≤ yc+ < y ≤ 1,∣∣∣ϕ+(y, c)∫ y
1
1
H(y′, c)ϕ+(y′, c)2 dy
′
∣∣∣ ≤ C (∣∣ ln |yc+ − y|∣∣+ 1)|y|∣∣∣ ∫ y
1
ϕ+(y, c)
∫ y′
yc+
(Fϕ+)(z, c)dz
H(y′, c)ϕ+(y′, c)2 dy
′
∣∣∣ ≤ C‖F‖L∞(∣∣ ln(|y|+ |c|)∣∣ + 1)
Since F (y, cǫ), H(y, cǫ) and ϕ±(y, cǫ) are continuous functions, then by Lebesgue’s domi-
nated convergence theorem, as ǫ→ 0, we can obtain the second part. 
Proposition 4.19. Let cǫ ∈ Blǫ0 or cǫ ∈ Brǫ0. Then it holds that
|Θ(y, cǫ)| ≤ C‖F‖L∞ .
Proof. We only show the proof of the case 0 ≤ y ≤ 1 and cǫ ∈ Brǫ0 , the proofs of the other
three cases are similar.
In this case, cǫ = max{W+(1),W−(−1)} + ǫeiθ and cr = max{W+(1),W−(−1)} with
yc+ = W
−1
+
(
max{W+(1),W−(−1)}
)
= a+ and by Proposition 4.12, we can write Θ(y, cǫ) in
the following way,
Θ(y, cǫ) = ϕ+(y, cǫ)
∫ y
0
∫ y′
a+
(Fϕ+)(z, cǫ)dz
H(y′, cǫ)ϕ+(y′, cǫ)2dy
′
+ µ+(F )(cǫ)ϕ+(y, cǫ)
∫ y
0
yc+
H(y′, cǫ)ϕ+(y′, cǫ)2dy
′ + ν+(F )(cǫ)ϕ+(y, cǫ).
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Then we have∣∣∣∣∣∣ϕ+(y, cǫ)
∫ y
0
∫ y′
a+
(Fϕ+)(z, cǫ)dz
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′
∣∣∣∣∣∣
≤ C‖F‖L∞
∣∣∣∣∫ y
0
|y′ − a+|
|W+(y′)−W+(1) − ǫeiθ||W−(y′)−W+(1) − ǫeiθ|dy
′
∣∣∣∣ ≤ C‖F‖L∞ .
By Proposition 4.15, we have∣∣∣∣µ+(F )(cǫ)ϕ+(y, cǫ)∫ y
0
1
H(y′, cǫ)ϕ+(y′, cǫ)2 dy
′
∣∣∣∣
≤ C‖F‖L∞
1 + | ln |ǫ||
∣∣∣∣∫ y
0
dy′
|W+(y′)− cr − ǫeiθ||W−(y′)− cr − ǫeiθ|
∣∣∣∣ ≤ C‖F‖L∞ ,
and
|ν+(F )(cǫ)ϕ+(y, cǫ)| ≤ C‖F‖L∞ .
Thus we prove the proposition. 
5. The proof of main theorem
Now we present the proof of Theorem 1.1.
Proof. We recall that
(
cI − Mα
)−1( ψ̂0
φ̂0
)
(α, y) =
(
Ψ1
Φ1
)
(α, y, c) and let Φ1(α, y, c) =
b(y)Φ(α, y, c)+φ̂0(α, 0)χ(y)/c, then Ψ1(α, y, c) = (u(y)−c)Φ(α, y, c)+(u(y)−c)φ̂0(α, 0) χ(y)cb(y)+
φ̂0(α,y)
b(y) and Φ(α, y, c) satisfies
∂y
[((
u(y)− c)2 − b(y)2)∂yΦ(α, y, c)]− α2((u(y)− c)2 − b(y)2)Φ(α, y, c) = G(α, y, c).
In Proposition 4.12 we proved that Θ(y, c) satisfies
∂y
[((
u(y)− c)2 − b(y)2)∂yΘ(y, c)]− α2((u(y)− c)2 − b(y)2)Θ(y, c) = F (y, c) = cG(α, y, c).
Thus Θ(y, c) = cΦ(α, y, c) and by (1.7), we obtain that for y ∈ [−1, 1],
ψ̂(t, α, y)
=
1
2πi
∫
∂Ωǫ0
e−iαtcǫ
(u(y)− cǫ
cǫ
Θ(y, cǫ) +
u(y)− cǫ
cǫb(y)
φ̂0(α, 0)χ(y) +
φ̂0(α, y)
b(y)
)
dcǫ
=
1
2πi
∫
∂Ωǫ0
e−iαtcǫ
(u(y)− cǫ
cǫ
Θ(y, cǫ) +
u(y)φ̂0(α, 0)χ(y)
cǫb(y)
+
φ̂0(α, y)− χ(y)φ̂(α, 0)
b(y)
)
dcǫ,
and
φ̂(t, α, y) =
1
2πi
∫
∂Ωǫ0
e−iαtcǫ
(b(y)
cǫ
Θ(y, cǫ) +
φ̂0(α, 0)χ(y)
cǫ
)
dcǫ.
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By the fact that Θ(y, cǫ) is an analytic function in Ωǫ0 \D0, we obtain
ψ̂(t, α, y) =
u(y)
b(y)
φ̂0(α, 0)χ(y) + lim
ǫ0→0+
1
2πi
∫
∂Ωǫ0
e−iαtcǫ
(u(y)− cǫ
cǫ
Θ(y, cǫ)
)
dcǫ,
φ̂(t, α, y) = φ̂0(α, 0)χ(y) + lim
ǫ0→0+
1
2πi
∫
∂Ωǫ0
e−iαtcǫ
(b(y)
cǫ
Θ(y, cǫ)
)
dcǫ.
(5.1)
In the following, we denote M+ = max{W+(1),W−(−1)} and m− = min{W+(−1),W−(1)}
for brevity.
Proof of 1. For y = 0 and χ(0) = 1, we get that,
φ̂(t, α, 0) = lim
ǫ0→0+
1
2πi
∫
∂Ωǫ0
e−iαtcǫ
φ̂0(α, 0)
cǫ
dcǫ = φ̂0(α, 0),
and
ψ̂(t, α, 0) =
u′(0)
b′(0)
φ̂0(α, 0) − lim
ǫ0→0+
1
2πi
∫
∂Ωǫ0
e−iαtcǫΘ(0, cǫ)dcǫ
=
u′(0)
b′(0)
φ̂0(α, 0) − lim
ǫ0→0+
1
2πi
∫
∂Ωǫ0
e−iαtcǫν+(F )(cǫ)ϕ+(0, cǫ)dcǫ.
We have for the second term
1
2πi
∫
∂Ωǫ0
e−iαtcǫν+(F )(cǫ)ϕ+(0, cǫ)dcǫ
=
1
2πi
∫
{|cǫ|≤
√
2ǫ0}∩∂Ωǫ0
e−iαtcǫν+(F )(cǫ)ϕ+(0, cǫ)dcǫ
+
1
2πi
∫
{|cǫ|>
√
2ǫ0}∩∂Ωǫ0
e−iαtcǫν+(F )(cǫ)ϕ+(0, cǫ)dcǫ
= I(cǫ0) + J(cǫ0).
By Proposition 4.15, for cǫ ∈ ∂Ωǫ0 and |cǫ| ≤
√
2ǫ0, we have
|ν+(F )(cǫ)| ≤ C‖F‖L∞
(
1 +
∣∣ ln |cǫ|∣∣) ≤ C‖F‖L∞ (∣∣ ln |ǫ0|∣∣+ 1) .
Thus, we deduce that I(cǫ) ≤ C‖F‖L∞ǫ0
(∣∣ ln |ǫ0|∣∣+ 1) , and then lim
ǫ0→0+
I(cǫ0) = 0.
As for J(cǫ0), we have
J(cǫ0) = −
1
2πi
∫ M+
ǫ0
e−iαt(c+iǫ0)ν+(F )(c + iǫ0)ϕ+(0, c + iǫ0)dc
− 1
2πi
∫ ǫ0
m−
e−iαt(c+iǫ0)ν+(F )(c + iǫ0)ϕ+(0, c + iǫ0)dc
+
1
2πi
∫ ǫ0
m−
e−iαt(c−iǫ0)ν+(F )(c − iǫ0)ϕ+(0, c − iǫ0)dc
+
1
2πi
∫ M+
ǫ0
e−iαt(c−iǫ0)ν+(F )(c − iǫ0)ϕ+(0, c − iǫ0)dc
+
1
2πi
∫
∂Blǫ0
e−iαtcǫν+(F )(cǫ)ϕ+(0, cǫ)dcǫ +
1
2πi
∫
∂Brǫ0
e−iαtcǫν+(F )(cǫ)ϕ+(0, cǫ)dcǫ,
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by Proposition 4.15 and the Lebesgue’s dominated convergence theorem, we have
lim
ǫ0→0+
J(cǫ0) =
1
2πi
∫ M+
m−
e−iαtc
(
ν−+(F )(c) − ν++(F )(c)
)
ϕ+(0, c)dc.
By Remark 4.16, we have
∣∣ν±+(F )(c)∣∣ ≤ C‖F‖L∞(∣∣ ln |c|∣∣+ 1) ∈ L1c and(
ν−+(F )(c) − ν++(F )(c)
)
ϕ+(0, c) ∈ L1c ,
and the Riemann-Lebesgue Lemma implies that lim
t→+∞ limǫ0→0+
J(cǫ0) → 0. From which, it
implies that
ψ̂(t, α, 0)→ u
′(0)
b′(0)
φ̂0(α, 0), as t→ +∞.
Proof of 2. For the case of 0 < y ≤ 1, for any 0 < ǫ ≤ ǫ0, let
K(t, α, y) = lim
ǫ0→0+
1
2πi
∫
∂Ωǫ0
e−iαtcǫ
u(y)− cǫ
cǫ
Θ+(y, cǫ)dcǫ,
and then ψ̂(t, α, y) = u(y)
b(y) φ̂0(α, 0)χ(y) +K(t, α, y).
We divide K(t, α, y) into 6 parts and let
K1(t, α, y) = lim
ǫ→0+
1
2πi
∫ M+
W+(y)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ Θ
0
+(y, (c − iǫ))dc
+ lim
ǫ→0+
1
2πi
∫ W+(y)
M+
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
Θ0+(y, c+ iǫ)dc
+ lim
ǫ→0+
1
2πi
∫
∂Brǫ
e−iαtcǫ
u(y)− cǫ
cǫ
Θ+(y, cǫ)dcǫ,
K2(t, α, y) = lim
ǫ→0+
1
2πi
∫ m−
W−(y)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
Θ0+(y, c+ iǫ)dc
+ lim
ǫ→0+
1
2πi
∫ W−(y)
m−
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ Θ
0
+(y, c− iǫ)dc
+ lim
ǫ→0+
1
2πi
∫
∂Blǫ
e−iαtcǫ
u(y)− cǫ
cǫ
Θ+(y, cǫ)dcǫ,
and
lim
ǫ→0+
1
2πi
∫ W+( y2 )
W−(
y
2
)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ Θ
1
+(y, c− iǫ)dc
+ lim
ǫ→0+
1
2πi
∫ W−( y2 )
W+(
y
2
)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
Θ1+(y, c+ iǫ)dc
= lim
ǫ→0+
1
2πi
∫ W+( y2 )
W−(
y
2
)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ
∫ y
1
ϕ+(y, c− iǫ)
∫ y′
yc+
(Fϕ+)(z, c − iǫ)dz
H(y′, c− iǫ)ϕ+(y′, c− iǫ)2 dy
′dc
+ lim
ǫ→0+
1
2πi
∫ W−( y2 )
W+(
y
2
)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
∫ y
1
ϕ+(y, c+ iǫ)
∫ y′
yc+
(Fϕ+)(z, c + iǫ)dz
H(y′, c+ iǫ)ϕ+(y′, c+ iǫ)2 dy
′dc
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+ lim
ǫ→0+
1
2πi
∫ W+( y2 )
W−(
y
2
)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ
∫ y
1
µ+(F )(c − iǫ)ϕ+(y, c− iǫ)
(Hϕ2+)(y′, c− iǫ)
dy′dc
+ lim
ǫ→0+
1
2πi
∫ W−( y2 )
W+(
y
2
)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
∫ y
1
µ+(F )(c + iǫ)ϕ+(y, c+ iǫ)
(Hϕ2+)(y′, c+ iǫ)
dy′dc
def
= K3(t, α, y) +K4(t, α, y),
and let
K5(t, α, y) = lim
ǫ→0+
1
2πi
∫ W+(y)
W+(
y
2
)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ Θ
1
+(y, c− iǫ)dc
+ lim
ǫ→0+
1
2πi
∫ W+( y2 )
W+(y)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
Θ1+(y, c+ iǫ)dc
K6(t, α, y) = lim
ǫ→0+
1
2πi
∫ W−(y)
W−(
y
2
)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
Θ1+(y, c+ iǫ)dc
+ lim
ǫ→0+
1
2πi
∫ W−( y2 )
W−(y)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ Θ
1
+(y, c − iǫ)dc,
so that K(t, α, y) =
6∑
i=1
Ki(t, α, y). And for convenience, we give a picture to show that how
we depart the contour domain:
0
m
− M+
W
−
(y
2
) W+(
y
2
)W
−
(y) W+(y)
∂Brǫ∂B
l
ǫ
∂Ωǫ
Γǫ
m
−
− iǫ
m
−
+ iǫ
M+ − iǫ
M+ + iǫ
As for K1, we have
K1(t, α, y)
= lim
ǫ→0+
1
2πi
∫ M+
W+(y)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ
{
ϕ+(y, c− iǫ)
∫ y
0
∫ y′
yc+
(Fϕ+)(z, c − iǫ)dz
(Hϕ2+)(y′, c− iǫ)
dy′
+ µ+(F )(c − iǫ)ϕ+(y, c− iǫ)
∫ y
0
1
(Hϕ2+)(y′, c− iǫ)
dy′ + ν+(F )(c − iǫ)ϕ+(y, c− iǫ)
}
dc
− lim
ǫ→0+
1
2πi
∫ M+
W+(y)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
{
ϕ+(y, c+ iǫ)
∫ y
0
∫ y′
yc+
(Fϕ+)(z, c+ iǫ)dz
(Hϕ2+)(y′, c+ iǫ)
dy′
+ µ+(F )(c + iǫ)ϕ+(y, c+ iǫ)
∫ y
0
1
(Hϕ2+)(y′, c+ iǫ)
dy′ + ν+(F )(c + iǫ)ϕ+(y, c+ iǫ)
}
dc
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− lim
ǫ→0+
ǫ
2π
∫ 3π
2
π
2
e−iαt
(
M++ǫeiθ
)
u(y)−M+ + ǫeiθ
M+ − ǫeiθ Θ+
(
y,M+ − ǫeiθ
)
eiθdθ
= K11(t, α, y) +K12(t, α, y) +K13(t, α, y).
Proposition 4.19 implies K13(t, α, y) = 0.
For c ∈ [W+(y),M+] with y ∈ (0, 1] fixed, by Proposition 4.15, Proposition 4.18, Remark
4.10 and the Lebesgue’s dominated convergence theorem, we obtain that
K1(t, α, y) = K11(t, α, y) +K12(t, α, y)
=
1
2πi
∫ M+
W+(y)
e−iαtc
u(y)− c
c
{(
µ−+(F )(c) − µ++(F )(c)
) ∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
+
(
ν−+(F )(c) − ν++(F )(c)
)
ϕ+(y, c)
}
dc
=
1
π
∫ M+
W+(y)
e−iαtc
u(y)− c
c
(Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
+
Dim(c)Vre+ (F )(c) −Dre(c)V im+ (F )(c)
Dre(c)2 +Dim(c)2 ϕ+(y, c)
)
dc.
Here for c ∈ [W+(y),M+], by Remark 4.10, Lemma 4.11, Lemma 4.17 and Proposition 4.18,
we have ∣∣∣u(y)− c
c
Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
∣∣∣
≤ C‖F‖L∞
(∣∣ ln |y − yc+|∣∣+ 1) ∈ L1c(W+(y),M+),∣∣∣u(y)− c
c
Dim(c)Vre+ (F )(c) −Dre(c)V im+ (F )(c)
Dre(c)2 +Dim(c)2 ϕ+(y, c)
∣∣∣
≤ C‖F‖L∞ ∈ L1c
(
W+(y),M+
)
.
And then the Riemann-Lebesgue lemma gives
lim
t→+∞K11(t, α, y) +K12(t, α, y) = 0.
Thus we get lim
t→+∞K1(t, α, y) = 0.
By the same argument, we obtain
K2(t, α, y)
=
1
π
∫ W−(y)
m−
e−iαtc
u(y)− c
c
{Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
+
Dim(c)Vre+ (F )(c) −Dre(c)V im+ (F )(c)
Dre(c)2 +Dim(c)2 ϕ+(y, c)
}
dc,
and ∣∣∣u(y)− c
c
Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
∣∣∣
≤ C‖F‖L∞
(∣∣ ln |y − yc+|∣∣+ 1) ∈ L1c(m−,W−(y)),∣∣∣u(y)− c
c
Dim(c)Vre+ (F )(c) −Dre(c)V im+ (F )(c)
Dre(c)2 +Dim(c)2 ϕ+(y, c)
∣∣∣
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≤ C‖F‖L∞ ∈ L1c
(
m−,W−(y)
)
.
Thus lim
t→+∞K2(t, α, y) = 0.
We rewrite K5 as follows
K5(t, α, y)
= lim
ǫ→0+
1
2πi
∫ W+(y)
W+(
y
2
)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ
{
ϕ+(y, c− iǫ)
∫ y
1
∫ y′
yc+
(Fϕ+)(z, c − iǫ)dz
(Hϕ2+)(y′, c− iǫ)
dy′
+ µ+(F )(c − iǫ)
∫ y
1
ϕ+(y, c− iǫ)
(Hϕ2+)(y′, c− iǫ)
dy′
}
dc
− lim
ǫ→0+
1
2πi
∫ W+(y)
W+(
y
2
)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
{
ϕ+(y, c+ iǫ)
∫ y
1
∫ y′
yc+
(Fϕ+)(z, c + iǫ)dz
(Hϕ2+)(y′, c+ iǫ)
dy′
+ µ+(F )(c + iǫ)
∫ y
1
ϕ+(y, c+ iǫ)
(Hϕ2+)(y′, c+ iǫ)
dy′
}
dc.
For c ∈ [W+(y2 ),W+(y)], then 0 < y2 ≤ yc+ ≤ y ≤ 1. Thus by Proposition 4.18, Remark 4.10
and the Lebesgue’s dominated convergence theorem, we get
K5(t, α, y)
=
1
2πi
∫ W+(y)
W+(
y
2
)
e−iαtc
u(y)− c
c
(
µ−+(F )(c) − µ++(F )(c)
) ∫ y
1
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′dc
=
1
π
∫ W+(y)
W+(
y
2
)
e−iαtc
u(y)− c
c
Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
1
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′dc.
And for c ∈ [W+(y2 ),W+(y)], by Remark 4.10 and Lemma 4.11 and Lemma 4.17, we obtain∣∣∣u(y)− c
c
Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
1
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
∣∣∣
≤ C(y)‖F‖L∞
(∣∣ ln |y − yc+|∣∣+ 1) ∈ L1c(W+(y/2),W+(y)),
and then the Riemann-Lebesgue lemma implies lim
t→+∞K5(t, α, y) = 0.
By the same argument, we can also get
K6(t, α, y)
=
1
π
∫ W−( y2 )
W−(y)
e−iαtc
u(y)− c
c
Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
1
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′dc,
and lim
t→+∞K6(t, α, y) = 0.
In the following, we mainly calculate the term K3(t, α, y) and K4(t, α, y). Recall that
K4(t, α, y) = lim
ǫ→0+
1
2πi
∫ W+( y2 )
W−(
y
2
)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ
∫ y
1
µ+(F )(c − iǫ)ϕ+(y, c− iǫ)
(Hϕ2+)(y′, c− iǫ)
dy′dc
+ lim
ǫ→0+
1
2πi
∫ W−( y2 )
W+(
y
2
)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
∫ y
1
µ+(F )(c+ iǫ)ϕ+(y, c+ iǫ)
(Hϕ2+)(y′, c+ iǫ)
dy′dc,
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By Proposition 4.15 and by Proposition 4.18 and the Lebesgue’s dominated convergence
theorem, we obtain
K4(t, α, y) =
1
2πi
∫ W+( y2 )
W−(
y
2
)
e−iαtc
u(y)− c
c
(µ−+(F )(c) − µ++(F )(c))
∫ y
1
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′dc.
And from Remark 4.16 and Proposition 4.18, we have for c ∈ [W−(y2 ),W+(y2 )],∣∣∣u(y)− c
c
(
µ−+(F )(c) − µ++(F )(c)
) ∫ y
1
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′dc
∣∣∣
≤ C‖F‖L∞
(∣∣ ln |y − yc+|∣∣+ 1)
|y|
(∣∣ ln |c|∣∣+ 1) ∈ L1c(W−(y/2),W+(y/2)).
And then the Riemann-Lebesgue lemma gives lim
t→+∞K4(t, α, y) = 0.
Let
H(y, cǫ) =
∫ y
1
ϕ+(y, cǫ)
(Hϕ2+)(y′, cǫ)
∫ y′
yc+
(Fϕ+)(z, cǫ)dzdy
′,
and Γǫ be the boundary of
{
c : W−(y2 ) ≤ Rec ≤W+(y2 ), |Imc| ≤ ǫ
}
. Then we have
K3(t, α, y)
= lim
ǫ→0+
1
2πi
∫ W+( y2 )
W−(
y
2
)
e−iαt(c−iǫ)
u(y)− c+ iǫ
c− iǫ
(
H(y, c− iǫ)−H(y, 0))dc
+ lim
ǫ→0+
1
2πi
∫ W−( y2 )
W+(
y
2
)
e−iαt(c+iǫ)
u(y)− c− iǫ
c+ iǫ
(
H(y, c+ iǫ)−H(y, 0))dc
+H(y, 0) lim
ǫ→0+
1
2πi
∫
Γǫ
e−iαtc
u(y)− c
c
dc
−H(y, 0) lim
ǫ→0+
1
2π
∫ ǫ
−ǫ
e−iαt
(
W+(
y
2
)+iτ
)
u(y)−W+(y2 )− iτ
W+(
y
2 ) + iτ
dτ
−H(y, 0) lim
ǫ→0+
1
2π
∫ −ǫ
ǫ
e−iαt
(
W−(
y
2
)+iτ
)
u(y)−W−(y2 )− iτ
W−(y2 ) + iτ
dτ
= K31(t, α, y) +K32(t, α, y) +K33(t, α, y) +K34(t, α, y) +K35(t, α, y),
where we can easily get that
K33(t, α, y) = H(y, 0) lim
ǫ→0+
1
2πi
∫
Γǫ
e−iαtcǫ
u(y)− cǫ
cǫ
dcǫ = u(y)H(y, 0),
and K34(t, α, y) = K35(t, α, y) = 0.
As for K31 and K32, we have for cǫ = c± iǫ,
H(y, cǫ)−H(y, 0)
=
(
ϕ+(y, cǫ)− ϕ+(y, 0)
) ∫ y
1
1
(Hϕ2+)(y′, cǫ)
∫ y′
yc+
(Fϕ+)(z, cǫ)dzdy
′
+ ϕ+(y, 0)
∫ y
1
( 1
(Hϕ2+)(y′, cǫ)
− 1
(Hϕ2+)(y′, 0)
) ∫ y′
yc+
(Fϕ+)(z, cǫ)dzdy
′
− ϕ+(y, 0)
∫ y
1
1
(Hϕ2+)(y′, 0)
∫ yc+
0
(Fϕ+)(z, cǫ)dzdy
′
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+ ϕ+(y, 0)
∫ y
1
1
(Hϕ2+)(y′, 0)
∫ y′
0
[
(Fϕ+)(z, cǫ)− (Fϕ+)(z, 0)
]
dzdy′.
Then by Proposition 3.7 and Proposition 4.18, we have
|H(y, cǫ)−H(y, 0)| ≤ C(y)|cǫ|,
and lim
ǫ→0+
(H(y, c ± iǫ) − H(y, 0)) = H(y, c) − H(y, 0) and then the Lebesgue’s dominated
convergence theorem gives
K31(t, α, y) =
1
2πi
∫ W+( y2 )
W−(
y
2
)
e−iαtc
u(y)− c
c
(
H(y, c)−H(y, 0))dc = −K32(t, α, y).
Thus we obtain K3(t, α, y) = u(y)H(y, 0) with
H(y, 0) = ϕ+(y, 0)
∫ y
1
∫ y′
0 F (z, 0)ϕ+(z, 0)dz(
u(y′)2 − b(y′)2)ϕ+(y′, 0)2 dy′.
Therefore we get for y ∈ (0, 1],
ψ̂(t, α, y) =
u(y)
b(y)
φ̂0(α, 0)χ(y) +K(t, α, y)
=
u(y)
b(y)
φ̂0(α, 0)χ(y) + u(y)H(y, 0) +R
+
1 (t, α, y) +R
+
2 (t, α, y) +R
+
3 (t, α, y),
where
R+1 (t, α, y) =
1
π
∫ M+
W+(y)
e−iαtc
u(y)− c
c
(Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
+
Dim(c)Vre+ (F )(c) −Dre(c)V im+ (F )(c)
Dre(c)2 +Dim(c)2 ϕ+(y, c)
)
dc,
R+2 (t, α, y) =
1
π
∫ W−(y)
m−
e−iαtc
u(y)− c
c
(Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
+
Dim(c)Vre+ (F )(c) −Dre(c)V im+ (F )(c)
Dre(c)2 +Dim(c)2 ϕ+(y, c)
)
dc,
R+3 (t, α, y) =
1
π
∫ W+(y)
W−(y)
e−iαtc
u(y)− c
c
Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
1
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′dc,
and R+i (t, α, y)→ 0 as t→ +∞ for i = 1, 2, 3, and y > 0.
Similarly, we also get that for 0 < y ≤ 1,
φ̂(t, α, y) = φ̂0(α, 0)χ(y) + b(y)H(y, 0) +R
+
4 (t, α, y) +R
+
5 (t, α, y) +R
+
6 (t, α, y),
where
R+4 (t, α, y) =
1
π
∫ M+
W+(y)
e−iαtc
b(y)
c
(Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
+
Dim(c)Vre+ (F )(c) −Dre(c)V im+ (F )(c)
Dre(c)2 +Dim(c)2 ϕ+(y, c)
)
dc,
R+5 (t, α, y) =
1
π
∫ W−(y)
m−
e−iαtc
b(y)
c
(Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′
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+
Dim(c)Vre+ (F )(c) −Dre(c)V im+ (F )(c)
Dre(c)2 +Dim(c)2 ϕ+(y, c)
)
dc,
R+6 (t, α, y) =
1
π
∫ W+(y)
W−(y)
e−iαtc
b(y)
c
Dim(c)Ure+ (F )(c) −Dre(c)U im+ (F )(c)
Dre(c)2 +Dim(c)2
∫ y
1
ϕ+(y, c)
(Hϕ2+)(y′, c)
dy′dc,
and R+i (t, α, y)→ 0 as t→ +∞ for i = 4, 5, 6, and y > 0.
Proof of 3. For y ∈ [−1, 0), we can get the conclusion by the same method and we obtain
that
ψ̂(t, α, y) =
u(y)
b(y)
φ̂0(α, 0)χ(y) + u(y)H˜(y, 0)−R−1 (t, α, y) −R−2 (t, α, y) −R−3 (t, α, y),
and
φ̂(t, α, y) = φ̂0(α, 0)χ(y) + b(y)H˜(y, 0) −R−4 (t, α, y) −R−5 (t, α, y) −R−6 (t, α, y),
where
H˜(y, 0) = ϕ−(y, 0)
∫ y
−1
1(
u(y′)2 − b(y′)2)ϕ−(y′, 0)2
∫ y′
0
F (z, 0)ϕ−(z, 0)dzdy′.
and
R−1 (t, α, y) =
1
π
∫ m−
W+(y)
e−iαtc
u(y)− c
c
(Dim(c)Ure− (F )(c) −Dre(c)U im− (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ−(y, c)
(Hϕ2−)(y′, c)
dy′
+
Dim(c)Vre− (F )(c) −Dre(c)V im− (F )(c)
Dre(c)2 +Dim(c)2 ϕ−(y, c)
)
dc,
R−2 (t, α, y) =
1
π
∫ W−(y)
M+
e−iαtc
u(y)− c
c
(Dim(c)Ure− (F )(c) −Dre(c)U im− (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ−(y, c)
(Hϕ2−)(y′, c)
dy′
+
Dim(c)Vre− (F )(c) −Dre(c)V im− (F )(c)
Dre(c)2 +Dim(c)2 ϕ−(y, c)
)
dc,
R−3 (t, α, y) =
1
π
∫ W+(y)
W−(y)
e−iαtc
u(y)− c
c
Dim(c)Ure− (F )(c) −Dre(c)U im− (F )(c)
Dre(c)2 +Dim(c)2
∫ y
−1
ϕ−(y, c)
(Hϕ2−)(y′, c)
dy′dc,
R−4 (t, α, y) =
1
π
∫ m−
W+(y)
e−iαtc
b(y)
c
(Dim(c)Ure− (F )(c) −Dre(c)U im− (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ−(y, c)
(Hϕ2−)(y′, c)
dy′
+
Dim(c)Vre− (F )(c) −Dre(c)V im− (F )(c)
Dre(c)2 +Dim(c)2 ϕ−(y, c)
)
dc,
R−5 (t, α, y) =
1
π
∫ W−(y)
M+
e−iαtc
b(y)
c
(Dim(c)Ure− (F )(c) −Dre(c)U im− (F )(c)
Dre(c)2 +Dim(c)2
∫ y
0
ϕ−(y, c)
(Hϕ2−)(y′, c)
dy′
+
Dim(c)Vre− (F )(c) −Dre(c)V im− (F )(c)
Dre(c)2 +Dim(c)2 ϕ−(y, c)
)
dc,
R−6 (t, α, y) =
1
π
∫ W+(y)
W−(y)
e−iαtc
b(y)
c
Dim(c)Ure− (F )(c) −Dre(c)U im− (F )(c)
Dre(c)2 +Dim(c)2
∫ y
−1
ϕ−(y, c)
(Hϕ2−)(y′, c)
dy′dc,
and R−i (t, α, y)→ 0 as t→ +∞ for i = 1, 2, ..., 6, and y < 0.
At last, we give the calculation of the term H(y, 0).
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Firstly, due to the fact that
F (y, 0) = −φ̂0(α, 0)
(
∂y
[(
u(y)2 − b(y)2)∂y(χ(y)
b(y)
)]
− α2(u(y)2 − b(y)2)χ(y)
b(y)
)
,
we have by using the integration by parts,∫ y′
0
(Fϕ+)(z, 0)dz
= φ̂0(α, 0)
{ ∫ y′
0
(
u(z)2 − b(z)2)∂z(χ(z)
b(z)
)
∂zϕ+(z, 0)dz −
(
u(z)2 − b(z)2)∂z(χ(z)
b(z)
)
ϕ+(z, 0)
∣∣∣y′
0
+
∫ y′
0
α2
(
u(z)2 − b(z)2)χ(z)
b(z)
ϕ+(z, 0)dz
}
= −φ̂0(α, 0)
{∫ y′
0
∂z
((
u(z)2 − b(z)2)∂zϕ+(z, 0))χ(z)
b(z)
dz − (u(z)2 − b(z)2)∂zϕ+(z, 0)χ(z)
b(z)
∣∣∣y′
0
+
(
u(z)2 − b(z)2)∂z(χ(z)
b(z)
)
ϕ+(z, 0)
∣∣∣y′
0
−
∫ y′
0
α2
(
u(z)2 − b(z)2)χ(z)
b(z)
ϕ+(z, 0)dz
}
= φ̂0(α, 0)
{(
u(z)2 − b(z)2)∂zϕ+(z, 0)χ(z)
b(z)
∣∣∣y′
0
− (u(z)2 − b(z)2)∂z(χ(z)
b(z)
)
ϕ+(z, 0)
∣∣∣y′
0
}
= −φ̂0(α, 0)b′(0)u
′(0)2 − b′(0)2
b′(0)2
− φ̂0(α, 0)(u(y′)2 − b(y′)2)∂y′
(χ
b
)
(y′)ϕ+(y′, 0)
+ φ̂0(α, 0)(u(y
′)2 − b(y′)2)χ(y
′)
b(y′)
∂y′ϕ+(y
′, 0).
Thus we obtain for y > 0,
H(y, 0) = −φ̂0(α, 0)u
′(0)2 − b′(0)2
b′(0)
ϕ+(y, 0)
∫ y
1
1(
u(y′)2 − b(y′)2)ϕ+(y′, 0)2 dy′ − χ(y)φ̂0(α, 0)b(y) ,
and then for 0 < y ≤ 1, we get
u(y)
b(y)
φ̂0(α, 0)χ(y) + u(y)H(y, 0) = −u
′(0)2 − b′(0)2
b′(0)
φ̂0(α, 0)
∫ y
1
u(y)ϕ+(y, 0)(
u(y′)2 − b(y′)2)ϕ+(y′, 0)2 dy′,
φ̂0(α, 0)χ(y) + b(y)H(y, 0) = −u
′(0)2 − b′(0)2
b′(0)
φ̂0(α, 0)
∫ y
1
b(y)ϕ+(y, 0)(
u(y′)2 − b(y′)2)ϕ+(y′, 0)2 dy′.
Similar as the case of y ∈ (0, 1], we have
u(y)
b(y)
φ̂0(α, 0)χ(y) + u(y)H˜(y, 0) = −u
′(0)2 − b′(0)2
b′(0)
φ̂0(α, 0)
∫ y
−1
u(y)ϕ+(y, 0)(
u(y′)2 − b(y′)2)ϕ−(y′, 0)2 dy′,
φ̂0(α, 0)χ(y) + b(y)H˜(y, 0) = −u
′(0)2 − b′(0)2
b′(0)
φ̂0(α, 0)
∫ y
−1
b(y)ϕ+(y, 0)(
u(y′)2 − b(y′)2)ϕ−(y′, 0)2 dy′.
Thus we complete the proof of Theorem 1.1. 
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