Summary: A new method of characteristic polynomial assignment for delay-differential systems, both retarded and neutral, is presented. The method consists in solving a 2-D polynomial equation. Solvability conditions well suited for a practical testing are given and the class of all assignable polynomials is parametrized. The problems of minimality, causality, properness and stabilization are discussed. The method is used to stabilize even not formally stable plants. All the design procedures proposed are based on classical 1-0 techniques.
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1.INTROOUCTION
Growing presence of algebraic methods can be observed in the control theory in a last decade. So among the methods of synthesis in classical linear systems, the reputation of those based on polynomials in one variable (10) stands now very high. In particular, both scalar and matrix linear polynomial equations have already been succesfully introduced in control.That is why now plenty of researchers interest in developing similar methods for more complex systems. In the case of linear delay-differential systyTs, good foygdations have been laid by Kamen and M o r s e , who have employed polynomials in several variables. This way has further been developed by many authors. In systems with commensurate time delays one encounters two operators -delay and differentiation -so that polynomials in just two variables ( 2 -D ) are appropriate.
Whenever o n e needs to change the dynamics of a plant by dynamic output feedback, as in a characteristic polynomial assignment ( C P A ) problem, a simple linear polynomial equation can do the j o b . To solve such an equation in 2-0 polynomials, two different methods have derived till now by Emre6 and Sebek20121. In this paper, a refined second type method is employed which is tuned to cope with delay--differnetial systems.
The CPA problem in delay-differential systems has already been solved by many authors via current state feedback. Dynamic output feedback of restricted type has been considered by Paraskevopoulos and Kosmidou18 . By the general dynamic feedback has the problem been solved by Emre and Khargonekar' and Emre' for the class of "split" systems which, however, are not generic within scalar systems. The above restic tions has been o\'ercome oy the au$qor via 2-0 polynomial equations in the paper . Recently, a little different problem has b y n solved by Chiasson and Lee 4 3 5 and Chiasson using polynomial equations as well.
It is the aim of this paper to present a new method for CPA by general dynamic output feedback. The method consists in the solution of a linear 2 -0 polynomial equation. A general linear delay-differential plant with commensurate point delays is considered and a feedback controller is to be found within the same class. Two types of solvability conditions are given which provide two algorithms. The class of all polynomials, which can be assigned to a plant, is expressed in a parametric form. Besides, the class of all plants which an arbitrary characteristic polynomial can be assigned to is also parametrized. F o r retarded plants it is shown that there exists a minimal controller whenever the problem is solvable. Simple conditions are given under which this holds true for neutral plants.Finally, the questions of causality, properness and stability are discussed. It is shown how this method can be used to stabilize neutral plants which are not formally stable.
For brevity,all the proofs have been omitted. They can be found in the original paper Sebek On the other hand, facing a CPA problem, we are given a and b, the plant, and c , a desired characteristic polynomial
where ci E f?l$ and degsc = 2n-1 . To solve the problem we have to fin3
x and y , a controller, to satisfy (2.3). That is why we need to solve the linear equation ( 2 . 3 ) .
3.RETARDED SYSTEMS
A retarded plant is characterized by a denominator which is monic in 2, i . e . , a = 1 in (2.1). In addition, to produce a retarded resultant system, we may well assume that also 
What we need to find a controller, however
Unfortunately, this ring is no longer Euclidean so that we seem to be in a more difficult position. Nevertheless, the basic result still resembles the orecedino lemma:
Evidently, this theorem provides a nice way to solve (2.3): we may simply solve it in R(d) 151 rather than in Rld,sl. Ibis can be doRe 6 y -a~~ Euclidean ring aIgorithm . Once the x and y resulting from (3.1) are indeed polynomials in d, they immediately yield the desired solution ( 7 . 6 ) . On the other hand, whenever they contain a fraction in d then (2.3) has no solution at all. 
It is immediately seen that the problem has a solution iff (bo-ao) divides (co-ao). In particular, c o can be arbitrary iff b -a e . 0 0 -Such a way, applying any 1-0 method (in R(d) 121) for an undetermined c , one can always derive solvability conditions for the given plant. The designer can then vary c , having these conditions satisfied, to meet additional requirements.
It has been shown in the above examples that an arbitrary characteristic polynomial can be assigned to certain plants. In contrast to 1 -0 , such cases are no longer generic: THEOREM 3.4LL One can assign an arbitrary characteristic polynomial (2.4) to a retarded Dlant (ii) The plant has no fixed pole (i.e., a and1 b are z e r o coprime)
I n practice, one often looks for a proper controller.Now we show that the minimal cont-. r o l l e r is generically proper: THEOREM 3 . 522 The minimal controller solving the CPA problem for a retarded plant (2.1) can be improper only if n=m and bme E .
Otherwise it is proper. Generically indeed degsy = n+q-1. Only in particular cases has thTs set a unique minimum.
Analogously to the preceding section, Lemma 4.1 will serve us to derive solvability conditions. As now we have the whole set of low 2-degree solutions rather than a unique one, we employ a different procedure. . . .
where A i s n x 2 n , B is (n+q) x 2 n , C is 1 x 2n and all their entries are from R l c / . Using the above matrices, the original 2-0 scalar polynomial equation (2.3) can b e transformed into a 1-0 matrix polynomial equation
Now if (4.8) has a solution then clearly (2.3) has a solution as well. On the other hand, the converse is true due to Lemma 4.1. Thus, with a little help from 1-0 polynomial matrix theory, we have derived the desired solvability conditions: THEOREM 4.2 Given a neutral plant ( 2 . 1 ) with (an,bm)=l and a desired characteristic polynomial (2.41, the CPA problem has a solution if and only if a greatest common right divisor of A and B is a right divisor of C.
Moreover, then there exist low 2-degree solutions (4.3) which all can be obtained via (4.8).
As a consequence of Theorem 4.2, one can solve 1-0 polynomial matrix equation (4.8) by any 1 -D method and thereby gets a low 2-degree solution to the CPA. In a a particular case of n=m possesses (4.2) a unique solution which gives directly rise to the minimal solution of the CPA. In any case, other solutions can be obtained via (4.5). shown for retarded plants that the solution is generically proper.This ue for neutral plants as well. There is, a basic difference here: the minimal e r generically does not exist for neutral plants.Some authors , l 9 , l7 have already noticed that a derivative feedback is necessary to change the leading coefficient. This,however, is exactly true only if m=n-1. As we show here, the improper (derivative) feedback is not necessary for n=m and, on the other hand, the first derivative is even not sufficient when Z e, define for q > 0 matrices 1 is not a right divisor of
5.CAUSALITY AN0 PROPERNESS
From the practical point of view, it is often desirable to produce a causal (neutral) controller, for which the leading coefficient x1 E ~l d l satisfies xl(0) # O.Of course, we assume that the plant itself is causal, an(0) = 1 , and also ~~~-~( 0 ) = 1. When comparing coefficients at highest powers of 2 in (2.31, we can easy derive the theorem:
In most of practical cases we want to produce a proper resultant system. Naturally, we assume that the plant itself is proper. On the other hand, the proper controllers have already been discussed in the preceding section. However, in the light of recent studies, the properness of a controller is not the crucial point. Instead, one should takeare of the 13 internal properness of the resultant system. Adapting 1-0 results l 3 to delay-differential systems, we can prove the theorem: So using a minimal controller, we need not take care of the properness. When this minimal controller fails to exist, however, kowledge of an improper low ?-degree solution may still be useful: For example, the designer can use it to look for aditional measurable signals (derivatives of the output) in the real plant. Feeding them back one eliminates the need of an improper controller. As another way out, one can simply increase the degree of the desired c : Taking deg c = 2n-l+k, k > 0 , all the solutions (4.5) wi2h deg v < k give rise to an internally proper resustant system.
6.STABILITY
In most of practical cases we want to produce a stable system. That is why we interest whether there exists a stable c (2.4) for which the problem has a solution. 
7.FINITE SPECTRUM ASSIGNMEN1
In practical applications one may find convenient to produce a closed-loop system having only finite number of poles. In such a c a s e , c E must be taken as in Example 6.1. This problem was first considered by Manitius and Olbrot15 who employed distributed delay controllers. These controllers are more powerfull but difficult to implement. We will show here that the finite spectrum assignment is possible even within the class of point delay controllers. THEOREM 7.1 22 F o r any plant (2.1) there is a controller ( 2 . 2 ) such that ax + by = c e ~~ Two methods to find a suitable c can be found in the original paper ". The degree of c depends on the number of fixed poles (counted with their multiplicities in 2 ) . Moreover, by a controller (2.3), the p o l e s can no longer be shifted at will when they are to be finite in number. As a consequence, a stable finite spectrum assignment is not possible if Re si > 0 for some common z e r o (di,si) of a and b although the plant can be well stabilizable by assigning an infinite number of stable poles 8.CONCLUSION
A 2-0 polynomial method of characteristic polynomial assignment for linear delay--differential systems has been described in the paper. Although this approgch resembles the classical 1-0 one and although the design procedures have been transformed into classical ( 1 -0 ) Euclidean ring algorithms, we have encountered here phenomena witnessing that these systems differ intrinsically from the classical continuous-time systems without delays. First of all, only such characteristic polynomials can be assigned which possess all the fixed poles of the plant (Theorems 3.3 and 4.4). In addition, if one is limited to apply proper controllers, the class of available characteristic polynomials is even more reduced (Theorem 5.5). To assign a polynomial outside this class, the use of an improper controller is a must. As expected, also stabilizability problem is more difficult. Nevertheless, the 2-0 polynomial technique can be employed to stabilize even not formally stable plants. Finally, it has been shown that one can always change an originally infinite number of poles to a finite one. 
