Reduction of harmful emissions in the combustion of fossil fuels imposes tighter specifications limiting the sulfur content of fuels. Hydrodesulfurization (HDS) is a key process in most petroleum refineries in which the sulfur is mostly eliminated. The modeling and simulation of the HDS process are necessary for a better understanding of the process operation; it is also a requirement to optimize process operation. The objective of this work is to explore the use of different artificial neural network (ANN) architectures in creating various models of the HDS process for the prediction of sulfur removal from naphtha. A database was build using daily records of the HDS process from a Mexican refinery. Accuracy of the predictions was quantified by the root of the mean squared difference between the measured and the predicted sulfur content in the desulfurized naphtha, along with the coefficient of correlation as a measure of the goodness of fit. Results show that the ANN models can be used as practical tools for predictive purposes. One particular example is the ability to anticipate such situations, in the process, that could increase alertness because some variables are deviating from acceptable limits.
Introduction
Sulfur content in fossil fuels is recognized as a major factor contributing to pollution of the atmosphere. In order to meet air quality standards more and more stringent specifications limiting the sulfur content of fuels has been enforced. This requires a deeper understanding of the process by which sulfur in the unwanted sulfur-containing compounds are transformed into hydrogen sulfide and are eliminated in the hydrodesulfurization (HDS) units. HDS is a key process in every major refinery, it occurs in a hydrotreating reactor in which not only the elimination of sulfur is obtained, but the cracking of large organic molecules, and the hydrogenation of olefins and aromatics as well. Compounds with a low boiling point, are easier to desulfurize than compounds with higher boiling points. Generally, it is easy to remove sulfur from paraffins and more difficult to remove sulfur from naphthenes followed by aromatics [1] .
In a typical HDS unit the hydrogen and naphtha enters the top bed of catalyst in the reactor, and move downstream throughout the fixed catalyst bed, where most of the olefins are saturated and most of the sulfur is removed as hydrogen sulfide. The catalyst used is normally cobalt, molybdenum and nickel finely distributed on alumina extrudates.
Much effort has been spent in developing models for the HDS process [2, 3] . Modeling and simulation can be used for a better understanding of the process operation; it is also a requirement to optimize process operation. Furthermore, it provides a useful theoretical foundation for investigation, implementation of automatic control, and for scaling-up. Extensive studies have been conducted on modeling pseudo homogeneous plug flow reactors on the HDS process using steady state models [4] . The work of Chen and Ring, [5] , make several improvements on previous models incorporating dynamic behavior. More recently Mederos et al. [6] have published a paper with an improved model of the HDS of vacuum gas oil in a trickle bed reactor. These process models are developed from fundamental principles, such as the laws of conservation of mass, energy, and other chemical engineering principles. They require the determination of many parameters imbedded in the equations of the model, and an intensive computational effort. Bellos et al. [7] developed a hybrid neural network model for estimating the catalyst deactivation rate and the impact of feed quality on catalyst activity for the simulation of the performance of industrial HDS reactors.
The objective of this work was to explore the use of different neural network architectures in creating a model of the HDS process. Our approach is based on: (a) formulation of an Artificial Neural Network (ANN) considering the input and output variable records of a HDS unit at an operating refinery, (b) training and testing the ANN with the refinery data, (c) verification of the ANN behavior with data not used in the training and testing stage, and (d) comparing the performance of the ANN with a previously developed simulator. Three neural network models for HDS process are described in this paper in which a hydrotreating catalyst of small particle size is contacted with naphtha and hydrogen.
Artificial neural networks technology
Neural networks were studied as early as the 1940s by McCulloh and Pitts [8] . However, they did not become popular until around 1985 when the method of backpropagation for training neural networks was introduced by Rumelhart et al. [9] . Hundreds of papers were published during the early 90s, [10] . Nowadays neural models are enjoying resurgence and there is a substantial amount of research in the area of neural networks, because of their ability to represent nonlinear relationships, useful in making function approximation, forecasting, and recognizing patterns [11] . A neural network is a collection of neurons, which are the basic information-processing entities of the biological brain, highly interconnected by synapses. An artificial neural network is a computational-based, nonlinear empirical model, inspired on the biological neural networks. ANN can ''learn'' complex dynamic behaviors of physical systems. An ANN acts as a black box and learns to predict the value of specific output variables given sufficient input information.
ANN has been used for many chemical engineering applications [12] [13] [14] . A major advantage of this modeling technique is that, within a reasonable amount of time, one can obtain a highly accurate mathematical model of a system without detailed knowledge of the phenomena occurring during the process. But their great disadvantage is their incapacity for extrapolations.
Neural networks models include Perceptrons, Radial Basis Functions, Probabilistic Neural Networks, and several others [12] . Of these, the Perceptron models are the most common. Basically an ANN is a mathematical model of a process developed empirically rather than using mass and energy balances around the process. Analogous to neurons in the brain, a neural network consists of a network of partially connected processing elements or nodes, arranged in layers. They further include interconnections between the nodes of successive layers. A schematic configuration of the basic structure of a single neuron or a node within a neural network model is illustrated in Fig. 1 , with inputs, an activation function and a single output. The connections between nodes are calculated values called weights. The weights represent the ''strength'' of connection between neurons, Y i is the output.
Each neuron in the hidden layer receives weighted inputs plus bias from each neuron in the previous layer, as given by Eq. (1). This sum is passed along to an activation function, to produce the output of the node, calculated as:
The sigmoidal function is the most commonly used activation function, defined as:
The activation function serves to model nonlinear behaviors. The architecture of a neural network defines how nodes are arranged in layers in a neural network. The architecture largely determines the functional behavior of the neural network and is specific for each application. The neural network with feedforward architecture consists of an input layer of nodes, an output layer and one or more layers of nodes in between. The middle layers are called ''hidden'' layers. The number of nodes in the input and output layers are determined by the nature of the problem under consideration. Fig. 2 shows the schematics of a three layer neural network with a feedforward configuration, the neurons are represented by a circle. Other network configurations are described by Himmelblau [10] . The weights are determined when the neural network is trained on a set of data. The output from nodes in the output layer is the predicted output from the neural network. The input nodes act as distribution nodes, with no calculations associated, just transfer the inputs to the nodes in the hidden layer.
Sufficient volume of input-output data is required to train the neural network. Each single record consisting of input and output variable values in the data set is known as a pattern. The data must be divided into two subsets, a training data set and a test data set. The training patterns {x s , t p } consists of the s-th input vectors x s and the p-th target output vector t p , with dimensions n and n out respectively. The testing data set is used during the training process to evaluate the generalization capacity of the network. The procedure to find the set of weights which minimize the errors between the predicted and the target outputs of the network is called the training of the network.
Training a neural network is an iterative process; it uses a nonlinear optimization algorithm, typically by means of a gradient descent method, to obtain the optimal values of the weights. An error back-propagation is the most widely used algorithm, and it is known as a learning algorithm [12] . The algorithm consists of two passes through the different layers of a network: a forward pass and a backward pass. In the forward pass, an input vector (data from the training data set) is applied to the network, and its effects propagate through the network layer by layer, until a set of output data is produced. An error is calculated between the predicted outputs and the target outputs in the data set.
Initially the connection weights are set to random values. Corrections to the weights are obtained through the iteration process, by backwards propagation, with progressive reduction in training errors, until a training error criterion is minimized, that is, until learning is successful. In essence training a neural network can be considered as a fitting problem. This forward and backward process is carried out for each epoch (an epoch is a set of training patterns used to compute the global error), and is repeated until predicted and target outputs coincide within a given tolerance.
The most common convergence criterion is the mean squared error, MSE, defined as:
where O q,k and t q,k are respectively the predicted and target values of the output node k upon presentation of pattern q, the inner summation is over all p output nodes of the net, and the outer sum is over the s patterns of the training dataset. Once the neural net is fully trained, its performance is checked using the validation data subset, a full mathematical explanation of this algorithm can be found elsewhere [12] [13] [14] .
A neural network can be thought of as an advanced simulation technique. Properly trained neural networks can predict outputs accurately from a set of inputs. The neural network derives its predicting power from its massive distributed structure, and its ability to learn and therefore be capable of good generalization; this term is used to refer to the ability of neural networks to produce correct response when tested against unseen patterns. One problem that arises with the backpropagation training is over-fitting: after some training the ANN starts to loose generalization. To overcome this situation, early stopping must be considered, during the training procedure [15] . An ANN can be retrained whenever new information becomes available. However, a neural network, as a prediction tool, can only be as good as the quality of the training data for the task at hand. If the available data are not representative, the network cannot be expected to perform well.
Hydrodesulfurization neural network model development
In the present work the use of neural networks for the simulation of the HDS process is proposed using data acquired from daily records of a refinery of the PEMEX consortium, at north part of Mexico. The data used in model development is representative of plant operation, spanning the range of operating conditions that may be encountered during routine operating conditions. The data must be pre-processed in order for the ANN to effectively learn from it. Some statistical analysis is applied to the data, all values that appear to be scattered far away from the majority of values, are considered as outliers and were excluded from the data set. After removing the outliers the number of data records in the database results in 197 data points. All the variables are linearly scaled between 0.1 and 0.9, considering the minimum and maximum values. This scaling of variable values is made in order to avoid using data spanning over different orders of magnitude.
The database was divided into three distinct subsets. A first subset of 100 patterns is used to train the model, as previously discussed. The second subset of 60 patterns is used to test the ANN and to determine when to stop the training stage. The third data set of 37 patterns is the validation set, which is used to evaluate the efficiency of the ANN predictions. All data sets are mutually exclusive sets of vectors selected from the same measured data from the refinery. The inputs and outputs of interest from the HDS unit are given in Table 1 , 10 measured variables at the reactor inlet and 7 measured variables from the effluent of the reactor. All these variables have year round variations.
Design of the networks architecture
The performance of an ANN is very dependent on the number of hidden layers and of hidden nodes in each layer. Determination of the number of hidden nodes is one of main aspects of designing the neural network architecture. Too small a number of hidden nodes limit the ability of the ANN to model the problem. Such a network may not train well to an acceptable error. On the other hand, too many hidden nodes results on the network memorizing data rather than learning them for generalization. The number of hidden nodes is determined by varying the number of nodes, starting with a few hidden nodes, and then more nodes are added up as the MSE computed on the training patterns comes to a minimum. The number of hidden nodes at that point is taken as the optimum.
The feedforward fully connected, three layers, neural net architecture is used with the back propagation learning algorithm, and the sigmoid function used as the activation function in both, the hidden and the output layers. The accuracy of the predictions of the network models was quantified by the root of the mean squared error difference, MSE, between the measured and the predicted sulfur concentration of the desulfurized naphtha at the reactor effluent. The procedure proposed by Michalopoulos et al. [13] is used. First all the ten input variables and all the seven output variables were used for the ANN of the process as the first model M1. Then, several ANN structures were tested to identify the most appropriate number of hidden nodes. Fig. 3 shows the effect of the number of hidden nodes on the MSE. The best results were obtained for the network architecture of 10 × 8 × 7, composed of ten input nodes, eight hidden nodes, and seven nodes in the output layer.
In order to judge the effectiveness of the neural network, the results obtained were compared with actual measurements obtained from the hydrotreating plant. Fig. 4 shows the actual and ANN predicted output product flow rate. The continuous line represents the daily predictions of the output product flow rate by the ANN, whereas the actual values are indicated by dots. Results are good with the ANN agreement to actual refinery daily measurements, except for some points scattered around the graph which are far from the usual trend of mean measured values. For the given topology of the ANN needs a total of 560 parameters to be estimated for the weights, because the number of weights in the network is a function of the number of nodes it has. The large number of parameters necessitates large quantities of training data, which is not available.
Two other network architectures were proposed and tested: model M2 and model M3. The inputs and outputs are selected on the basis of operational needs. A recommendation from the plant engineers was taken into account, considering in the neural network models the most significant variables of the process. For example in the M2 model the input variables were selected as those that have a major impact on the sulfur content of the naphtha at the reactor outlet.
The network configuration for model M2 is 7 × 5 × 4 while the configuration for the network in model M3 is 3 × 3 × 3.
Figs. 5 and 6 graphically show the neural network structure of models M2 and M3. The number of neurons in the hidden layer was that for which the lowest prediction error of the ANN was obtained, as was done for model M1. As was expected, model M2 contains more hidden nodes than model M3, because the greater number of input and output nodes in model M2 that requires a greater network complexity. Prediction error was defined as MSE differences between measured values and those computed by the ANN model. As in the previous ANN model M1, the hidden and output layers of the neural network were both set up to use a sigmoid activation function and all of the neurons were fully connected.
Discussion of the performance of the ANN models
Prediction performance of the ANN for the initial boiling point (IBP) in the reactor effluent for model M3 is depicted in Fig. 7 , when applied to unseen data. A dispersion diagram considering observed and estimated IBP of the reactor effluent is shown in Fig. 7(a) , for model M3. While a dispersion diagram of the observed and predicted sulfur content values was done during the validation of model M2, when applied to unseen data, see Fig. 8(a) . This model tends to underestimate the highest values of observed sulfur content.
Predicted and measured values of the model M3 output IBP, across all data patterns of the validation data sets are depicted in Fig. 7(a) . It should be noted that almost all points of the measured values lie within plus or minus 1.0
• C of the predicted values, with exception of few points that show deviations of less than plus or minus 2.5
• C. The latter is likely to be in part due to abrupt changes from the usual trend variation in the measured data. A similar scenario is shown in Fig. 8(a) , for the predicted and measured values of the sulfur content at the reactor effluent as obtained from model M2. The results show that agreement between measured and neural network models was fair to good, which means that the models M2 and M3 captured the process dynamics satisfactorily.
There is a strong correlation between the measured and predicted values as depicted in Figs. 7(b) and 8(b) . The equations of these correlations are shown in the figures. In these equations y represents the predicted and x the measured values respectively. The coefficient of correlation R fit was observed for the data set, being better for the sulfur content prediction of model M3. It can be seen that model M3 predictions provides very reliable estimates of sulfur content. The closeness of the measured points to the predicted curves on the plots 7(a) and 8(a), further confirms the reliability of the models M2 and M3 in predicting IBP and sulfur content respectively. These results indicate that the two models can be used as practical tools for predictive purposes. The ANN model M2 is compared to a simulator that models the kinetics of the reaction system of the process, previously developed by the company, six data vectors were randomly taken from the data set for the comparison. From the comparisons shown in Table 2 , it is to be noticed that model M2 outperforms the kinetics simulator mainly in the prediction of T and P. However, in the case of the sulfur content, model M2 gives almost the same average error (−7.21), compared with that of the simulator, (−7.93). These results demonstrate the use of ANN to model the functional relationships between process variables in the hydrodesulfurization reactor.
Prediction of the sulfur removal from naphtha during the HDS process is very important for the proper operation of HDS units. A validated model derived either from first principles or from artificial intelligence, can help plant operators to pinpoint critical areas that need attention. The use of an ANN can provide valuable information to the process operator, for example, to check the state of the process when occurring process upsets, specifically those situations that could increase alertness because some variables are deviating from acceptable limits. With the ANN the data can be checked to see if deviations lie in the normal variation range and not a process failure. Two of the most important variables are the temperature and pressure operating conditions that are related to the amount of sulfur removal and also affect the working life of the catalyst. Another important benefit of predicting the product quality, with good approximations, is a better compliance with state regulations that could reduce the polluting emissions in the combustion of the fuel, even a small reduction on sulfur content on a final environmentally-benign product could amount to millions of dollars savings per year.
Conclusions
This work describes the methodology of developing artificial neural networks as predicting models. The methodology was used in a study for proposing and testing neural networks, to predict key variables like the sulfur removal from naphtha in the hydrodesulfurization process. The study was based on different datasets collected from a Mexican refinery. Several architectures of ANN of the multilayer feedforward type were designed, and validated. All of them included three neuron layers, input, hidden and output layer. Initially, all input and output variables were applicable in model M1, and then smaller models M2 and M3, with different inputs were trained on the basis of operational needs. In both models M2 and M3 was observed that the predictions are well agreed with the measured data. Accuracy of the predictions of the trained neural networks to the refinery data was determined by the root mean squared error and the coefficient of correlation. Among the ANN models presented, model M2 has the most potential in practice. Model M2 performance was compared with a kinetics simulator; the predicted values for sulfur content in the product do not vary significantly compared with that obtained with the simulator, as it was observed in the error averages. But in the case of the predicted values for T and P around the reactor, model M2 outperforms the kinetics simulator. This shows that neural networks present a useful alternative to the classical modeling using first principles. We conclude that this study will contribute to the growing evidence of the benefits of building and using artificial neural networks.
