This paper applies the classical prediction error method (PEM) to the estimation of nonlinear models of neuronal systems subject to input-additive noise. While the nonlinear system exhibits excitability, bifurcations, and limit-cycle oscillations, we prove consistency of the parameter estimation procedure under output feedback. Hence, this paper provides a rigorous framework for the application of conventional nonlinear system identification methods to stochastic neuronal systems. The main result exploits the elementary property that conductance-based models of neurons have an exponentially contracting inverse dynamics. This property is implied by the voltage-clamp experiment, which has been the fundamental modeling experiment of neurons ever since the pioneering work of Hodgkin and Huxley.
Introduction
The estimation of models for biological neuronal systems is a topic that has attracted considerable interest in the scientific community over the past decades [29, 11, 17, 21, 28] . However, the asymptotic properties of published estimation methods are rarely discussed. This is understandable for models that exhibit highly nonlinear dynamics including excitable behaviors and limit cycle oscillations.
The goal of this paper is to show that rigorous convergence results can be established in the most classical framework of the prediction error method (PEM) [22, 23] . In nonlinear system identification, the convergence and consistency analysis of the PEM is made tractable by two well-known assumptions: (i) the true system includes output-additive noise but no inputadditive noise [32, 24] , and (ii) the signals are generated by a system with some form of input-output stability -for instance, a fading memory [2] , input-output exponential stability [22, 30] , or mean-square convergence of the output to that of a Volterra series [31, 32] .
Neuronal systems fail to satisfy both of these two assumptions. First, neuronal systems are primarily subject to input-additive noise. This noise models the stochastic fluctuations of currents traversing the neuronal membrane. For a review of the modeling of noise in neuronal systems, see [13, 12] . Furthermore, the non-equilibrium nature of neuronal behaviors excludes any reasonable exponentialy stability or fading memory assumption.
Previous works have studied the application of the PEM under these unfavorable conditions. Under an assumption of exponential stability, but allowing for process noise, [30] developed a framework to identify blockoriented (also called structured) nonlinear systems with known LTI elements. In [5] , the authors justify with dynamical systems theory the application of the PEM to identify the linear element of a Lure-type system with a limit cycle; the authors have to make an ergodicity assumption in order to prove consistency of the parameters estimates. As an alternative to the PEM, [26] developed a method based on transverse contraction analysis to identify oscillatory systems under the assumption that all states of the model are available; no noise considerations are made.
The main observation underlying the present paper is that while the fundamental assumptions of the PEM are not verified for conductance-based neuronal models, they hold for their inverse. In other words, conductance-based models satisfy the required assumptions of PEM under high-gain output feedback. This means that neuronal systems can be identified with classical techniques by relying on the direct approach of closed-loop system identification [10] . Using contraction theory [25] , we rigorously justify the use of the direct approach to consistently estimate neuronal model parameters.
We show that the closed-loop approach to the neuronal system identification problem is fully consistent with the classical voltage-clamp experiment of Hodgkin and Huxley [15] . Voltage-clamp has remained to date the key experimental methodology to derive a state-space model of a neuron. We show that there is flexibility in designing a contracting output feedback law beyond the high-gain implementation of voltage-clamp. As in previous work dealing with Lure systems [3] , we advocate that feedback design is an integral element of neuronal system identification, which makes this an attractive application of closed-loop system identification theory.
The paper is organized as follows: in Section 2, we review a number of classical tools of nonlinear system identification and analysis. In Section 3, we introduce the general class of conductance-based models and show that they have a contracting inverse. In Section 4, we detail the identification of the inverse dynamics of neuronal systems with the PEM and discuss the plausibility of the required assumptions. We then conclude with Section 6.
Preliminaries
This section reviews two classical results of system theory: the convergence properties of the prediction error method [22] and the system property of contraction [25] . We use the following notation: For a discrete-time variable x k , the signal up to time k is denoted by x [0,k] = (x k , x k−1 , . . . , x 0 ). We write R + = [0, ∞) and Z + = {0, 1, . . . }, and the number 0 is treated as a scalar or as a vector, with the dimension implied by the context in which it is used. The norms · p denote the usual p norms of the Euclidean spaces, and σ max [ · ] denotes the largest singular value of a matrix. For arbitrary β > 0, the class of n u -valued sequences u : Z + → R nu such that sup k∈Z+ u k ∞ < β is denoted by U nu β . We will also use the notation U nu β to denote the set of n u -valued functions u : R + → R nu such that sup t∈R+ u(t) ∞ < β. We rely on context to make clear when U nu β refers to a class of sequences or functions.
Parametric Identification of nonlinear systems with the Prediction Error Method
Consider a nonlinear stochastic discrete-time system represented by
where u k ∈ R nu is the system's input, y k ∈ R ny is the system's output, e k ∈ R ny is a stochastic process such that E[e k | e [0,k−1] ] = 0, F k (·) is a sequence of deterministic mappings, and x 0 is an initial state. Assume that the system (1) is in a feedback loop with an adaptive feedback element given by
where u k is the feedback element's output, y k is the output of (1), and r k ∈ R nr is an external signal. Figure  1 shows a block diagram representation of the resulting feedback system 1 . In the prediction error framework, the system (1) is identified based on N collected input-output data points, given by the sequences y [0,N ] and u [0,N ] . For this purpose, a parametric model is used to obtain a prediction y k of the output y k . In this paper, we work with an output error model, which is represented by a sequence of operatorsF k such that
where θ ∈ D denotes a vector of parameters, and D is a subset of R n θ , with n θ the number of parameters.
A simple criterion that can be used to obtain estimates for the parameters in the vector θ is the minimization of the cost function
resulting in the parameter estimateŝ
The asymptotic behavior of the parameter estimatesθ N as the number of data points N grows to infinity depends on the asymptotic behavior of the function V N (θ). Since the system is stochastic, V N (θ) is a random variable. To guarantee that the identified model is independent of the specific realization of the noise entering the system, we need the prediction error ε k (θ) = y k −ŷ k (θ) to satisfy an ergodicity property: V N (θ) must converge to its expected value as N → ∞. This property is achieved by means of two fundamental conditions: one on the true system, and one on the model structure.
Condition 1 ([22]
, [10] ). The closed-loop system (1)- (2) is such that for each k, s ∈ Z + , k ≥ s, there exist random variablesȳ k,s andū k,s , independent of r [0,s] and e [0,s] but not independent of r [0,k] and e [0,k] , such that
for some C > 0 and α < 1. Here,ȳ s,s =ū s,s = 0.
Condition 2 ([22]
). The mappingsF k are differentiable with respect to θ for all θ ∈ D, where D is a closed and bounded subset of R n θ . Furthermore, there exist a C < ∞ and α < 1 such that
and [0,k] , and θ belongs to an open neighborhood of D. The (d/dθ)F k are subject to an inequality analogous to (7) .
When the model (3) satisfies Condition 2, then the mapping θ → {F k ( · ; θ)} k∈Z+ is called a model structure [23, Section 5.7 ]. Thus (3) is called a model structure when viewed as a function of θ.
The main result of [22] can now be stated as follows.
Lemma 1 ([22]
). Consider the feedback system (1)-(2) subject to Condition 1, and the model (3) subject to Condition 2. Consider V N (θ) given by (4) . Then
Contracting discrete-time dynamics
Neuronal systems are most commonly represented by state-space models, and so we will rely on the state-space formalism of contraction theory [25] to analyze the identification problem. We present both the discrete-time and continuous-time definitions in sequence, as they are both relevant to us.
First, consider the discrete-time system
where f and h are continuously differentiable functions, u : Z + → R nu is the input signal, y : Z + → R ny is the output signal, and x : Z + → R nx is the state vector. We denote by x k = φ k,s (u, x s ) the solution of (9a) that starts at time s and is evaluated at time k ≥ s, when (9a) is subject to the input sequence u = u [0,∞] and initial condition x s .
Definition 1 ([25]
). The discrete-time dynamics (9a) is said to be exponentially contracting in a positively invariant set X ⊆ R nx , uniformly on U ⊆ R nu , if there exist a symmetric matrix sequence P k (x k ) ≥ I > 0 and a constant α < 1 such that
for all k ∈ Z + , x k ∈ X, and u k ∈ U .
For brevity, when we say that a dynamics is exponentially contracting in a set, we implicitly require that the set be positively invariant.
The result below will be instrumental in connecting the contraction property to the PEM conditions of the previous section. For simplicity, we work with a constant contraction metric.
Lemma 2. Consider the discrete-time system (9) . Let
For some β > 0, assume (9a) is exponentially contracting in a convex, closed and bounded set X, uniformly on U = [−β, β] nu , with a constant metric P > 0. Then there are C 1 , C 2 > 0 such that
for all k ≥ 0, u,ũ ∈ U nu β , and x 0 ,x 0 ∈ X.
Proof. See the Appendix A.1.
Contracting continuous-time dynamics
Consider the continuous-time nonlinear systeṁ
where f is a continuously differentiable function, u : R + → R nu is an input signal and x : R + → R nx is the state vector.
Definition 2. The continuous-time dynamics (13) is said to be exponentially contracting in a positively invariant set X ⊆ R nx , uniformly on U ∈ R nu , if there exists a continuously differentiable symmetric matrix P (x(t), t) ≥ I > 0 and a constant λ > 0 such that
for all t ∈ R + , x(t) ∈ X, and u(t) ∈ U .
Alternatively, by writing P = Θ Θ, (14) can be written 
Conductance-based models
Conductance-based models are biophysical neuronal models that admit the circuit representation shown in Figure 2 . While the framework of the present paper holds for multiple-input-multiple-output models, we focus on the single-input single-output case. Such models were first introduced in the seminal work of Hodgkin and Huxley [15] . For a general introduction, the reader is referred to Chapters 3 and 5 in [19] , or textbooks of neurophysiology such as [14, 18, 9] . To date, conductancebased modeling remains the central paradigm of biophysically realistic neuronal modeling [1] .
In a conductance-based model, the neuronal membrane is modeled by an ideal capacitor of capacitance c > 0. The voltage across the membrane, which is the output of the model, is given by v(t). The neuron possesses n c ∈ N different types of ion channels embedded in its membrane. The ion channels allow ionic currents to flow across the membrane according to Kirchhoff's law,
where each current i j (t), j = 1, . . . , n c , models an ionic current. The ionic currents not explicitly included in the model are lumped in a leak current i 0 (t). In addition, the membrane voltage is affected by an external input current i(t) and an additive noise current e(t). The noise current aggregates the effects of ion channel fluctuations [13] and background neuronal activity [12, Chapter 8] .
All currents in a conductance-based model obey Ohm's law. The leak current
is characterized by a constant conductanceḡ 0 > 0 and a constant reversal potential ν 0 ∈ R. In contrast, the conductances of the ionic currents are voltage-dependent. This dependence is the key source of nonlinearity of conductance-based models. Owing to the original proposal of Hodgkin and Huxley, each ionic current has a nonlinear state-space model of the forṁ
with j = 1, . . . , n c . The constantsḡ j > 0 are called the maximal conductances, and ν j ∈ R are called reversal potentials. The variables m j and h j are called gating variables, and take values in the closed interval [0, 1]. Their dynamics are defined by the continuously differentiable functions
The gating variables modulate the current conductance with a voltage-dependent first-order lag dynamics. The exponents α j and β j belong to Z + , and whenever α j * = 0 or β j * = 0, we ignore (17a) or (17b) for j = j * , respectively. These exponents, along with the gating variable dynamics (17a)-(17b), constitute the kinetic model of the j th ion channel [19, 14] .
A compact representation of the entire model (15)- (17) has the state-space structure
where the vector x ∈ X = [0, 1] nx collects all the gating variables m j and h j for which α j > 0 and β j > 0, respectively, and
denotes the total membrane internal current. Note that the matrix A(v) is diagonal, and b(v) is a vector-valued function of v. The model (18) is in the standard normal form of nonlinear minimum phase systems [4] : Kirchoff's equation (18a) is the input-output equation of a relative degree one model, and the gating dynamics (18b) are the system's internal dynamics.
Example 1. The Hodgkin-Huxley (HH) model [15] is the prototypical conductance-based model. It is given by (15) , with c = 1 µF/cm 2 , and it has two ionic currents (n c = 2): a sodium current i Na , and a potassium current i K . It also includes a leak current i L . The currents are given by
The three internal variables are the sodium activation m 1 = m Na , sodium inactivation h 1 = h Na , and potassium activation m 2 = m K (there is no potassium inactivation in the model, i.e., β 2 = 0).
The vector x collecting these variables is given by . This is verified with the constant metric P = pI, for any p > 0, and any λ such that 0 < λ < 1/τ max : in that case, we have
and we could pick, for instance, λ < 1/8.6 (see Figure 3 ). This is in fact a general property of conductance-based models:
The conductance-based model (18) has a global relative degree of one, and is globally minimum phase (in the sense of [4] ). The internal dynamics are exponentially contracting in x ∈ [0, 1] nx , uniformly on V = R: there is a P x > 0 and a λ x > 0 such that 
Output feedback contraction
A direct consequence of Proposition 1 is that a conductance-based model has a stable inverse. More precisely, using a static output feedback law, the closedloop dynamics can be made exponentially contracting:
Consider a conductance-based model (18) subject to the output feedback law
where γ > 0 is a constant gain and r(t) is a reference signal. Assume
Then V β,γ × [0, 1] nx is a positively invariant set for the closed-loop dynamics (18), (22) , and there exists a γ > 0 such that the dynamics is exponentially contracting in
We now follow an argument similar to [33, Section 2.2]. The Jacobian (with respect to the states) of the closedloop dynamics (18) , (22) is given by
(we omit dependencies on x and v for clarity). By Proposition 1, the internal dynamics (18b) has a contraction metric P x = Θ x Θ x > 0 associated with the rate λ x > 0. We will use the matrix Θ = c 0 0 Θ x to define a contraction metric P = Θ Θ for the closedloop system. Define F = ΘJΘ −1 (this is the generalized Jacobian of the closed-loop system). Then
and
We will use F ≺ 0 to denote 1 2 (F + F ) ≤ − I for all t ≥ 0, (v, x) ∈ V β,γ × [0, 1] nx , and some > 0. By Definition 2, to demonstrate contraction of the closedloop system, we have to show that F ≺ 0. To do that, we will require that F 11 ≺ 0 and F 22 ≺ 0. Contraction of the internal dynamics (see (21) ) automatically implies
and thus F 22 ≺ 0. Furthermore, 
where Q is the row vector given by
From (24), (27), (26) and (28), F ≺ 0 if and only if
By (26) and (27), a sufficient condition for (30) to hold is
where σ max [Q] is the largest singular value of Q.
Since the continuous functions ∂g/∂x, ∂A/∂v and ∂b/∂v in (29) are bounded on V β,γ × [0, 1] nx for any β, γ > 0, it follows that σ max [Q] is also bounded on that set. Since
Thus, a sufficiently large γ ensures that (31) is satisfied.
The expressions (30) and (31) can be used to estimate a bound on the gain that is necessary to stabilize the conductance-based model. Depending on the choice of the contraction metric P x , this bound can of course be conservative, as illustrated by the following example. 
Non-ohmic ion currents
The Ohmic expression of the ionic current (17c) is not necessary for the output feedback contraction property of the model. Instead of the Ohmic ionic current (17c), we could have used the more general formulation
where each d j is an arbitrarily large polynomial degree, and η ∈ R. In most non-Ohmic ionic current models, p j (v) is a monotonically increasing function (see, e.g., [19, Chapter 3] ), and the reversal potential ν j ∈ R is the value where p(ν j ) = 0. In this case,
where by convention sign 0 = 0. Thus V β,γ × [0, 1] nx , with V β,γ given by (23), remains a positively invariant set under the more general ionic current model above.
Since the vast majority of ionic current models is Ohmic, we keep the formulation (17c), noting that all the results in this paper can be easily adapted to allow for the non-Ohmic case above.
The voltage-clamp experiment
The output contraction property of conductance-based models is a consequence of the very experimental protocol that has been used to identify neuronal systems in the past: the voltage-clamp experiment, pioneered by Hodgkin and Huxley. The voltage-clamp experiment is nothing but a high-gain output feedback experimental protocol employed to stabilize the neuron and to determine its inverse dynamics through step response experiments. The principle of that experiment is illustrated in Figure 6 . In the limit of high-gain feedback, the current drawn from the amplifier to clamp the voltage to the reference r(t) is by definition the output of the internal dynamics driven by the voltage v(t) = r(t). Electrophysiologists rely on the stability of that inverse system to model the internal dynamics through a series of step responses. In that sense, the contraction property of conductance-based models is an experimental property of neurons rather than the property of a specific mathematical model of the ionic currents.
Models of specific ion channel types have been accumulated over time by electrophysiologists. Today, online databases such as ModelDB [27] contain large libraries of ion channels models. The structure of those models is often used in parametric identification of new types of Neuronal membrane (Fig. 2 Fig. 6 . The voltage-clamp experiment: electrodes are used to inject the current i(t) and measure the voltage v(t) of the neuronal membrane. The amplifiers are ideal differential amplifiers, andḡe models the electrode conductance. When γ 1, this implements the feedback law (22) with γ =γḡe.
neurons (see, e.g., [8, 17] ). The identified parameters include the maximal conductancesḡ j and the Nersnt potentials ν j . The purpose of the next sections will be to show that, the classical PEM provides consistent estimates for these parameters.
Discretized conductance-based models
The data obtained for identification purposes is in the form of a discrete sequence of samples. In the next sections, we will consider simple discretizations of (18) resulting from the forward-Euler method:
where t s > 0 is the sampling period.
The following result shows that such discretization retains the contraction property of the continuous-time model.
Lemma 3. Assume that the continuous-time dynamics (13) is exponentially contracting in a closed and bounded set X, uniformly on [−β, β] nu (with β > 0), with a constant metric P . Let
where t s > 0 is the sampling period. Then there exists a sufficiently small t s such that the discrete-time dynamics (34) is exponentially contracting in X, uniformly on [−β, β] nu .
Proof. See the Appendix A.2.
Identification of neuronal models with the PEM
In this section, we discuss the parametric identification of conductance-based models. In Section 4.1, we define the identification setup, and in Section 4.2, we treat the case in which we can consistently identify the system's maximal conductances and reversal potentials by solving a linear least-square optimization problem.
Identification setup
The system (33) under the feedback law i k = γ(r k − v k ) can be written in the form
where x collects the states m j and h j for which α j , β j > 0, A(·) and b(·) are determined by (17a)-(17b), and g(·, ·) is given by (19) . It can be seen that by backward iteration of (35a) and (36a), we can find a F k and a H k such that y k and u k can be represented by (1) and (2), respectively. Thus, the identification setup is represented by Figure 1 . Assumption 2 is consistent with the voltage-clamp experiment: it allows for current noise but assumes that the voltage is perfectly measured. It follows directly from Proposition 2 and Lemma 3 that there is a large enough value of γ, and a small enough value of t s (possibly depending on γ) such that Assumption 3 is verified 2 .
The following result will help us apply the identification framework of Section 2. Proof. See the Appendix A.3.
Identification with fixed ion channel kinetics
A given library of ion channel kinetic models can be used in the identification of the parameters c,ḡ j , and ν j of a neuronal system (recall that an ion channel kinetic model is given by the dynamics (17a)-(17b), as well as the coefficients α j , β j in (17c)). This can be done by postulating a model structure containing n m known ion channel kinetic models, chosen a priori. For j = 1, . . . , n m , we denote the objects defining the model structure kinetic models byτ m,j (·),τ h,j (·),m ∞,j (·), h ∞,j (·),α j andβ j . The model structure statesm j and h j evolve analogously to the discretized form of (17a)-(17b). These dynamics can be described in compact form byx
wherex collects the gating variablesm j andĥ j for whicĥ α j > 0 andβ j > 0, respectively.
The unknown parameters of the true system, c,ḡ j , and ν j , all appear in the right-hand side of (35b), either directly or through the mapping g(·, ·) given by (19) . To identify those parameters, we define the model structure outputŷ k (θ) bŷ
where u 1,k and u 2,k are the elements of the model structure input in (36b), and where the vector of model structure parameters θ ∈ D ⊆ R (2nm+1)×1 has been partitioned according to
We can more compactly writê y k (θ) = ψ k θ with the row vector ψ k ∈ R 1×(2nm+1) given by ψ k = 1,mα 1
1,kĥβ
Gathering ψ k in a matrix Ψ N ∈ R (N +1)×(2nm+1) given by Ψ N = ψ N , ψ N −1 , . . . , ψ 0 (39) we find that the vector of model structure outputs from time k = N down to time k = 0 is given bŷ
The above formulation shows that the ion channel kinetic models act as basis operators mapping the input sequence u [0,N ] , given by (36b), to the columns of Ψ N . Using that formulation, we will make some assumptions in order to show that we can obtain consistent estimates of the parameter vector θ using the PEM.
First, we need all the true ion channels to be included in the model structure:
Assumption 4. The model structure contains the true system (35): for j = 1, . . . , n c ≤ n m , we haveτ m,j (·) = τ m,j (·),τ h,j (·) = τ h,j (·),m ∞,j (·) = m ∞,j (·),ĥ ∞,j (·) = h ∞,j (·),α j = α j andβ j = β j .
In case Assumption 4 is verified, then the true parameter vector, which we denote byθ = (θ (1) ,θ (2) ,θ (3) ) , is given byθ We will also need the following standard assumption:
Assumption 5 (Persistency of excitation). There is a N * > 0 such that 1 N Ψ N Ψ N and E 1 N Ψ N Ψ N are positive-definite for all N > N * .
Assumption 5 is an assumption both on the model structure and on r k , the signal used to excite the true system. Intuitively, we should not include two identical ion channel kinetics in the model structure, and the excitation signal r k should be sufficiently rich.
Finally, we make a last assumption in order to simplify our result: Assumption 6. The initial states of the true system and of the model structure satisfym j,0 = m j,0 and h j,0 = h j,0 for j = 1, . . . , n c .
In principle, we could also estimate initial conditions. However, given the contracting nature of the ion channel kinetics considered here, initial conditions are forgotten exponentially fast. As long as Assumption 4 is verified, we can come arbitrarily close to verifying Assumption 6 by discarding initial segments of the data.
Under Assumption 2, we are able to compute
from the measurements, and thus we can form the cost function V N (θ) given by (4) . We can now state the following result.
Theorem 1. Let Assumptions 1-6 be satisfied. Let N > N * , and letθ N = (θ
N ) be given bŷ
where y k and Ψ N are given by (35b) and (39), respectively, and D is a compact parameter domain containinḡ θ, the true parameter vector (40). Then, we haveθ N →θ w.p. 1 as N → ∞.
Proof. By Assumptions 4 and 6, the true output y k , given by (35b) (see also (19) ), can be written as
and thus we can write
By Assumption 1, the time-delay present in the system ensures that v k and x k do not depend on e k . We then have that E Ψ N e [0,N ] = 0 and thus
Using Assumption 5, we have
for all N > N * .
It remains to show thatθ N converges to (42) w.p. 1 as N → ∞, which can be done by means of Lemma 1. Condition 1 is satisfied due to Proposition 3. By Assumptions 2 and 3, the input (36b) to the model structure belongs to U 2 β * for some β * > 0, since v k remains in the compact set V β,γ . Proposition 1 and Lemma 2 then ensure that the model structure verifies Condition 2. It follows by Lemma 1 that V N (θ) converges uniformly to E [V N (θ)] on the compact set D. In view of (41) and (42), this ensures the result of the theorem.
Examples
In this section, we illustrate the results of Section 4.2 by identifying various discrete-time neuronal models. All discrete-time models are obtained by forward-Euler discretization of their continuous-time counterparts with t s = 0.005 ms.
Example 3. In this example, we identify the discretized Hodgkin-Huxley (HH) model of Example 1. We include in the model structure the two ion channel kinetics present in the true model, and identify the values of c, g j , and ν j using the parameter vector θ. From (20) and (38), we have the following true parameters:
0.3 · 54.4 0.3 120 · −55 120 36 · 77 36 −1
We simulated an identification experiment in which the discretized HH model is subject to output feedback with γ = 50. The model is excited by the user-defined input r k = −45 +r k , wherer k is given by white Gaussian noise of standard deviation σ r = 100 that is filtered by the zero-order hold discretization of the system 10 2 /(s+ 10) 2 . The input noise e k was generated with σ e = 2.5 and was truncated so that e k = 100 whenever e k ≥ 100. This setup resulted in a signal-to-noise ratio (between y k and e k ) of around 30.8 dB. To eliminate transient effects and satisfy Assumption 6 as close as possible, we eliminated the initial 0.5 seconds of measurement (corresponding to 10 5 samples) from all datasets. Figure 7 shows the estimation errorθ −θ N for N = 5 × 10 5 to 5 × 10 6 (corresponding to experiment times of 0.5 to 5 seconds) for 20 different realizations of the experiment, as well as their average. We can see from the figure that the estimates steadily converge to the true parameters.
Example 4. In this example, we illustrate how a library of pre-established set of ion channel kinetic models can be used to identify different neuronal models. We consider three models, all of which are based on a forward-Euler discretization of the system given bẏ Fig. 7 . The log 10 × log 10 plots above show how the errors in the estimated parameters of Example 3 fall as the number of data points N increases. In grey: errors in each of the 20 realizations of the identification experiment as computed for N = 5 × 10 5 to 5 × 10 6 (ts = 0.005). In blue: average of the 20 error traces.
with
where the states m j and h j are given by (17a) and (17b), respectively with the functions m ∞,j , h ∞,j , τ m,j and τ h,j plotted in Figures 8-9 and described in Appendix C.
The above system, taken from [7] , defines a modified version of the Connor-Stevens neuronal model [6] . The values of the variablesḡ 3 andḡ 4 are the distinguishing factors between the three models we use in this example. We call them Connor-Stevens (CS) models A, B, and C, according to the following maximal conductance values:
Connor Stevens model A is similar to the HH model of the previous example, while models B and C differ from A due to the addition of ion currents i 3 and i 4 , respectively (these currents represent an "A-type" potassium current and a calcium current, respectively). It can be verified through simulations that the addition of i 3 or i 4 makes the qualitative input-output behavior (from i to v) of models B and C differ from that of model A. In particular, models B and C can fire periodic spikes with arbitrarily low frequency, while model A does not have that property (see, for instance, Figure 2 of [7] ). The property of spiking with arbitrarily low frequency has important neurocomputational consequences. It underlies the classical distinction between Type I and Type II neuronal excitability first proposed by Hodgkin and Huxley (see [18, Chapter 7] ).
−100 −50 To identify the models A, B and C, we include in a single model structure all four of the ion channels shared by those models. We simulated an identification experiment in which the discretized CS models are subject to output feedback with γ = 50. All models are excited by the user-defined input r k = −45 +r k , wherer k is given by white Gaussian noise of standard deviation σ r = 30 that is filtered by the zero-order hold discretization of the system 10 2 /(s + 10) 2 . The input noise e k was generated with σ e = 1 and was truncated so that e k = 100 whenever e k ≥ 100. This setup resulted in a signal-tonoise ratio (between y k and e k ) of around 28 dB, 26 dB and 29 dB for the CS models A, B and C, respectively (again, we eliminated the first 0.5 seconds of measurement from all datasets). Figure 10 shows the evolution of the estimates ofḡ j obtained by identifying each of the CS models A, B and C (for brevity, we do not show the evolution of all parameter estimates). It can be seen that the estimates ofḡ 3 (orḡ 4 ) for models that do not contain i 3 (or i 4 ) tend towards zero, while the other estimates tend towards their true values.
Conclusion
In this paper, we studied the identification of neuronal systems under the assumption of current-additive zeromean white noise and negligible voltage measurement noise. We showed that by treating a neuronal model as a closed-loop system, we can solve the identification problem by identifying the inverse dynamics with an output-error model structure. We have demonstrated that consistent parameter estimates are obtained when the model structure contains the internal dynamics of the system being identified. This is a common strategy adopted in neuroscience, where kinetic models of ion channels are estimated in separate experiments (see, e.g., [27] ). It is worth noting that the results in this paper may hold for ion channel models which are more general than (17a)-(17b); the key requirement is that the ion channels possess a contracting dynamics, so that (21) is satisfied. Thus, this work rigorously justifies neuronal system identification using conventional methods of nonlinear identification. Curie Fellowship (grant agreement nr. 798627). The research leading to these results has received funding from the European Research Council under the Advanced ERC Grant Agreement Switchlet n.670645. The authors thank Monika Josza for her helpful comments on the manuscript.
A Proofs

A.1 Proof of Lemma 2
Let P = Θ Θ (Θ > 0). For k ≥ 0, let the sequences x k andx k be defined by the dynamics (9a) subject to the inputs u k andũ k , respectively. Applying the change of coordinates z k = Θx k , we obtain the discrete-time dynamics
The inequality (10) implies that
for all x k ∈ X and k ∈ Z + . The inequality (A.3) in turn implies that the induced 2-norm of ∂f Θ /∂ζ satisfies ∂f Θ /∂ζ 2 ≤ α whenever
where (by convexity of X) Z is a convex set. Furthermore, since ∂f Θ /∂υ is a continuous function and Z × [−β, β] nu is closed and bounded, there is some 
By convexity of Z × [−β, β] nu , the above implies
By recursive application of (A.1) and (A.4), we have
for k ≥ 0. Multiplying both sides of the inequality by Θ −1 2 and substituting z k = Θx k , we have
for k ≥ 0, where σ max and σ min denote the largest and the smallest singular values of Θ, respectively.
By arguments similar to those used above, there are L 2 , L 3 > 0 such that
The result (12) follows directly from (A.6) and (A.5) by setting C 1 = max{(ασ min ) −1 L 1 L 2 , L 3 } and C 2 = L 2 σ max (σ min ) −1 .
A.2 Proof of Lemma 3
Since ∂f /∂x is continuous on the closed and bounded set X × [−β, β] nu , there is a numberσ such that σ ≥ σ max [∂f /∂x] on that set. Let f ts (x k , u k ) = x k + t s f (x k , u k ). Using (14) for all (x k , u k ) ∈ X × [−β, β] nu . The second inequality above is obtained using the fact that A P A ≤ λ max [P ]σ 2 max [A]I and I ≤ 1/λ min [P ]P . Making t s < 1 small enough ensures that α(t s ) 2 < 1, and thus that the dynamics (34) is exponentially contracting on X, uniformly on [−β, β] nu .
A.3 Proof of Proposition 3
Consider two different solutions of (35)-(36). The first is given by (v k , x k ) = φ k,0 (γr + e, (v 0 , x 0 ) ) (v 0 , x 0 ) = 0 (A.8)
for k ≥ 0, and the second is given by (v k,s+1 ,x k,s+1 ) = φ k,s+1 (γr + e, (v s+1 ,x s+1 ) ) (v s+1 ,x s+1 ) = 0 (A.9)
for k ≥ s + 1.
We will use the solutions above to construct the random variablesȳ k,s involved in Condition 1. First, for each s ∈ Z + , we setȳ s,s = 0. From (35b), we compute the sequence y k using (A.8), for k ≥ 0, and the sequence ȳ k,s+1 using (A.9), for k ≥ s + 1. We have thatȳ k,s is independent of e [0,s] , since e [s+1,k] is independent of e [0,s] ; furthermore, r k is deterministic; thus the independence required in Condition 1 is satisfied. We now need to verify (6a) for k ≥ s. For k = s, we have for some C 1 > 0 and for each s ∈ Z + . To ensure this bound, we have used (from Assumptions 1 and 2) the fact that r, e ∈ U β , and the fact that g(v, x) + γv is a continuous function on the compact V β,γ × [0, 1] nx . Now, we make use of Assumption 3. Let α c < 1 be the contraction rate of the closed-loop dynamics (35)-(36).
Since |γr + e| ≤ (γ + 1)β, we can apply Lemma 2 (with the time origin shifted to s + 1) to see that there is a C 2 > 0 such that The random variablesū k,s of Condition 1 can be constructed in a completely analogous way, and thus we omit this part of the proof.
B Hodgkin-Huxley kinetic functions
To define the ion channel kinetics of the Hodgkin-Huxley model, we first set The same relationships are used to define τ h,1 and h ∞,1 .
C Connor-Stevens kinetic functions
The ion channel kinetics of the CS models are given by the relationships (B.1), with 
