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Abstract. In this note, we deal with a least squares formulation for the transport equation. Some
numerical schemes are proposed in order that a discret maximum principle holds true. This
schemes are obtained by considering optimization problems subject to constraints.
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1. Introduction
Re´soudre l’e´quation du Transport au sens des moindres carre´s est ne´cessaire dans de nombreuses
applications physiques, et en imagerie par exemple, ou` il est souvent ne´cessaire de rajouter des
contraintes a` l’e´quation du Transport (appele´e flot optique) comme une condition finale dans le cas
du recalage.
Le principe du maximum (PM) est satisfait par la formulation continue au sens des moindres
carre´s, et sa de´monstration demande un argument de type perturbation singulie`re. Le proble`me
approche´ par une me´thode d’e´le´ments finis de Lagrange y compris a` l’ordre un ne ve´rifie pas le
PM. Afin d’imposer le principe du maximum discret (PMD) nous proposons une modification de
la me´thode de Galerkin en y adjoignant des contraintes d’ine´galite´. Mentionnons [4] et [2] ou` une
strate´gie similaire a e´te´ utilise´e et analyse´e, dans un contexte alge´brique pour le premier et pour des
me´thodes ALE pour le second. Dans ce travail, d’une part, nous proposons une me´thode de Nitsche
pour prendre en compte les conditions aux limites sur le bord entrant. D’autre part, nous proposons
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d’introduire une contrainte de non ne´gativite´ pour la solution afin d’e´viter les undershooting en
utilisant la me´thode de marche en temps, et de rajouter une contrainte de re´gularite´ concernant la
variation totale de la solution pour un proble`me global en temps afin d’e´viter les overshooting.
Le papier est organise´ de la manie`re suivante. A la section 2. le proble`me au sens des moindres
carre´s est introduit. La section 3. pre´sente le proble`me discre´tise´, un re´sultat nume´rique et la
me´thode de Nitsche est introduite. Dans la section 4. des me´thodes d’optimisation avec contraintes
pour controˆler les oscillations sont introduites.
2. Description du proble`me
Soit Ω ⊂ Rd un domaine de frontie`re lipschitzienne ∂Ω satisfaisant la proprie´te´ du cone. Si
T > 0 est donne´e, soit Q = Ω×]0, T [. Conside´rons une vitesse d’advection v : Q → Rd et
f ∈ L2(Q) un terme source donne´. Dans tout ce papier la vitesse v ve´rifie au moins la re´gularite´
suivante: v ∈ L∞(Q)d; et div v ∈ L∞(Q). Soit Γ− = {x ∈ ∂Ω : (v(x, t) | n(x)) < 0} ou` n(x)
est la normale exte´rieure de ∂Ω au point x. On suppose que Γ− ne de´pend pas de t.
Le proble`me consiste a` trouver une fonction u : Q→ R satisfaisant:
∂tu+ ( v(x, t) | ∇u(x, t) ) = f dansQ
u(x, 0) = u0(x) pour x dans Ω
u(x, t) = u1(x, t) pour x sur Γ−.
(2.1)
Quand u1, u0, et u sont suffisamment re´gulie`res, en changeant le terme source f si ne´cessaire,
on peut supposer que u1 = 0 sur Γ−, et u0 = 0 sur Ω. Le cadre fonctionnel pour une for-
mulation variationnelle du proble`me (2.1) est donne´, pour v re´gulie`re. On de´finit v˜ par v˜ =
(1, v1, v2, . . . , vd)
t et pour une fonction suffisamment re´gulie`re ϕ de´finie sur Q,
soit ∇˜ϕ =
(
∂ϕ
∂t
, ∂ϕ
∂x1
, ∂ϕ
∂x2
, . . . , ∂ϕ
∂xd
)t
, le produit scalaire euclidien est note´ ( . | . ). Soit
∂Q− = {(x, t) ∈ ∂Q, ( v˜ | n˜ ) < 0} = Γ− × (0, T ) ∪ Ω× {0},
ou` n˜ de´signe le vecteur normal exte´rieure unitaire sur ∂Q, et
ub(x, t) =
{
u0(x) si (x, t) ∈ Ω× {0}
u1(x) si (x, t) ∈ Γ− × (0, T ).
Les espaces de Sobolev anisotropes
H(v,Q) =
{
ϕ ∈ L2(Q),
(
v˜ | ∇˜ϕ
)
∈ L2(Q),
}
et H0 = H0(v,Q, ∂Q−) = {ϕ ∈ H(v,Q), ϕ = 0 sur ∂Q−} sont introduits. Une formulation du
proble`me (2.1) au sens des moindres carre´es est donne´e par:
ρ = argminw∈H0
∫
Q
(
(
v˜ | ∇˜w
)
− f)2 dt dx = argminw∈H0 J(w).
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La fonctionnelle J est convexe, continue et de´rivable. La de´rive´e de Gaˆteau de J est DJ(ρ)ϕ =∫
Q
((
v˜ | ∇˜ρ
)
− f
) (
v˜ | ∇˜ϕ
)
dx dt. Donc, une condition ne´cessaire pour obtenir la solution au
sens des moindres carre´s de (2.1) est la formulation faible suivante: Trouver ρ ∈ H0 tel que∫
Q
(
v˜ | ∇˜ρ
)(
v˜ | ∇˜ϕ
)
dx dt =
∫
Q
f
(
v˜ | ∇˜ϕ
)
dx dt (2.2)
pour tout ϕ ∈ H0.
Theorem 1. Pour v re´gulie`re, et f ∈ L2(Q), le proble`me (2.1) admet une unique solution u =
ρ+ (1− t)ub. En outre, pour f = 0, u satisfait le principe du maximum : inf ub ≤ u ≤ supub.
Proof. La de´monstration du principe du maximum demande d’utiliser une me´thode de perturbation
singulie`re, elle est donne´e dans [5]
3. Proble`me Discre´tise´
Soit {ϕ1, ϕ2, . . . , ϕN} une base du sous-espace d’e´le´ments finis Vh ⊂ H0, obtenue, par exem-
ple, pour un maillage du domaine Q, avec des e´le´ments finis du type Q1. Une approximation du
proble`me consiste a` trouver ρh =
∑N
j=1 ϕj(t, x)·ρj tel que ∀ϕi,
∑N
j=1 ρj
∫
Q
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt =∫
Q
f
(
v˜ | ∇˜ϕi
)
dx dt.
3.1. Exemple nume´rique
Conside´rons le proble`me de l’e´quation de transport avec condition initiale non nulle et une vitesse
constante pour Ω = (0, 1)
∂tu+ ∂xu = 0 dans Q (3.1)
avec u(x, 0) = u0(x) = 12(1− tanh(100x−50)), et on re´sout par la me´thode de marche en temps2
pour un seul pas de temps et pour 20 pas de temps avec 80 points en espace, en respectant le CFL
on peut obtenir le pas de temps maximal ( ici, le pas de temps est e´gale au pas d’espace). La figure
1(a) repre´sente la solution pour un seul pas de temps, la figure 1(b) repre´sente la solution pour
20 pas de temps. Malgre´ les oscillation pre´sentes en (a) et (b), la me´thode converge comme il est
montre´ en figure 1(c) ou` nous avons 1000 points en espaces.
2Puisque on suppose que v˜1 > 0, alors toutes les courbes sont croissantes par rapport au temps donc la me´thode de
marche en temps est possible. Le principe de cette me´thode: A` chaque pas de temps on re´sout un proble`me ” local en
temps”, ou` l’e´tat initial est l’e´tat au pas de temps courant et l’inconnu est l’e´tat au pas de temps suivant. Ce qui revient
a` prendre successivement Q = Ω× (tn, tn+1).
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(a) (b) (c)
Figure 1: (a) Solution pour un pas de temps. (b) Solution pour 20 pas de temps. (c) Convergence
de la solution
3.2. Me´thode de Nitsche
La me´thode de Nitsche consiste a` de´terminer l’approximation de la solution dans un sous espace
d’e´le´ments finis Vh ⊂ H(v,Q) tel que: ∀ϕi,∑N
j=1 ρj
∫
Q
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt+1/γ
∑N
j=1 ρj
∫
∂Q−
ϕjϕi−
∑N
j=1 ρj
∫
∂Q−
(
v˜ | ∇˜ϕj
)
ϕi =
1/γ
∑N
j=1 ubj
∫
∂Q−
ϕjϕi avec γ quelconque. Conside´rons le meˆme exemple nume´rique, et en util-
isant la me´thode de marche en temps, on obtient les re´sultats dans la figure2 ci-dessous pour un
seul pas de temps et pour 20 pas de temps avec un pas d’espace h = 1/80 et un pas de temps
τ = 1/100 .
(a) (b)
Figure 2: (a) Solution pour un pas de temps. (b) Solution pour 20 pas de temps.
4. Me´thodes d’optimisation avec contraintes
4.1. Contrainte de non ne´gativite´
Afin d’avoir une solution positive nous transformons notre proble`me en un proble`me de minimisa-
tion sous contrainte. Trouver ρp ∈ RN ve´rifiant :{
Aρp = F
ρp ≥ 0 (4.1)
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Une formulation avec multiplicateur ge´ne´ralise´ s’e´crit: pour tout re´el 0 < r{
Aρp = F + Λ
Λ = (Λ− rρp)+
que l’on re´sout ite´rativement avec l’algorithme convergeant pour r petit suivant: ρ0p = 0; Λ
0 = 0{
Aρn+1p = F + Λ
n+1
Λn+1 = (Λn − rρnp )+
Nous prenons le meˆme exemple que pre´ce´demment, et en utilisant la me´thode de marche en temps
alors la solution est repre´sente´e a` la figure 2 pour un pas de temps et pour 20 pas de temps.
(a) (b)
Figure 3: (a) Solution pour un pas de temps. (b) Solution pour 20 pas de temps.
4.2. Contrainte de re´gularite´ sur la variation totale
Afin de controˆler les oscillations, on propose d’imposer la positivite´ de la solution tout en pe´nalisant
sa variation totale. Ceci revient a` re´soudre le proble`me discre´tise´ suivant :
min
Vh
1
2
∫
Q
(∂tu+ ( v(x, t) | ∇u(x, t) )− f)2 dtdx+ ICh(u) + λTV (u) (4.2)
avec λ > 0, ou` Ch =
{
u =
∑N
i=1 αiϕi | αi ≥ 0, ∀i
}
et ou` TV (u) =
∫
Q
|∇u(x, t)| dxdt. On
propose, pour re´soudre ce proble`me d’utiliser un algorithme de descente de gradient alterne´ de
type ISTA (cf. [1]). La figure suivante illustre les re´sultats obtenus a` t = 0.3.
5. Conclusion
La caracte´ristique importante de la me´thode des e´le´ments finis pour simuler des phe´nome`nes de
transport est son incapacite´ de satisfaire un principe du maximum sur des maillages globaux pour
une formulation standard de Galerkin. Le sche´ma re´sultant donne lieu a` des oscillations parasites
(undershooting ou overshooting) ce qui est bien connue depuis longtemps dans la litte´rature de
la dynamique des fluides. La me´thode de Galerkin discontinue [7] et la me´thode de Nitsche sont
incapables d’e´liminer ces oscillations, la me´thode de multiplicateur de Lagrange ge´ne´ralise´e per-
met d’e´liminer les undershooting mais les overshooting persistent toujours, donc on conclut que la
meilleure me´thode pour controˆler ces artefacts est la me´thode avec variation totale.
5
K. BENMANSOUR et al. Principe du maximum discret...
(a) (b) (c)
Figure 4: (a) Solution du proble`me sans me´thode de marche . (b) Solution du proble`me avec
la contrainte ICh , persistance de l’overshooting. (c) Solution du proble`me avec contrainte et
re´gularisation TV pour λ = 2.10−4.
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