Abstract. This paper presents a new approach for video clip retrieval based on Earth Mover's Distance (EMD). Instead of imposing one-to-one matching constraint as in [11, 14] , our approach allows many-to-many matching methodology and is capable of tolerating errors due to video partitioning and various video editing effects. We formulate clip-based retrieval as a graph matching problem in two stages. In the first stage, to allow the matching between a query and a long video, an online clip segmentation algorithm is employed to rapidly locate candidate clips for similarity measure. In the second stage, a weighted graph is constructed to model the similarity between two clips. EMD is proposed to compute the minimum cost of the weighted graph as the similarity between two clips. Experimental results show that the proposed approach is better than some existing methods in term of ranking capability.
Introduction
With the drastic growth of multimedia data in internet, TV stations, enterprises and personal digital archives, an effective yet efficient way of retrieving relevant multimedia information such as video clips is a highly challenging issue. Since the past decade, numerous researches have been conducted for content-based video retrieval. Nevertheless, most works are concentrated on retrieval by single shot, rather than retrieval by multiple shots (video clip). In this paper, we proposed a new approach based on Earth Mover's Distance (EMD) for similarity measure between two video clips.
A shot is a series of frames with continuous camera motion, while a clip is a series of shots that are coherent from the narrative point of view. A shot is only a physical unit, while a clip usually conveys one semantic event. Shot-based retrieval is useful for tasks like the detection of known objects and certain kinds of videos like sports. For most general videos, retrieval based on a single shot, may not be practical since a shot itself is only a part of a semantic event and does not convey full story. From the entropy point of video, video clips are relatively informative and hence the retrieved items should be relatively meaningful. For most casual users, query-by-clip is definitely more concise and convenient than query-by-shot.
Existing approaches in clip-based retrieval include [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Some researches focus on the rapid identification of similar clips [1] [2] [3] [4] [5] [6] , while the others focus on the similarity ranking of video clips [7] [8] [9] [10] [11] [12] [13] [14] . In [1, 2, 4, 6] , fast algorithms are proposed by deriving signatures to represent the clip contents. The signatures are basically the summaries or global statistics of low-level features in clips. The similarity of clips depends on the distance between signatures. The global signatures are suitable for matching clips with almost identical content but little changes due to compression, formatting, and minor editing in spatial or temporal domain. One successful example is the high accuracy and speed in retrieving commercials clips from large video database [4] . Recently, an index structure based on multi-resolution KD-tree is proposed in [6] to further speed up clip retrieval.
In [7] [8] [9] [10] [11] [12] 14] , clip-based retrieval is built upon the shot-based retrieval. Besides relying on shot similarity, clip similarity is also dependent on the inter-relationship such as the granularity, temporal order and interference among shots. In [8, 9, 13] , shots in two clips are matched by preserving their temporal order. These approaches may not be appropriate since shots in different clips tend to appear in various orders due to editing effects. Even a commercial video, several editions are normally available with various shot order and duration.
Some sophisticated approaches for clip-based retrieval are proposed in [11, 12, 14] where different factors including granularity, temporal order and interference are taken into account. Granularity models the degree of one-to-one shot matching between two clips, while interference models the percentages of unmatched shots. In [11, 12] , a cluster-based algorithm is employed to match similar shots. The aim of clustering is to find a cut (or threshold) that can maximize the centroid distance of similar and dissimilar shots. The cut value is used to decide whether two shots should be matched. In [14] , a hierarchical video retrieval framework is proposed for similarity measure of video clips. Maximum matching is employed to filter irrelevant video clips, while optimal matching is utilized to rank the similarity of clips according to the visual and granularity factors. Although the approach in [14] are different with the methods in [11, 12] , both employ the granularity factor to compute the clip similarity by guaranteeing the one-to-one mapping among video shots. However, one-to-one shot mapping does not always work effectively due to shot composition and video partitioning problems as follows:
• Video editing effect. The content of a long shot in a clip may be segmented and appeared as several shots in other editions of the clip. Some segmented shots may be deleted in certain editions. For example, a short commercial clip is displayed in golden broadcast time while its long editions are shown in other time. In addition, the same news event also has short and long editions due to the need of editing effects and the constraint of broadcast periods.
• Shot boundary detection error. One shot may be falsely segmented into several short shots. Several shots may also be incorrectly merged as one shot.
The composition or decomposition of shots, either due to editing effects or video partitioning errors, sometime follows the nature of many-to-many scrambling. In the case of one shot being segmented into several shots in another edition, one-to-one shot mapping can only match one shot of the edition, while other shots cannot be matched and measured. In this situation, one-to-many or many-to-many matching techniques among shots are needed to guarantee effective matching. In addition, most approaches [1, 2, [8] [9] [10] [11] [12] [13] assume video clips are pre-segmented and always available for matching. As a result, the online segmentation and matching of multiple similar clips in a long video is not supported in [1, 2, [8] [9] [10] [11] [12] [13] .
In this paper, we propose a new approach for the similarity measure of video clips. The similarity measure is formulated as a graph matching problem in two stages. In the first stage, to allow the matching between a query and a long video, we propose an online clip segmentation algorithm to rapidly locate candidate clips for similarity measure [14] . In the second stage, the detailed similarity ranking is based on many-tomany mapping by EMD. The major contributions of our approach are similarity ranking. We model two clips as a weighted graph with two vertex sets: Each vertex represents a shot and is stamped with a signature (or weight) to indicate its significance during matching. The signature symbolizes the duration of a shot. EMD is then employed to compute the minimum cost of the graph, by using the signatures to control the degree of matching under many-to-many shot mapping. The computed cost reflects the similarity of clips.
The remaining of this paper is organized as follows. Section 2 describes the preprocessing steps including shot boundary detection, keyframe representation and shot similarity measure. Section 3 presents the algorithm for online video clip segmentation. Section 4 presents the proposed clip-based similarity measure by EMD. Section 5 shows the experimental results and section 6 concludes this paper.
Video Preprocessing
The preprocessing includes shot boundary detection, keyframe representation and shot similarity measure. We adopt the detector in [15] for the partitioning of videos into shots. Motion-based analysis in [16] is then employed to select and construct keyframes for each shot. For instance, a sequence with pan is represented by a panoramic keyframe, while a sequence with zoom is represented by two frames before and after the zoom.
Let the keyframes of a shot i
, the similarity between two shots is defined as 
Online Video Clip Segmentation
In video databases, clips are not always available for retrieval. While shots boundaries can be readily located and indexed, clips boundaries are relatively harder to be obtained since the detection of boundaries usually involves a certain degree of semantic understanding. The decomposition of videos into semantic clips is, in general, a hard problem. In this paper, instead of explicitly locating the boundaries of clips prior to video retrieval, we propose an implicitly approach that exploits the inherent matching relationship between a given query and long videos for online clip segmentation [14] . Given a query clip X and a long video Y (usually X Y >> ), an unweighted bipartite graph is constructed by matching the shots in X to the shots in Y by
The function Sim is based on Eqn (1). A threshold T is set to determine whether there is an edge from shots i x to j y ( 1 = ij ω represents there is an edge from shots i x to j y ). Since a clip is composed of a series of shots with same semantic, the color content of shots is usually inter-correlated and similar. Because of this self-similarity property, one shot in X can usually match multiple shots in Y . As a consequence, the mapping of shots in the bipartite graph is usually the many-to-many relationship. Denote In the experiment, ρ =2 is set. A large value of ρ can cause under-segmentation, while a small value of ρ can cause over-segmentation of video clips. The value of ρ is not easy to set, however, when { } 
Clip-Based Similarity Measure
Earth Mover's Distance (EMD) has been successfully employed for image-based retrieval [17] . In this section, we will employ EMD for clip-based similarity measure. A weighted graph is constructed to model the similarity between two clips, and then EMD is employed to compute the minimum cost of the weighted graph as the similarity value between two clips.
EMD is based on the well-known transportation problem. Suppose some suppliers, each with a given amount of goods, are required to supply some consumers, each with a given limited capacity to accept goods. For each supplier-consumer pair, the cost of transporting a single unit of goods is given. The transportation problem is: Find a minimum expensive flow of goods from the suppliers to the consumers that satisfies the consumers' demand.
Given two clips X and k Y , a weighted graph k G is constructed as follows: • Let • 
The function Sim is based on Eqn (1).
is the vertex set while
is the edge set.
In the weighted graph k G , we want to find a flow
where ij f is the flow between i x and j y , that minimizes the overall cost
subject to the following constraints: , min ω ω (8) Constraint (5) allows moving frames from X to k Y and not vice versa. Constraint (6) limits the amount of frames that can be sent by the shots in X to their weights. Constraint (7) limits the shots in k Y to receive no more frames than their weights, and constraint (8) forces to move the maximum amount of frames. We call this amount the total flow. Once the transportation problem is solved, and we have found the optimal flow F , the earth mover's distance is defined as the resulting work normalized by the total flow: 
The normalization factor is the total weight of the smaller clip as indicated in constraint (8) . Finally, the similarity between clips X and k Y is defined as: 
Experiments
To evaluate the performance of the proposed approach, we set up a database that consists of approximately 1,272 minutes (more than 21 hours) of videos. The genres of videos include news, sports, commercials, movies and documentaries collected from different TV stations. In total, there are 19,929 shots. All the relevant video clips in the database are manually judged and grouped by human subjects. We compare our approach with optimal matching in [14] and Liu's approach in [11] . The major difference among the three approaches is that our approach utilizes many-to-may shot mapping while the other two approaches employ one-to-one shot mapping. Table 1 summarizes the difference. In [11] , a clustering-based algorithm is used to decide the matching of shots in two clips. The aim of the algorithm is to cluster the pairwise similarities of shots into two groups which correspond to the matched and unmatched shots. This is achieved by maximizing the centroid distance between two groups. Based on the matched shots, the temporal order, speed (duration difference), disturbance (number of unmatched shots) and congregation (number of one-toone mapping) are computed for similarity measure. In [14] , the matching of shots and the degree of congregation are measured directly by optimal matching. Dynamic programming is employed to measure the temporal order of two sequences. In [11] , this value is measured by calculating the percentage of matching shots that are in reverse order. The interference factor in [14] is same as disturbance in [11] . In our proposed approach, EMD is employed to transport the frames in shots between two clips. Due to the nature of many-to-many mapping among shots, the granularity, temporal order and interference factors are not applicable for clip similarity measure. Only the visual similarity based on Eqn (10) is considered in our approach. Liu's approach [11] assumes that the video clips are pre-segmented and always available for retrieval. As a result, we manually segmented the 21 hours' videos into clips, and in total, there are 1,288 segmented video clips in our database. In the experiment, while the result of [11] is based on the retrieval of manually segmented video clips, our approach and optimal matching in [14] adopt the online automatic segmentation scheme described in Section 3.
Clip-based retrieval, in general, can be divided into two categories: identical matching and approximate matching. Identical matching includes commercials clips matching, and the approximate matching includes news and sports clips matching. The identical matching is relatively easy while the approximate matching is always difficult. In the experiment, we conduct testing on both kinds of matching. To assess the ranking capability of the three tested approaches, we use AR (Average Recall) and ANMRR (Average Normalized Modified Retrieval Rank) [18] for performance evaluation. The values of AR and ANMRR range from [0, 1] . A high value of AR denotes the superior ability in retrieving relevant clips, while a low value of ANMRR indicates the high retrieval rate with relevant clips ranked at the top [18] . Table 2 summaries the experimental results for identical matching (commercial clips) while Table 3 shows the details of approximate matching (news and sport clips). In total, 40 queries are used for testing, include 20 commercials clips and 20 news and various sports clips. The commercial retrieval is relatively easy since the visual content of the relevant commercial clips is usually similar and the major differences are in the temporal order and duration due to different ways of shot composition. Overall, three approaches attain almost perfect AR and ANMRR. This implies that all relevant clips are retrieved and ranked at top. For the retrieval of news and sport clips, our approach is constantly better than optimal matching and Liu's approach. By tracing the details of experimental results, we found that the cluster-based and temporal order algorithms used in Liu's approach cannot always give satisfactory results. Optimal matching, although better than Liu's approach, the performance is not always satisfactory due to the enforcement of one-to-one mapping among video shots. In contrast, our proposed approach can always achieve better results in term of AR and ANMRR. Furthermore, even though the retrieved clips by our approach are online segmented, the boundaries of most clips are precisely located. Only very few over or under-segmentation of clips happen in our test queries. Figures 1 and 2 show the retrieval and ranking results of news query #8 and sport query #11 respectively (due to the limitation of space, we do not show all the shots). Compared with commercials clips, the effective retrieval of news and sport clips is difficult since a same event is usually reported in different profiles, editions and camera shooting as shown in figures 1 and 2. Despite the difficulties, the proposed approach is still able to match and rank the relevant video clips with reasonably good results. 
Conclusions
We have presented a new EMD-based similarity measure for video clip retrieval. Experimental results on a 21 hours' video database indicate that EMD is capable of effectively retrieving and ranking the relevant video clips. The proposed matching mechanism is suitable not only for identical matching (e.g., commercial clips), but also approximate matching (e.g., news and sport clips). Currently, we use duration (number of frames) to represent the weight (or signature) of a shot for controlling the degree of many-to-many matching. This scheme, although straightforward and yield encouraging experimental results, can be further improved if other "content indicators" such as motion and audio cues are jointly taken into account to characterize the signature of a shot.
