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Abstract
The human hand is the most complete tool, able to adapt to different
surfaces and shapes and to touch and grasp. It is a direct connection
between the exterior world and the brain. I. Kant (german philosopher)
defined how the hand is an extension of the brain.
In this dissertation, we built a virtual human hand to simulate the
human hand as realistically as possible. Based on the anatomy of the hand,
we designed a hand with 25 degrees of freedom (DOF), with four of these
degrees located in the carpometacarpal joint for the ring and small fingers.
These four degrees permit the simulation of the human hand when it is
arched. The thumb was designed with 5 DOF, the index and middle fingers
have 4 DOF, in the metacarpophalangeal joint has two, and in the proximal
interphalangeal joint and in the distal interphalangeal joint each have one.
For the ring and small fingers, the 4 DOF are in similar joints plus as the
four described above.
The Denavit-Hartenberg (D-H) method was applied because each finger
was considered a ray, i.e., an open chain, with joints approximated to revo-
lute joints. The D-H tables for each finger were shown, and the application
of forward and inverse kinematics permit the calculation of all angles for
each joint [q1 . . . q25]
T .
Before grasping any object, our system checks the reachability of the
object with workspace analysis.
Semi-intelligent task-oriented object grasping was implemented for mak-
ing a decision once the user chooses the object and the task inherent to the
object. The grasping algorithm was implemented in a virtual environment.
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1
Introduction
1.1 Motivation
Hand is the end-effector for the humans, using the terminology of robotics.
Position and orientation, touch or grasp give to the human the contact with
the exterior. It is a direct connection between the exterior world and the
brain. I. Kant (german philosopher) defined how the hand is an extension
of the brain.
Although robot hand grasp has been extensively studied [68], little at-
tention has been paid to virtual human hand grasp. Virtual humans are an
important tool for digital prototyping to save time and cost. Virtual hu-
man hand grasp is crucial for the virtual human to interact with the virtual
world. When some joints have injuries (arthritis, carpal tunnel syndrome,
etc.) the mobility of different joints is limited. A virtual hand model can
help us to understand a suitable range of mobility when the virtual human
hands reach for objects.
The principal motives for researching and designing a virtual human
hand are:
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• Performing research in a system with a high number of degrees of
freedom.
• Simulating the human hand as realistically as possible and imple-
menting it in a virtual environment, which leads to saving time and
money.
• Provide new tools for building and implementing prosthetics hands.
The hook in amputees will substituted by a sophisticated bionic hand.
• Develop a new hand model with 25 degrees of freedom.
• Provide a new algorithm and mathematical model for implementing
and simulating the hand model.
1.2 State of Art
At this moment, hand research is a hot topic and there are a lot of
groups working on the hand. There are different lines of research for the
hand. We classify this research into five big groups, but the groups are
related and research converges in the same way. The principal groups
are robotics/mathematics, simulation/modelling, robotic hands, neural net-
work, and medical studies.
Robotics/Mathematics
The robot grasp has different configuration tools (e.g., parallel jaw grip-
per, Barrett hand, DLR hand, Shadow hand, MA-I hand), and each config-
uration tool has a special solution for grasping. Jia in this sense [57] pro-
posed that parametric curves applied for grasping are antipodal points on
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a curved shape. Application of stable forces was applied by Yu et al. [101],
Howard and Kumar [55], Zhu et al. [108], Ponce and Faverjon [85], and
Svinin et al. [93]. Kang and Ikeuchi [60] proposed programming the robot
by direct human demonstration. Liu et al. [67] used the Barrett hand for
grasping and manipulation. Kaneko and Tanie [59] presented fingers of a
multifingered robot hand that touches an object. Yu et al. [101] modeled
the hand with spherical sensors.
A grasping algorithm for grasping in robotics was presented by Bicchi
et al. in [13,14] and [41] addresses the problem of planning grasps. To solve
the grasping problem [22], Buss et al. proposed an optimization method
for a multi-fingered robot hand [23] and Cheng and Orin [28] proposed a
compact-dual linear programming (LP) method. Linear matrix inequality
problems for grasp analysis was proposed by Han et al. in [50,51].
Another area of research is a force-closure grasp [37, 107, 109] to ad-
dress the problems of computing form-closure regions as well as computing
optimal fingertip locations yielding n-finger form-closure grasps of three-
dimensional (3-D) objects. Omata et al. [80, 81] analyzed the indetermi-
nate grasp force in power grasps with a rigid-body model. Power grasp was
studied by Zhang et al. [103–106].
MA-I hand was developed in Institut d’Organitzaci i Control de Sistemes
Industrials (IOC), hosted in Universitat Pole´cnica de Catalunya (UPC) and
was described and shown in several papers [29–31,87,92].
Feasible analysis for grasp was studied by Guan and Zhang [47] and
Hagan et al. [46].
Dynamic manipulation/grasping controller multifingered robot hands
was proposed by Nagai et al. [75, 76], and Nagashima et al. [77].
4 1.2. State of Art
Simulation/Modelling
Complete analysis and classification of the human hand was presented by
Cutkosky [32] for the design of hands for manufacturing tasks. Albrecht et
al. [7] presented a design hand without grasp simulation, and hand grasping
can found the work by Aydin and Nakajima [10], based on a database.
For simulating human fingers, Barbagli et al. [11] present a deformable
model based on Hertzian and similar theories. Analysis of finger motion
coordination in the hand manipulative and gestic acts for the fingers except
the thumb was studied by Braido and Zhang [19].
For hand and muscle simulation, a sample surfaces method, was pre-
sented by Huang and Xiao [56]. Simulation for several robot hands was
shown in the algorithm called GraspIt, built and presented in papers by
Miller et al. [63, 68].
Another group that works in virtual hand has presented in several papers
the DaibaHand [69–72]. This group models the hand based on an optical
motion capture, that method is an expensive method that we use to validate
our mathematical model.
For the virtual human called MAN3D, Savescu et al. [90] designed a
virtual hand with 25 DOF include the wrist.
Based on visual recognition, Nolker and Ritter [79] reconstructed a hand
posture in the articulated hand model with 20 DOF.
High degrees of freedom are very complex for controling and performing
activities; to avoid these difficulties, Rijpkema and Girard [86] proposed
some coupled movements of joints and reduced the number of degrees of
freedom.
Based on three functions of grasping surfaces, namely the object-supporting,
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pressing, and wrapping functions, Saito and Nagata [88] presented a study
to assist robot designers in producing innovative robotic hand systems.
The Sharmes simulator [27] is the development of a highly realistic hu-
man hand and forearm model. The model contains 38 muscles and 24 DOF
representing the joints of the system. Two of these DOF are for the wrist,
two are for the arm, and 20 degrees of freedom are for the hand.
For a commercial CAD product, Davidoff and Freivalds [35] developed
a virtual human for CATIA (Dassault System).
Robotics Hand
In several works, Borst et al. [15–17] described and implemented grasp
theories in the DLR Hand II; other contributions to this hand model were
provided by Liu et al. [65] and Butterfab et al. [24].
Another hand model is the DIST-Hand from the University of Genova
[25,26,45].
Fukaya et al. [43] designed the TUAT/Karlsruhe Humanoid Hand with
a weight of 125 g, a length of 175 mm, and a width of 130 mm.
The AMADEUS Dextrous Subsea Hand: Design, Modeling, and Sensor
Processing was described by Lane et al. [64].
There are other hands and several more contributions for these hands.
For conciseness, we cite two robotic hands that have been built and imple-
mented: the Shadow hand and the MA-I hand [92]; the latter was built at
the Universitat Polite`cnica de Catalunya (UPC).
Neuronal Network
Basically, in the context of hand model, these tools were applied in
robotic hands. Early Liu et al. [66] proposed a neural network architecture
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for robot hand control, and Hanes et al. [52] used neural network control of
force distribution for power grasp.
Neuseirat and Abu-Zitar [6] used a special neural network to find mini-
mal finger forces in the first stage. In the second stage, the results obtained
in the first stage were used as a static mapping in training another neural
network.
A system was presented by Bernardin et al. [12] that uses hand shape
and contact-point information obtained from a data glove and tactile sensors
to recognize continuous human-grasp sequences. The sensor fusion, grasp
classification, and task segmentation are made by a hidden Markov model
recognizer.
Bowers and Lumia [18] investigated intelligent grasping schemes using
a fuzzy logic rule based expert system and used a vision system, robot
arm, and mechanical hand to locate and manipulate unmodeled, randomly
placed objects of various sizes and shapes.
In the work by Molina-Vilaplana and Lopez-Coronado [73] the proposal
involves the design and development of a library of hand gestures consisting
of motor primitives for finger pre-shaping of an anthropomorphic dextrous
hand.
Moussa [74] ran experiments in a simulated environment using a 28-
object database to show how the algorithm dynamically combined and ex-
panded a mixture of neural networks to achieve the learning task.
Medical Studies
In this section, we present state-of-the-art for medical experiments re-
lated to the human hand, because in order to design a virtual human hand,
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we cannot avoid the anatomy of the hand. These experiments help us to
design a more realistic hand model.
For the index finger movements, Darling and Cole [33, 34] determined
whether dynamic interaction torques are significant for control of digit
movements and investigated whether such torques are compensated by spe-
cific muscle activation patterns.
Measurement of the ability of humans to discriminate the orientations
of cylinders passively contacting the fingerpad was discussed by Dodson et
al. [38].
Dong et al. [39] theoretically demonstrated that the mechanical impedance
(MI) in a hand power grip, as a measure of the biodynamic response of the
system, can be divided into finger MI and palm MI.
Forces acting on the fingertips of 10 subjects were measured with three
different handle diameters and five grip force levels by Freund et al. [42] for
estimating the forces acting on the fingertips as functions of the total grip
force, the diameter of the handle, and hand size.
To determine whether other digits move when normal humans attempt
to move just one digit, Hager-Ross and Schieber [49] asked 10 right-handed
subjects to move one finger at a time while they recorded the motion of all
five digits simultaneously with both a video motion analysis system and an
instrumented glove.
Kamojima et al. [58] proposed a system that identifies the position and
orientation of hand bones from magnetic resonance (MR) volume images
by registration of a bone model.
A study to determine a distribution of the forces produced by motor
unit activity in the human flexor digitorum profundus was conducted by
Kilbreath et al. [62].
8 1.3. Contributions
Park et al. [82] studied the application of the Fibonacci sequence to the
anatomy of the human hand, and the conclusion was that it is a relationship
that is not supported mathematically.
A review of visual interpretation of hand gestures for human-computer
interaction was presented by Pavlovic et al. [83].
For study of muscles, we found several papers Valero-Cuevas and col-
leagues, [84, 96–98].
In Yokogawa and Hara [100] investigated whether distribution patterns
of the maximum fingertip force in all directions from 0 deg to 360 deg
around the index fingertip was the same among subjects.
1.3 Contributions
Above we presented a state-of-the-art in hand research in all of ways.
The contributions of this research are:
• A 25-DOF hand model; compared with other models, our hand model
has two DOFs in the base of the ring finger and two more in the base
of small finger in the carpometacarpal (CMC) joint. These four new
degrees contributed to simulation of the palm arch, as seen in real like
the humans.
• Adaptation and application of tools from robotics for forward and
inverse kinematics. Application of forward and inverse kinematics is
for determining the position of the fingers with respect to the object.
• Creation a virtual environment for grasping with precision, power,
pinch, push, pull, or touch. Based in geometric finger position and
posture prediction.
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• A new tool for designing new hand models in robotics. Our virtual
hand provides each angle of joints for configuring the hand shape.
• Connection with the upper body of the virtual human SantosTM cre-
ated at The University of Iowa.
• A semi-intelligent grasping framework based on object-task-oriented
grasping. As a function of task inherent to the object, shape, etc.,
the virtual hand can do these tasks. It can also grasp among objects.
1.4 Outline of the Thesis
This dissertation is divided into seven chapters and references. The
chapters are summarized as follows:
Chapter 2: In this chapter, we present a few concepts of hand anatomy.
The objective of these concepts is to focus and justify the number of degrees
of freedom, the mobility of each joint for deciding the number of degrees of
freedom for each joint, the plane of movement of each finger, and the range
of motion for the joints of the fingers.
Chapter 3: A hand model with 25 DOF is shown in this chapter, the
Denavit-Hartenberg method [36] is applied and the formulation for forward
and inverse kinematics is presented. Some results are shown in the last part
of this chapter.
Chapter 4: Representation of workspace for each finger based on the
Jacobian rank deficiency method is introduced in this chapter and some
examples are discussed. The objective of this chapter is that, when the
virtual human makes a decision to grasp any object, it is able to validate
the reachability of this object on the first try, i.e., the object is in the
workspace of each finger that grasps the object.
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Chapter 5: A task-oriented object grasping method is proposed in this
chapter. This method permits the virtual human to grasp objects semi-
intelligently when these objects enter the virtual environment. We define
all the parameters and the relationship between the object and the virtual
hand. A new mathematical model based on the support vector machine
(SVM)is presented, and an algorithm for grasping strategy is implemented.
Chapter 6: This chapter is dedicated to implementing with examples
the theory described in Chapter 5. Several examples are presented and
discussed.
Chapter 7: In this chapter, we present conclusions and propose future
work for this research.
Chapter
2
Anatomy of the Hand
2.1 Introduction
The objective of this chapter is to describe the anatomy of the hand; this
is the basis for designing our hand model. We do not attempt to provide an
exhaustive description for the hand similar at the level of the physicians, but
we present the knowledge necessary for building our virtual hand model.
First, we describe the physiology of the hand and show the muscles and
connections with bones. The muscles are beyond the scope of this disserta-
tion. For the articular system, we use tables and short descriptions of the
connections, similar way to that used for the bones. We present the range
of motion for the wrist and the joints of the hand. Principal connections
among muscles and bones are shown in two figures in the last pages of this
chapter.
11
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2.2 Physiology of Hand
The human hand is fascinating and has been studied for many years;
consequently, there are several books. The physiology of the hand not is
the principal topic of this dissertation, but we need a little bit of knowledge
in order to understand the next chapters. In this chapter, following the
references Kapandji [61], and Tubiana et al. [94, 95], we show the muscles
and bones that act in the hand. Of course, in the hands we have veins,
sinovial fluid, etc., but, this does not affect our study. The hand is the
terminal part of the forelimb in primates. The human hand consists of
the wrist, palm, four fingers, and thumb. In humans and other primates,
the thumb is opposable, i.e., it can be moved into a position opposite to
the other four digits. Opposable thumbs make possible precise movements
such as grasping small objects. In vertebrates other than humans, the
primary function of the hand is locomotion; the human hand, due to the
evolutionary development of bipedalism, is freed for manipulative tasks.
There are 27 bones in the human hand. The wrist, which joins the hand
to the forearm, contains eight cubelike bones arranged in two rows of four
bones each. The metacarpus, or palm, is composed of five long metacarpal
bones. Fourteen phalangeal bones constitute the four fingers and thumb
(three in each finger, two in the thumb). Ligaments interconnect the bones
of the hand. The bones of the digits are anchored to muscles in the hand
and to muscles in the arms and shoulders, through connections to tendons,
permitting a wide range of movements. Among humans, the undersides of
the fingers and palms have distinctive ridges, which improve grip and can
be used as identification marks.
2. Anatomy of the Hand 13
2.3 The Articular System
This section provides a brief description of the articular system of the
human hand. This section is not an anatomy book, but we need some
knowledge about the articular system. For designing and using our virtual
hand and how to use, the most relevant part is the structure of the hand,
i.e., the bones, because we apply the forward and inverse kinematics to the
virtual hand. First, we begin with the description of the bones and their
relatives movements, then we introduce the range of motions for each finger,
and finally we provide a brief description of muscles.
Joint Unions
In this section, we describe the joint unions. There are joint unions for
the wrist and joint unions for the rays of the hand. Figure 2.1 shows the
bones of wrist. They are distributed in two rows of small bones; each row
has four bones, and the articulations among bones as follows:
The scaphoid has articulations with the scapholunate, lunotriquetal,
capitolunate, and radiolunate bones, and are attached to the abductor pol-
licis brevis muscle.
The lunate has articulations with the scapholunate, lunotriquetal, and
capitolunate bones and the radiolunate joint.
The triquetum has articulations with the lunotriquetral, pisotriquetral,
and triquetriohamate bones.
The trapezoid has articulations with the scaphotrapezoidal, trapezio-
trapezoidal, and index carpometacarpal bones, and is attached to the ab-
ductor pollicis muscle.
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Figure 2.1: Bones of the wrist. Dorsal view
The trapezium has articulations with the scaphotrapezoidal, trapezio-
trapezoidal, and thumb basal bones, and is attached to a five muscles.
The capitate has articulations with the middle carpometacarpal, and
midcarpal bones, and is attached to the abductor pollicis muscle.
The hamate has articulations with the capitohamate, triquetriohamate,
ring carpometacarpal, and small carpometacarpal, and is attached to the
opponens digiti minimi and flexor carpi ulnaris muscles.
The pisiform has articulations with the pisotriquetral bones and is at-
tached to the opponens carpi ulnaris, and abductor digiti minimi muscles.
The relative movements among the wrist bones have been studied by
Neu et al. [78] and Sonenbluma et al. [91], and they considered the motion
of the scaphotrapezio-trapezoidal (STT) joint. However, we consider this
movement as shared in common with the different rays in each finger.
A similar process as described for the wrist bones is followed for the
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hand bones. Table 2.1 depicts bones and articulations, where CMC is
the carpometacarpal joint, MCP mecapophalangeal joint, and MC is the
metacarpal joint. Figure 2.2 shows the skeleton of the hand with all the
bones. We will use the subscript I for the thumb, II for the index, III for
the middle, IV for the ring, and V for the small finger.
Hand bones. Metacarpals
Bone Articulations
Thumb CMC Thumb CMC Joint and Thumb MCP Joint
Index MC Index CMC Joint and Index MCP Joint
Middle MC Middle CMC Joint and Middle MCP Joint
Ring MC Ring CMC Joint and Ring MCP Joint
Small MC Small CMC Joint and Small MCP Joint
Table 2.1: Metacarpal bones
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Figure 2.2: The hand, bones and joints; dorsal view
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There are three phalanges: proximal, middle, and distal. The next table
shows each phalanx with its corresponding articulations.
Hand Bones, Phalanges
Phalanx Articulations
Thumb Proximal Thumb MCP Joint and Thumb IP
Joint
Index Proximal Index MCP Joint and Index Proxi-
mal IP Joint
Middle Proximal Middle MCP Joint and Middle Prox-
imal IP Joint
Ring Proximal Ring Proximal IP Joint and Ring
MCP Joint
Small Proximal Small MCP Joint and Small Proxi-
mal IP Joint
Index Middle Index Proximal IP Joint (PIP) and
Index Distal IP Joint (DIP)
Middle Middle Middle Proximal IP Joint(PIP) and
Middle Distal IP Joint(DIP)
Ring Middle Ring Proximal IP Joint(PIP) and
Ring Distal IP Joint(DIP)
Small Middle Small Proximal IP Joint(PIP) and
Small Distal IP Joint(DIP)
Thumb Distal Thumb IP Joint
Index Distal Index Distal IP Joint(DIP)
Middle Distal Middle Distal IP Joint(DIP)
Ring Distal Ring Distal IP Joint(DIP)
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Small Distal Small Distal IP Joint(DIP)
Table 2.2: Metacarpal bones and phalanges
IP is the interphalangeal joint, DIP is the distal interphalangeal joint,
and PIP is the proximal interphalangeal joint.
Normal Range of Motion Reference Values
Movements of wrist for flexion/extension (F/E) and are shown in Fig-
ure 2.3, and the Figure 2.4 shows the radial/ulnar deviation for the wrist.
The range of motion for these movements are shown in Table 2.3; these
movements and range of motions come from the literature [21,89].
Joint Action Normal
Wrist Extension/Flexion 70/75
Wrist Radial/Ulnar 20/35
Table 2.3: Range of motion for the wrist(in degrees)
Figure 2.5 shows the definition of movements for each finger in terms of
F/E and abduction/adduction (Ab/Ad) and the visual concept of hyper-
extension, which that is, when the finger overpasses the line of the finger,
and the finger is aligned with arm.
Tables 2.4 and 2.5 show the range of motion for each finger, where H
means hyper-extension. Not all the fingers have these movements, and these
tables do not cover all the populations. Figure 2.6 shows the movements for
the thumb; for our model, the movement of opposition and retropposition
are simulated by the sum of the movements of the CMC and MCP joints.
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Figure 2.3: Flexion/extension of the wrist
Figure 2.4: Radial/ulnar deviation of the wrist
Figure 2.5: Abduction/adduction(Ab/Ad), flexion/extension (F/E) for one
finger
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Thumb Action Normal
CMC Adduction/Abduction 0(contact)/60
CMC Extension/Flexion 25/35
MCP Extension/Flexion 10H/55
MCP Adduction/Abduction 0/60
IP Extension/Flexion 15H/80
Table 2.4: Range of movements for the joints of the thumb(in degrees)
Finger MCP(E/F) PIP(E/F) DIP(E/F) MCP(Ab/Ad)
Index 0/80 0/100 10H/90 13/42
Middle 0/80 0/100 10H/90 8/35
Ring 0/80 0/100 20H/90 14/20
Small 0/80 0/100 30H/90 19/33
Table 2.5: Range of movements for the joints of the fingers; H is hyper-
extension(in degrees)
Muscles
Table 2.6 shows the type of muscles and their actions using the following
abbreviations: FDP: flexor digitorum profundis, AMAd: adductor muscles
adductor, AMAb: adductor muscles abduction, FRP: flexor retinaculum
posteriorly, FM: flexor muscles, LM: liumbrical muscles.
Figures 2.7 and 2.8 show an arm and hand skeleton and the attached
position for the muscles schematically. In this thesis we do not use the
muscles, because when we study movement, it is under the point of view
of the kinematics, and are only interested in how the bones move, not
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Figure 2.6: Abduction/adduction, flexion/extension for the thumb
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Muscle Action fingers
FDP Flexes the distal joints of the fingers
AMAd Moves a digit toward the axis of a limb
AMAb Moves a digit away from the axis of a limb
FRP Flexor retinaculum in the wrist and palm of the hand
FM Decreases the angle between two bones
LM Each flexes the corresponding digital joint to extend the finger
Table 2.6: Types of muscles
what cause of this causes the movements. For more information about the
muscles, there are an excellent references; see, for example, Kapandji [61]
and Tubiana et al. [94, 95].
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Figure 2.7: The muscles and their location; posterior view
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Figure 2.8: The muscles and their location; anterior view
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Figure 2.9: Palm arch
2.4 Palm Arch
From the literature [94], we can see that the human hand arches in the
palm. For our next considerations, in Figure 2.9, the metacarpal bones for
the index and the middle fingers are constant when the hand arches the
palm, but for the ring and small fingers, the metacarpal bones rotate about
their respecitve carpometacarpal joints (CMC). This movement decomposes
into two, one in the direction of F/E and the other in the direction of
Ab/Ad.
2.5 Conclusions
This chapter is the basis for modeling our virtual hand. The only in-
tention for this chapter is to provide the hand anatomy. Because this not
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is a book on hand anatomy, the hand anatomy is present only in tables,
talking only about the joints, muscles, connections, and movements. Based
on the references, we defined the movements of flexion/extension (F/E),
abduction/adduction (Ab/Ad), and showed how the palm arch. Based on
this arch, we add four more DOFs than other hand models. The novel 25
DOFs are justified for simulating as realistically as possible the movement
of the virtual hand. In the next chapter, we apply and develop this model.
Chapter
3
Kinematic Hand Model
This chapter presents a kinematic hand model. The Denavit-Hartenberg
(D-H) convention [36] becomes necessary because we have five open-loop
kinematics structures and a high number of degrees of freedom (DOF).
We show a novel model with 25 DOF; this number of DOF is justified in
the hand anthropometry section. The next section presents a parametric
model for each finger. The transformation from local to global coordinates
is analyzed, and the chapter ends with a discussion about controlling the
hand kinematics formulation for manipulating our model.
3.1 D-H Representation
Figure 3.1 shows the hand with the 25 DOF for parametrization using
the D-H representation algorithm described in the next section. For appli-
cation of D-H parameters, we begin with point O. It has a fixed base, is
located close to the pulse, and all the movements for the five fingers are
referred to this base. Figure 3.1 shows the associated movements such as
Abduction/Adduction (Ab/Ad) and Flexion/Extension (F/E). These pairs
27
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Figure 3.1: The 25-DOF hand. Posterior view of right hand.
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of movements are in the same plane for the four fingers (II, III, IV and V)
shows in Figure 3.1, but for the thumb the planes of movements for Ab/Ad
and F/E are in planes perpendicular to the other fingers.
Also note that, in the picture the DOF are located in each finger, with
5 DOF for the thumb, 4 DOF for the index and middle fingers, because
we considered the bottom of metacarpophalangeal joint fixed in the wrist,
and 6 DOF for the ring and small fingers. The two new DOF for the
last fingers appear because we considered the movement in the bottom of
metacarpophalangeal joint with respect to the wrist to permit the hand to
show the shape of the arc in the palm [61,94,95].
Algorithm: D-H Representation
This is the algorithm proposed by Angeles [9] and adapted for the hand
model.
1. Number the joints from 1 to n starting with the base and ending with
the tip yaw, pitch, and roll, in that order.
2. Assign a right-handed orthonormal coordinate frame L0 to the finger
base, making sure that z0 aligns with the axis of joint 1. Set k = 1.
3. Align zk with the axis of joint k + 1.
4. Locate the origin of Lk at the intersection of the z
k and zk−1 axes.
If they do not intersect, use the intersection of zk with a common
normal between zk and zk−1.
5. Select xk to be orthogonal to both zk and zk−1. If zk and zk−1 are
parallel, point xk away from zk−1.
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6. Select yk to form a right-handed orthonormal coordinate frame Lk.
This axis normally is not shown to avoid cluttering the drawing.
7. Set k = k + 1. If k < n, go to step 3; otherwise, continue.
8. Set the origin of Ln at the tip. Align z
n with the approach vector, yn
with the sliding vector, and xn with the normal vector of the phalanx.
Set k = 1.
9. Locate point bk at the intersection of the xk and zk−1 axes. If they
do not intersect, use the intersection of xk with a common normal
between xk and zk−1.
10. Compute θk as the angle of rotation from x
k−1 to xk measured about
zk−1.
11. Compute dk as the distance from the origin of frame Lk−1 to point bk
measured along zk−1.
12. Compute ak as the distance from point b
k to the origin of frame Lk
measured along xk.
13. Compute αk as the angle of rotation from z
k−1 to zk measured about
xk.
14. Set k = k + 1. If k ≤ n, go to step 9; otherwise, stop.
3.2 Hand Anthropometry
The definition of anthropometry from a dictionary (Oxford English Dic-
tionary)is a branch of anthropology dealing with measurement of the human
body to determine the differences in individuals, groups, etc. Following this
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definition, in this section we use the parametric lengths. Figure 3.2 shows
the two parameters that we use to know the bones’ length. These pa-
rameter’s hand length (HL) and hand breadth (HB) are different for every
person.
Figure 3.2: Parametric length for a hand
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3.3 Parametric Model for Each Digit
Figure 3.3 shows the dimensions used for parametric dates for the four
fingers i = II, III, IV, V , where the notation II is for the index finger, III
is for the middle finger, IV is for the ring finger, and V for the small finger.
Subindex −0 is the length from the global coordinates; these coordinates
are located close to the pulse, in the wrist. Subindex −1 is the length of
the metacarpal bones. Subindex −2 is the length of the proximal phalanx
bones. Subindex −3 is the length of the medial phalanx bones. Subindex
−4 is the length of the distal phalanx bones.
Figure 3.3: Parametric length for a finger
Figure 3.4 shows the same parametric length for the thumb, where i = I
and the lengths 1, 2, 3 are for the thumb phalanx.
Figure 3.4: Parametric length for a thumb
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Figures 3.3 and 3.4 are adapted from Buchcholz et al. [21] and Sancho-
Bru [89].
Table 3.1 shows the lengths for the metacarpal bones; this length is a
function of the parametric length of the hand HL and HB. From the work
of Buchcholz et al. [21] and Sancho-Bru [89], we built this table. Other
authors propose similar values for the length’s, for more information, see
the work by Brand and Hollister [20].
Metacarpal bones
Thumb 0.251 ∗HL `I−1
Index
√
(0.374 ∗HL)2 + (0.126 ∗HB)2 `II−1
Middle 0.373 ∗HL `III−1
Ring
√
(0.336 ∗HL)2 + (0.077 ∗HB)2 `IV−1
Small
√
(0.295 ∗HL)2 + (0.179 ∗HB)2 `V−1
Table 3.1: Lengths for the metacarpal bones
Table 3.2 shows the lengths for the phalangeal bones.
Proximal Middle Distal
Thumb 0.196 ∗HL `I−2 – – 0.158 ∗HL `I−3
Index 0.265 ∗HL `II−2 0.143 ∗HL `II−3 0.097 ∗HL `II−4
Middle 0.277 ∗HL `III−2 0.170 ∗HL `III−3 0.108 ∗HL `III−4
Ring 0.259 ∗HL `IV−2 0.165 ∗HL `IV−3 0.107 ∗HL `IV−4
Small 0.206 ∗HL `V−2 0.117 ∗HL `V−3 0.093 ∗HL `V−4
Table 3.2: Lengths for the phalangeal bones
The parametric lengths are used in two ways: one is for the lengths
applied in the D-H method (i.e., ai,αi, di, and θi), and the other is to
transform local coordinates to global coordinates.
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Table 3.3 shows the angles in degrees for the natural position of the hand
(i.e., for this position all the muscles in the hand do not work). We need this
table in the next chapter. When we evaluate the torque and the comfort or
discomfort, we work from the neutral position to the actual position.
CMC CMC MCP MCP PIP DIP
Flex. Abd. Flex. Abd. Flex. Flex.
Thumb 0 0 30 0 30 –
Index – – 30 0 30 10
Middle – – 30 0 30 10
Ring 2 – 30 0 30 10
Small 5 – 30 0 30 10
Table 3.3: Angles for the natural position of the hand (degrees)
Once we know all the parametric lengths for each finger and follow the
algorithm for the D-H representation, we can build the open-loop chain and
the D-H table for each finger.
The transformation matrix i−1Ai, where subscript i = 1 . . . 25, is shown
below:
i−1Ai =

cos θi − cosαi sin θi sinαi sin θi ai cos θi
sin θi cosαi cos θi − sinαi cos θi ai sin θi
0 sinαi cosαi di
0 0 0 1

The following figures and tables show are the D-H model for each finger
and a table with the D-H parameters. To create this figure, we follow all
points described in the Section 3.1.1.
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Figure 3.5: Thumb D-H
model
θi di ai αi
1 q1 +
pi
2
0 0 −pi
2
2 q2 0 lI−1 pi2
3 q3 0 0
−pi
2
4 q4 0 lI−2 pi2
5 q5 0 lI−3 −pi2
Figure 3.6: Thumb D-H Table
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Figure 3.7: Index D-H model
θi di ai αi
6 q6 +
pi
2
0 0 −pi
2
7 q7 0 lII−2 0
8 q8 0 lII−3 0
9 q9 0 lII−4 0
Figure 3.8: Index D-H table
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Figure 3.9: Middle D-H model
θi di ai αi
10 q10 +
pi
2
0 0 −pi
2
11 q11 0 lIII−2 0
12 q12 0 lIII−3 0
13 q13 0 lIII−4 0
Figure 3.10: Middle D-H Table
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Figure 3.11: Ring D-H model
θi di ai αi
14 q14 +
pi
2
0 0 −pi
2
15 q15 0 lIV−1 pi2
16 q16 0 0
−pi
2
17 q17 0 lIV−2 0
18 q18 0 lIV−3 0
19 q19 0 lIV−4 0
Figure 3.12: Ring D-H Table
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Figure 3.13: Small D-H model
θi di ai αi
20 q20 +
pi
2
0 0 −pi
2
21 q21 0 lV−1 pi2
22 q22 0 0
−pi
2
23 q23 0 lV−2 0
24 q24 0 lV−3 0
25 q25 0 lV−4 0
Figure 3.14: Small D-H Table
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3.4 Transformation of Local Coordinates to
Global Coordinates
In the last section, we presented the open-loop chain and D-H parame-
ters for every finger. In this section, we show how we can transform the local
coordinates to global coordinates. The base of the coordinates is located
close to the pulse, as depicted in 3.15.
Figure 3.15: Global coordinates
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In this figure we can observe the angle γ2, which is the angle of line OO2
with the axis yo (axis to global coordinates). The point Oj (j = 1 . . . 5) is
the point of reference at which the local coordinates for each finger begin.
As for the angle θj (j = 1 . . . 5), this is the angle from line OOj to the global
axis yo.
To change the coordinate system from local to global, the following steps
are necessary:
1. Put the palm in the position of pronation (in Fig. 3.15 we consider
the right hand (dorsal view)).
2. Draw the axis yo located in the radius bone and positive to a metacarpal
bone.
3. Draw the axis xo positive to the direction of the ulnar bone and per-
pendicular to yo.
4. Draw the axis zo with the right-hand rule and observe that it is per-
pendicular to hand.
5. Locate the point O1 in the carpometacarpal joint with a distance lIo
and angle γ1 = 40
o.
6. Locate in the top of the metacarpophalangeal joint for the index finger
the point O2 to distance loo2 and one angle γ2 = 7
o.
7. Locate in the top of the metacarpophalangeal joint for the middle
finger the point O3 to distance loo3 and one angle γ3 = 13
o.
8. Locate in the bottom of the metacarpophalangeal joint for the ring
finger the point O4 to distance loo4 and one angle γ4 = 14
o.
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9. Locate in the bottom of the metacarpophalangeal joint for the small
finger the point O5 to distance loo5 and one angle γ5 = 25
o.
Example of Changing Local to Global Coordinates
To show how to transform global coordinates to local coordinates, we
present one example and build the transformation matrix for the transform
coordinates. This example is for the thumb. The right and left hands have
the same length and parameters; we show in this case the thumb of the
left hand. Figure 3.16 shows the local coordinates (x1L, y1L, z1L) where the
Figure 3.16: Global coordinates for thumb
subscript (1L) is defined as follows: the first number is for the finger, or in
this case, the thumb, and (L) is for the left hand. Point O1L using the same
notation is for the local origin coordinates for the left thumb. Point OL is
the global coordinates origin for the left hand. The global coordinates are
(xo, yo, zo), and the distance `OLO1L = `Io = 0.118HL. This distance came
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from the literature; see work by Buchcholz et al. [21] and Sancho-Bru [89].
From figure 3.16 we can write, with the convenient projections:
x1L =

cos γ1
sin γ1
0
 ; y1L =

− sin γ1
cos γ1
0
 ; z1L =

0
0
1
 ; `Io =

−`Io sin γ1
`Io cos γ1
0

And the transformation matrix for the thumb is:
0H1 =

cos γ1 − sin γ1 0 −lIo sin γ1
sin γ1 cos γ1 0 lIo cos γ1
0 0 1 0
0 0 0 1
 (3.1)
In appendix A we can find the transformation matrix for the other
fingers.
3.5 Hand Kinematic Formulation
For hand kinematics we study two possibilities: one is the forward kine-
matics and the other is inverse kinematics. Forward kinematics is when we
know all the angles (q1 . . . q25) and the unknowns are the fingertip positions
referred to as global coordinates. In inverse kinematics, we know the fin-
gertip positions and we need to find the angles (q1 . . . q25). The solution is
not direct and we need to solve several non-lineal equations.
The mathematical formulation can be found in the literature [9]. The
formulation used is as follows: The position vector, is defined by p(qi) with
respect to the local coordinate system by
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 p(qi)
1
 =0 A11A2 . . .n−1An

0
0
0
1

where qi = [q1 . . . qn]
T i = I, II, III, IV, V and I is the thumb, II is the
index finger, III is the middle finger, IV is the ring finger, and V is the
small finger, and n represents the DOF that depend on the finger right
below. If we want to represent the position vector with respect to the
global coordinate system (wrist), there is one transformation matrix for
each finger we found this matrix (see the appendix and equation 3.1).
Therefore, the position vector with respect to the global frame is defined
by
 w(qi)
1
 = [0Hi]
 p(qi)
1
 (3.2)
With the application of the homogeneous transformation matrix, we can
write:
0Ti =
0 A11A2 . . .
n−1An =

nx ox px dx
ny oy py dy
nz oz pz dz
0 0 0 1
 (3.3)
where the vector d = [dx dy dz]
T is the position of the fingertip and each
matrix T has the angles for each joint and finger.
With the application of equation 3.3, we can find the vector d; in this
case, it is forward kinematics. To find the angles when we know the vector
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d (position of fingertips) is inverse kinematics, the solution is not direct. In
the next subsection, we present an example and discussion.
Example: Index Finger Inverse Kinematics
The index finger has four degrees of freedom and to solve the inverse
kinematics we use the theory of robotics [9], where:
T =0 A1.
1A2.
2A3.
3A4 (3.4)
and from the equation
T =

nx ox px dx
ny oy py dy
nz oz pz dz
0 0 0 1

where the vector d = [dx dy dz]
T is a known vector position of the fingertip
and each element of the right hand from the equation of the transformation
matrix:
0A1 =

cos(q6 +
pi
2
) − cos(−pi
2
) sin (q6 +
pi
2
) sin(−pi
2
) sin (q6 +
pi
2
) 0
sin(q6 +
pi
2
) cos(−pi
2
) cos (q6 +
pi
2
) − sin(−pi
2
) cos (q6 +
pi
2
) 0
0 sin(−pi
2
) cos(−pi
2
) 0
0 0 0 1

1A2 =

cos (q7) − cos (0) sin (q7) sin (0) sin (q7) `II−1 cos (q7)
sin (q7) cos (0) cos (q7) − sin 0 cos (q7) `II−1 sin (q7)
0 sin (0) cos (0) 0
0 0 0 1

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2A3 =

cos (q8) − cos (0) sin (q8) sin (0) sin (q8) `II−2 cos (q8)
sin (q8) cos (0) cos (q8) − sin 0 cos (q8) `II−2 sin (q8)
0 sin (0) cos (0) 0
0 0 0 1

3A4 =

cos (q9) − cos (0) sin (q9) sin (0) sin (q9) `II−3 cos (q9)
sin (q9) cos (0) cos (q9) − sin 0 cos (q9) `II−3 sin (q9)
0 sin (0) cos (0) 0
0 0 0 1

The unknown are the angles q6, q7, q8 and q9. We can pre-multiply the
equation on both sides for the inverse of (0A1)
−1, and the equation now:
(0A1)
−1.T =1A2.2A3.3A4
With this convenient operation we can see that from the left matrix the
element [3, 4]l is −dx cos(q6)− dy sin(q6) and for the right hand the element
[3, 4]r is 0. We can assume that [3, 4]l = [3, 4]r, and we can calculate the
first unknown with:
tan(q6) = −dx
dy
The tangent has two solutions with a variation of pi, but the index has
constrained the movement, and the range of motion is between −13
180
pi and
7
30
pi, and we only accept one solution within the range of motion. Note that
this equation is only for this four-DOF system and this D-H table. We need
three more independent equations to find the three unknowns. Following
a similar method, the equation can be pre-multiplied for (1A2)
−1 on both
sides and
(1A2)
−1.(0A1)−1.T =2A3.3A4.
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From this equation, [1, 4]l = [1, 4]r and [2, 4]l = [2, 4]r; from this, we have
two equations and three unknowns.
dy cos(q6) cos(q7)− dx cos(q7) sin(q6)− dz sin(q7)− `II−1 = `II−2 cos(q8)+
+`II−3 cos(q8) cos(q9)− `II−3 sin(q8) sin(q9)
and
−dy cos(q6) sin(q7) + dx sin(q7) sin(q6)− dz cos(q7)− `II−1 = `II−2 sin(q8)+
+`II−3 sin(q8) cos(q9) + `II−3 cos(q8) sin(q9)
We need one more equation to pre-multiply the equation for (2A3)
−1. The
next equation is
(2A3)
−1.(1A2)−1.(0A1)−1.T =3A4
and with the new equation we can extract for [1, 4]l = [1, 4]r
−`II−1 cos(q8)− `II−2 − dz(cos(q8) sin(q7) + cos(q7) sin(q8))+
+dy cos(q6)(cos(q7) cos(q8)− sin(q7) sin(q8))−
−dx sin(q6)(cos(q7) cos(q8)− sin(q7) sin(q8)) = `II−3 cos(q9)
We have one system of equations with three equations and three unknowns.
Is a system of non-linear equations and to solve this system of equations,
we need some iteration methods or applied optimization.
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Forward Kinematics
For forward kinematics, we built a code in Visual Basic. Figure 3.17
shows the interactive, user-friendly screen. We can enter the hand breath
(HB), the hand length (HL), and all the known angles, and the code
produces the fingertip positions for all the fingers.
Figure 3.17: Screen for forward kinematic
At the bottom of the screen, we can see the fingertip position in global
coordinates.
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Inverse Kinematics
When the position of the fingertip is given, the unknowns are the angles
for the different joints from Equation 3.2. To reach the position by the
fingertip, the joint angles can be different; therefore, the inverse kinematic
solutions are generally not unique. However, the human body has some
natural restrictions (i.e., the DIP joint cannot hyperextend 100 degrees) and
the feasible space is really small for this problem. Therefore, the solution
can be approximately unique.
To implement the inverse kinematics algorithm, we adapt a method from
the robotics theory. The method requires that the number of unknowns is
the same as that of equations, and finally, it solves a set of highly nonlinear
equations. The Newton-Raphson (N-R) method is implemented for 4 DOF,
5 DOF and 6 DOF, but for some configurations the system of equations will
not converge. That means the starting point is critical to the convergence
of the N-R method. To enforce the N-R method convergence, we implement
the steepest descent method to find a reasonable starting point before we
solve the nonlinear equations using the N-R method. Figure 3.18 shows
Figure 3.18: Screen for inverse kinematic
the fast convergence with the N-R method. The rows are the number of
iterations; the first column is for the number of iterations, the second is for
q6, and the third is for q7, q8 and q9.
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3.7 Conclusions
In this chapter, the novel hand model is presented with 25 DOF. With
this model, we work with the change of coordinates from local to global.
The D-H method is applied for each finger. Forward and inverse kinematics
algorithm have been implemented. It was shown that this 25-DOF hand
model is a realistic model. It was also shown that this model is applicable
to different percentiles because the D-H method is used.
The parametric model for each finger was shown and with this parametriza-
tion our model can be modified to include all hand sizes.
Chapter
4
Workspace Analysis
4.1 Introduction
The objective of this chapter is the representation of the workspace for
each finger. In Chapter 3 we showed the parameters for θi, αi, di and ai,
and presented the forward and inverse kinematics for each finger. When the
virtual human hand touches or grasps any object, it needs to know if the
object is feasible for the virtual hand, i.e., if the object is in the workspace of
the hand. This chapter shows the formulation for generating the workspace
for each finger, beginning with Jacobian methods and the row-rank defi-
ciency criteria. In the next section, we work to the formulation and after
then show how to built the 25-DOF model visualization workspace. The
two last sections are dedicated to some examples.
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4.2 Jacobian Rank Deficiency Method
Row-rank deficiency criteria
The position vector function generated by a point of interest (typically
a fingertip) is written as a multiplication of rotation matrices and position
vectors as
X(q) =

x(q)
y(q)
z(q)

X(p) =
i=n∑
i=1
[
j=i−1∏
j=1
j−1Rj]i−1pi = Φ(q), (4.1)
where both ipj and
iRj are defined using the Denavit-Hartenberg (D-H)
representation method, such that
i−1Ri =

cos qi − cosαi sin qi sinαi sin qi
sin qi cosαi cos qi − sinαi cos qi
0 sinαi cosαi

and
(i−1)pi = [ai cos qi ai sin qi di]T ,
where qi is the joint angle from the xi−1 axis to the xi axis, di is the shortest
distance between the xi−1 and xi axes, ai is the offset distance between the
zi and zi−1 axes, and αi is the offset angle from the zi−1 and zi axes.
The vector function Φ(q∗) characterizes the set of all points inside and
on the boundary of the reach envelope generated by an anatomical land-
mark, typically a fingertip. The objective is to visualize this vector function
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consisting of many parameters and to better understand the motion gov-
erned by Φ(q∗). At a specified position in space given by P (xp, yp, zp), Eq.
4.1 can be written as a constraint function as
Ω(q∗) =

x(q∗)− xp
y(q∗)− yp
z(q∗)− zp
 = 0, (4.2)
Range of Motion
Joint limits (ranges of motion) are imposed in terms of inequality con-
straints in the form of qLi ≤ qi ≤ qUi , where qLi and qUi are the lower and
upper limits, respectively, and where i = 1, . . . n, where n is the number
of DOFs. In order to include the range of motion in the formulation, we
introduce a new set of generalized coordinates λ = [λ1 . . . λn]
T , such that
qi =
(
(qLi + q
U
i )
/
2
)
+
(
(qUi − qLi )
/
2
)
sinλi,
where the new variable λi is inherently constrained by the sine function
and does not change the dimensionality of the problem. In order to include
the effect of the ranges of motion, augmentation of the constraint equation
Φ(q∗) with the parameterized ranges of motion is proposed, such that
H(q) =

x(q∗)− xp
y(q∗)− yp
z(q∗)− zp
qi − ai − bi sinλi
 = 0, (4.3)
where i = 1, . . . , n, and q = [q∗T λT ]T is the vector of all generalized
coordinates. Note that although n-new variables (λi) have been added, n-
equations have also been added to the constraint vector function without
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losing the dimensionality of the problem. The Jacobian of the constraint
function H(q) at a point q0 is the (3 + n)× 2n matrix
Hq = ∂H/∂q, (4.4)
where the subscript denotes a derivative. With the modified formulation
that includes ranges of motion, the Jacobian is expanded to
Hq =
 Φq∗ 0
I q∗λ
 , (4.5)
where q∗λ = ∂q
∗/∂λ, Φq∗ = ∂Φ/∂q∗, 0 is a (3 × n) zero matrix, I is the
identity matrix, and
Φq∗ =

xq1 xq2 . . . xqn
yq1 yq2 . . . yqn
zq1 zq2 . . . zqn

q∗λ =

−((qU1 − qL1 )
/
2) cosλ1 0 . . . 0
0 −((qU2 − qL2 )
/
2) cosλ2 . . . 0
0 0 . . . 0
0 0 . . . −((qUn − qLn )
/
2) cosλn

Abdel-Malek et al. in their earlier work aimed at determining difficul-
ties in the control of robot manipulators [1–4], and they later showed that
impediments to motion (halting of a trajectory) arise inside the workspace
when the Jacobian becomes singular [5]. Because the Jacobian is not square,
rank deficiency criteria were developed. Before addressing these criteria,
however, it is important to show why the singularity of the Jacobian has a
direct effect on the control. The differentiation of Eq. 4.1 with respect to
time yields the velocity of the fingertip Φ˙ as
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Φ˙ = Φq∗q˙
∗ (4.6)
where q˙∗ is the vector of joint velocities. Given a specified path trajectory
(i.e., Φ˙ ), the calculation of q˙∗ (i.e., joint velocities) requires computing an
inverse of the Jacobian Φq∗ . For a singular Jacobian, it is not possible to
compute the required velocities. These cases are typically associated with a
kinematic configuration of the upper extremity that does not admit motion
in a particular direction and requires a change in the finger’s posture in order
to execute the path. If the Jacobian was square, then the determinant of
Φq∗ will yield the postures in space where singular behavior occurs. We
will use this concept to explore the surrounding workspace.
We can proceed in similar way for each finger; the only difference based
in Chapter 3 is the number of DOF. For the index finger and the middle
finger we represent the movement of these two fingers with four DOF; for
the other two fingers; ring and small, we use six DOF.
4.3 Formulation
We will use the idea of a singular Jacobian to identify all barriers inside
and on the boundary of the workspace. Because the Jacobian is non-square,
we define such barriers as a subset of the workspace at which the Jacobian
of the constraint function of Eq. 4.4 is row rank deficient [2]; i.e., barriers
are defined by ∂W and characterized by
∂W ⊂ {Rank Hq∗ .(q∗) < k, for some q∗ with H(q∗) = 0} , (4.7)
where k is at least (3 + n − 1). Because of the form of the Jacobian char-
acterized by Eq. 4.7, three distinct conditions arise:
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1. Type I singularity sets: If no joints have reached their limits,
the diagonal sub-matrix qλ is full row rank. Therefore, the only possibility
for Hq∗ to be row-rank deficient is when the block matrix xq is row rank
deficient. The type I singularity set is defined as
S(1) ≡ {p ∈ q : Rank[xq] < 3, for some constant subset of q∗} , (4.8)
where p is within the specified joint limit constraints and may contain joints
that are functions of others or constant values.
2. Type II singularity sets: When certain joints reach their limits,
e.g., ∂qlim = [qlimiti , q
limit
j , q
limit
k ]
T , the corresponding diagonal elements in
the matrix will be equal to zero. Therefore, the corresponding matrix is
subjected to the rank-deficiency criterion, where will take on the following
form
Hq∗ ≈

xq1 . . . xqi xqj xqk . . . xqn
0 . . . 1 0 0 . . . 0
0 . . . 0 1 0 . . . 0
0 . . . 0 0 1 . . . 0
 (4.9)
and where the three columns pertaining to xqi , xqj , and xqk are removed
such that the rank deficiency criteria are applied again. From the foregoing
observation, the second type of singular sets are formulated. Define a new
vector ∂qlim = [qlimiti , q
limit
j , q
limit
k ]
T which is a sub-vector of q where
1 6 dim
(
∂qlimit
)
6 (n− 3).
The type II singularity set is defined as
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{
p = [pˆ ∪ ∂qlimit] : Rank[xq(w, ∂qlimit)] < 3, for some pˆ ∈ q∗, dim(∂qlimit) 6 (n− 3)
}
(4.10)
where p̂ is the singular set as a result of applying the rank deficiency criteria
to Eq. 4.9.
3. Type III singularity sets: are all sets that are composed of the
combination of joints at their limits and is defined by:
S(3) ≡ {p ∈ R(n−2) : p ≡ ∂qlimit = [qlimiti , qlimitj , . . . ]} (4.11)
where i 6= j.
Barriers are identified by substituting the sets pi characterized by Eqs.
4.8, 4.10, and 4.11 into the accessible set x(p), which yields the equation of a
surface that can be readily shown. This surface is indeed a barrier associated
with a generalized variable that has reached its limit. Determining joint
angles of a fingers given a specific position and orientation was defined as the
inverse kinematics in Chapter 3. Motion from one configuration to another
along a trajectory sometimes requires halting the motion and changing the
inverse kinematics in order to proceed with the motion. An example of this
occurs when attempting to reach a point located behind one’s shoulder.
Starting with one trajectory may become very uncomfortable because of
joint limits, while trying another trajectory becomes simpler. Similarly,
reaching a doorknob and turning sometimes is difficult to complete and
requires orienting the initial hand configuration in a different posture. These
barriers due to singular sets identified by Eqs. 4.8, 4.10, and 4.11 may admit
motion only in one normal direction, and hence are called impediments to
motion by Abdel-Malek, et al. [2]. In this case, the arm, for example, will
not be able to cross such a barrier.
58 4.4. Parametric Model for Each Finger
4.4 Parametric Model for Each Finger
Imposition of the rank deficiency condition can be implemented using
a variety of methods; perhaps the most computationally efficient one is
the repeated elimination of square sub-Jacobians, until several non-linear
equations are determined. For example, consider a 5-DOF model of the
thumb finger, where the Jacobian is (8× 10), where Φq∗ is in the following
form,

− − − − −
− − − − −
− − − − −

3×5
and where q∗λ is in this form:

− − − − −
− − − − −
− − − − −
− − − − −
− − − − −

5×5
Therefore, three sets of singularities can be identified:
I) The largest square submatrix of Φq∗ is 3× 3


− − −
− − −
− − −

︸ ︷︷ ︸
J1
− −
− −
− −

3×5
= · · · =

− −
− −
− −

− − −
− − −
− − −

︸ ︷︷ ︸
J10

3×5
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There are a total of n!
3!(n−3)! =
5!
3!2!
= 10 submatrices (also called sub-
Jacobians). The determinants of these matrices are
|J1| =
∣∣∣∣∣∣∣∣∣
− − −
− − −
− − −
∣∣∣∣∣∣∣∣∣ , . . . , |J10| =
∣∣∣∣∣∣∣∣∣
− − −
− − −
− − −
∣∣∣∣∣∣∣∣∣
If all the determinants are kept at zero, then the group of equations can be
numerically solved to identify the singular sets.
II) When it reaches its limit, eliminate the ith column in Φq∗ , and it
will be a 3× 4 matrix. Therefore, 4 sub-Jacobians and 4 equations can be
solved together to obtain the third set. When qi and qj reach their limits,
repeat the same procedure to find the singular set. When qi , qj, and qk
reach their limits, repeat the same procedure to find the singular set until
the remaining Jacobian of Φq∗ is a square matrix. These sets are denoted
by a, b, and c, where each set comprises a number of constant joint values
(from the total number of DOFs) and two variables. Upon substituting
these sets into Eq. 4.1, we obtain an equation of a surface parameterized
in terms of two variables (i.e., a 2-DOF surface in 3D space), such that:
f (i)(u(i)) = Φ(u(i),q+) (4.12)
where q+ → q∗ ∩ u(i) and f (i) is the vector function describing the new
parametric surface characterizing a barrier to motion.
III) Since q∗λ is a square matrix, the singular sets can be obtained by
solving the equation
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|q∗λ| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− − − − −
− − − − −
− − − − −
− − − − −
− − − − −
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
The singular sets are exact when the joints reach their limits.
4.5 Visualization Workspace
In order to simplify the model, without losing generality, we present the
algorithm for the thumb and after then we can extend it to other fingers.
Do not show the workspace for each finger in the whole hand, because the
visualization becomes very confused.
Thumb
In Chapter 3 we showed the model and D-H table for the fingers. In this
case, for the thumb, the range of motions are defined as follows in Table 4.5
Min. Max.
q1 0 60
q2 -25 35
q3 0 60
q4 -10 55
q5 -15 80
Table 4.1: Range of motion thumb. Angles in degrees
Singularity set
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Since Φq∗ is a 3×5 matrix, there are n!3!(n−3)! = 5!3!2! = 10 equations to be
simultaneously solved, which represent the determinants of all square 3× 3
sub-Jacobians. There are three sets of solutions:
I) As a result of solving the equations generated by the sub-Jacobians,
the rank deficiency of Φq∗ is a 3 × 5 yields s1 = {q3 = 0, q4 = 0, q5 = 0}.
This set, when substituted into Eq. 4.1, yields a surface parameterized into
three generalized coordinates.
II) The second singularity set can be obtained by substituting two joint
limit into the Jacobian and solving the determinant of the sub-Jacobian
excluding the column corresponding to the joint reaches limit.
III) The third set occurs when three of the variables reach their con-
straint limits. There are a total of 80 singular surfaces. In order to per-
form this symbolic manipulation, we have developed a computer code using
Mathematica.
When we plot all of the singular surfaces together and the boundary
will be obtained, as shown in Figures 4.1 and 4.2.
Figure 4.1: One view of the workspace for thumb.
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Figure 4.2: Another view of the workspace for thumb.
By implementing the same procedure for the thumb, one can obtain the
workspace of the index finger. Note that the index and middle fingers have
similar kinematic model, each finger has 4 DOFs, however, the dimensions
are different. Therefore, here we only show the workspace of index fingers
as Figures 4.3 and 4.4.
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Figure 4.3: One view of the workspace for the index finger.
Figure 4.4: Another view of the workspace for the index finger.
Similarly, the ring and small fingers have the same kinematic model,
and we only show the workspace of the ring fingers in Figures 4.5 and 4.6.
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Figure 4.5: One view of the workspace for the ring finger.
Figure 4.6: Another view of the workspace for the ring finger.
Hands are connected to the upper body, and a similar process can ap-
plied to this part of the virtual human. Figure 4.7 depicts the workspace
for the upper body. Although this is beyond the scope of this dissertation,
the hand is connected with the upper body by the arm and for some actions
that approximate the virtual human to the virtual object, it is interesting
to know about the whole body.
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Figure 4.7: Depicting the workspace and barriers with respect to the torso.
4.6 Conclusions
In this chapter, we showed the formulation for generating the workspace.
Before the virtual human grasps the object, it is interesting to know the
position of the object with respect to the hand, and this permits the virtual
human to acquire some propioception between the virtual hand and the
object in the virtual environment. In the next chapters, when we discuss
virtual grasping, we show that with knowledge of the feasibility of the ob-
ject, the virtual human may first need do some action, i.e., walk, move the
upper body, etc., for to put the object in the workspace of the hand, if it is
not already there.
Chapter
5
A Task-oriented Object
Grasping Approach:
Theory
5.1 Introduction
Several authors have spent many years and a great deal of effort studying
grasping. We divide this research into two large groups: one is dedicated
to robotics, and the other is dedicated to virtual human grasp. The groups
are related because the techniques and methods used in robotics are applied
to the virtual human hand and vice versa. In the virtual human hand
group, see the work from Miyata et al. [69, 70, 72]. This group is working
in motion capture, and after implementing in virtual environment, studied
several types of grasp and application like a cell phone. Savescu et al. [90]
present a model of a virtual hand and implement it in MAN3D. For more
references and authors, in chapter 1 we describe the state of the art for
grasping. In this chapter, the objective is to present a novel theory for
grasping in the virtual environment (VE) any object with the virtual human
(VH). The novel concepts for this application are the autonomous grasp,
implementation of several types of grasp, and a new algorithm for grasp.
The chapter begins with a basic concept of grasp, definitions of grasping
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parameters, and the relationship between grasping parameters. We present
a mathematical model for the type of grasp, and the next section shows
the algorithm implemented for how to grasp. In the last section, we discuss
this chapter and present conclusions.
5.2 Basic Concepts
For basic concepts, we introduce definitions from the literature [61], [94],
[95].
Free Motion In free motion, the hand moves freely in space. The basic
free motions possible for the hand are:
• Opening: Fully extending the fingers and the thumb until the hand is
fully open, as in the anatomical position.
• Closing: Fully flexing until the hand is closed in a fist with the thumb
overlapping the index and middle fingers.
• Clawing: The motion that reaches the terminal position of metacar-
pophalangeal (MP) extension, interphalangeal (IP) flexion.
• Reciprocal: The motion that reaches a terminal position of MP flexion,
IP extension.
Twelve variations of these motions are observed if the terminal position
of each motion is the starting point of each other motion.
Resisted Motion Resisted motion is that performed by the hand against
an external resistance, for the purpose of exerting force on an external ob-
ject and sometimes changing its position.
• Power grip: Gripping an object against the palm (primarily isometric
motion).
68 5.3. Grasping Parameters
• Precision handling: Manipulation of an object by the thumb and
fingers, not in contact with the palm (primarily isometric motion).
• Pinch: Isometric compression between the thumb and fingers.
5.3 Grasping Parameters
Before grasping the object, the VH needs do some actions first. We
classify these actions as pre-grasp, grasp, and after-grasp. To concentrate
only on grasp, we consider the object and the VH in position, meaning that
the object is in the workspace of the hand. Pre-grasp actions are:
• Hand Position: The position of the wrist respect to the object.
• Hand Orientation: The hand has adequate orientation for the grasp.
These two pre-grasp actions need to work together. If we consider each
separately, a good position with a bad orientation, results in an inability
to grasp the object, and good orientation with a bad position results in the
object not being reachable. In our algorithm both actions are doing in same
time.
In this dissertation, after-grasp actions are considered in terms of the
final position of the object.
Grasp involves operations related to the hand and the object, and we
consider grasp touch, pull, push, etc. If we take the definition from a
dictionary, one of the definitions is to take hold of or seize firmly with the
hand. We extend this definition to include touch, pull, etc., ultimately
amplifying the concept of grasp.
Parameters for the object and the hand are considered in the new step
called grasp.
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• Object Attributes: In the virtual environment, the object was built
with techniques of computer-aided geometric design, and the basic
attributes there are known. Other attributes, such as temperature,
are described below.
• Hand Orientation: Hand orientation is related to hand shape. An
adequate lecture of object attributes can give all possible options for
grasp, with axes, planes, etc. Hand surface and object surface can
give the hand orientation relative to the object.
• Hand Position: Hand position is similar to hand orientation and fol-
lows the same procedures for positioning the wrist as in the function
of the object attributes.
• Task: This parameter can help the virtual human decide how to grasp
the object.
• Object Initial Position : In some operations we need to know the
initial position.
• Object Final Position : In some operations we need to know the final
position.
• One or Two Hands : This parameter is related to several of the at-
tributes discussed above.
• Finger Number : The number of fingers to use, depending on the type
of grasp, object shape, etc.
• Object Weight : Object weight can be derived from the object shape
if we know the density.
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• Object Stability: For any small movement close to the position of
equilibrium, the object stays in the equilibrium position.
• Hand Anthropometry: Virtual humans like real humans, have different-
sized hands.
5.4 Relationship between Grasping
Parameters
In this section, we establish the relationship between parameters and
demonstrate that they need work together sometimes. To show this rela-
tionship, we present Figure 5.1. This figure shows the relationship indepen-
dent of the dominant hand; for our VH, the dominant hand is usually the
right hand.
Figure 5.1: Relation between grasping parameters
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In this figure, fill arrows indicate functions between parameters that
connect, arrows with dashed lines show relationships, the elliptic shapes are
for the object, and rectangular shapes are for the hand. Hand orientation
and hand position are related and closed with a dashed rectangle; both
parameters work together, and we classify both as hand initial posture.
Hand initial position is a direct function with object initial position;
they each depend one the other, e.g. in order to perform some action
with the object, knowledge of the hand becomes necessary and with this
first approximation we can know if the object is reachable or not. These
parameters are related to object attributes, i.e., the object attributes permit
different actions and depend on the hand initial position. In a similar way,
the task can be done in relation with the hand initial position, i.e., if the
object is not in the workspace, the task cannot be done.
The object weight, also relates to the object attributes, in the virtual
environment, if we know the geometry and the density of the object we can
know the weight with the geometric relation W = V0.γ in absolute terms,
where W is the weight, V0 is the volume, and γ is the specific weight .
The number of fingers and hand anthropometry are related, and the
hands are used during the action too.
Object stability is a function of the object shape; a tall glass is less
stable than a short glass when it is sitting on a table.
When the action is to do some particular task, the action is related
directly to whether one or two hands are used or how many fingers are
used. In the section below, we describe some tasks in which we can see this
relation.
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5.5 Parameters and Relationship
Object Attributes
Figure 5.2, shows the object attributes from engineering design. At-
tributes inherent to the object are volume, mass, inertia center, and inertia
matrix. Some commercial programs call these characteristics, but we call
them attributes. Inertia center is the center of mass (COM). Other at-
tributes are:
• Temperature
• Fragility
• Surface shape
Figure 5.2: Object with some attributes information
Temperature: When the objects have a temperature, this attribute
can help decide what type of grasp is required.. For example, when grasping
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a mug, if the object are is filled with hot coffee and the action is to move
we do not can grasp the side.
Fragile: If the object is fragile, this attribute can help decide what type
of grasp is required.
Surface Shape: In a virtual environment, when we use the B-rep form
found in the references [54], [40], [102], and [99] , we show the definition of
the object shape. In domain M in the plane with parameters (u, v), there
is continuously differentiable and locally injective mapping M → S, which
takes points (u, v) in M into <3. Then every point in the image set S can
be described by a vector function Xi(u, v), where i = 1, . . . , n and n is the
number of object, and represents the object i selected by the user. Xi(u, v)
is called the parametrization of the surface S for the object i, and u, v are
called the parameters of this representation; see Figure 5.3.
Figure 5.3: Parametric surface
A parametrization is regular if for every point of S, the normal vector
is defined:
∣∣∣∣∂Xi∂u × ∂Xi∂v
∣∣∣∣ 6= 0 (5.1)
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If
∣∣∣∂Xi∂u × ∂Xi∂v ∣∣∣ has a zero at the point P(u0, v0), then the surface has a
singularity at P.
The tangent vector to a surface curve Xi(u(t), v(t)) can be computed as
X˙i =
∂Xi
∂u
u˙+
∂Xi
∂v
v˙ (5.2)
In particular, the tangents to the parametric curves are given by
Xiu =
∂Xi
∂u
(lines v = const.), Xiv =
∂Xi
∂v
(lines u = const.) (5.3)
The two vectors ∂X
i
∂u
and ∂X
i
∂v
uniquely determine the plane, which is
tangent to the surface at the point P(u, v).
The unit normal vector to the surface can compute for the object, using
the vector product, as
No =
Xiu ×Xiv
|Xiu ×Xiv|
(5.4)
Usually we assume that the hand size is defined by two parameters
shown in Chapter 3, HL = 190 mm and HB = 90 mm. With these two
parameters and the object size, we can know if the virtual human can grasp
the object as a whole or if it needs to search for parts of the object for grasp,
i.e., one cannot grasp a whole chair, but we can grasp the back of the chair.
Hand Orientation
For hand orientation, we use the theory for two oriented surfaces. In
this case the hand surface is oriented with the object surface, and the hand
can be the right, left, or both hands. For simplify, we refer in this case
to the right hand; the same equations can apply for the left hand or both
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hands. One surface MH , where the subscript H indicates the hand surface,
is orientable if the mapping of MH → S2 is regular, and the vector normal
is defined in Equation 5.4. If we change to other coordinates (u1, v1), shown
for the hand in Figure 5.4, the new parametric representation is
Yju1 ×Yjv1 =
∂(u, v)
∂(u1, v1)
Xiu ×Xiv (5.5)
where j = 1, 2, 1 for the right hand, 2 for the left hand, and for the corre-
sponding unit vector:
NH = No (5.6)
where
 = sign
∣∣∣∣ ∂(u, v)∂(u1, v1)
∣∣∣∣ (5.7)
The orientation in the new parametrization is the same if the Jacobian
of the transformation is positive, and is opposed if it is negative.
Figure 5.4: Parametric surface for the hand
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Hand Position
To consider the hand position with respect to the object, we refer this
position with respect to the wrist. For us the global position for the hand
is given by the position of the wrist. The point of reference for the object
is the COM.
When the object enters the virtual environment, we know the position
of COM. That is information inherent with the object; the position of the
wrist is also known in each moment.
The coordinates of COM are xic = [x
i
c y
i
c z
i
c]
T , and the coordinates of the
wrist are xjw = [x
j
w y
j
w z
j
w]
T . We can locate the hand (wrist) with respect
to the object with the linear transformation:
xjw = Ax
i
c (5.8)
where A is a transformation matrix. Figure ?? shows the wrist position
with respect to the center of mass in pre-grasp action.
Task
The task is the most important attribute, and many times it decides for
itself how to grasp the object; i.e., when grasping a mug containing drink,
the usual response is to grasp the handle; when moving the mug, we can
grasp the handle or the top. The task in the dictionary (Oxfort English
Dictionary) is a piece of work assigned or done as part of one’s duties.
Follow this definition and the definition of task analysis.
Task Analysis: Task analysis is the analysis or a breakdown of exactly
how a task is accomplished, such as what sub-tasks are required.
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Figure 5.5: Hand position respect the object
We divide tasks and sub-tasks into elemental actions, i.e., open the door
is a task, and the elemental action is pulling or push. This elemental action
can also be used for other tasks, like moving a joystick in a machine.
Elementary Actions
Pull: To pull is to apply force so as to cause or tend to cause motion
toward the source of the force. This action can be done with one, two,
three, or four fingers. We define this as PLi, where i = 1 . . . 4 and PL1
means pulling with one finger and so on.
Push: To push is to apply pressure against for the purpose of moving.
The number of fingers used is the similar as for pulling, but we add the use
of the palm. We define this as PSi, where i = 1 . . . 5 and PS3 is pushing
with three fingers.
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Pinch: A pinch is isometric compression between the thumb and the
fingers. The number of fingers to used is defined as PIi, where i = 1 . . . 4
and PI2 is pinching one object with the thumb and two fingers.
Power Grasp: A power grasp is the gripping of an object against the
palm. We define this action as PG.
Precision Handling: Precision handling is the manipulation of an
object by thumb and fingers, not in contact with the palm. We define this
action as PHi, where i = 1 . . . 4 and PH4 is precision handling with the
thumb and four fingers.
Touch: To touch is to cause or permit a part of the body, especially
the hand or fingers, to come into contact with so as to feel. We consider
this action is transformed with the index. We define TO for touch.
Object Initial Position
The point of reference for object initial position is the center of mass
(COM) of the object; this point is independent of the type of grasp, but the
wrist position is referred to this point. In Figure 5.5 we can see the object
position with respect to the wrist. This position in the global coordinates
of the virtual environment (VE) tells the system where it is with respect
to the global coordinates of the virtual human. Object initial position is
defined by:
xic = [x
i
c y
i
c z
i
c]
T (5.9)
Object Final Position
Knowledge of final position permits us to know a priori if the virtual
human can do the task; if it cannot do the task, we need add some actions
like walking, advancing the body, etc. To tell the system to add actions,
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a check of the workspace helps us determine the reachability of the action.
In some tasks, i.e., moving a joystick in a machine to elevate the load, the
object is fixed in the base and only moves with the constraints of spherical
joints; the final position is always the same as the initial position.
We can use equations similar to those used for determining hand posi-
tion to determine object final position. We know the object initial position
relative to COM xic = [x
i
c y
i
c z
i
c]
T , and we know the object final position rel-
ative to COM xif = [x
i
f y
i
f z
i
f ]
T , both with respect to the global coordinates.
The relationship between the initial and final position is:
xif = Bx
i
c (5.10)
where B is a transformation matrix.
One or Two Hands
This parameter is a function of the shape of object. Shape provides
information about the size and the weight of object, which determine if one
hand or both hands are used or if the action is not performed.
Number of Fingers
For touching, a virtual human only needs one finger, but for precision
handling, the virtual human may need one, two, three, four, or five fingers
for grasp. This parameters is a function of the shape and weight of the
object.
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Stability
Analysis of stability for some objects helps us to determine whether or
not the object in a particular position can be touched. An example is a tall
bottle. If the virtual human touch the top of the bottle and it is not stable
the botlle can lose stability and fall. Falling not is the final reaction when
we touch the object.
From the statics equilibrium, we can calculate if the object’s position is
stable, unstable, or neutral equilibrium; this is interesting to know for the
actions of pulling, pinching, or touching. The general case with one degree
of freedom for the object, defined by independent coordinate s, is
dV
ds
= 0,
d2V
ds2
> 0 stable equilibrium
dV
ds
= 0,
d2V
ds2
< 0 unstable equilibrium
dV
ds
=
d2V
ds2
=
d3V
ds3
= · · · = 0 neutral equilibrium
where V is the potential energy of the object.
Hand Anthropometry
We give the hand anthropometry for a 95th-percentile human hand in
the Chapter 3 related to the hand length and breath. This parametric
length for each bone permit the simulation of almost all the population.
5.6 Mathematical Model
We have defined task in elemental actions, and these actions are related
to some parameters. In this section, we write each elemental action and
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show the equations in the function of parameters.
Pull(OS,HO,HP, T,OIP,OTH,FN, ST,HA)
Push(HO,HP, T,OIP,OFP,OTH,FN, ST,HA)
Pinch(OS,HO,HP, T,OIP,OFP, FN,HA)
Power grasp(OS,HO,HP, T,OTH,FN,HA)
Precision handling(OS,HO,HP, T, FN, ST,HA)
where:
OS= Object Shape, and the mathematical function is Xi(u, v)
HO= Hand Orientation, Yj(u1, v1)
HP= Hand Position, xjw = Ax
i
c
T= Task, user chooses the task
OIP= Object Initial Position, xic = [x
i
c y
i
c z
i
c]
T
OFP= Object Final Position, xif = [x
i
f y
i
f z
i
f ]
T
OTH= One or Two Hands, a function of OS and represented by,
OTH = f(OS)
FN= Finger Number, FN = f(OS)
ST= Object Stability, dV
HA= Hand Anthropometry, HL, HB
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Pull
Pulling is a function of the object shape because in order to do this
action we need to know a priori if is permitted to pull or not. For example,
we can pull a door even though it is a big object, but we cannot pull a wall
even though it is a similar object shape. The shape of the object can give
us additional information, such as which parts of the object to pull.
It is also a function of hand orientation and hand position that if the
object is outside the workspace of the hand, the virtual human cannot do
this action. However, if the virtual human moves, he can reach the object.
As discussed earlier, task is the most important, because it can deter-
mine whether or not the action is pulling.
Object initial position is related to the workspace and hand position,
i.e., object and hand position are two parameters that work together to
define the object reachability.
When pulling, humans use one or two hands; for realistic actions, virtual
humans use similar behavior and sometimes pull a door using two hands and
pull a joystick using only one hand. In similar way, we can use a determinate
number of fingers; for pulling a door with two hands, the virtual human uses
all the fingers, and for pulling a joystick and two fingers are sufficient.
Object stability helps determine if a small variation in the equilibrium
position causes the object to lose the equilibrium; or not, e.g., pulling a
1.5-liter bottle of water by the top can cause the bottle to fall, and this is
not the final position that the virtual environment is looking for.
Hand anthropometry helps to pull an object and can tell the system
which part to pull, e.g., for a door, the handle.
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Push
Knowledge of hand orientation, hand position, task, and object initial
position are similar for the action of pull.
If we know object final position in pushing, we can see if this action can
completed without additional actions, like walking or moving the virtual
human.
The other parameters considerations for pulling apply here.
Pinch
Let me explain why pinching is function of the parameters shown above.
Picture 5.6 shows a lateral pinch for a key; the virtual human is using the
thumb and the index finger laterally.
Figure 5.6: Lateral pinch
To pinch a key, is the object shape was analyzed first, then the hand
orientation and hand position with respect to the object and then the object
initial position and final position were considered. If the action were putting
the key in a lock and rotating it ninety degrees to open or close the door, the
final position for the object is the lock. Finger number in this case, following
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our definition above, is PL1 because only one finger and the thumb is used
and pinching always uses the thumb. Finally, the hand anthropometry was
considered because in some cases the object with respect to the hand is
too big for pinching, in this case, the object and the hand are in good
proportion.
Power Grasp
In the object shape function, if the object is so big compared to the hand
anthropometry that the virtual human cannot grasp the whole object,it can
look for a part to grasp, e.g., a frying pan was designed for power grasping
the handle. Shape can tell us the possibles parts for grasping.
All the other parameters have a similar role, which we describe above
for the other basic functions.
Precision Handling
Precision handling is similar to power grasping with respect to the func-
tion parameters. The only remarkable difference is that in this case nor-
mally we only use one hand, and do not use the palm. In the function of
the action relative to the object, the virtual human can use one, two, or
more fingers. At this time the number of fingers to use is related to the
object shape and the task to perform.
5.7 Grasping Strategy
We have defined all the parameters that work in grasping, and in this sec-
tion we present the process of grasping. Figure 5.7, presents a flowchart of
grasping. The objects are in the virtual environment, and the user chooses
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one object from among several. Each object has attached information about
several attributes, like task, shape, position of center of mass, etc.; these
attributes help the system make a decision. Some objects can do differ-
ent tasks, e.g., if the object is a mug, the task can be moving or drinking.
Therefore, in this first approximation the user chooses the task inherent to
the object.
Once the user chooses a task, the system helps make a decision about
how to grasp because the system knows the attributes of the object and the
task. But maybe the object is not in the workspace of the virtual human;
if this is true, we need to tell the virtual human approximatelyhow to put
the object in the workspace of the hand.
Figure 5.7: Grasping flowchart
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With the types of grasp and the shape of the object, the next step is to
calculate the number of fingers and hands to use for grasping the object,
and then grasp.
This is a heuristic definition for grasping. In the next section, we explain
the semi algorithm for grasping the object.
Objects Input in the Virtual Environment
When the objects are in the virtual environment and the user choose
one object to grasp, the system reads all of the attributes and saves them
in a file with the extension ”*.txt”, which allows the file to be used in any
code of language. Figure 5.2 shows an object with attributes like center of
mass (COM) or, in this case, Inertia center, volume, mass, characteristics,
and Inertia matrix.
User Chooses Object
This action occurs when there are many objects in the virtual environ-
ment; if virtual environment has only one object, the virtual human will
know the object. One example is that the virtual human is taking a break-
fast, and the objects on the table (virtual environment) are a coffee mug,
cereal bowl, and spoon. The user chooses a coffee mug, and this inherently
has all the properties with the center of mass, of course can change position
of center of mass is function of quantity of coffee. For this the object, there
are two reasonable tasks, drinking or moving. If the task chosen by the user
is drinking, once the virtual human has drunk, it will put the coffee mug
back on the table in the same position. During this process, the position
of the wrist of the virtual human is known, the position of the center of
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mass is known, and we can calculate the hand orientation for performing
this action.
User Chooses Task
This action is mentioned above, and the preceding section has an exam-
ple of the task and how the user chooses.
Making a Decision
Inputs in a simple associator are task, weight, shape, temperature, etc.,
and output pattern is type of grasp, i.e. pinch, pull, etc. When VH take a
decision there is based in a system linearly separable.
Figure 5.8: Single perceptron
Figure 5.8 show a single perceptron from the works [48], [53], [8] where
the input vector is z = [z1, z2, . . . , zd]
T , bias is b, the weight vector con-
sidering each input is w = [ω1, ω2, . . . , ωd]
T , and the weight for the bias is
ω0.
In our case we choose apply these networks for a classification prob-
lems, in which the inputs are binary images of attributes like task, shape,
temperature, and density. The output of the perceptron is given by
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y = g(
d∑
j=1
ωjφj(z) + ω0) = g(z
Tφ) (5.11)
where φ denotes the vector formed from the activations φ0, . . . , φd , and the
function of activation in this case is a symmetric saturating linear (satlins),
because this are a linearly separable. The input/output relation is:
g(a) = −1 a < −1
g(a) = a −1 ≤ a ≤ 1
g(a) = 1 n > 1
Determining Whether Object is Reachable and
Approximating
The answer to this question can be found in Chapter four, where the
analysis of workspace for the hand was studied. When checking the workspace
for each finger with respect to the wrist position, the virtual human can
know if the object with respect to the wrist position is reachable or not.
If the object not is reachable, the virtual human can perform some actions
to approximate, like walk and reduce the space to a convenient distance
between the wrist and the center of mass of the object.
Choosing Number of Fingers and Hands
Based on object shape and hand anthropometry, we can determine if the
use of one hand is adequate or if the use of two hands is required. Based
on the geometric primitives for a regular basketball and one person with
a 185 mm hand length, the ball cannot be grasped with one hand; two
hands are required. Some objects are designed to grasp with both hands.
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Normally, if the object to be grasped is based on the primitive geometries
for a sphere, cylinder, or box, if the dimensions for grasp are greater than
the hand length, it automatically requires two hands.
If D > HL, then use two hands
where D is the side dimensions to grasp, and HL is the hand length.
To determine the number of fingers to use for a grasp, parameters like
object shape, hand anthropometry, type of grasp, and task are used . We
define elemental actions, and each elemental action shows the number of
fingers to use. Power grasp and touch do not need the number of fingers
defined; normally a power grasp uses five fingers and touch uses the index
finger. Other grasp types are a function of parameters mentioned earlier.
For precision handling, a primitive sphere is a function of the shape, or
better if the radius of equator of sphere is ρ we can define the number of
fingers how:
If 1 <= ρ <= 20 mm then PL1
If 20 <= ρ <= 40 mm then PL2
If 40 <= ρ <= 60 mm then PL3
If 60 <= ρ <= 90 mm then PL4
where the subscript 2 means the thumb and two fingers, and subscript 3
means thumb and three fingers, and so on.
We can use the same relationship for pinching. Pulling and pushing are
also a function of size of the object; normally, to push a door we use all
the fingers, but sometimes if we know the door, we use two or three fingers.
For this analysis, we always use five fingers, similar to pulling.
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Grasp
The last action is grasping. Grasping is function of the parameters
founded above and forward and inverse kinematics. For several reasons, we
prefer to explain the action of grasping in the next chapter and work in
several examples demonstrating how this theory works in a virtual human.
The output of grasp in this flowchart is the type of grasp and how the grasp
uses all the parameters shown in this chapter. Figure 5.9 shows a type of
grasp based on the task and other parameters. The positions of fingers are
determined as a function of all the parameters defined for grasping, i.e.,
when grasping a mug to drink from the side, the object in this position
has a cylindric shape and the virtual human knows the COM. Based on
this, we can calculate the hand position and orientation and the position
for all the fingers. In the case shown in Figure 5.9, the task is drinking, the
beverage contained in the mug is hot, and the weight is light. In this case,
the decision is to grasp for a handle, and the virtual environment knows
the position of the handle. The handle has a known shape, and we can
calculate the number and position of fingers.
Figure 5.9: Grasping a mug
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5.8 Conclusions
We have presented a novel theory for grasping based on the objects and
their functionality. When the object is selected for the user, it is associated
with more parameters, which we describe below. After the user chooses the
task, the virtual human, if the object is feasible, grasps with the type of
grasp calculated as a function of the mathematical model. The new concept
in this chapter is that the virtual human can grasp autonomosly without
the user once the task is chosen. Support Vector Machine (SVM) theory,
for a perceptron, was applied for this autonomous grasp. The position and
orientation of the hand or hands was calculated in reference to the center of
mass of the object. Angles for each finger were calculated with the equations
of forward and inverse kinematics shown in Chapter 3 for the novel 25-DOF
hand model.
Chapter
6
A Task-oriented Object
Grasping: Implementation
6.1 Introduction
In the preceding chapter, we presented a general picture for grasping
any object based on its functionality, i.e., every object was designed for
use in a determinate task. Based on this theory, this chapter presents
implementation, examples, and describes how grasping objects is based on
the parameters described in Chapter 5.
6.2 Grasp Examples
Our approximation for to grasping is based on the movement of fingers.
There are two types of movements. For grasping with power, the movement
described, each finger except the thumb, is circular. For the second, when
grasping with precision, the movement of fingertips, including the thumb,
approximates a circle. Based on these approximations, we can simulate
all the human grasping proposed by Buchcholz et al. [21]. Pinching is a
particular case of grasping with precision. Pulling, pushing, and touching
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Figure 6.1: The geometry relationship of finger segments
we are considered positioning finger problems. For the first approximation
of power grasping we can apply forward kinematics and calculate all the
angles for every finger. For a cylinder with radius ρ , Figure 6.1 depicts
cross-section of the cylinder and the schematic phalanx bones. The angles
θ and qi are obtained from the geometry relationship. This example is
considered a power.
Where angle qj for each finger, and subscript is j = II . . . V where
subindex II is for the index, III middle, IV ring, and V small. These
angles are for the proximal phalanx respect to the metacarpal bones for
each finger. Similar for qk, where k = II . . . V , the subindex mean the same
fingers related before and the angles are between proximal phalanx to me-
dial phalanx. For ql, where subscript is l = II . . . V are referred to angles
between middle phalanx and distal phalanx. All of these angles are calcu-
lated for geometry and changed from local to global with the transformation
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Figure 6.2: Grasping a sphere
matrix developed in Appendix A.
For the second movements, we can calculate the fingertip position for
each finger when grasp any object with precision and after applying inverse
kinematics. Figures 6.2 and 6.3 depict the fingertip positions.
The angles β and α depend on the diameter of the ball. From the
observation when people grasp a ball with radius ρ = 27.5 mm , α = 0 and
β = 60o. Also we impose that the middle finger stays in its neutral position.
Therefore, we can determine the fingertip positions for the thumb, index,
and ring fingers with respect to the wrist (global) coordinate system, and
the small finger stays in the neutral position.
The inverse kinematic solutions depend on the initial values of the de-
sign variables for both iterative and optimization-based methods. Table 6.1
presents the solutions (qi in degrees) for the index finger with the Newton-
Raphson method, where the global coordinate is [−11.22 152.341 77.4] in
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Figure 6.3: Equator section with position of fingertips used
mm, the hand breadth is 200 mm, and the local coordinate is [−7.3 59.9887 77.4]
in mm.
From Table 6.1 it is shown that the convergence for Newton-Raphson
method is very fast when the initial angles are close to the solution. For the
first set of initial values, the solution for joint DIP ( q4 ) is negative and is
in the range of motion. The negative angle for this joint represents hyper-
extension. However, usually, we can observe that humans never grasp this
sphere by DIP hyper-extension.
In practice, some joints in the fingers are coupled, i.e., the movement
of one joint depends on the motion of another joint. For example, each
finger except the thumb has two coupled joints. The distal interphalangeal
joint (DIP) depends on the proximal interphalangeal joint (PIP) and the
relationship is defined in the literature [86], where the superscript i identifies
the finger, beginning with the index finger and the last ending with the small
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Initial q1 = 0 q2 = 30 q3 = 30 q4 = 10
Iteration=7 q1 = 6.95 q2 = 39.3 q3 = 30 q4 = −7.65
Initial q1 = 0 q2 = 0 q3 = 0 q4 = 0
Iteration=10 q1 = 6.95 q2 = 42.3 q3 = 10 q4 = 26.6
Initial q1 = 0 q2 = 10 q3 = 10 q4 = 0
Iteration=7 q1 = 6.95 q2 = 42.3 q3 = 10 q4 = 26.6
Table 6.1: Index joint angles with Newton-Raphson method
finger.
qiDIP =
2
3
qiP IP (6.1)
For the thumb, we can find a similar relationship:
q3 = 2(q2 − 1
6
pi) (6.2)
q5 =
7
5
q4 (6.3)
The subindex shown above can found in Chapter 3.
When we impose the joint coupling function in Equation 6.1 to the index
finger, it will have 3 DOF because q4 is a function of q3 . The result is shown
in Table 6.2. The solution is the same for all different initial qi values.
Another approach for finger inverse kinematics is the optimization-based
method. The hypothesis is that the feasible space is small for fingers during
grasping. The problem will be: Given a point xp , find the joint angles
qi to minimize ‖pi − xp‖, and the joint angles should lie in the limits as
constraints. Therefore, the formulation is as follows
Find : qi
6. A Task-oriented Object Grasping: Implementation 97
Initial q1 = 0 q2 = 0 q3 = 0 q4 = −−−
Iteration=9 q1 = 6.95 q2 = 39.3 q3 = 20.13 q4 = 13.42
Initial q1 = 0 q2 = 30 q3 = 30 q4 = −−−
Iteration=7 q1 = 6.95 q2 = 39.3 q3 = 20.13 q4 = 13.42
Initial q1 = 0 q2 = 10 q3 = 10 q4 = −−−
Iteration=9 q1 = 6.95 q2 = 39.3 q3 = 20.13 q4 = 13.42
Initial q1 = 0 q2 = 40 q3 = 40 q4 = −−−
Iteration=7 q1 = 6.95 q2 = 39.3 q3 = 20.13 q4 = 13.42
Table 6.2: Index joint angles with the Newton-Raphson method including
joint coupling
Minimize :
∥∥pi − xp∥∥
Subject to : qiLj ≤ qij ≤ qiUj (6.4)
A gradient-based optimizer [44] is implemented to solve this problem.
Table 6.3 shows the predicted joint angles for the optimization problem
with different initial values. The results show that the optimization problem
always has a feasible solution regardless of the initial values. It also shows
that and they are the same for all different cases and the final solution is
more reasonable than those obtained from the Newton-Raphson method.
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Initial q1 = 0 q2 = 30 q3 = 30 q4 = 10
Solution q1 = 6.95 q2 = 39.22 q3 = 24.54 q4 = 6.24
Initial q1 = 0 q2 = 0 q3 = 0 q4 = 0
Solution q1 = 6.95 q2 = 39.36 q3 = 23.37 q4 = 8.47
Initial q1 = 0 q2 = 10 q3 = 10 q4 = 0
Solution q1 = 6.95 q2 = 39.22 q3 = 24.56 q4 = 6.22
Table 6.3: Index joint angles with the optimization-based method
6.3 Making a Decision
In this section we provide an example applying the Support Vector Ma-
chine (SVM) presented in the last chapter. The example shown here can be
extended to any case, without losing generality. This example consists of
putting an object in our virtual environment, in this case a mug. If there are
more objects in the virtual environment, the user chooses the mug. Based
on the functionality of mug, it has only two associated tasks, one is drinking
and the other is moving. The user in this case chooses between these two
tasks. In this case, to simplify the example, the known input parameters
for this object are as follows, the others are 0:
Task
 Drink = 1Move = −1
Temperature
 Hot = 1Normal = −1
Weight
 Heavy = 1Normal = −1
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We can add all the parameters, inherent to the object and described in
Section 5.6, such a shape, hand orientation, number of fingers, etc. The
problem become a classification problem between two classes.
y = hardlimg(W Tp+ b)
If we choose x = 0, axis for classification and b = 0 the bias, the weight
input vector is
W T = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0].
The output, or decision, is to grasp the side or grasp the handle. In
this case, we found a problem: if the mug is hot and the task is move,
the virtual human cannot grasp the side of the mug. For this reason, we
need to connect these outputs to another preceptron and build another
output. Figure 6.4 shows the proposed network connected in parallel for
the problem of output that is not consistent with the inputs. In this case,
the perceptrons connected in parallel are p = t− 1, where t is the number
of types of grasp inherent to the object in the function of the task.
6.4 Choosing Number of Fingers and
Hands
In this example, the parameters for grasping are any of the three ways
to grasp a mug: by the side, top, or handle. The dimensions of the side to
grasp are smaller than the hand length, and the virtual human uses only
one hand. For the number of fingers to use, the parameter used for the first
two types is ρ = 80 mm. From Chapter 5, the number of fingers is PL4,
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Figure 6.4: Perceptrons connected in parallel
which means the thumb and four fingers. When the decision is to grasp the
handle, the parameter is ρ = 50 mm and the finger number is PL3, that is,
index, middle, ring, and thumb. This grasp is shown in Figure 5.9.
6.5 Grasping
The last action is grasping, once the user chooses the object among oth-
ers in the virtual environment and the task, some objects only has designed
for one task, or only there is one object in the virtual environment, if there
is more than one choice. After, the algorithm take automatically makes a
decision, choosing the number of fingers and hands, calculating the wrist
position and orientation, and calculating the angles of every joint in our
25-DOF model. Wrists are connected with the upper body, and with this
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information SantosTM can grasp with his whole body in a realistic posture.
Figure 6.5 shows the results of applying the task-oriented object semi-
intelligent system for grasping a mug. For this example, the three parame-
ters drink, normal, and light, are choosen randomly, without lost generality.
We can leave it so the user chooses the task. Once the decision is to grasp
the handle, this is the result.
Figure 6.5: Grasping a mug
Other types of grasp for different types of tasks and parameters for a
mug are shown in Figures 6.6 and 6.7. Figure 6.6 makes a decision shows
a grasp with power, and Figure 6.7 grasp shows grasping the top with
precision.
Similar process and results are shown in Figures 6.8 and 6.9 for a joy-
stick. In this case, there are only two tasks and the parameters are inherent
to the joystick.
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Figure 6.6: Grasping a mug; power grasp
Figure 6.7: Grasping a mug; precision grasp
6.6 Conclusions
Implementation of the theory presented in Chapter 5 was made here.
Based on the fact every object has some inherent parameters, attributes,
and tasks which they are designed, the objects can be grasped in different
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Figure 6.8: Grasping a joystick; power grasp
Figure 6.9: Grasping a joystick; power grasp
situations and positions connected with the upper body. Semi-intelligent
task-oriented grasping object was implemented in VitoolsTM and demon-
strates that the proposed algorithm works with several objects.
Chapter
7
Conclusions and Future
Work
7.1 Conclusions
We finalized each chapter with a section of conclusions. In this chapter
we present general conclusions for this dissertation.
• Based on the exhaustive study of human hand anatomy, we developed
a 25-DOF virtual hand model. This model was connected with the
upper body of SantosTM , a virtual human developed in The Univer-
sity of Iowa. This high number of degrees of freedom permits arching
the palm of our virtual human.
• The Denavit-Hartenberg (D-H) method was implemented in a 25-
DOF hand model and applied forward and inverse kinematics to cal-
culate the joint angles for each finger [q1 . . . q25]. An algorithm for
transforming the local coordinates to global coordinates was imple-
mented, to connect with the wrist. Forward kinematics was based
on geometric models and inverse kinematics in iterative the Newton-
Raphson (N-R), and optimization methods.
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• When applied forward and inverse kinematics, the output was the
joint angles. Knowledge of joint angles, give new tools for creating a
new prosthetics hands.
• Row-rank deficiency criteria was applied to check the reachability of
an object in the analysis of workspace. A parametric model for each
finger was developed, and implemented. Visualization workspace was
shown for the thumb with 5 DOF, the index finger with 4 DOF, and
the ring finger with 6 DOF. The middle finger has the same number
of DOF as the index finger and small finger as the same as the of ring
finger.
• Task-oriented object grasping was developed and implemented based
on attributes inherent to objects. Task was the most important at-
tribute, and based on these we developed a semi-intelligent algorithm
for grasping any object in the virtual environment. The user chooses
the object and task. Based on this election, the Vector Support Ma-
chine (SVM), with a hardlim function of activation, the virtual human
makes a decision about how to grasp the object.
• A mathematical model for the previous actions was defined. We define
the actions (pulling, pushing, pinching, power grasping, and precision
handling) as a function of parameters. These parameters are object
shape, hand orientation, hand position, object initial position, object
final position, finger number, number of hands, object stability, and
hand anthropometry.
• A grasping flowchart was developed and implemented. The steps in
the flowchart are as follows. Objects are input in virtual environ-
ment. The user chooses one of the objects to grasp, and each object
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has some inherent task. The user chooses the task. Routine calcu-
lations are performed and the virtual human makes a decision about
grasp. Based on workspace analysis, the virtual human verifies the
reachability of the object and calculates the number of fingers and
hands to uses, based on the attributes of the objects. Grasping is the
last action based on all the previous steps in the grasping flowchart.
7.2 Future work
This dissertation developed a novel method for grasping, but while we
were finishing this development, new questions appeared. For future work
to continue this research, we propose:
• Fingers were considered rigid bodies. The application of a soft finger,
and the analysis of deformations of fingers can add more realistic
grasping.
• New models of vision applied to the virtual environment can elimi-
nated part of the grasping flowchart.
• Integrate muscles in our virtual hand model. Total joint torques due
to several external loads are obtained as a sum of all joint torques:
τ =
∑
k
JTk Fk
If muscles are added, the study of carpal syndrome and other diseases
related with to the hand can be performed in our virtual environment.
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• Develop new finger models with sensibility, and imitate the tact of
human. That can help to autonomously know attributes such as a
temperature.
• After development of the grasping strategy and simulation, the next
step is manipulation and the considering of object stability during
manipulation.
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Appendix
A
Transformation Matrices
Index Finger
0H2 =

cos γ2 sin γ2 0 −loo2 sin γ2
− sin γ2 cos γ2 0 loo2 cos γ2
0 0 1 0
0 0 0 1

Middle finger
0H3 =

cos γ3 sin γ3 0 0
− sin γ3 cos γ3 0 loo3
0 0 1 0
0 0 0 1

123
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Ring finger
0H4 =

cos γ4 sin γ4 0 loo4 sin γ4
− sin γ4 cos γ4 0 loo4 cos γ4
0 0 1 0
0 0 0 1

Small finger
0H5 =

cos γ5 sin γ5 0 loo5 sin γ5
− sin γ5 cos γ5 0 loo5 cos γ5
0 0 1 0
0 0 0 1

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