Abstract. The paper is devoted to the study of a stabilization problem for the 2D incompressible Euler system in an infinite strip with boundary controls. We show that for any stationary solution (c, 0) of the Euler system there is a control which is supported in a given bounded part of the boundary of the strip and stabilizes the system to (c, 0).
Introduction
We consider the incompressible two-dimensional Euler systeṁ u + u, ∇ u + ∇p = 0, div u = 0, (1.1) where u = (u 1 , u 2 ) and p are unknown velocity field and pressure of the fluid, and
The space variable x = (x 1 , x 2 ) belongs to the strip D defined by D := {(x 1 , x 2 ) : x 1 ∈ R, x 2 ∈ (−1, 1)}. The aim of this paper is the study of stabilization of (1.1) with boundary controls supported by Γ 0 . System (1.1) is completed with the boundary and initial conditions
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u(x, 0) = u 0 (x), (1.5) where Γ := ∂D and n is the outward unit normal vector on Γ. In particular, (1.4) is equivalent to u 2 = 0 on Γ \ Γ 0 . For any integer s ≥ 0 we denote by H s (D) the space of vector functions u = (u 1 , u 2 ) whose components belong to the Sobolev space of order s and by · s,D the corresponding norm. If there is no confusion, we drop the index D. In the case s = 0, we write · := · 0 . For any integer s > 0 we define H s (D) as the space of distributions u in D with ∇u ∈ H s−1 (D). We equip H s (D) with the semi-norm u H s (D) := ∇u s−1 .
We denote byḢ s (D) the quotient space H s (D)/R. The following theorem is our main result. For the exact statement see Theorem 3.1. In this formulation the control is not given explicitly, but we can assume that control acts on the system as a boundary condition on Γ 0 .
Before turning to the ideas of the proof, let us describe in a few words some previous results on the controllability of Euler and Navier-Stokes systems. Coron [7] introduced the return method to show exact boundary controllability of 2D incompressible Euler system in a bounded domain. Glass [12] generalized this result for 3D Euler system. Chapouly [6] using return method proved the global null controllability of the Navier-Stokes system in rectangle. Recently, Glass and Rosier [13] proved the controllability of the motion of a rigid body, which is surrounded by an incompressible fluid. Controllability of Euler and Navier-Stokes systems with distributed controls is studied in [2, 11, 16, 17] ; see also the book [9] for further references.
Notice that the above papers concern the problem of controllability of the fluid in a bounded domain. In this paper, we develop Coron's return method to get the controllability of velocity of 2D Euler system in an unbounded strip. This method consists in reducing the controllability of nonlinear system to the linear one. To this end, one constructs a particular solution (u, p) of Euler system and a sequence of balls {B i } covering D, such that (P ) Any ball B i driven by the flow of u leaves D through Γ 0 at some time.
Then the linearized system around u is controllable. In our case, since the domain D is unbounded, the number of balls B i is infinite, thus we cannot construct a bounded function u, whose flow moves all balls outside D in a finite time. However, we can find a particular solution u such that property (P ) holds in infinite time. This proves the stabilization of linearized system in infinite time.
To show that controllability of linearized system implies that of the nonlinear system, we need to prove that (P ) also holds for anyũ sufficiently close to u. This is obvious in the case of bounded domain. In our case, to prove this, we need some additional properties for u. In particular, we need to construct a solution u, which decays at infinity faster than 1/x Notation. Let J T := [0, T ). The space of continuous functions u : J T → X is denoted by C(J T , X). For any integer s ≥ 0 or s = ∞, we denote
We setḢ
For a vector field u = (u 1 , u 2 ) we set
The interior of a set K is denoted by int(K). Let B(x 0 , r) be the closed ball in R 2 of radius r centred at x 0 . We denote by C a universal constant whose value may change from line to line.
Preliminaries
In this section, we present some auxiliary results on Poisson and Euler equations in an unbounded strip. The methods used in their proofs are well known and in many cases we confine ourselves to a brief description of the main ideas.
Poisson equations in an unbounded strip
First, let us describe the spacesḢ s (D).
Proposition 2.1. For any integer s ≥ 1 we have
Proof. Let {u n } ⊂Ḣ s (D) be a Cauchy sequence. Then there is v ∈ H s−1 (D) such that ∇u n →v in H s−1 (D) as n→∞, and for any ϕ ∈ C ∞ 0 (D) such that div ϕ = 0, we have
Hence, v = ∇z, where z ∈Ḣ s (D). This proves thatḢ s (D) is complete. Now let us prove assertion (ii). Clearly the space in the right-hand side is contained iṅ H s (D). Let us take a function u ∈Ḣ s (D), a compact set K ⊂ D and let us show that u ∈ H s (K). Take two functions χ, χ 1 ∈ C ∞ 0 (D) and a compact set K 1 ⊂ D with int(K 1 ) ⊃ K such that χ = 1 in K 1 and χ 1 = 1 inK 1 := supp χ. Then there exists r ∈ N such that χ 1 u ∈ H −r (D). This implies that u ∈ H −r (K 1 ), hence ∆(χu) = 2∇χ∇u + χ∆u + u∆χ ∈ H min(−r;s−2) (K 1 ).
The elliptic regularity implies χu ∈ H min(−r+2;s) (D), thus u ∈ H min(−r+2;s) (K 1 ). Repeating this argument for a compact set K 2 ⊂ K 1 with int(K 2 ) ⊃ K we can show that u ∈ H min(−r+4;s) (K 2 ). Iterating this, we get u ∈ H s (K). This completes the proof of assertion (ii).
It is easy to see that (ii) implies (iii). Indeed, from (ii) we get
The Sobolev inequality yields (iii).
Now we summarize some facts about Poisson equation. Let us take a nonnegative function γ ∈ C ∞ 0 (R) such that supp γ = [a, b] and γ = 0 in (a, b) and defineD
(see figure 1 ). 
where
. We have the following result for the well-posedness of this problem.
Proposition 2.2. For any integer s ≥ 0 and for any
f ∈ H s (D ′ ) problem (2.2), (2.3) has a unique solution u ∈ H s+2 (D ′ ). Moreover, u s+2 ≤ C f s ,(2.
4)
where C depends only on s.
Proof. The existence of the solution u ∈ H 1 0 (D ′ ) is a consequence of the Riesz representation theorem. Clearly, we have
The Poincaré inequality applied to u(x 1 , ·) gives
Combining this with (2.5), we obtain
To show the regularity of the solution and estimate (2.4), we need the following lemma.
Lemma 2.3. For any integer s ≥ 1 we have
where n is the outward unit normal vector on Γ ′ . Moreover, any function z ∈ H s (D ′ ) satisfies the inequality
The proof of this lemma is given in the Appendix. Let us denote z = ∇ ⊥ u := (∂ 2 u, −∂ 1 u). Then curl z = −∆u = −f , div z = 0. Notice that (2.3) implies that z ·n = 0. It follows from Lemma 2.3 and inequality (2.6) that z ∈ H s+1 (D ′ ) and z s+1 ≤ C f s . Thus, we obtain u ∈ H s+2 (D ′ ) and (2.4).
Let us take g ∈ H 1 (D ′ ) and consider the Neumann problem for the Poisson equation:
Proof. The Riesz representation theorem implies the existence of the solution u ∈Ḣ 1 (D ′ ). Lemma 2.3 applied to z := ∇u gives (2.9).
Now we consider the problem
where δ a is the Dirac delta function concentrated at a = (a 1 , a 2 ) ∈D.
Proposition 2.5. Problem (2.10), (2.11) has a solution G a ∈ C ∞ (D \ {a}). Moreover, the following assertions hold:
(i) For any open neighbourhood Q of a and for any integer s ≥ 1, the solution G a is uniquely determined by the additional condition that it belongs tȯ
(ii) For any x ∈D \ {a}
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and for any integers 1 ≤ i, j ≤ 2 we have
Proof. The existence of a solution G a ∈ C ∞ (D \ {a}) will be established when proving assertion (ii). To prove the uniqueness of the solution, we assume that there are two solutions G 1,a and G 2,a . ForG = G 1,a − G 2,a we have
The elliptic regularity for a bounded domain implies that
. It follows from Proposition 2.4 thatG = 0.
To prove (ii), we seek the solution in the form
Then u a must be the solution of the problem
Since f ∈ C ∞ 0 (D), applying Proposition 2.4 for g = (f, 0), we conclude that this problem has a solution u a ∈ H ∞ (D). Property (2.12) follows from the construction of G a . Now let us show (2.13). We have that G a satisfies the following problem in D: 16) where ϕ ∈ C ∞ (Γ) and supp ϕ ⊂ Γ 0 . To show that the second derivatives of the solution belong to S(D), let us apply the Fourier transform in x 1 to (2.15), (2.16) . We obtain
whereĜ a ,φ 1 andφ 2 are Fourier transforms of G a , ϕ(·, −1) and ϕ(·, 1), respectively. The solution of this ODE is given bŷ
Since ϕ 1 and ϕ 2 are compactly supported, we have
whence it follows that ∂ i ∂ j G a ∈ S(D). This completes the proof of (iii).
Let Ω be any domain such that Ω ⊂D and Ω ∩ (D \ D) = ∅. Then for any fixed x ∈ Ω the function G a (x) is analytic in a ∈ Ω \ {x}. Indeed, let χ in (2.14) be 1 in Ω. Then the analyticity of G a (x) is consequence of the facts that F a is analytic in a and u a is a linear operator in F a . Since G a is the unique solution of (2.10), (2.11), we have the analyticity of G a (x) inD \ {x}.
Euler equations in an unbounded strip
We consider the incompressible Euler system:
It is well known that if D is a bounded domain or if D = R 2 , then problem (2.17)-(2.19) is well posed in various function spaces (e.g., see [14, 15, 19] ).
In this subsection, we study the well-posedness of Euler system in D defined by (1.2).
) and (2.17) is satisfied in the sense of distributions.
Let us show that the Euler system is equivalent to the probleṁ
Clearly, if (u, p) is a solution of the Euler system, then (2.20), (2.21) hold. Now let us show that to any solution
It is easy to see that
whereñ is a regular extension of n. Thus, it follows from Lemma 2.3 that ∇p ∈ C(J T , H s (D)), whence we conclude that p ∈ C(J T ,Ḣ s+1 (D)) . We have the following result on the local well-posedness of Euler system. The ideas used in the proof of existence of a solution play an important role in the study of stabilization problem (see Section 3). Therefore we present a rather complete proof, even though we do not really need this result.
Proof. Uniqueness. To prove the uniqueness, we argue as in the case of bounded domain. We assume that there are two solutions u 1 and u 2 . Then for v = u 1 − u 2 , we havė
Multiplying (2.22) by v and integrating over D, we get
where C > 0 is a constant depending only on u 2 . Since u 1 · n = 0, the first term on the right-hand side of (2.23) is zero. Let us show that the last term is also zero. Let us denote
Clearly, we have
On the other hand, integrating by parts, we obtain
Since p ∈Ḣ s+1 , from assertion (iii) of Proposition 2.1 we have
where C does not depend on R. Thus, dominated convergence theorem yields
Applying the Gronwall inequality to (2.23), we obtain v = 0. Existence. To prove the existence of the solution, we shall need the following result.
has a unique solution w ∈ C(R + , H s ), which satisfies the inequality
Proof. Let us denote by φ g :D × R + →D the flow associated to g, i.e., the solution of the problem
Since (2.24), (2.25) is an inhomogeneous transport equation, its solution is given by
Let us derive formally inequality (2.26). Taking the ∂ α := ∂ α ∂x α , |α| ≤ s derivative of (2.24) and multiplying the resulting equation by ∂ α w, we get
has a unique solution z ∈ H s+1 . Moreover, there is C > 0 depending only on s such that
Proof. Let us consider the following Dirichlet problem for the Poisson equation:
We now return to the proof of the theorem. The proof is based on some ideas from [3] and [5] .
be an extension operator. Let ρ ∈ S(R 2 ) be the function such that
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where (2.33) holds uniformly in k > m. Using Lemmas 2.8 and 2.9, we define the sequences u m ∈ C(R + , H s+1 ) and w m ∈ C(R + , H s ) by
Our strategy is to show that sequence u m is convergent and the limit is the solution of Euler system. From (2.26) we derive
Step 2. In this step, we show that there exists a time
By induction, let us prove for i = s − 1, s the inequality
where C does not depend on m and y m (t) is the solution oḟ
Clearly (2.36) holds for m = 0 for a sufficiently large C. Assume that it holds also for m − 1 and let us prove it for m. From the construction ofρ we have u
Thus, from (2.34), (2.37) and induction hypothesis, we have
Inequality (2.36) follows from the Gronwall inequality. It is easy to see that (2.36) yields (2.35).
Step 3. Now let us show that w m converges in C(J T * , H s−1 ). In view of Lemma 2.9, sequence u m converges in C(J T * , H s ) and the limit u is the solution of Euler problem.
Notice that for m < k we have
On the other hand,
Assume for a moment that
Substituting (2.40) into (2.39) and using (2.33) and (2.41), we obtain
Using the Gronwall inequality, we obtain the convergence of w m in C(J T * , H s−1 (D)).
Step 4. To complete the proof of the theorem, it remains to show (2.41). Taking the scalar product of (2.38) with
Iterating this inequality, one deduces
Hence, for any t ∈ J T * we obtain
inequalities (2.33) and (2.42) imply (2.41).
Remark 2.10. We have the following assertions:
• Adapting the Beale-Kato-Majda criterion (see [4] ) for an unbounded strip, one can prove that the solution of (2.17)-(2.19) is global in time.
However, we shall not need this result.
• Let us take any non-zero function g ∈ H s−1/2 (Γ). If the homogeneous boundary condition (2.18) is replaced by u · n| Γ = g, then, to our knowledge, neither existence nor uniqueness of a solution is known to hold (even in the case of bounded domain).
Main result
For any integer s we denote
and
The following theorem is our main result.
Theorem 3.1. For any constants α, β > 0, c ∈ R and integer s ≥ 4, for any
there is a solution
As explained in Introduction, in this formulation the control is not given explicitly, but we can assume that control acts on the system as a boundary condition on Γ 0 . So we show that there exists control η such that there is a solution of our system with u · n| Γ0 = η verifying (3.8). As we mentioned in Remark 2.10, we are not able to show that this solution is unique.
Using a standard scaling argument for Euler system, we can reduce this theorem to a small neighborhood of the origin. Proof of Theorem 3.1. Let ε > 0 be the constant in Theorem 3.2. Take any u 0 ∈ H s (D) and c ∈ R verifying (3.5)-(3.7). Let M > 0 be such that
) is a solution of our system with u(0) = u 0 and it satisfies (3.8).
Proof of Theorem 3.2. The proof of this theorem is based on generalization of the Coron return method to the case of an unbounded strip. It consists in construction of a particular solution (u, p) of (3.1)-(3.3) such that the solution of linearized system around (u, p) verifies property (3.8) . Then, in the small neighborhood of u, we construct a solution u of Euler system satisfying (3.8).
Step 1. In this step, we construct a particular solution (u, p) of (3.1)-(3.3) such that any point of strip D, driven by the flow of u, leaves D at some time. LetD ⊂ R 2 be the strip
Let us admit the proposition below, which is proved in Section 4.1. 
In particular, the union of balls B i covers D and any square
3. Vector field. The time dependent vector field ∇θ i is divergence-free in D and tangent to Γ \ Γ 0 and ∂D:
(3.13)
4. Time decay. For any i ≥ 1 we have
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5. Flow. For any i ≥ 1 and c ∈ R with |c| < λ the flow associated with ∇θ i + (c, 0) is such that
Moreover, there are two closed ballsB 1 ,B 2 ⊂D \ D such that
Let us set t 0 = 0,
We define θ in the following way:
Notice that from the construction of t i we have t i − t i−1/2 = τ i . Thus (3.11) shows that θ ∈ C 1 (D × R + ) and ∇θ ∈ X s (D). We define u : = ∇θ + (c, 0),
Then (u, p) is a solution of (3.1)-(3.3). Indeed, by construction, (u, p) satisfies (3.1). Properties (3.12) and (3.13) imply (3.2) and (3.3), respectively. Moreover, it follows from (3.14), (3.16) that for any i ∈ N, we have
We deduce from (3.19) and (3.20) that
for any i ≥ 1 and x ∈D. We shall need the following result, which is proved in Section 4.1.
Proposition 3.4.
There is a constant ν > 0 such that the functions θ i in Proposition 3.3 can be chosen in a way that, for any u ∈ X s (D) satisfying the inequality
From now on, we assume that functions θ i verify this proposition.
Step 2. In this step, we construct an application F u0 such that its fixed point is a solution of our stabilization problem. First, for any constant ν > 0 let us introduce the set 
Take any u ∈ Y ν (u 0 ) and let w l ∈ C(R + , H s−1 (D)) be the solution of the linear problemẇ For any t ∈ R + we define the function
where t −1/2 := 0 and i ≥ 0. Let us show that for any t ∈ [t i−1/2 , t i+1/2 ] the sum in the right-hand side of (3.27) exists and belongs to C(R + , H s−1 (D)). Applying Lemma 2.8 to (3.23), (3.24), we obtain
It follows from the Gronwall inequality and relation (3.25) that
Using the fact that u ∈ X s (D), we get
Using (3.7) and assertion 1 of Proposition 3.3, we derive that the right-hand side of (3.28) is finite. Hence, w ∈ C([t i−1/2 , t i+1/2 ], H s−1 (D)) for any i ≥ 0. Moreover, assertion (3.26) yields that w is continuous at t i−1/2 , thus w ∈ C(R + , H s−1 (D)) (we emphasize that, in general, this is not true forD). Furthermore, we havė
In
Step 3, we prove that for this w there exists a v ∈ Y ν (u 0 ) such that curl v = w. For any u ∈ Y ν (u 0 ), let F u0 (u) := v. In Step 4, we show that the mapping F u0 : Y ν (u 0 )→Y ν (u 0 ) has a fixed point. We shall prove that this fixed point is a solution of our stabilization problem.
Step 3. In this step, we prove the existence of the solution v ∈ Y ν (u 0 ) of (3.29). By Lemma 2.9, there is a function z ∈ C(R + , H s (D)) such that
Let us take the solution of the following problem
From Proposition 2.4 we have ϕ ∈ C(R + ,Ḣ s+1 (D)) and
Denote v = z + ∇ϕ + u. Let us show that v ∈ Y ν (u 0 ) and (3.29) is verified. Clearly
Hence, to show v ∈ Y ν (u 0 ), it suffices to prove for sufficiently small u 0 that
It follows from the construction of v that
Proposition 2.4 and (3.30) imply
From (3.27) we have
Applying Lemma 2.8 to
Combining (3.7), (3.15), (3.18) and assertion 1 of Proposition 3.3, we get
i 2 for any i > 0, where C 2 does not depend on i. Let K be a constant such that
Taking u 0 sufficiently small such that
we get (3.31).
Step 4. In this step, we show that the mapping F u0 : Y ν (u 0 )→Y ν (u 0 ) admits a fixed point, which is the solution of our stabilization problem. Let us take a sequence u D) ). This will be proved by using the same arguments as in the proof of Theorem 2.7. It is easy to see
Setting K m,k (t) := w m (·, t) − w k (·, t) s−1,D and using Lemmas 2.8 and 2.9, we obtain
where C depends only on u(t) L 1 ((0,t 1/2 ),Ḣ s (D)) and does not depend on m.
From the construction of w m , we havė
Applying Lemma 2.8, we get 
Combining this with (2.32) and (2.33), we get
for any t ∈ J t 1/2 , where sup k≥m a m,k →0 as m→∞ and a m,k is decreasing sequence in m for any fixed k > m (this properties we can obtain arguing in the same way as in Theorem 2.7). Using this with (3.32) and (3.33), for any t ∈ J t 1/2 we get
By the Gronwall inequality, for any t ∈ [0, t 1/2 ] we have
Thus, we derive
Hence, w m is a convergent sequence in C([0, t 1/2 ], H s−1 (D)). In the same way we can get the convergence of w m in C(
Let us show that
where w * l is the solution of
To this end, recall that
where w l m is the solution oḟ
We have that w l m →w * l in C(R + , H s−1 (D)) uniformly with respect to l as m→∞ (this can be proved in the same way as in the proof of the convergence of w m ). Thus we have (3.38). Clearly (3.35)-(3.40) imply that u * is a solution of the Euler system (3.1)-(3.3).
As in (3.28), using (3.35)-(3.40) for any t ∈ [t i−1/2 , t i+1/2 ] and (3.7), we can show that
Combining this with (3.21), we see that the first two terms on the left-hand side of (3.8) go to zero as t→∞. Recall that
Thus, Proposition 2.4 implies lim t→∞ ∇p * (t) s−1 = 0. This completes the proof of Theorem 3.1.
Construction of the particular solution 4.1 Proof of Proposition 3.3
We have the following simplified version of Proposition 3.3. 
This lemma is proved at the end of this subsection. 
We denote B 2kN +j := B(x j , r j )+(k, 0) and B For any x = (x 1 , x 2 ) ∈D and c ∈ R definẽ
It follows from the constructions ofθ j , j = 1, . . . , N that (3.11)-(3.13) are verified for τ i = 2. It is easy to see that for any t ∈ [0, 1] we have (3.17) . Notice that ∇θ i ∈ X s (D). In order to have also (3.14) and (3.15), we define τ i by (4.5) and
This completes the proof.
Proof of Lemma 4.1. The proof is based on the ideas of [8, Lemma A.1].
Step 1. We denote by A the vector space of functions ξ ∈Ḣ s+1 (D) with the following properties
First, let us show that for any x 0 ∈ D we have 
Clearly π(ρG a ) ∈ A, thus V · ∇π(ρG a )(x 0 ) = 0. Since x 0 / ∈ B 2 , we have
for all a ∈D \ D. On the other hand G a is analytic in a ∈D \ {x 0 } (see Proposition 2.5, (iii)). Thus, we have (4.12) for all a ∈D \ {x 0 }. Using (2.12), one can find a sequence a n →x 0 such that V · ∇G an (x 0 )→∞ as n→∞, which is a contradiction to V = 0.
Step 2. Take any x 0 ∈ D ∪ Γ 0 , x 1 ∈D \ D and let F : [0, 1] →D be a continuous function such that
Then for any ε > 0 we can find
for any t ∈ [0, 1]. It is easy to see that there is a constant λ > 0 such that for any |c| < λ Step 3. It remains to study the case x 0 ∈ Γ \ Γ 0 . Let y 0 ∈ Γ 0 and k ∈ R be such that x 0 = y 0 + (k, 0). Then, the function
) is any function with h(0) = 0, h(1/2) = 1 and θ y0 is the function constructed in Step 2 for y 0 ∈ Γ 0 .
Proof of Proposition 3.4
For any m ∈ R + , let us denote We shall need the following lemma.
Lemma 4.2. The functions θ i constructed in the proof of Proposition 3.3 are such that there exist ϕ i ∈ C(R + ) with
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] is the integer part of i 2N and M ∈ R does not depend on i.
Proof. It is easy to see that (4.7) and (4.9) imply
where k = i 2N and j = i − 2N k. This yields (4.16) for a sufficiently large M . To prove (4.17) , notice that in the proof of Lemma 4.1, the functions θ can be chosen such that x
where |β| = 2. Indeed, since Proposition 2.5 implies that the second order derivatives of G a belong to S(D), one can replace (4.11) by
Hence, we can find a constant M 1 such that
Combining this with (4.7) and (4.9), we get (4.17).
Now we return to the proof of Proposition 3.4. It suffices to show that for any ε > 0 there is ν > 0 such that the inequality
holds for any i ≥ 1 and t ∈ [0, t i−1/2 ]. Let us denote
where x ∈ B i . We shall prove (4.18) in the case when i is even. The proof when i is odd is similar. Let k := i 2N , then
Step 1. First let us show that to establish (4.18) it suffices to prove that
We have that 
for any t ∈ [0, t j−1/2 ]. Hence, (4.20) implies
We derive from (3.19), (3.20) and (4.17) that
for j ≥ 2N (k − 3 − M ) (in this case we use (4.17) for m = 0). Thus we have Integrating (4.21), using (4.22)-(4.24) and the Gronwall inequality, we obtain
Choosing ν such that the right-hand side of (4.25) is smaller than ε, we prove (4.18) for all i.
Step 2. To complete the proof, it remains to show (4.20). To this end, let us assume that (4.20) does not hold for some t > 0. Denote byt 0 the first time such that |X(t 0 ) − Y (t 0 )| = 1. Hence, we have (4.20) for all t <t 0 .
Step 1 implies
Since the right-hand side of (4.26) does not depend ont 0 , choosing ν sufficiently small, we get (4.20).
5 Appendix: proof of Lemma 2.3
Let us consider the space
endowed with the norm z H0 = z + curl z + div z .
Here D ′ is a strip or is the domainD defined in (2.1). Recall the following result (see [ It is easy to see that f ∈ L 2 (Ω 2 ) andg ∈ H 1/2 (∂Ω 2 ). This implies that w ∈ H 2 (Ω 2 ) (e.g., see [1] ). Thus u ∈ H 2 (Ω 1 ). On the other hand, from the fact Γ 0 ⊂ Ω 1 we derive Combining this with div z ∈ H s−1 and curl z ∈ H s−1 , we obtainñ·∇ ⊥ z i ∈ H s−1 andñ · ∇z i ∈ H s−1 for i = 1, 2. Thus ∇z i ∈ H s−1 , which completes the proof.
