Abstract. This paper presents applications of a remarkable majorization inequality due to Bapat and Sunder in three different areas. The first application is a proof of Hiroshima's 2003 result which arises in quantum information theory. The second one is an extension of some eigenvalue inequalities that have been used to bound chromatic number of graphs. The third application is a simplified proof of a majorization inequality from the analysis of distributed Kalman filtering.
Introduction
Majorization is a preorder on vectors of real numbers introduced in Hardy-Littlewood-Pólya's classical text [6, p. 45] . The subject has become a rich research area with far reaching applications to a wide number of fields, we refer to the recent monograph [9] for a comprehensive survey of the subject. Majorization relations between eigenvalues of Hermitian matrices (view as vectors) is our concern in this article. An early result due to Schur says that the diagonal entries of a Hermitian matrix are majorized by its eigenvalues [8, p. 249] . A remarkable extension of this statement due to Bapat and Sunder is presented in Theorem 1.2.
Let us introduce the notion of majorization first. Let x = (x 1 , . . . , x n ) ∈ R n . We arrange the entries of x in the non-increasing order x
and let
Then we say x is weakly majorized by y, denoted by x ≺ w y, if
We say that x is majorized by y, denoted by x ≺ y, if further the two sums are equal at k = n.
sizes agree and so the conventional Definition 1.1 could apply. This minor point is particularly convenient when we state eigenvalue majorization for matrices of different sizes. Denote by M m×n the space of m × n complex matrices and M n = M n×n . Let A ∈ M n . The vector of eigenvalues of A is denoted by λ(A). If A is positive semidefinite, then we write A ≥ 0 and it has a unique square root that is also positive semidefinite, which we denote by A 1/2 . For two Hermitian matrices A, B ∈ M n , A ≥ B means A − B ≥ 0.
This paper centers on the application of the following result due to Bapat and Sunder.
Here "•" means entrywise product (or the Schur product).
Recall that a matrix is called a correlation matrix if it is positive semidefinite and all its diagonal entries equal to one. An interesting consequence of Theorem 1.2 is the following:
Corollary 2] Let A ∈ M n be positive semidefinite and let C ∈ M n be a correlation matrix. Then
If C is the identity matrix, then Corollary 1.3 reduces to Schur's result. The paper is organized as follows. In Section 2, we show that Theorem 1.2 implies Hiroshima's 2003 result [7] , which comes from criteria for undistillable states in the study of quantum information theory. In Section 3, we give a unified extension of some eigenvalue inequalities that have been applied to bound the chromatic number of graphs. In the last section, we simplify a proof of a majorization inequality motivated by an algorithm in the analysis of distributed Kalman filtering.
A majorization from quantum information theory
The tensor product M m ⊗M n is canonically identified with M m (M n ) and
is the space of m×m block matrices with entries in M n . Therefore H ∈ M m ⊗ M n will be written as
The partial trace (map) H −→ ϕ 1 (H) ∈ M m is defined as the adjoint map of the imbedding map X −→ X ⊗ I n ∈ M m ⊗ M n . Correspondingly, the partial trace (map) H −→ ϕ 2 (H) ∈ M n is defined as the adjoint map of the imbedding map I m −→ I m ⊗ Y ∈ M m ⊗ M n ; see [11, p. 121] . Therefore,
and
The actual forms of the partial traces are seen in the following
Here "Tr ·" means the trace. In 2003, Hiroshima established the following majorization criteria for distillability of a bipartite quantum state; see [7] for details and references to the physics literature.
We shall give a transparent proof of Theorem 2.1 based on Theorem 1.2. The next lemma is a quick consequence of Theorem 1.2. However, the lemma in its current form seems not to be in the literature. Lemma 2.2. Let Y ∈ M n be positive definite and let
, where e ∈ R has all entries one. By Theorem 1.2, λ(
Proof of Theorem 2.1. In view of symmetry of definitions of ϕ 1 and ϕ 2 , both assertions (1) and (2) 
On the other hand,
Thus by Lemma 2.2, we have
Observing that TrH = Trϕ 2 (H) concludes the proof.
Extension of some eigenvalue inequalities
Nikiforov [10] proved the following result and used it to derive a lower bound for the chromatic number of a nonempty graph. Theorem 3.1. Let B ∈ M be Hermitian and partitioned into r × r blocks (r ≥ 2) so that all diagonal blocks are zero. Then for every diagonal matrix
Subsequently, Kolotilina [5] extended Theorem 3.1 and obtained 
Schur's majorization theorem for eigenvalues and diagonal entries can be extended to block Hermitian matrices. 
Proof. Without loss of generality, we may assume that all diagonal blocks A ii have the same size. Otherwise, we may add zero rows and columns to the matrices of smaller size. This does not affect the majorization relation for eigenvalues. Thus all A ii are of the size r × r . We need two basic facts from linear algebra. Consider the matrix
Here I r is the r × r identity matrix and J r is an r × r matrix with all entries equal to one. By Fact 1, C is a correlation matrix. By Fact 2, the matrix
is also a correlation matrix. Now observe that D A + ξB = A • C, so by Corollary 1.3, we have λ( 
A majorization from distributed Kalman filtering
Let A j ∈ M n , j = 1, . . . , m, be normal matrices. Consider the random process {A(t)} t∈N of independent and identically distributed random variables P[A(t) = A j ] = p j , ∀t ∈ N, which describes independent extractions from the set {A j |j = 1, . . . , m}. The matrix valued expectation
* ] naturally occurs when analyzing the discrete time jump Markov linear system; see [3] . In [4] , the following result is proved in the real case, we can greatly simplify the proof by using Bapat and Sunder's majorization inequality. 
