Abstract. In this paper a novel statistical shape feature called the edge co-occurrence matrix (ECM) is proposed for image classification and retrieval. The ECM indicates the joint probability of edge directions of two pixels at a certain displacement in an image. The ECM can be applied to various tasks since it does not require any segmentation information unlike most shape features. Comparisons are conducted between the ECM and several other feature descriptors with two defect image databases. Both the classification and retrieval performances are tested and discussed. The results show that the ECM is efficient and it provides noticeable improvement to the performance of our CBIR system.
Introduction
There are lots of different features available that are used in image classification and retrieval. The most common ones are color, texture and shape features [1] . During the last decade the content-based image retrieval (CBIR) systems have gained much popularity in many fields of industry and research [2, 3] . The main idea in CBIR is to store and retrieve images based only on their visual content described by a set of features, not on manual annotations. Color and texture features are the most common ones in CBIR. Shape features usually require that images have segmentation information available which makes them useless for many tasks. However, different edge histograms, that can be considered as statistical shape features, do not require segmentation which has made them popular in CBIR applications.
In this paper a novel statistical shape feature called the edge co-occurrence matrix (ECM) is proposed. The ECM indicates the joint probability of edge directions of two pixels at a certain displacement in an image. Comparisons are conducted between the ECM, the MPEG-7 feature descriptors, and the simple shape descriptor with two defect image databases. Both the classification and retrieval performances are tested and discussed. Some earlier work with these databases and the MPEG-7 features are found eg. in [4, 5] .
Edge co-occurrence matrix (ECM)
The edge co-occurrence matrix (ECM) contains second order statistics of edge directions in an image. It resembles the classical gray level co-occurrence matrix (GLCM) [6] but the main difference is that the ECM uses an edge image as its input when the GLCM uses a gray level image. The ECM is an extension of the co-occurrence matrix of edge directions that was proposed in [7] . For further discussion on the differences of these methods, see Section 5.
The first step when forming the ECM is to produce an edge image from the original gray level image. First the original image is filtered with eg. Sobel masks. The edges are detected in 8 directions and the direction of the strongest edge is selected for each pixel location. The edge image is thresholded, retaining only those edge pixels whose strength exceed a threshold value, defined as a percentage of the strongest edge value present in the image.
The edge co-occurrence matrix is then formed from the pairs of edge pixels separated by a given displacement. Let I be an edge image and let d = (d x , d y ) be a displacement vector. Then the edge co-occurrence matrix H is defined as a matrix, the (i, j)th element of which is the number of appearances of edge directions i and j in the edge image I in the distance and direction determined by the displacement vector d from each other,
where # is the number of elements in the set and x = (x, y) runs through the edge image I. Since the edges were detected in 8 directions, the size of the ECM is 8 × 8.
The ECM entries are then used as elements in a feature vector. Multiple displacements can be considered by averaging the resulting matrices, although doing so will lose some of the extracted information, or by concatenating the feature vectors, which can result in unmanageably long feature vectors.
Some examples of ECMs are shown in Figure 1 . The ECMs were calculated using a displacement d = (1, 1). The matrices are presented as bitmaps, with intensity representing bin values. For clarity, the values have been normalized so that the highest bin value in a histogram is shown as white.
Other feature descriptors
Other feature descriptors considered in this paper are taken from the MPEG-7 standard, formally named "Multimedia Content Description Interface" [8] . These descriptors were selected for several reasons. They are well standardized descriptors that are used in searching, identifying, filtering and browsing images or video in various applications. We have previously found them to perform well with our image databases [4, 5] . In addition to MPEG-7 features we also tested a simple shape descriptor (SSD). The SSD was developed for surface defect description in our earlier project [9] .
The MPEG-7 standard descriptors
The MPEG-7 standard defines several still image descriptors. We have used the following six descriptors. Color layout (CL) specifies a spatial distribution of colors. The image is divided into 8 × 8 blocks and the dominant colors are solved From these descriptors the EH and RS are the most interesting ones since they are both shape descriptors. It is especially interesting to see how the ECM performs against the EH which describes first order statistics of edge directions.
Simple shape descriptor (SSD)
The SSD [9] consists of several simple descriptors calculated from an object's contour. The descriptors are convexity, principal axis ratio, compactness, circular variance, elliptic variance, and angle. They are not very efficient individually, but their combination produces good results with low computational costs.
Experiments
Experiments were carried out with two image databases containing defect images, one from a metal web inspection system and the other from a paper web inspection system. All images were grayscale, supplied with mask images containing segmentation information, which was used to remove edge pixels from uninteresting areas of the images. The images have different kinds of defects and their sizes vary according to the size of a defect. Classification of defects is based on the cause and type of a defect, and different classes can therefore contain images that are visually dissimilar in many aspects. The paper defect database has 1308 images. They are preclassified into 14 different classes with 100 images in 12 of the classes, 76 images in class number 11 and 32 images in class number 12. The metal defect database has 2004 images. They are preclassified into 14 different classes, with each class containing from 101 up to 165 images. The databases were provided by ABB Oy.
The classification performance of different features was tested with the KNearest Neighbor leave-one-out cross-validation and the built-in CBIR analysis system of a PicSOM [10] , a content-based image retrieval system developed at the Laboratory of Computer and Information Science at Helsinki University of Technology. The main features of PicSOM are efficient indexing based on treestructured self-organizing maps and adaptive querying using relevance feedback. In our earlier work we have applied PicSOM successfully to similar defect image databases that are used in this paper, the largest one having approximately 45000 paper defect images [4, 5] .
Parameter values for the experiments were determined with some initial test runs. The optimum threshold value for these datasets was found to be approximately 15%, meaning that any detected edge pixels with a strength less than 15% of the strongest edge present in the image were discarded. Good results were obtained, while keeping the feature vector as short as possible, by using two edge pixel pair displacements, d = (1, 1) and d = (2, 2). The feature vector was formed by concatenating the ECMs written in vector form.
KNN classification results
Classification results with K-Nearest Neighbor leave-one-out cross-validation are shown in Tables 1 and 2 . The results are compared with those obtained with the different MPEG-7 descriptors and the SSD using segmentation masks. Tables 1 and 2 show also the results of a comparison using a set of features previously found to be good, including the edge histogram (EH). The classification results for a set of features were determined by voting. The comparison shows classification success rates with the earlier four features, then with the ECM added, and finally with the EH removed and replaced with the ECM. The average success rate is weighted with the number of images in each class.
The ECM performed very well as an individual feature, ranking as the second best feature in the metal database and the third best feature in the paper database. Overall it performed better than the EH, although the EH outperformed it in some individual classes, mostly in the paper database.
Adding the ECM to the set of features increases the classification success rate for most of the individual classes, and increases the average success rate a few percent in the metal database, while in the paper database there is no noticeable change in the average success rate. Removing the EH feature results in a slight decrease in success rates, but in the metal database the results are still better than without the ECM, and in the paper database only slightly worse than without the ECM. 
CBIR results
Figures 2-3 show a similar comparison with PicSOM's CBIR analysis system, which emulates a human user making queries and giving feedback on the retrieved images in order to find images belonging to a specific class. The results are recall and precision values for each iteration of image retrieval. Recall is the percentage of images belonging to the desired class that have been retrieved so far. A recall of 100% means that all desired images have been found. Precision is the percentage of desired images from all the images retrieved so far. Precision should be higher than the a priori probability of the desired class, otherwise the system's retrieval performance is worse than random selection.
First on the left are precision/recall graphs, illustrating the retrieval performance as the query progresses. The average graph shown is a result of calculating for each iteration the weighted average of the precision and recall values over all classes. The graphs in the middle show the recall value on each iteration. The bar graphs show the recall values for each class on iterations 8 and 16 for the metal database, and iterations 5 and 10 for the paper database. Nearly all classes in the metal database have between 140 and 160 images, and less than 100 in the paper database. Since 20 images are retrieved on each iteration, an ideal system would achieve 100% recall after 8 and 5 iterations on the metal and paper databases, respectively. To see how the recall value increases when additional iterations are used, the number is doubled.
Adding the ECM to the set of features increases recall results clearly, even in the paper database, which did not show any improvement in the KNN classification results. PicSOM's CBIR system is able to give more weight to a feature when it is performing well, so that a set of complementing features can be utilized efficiently. The results show that the ECM provides additional discriminatory power beyond that of the EH.
Discussion
Initial tests revealed the significant effect the choice of edge pixel pair displacements has on ECM results. Increasing the displacement distance reduced classification success rates, which is to be expected, because the further apart two pixels are, the less likely they are to have any meaningful relationship to each other, and also the less likely it is that they are both edge pixels, since a significant portion of the image contains no edges. Averaging multiple ECMs with different displacement directions was not very beneficial. Doing so introduces rotation invariance to the co-occurence histogram, and in this application the orientations of the defect shapes are significant.
The ECM differs from the GLCM in some crucial ways. Most of the contents of the GLCM is concentrated on the diagonal since a pixel in a natural image is usually surrounded by pixels with the same or very similar gray level. Also the upper right and lower left corners are usually very nearly empty, since it is unlikely that a pixel with the lowest possible gray level would be near a pixel with the highest possible gray level. However, in the ECM there are no "low" and "high" values for edge directions so the corners actually represent pairs with similar edge directions. The values are not usually distributed evenly along the diagonal but instead the general shape of an object in an image has a strong effect on the distribution. For example, a horizontally elongated object is likely to have most of the values concentrated around the elements (0,0) and (4, 4) where 0 and 4 are the values for the horizontal edges.
As already noted, the ECM is an extension of the co-occurrence matrix of edge directions that was proposed by Brandt et al. [7] . While the former method collects edge pixel pairs separated by a given displacement, the latter method collects edge pixel pairs separated by a set of displacements. This set contains eight displacements that cover all eight neighboring edge pixel pairs for each pixel position in an image. So the co-occurrence matrix of edge directions is an average of eight ECMs that are formed with different displacement vectors.
In this paper a novel statistical shape feature called the edge co-occurrence matrix (ECM) was presented. The KNN classification performance and the retrieval performance in the PicSOM CBIR system were tested and compared with several other feature descriptors using two defect image databases. The results in all cases show the ECM to be quite efficient.
Using the entire ECM results in a long feature vector which can be unpractical. The work will be continued with experiments on the application of Haralick features, commonly used with GLCMs, on the ECM, in order to produce shorter and more efficient feature vectors.
