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Several years ago, we proposed and studied a
linearization and decomposition algorithm for
computing general urban traffic equilibria. The
procedure applies to models that include link
interactions, multiple commodities (e.g., modes of
transit, or user classes), and with demand
relationships general enough to model inter-
actions between origin-destination pairs, such as
travelers at an origin choosing trips from among
several possible destinations. As reported in
this paper, our computational experience with this
algorithm has been very promising. It suggests
that linearization and decomposition methods
enable general problems to be solved with
computational effort comparable to that of
specialized techniques used for solving sub-
classes of equilibrium problems that have
equivalent optimization formulations.
INTRODUCTION
Models of urban traffic equilibria, like
similar network applications in communication,
water resource planning, and spatially separated
economic markets, are specially structured large-
scale systems of nonlinear equations and inequal-
ities. Often these models are stated in the form
of equivalent fixed point models, nonlinear
complementarity problems, or variational inequal-
ity formulations--all problem domains that have
attracted considerable algorithmic development.
Nevertheless, because they are so large, network
equlibirum models have eluded solution by general
purpose methods devised in any of these problem
contexts. This lack of applicability has prompted
researchers to search for new algorithms including
special purpose methods that exploit the
underlying network structure.
In this paper, we study a Newton-type lineari-
zation method and several decomposition proce-
dures for solving a general traffic equilibrium
model. Our computational results suggest that
these solution strategies can be very effective;
indeed, they require little more computational
effort than algorithms for solving simpler classes
of equilibrium models.
The first attempts at solving large-scale
traffic equilibria problems appeared in the late
1960's and early 1970's. These methods grew out
of seminal work by Beckman, McGuire and Winsten
This article has appeared in Proceedings,
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(7), and related work by Samuelson (34) in a
different context, who showed that certain
classes of equilibria problems (basically, single
mode problems with no link interactions and with
travel demand functions with scalar arguments)
could be formulated as equivalent nonlinear pro-
gramming problems with linear network flow con-
straints. The first algorithms of this type were
feasible direction algorithms with linear rates
of convergence [Bruynooghe, Gilbert and
Sakarovitch (10), Cantor and Gerla (12), Golden
(23), and LeBlanc (28)]. More recent studies
have considered acceleration procedures [Florian
(20)] for these algorithms and second order
methods [Bertsekas (8), Dembo and Klincewicz
(18)].
As the models of urban traffic equilibria
became more general, they no longer could be
formulated as equivalent optimization problems.
Rather, they gave rise to models formulated as
nonlinear complementarity problems [Aashtiani and
Magnanti (2)], as stationary point problems
[Asmuth (6)] and as variational inequalities
[Smith (36)]. Consequently, solution methods had
to be tailored for one of these related formula-
tions. This paper summarizes one of the first
algorithmic studies of this variety, but which
has appeared to date only in unpublished reports
[Aashtiani (1), Aashtiani and Magnanti (3)].
Since these results were first developed, several
insightful studies have established conditions
under which the solution strategies of this paper
are guaranteed to converge. Pang and Chan (33)
and related results of Josephy (26) have estab-
lished local convergence for the Newton-type
linearization algorithm of our study and Dafermos
(15-17), Florian (21) and Pang and Chan (32) have
established convergence criteria for Gauss-Jordon
and Gauss-Seidel type iterative methods like the
decomposition methods that we have proposed.
Basically, these results require monotonicity and
some form of diagonal dominance of the underlying
problem maps (though only locally for Newton's
method). Other studies by Ahn (4), Ahn and Hogan
(5) and Irwin and Yang (25) have established
similar results in the context of energy distri-
bution and production in spatially separated
markets. In addition, Bertsekas and Gafni (9)
have studied convergence properties of projection
type methods. Rather than repeat the detailed
analyses and proofs of convergence, we refer the
reader to these original sources.
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2These studies now provide a firmer theoreti-
cal foundation for our computational procedures.
With the interest that they have generated and
with the continued attractiveness of algorithmic
research related to our study, publication of
this solution approach and of our empirical find-
ings would seem to be timely.
Although we limit the discussion in this
paper to urban traffic applications, the algori-
thms that we consider apply equally as well in a
variety of other network equilibria applications.
1. THE MODEL
The traffic equilibrium model aims to predict
flow patterns on links of an urban transit
network. The basic ingredients of the model are
demands for flow between specified origin and
destination (O-D) pairs of the network and delay
costs (time) on the paths p of the network.
Formally, for a given network [N, A] with a
set N of nodes and a set A of directed arcs, the
model is a system of nonlinear euqations and
inequalities:
(Tp(h)-ui)hp= 0
(T(h)-ui ) > 0
for all PEPi and iI (l.a)
for all pePi and iEI (l.lb)
h - Di(u)= for all
PePi.
h >0
u > 0.
icI (l.lc)
(1.1d)
(1.1le)
The decision variables for this model are
The first two equations in (1.1) model
Wardrop's traffic equlibrium law requiring that
for any O-D pair i, the travel time (generalized
travel time) for all paths, pPi, with posi-
tive flow, hp > 0, is the same and equal to
ui, which is less than or equal to the travel
time for any path with zero flow. Equation
(l.lc) requires that the total flow among differ-
ent paths between any O-D pair i equals the total
demand, Di(u), which in turn depends upon the
congestion in the network through the shortest
path variable u. Conditions (.ld) and (.le)
state that both flow on paths and minimum travel
times should be nonnegative.
Before continuing, let us introduce notation
that will streamline our discussion at points.
Let = [ (p, a)] denote a path-link
incident matrix (6 (p, a) = 1 if link a lies on
path p). Then v = Ah is a vector of link flows
corresponding to the vector h of path flows. For
each link aA, let ta(v) denote a delay func-
tion defined on the link and let t(v) denote the
vector-valued function with components ta(v).
Similarly, let D(u) denote the vector-valued
function with components Di(u) and let T(h)
denote a vector-valued function with components
T (h). In addition, let FL (h) = {hp:pcP }
denote the flow joining O-D pair i. Finally, let
k denote the number of links in the network and
let denote an incident matrix of paths versus
O-D pairs.
With this notation, we can formulate an
important special case of the equilibrium problem
(1.1) -- an additive model in which
T(h) = ATt(v). (1.2)
hp the flow on path p of the network,
h, the vector of path flows hp with
dimension r equal to the total number of
O-D pair and path combinations,
ui, an accessibility variable, or shortest
travel time, between O-D pair i,
u, the vector of accessibility variables
ui with dimension s equal to the
number of O-D pairs.
The parameters for the model are
I, the set of O-D pairs,
Pi the set of paths joining O-D pair i,
Di(u), the demand function for O-D pair i;
D: Rs + , and
+ +
T (h), the volume delay, or general dsutility,
function for path p; T: R R+.
We assume that at least one path joins each
origin and destination pair. Note that any path
p joins, and hence defines, a unique origin-
destination pair icI.
That is, the volume delay on path p is the sum of
volume delays of the arcs in that path. Through-
out the remainder of this paper we assume that
the equilibrium model is additive, i.e., equation
(1.2) applies.
The notation of the equilibrium model (1.1)
is deceptively simple and somewhat disguises its
generality. In particular, a judicious choice of
network structure permits the formulation to
model a wide range of equilibrium applications
including multi-modal transit, multiple classes
of users, and destination or origin choice. To
model multi-modal situations, we might view the
equilibrium as occurring on an extended network
with a distinct component for each mode of
transit. [Dafermos (14) and Sheffi (35) adopt
this approach as well]. The component networks
might be identical copies of the underlying
physical transportation network, as when autos
and buses share a common street network. Since
the delay ta(v) on links of the automobile
component network depend upon the full vector v
of link flows, the delay function can account for
congestion added by buses sharing these links.
Note, though, that the networks for each mode
need not be the same. Consequently, bus routes
might be fixed and subway links might be distinct
from those of other modes.
3Aashtiani and Magnanti (2) specify more
details concerning the model's range of applica-
tions and demonstrate that only mild continuity
assumptions are required to establish the exist-
ence of an equilibrium solution.
Notice that the first set of equations (.la)
in the equilibrium formulation (1.1) state that
the product of one of the problem variables hp
and a particular function f(h,u) T(h) - ui is
zero. Moreover, by inequalities (l.lB) and (l.ld)
both terms hp and fp(h,u) in the product hpfp(h,u)
must be nonnegative. As such, the equilibrium
model (1.1) is reminiscent of the well-known
nonlinear complementarity problem:
xiFi(x) = 0
Fi(x) > 0
xi 0.
for i = 1, 2,...,m (1.3)
In referring to this formulation, we let x be an
m-dimensional vector with components xi and
F(x) be the vector-valued function with m
component functions Fl(x), F2 (x), ..., Fm(x).
Suppose that we let g.(h,u) FL (h) - D (u)
1for all icI and replace equations (1.c) in the
equilibrium model (1.1) with the constraints
(1.4)gi (h,u) > 0
and ui gi (h,u) = 0.
Then the model becomes a nonlinear complmentarity
problem with the identifications
m r+s
x = (h,u)
and F(x) = (fp(x) for all pePi and icI, gi(x)
for all i) Rm.
If we make the mild assumption that the
travel time ta(v) on each link a of the network
is positive and that demand function Di(u) is
nonnegative, then the equilibrium model (1.1) and
the nonlinear complementarity version of the
problem are equivalent. Essentially, these
assumptions imply that the shortest travel time
ui between each origin-destination pair i is
positive. Consequently, the conditions (1.4)
imply that gi(h,u) = 0, which is equation
(l.lc). Aashtiani and Magnanti (2) prove this
equivalence algebraically.
Our solution procedure will be cast as a
method for solving this nonlinear complementarity
version of the equilibrium model.
2. SOLUTION STRATEGY
The formulation of the traffic equilibrium
problem as a nonlinear complementarity problem
brings the entire theory of complementarity to
bear on the problem, but has little algorithmic
consequence. Usually transportation problems are
far too large to be solved by available nonlinear
complementarity algorithms [Kojima (27), LUthi
(30)1. For example, even a small problem with
100 O-D pairs and with only 10 paths joining each
O-D pair contains more than 1000 variables,
whereas the largest nonlinear complementarity
problem that general purpose codes can solve has
on the order of 100 variables, and even then
requires a few minutes of solution (CPU) time.
Since our formulation of the traffic equilibrium
problem has one variable for each path joining an
O-D pair and the number of paths in a network
explode combinationally with the size of the
problem, solution by general nonlinear comple-
mentarity algorithms would appear to be hopeless.
2.1 Decomposition
To overcome the computational burden imposed
by the problem size, we propose an iterative
decomposition scheme. In this procedure, we
partition the set of variables {xi; icI} into
a collection of mutually exclusive subsets
I1,--., IM. Then corresponding to each subset
Ij, we define a subproblem (SPj) as follows:
Fi(x)xi = 0
(SPj) Fi(x) > 0
xi 0
for all iIJ
for all ij
for all icIj.
In this formulation all of the components of x
are fixed except those xi with iIj.
Obviously, each (SPj) is a restricted version
of the orginal nonlinear complementarity problem.
To solve the problem we might use a standard
Gauss-Jordan or Gauss-Seidel type solution
strategy. That is, given a solution xq at some
iteration of the procedure, we find xq+l by
solving (SP1 ), (SP2), ..., (SPI) in order. Within
each subproblem (SPj) we let xi = xiq for all
icI - I in the Gauss-Jordan procedure and solve
for xiq+l for icIj. In the Gauss-Seidel
procedure, we use the most recently computed values
of each x at every sqep. That is, when solvingqm
(SPJ) we let x= xi for every iI K and K < J.
The efficiency of this procedure depends
heavily upon how the set I is decomposed.
Typically, it is best to collect together those
variables that are most related to each other, so
that the corresponding subproblem inherits the
characteristics of the original problem. For
example, in the case of destination choice demand
functions, we might decompose the problem in
terms of origins. We describe the decomposition
criteria in more detail in later subsections
after first looking more closely at the computa-
tional requirements for solving each subproblem.
2.2 Linearization
Note that a decomposition of the equilibrium
problem in terms of its O-D pairs would seem to
provide the smallest subproblems that inherit the
essential characteristics of the original
problem. But, even for this decomposition, the
number of variables, corresponding to the number
of available paths joining the origin and desti-
nation would be so large that no nonlinear com-
plementarity algorithm could be used directly to
solve the subproblems. Although the number of
paths with positive flow is usually small (on the
order of 4 or 5) even by knowing these paths it
4is still not efficient to use general purpose
nonlinear complementarity algorithms, because
they would require an enormous number of func-
tional evaluations. For instance at each vertex
in their grid search procedure, simplical path
methods must evaluate all of the link-volume
delay functions.
This difficulty, which is in the nature of
the nonlinear complementarity problem, can be
overcome by introducing an iterative lineari-
zation scheme, which is a version of Newton's
method for linear inequality and equality systems.
We define the linearized problem for the
nonlinear complementarity problem (1.3) at a
point x as follows:
[F(x) + (x - x)VF(x)]x = 
(LCP) F(x) + (x - x)VF(x) > 0
x > 0.
We can then attempt to solve the nonlinear com-
plementarity problem by successive linearization.
That is, given a feasible solution xq at some
iteration q, we define xq+l as the solution to
(LCP) linearized at xq.
Clearly, (LCP) is a linear complementarity
problem. As is well-known, whenever VF(x), the
Hessian of F(x), is a positive semi-definite
matrix, complementary pivot methods [Cottle and
Dantzig(13), Eaves (19), and Lemke (29)] would
solve the problem efficiently. These algorithms
can solve problems with 100 variables within a
few seconds of CPU time. Therefore, if this
iterative procedure gives us a "reasonable" solu-
tion after only a few linearizations, then it
would be much faster than any general purpose
nonlinear complementarity algorithm.
This technique has one significant advantage
when applied to the traffic equilibrium problem:
the linearized problem (LCP) is a traffic equi-
librium problem with linear affine functions and
inherits any special structure of original prob-
lem, but is much easier to solve. Nevertheless,
even for this simplified linear problem there is
no efficient algorithm for large-scale applica-
tions currently available in the transportation
literature (for the general case when Vt(v) or
VD(u) are non-symmetric), even though the prob-
lem can be solved by linear complementarity
algorithms.
Nonetheless, because the linearized problem
is a traffic equilibrium problem, we can exploit
the nature of the problem as being cast in terms
of path flows. At each iteration, instead of
requiring all paths in the problem formulation,
we can include only those paths that have posi-
tive flows. This is possible because we can
generate shorter travel time paths, if there are
any, by using a shortest path algorithm at each
iteration (see section 3). Therefore, the (LCP)
is much smaller in size than the nonlinar comple-
mentarity problem and, consequently, much easier
to solve, so that problems with 100 O-D pairs
could be solved easily without using any decompo-
sition.
For the traffic equilibrium problem it is
easy to see that VF(x) is positive semi-
definite when both Vt(v) and -VD(u) are posi-
tive semi-definite matrices. To see this, using
the vector notation introduced earlier we have
x = (h,u), v = Ah
and
F(x) = (ATt(Ah) - ru, rTh - D(u)).
Thus,Thus, r AT Vt(Ah) ' A -r
VF(x) = T
-Fx rT, -VD(u) 31~~
Clearly VF(x) is a positive semi-definite matrix,
because for any x = (h,u) and v = Ah we have:
-T - -T.T - -T.- -TT Dx VF(x)x=(h A )Vt(Ah)(Ah) - ru+u rh-u VD(u)u
= T - + T>0
= v Vt(v)v +u (-VD(u))u > 0.
2.3 Composite Strategy
The size of many applications met in
practice, with hundreds or even thousands of O-D
pairs, precludes the solution of successive
linearizations. Therefore, despite its
attractiveness, the linearization scheme cannot
be applied directly to many real-life problems.
We can, however, combine decomposition and
linearization in a composite solution scheme:
General Scheme
Step 1 - Choose a starting point x and set q = 0.
Step 2 - Set J = 0.
Step 3 - Set J = J + 1. If J > M, go to step 6.
Otherwise, set = xJ and set qq = 0.
Step 4 - Solve (LSPj), linearized at x, to find
a new point called x q+l .
Step 5 - Set qq = qq + 1. If x3q is a "reason-
able" solution to (LSPj), then go to
step 3. Otherwise set x+l = xq and go
to step 4.
Step 6 - Set q - q + 1. If xq is a "reasonable"
solution to the nonlinear complemenarity
problem, then stop. Otherwise, go to
step 2.
We refer to this procedure as either the composite
algorithm or the linearization algorithm.
In this algorithm description, (LSPj) 
corresponds to the linearization of (SPj) at x,
defined by replacing Fi(x) with its linear
approximation F (x) + (x - x ) VF (x) where x
denotes the vector (x ; c JJ) and Fi(x) 
denotes the vector (ai(x)/ ; k I5).
5We refer to each pass though every subproblem
in the algorithm as a cycle (i.e., whenever we
re-execute step 2) and refer to each solution of
a linearized subproblem as an iteration.
Note that when M = 1, the composite scheme
reduces to the linearization scheme, and when all
functions are linear, it reduces to the decompo-
sition scheme.
In the next section, where we describe imple-
mentation details of the algorithm, we show how
to choose the starting point x and give some
practical criteria for assessing when a solution
is "reasonable".
3. IMPLEMENTATION
3.1 - Approximate Equilibria
In solving any traffic equilibrium problem we
will never compute a solution exactly. Rather,
we require a convergence critieria that defines
an approximate solution. Toward this end, for
any > o, we say that a flow pattern h* is an
c-approximate equilibria if it satisfies the
conditions:
(u i-ui ) <_ c for all iI (Al)
iFLi(h*)-Di(u*) I/Di(u*) < E for all icI
where for all icI
(A2)
u Min T (h*) and u = Max{T (h*) < 
pcp p 1 
hp 0
The first condition (Al) guarantees that the
percentage difference between the longest path
with positive flow and the shortest path is less
that c for all O-D pairs. The second condition
guarantees that the percentage difference between
the flow FLi(h*) and the demand Di(u*)
between any O-D pair i is less than for all
O-D pairs. Sometimes we refer to as the
accuracy of the solution.
When we are applying the decomposition (or
linearization) scheme, it does not pay to solve
each subproblem (or linearization) to within the
ultimate accuracy c, because the accuracy for
any subproblem will be destroyed when another
subproblem is solved. Therefore, it is better to
start with a less stringent accuracy requirement
and to decrease it until the ultimate accuracy is
achieved. For example, we can start with an
accuracy of ne for some integer n > 0 and some
6 > 1. After achieving the accuracy Snc, the
algorithm continues to impose accuracy require-
ments n¢1c, n-2c, . . . and finally, after n
steps, accuracy c. This feature increases the
efficiency of the algorithm enormously.
3.2 Starting Solution
To find a starting solution to initiate the
iterative algorithm, we can use an all-or-nothing
assignment which finds, for each O-D pair i, the
shortest path p when all links have zero flow,
and assigns all of the generated demand to that
path. That is, define u as the cost of path
pT when all arcs flows are equal to zero and
assign Di(u°) units of flow to p.
Notice that in this all-or-nothing assign-
ment, we assign the flow generated by the demand
function to a shortest path for each O-D pair
sequentially, without considering the effect of
the congestion from the flow previously
assigned. This might lead us to assign too much
flow on those links that have low free-flow
travel times. To avoid this, we can update the
minimum travel times, u, after each assignment.
Also, since the initial u, as compared to the
u at equilibrium, is small, and, since the demand
functions are usually increasing, the all-or-
nothing assignment procedure generates too much
initial flow, far from the value at the equilib-
rium. To avoid this, we can assign only some
fraction of the generated demands to the shortest
paths. We have used this modified all-or-nothing
assignment, with the choice of 0.5 for the frac-
tion, in our computational results.
3.3 Path Generation
As we mentioned previously, when solving each
linearization, we include only those paths that
have positive flow; we refer to these paths as
the set of working paths, denote PiW. We
also refer to any solution (h*, u*) as an -
approximate equilibrium with respect to the work-
ing paths if it satisfies conditions (Al) and
(A2) with the sets PiW for all icI. To
guarantee that this solution is an c-approximate
equilibria over all paths, that is, over the sets
Pi for all iI, we must satisfy the following
condition:
[u* - Min T(h*)]/ui* < for all icI. (A3)
p~~~ -Ppcp PC 
To construct the set of working-paths, we
start with the paths in the initial solution. We
add any path that gives Min{Tp(h*):pcPi}
and that satisfies condition A3) to the set of
PiW. Also, we always delete any path with
zero flow from the set of PiW to maintain
the size of the working-path sets as small as
possible.
Because we must apply the shortest paths so
many times, once for each iteration, their compu-
tation becomes one of the most time consuming
components of the linearization algorithm. Con-
sequently, since most shortest path algorithms
find all the shortest paths from one origin to
all destinations simulataneously, we will typi-
cally want to apply a decomposition by origin.
Thus, we do not put two O-D pairs with different
origins into the same subproblem unless all the
other O-D pairs with the same origins are
included in the subproblem.
Moreover, as noted previously, we would like
to avoid expending too much time in one subprob-
lem finding a very accurate solution, which will
later be destroyed. Instead, we prefer to spread
our work to achieve, simultaneously, the same,
6but relaxed, accuracy for all subproblems. This
suggests that we test condition (A3) and
generate a shortest path for each O-D pair only
once in each cycle, rather than generating a new
shortest path after each iteration (lineari-
zation). When no linearization change of flow
takes place in one cycle, then the given accuracy
has been achieved and condition (A3) is satisfied.
3.4 Decomposition
The traffic equilibrium problem is rich
enough to permit various forms of decomposition.
The selection from among the various options
depends upon the size of the problem and the
nature of the demand function. For reasons dis-
cussed in the previous sections and also based
upon our intuition, we have decided to consider
the following levels of decomposition:
Level 1 - No decomposition,
Level 2 - Decomposition by origin,
Level 3 - Decomposition by O-D pair,
Level 4 - Decomposition by O-D pair and mode.
Moving from level 1 to level 4, we expect to
incur more cycles and less iterations within each
cycle (because the subproblems become easier to
solve). Therefore, it is not clear which level
of decompositin is best in terms of efficiency.
However, as the size of the problem increases we
are forced to use the higher levels of decompo-
sition. On the other hand, as the demand depen-
dency increases, the lower levels of the decompo-
sition will be preferred.
Generally, we will tend to choose level 1
whenever the demand function is completely depen-
dent (i.e., the demand for the O-D pairs depends
upon the full vector of accessibility variables).
We will choose level 2 when we have a destination
choice demand function. Level 3 will be our
choice when we have only mode choice demand func-
tions; otherwise, we select level 4. In each
case, if the size of the subproblem does not
permit us to use that level, we move to the next
higher level of decomposition.
Notice that when there is no mode dependency
in the demand function, decomposition by mode
might be best as the first level of decomposition.
3.5 Summary
To see how the composite linearization and
decomposition algorithm applies to the traffic
equilibrium problem, in this section we briefly
summarize the steps of the algorithm when using a
decomposition by O-D pairs.
To reduce the number of applications of the
shortest path algorithm, we use a two-level de-
composition scheme. In this first level, we
decompose the problem by origins and find the
shortest path tree for each origin. Then for
each origin, in the second level we decompose the
problem in terms of destinations to construct
subproblems. In this way, we solve shortest path
problems only once in each cycle.
To simplify the discussion, we consider the
single mode case. For the multi-modal case, when
using O-D decompostion, the steps of the
algorithm remain unchanged except that everything
is in a vector space corresponding to all modes.
For example, each subproblem corresponds to one
O-D pair and all possible modes between the O-D
pair. The algorithm would be slightly different
if we first decompose the problem in terms of
modes and then with respect to origins.
The algorithm is a refinement of the skeleton
description given in section 2.3. We start by
finding the initial solution (hO, u) by the
modified all-or-nothing procedure described in
section 3.2. The user also specifies several
parameters: (i) > o is the convergence para-
meter to be applied in the convergence criteria
of section 3.1; (ii) n = 6nE is a relaxed
convergence criteria to be applied when solving
the linearization and decomposition problems at
any point. The parameter 6 > 1 specifies how
quickly the algorithm will reduce the convergience
criteria. The initial value of n of n is another
user supplied parameter. When the solution satis-
fies (A1), (A2) and (A3) and is an En-approx-
imate solution, the algorithm then reduces n by 1
(until it equals 0) and begins step 2 again.
A solution is said to be "reasonable" in
steps (4) and (6) if it satisfies convergence
critieria (Al) and (A2) with Pi replaced by
PiWu{piq} where pq is the shortest path
joining O-D pair computed t h. Here x =
(hq, uq). We add Pjq to Pi and delete any path
p from P that becomes zero in the solution to
h q obtained when solving for O-D pair J = {i}.
To solve each subproblem, we will use the
solution from previous steps as the starting
solution. It is more reasonable, in the overall
procedure, that we always use the most recently
generated information. To do this, we update all
of the data (including path flows, volume delays,
minimum travel times, and so forth) whenever any
change in the flow occurs. This Gauss-Seidel
strategy is applied to the all-or-nothing assign-
ment and to the decomposition and linearization
schemes.
For this algorithm, the corresponding sub-
problem (SPi) for O-D pair i with the set of
working-paths piW can be written in the form
of (1.1) with PiW replacing Pi. In this
formulation,
T (h) = Z a · t (v) for all pEPW
P aeA ap a a
and
v = F + 6ap h
a a WPe ap p
where F
apairs on
at (h ,u
for all aEA
is the sum of the flows by other O-D
link a. he linearization (LSP ) of (SP.)
) for pEPiis obtained by replacing Tp(h)'
7by
UT (h)
(Tp(h)+ Z (h p-h ) P
P p'CP W P p pi
and by replacing Di(u) by:
_ _ aDi(u)
( Z whp- Di(u) - (ui-ui) au ).
Here for Pi all pp P
Here for all p,p' 
aT (h)
ah =
8hp,
use the algorithm presented by Golden (24) which
is based upon Bellman's method. This algorithm
can solve problems with 1000 nodes and 5000 links
in less than one second.
All of the programs have been run on an IBM
370/168 using the Fortran G compiler. Reported
CPU times do not include I/0 times.
Example 4.1 The network for this example has 9
nodes, 36 links, and 12 O-D pairs.
at (v)
Z Z 6 . 6 a
cAa'A a p a P ava,
Although computation of the coefficient matrix
for each (LSPi) at each iteration looks formi-
dable and time-consuming, there are efficient
ways to perform these computations. Aashtiani
(1), Aashtiani and Magnanti (3) specify further
details on this point and describe the algorithm
and its variants in greater detail.
3.6 Assumptions
From the computational point of view, the
linearization algorithm only requires some mild
assumptions. More restrictive assumptions might
be needed, however, to guarantee convergence of
the algorithm. These mild assumptions are
i) The vector functions t(f) and D(u) are
continuous and differentiable.
ii) Both t(f) and -D(u) are monotone functions,
i.e., Vt(f) and -VD(u) are positive semi-
definitive matrices.
It is easy to show that, for any form of decompo-
sition discussed in section 3.4, the coefficient
matrix associated with any (LSPi) is positive
semi-definite; as we have already noted this is a
sufficient condition to solve (LSPi) by linear
complementarity algorithms.
For transportation applications, these are
very mild assumptions that are valid for many of
the demand and volume delay model met in practice.
4. COMPUTATIONAL RESULTS
We have tested the composite linearization and
decomposition algorithm on a variety of small
problems with many different demand models and on
some larger problems using data generated by
other researchers. In this section, we summarize
the algorithm's performance on three of these
test cases we have. Aashtiani (1) and Aashtiani
and Magnanti (3) report on a broader set of com-
putational studies.
To solve the linear complementarity problem
we use Lemke's Algorithm [Lemke (29)], which is
an efficient algorithm that can solve the prob-
lems with a few hundred variables within a couple
of seconds. To find the shortest path trees, we
Figure 4.1 Network Configuration for Example 4.1
The volume delay functions are given as
ta(Va) = a + 0.002 * a va
where a and a are parameters ranging
from 0 to 1. Steenbrink (37) specifies their
values. There is, for each O-D pair i-j with i #
j = 1, 2, 3, 4, a fixed demand with values
specified in table 4.1.
Destination
Origin 1 2 3 4
1 - 2000 2000 1000
2 200 - 1000 2000
3 200 100 - 1000
4 100 200 100 -
Table 4.1 Trip Table for Example 4.1
For a decomposition by O-D pair, and a choice
of = 1.0, = 5, and n = 2, the lineari-
zation algorithm solved this problem in 0.2
seconds of CPU time after 10 cycles and 45
linearizations. Notice that since the volume
delay functions for this problem are linear, the
equiv- alent minimization problem is a quadratic
program. For different levels of accuracies,
table 4.2 shows the value of
36 Va
Z Jo ta(X)dx,
a=l
which is equivalent to the objective value func-
tion for the minimization problem. Comparing
these values to 16970, the objective value that
Steenbrink found by quadratic programming
methods, illustrates the accuracy of the lineari-
zation algorithm, even though the goal of the
algorithm is not minimizing the objective value.
8Note that solution with only 5% accuracy is as
good in objective value as the solution found by
Steenbrink.
Accuracy 36 a
Zv ' V t (vE va taZ JO ta(x)dx
a a-l
Initial 102,031.44 53,246.00
25% 27,369.15 17,198.93
5% 27,003.61 16,971.05
1% 26,965.25 16,958.24
Table 4.2 Total Travel Time for Example 4.1
Example 4.2: This test problem is taken from
LeBlanc (28). The network consists of 24 nodes,
76 links, and 552 -D pairs (all node pair combi-
nations). There is a fixed demand between each
0-D pair, and the volume delay functions are
defined as
t(v ) a + v
4
.
a a a a a
LeBlanc (28) specifies values for the parameters.
We applied the linearization algorithm to
this test problem with the choice of = 1,
6 5, n - 2, and used decomposition by -D
pairs. The algorithm terminated after 18 cycles
and 564 linearizations, and required 3.32 seconds
of CPU time to find solutions with 1% accuracy.
Table 4.3 shows the number of linearizations,
total link travel time, and the maximum per-
centage change in the link flow after each
cycle. In addition, it shows the maximum per-
centage change after each iteration for the
Frank-Wolfe algorithm used by LeBlanc. These
results demonstrate how fast the linearization
algorithm converges and how it exhibits less of
the tailing phenomenon that is typical of the
Frank-Wolfe algorithm. In terms of computational
time, the linearization algorithm required 2.15
seconds on an IBM 370/168 to achieve 5% accuracy,
while the Frank-Wolfe algorithm required 10
seconds on the CDC 74 (notice that the IBM 370 is
much faster than the CDC 74).
The accelerated convergence of the linearized
algorithm migh be expected. For problems like
this that leave an equivalent optimization pro-
blem, linearization can be interpreted as making
a quadratic approximation to the objective func-
tion (compare this with Newton's method for un-
constrained minimization).
¢~ycLe Ma..'z oi As I..I,:*1 1._'Lax ,z; C..m. :u Li,/ FL-
IubLv.r Ln.i:'..*-,ffl. T.vgl T~.~' ~a Lic.k £).ow ~y FZ*4uk-.,:
v - 922.'). - -
1 185 140.00 19o.J 68 .7
2 74 108.91 38., 4b..
J 30 102.22 14.7 39.4
* 9 100.7J 14.5 50.0
5 73 97.09 17.8 32.1
6 48 96.1 14.9 100.0
7 ~' 2.25 95.92 7.2 41.1
8 18 95.82 5.3 21.6
9 5 96.0: 6.6 35.4
10 37 95.96 3.1 16.3
11 is 95.3 .8 25.0
12 14 95.9. .8 16.0
13 11 95.91 .8 13.9
14 8 95.92 .4 9.6
15 6 95.V; .5 11.4
16 2 95.92 .$ 7.7
17 1 95.'Z .3 11.2
18 0 95.92 .0 7.9
Table 4.3 Computational Results for Example 4.2
Example 4.2: This example is a moderately-sized
test problem with real data from the city of
Hull, Canada. It has been used by researchers in
several other studies [e.g., Florian and Nguyen
(22)]. The computational results for this
example give some idea of how well the lineari-
zation algorithm performs, compared to the other
algorithms, both in terms of convergence and
efficiency.
The network has 155 nodes, 376 one-way links,
27 zones, and 702 0-D pairs (all possible zone
combinations). There is only one mode of trans-
portation (auto). The volume delay functions are
given by the travel time function suggested in
the Bureau of Public Roads traffic assignment
manual (11), which has the form
ta(fa ) = t[1 + .15(va/ca) 4 ]aaa a a
with parameters t specifying the free-flow
time on link a and a specifying the nominal
capacity of link a. Finally, there is a fixed
demand between each -D pair. The data for this
problem is a slight modification of that used in
Florian and Nguyen (22). In particular, we
scaled the demand by a factor of 10, and this
explains some differences between our results and
those reported elsewhere.
When applying the linearization algorithms
for this problem, we chose e - 1, 5, n = 2 and
a decomposition by -D pairs. The algorithm
terminated after 20 cycles and 590 lineari-
zations, and required 16.37 seconds of CPU time
to find a solution with 1% accuracy. The maximum
number of paths between each -D pair with posi-
9tive flow was 4 and the maximum number of links
in the paths with positive flow was 44.
Table 4.4 shows the number of cycles and
linearizations needed to reach different levels
of accuracy. Also, it shows the computational
times and the total link travel time,
Z Va ta(va).
a
No. of CPU Total Link
Accuracy No. of Lineari- Time Travel Time
C Cycles zations (sec) (min)
Initial 590,336.
25% 4 179 3.81 257,570.
5% 12 405 10.49 236,631.
1% 20 590 16.37 235,776.
Table 4.4 Computational Results for
with Fixed Demand
Example 4.3
Nguyen (31) used the Convex-Simplex Method to
solve the equivalent minimization problem for
this problem. This algorithm required 42.16
seconds of CPU time on a CDC CYBER 74 to find a
solution with an accuracy almost equivalent to
5%, as defined in section 3.1 (Nguyen has used a
different criteria to define accuracy).
Florian and Nguyen (22) reported other com-
putational times for both fixed demand and
elastic demand variations of this problem for
different numbers of O-D pairs, up to 421. For
the case of 421 O-D pairs, their algorithm
required 43.42 seconds of the CPU time on the CDC
CYBER 74 to find a solution with 5% accuracy, as
defined in section 3.1. The linerization
algorithm required only 10.49 seconds on an IBM
370/168 for a problem with 702 O-D pairs.
As a second test with this problem, we used
an elastic demand function with a linear func-
tional form:
Di(ui) = bi - aiui for i = 1 .., 702
where ai and bi have been selected randomly
in a fashion similar to that reported in Florian
and Nguyen (22). Table 4.5 shows the results of
this test.
No. of CPU Total Link
Accuracy No. of Lineari- Time Travel Time
C Cycles zations (sec) (min)
Initial 197,681.
25% 6 468 8.03 234,532.
5% 14 1542 11.21 234,344.
1% 20 2548 18.46 234,004.
Table 4.5 Computation Results for Example 6.5
with Elastic Demand
The results in Tables 4.4 and 4.5 shows that
obtaining an equilibrium assignment with elastic
demand requires only 15 percent more computa-
tional time than the fixed demand case. Although
the number of linerizations increases four fold,
the computational time does not grow nearly as
rapidly. This is because the computational time
for the linearization algorithm depends more on
the umber of cycles than the number of lineari-
zations. Therefore, the algorithm is not highly
dependent upon the type of the demand function.
The algorithm presented by Florian and
Nguyen, which is based upon Benders Decomposition
Method, required 54.13 seconds on the CDC CYBE?
74 to achieve 5% accuracy, even with only 421 -D
pairs. This is almost 25 percent more than the
time for the fixed demand problem as compared
with a 15 percent increase in time for the
linearization algorithm. For approximately 702
O-D pairs, the Florian-Nguyen algorithm required
80 seconds on the CDC CYBER 74 to achieve 5%
accuracy. In contrast, the linearization
algorithm required only 11.21 seconds on an IB,
370/168. Of course, the IBM 370/168 is faster
than the CDC CYBEIR 74, though not more tnan four
time as fast. Also notice that they have used
the optimizing FTN compiler, while we have used
the FORTRAN G compiler.
Because of different operating environments,
it is difficult to compare these algorithms. At
the very least, these results show that the
linearization algorithm is as fast as, if not
faster than, the specialized algorithms presented
by Florian and Nguyen, which are among the
fastest existing aoritnms for solving the
traffic equilibrium problem. Moreover, the
linearization algorithm has its own important
advantage, which is the generaiity of the
algorithm compared to any algorithm based upon
minimization techniques.
5. STORAGE REQUIREIMENTS AND DATA STRUCTURES
Implementation of the linearization algorithm
requires three types of storage--the computer
program, the problem data, and path fow infor-
mation. This section comments briefly on
different types of storage schemes that we have
tested.
The computer program itself uses 10K words of
computer memory, including the main program, the
linear complementarity program, the shortest path
algorithm, and all other subroutines.
As described in table 5.1, storing all of the
problem data requires at most 81AI + 6N1 + 10111
words of memory as a function of IAI the number
of links, INI the number of nodes, and III the
number of O-D pairs. This storage includes the
network structure, the tree for the shortest path
algorithm, the link flows and path flows,
parameters of the volume delay and demand functions
(such as the data t, ca, ai, and bi for the city
of Hull problem with elastic demand), and,
finally, vectors to store the update values for
t(f), Vt(f), D(u), and VD(u).'
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Array
Size Arrays
IAI Start-node, End node, Link flow f,
Link travel time t(f), Vt(f), 2
arrays for parameters of the volume
delay function, and one dummy array
for the shortest path subroutine.
INI 4 arrays (including a pointer to the
first link starting at each node, each
node's predecessor node, and level
from the root) to represent the
shortest path tree, shortest travel
time from an origin to all nodes, and
one array for nodes to be scanned.
III Origin node, destination node, 4
arrays for path flows h (those with
positive flow), minimum travel time u,
total demand D(u), VD(u), and number
of used paths between each O-D pair.
Table 5.1 Memory Requirements to Store
the Problem Data
This data can easily be kept in memory on a main-
frame computer such as the IBM 370 even for net-
works with 10,000 links. For implementations with
limited storage, we can reduce storage requir-
ments to 61AI + 61NI +81II at the expense of
additional computation time by reevaluating t(v),
Vt(v), D(u), and VD(u) whenever they are
needed, instead of storing this data.
The last, and major, requirement for storage
is the path information. If we assume that the
maximum number of paths with positive flows is Ml
and the maximum number of links in path is M2,
then for each O-D pair we might allocate a fixed
space equal to Ml * M2 to store arc-path chains.
Therefore, storing all path information requires
Ml * 42 * III words of memory. For the choice
of M = 4, M2 = 50, and IliI = 700, as is the
case of example 4.2, the storage requirement would
be 140K words, which can be stored in core on an
IBM 370. Nevertheless, most computers will charge
for using extra core storage.
To make the linearization algorithm capable of
solving larger problems and, also, to reduce the
cost of using extra core storage, we must reduce
the storage requirement for the path information.
There are two ways to achieve this goal-modifying
the data structure for storing path information,
or using out-of-core storage (e.g., disk or tape).
5.1 A Modified Data Structure
Previously, we allocated a fixed space equal
to M * 2 for each O-D pair. We refer to this
scheme as S1. In practice, though, not all -D
pairs have the maximum number M of paths with
positive flow (for the city of Hull, there are
only 947 paths with positive flow which on average
is only 1.35 paths with positive flow joining each
O-D pair), and not all of the paths have MZ
links. Therefore, there is a great deal of unused
allocated storage. However, this fixed storage
scheme has an advantage: it permits fast access
to groups of paths with the same O-D pairs or with
the same origins (this is important for the
decomposition schemes that we use). In fact this
allocation stores the paths in a sequential order
in terms of O-D pairs and origins.
Since we are generating the paths, it is not
easy to keep this sequential ordering when we use
a variable number of paths M(1, i) and a variable
path length 1(2, i) for each O-D pair i. However,
by introducing some pointers we can still have
good access to a group of paths. Naturally, the
access time to any path would increase beyond that
required by the fixed space scheme. Thus, there
is a tradeoff between CPU time and storage utili-
zation.
We have implemented the linearization
algorithm with a new storage scheme S2 with
variable M(1, i) and fixed M2. Two pointers are
sufficient for locating any path; we call these
FIRST and NEXT. For O-D pair i, FIRST(i) indi-
cates the location of the first path joining O-D
pair i, and NEXT(p) indicates the location of the
next path with the same O-D pair as path p.
NEXT(p) is set to zero when p is the last path
joining an O-D pair.
When applied to the city of Hull example with
elastic demand functions, the new allocation
scheme requires 60K words to store the path infor-
mation, compared to 140K for the original scheme.
This savings in storage reduced the in-core
storage cost by $2.54, but increased the CPU cost
by $0.61. Thus, the total savings in cost was
$1.93.
This modification makes the algorithm capable
of solving larger traffic assignement problems
and, at the same time, reduces the total running
cost. An even better improvement might be
achieved by allocating variable space for M(2, i),
the number of links in the path, as well.
5.2 Out-of-Core Storage
In theory, we can always use out-of-core
storage. But how efficiently? This depends upon
the choice of record size, number of times we need
to access to the records, and, more importantly,
upon the order we need to access the records
(sequential or random).
A fixed space allocation scheme could store
all of the paths with the same O-D pair and same
origin sequentially. Thus, a decomposition scheme
by O-D pair or by origin, would require, within
each cycle of the algorithm, only sequential
access to all of the records. This is not the
case for the modified data structure. For this
reason, it seems that an out-of-core storage
facility is more appropriate for the fixed storage
scheme than for the modified scheme. Now the
question is what is the optimal record size in
terms of total computer running cost.
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We have examined two differnt record sizes.
For the first of these, denoted S3, we chose the
record size equal to Ml * M2 so that we could fit
all of the path information corresponding to each
O-D pair in one record. This storage scheme re-
quired only 45K words of in-core storage which is
a reasonable requirement for any small computer;
this compares to 174K words of storage for the
original storage scheme Sl. Therefore, the
variable space storage scheme is practical for
solving much larger traffic assignment problems.
However, the total running cost increases, as we
might expect, and by a factor of 3. The first
factor contributing to this cost increase is the
accessing cost to out-of-core storage. The second
factor is the increase in in-core storage cost,
even though this run requires less in-core
storage, because the program remains idle during
the accessing process. Finally, the last factor
is the increase in the CPU cost due to substantial
swapping to transfer data from the out-of-core
storage to the arrays in the memory. To reduce
the total running cost for S3, we must decrease
the number of accesses to the out-of-core
storage. To accomplish this, we need to increase
the record size.
For the next storage scheme S4, we chose the
record size equal to M * M2 * d, where d is the
maximum number of destinations associated with
each origin (for the city of Hull, d = 36). In
other words, we store all of the paths originating
at each origin in one record. When equipped with
this storage scheme, the algorithm required an
order of magnitude less accesses to out-of-core
storage for the Hull problem (from 15,620 to
1,333); therefore, the in-core storage cost and
accessing cost decrease substantially when using
S4 instead of S3 (by a factor of 5 1/2). More-
over, S4 required only 7K additional words of
in-core storage.
On the other hand, S4 incurred almost 67% more
CPU time and cost than did S3. (The total cost
for S4 was about 40% less than S3 for the Hull
problem). With S4, at each step the algorithm
must substitute all of the information from the
one record into the corresponding array in
memory. Unfortunately, there is a great deal of
non-usable information in most records, because
not all of the O-D pairs have M paths with posi-
tive flow. In contrast, for the implementation
S3, we only transfer the paths with positive
flows, which are located at the top of the record,
and discard the remainder of the record. This is
not possible for the implementation S4.
Overall, among the four schemes, when there is
no in-core storage limitation, the modified data
structure scheme S2 would be best in terms of
total cost, and the original scheme S1 would be
best in terms of speed. When storage is limited,
scheme S4 seems to be best in terms of total
running cost, as least for the computational test-
ing on the Hull example. We suspect that as pro-
blem size increases even more, the savings of S4
relative to S3 might become even more pronounced.
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