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Abstract 
We describe a ne~ method (!MAP) for popular tree-based Progressive Multiple 
Sequence Alignment algorithms. It improves the quality of the alignments particularly in 
Twilight Zone when the sequence similarity is very low. This is where current heuristic 
algorithms all show a great deal of uncertainty. !MAP provides a flexible framework to 
address the most serious pitfalls caused by the greedy nature of these algorithms when the 
sequence identity falls below 20%. This high divergence causes inaccurate pairwise 
sequence alignments on which an uncertain guide tree is constructed, leading to serious 
misalignments in the final results. To alleviate this problem a broad range of tree-based 
Progressive Multiple Sequence Alignment algorithms have performed pre-processing, post-
processing, or both using consistency based approaches or iterative refinement scheme to 
either prevent the construction of a serious inaccurate guide tree or refine the alignment 
result later iteratively. !MAP not only tackles the core problem (guide tree) but also adopts 
a holistic framework for the progressive process to modify the tree and the alignment 
progressively by integrating available relevant sources of information from data bases, 
facilitating the interaction of the end user with the computation and running statistical 
evaluations, all possible at any stages of the progressive construction. To achieve this, 
!MAP has disintegrated the hard coded dependencies between progressive alignment and 
tree construction (currently) for popular CLUST AL W [I] algorithm (with a potentiality for 
other progressive scheme) to provide a component oriented framework for Multiple 
Sequence Alignment and Phylogeny Reconstruction. In order to have an interactive 
phylogeny, !MAP provides two statistical models and one interactive distance based 
method. Then it establishes new channels (algorithms) between the tree and the alignment 
components. These components can individually interact with the end user (a biologist); 
integrate biological information from data bases or being statistically analyzed at any 
stages of construction. Therefore bilateral evaluations, modifications and corrections can 
take place in each progressive stage. This highly flexible and rich framework achieved an 
average improvement of 11.102% Column score, 9.71% Shift score and 10.85% Sum of 
Pairs score on BaliBase benchmark against the fully automated CLUST AL W [I]. This 
improvement is even higher when the BaliBase benchmark references are limited to the full 
II 
length, high divergent sequences references and far lower for short sequences, "domain 
only regions", references. These results emphasize on the role of a guide tree in aligning 
distantly related sequeuces in tree-based Progressive Multiple Sequence Alignment 
schema. 
Ill 
Table of Contents 
List of Figures ...... , ..................................................................................................................... vi 
List ofT abies ........................................................................................................................... viii 
Acknowledgements ................................................................................................................... ix 
Dedication .................................................................................................................................. ix 
Chapter I - Introduction ............................................................................................................. I 
1.1 Statement of the problem ........................................................................................... 2 
1.2 Aim .............................................................................................................................. 2 
1.3 Contribution ................................................................................................................ 3 
1.5 Design of the study ..................................................................................................... 3 
Chapter 2 -Review of Related Literature ................................................................................. 7 
2.1 Multiple Sequence Alignment ................................................................................... 8 
2.1.1 Objective Functions ....................................................................................... 8 
2.1.2 Multiple Sequence Alignment Algorithms .................................................. 9 
2.2 Modeling Sequence Evolution ................................................................................. 12 
2.3 Phylogenetic Methods .............................................................................................. 14 
2.3.1 Distance Methods ........................................................................................ 15 
2.3.2 Parsimony Methods ..................................................................................... 15 
2.3.3 Likelihood Methods .................................................................................... 17 
2.3.4 Bayesian Inference ...................................................................................... 18 
2.4 Evaluation Techniques ............................................................................................. 19 
2.4.1 Hypothesis Testing in Phylogenetics ......................................................... 20 
2.4.2 Estimation of divergence times .................................................................. 22 
2.5 Software Development ............................................................................................. 25 
Chapter 3 -Tree Manipulation Models ................................................................................... 27 
3.1 Absolute Model ........................................................................................................ 28 
3.1.1 Sequential addition for Tree Rearrangement.. ........................................... 28 
3.1.2 Evaluation of the tree topologies ................................................................ 29 
3.2 Semi Likelihood Model ........................................................................................... 32 
3.2.1 Sequential addition for Tree Rearrangement.. ........................................... 32 
IV 
3.2.2 Evaluation and Ranking of the Tree Topologies ....................................... 33 
3.3 An Example .............................................................................................................. 35 
3.3.1 Lipocalins Characteristics ........................................................................... 35 
3.3.2 Reasons for choosing lipocalins ................................................................. 36 
3.3.3 Applying absolute model for lipocalin superfamily .................................. 39 
3.3.4 Applying Semi-Likelihood model for lipocalin superfamily ................... 40 
3.4 Interactive Neighbor Joining Model ....................................................................... 42 
3.4.1 Neighbor-Joining ......................................................................................... 43 
3.4.2 Interactive Neighbor Joining Algorithm .................................................... 43 
3.4.3 Interactive Neighbor Joining Example ...................................................... 47 
Chapter 4 - Alignment-Phylogeny-Interface .......................................................................... 50 
Chapter 5 -Multiple Sequence Alignment ............................................................................. 56 
5 .I Tree-based Progressive Alignment Algorithms ..................................................... 57 
5.2 Interactive Progressive Alignment .......................................................................... 59 
5.2.1 Interactive Progressive Alignment Algorithm ........................................... 61 
5.3 Information Integration ............................................................................................ 68 
5.3.2 Statistical Evaluation ................................................................................... 68 
5.3.3 Biological Information ................................................................................ 70 
5.4 Model Selection ........................................................................................................ 71 
Chapter 6 -Software Implementation and Results ................................................................. 74 
6.1 Software Implementation ......................................................................................... 75 
6.2 Results and Findings ................................................................................................ 85 
6.2.1 Benchmarks ................................................................................................. 85 
6.2.1.1 BaliBase .................................................................................................... 85 
6.2.2 Results .......................................................................................................... 89 
Chapter 7 - Conclusions and Future work .............................................................................. 96 
Bibliography ............................................................................................................................. 99 
Appendix A - Scoring Methods ............................................................................................. I 06 
v 
List of Figures 
Figure 1.1 Correlations between major components of the framework ........................ .4 
Figure 1.2 Design of the frame work ............................................................................... 5 
Figure 3.1 Distribution of o under null hypothesis for KH .......................................... 31 
Figure 3.2 Distribution of o under null hypothesis for SH ........................................... 35 
Figure 3.3 Lipocalin superfamily [108) ......................................................................... 37 
Figure 3.4 Lipocalin superfamily: a selective representative for each family 
member oflipocalins ............................................................................................... 37 
Figure 3.5 Consensus bootstrap tree: lipocalin representative superfamily ............... 38 
Figure 3.6 Modified Lipocalin superfamily by absolute model ................................... 39 
Figure 3.7 Modified Lipocalin superfamily by semiLikelihood model... ................... .41 
Figure 3.8 Lipocalin superfamily: a selective representative for each family ........... .4 7 
Figure 3.9 Modified Lipocalin superfamily by Interactive Neighbor Joining 
method ..................................................................................................................... 48 
Figure 4.1 Design of the framework: API .................................................................... 50 
Figure 4.2 Distances between NJ patristic distance matrix and pairwise genetic 
distance matrix for lipocalin super family ............................................................. 53 
Figure 4.3 Distances between ML patristic distance matrix and pairwise genetic 
distance matrix for lipocalin super family ............................................................. 53 
Figure 4.4 Distances between MP patristic distance matrix and pairwise genetic 
distance matrix for lipocalin super family ............................................................. 54 
Figure 5.1 Design ofthe framework: Interactive Progressive Alignment.. ................. 57 
Figure 5.2 Progressive Alignment Graph: Lipocalin superfamily ............................... 64 
Figure 5.3 3D space model for alignment states .......................................................... 65 
Figure 5.4 Principal Component analysis [115] ............................................................ 69 
Figure 5.5 Multiple Sequence Aligrunent with analysis tool bars [115) ..................... 70 
Figure 5.6 Tertiary Structure [115] ................................................................................ 71 
Figure 6.1 Load Sequences or Alignment ..................................................................... 77 
VI 
Figure 6.2 Load Tree ....................................................................................................... 78 
Figure 6.3 Interactive Progressive Alignment ............................................................... 79 
Figure 6.4 Manipul11.te Tree ............................................................................................ 80 
Figure 6.5 ModifY Alignment ......................................................................................... 81 
Figure 6.6 Model Selection ............................................................................................. 82 
Figure 6.7 Call Web Services ......................................................................................... 83 
Figure 6.8 A view of!MAP frame work ........................................................................ 84 
Figure 6.9 Column score ................................................................................................ 90 
Figure 6.10 Shift score ................................................................................................... 91 
Figure 6.11 Sum of pair score ........................................................................................ 91 
Figure 6.12 Column score ............................................................................................... 94 
Figure 6.13 Shift score .................................................................................................... 94 
Figure 6.14 Sum of pair score ........................................................................................ 95 
Vll 
List of Tables 
Table 3.1 Kishino-Hasegawa-Templeton Test ............................................................. 40 
Table 3.2 Shimodaira-Hasegawa Test .......................................................................... 40 
Table 5.1 State Table ...................................................................................................... 66 
Table 6.1 The summery of the BaliBase reference sets ............................................... 86 
Table 6.2 Results from subset of BaliBase dataset for test cases ................................ 90 
Table 6.3 Results from subset of ASTRAL40 dataset for test cases .......................... 93 
Vlll 
Acknowledgements 
I cannot thank enough my associate supervisor, prof. AlbertY. Zomaya, who kindly 
helped me and guided me through this project. He has broadened my view in research and 
challenged my thinking in many areas. I also would like to thank my supervisor associate 
prof. Bing Bing Zhou. 
Dedication 
I dedicate this thesis to my family specially my mother and my brother, Saeed, for 
their unconditional support and ongoing encouragement throughout my study. 
ix 
Chapter 1 -Introduction 
Multiple sequence alignment and phylogeny reconstruction are two prominent 
problems in computational biology. Both problems are of great practical significance to 
many important biological applications, such as identifYing protein structures and 
functions, inferring the patterns of genome and species evolution and mapping the tree of 
life, just to mention a few. The task of multiple sequence alignment is to find out which 
positions in different biological sequences correspond to each other according to their 
evolutionary history. It is assumed that homologous sequences have evolved from a 
common ancestor and their relationships can thus be depicted in a tree. Finding this tree is 
the task of phylogeny reconstruction. Indeed, multiple sequence alignment and phylogeny 
reconstruction are fundamentally interdependent, that is, a proper weighting of mutation 
events in multiple sequences requires a phylogenetic tree, which in turn can only be 
accurately reconstructed using a computational method if an accurate multiple sequence 
alignment is available. However, the traditional approach is to separate them into two 
independent stages and this often causes bias and inappropriate inference in evolutionary 
studies [2]. The problems are particularly serious for highly diverse sequences, where the 
complete alignment is not obvious. Whether the main interest is in sequence alignment or 
phylogeny, they should ideally be co-estimated. 
1.1 Statement of the problem 
Though the issue of co-estimation was first noticed a long time ago[3], the research 
community seriously tacklea this problem only recently. Due to its highly complex nature, 
the co-estimation of multiple sequence alignment and phylogeny reconstruction is 
considered a very challenging open problem. Multiple sequence alignment, phylogeny 
reconstruction and co-estimation of alignment and phylogeny can be viewed as 
optimization problems and are all proven to be NP-hard [4,5). All existing methods are 
based on heuristics which are often over-simplified and not biologically realistic. This has 
become a serious issue for many important real-life applications which demand very 
accurate results. The fact that alignments may be evolutionary, structural, functional, or a 
combination of all, biologists have a critical role to refine the alignment manually based on 
biological information. In practice manually refined results are often found to be superior 
to those purely automated methods. However this manual refinement can take place only 
after the full automatic computation is finalized. Therefore, it is desirable to have an 
integrative approach which can effectively incorporate useful information and analytical 
results from various sources during the computation and to allow biologists to interact with 
the computation to control the quality of the analysis at various processing stages to 
achieve biologically high accuracy and reliability for large and complex real-life problems. 
1.2 Aim 
In this research project we aim to design a novel integrative and interactive method 
for progressive multiple sequence alignment and phylogeny reconstruction. It involves (I) 
the design of new algorithms which are able to effectively integrate heterogeneous 
information from various computational and experimental studies and (2) the development 
of a new framework which allows biologists to effectively interact with the computation to 
control the quality of the analysis in solving their large and complex problems. 
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1.3 Contribution 
New concept: To properly solve problems of multiple sequence alignment, 
phylogeny reconstruction' and co-estimation of alignment and phylogeny, it is crucial to 
integrate all available information from different sources and also to allow biologists to 
conduct manual quality control during the computation. Currently, algorithm design and 
system development are considered separate issues, making it very difficult to establish a 
computing environment being able to effectively support dynamic integration and 
interaction. In this project, we have taken a novel approach to coordinate algorithm design 
and computing system development to build such a computing environment. 
New algorithms: For effective dynamic integration and interaction we have 
designed suitable algorithms. These algorithms are efficient for co-estimation of sequence 
alignment and phylogeny. They are able to integrate relevant information from databases at 
any stages of the computation; meanwhile, they facilitate the interaction with the user for 
modification or verification. More importantly, these algorithms are able to find potential 
problems during the computation through the incorporation of different statistical methods 
and integration of other available information from different sources to come out with 
better decisions. 
New Web-based computing technologies for large and complex scientific 
computing applications: Web services technologies have been applied widely for data 
retrieval from remotely located databases and for access and coordination of network 
resources. We have enabled Web clients to access our framework remotely and tackled the 
issues such as multiple users and dynamic integration and interaction. 
1.5 Design of the study 
Multiple sequence alignment and phylogeny reconstruction are two fundamentally 
interdependent problems, that is, a proper weighting of mutation events in multiple 
sequences requires a phylogenetic tree, which in turn can only be accurately reconstructed 
using a computational method if an accurate multiple sequence alignment is available. 
However, the traditional approach is to separate them into two independent stages and this 
3 
often causes bias and inappropriate inference in evolutionary studies [ 16]. The problems 
are particularly serious for highly diverse sequences, where the complete alignment is not 
obvious. Whether the maip interest is in sequence alignment or phylogeny, they should 
ideally be co-estimated. We designed our study to have an integrative and interactive 
approach which can effectively incorporate useful information and analytical results from 
various sources during the computation and to allow biologists to interact with the 
computation to control the quality of the analysis at various processing stages to achieve 
biologically high accuracy and reliability for large and complex real-life problems. 
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Figure 1.1 Correlations between major components of the framework 
Figure 1.1 shows a abstract view of the correlation between the three components of 
our framework. The uniqueness of our design lies on the fact that we disintegrate the hard 
coded dependencies between these components, in current algorithms, to provide a 
component oriented framework for Multiple Sequence Alignment and Phylogeny 
Reconstruction. Then we establish new channels (algorithms) between them. These new 
channels are independent from the algorithms which have been applied to generate multiple 
sequence alignment or phylogeny reconstruction. This new design enabled us to integrate 
available sources of information and statistical techniques for evaluation in each 
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component independently, improve the accuracy and observe the result of our modification 
on the other components. Our new method has been implemented for ClustaiW, one of 
tree-based progressive alignment algorithms, and can be suitable for the rest, such as 
PROBCONS [4], MUSCLE [6], MAFFT [ 13] and T -COFFEE [23].Though non 
deterministic approach including profile Hidden Markov Model training [15] and simulated 
annealing or genetic algorithms [ 14,22] arc beyond this scope. 
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Figure 1.2 Design of the frame work 
Phylogeny 
Interface 
.-\PI 
In order to explain the design of our study in a big picture shown in Figure 1.2, we 
begin with a constructed tree. This tree can be the output of available famous phylogeny 
reconstruction methods such as likelihood methods, parsimony methods or distance based 
methods. This tree will then be sent to API (Alignment Phylogeny Interface) directly or 
indirectly. The latter way is for the need of tree manipulation. We propose three methods 
5 
for tree manipulation in order to generate a tree closer to the hypothetical true tree. We 
facilitate tree evaluation techniques and biological information integration in our tree 
manipulation models. Thep the accepted tree along with the raw sequences will be sent to 
the progressive alignment algorithm using Alignment Phylogeny Interface (API) to 
generate the multiple sequence alignment. At this stage we provide objective functions, 
available evaluation methods (one of which can be even the phylogenetic tree itself) and 
available information in databases for the user to edit the alignment if it is required. 
Besides, we provide a component for evolutionary models selection. Using this method the 
user is able to construct the phylogeny tree using the new alignment along with a desired 
model of evolution. This functionality is quite helpful because models of evolution usually 
are fixed part of current protein phylogenetic algorithms. Our framework also has provided 
the phylogenetic tree construction algorithms choice. Finally we have a new constructed 
phylogeny tree which can be gone through the above process (we call it !MAP process 
shown in Figure 1.2) partially or completely again. In every stages of construction, the user 
can go forward or backward to observe the result of the modification and make an 
appropriate decision. 
The other unique functionally of our method is that the user is capable of 
progressive alignment and tree construction simultaneously. This means that the 
construction of both can be stepwise instead of forcing a predetermined number of 
sequences with a predetermined grouping order. The reason of providing this functionality 
is that usually when mistakes occur early in the alignment they propagate further by 
preceding the construction. This is because of the rule "once a gap always a gap". To 
address this problem we allow the user to choose the subset of sequences for the alignment. 
This subset can be initiated with only two sequences and then step by step construct the 
tree and the alignment. In every step, the !MAP process can be applied for modifications 
and evaluations of the alignment and the tree. Then the user can proceed to the next step 
having a modified and corrected previous step to avoid propagating of errors. 
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Chapter 2 -Review of Related Literature 
The comparative and evolutionary analysis of molecular data has enabled 
researchers to tackle biological questions that had been unsolved for a long time. 
Reconstruction of the past has become possible by advance DNA and amino acid 
modeling. To infer the pattern of such historical relationships with in sequences, 
Phylogenetics provides broad range of methods from the simplest based on parsimony to 
the more complex and highly parametric ones based on maximum likelihood and Bayesian 
approaches. Phylogenetic methods require a multiple sequence alignment as an input for 
inferring the relationship among the sequences. The field of molecular systematics has 
outstandingly been improved in recent years. This review aims to present a brief synthesis 
of the approaches and methodologies that are most widely used in the field of molecular 
systematics today as well as their pitfalls and advantageous. The review is categorized into 
three major section describing methods for multiple sequence alignment, modeling 
sequence evolution and phylogenetic methods. 
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2.1 Multiple Sequence Alignment 
Multiple sequence alignment is by far the most widely used method in 
computational biology. It encompasses a wide range of applications such as phylogeny 
reconstruction, protein structure and function, homology modeling and identification of 
critical residues. The problem is usually considered as an optimization problem which 
consists of defining an objective function for assessing alignment quality and then 
employing efficient algorithms to find the optimal alignment according to the objective 
function. 
2.1.1 Objective Functions 
Defining a proper objective function is a highly non-trivial task. In theory, an 
objective function should incorporate everything that is known about the sequences, 
including their structure, function and evolutionary history. This information is sometimes 
rarely at hand and hard to use, so it is usually replaced with sequence similarity. Overall 
cost functions or scoring functions can be divided into two major categories. First, those 
that need a substitution matrix to calculate the score of the alignment between each pair of 
residues and they are most widely used [6]. This method gives a score to each possible 
amino acid substitution, and also calculates a gap penalty [7] and a set of sequence weights 
[I ,7]. Using this method, an optimal multiple alignment is optimized by lowering the cost 
for substitutions and insertion/deletions. The famous sums of pairs scoring method is 
defined under this schema along with its variations weighted sums of pairs with affine (or 
semi affine) gap penalties [8]. Substitution matrices which are being used in this scoring 
method are derived empirically by statistical analysis of a large number of alignments and 
may not be consistent with the dataset in use. Therefore these matrixes are very general and 
down value these scoring schemes. To solve this problem, profiles [9] and Hidden Markov 
Models (HMMs) [10] scoring scheme were proposed. Profiles allow the scoring scheme to 
take the patterns of conservation and substitution characteristic of each position in the 
multiple alignment of a given family into account. They simultaneously align sequences 
and find probability model of substitution, insertion, deletions which is most self consistent 
[11]. Profiles can be considered as a special case of HMMs [12]. In Hidden Markov 
8 
Models, sequences are regarded as the data source to be used to generate statistical models. 
Using this generated model from the data, the sequences can be aligned to generate the 
multiple sequence alignm~nt. Under this schema, the number of sequences as the data 
source for generating the model must be large otherwise the model would not be enough 
accurate. To overcome this problem Dirichlet method tried to incorporate some extra 
information in the model [13]. 
2.1.2 Multiple Sequence Alignment Algorithms 
This Optimization problem can be categorized into two major groups of heuristic 
algorithms. First, the greedy ones which are based on pairwise alignments and secondly, 
those that attempt to align all sequences all at once. The main tool for generating pairwise 
alignments is an algorithm known as dynamic programming [14] and is often used for 
optimizing the sums of pairs. In dynamic programming a table, or multiple tables (in case 
of affine gap penalties) of size (m +I )x(n+ I) are filled, where m and n are the lengths of 
the two sequences. Dynamic programming algorithms are guaranteed to find the optimal 
alignment for pairwise sequence alignments however this is not the case for multiple 
sequence alignments. The major limitation of using this algorithm for multiple sequence 
alignment problems is that the complexity of the algorithm does not allow it to be applied 
for more than two sequences in practice. However, it can be used through greedy 
progressive alignments [15] . In progressive alignments, first an estimated phylogenetic 
tree is constructed to determine an order in which the sequences are aligned. The term 
"progressive" indicates that the process progressively attempt to align the closest related 
sequences and continue by aligning these alignments two by two until it reaches the root of 
the tree and the multiple sequence alignment is complete. The most important difference 
between progressive approach and dynamic programming method is the concept of"once a 
gap, always a gap" combined with a progressive paiwise alignment. In this method the gap 
positions after each progressive step remains fixed [15]. Although this method reduces the 
complexity and practically achieves a multiple sequence alignment, it suffers from two 
major problems. First problem is the local minimum problem that occurs because of the 
greedy nature of this algorithm. This means that if mistakes take place early in the 
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alignment process due to an inaccurate tree estimation and branching order, it cannot be 
corrected later. The second problem is the alignment parameter choice which causes a false 
global minimum [1]. TQ solve this problem some of the most widely used multiple 
sequence alignment algorithms such as Clusta!W [1], Multal [16] and Pileup [17], based 
on progressive algorithm, have been introduced. Among them ClustalW has gained the 
highest popularity for sequential alignment algorithms. This algorithm is based on 
progressive method, it first calculate a distance matrix based on pairwise alignments. This 
distance matrix estimates the divergence of each pair of sequences. The next step is to 
generate a guide tree from the distance matrix. The last stage is aligning sequences 
progressively following the branching order of the tree [I]. The fundamental difference 
between progressive algorithm and Clusta!W is that ClustalW performs some modifications 
such as sequence weighting, driving initial gap penalties depend on the weight matrix, 
similarity of the sequences, length of the sequences and some more parameter 
modifications at the final stage to alleviate the false global minimum choice due to the 
alignment parameter choice [ 1]. The advantage of these methods is its speed and simplicity 
combined with reasonable sensitivity. However their main shortcoming is still remained, 
that is the quality of the final alignment strongly depends on the order of sequence 
alignment which is determined by a not very reliable phylogenetic tree, and the 
misalignment, due to the greediness of the strategy, made at previous steps cannot be 
corrected afterwards and may propagate into serious alignment errors. Simultaneous 
alignment was a strategy to deal with this problem. However this problem, with a sum of 
pairs cost function, is proven to be NP-complete [18]. The first attempt by Carrillo and 
Lipman achieved aligning up to I 0 sequences simultaneously [19]. However in practice the 
set of sequences to be aligned is far larger. To address the simultaneous alignment properly 
required the use of stochastic heuristics such as simulated annealing [20,21 ,22], genetic 
algorithms [II ,20], iterative methods [23] or [24]. Simulated annealing can also be applied 
to optimize HMMs [25]. Simulated annealing strategies are based on the physical analogy 
of cooling crystal structures that spontaneously attempt to become stable equilibrium. 
Stability means reaching globally or locally minimal potential energy. Both discrete and 
continuous global optimization problems can apply this general principal combined with 
structural requirements [26,27]. Genetic algorithms, on the other hand, mimics biological 
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evolution heuristically. Two main principals in evolution, "natural selection" and "survival 
of the fittest", are simulated in Genetic algorithms. First a large population of random 
solution is generated and il fitness score is assigned to each solution. Then, iteratively a 
competitive selection drops the poorer solutions. The remaining candidates are then 
recombined together by exchanging their components or mutated by making some small 
changes to a candidate. Although the generated solutions may not be globally optimized 
they are reasonably good [27,28]. The two main advantageous of stochastic methods over 
deterministic ones are first they have a lower complexity; hence large data set with lengthy 
sequences can be resolved. Secondly, they have a greater flexibility regarding to the 
objective function. However the main drawback of stochastic methods is that they do not 
guarantee optimality. Considering this shortcoming, what makes simultaneous alignment 
methods still being justified instead of a greedy progressive alignment method is based on 
the idea of using all the available information should improve the final result. However 
through this approach regions of low similarity may cause some noise which leads to 
misalignment [29]. Therefore these methods are not suitable for distantly related sequences 
with high degree of divergence. In order to avoid this problem a Consistency based 
Objective Function (COFFEE) [30] attempts to generate a set of pairwise alignments and 
look for consistency among these alignments. As a result the optimal multiple alignment 
can be defined as the most consistent one and the multiple sequence alignment can be 
optimized for their COFFEE score with the genetic algorithm. The idea of using the 
consistency information in a multiple sequence alignment context was then applied in 
greedy progressive alignment methods by introducing T -COFFEE [31]. This method pre-
processes all pairwise alignments of sequence dataset and then generates a library of 
alignment information. This library helps the progressive alignment for more accurate 
decision making. In order to obtain an effective library T -COFFEE applies mixture of 
alignment programs, structure superposition and a combination of local and global pair-
wise alignments. However T -COFFEE sacrifices speed in favor of accuracy particularly for 
a large set of data. To improve the speed another progressive alignment method MAFFT 
[32] was proposed. This heuristic algorithm first, identifies homologous regions by a fast 
Fourier transform and secondly proposes a simplified scoring system that not only reduces 
the CPU time but also increases the accuracy. It contains a progressive method (FFT-NS-1, 
II 
FFT -NS-2) and an iterative refinement method (FFT -NS-i). Although MAFFT performs 
reasonably well in terms of scalability and accuracy, the algorithm is based on some 
assumption which makes it to be not applicable for all type of sequences. For instance it 
assumes a conserve order of aligned sites or blocks among all of the sequences. However 
genome inversions, translocations or duplications can violate this assumption. MUSCLE 
(multiple sequence comparison by log expectation) is another tree based progressive 
method that is extremely fust and accurate. The process can be divided to first, rapidly 
generating an alignment draught using a k-mer distances for constructing a crude guide 
tree. It then impalements the log expectation score to align profiles during the progressive 
alignment. This scoring function has shown superiority among other scoring functions. The 
next stage in the process is to perform a refinement of the initial alignment by inferring a 
more accurate guide tree. Consequently, another progressive alignment is performed to 
generate the new alignment. The speed of MUSCLE was tested by aligning 5000 sequences 
on PC in 7 min. Before ProbCons [33], MUCLE was the best known alignment method in 
terms of both scalability and accuracy. ProbCons, however, outperformed MUSCLE in 
accuracy and it is still considered the most accurate method for multiple sequence 
alignment[34). It first aligns all sequences with each other using a pair-Hidden Markov 
Model which allows the calculation of posterior probability for each pair of residues. Then, 
it investigates if a third homologue is available for each pair to estimate a better posterior 
probability for the pair using the information obtained from the alignment of the tree 
sequences. The multiple sequence alignment can then be generated using a progressive 
alignment method. Using clustering technique the guide tree can be calculated which has a 
sum of posterior probabilities as the measurement. In the last stage of progressive 
alignment sub alignments are combined using a sum of pair scheme. To achieve higher 
accuracy, Probcons performs an iterative refinement to generate the final alignment. 
2.2 Modeling Sequence Evolution 
To describe character state change of nucleotide or amino acid substitutions through 
evolution, models of sequence evolution have been represented as a statistical description 
of the process. The general view for nucleotide and amino acid substitution is a Markov 
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process. That is a mathematical model of infrequent changes of discrete states over time. In 
Markov model future events occur accidentally and each event only depends on the current 
state, and not on the history of how the state was reached[34]. Another assumption of the 
Markov model is that substitution rates do not change over time that is they are time-
homogeneous. Therefore there is a stationary frequency for each character state [35]. There 
is a mathematical expression for a substitution model which is a table of rates. The rates are 
the number of substitutions per site per unit of evolutionary distance and indicate which 
character state is replaced by an alternative character state [36]. However the model is not 
always as simple as stationary frequency for each character state. Sometimes frequency 
parameters are able show the relative proportion of each character state. In another case, 
substitution rates might be varying across the sites due to different constraints on various 
sites. Furthermore, biochemical factors, and/or genetic code pressure might demand more 
complex models [37]. These parameters can be incorporated in to the model to increase the 
accuracy but they also increase the sophistication of the model [38]. Rate variation can be 
modeled among sites using "!" (the 'proportion of invariable sites') and "P' parameters. 
"!" parameter causes a proportion of sites unable of undergoing substitutions, it leaves the 
remaining positions varying at the same rate [39]. Whereas "f" parameter uses a gamma 
distribution for modeling rate heterogeneity across sequence sites [40]. The shape of the 
gamma distribution is "u" with a mean and a variance of I and 1/u respectively. When a 
increases the rate distribution inclines to an equal-rates modeL Although the gamma is a 
continuous distribution it is usually implemented in a discrete fashion using several 
categories of equal probability for the purpose of approximation [ 41]. 
The number of new models with increasing complexity has been growing in the last 
four decades, not only for nucleotide but also for amino acid sequences [42]. We can 
categorize models of sequence evolution into two main groups [43]. One group is called 
empirical models and are built based on calculating the comparison of the large number of 
observed sequences or the chemical or biological properties of DNA or amino acid. 
Whereas the other group allows the parameter models to be derived from the dataset in 
each particular analysis and are called parametric models. In empirical models approach 
fixed parameter values are estimated only once on a large set of sequences and assumed to 
be effective and applicable to all datasets. Examples of such models are mtREV [44] and 
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JTT [45). Parametric models, on the other hand, derive the parameter models from the 
dataset in particular case analysis. From this group HKY [41) and GTR [46) are nucleotide 
sequence models while P;distance, Poisson Correction and Equal Input are applicable for 
both nucleotide and amino acid models. There are more complex models of sequence 
evolution, such as codon-based models. This type of parametric model takes the genetic 
code into consideration to estimate the rate of substitution [47). Another complex model 
integrates the structural properties of the analyzed molecules [48) to construct the model 
parameters. Models which allow site specific rate variation across lineages [49) are also 
considered complex parametric models. These broad ranges of sequence evolution models 
are adhere to be applied in phylogenetic inference and an accurate characterization of the 
process of sequence evolution is essential in each particular case [50). If the selected 
sequence evolution model would be inconsistent or inaccurate for the phylogenetic method 
the result might be a spurious phylogenetic relationship [51). This raised a demand for 
model selection strategies to be developed. These strategies investigate the appropriate 
level of complexity for each particular case of data [52). Although by increasing the model 
complexity the fitness between data and the model will be improved, it increases the error 
in the estimated parameters [45). To avoid an inaccurate estimation the use of complex 
models should be investigated accurately. One common approach to find the best fit model 
of sequence evolution for a particular data set is to apply hypothesis testing [34). These 
statistical methods apply likelihood ratio tests based on a hierarchical manner called hLRT 
or information criteria methods such as AIC [53) or the BIC [54] show the relative fit of 
the data to different alternative models. These two methods (likelihood ratio tests and 
information criteria) are widely used however information criteria are more accurate based 
on recent studies. The reason is that these methods are comparable of comparing multiple 
nested or non-nested models simultaneously while hLRTs can only compare nested models 
therefore the ultimate choice can be biased against the order of tests [55]. 
2.3 Phylogenetic Methods 
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2.3.1 Distance Methods 
Distance methods or pairwise distance methods assume that there is a direct 
relationship between di~similarity between two sequences and their phylogenetic 
relationship [56]. The number of changes that have occurred along the branches for 
example the evolutionary distance causes such dissimilarity. These methods can be found 
in either clustering methods such as neighbour-joining or optimality methods such as 
minimum evolution. Clustering methods developed long before they were applied m 
estimating evolutionary relationships and they were originally were used in detecting 
similarities [57]. In neighbour-joining[58], a phylogenetic tree is constructed based on a 
distance matrix which itself is generated based on dissimilarities between the DNA or 
amino acid sequences Whereas, in minimum evolution, the score of a tree is calculated 
based on the squared deviation of pairwise distances. These distances are estimated based 
on observed distances between each pair of taxa from the data matrix [56]. The optimality 
criterion in minimum evolution is the sum of branch lengths optimized according to the 
least-squares criterion above the minimum evolution score [59]. The high speed in distance 
methods is the main advantage of them compared to all the other methods available 
phylogenetic methods. Their accuracy is reasonable when the divergence between the 
sequences is low. However they suffer from the loss of information when the sequences are 
converted to distances. They also have problems to obtain reliable estimates of pairwise 
distances for distantly related sequences with a high a level of divergence. To alleviate this 
problem both neighbour-joining and minimum evolution can use models of evolution to 
correct pairwise genetic distances in case of multiple substitutions at a site [60]. 
2.3.2 Parsimony Methods 
One of the earliest inference methods is maximum parsimony [ 61]. It was devised 
based on Hennig's phylogenetic systematic [62]. It directly uses character states, unlike 
distance methods which convert sequences to distances. It contains an optimality criterion 
to decide which one of the alternative trees is the best. Based on the fewest character state 
changes, it selects the tree or trees. Therefore it attempts to minimize homoplasy. Using 
Fitch's algorithm, the length of an umooted tree can be directly calculated [61]. This 
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algorithm moves along the tree and assigns one or more states to each of the internal nodes. 
If the tree space is small that is <12, this method performs exact searches otherwise, a 
heuristic search attempts, to find the optimal tree [42]. Exact searches either evaluates all 
possible trees with exhaustive searches or performs selective searches in a way that the 
optimal tree will not be dropped in the selection set. They ensure this by using methods 
such as branch and bound to guarantee that the founded tree is optimal. While heuristic 
searches take another strategy by not evaluating all possible trees. Therefore they cannot 
guarantee optimality of the tree they find. To address this problem and rising the chance of 
finding the optimal tree, some independent searches are performed to start from various 
regions of the tree space. These methods give a reasonable yet not definitive indication that 
the optimal tree has been selected in case all the searches find the same tree. The main 
advantage of maximum parsimony is the high speed for the analysis of large datasets 
containing many sequences. It is also accurate if the tree contains short branches. Short 
braches are resulted from the closely related sequences or the high density in taxon 
sampling. Either cases lead to robustness of the maximum parsimony tree. Therefore 
maximum parsimony accuracy is highly dependent of the sequence data source. In some 
cases it can be seriously misleading. For instance if the variation of evolutionary rates is 
substantially different among the taxa the one with the fastest substitution rates will causes 
the Long Branch problem. These long branches may group together incorrectly. This 
problem is called long-branch attraction or LBA [63) and is often observed in trees when 
the phylogenetic inferring method is parsimony [38). To avoid this problem unweighted 
parsimony might be used. Yet this method suffers from not acquiring an explicit model of 
sequence evolution [64) when the divergent sequences are analyzed. This means that 
dealing with a high degree of homoplasy such as parallel, convergent, reversed, or 
superimposed changes is very difficult for this method. To alleviate this problem step 
matrices can be incorporated to the prior assumptions about the costs of character state 
change to assign weights to the parsimony analyses [65]. 
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2.3.3 Likelihood Methods 
This method is one of the standard applications of statistics [66]. Several decades 
ago it was applied to phylegenetics [34]. In this context, the likelihood of a phylogenetic is 
the probability of observing the data given the tree and the model of evolution. The data is 
the set of sequences to be analyzed. This is also an optimization problem as the best tree is 
the one which can be obtained from the observed sequences when they are most probably 
evolved under the assumed evolutionary model. This perspective can be undertaken for 
individual sites and then make a conclusion for the whole sequence. The likelihood of a site 
is the probability of the observed states at that site while all the possible combinations of 
ancestral states will be taken in to consideration. The final likelihood of a tree is calculated 
by the product of the likelihoods for each site of the alignment. These likelihood values are 
very small and need to be represented as log likelihoods to be computationally easier to 
deal with. 
Again there is a large tree space as with the parsimony. This requires heuristic 
methods to search this tree space and find the optimal tree. The main advantage of 
maximum likelihood is that the use of complex models of evolution is permitted. It 
provides a great independency of the method to the sequences data type and increase the 
coverage of the method. For instance this method can estimate the model parameters which 
lead to simultaneous inference of patterns and processes of molecular evolution. It also 
provides opportunities for performing hypotheses testing by creating a powerful statistical 
framework. Another advantageous of this method is that it not only support various 
sequence evolution model for whole the sequence dataset but also enables subsets of 
sequences to be treated by different models in case the substitution rate would be different 
[67]. Likelihood based methods are the most robust way for inferring phylogenetic trees 
and this is because of the strong statistical foundation they are based on [68]. However still 
there are some shortcomings reported for this method. First, the result may have a strong 
relationship with the model of sequence evaluation. That is in case of choosing not very 
compatible model the result might be considerable uncertain [52]. Secondly, maximum 
likelihood may be very slow and computationally demanding as well. Therefore it is not 
suitable to analyze a large set of sequences. Recent advancements in computer power and 
new optimizations on the algorithm have largely addressed this issue. 
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2.3.4 Bayesian Inference 
The most recent strategy for inferring phylogenetic trees is Bayesian inference 
methods [69]. These methods are very close with maximum likelihood methods in 
statistical nature. In this method, there is an attempt to maximize the posterior probability 
in order to optimize the hypothesis. According to Bayes' theorem, "the posterior 
probability for a hypothesis is proportional to the likelihood multiplied by the prior 
probability". Applying complex models of sequence evolution are allowed in Bayesian 
analysis, like maximum likelihood. Models of sequence evolution can be implemented for 
the whole sequence dataset or for subset of sequences at different positions of it. For this 
method, models of sequence evolution and a prior distribution are prerequisite. This 
distribution is a probability distribution of parameter values before observing the data. The 
next stage is to integrate the product of these quantities over all possible parameter values. 
This leads to determining the posterior probability for each tree. Bayesian methods apply 
Markov chain Monte Carlo (MCMC) procedures [70] as the likelihood functions for 
phylogenetic models are currently too complex to integrate analytically. This method first 
takes sample trees from the distribution of posterior probabilities. It then searches for the 
'best set of trees' in the possible trees space. The Marcov chain is initiated with a tree 
which is a combination of branch lengths and parameters of the substitution model. The 
next new state of the chain is then created. Actions such as changing a parameter of the 
model or moving a branch and/or varying a branch length can lead to creation of the new 
state which is a new tree. Then the ratio of likelihoods of the states is calculated. If this 
ratio is higher than a random number between 0 and I, this new state is accepted. 
Otherwise, the old state will not change. Accordingly, the new tree will be accepted if it is 
more likely than the preceding tree. This procedure will continue by constructing an 
MCMC generation until it converges. For example simulated variable remains constant on 
values with high probability. When the chain is finalized, the states are sampled from the 
chain to constitute independent samples from the stationary distribution. By increasing the 
number of generation, the process is able to estimate the possible states which are tree and 
parameters. Therefore longer Marcov chain causes closer approximation of the landscape 
of possible states. Currently a variation of Bayesian method called Metropolis-coupled 
MCMC is applied for phylogenetic. This method has the advantage of being less prone to 
18 
entrapment in local optima. It performs several independent chains simultaneously. The 
number of parallel chains can increase to four. In each generation, every chain does accept 
or reject move indepemjent from the other generation and then a swap of the states is 
attempted between two randomly chosen chains. States are only sampled from one of the 
chains, designated as the 'cold' chain and the rest which are called heated chains are not 
involved in sampling procedure. These heated chains are useful when the cold chain gets 
stuck in local optima then heated chains facilitate a way for the process to escape by 
swapping with another chain that may be on a higher hill. Local optima problem happens 
when a low probability hill is in the posterior density landscape. The advantage of 
Bayesian inference is that it has a strong connection with likelihood methods and its 
powerful statistical foundations. MCMC method also provide a measure of support for 
each node by using a posterior probability associated to each node on the inferred Bayesian 
tree which is the fraction of times a clade occurs among the sampled trees. However, 
Bayesian methods have a limitation due to the fact that prior distributions for parameters 
must be specified and that it can be difficult to determine if the MCMC approximation has 
run for a sufficient number of cycles that is the chains have converged [52]. In conclusion 
it is difficult to find out if the tree space has been search adequately. This problem is less 
seen in case of Long Bayesian runs. That is millions of generations are usually reach 
convergence and are able to ensure a sufficient search of the tree space [71]. Although 
there are some reports indicating that MCMC is faster and computationally less demanding 
than maximum likelihood with the same models of sequence evolution, each procedure is 
attempting to do different things and not comparable in this sense. The reason is that the 
Bayesian approach explores the entire posterior distribution of the tree and all the 
parameters whereas maximum likelihood searches for a single tree and set of parameters 
that maximize the likelihood. That is given entirely different situation the amount of 
computation in each case can vary greatly. 
2.4 Evaluation Techniques 
Usually phylogenetic reconstruction methods produce only point estimates of the 
phylogeny except Bayesian inference, which provides support values for each node of the 
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tree as it is able to measure those support values as posterior probabilities. However, 
evaluation of a constructed tree is an important problem. The strong need to know to what 
extend the data suppm;ts the relationships in the tree directs several methods to be 
developed. These methods attempt to assess the confidence level of each branch in the tree 
[72]. This problem has been under the bootstrapping schema traditionally and for the first 
time was applied in phylogenetics by Felsenstein [73]. Bootstaping is a statistical 
resampling strategy. This method is based on repeated creation of artificial datasets in order 
to estimate the distributions that are difficult to be calculated directly. Non-parametric 
bootstrapping is very useful to assess node support in phylogenetics. By random sampling 
from the original data, new artificial datasets are created. They are similar to the original 
data in terms of the size. Usually a large set (between 500 and 2000 [74]) of these 
bootstrapping data is created to generate a distribution. This distribution is then used to 
estimate the variation that would be expected if the same number of new independent 
datasets had been collected. The interpretation of bootstrap proportions might not be 
expressive however several reports [75] indicate that some conservative measures of 
supports can reveal a confidence level. For example a bootstrap value of 70% or greater 
might be promising to show a substantial confidence for a group. Bayesian inference, the 
only phylogenetic method with a support value for node is criticized because of creating 
potential overconfidence of posterior probability measures of node support [76]. To avoid 
misleading support value, one should only consider a reliable support value for a node if it 
is greater than 0.95 [77]. Generally, this problem stems in arbitrary resolutions of hard 
polytomies [78], inappropriate prior choice, and failure to allow convergence [71]. 
2.4.1 Hypothesis Testing in Phylogenetics 
Accessibility of methods for the statistical testing of competing phylogenetic 
hypotheses is one of the most attractive topics in molecular systematics. Likelihood 
framework has the advantage of providing these methods. Although other frameworks such 
as parsimony also contain some methods for statistical testing [79] Likelihood framework 
are richer in this respect. These tests investigate the fitness of the model for the given data 
set and the degree of confidence of any give topology. Two competing hypothesis can be 
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compared by the likelihood ratio test (LRT) [34]. Likelihood ratio test has been used 
extensively to select the best-fit models of sequence evolution for a given dataset. Another 
application oflikelihood ~atio test in phylogenetics is to test the deviations from clock-like 
evolution. A statistics called 2o is used in competing hypotheses test. 2o is the ratio of the 
likelihood scores of the alternative hypothesis to the null hypothesis. This is a measurement 
to represent how much better an explanation of the data the alternative hypothesis gives. To 
be able to perform significance test, under the null hypothesis a distribution for 2o values 
should be drown. In case of two competing hypotheses being nested then the 2o 
distribution is asymptotically distributed as x2 with the number of degrees of freedom 
equal to the difference in the number of parameters between the two models. Otherwise the 
x2 approximation may not perform well. To deal with this problem parametric 
bootstrapping [80] can approximate the null distribution of the LRT statistic. Resampling 
of data in non-parametric bootstrap is generated from the original data whereas parametric 
bootstrap uses Monte Carlo simulation to generate the data. According to the null 
hypothesis replicate datasets of 200 to 1000 of the same size as the original data are 
simulated to be tested. Then, according to both the null and alternative hypotheses the 
likelihood will be estimated and let the LRT statistics to be calculated. 2o values derived 
from the null distribution of the LRT statistic allows performing a significance test. This 
method (parametric bootstrapping) is computationally demanding. This makes it not 
feasible for large datasets. However, the computation complexity can be reduces by 
applying non-parametric bootstrapping. In these methods, the difference in fit of two or 
more tree topologies as alternative hypothesizes is computed with what is expected under 
null hypothesis based of random sampling. If the result is significantly greater, the null 
hypothesis is rejected. Two of the popular algorithms which has applied this method in 
phylogenetics are the Kishino-Hasegawa [81] and the Shimodaira-Hasegawa [82]. The 
theory behind them is the estimation of LRT statistics to apply various non-parametric 
bootstrapping procedures to analyze their variance and obtain an estimation of their 
distribution. Using this strategy performing significance tests for evaluation of a tree will 
be possible. The Kishino-Hasegawa test analyzes two different topologies which are 
chosen a priori. This means that they are not derived from the same data. This constraint 
does not invalidate the outcome of Kishino-Hasegawa [72]. The Shimodaira-Hasegawa 
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test, on the other hand can be used to evaluate multiple trees chosen a posteriori. This 
allows an appropriate multiple comparisons even with topologies derived from the same 
data. However a set of 'r~asonable' trees is required in this test. If a very inaccurate tree is 
included in the set alternative hypotheses can vary the results [55]. The important point is 
how to obtain the set of reasonable trees which is not very clear. Using a multiscale 
bootstrap approach, the test attempts to avoid Type I errors and perform an approximate 
unbiased test. This method is criticized for being biased by reducing the tree topologies set. 
Hasegawa test on the other hand, is accused to be very conservative [92]. Due to these 
problems, there are uncertainties regarding to the power and robustness of these tests in 
empirical cases. Some of these concerns stems in some of its prerequisite assumptions such 
as the breakdown of the asymptotic theory [83], model misspecification [84] or 
heterogeneity in the rates of sequence evolution. This heterogeneity can be appeared 
because of the effect of unequal evolutionary rates among taxa [85]. However, a good 
correlation has been between results from the approximately unbiased and Kishino-
Hasegawa tests. Non-parametric bootstrapping tests in comparison with parametric 
bootstrapping have shown to be more conservative. That is they might not reject the untrue 
topologies. That's because of their basic assumptions which can be deviated by multiple 
comparisons in the oversimplified models of sequence evolution to construct the null 
distribution [72]. This may not be the case for non-parametric bootstrapping. This problem 
cannot be addressed easily. However to raise the certainty, performing both methods, 
parametric and non-parametric tests, is used in general. Then a more confident result can be 
drown to assign 'credibility ranks' to each alternative phylogenetic hypothesis based on the 
accordance or deviation ofthe two test types. 
2.4.2 Estimation of divergence times 
In phylogenetic, not only the relationship are attempted to be inferred but also the 
divergence time of events is in a great interest. To estimate the divergence time can be 
dated using various models of the expected rate of accumulation of substitutions in the 
sequences over time. This idea first proposed by Zuckerkandl and Pauling [86]. In order to 
date the evolutionary divergences, this method applies calibrated sequence distances. It 
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assumes a correlation between "the amounts of difference between the DNA molecules of 
two species" and "the time since their evolutionary separation". This concept was named 
'molecular clock'. To sho}V molecular clock, the method compares amino acid substitution 
rates with ages estimated from fossils. It assumes that the evolutionary rate is equal to the 
global substitution rate for all branches of the phylogenetic tree. If the total distance 
between the root and every leaves is equal and remains constant the tree is called clock-
like. In these cases depth of nodes (dates) can be estimated easily if the information about 
the divergence time of at least one node is accessible. Then, based on this information the 
global rate can be estimated for the remaining nodes by linear regression of the molecular 
distances [87]. If the number of known nodes is more than one then a regression line is 
produced. The slope of this regression is an estimate of the global substitution rate. 
Therefore the divergence times for the unknown nodes can be estimated. The molecular 
clock hypothesis stems in the theory of evolution which believes that the random fixation 
of selectively neutral mutations result in the majority of substitutions in genes [88]. 
Conventionally, Molecular clocks constructed in this way and therefore there is criticisms 
regarding to its overestimation biases [89) . Advancements in this field indicate that the 
rate constancy assumption may not be correct most of the time. This assumption is even 
violated for closely related sequences of DNA and amino acid [90]. There are some 
justifications for rejection of the clock-like model of sequence evolution. For example 
generation time [91], metabolic rate [92], mutation rate [93], and the effect of effective 
population size on the rate of fixation of mutations [91) can show the deviations from the 
clock-like model of sequence evolution. Practically, methods like LRT statistic are being 
widely used to test clock-like behavior. In order to examined if the molecular clock for an 
experiment is changing (relaxed clock methods) or constant, a null hypothesis statistical 
test is performed. And if the constant model will be rejected using the generated 
distribution and critical values, then relaxed clock methods is necessary. Many attempts 
have been performed to correct or incorporate changes in rates during the divergence 
events. They are mostly based on specific rate change models [94). Several methods have 
been developed to model the biological factors which reject the consistency in mutation 
rates throughout the tree. The model is demonstrated as an algorithm which tries to 
minimize the changes in rates between adjacent branches. The model also can be formatted 
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as an explicit model of rate variation in which substitution rates can change along branches 
[95). The main assumption behind these models is that the evolutionary rates among 
closely related lineages ljre similar. Therefore autocorrelation methods should not be pron 
to overestimation. Simulation analysis verifies this assumption and shows its accuracy over 
conventional molecular clocks [96). Among so many relaxed clock methods, penalized 
likelihood [97], Bayesian rate autocorrelation dating [98], and Bayesian uncorrelated 
relaxed clock [99) are the most widely used. Penalized likelihood method as a semi-
parametric technique, tries to estimate unknown divergence times while simultaneously 
attempts to smooth the rapidity of change along lineages. To perform Smoothing, Penalized 
likelihood method uses a nonparametric function to penalize rates that change too fast from 
branch to neighboring branch. This way the idea of autocorrelation of rates can be 
implemented. The divergence times is estimated based on this penalty function. However 
the optimality criterion must be determined as the penalty function includes unknown times 
[97]. The advantage of using a likelihood framework is that the rate smoothing and the 
data-fitting parts of the estimation procedure can be specified relatively. To optimize the 
level of smoothing a cross-validation procedure can be run [97). This method is able to 
provide confidence intervals on the estimated parameters. This estimation is calculated by 
an age distribution based on chronograms generated from bootstrapped datasets. It also 
permits multiple calibration constraints to make a possible scaling of rates and times to real 
units [I 00). Other types of methods which try to describe the change in evolutionary rate 
over time are the Bayesian dating methods. They use a completely probabilistic framework 
with high parametric model. With the help of MCMC approximation, Bayesian dating 
methods derives the posterior distribution of rates and times from a prior distribution. In 
which, rates are drawn from a log normal distribution and assigned to different branches in 
the tree. Besides, a parameter indicates the amount of autocorrelation [98). This parameter 
is called the Brownian motion constant. This method tries to scale rates and times by 
specifying the prospective age of the root node as a priori. Using this method, the Bayesian 
credibility intervals for estimated divergence times and substitution rates is provided which 
intern permits multiple calibration constraints on nodes. This method is not the only 
Bayesian auto correlated model other approaches have also been proposed [I 0 I). Unlike 
penalized likelihood, the Bayesian rate autocorrelation dating method can take multiple 
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genes/loci, or dataset partitions in general, with different evolutionary behaviors into 
consideration. Therefore more accurate estimates of divergence times can be obtained by 
this simultaneous analy~is of multiple genes [I 02]. To strengthen the Bayesian approach a 
new model has been developed. This method is called the Bayesian uncorrelated relaxed 
clock method [99]. This method is highly parametric. Although it does not assume a priori 
correlation of the rates on the branches of the phylogenetic tree which are adjacent it 
assumes the rate on each branch is drawn independently and identically from an underlying 
rate distribution. This model might be computationally demanding, however this 
uncorrelated dating method is able to co-estimate phylogeny and divergence times. 
Therefore it is able to implement several models of rate change for the analysis. However it 
depends on the user's assumptions about how rates change over time. In general different 
assumptions that penalized likelihood method and Bayesian dating method hold are 
basically different. This leads to different result even when the input topologies and 
calibration constraints are similar. These differences stem in their different assumptions 
about rate change, their different implementations of models of sequence evolution, branch 
length estimation, the use of prior information, and the different ways in which confidence 
intervals are calculated [97, I 00, I 02]. Introducing the choice of appropriate calibrations is 
a very important issue in molecular dating. This flexibility has been provided by more 
complex approaches such as the relaxed clock methods which incorporate calibrations 
[103,104]. Whereas conventional molecular clock were only be used for linear 
interpolation. Recently, Bayesian methods and in particular, the Bayesian uncorrelated 
relaxed clock method have gained more popularity as they are relatively more novel in 
comparison to the penalized likelihood. Their highly parametric framework allows the 
extraction of more information about the evolutionary processes. 
2.5 Software Development 
In order to make biological sense of the data, biologists often need to select data 
from various databases, to use a wide variety of analysis tools and to integrate the results 
from the analyses. These databases and analysis tools are often remotely located on the 
Internet. There are systems developed to support an integrated analysis environment. For 
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example, the Biology Workbench [I 05], consisting of a Web-based interoperable interface 
to a variety of biological sequence and structure databases and an evolving collection of 
biological sequence an<~ structure analysis tools, enables the user to search data across 
several databases and conduct operations for sequence analysis with point-and-click access. 
Another good example is Molecular Evolutionary Genetics Analysis (MEGA) [60). 
MEGA offers a computing environment which can effectively integrate data acquisition, 
sequence alignment and phylogeny reconstruction tools to enable users to conduct analysis 
of the DNA and protein sequence variation from an evolutionary perspective. However, 
most existing integrated systems just provide static interconnections for users to access 
local and remote databases and popular analysis tools. They mainly focus on user 
convemence, but do not offer any guarantee of accuracy and reliability. 
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Chapter 3- Tree Manipulation Models 
Manipulation of a constructed tree in order to make a more accurate tree is an 
important problem which hasn't been noticed well in the literature. The reason for this is 
that in the field of phylogeny, all attempts are to define a model for an accurate inference of 
an evolutionary tree very. This tree will not be used for further processing. In our 
progressive MSA and tree construction we have provided a very on demand method to 
import the phylogeny tree to MSA algorithm for further processing. This possibility allows 
biologists to even modify the tree topology (after being constructed or at any stages of the 
construction) and see the result of their changes in MSA. Uncertainties in the guide tree 
used by progressive alignment methods are a major source of alignment uncertainty [I 06]. 
We designed an algorithm to substitute the guide tree by an interactive phylogeny tree to 
reduce the uncertainty in the alignment. This required us to devise several models for 
phylogeny tree manipulation. 
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Currently the widely used method for tree manipulation is retree implemented in 
phylip package. This model is useful when the information about the target location of the 
node which has been sel~cted to move is quite clear. However in most cases the user does 
not have enough information to make a correct decision. To tackle this problem we 
algorithmically break down the manipulation process into two distinct steps. The first step 
is picking up a node which is not correctly located in the tree (using biological or statistical 
knowledge) and the second step is to place the node in a more accurate location. If the 
biological knowledge regarding to the both prior steps are available, absolute model ( eg, 
retree) can be helpful however due to lack of information biologists compensate the 
accuracy to the convenience of computational methods even though the constructed tree 
might not follow the biological principals. We considered this problem and proposed three 
models for tree manipulation such as absolute model, semiLikelihood model and 
Interactive Neighbor Joining. These models along with the help of our integrated and 
interactive platform enable biologists for the first time to change a not very satisfYing tree 
and observe the effect of their changes in the alignment. Obviously this could not be 
achieved without generating a direct link from the tree to one of Multiple Sequence 
alignment algorithms. We explain the supporting theory for this tree-MSA connection in 
chapter 4. 
3.1 Absolute Model 
This model can be applied when the information about the target location of the 
node which has been selected to be move to is assumed to be available. 
3. 1.1 Sequential addition for Tree Rearrangement 
Here we apply the sequential addition strategy which had been devised originally 
by Cavalli-Sforza and Edwards (1967) in order to count the number of different rooted 
bifurcating tree topologies for n species. We take the advantage of this strategy to rearrange 
the tree. Assuming we are given a tree (X) by a phylogeny method that biological or 
statistical knowledge does not support the location of one node. A biologist may be 
interested to modifY this tree by moving a node to another location in the tree. We provide 
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a method for the topology rearrangement. We first remove a sequence or a node containing 
all related sequences from the tree (X) and generate a new tree (Y). Then we add the 
removed sequence or tht; node to a specific place in the tree in order to generate a new tree 
topology. The following proof shows that this new tree topology is definitely different from 
the original tree. 
Proof: Suppose we have a tree with n sequences. By removing sequences n,n-1 ,n-
2, ... , i+ I a tree with i sequences will be remained. Based on addition and removal logic 
there must be n-i places left in the new tree for addition of removed sequences. As there is 
only one possible i sequences tree could be generated after the removal, each possible 
addition sequence leads to a different tree topology with n sequences. 
3.1.2 Evaluation of the tree topologies 
Modifying the tree topology given a biological knowledge may result in a 
statistically better or even a worse topology. A reliable topology is very important for 
further processing. Questions raised here, how to evaluate the new tree topology and how 
to compare it with the original tree? How could we be enough confident that the new tree 
topology is supported by the sequence data in hand? After a sequence of changes which 
tree should be chosen as the final tree topology to be embedded into the alignment 
algorithm? 
To answer these questions we applied a statistical hypothesis testing method for tree 
topologies devised by Kishino and Hasegawa [8l]called "KH". We first explain the 
statistical hypothesis testing and its application in KH, and then we show how we applied 
this method to rank the tree topologies. In section 3.3 we present a practical biological 
example to show the application of absolute and semiLikelihood models. 
3.1.2.1 Statistical hypothesis testing 
A statistical hypothesis is an assumption about a population parameter. This 
assumption may or may not be true. The best way to determine whether a statistical 
hypothesis is true would be to examine the entire population. Since that is often 
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impractical, researchers typically examine a random sample from the population. If sample 
data are not consistent with the statistical hypothesis, the hypothesis is rejected. 
There are two typt:s of statistical hypotheses. 
• Null hypothesis. The null hypothesis, denoted by HO, is usually the hypothesis that 
sample observations result purely from chance. 
• Alternative hypothesis. The alternative hypothesis, denoted by HI or Ha, is the 
hypothesis that sample observations are influenced by some non-random cause. 
Here we have two tree topologies. We can compute Log likelihood for both of 
them. The Log Likelihood difference value indicates that the trees are different but cannot 
show the magnitude of the difference. It cannot represent how significantly the tree with 
lower Log likelihood is worse than the one with higher Log likelihood or even Maximum 
Likelihood. Therefore we cannot conclude weather a tree topology with a lower Log 
likelihood is still well supported by the alignment data or not. Based on this decision we 
can choose a good candidate for further processing. We applied KH (a statistical hypothesis 
likelihood based method) to interpret the Log Likelihood distance in order to accept a tree 
topology or reject it with a reasonably high confidence. 
Having two trees T1 and T: we want to test if they are equally well supported by a 
data set. There is a logical expectation to have different likelihoods for different tree 
topologies, having one data set. But if we provide several data sets stochastically we expect 
to get L1= L: on average. We can show the difference by {; = L1 - L :· Accordingly we 
expect E[CJ=O.Ifwe put all these into a statistical hypothesis testing we have: 
H0 : E[oxJ=O H1 : E[oxJ;=O 
Using a nonparametric bootstrapping [73] we can generate a probability distribution 
for 5 under H 0 • Therefore the procedure is as follows: 
• Calculating the test statistic o (likelihood ratio between T1 and T:) 5 = L1 - L: 
• Repeating nonparametric bootstrap of the alignment to generate n data sets (i) 
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o Optimise ML on each pseudoreplicate (dataset i) for T1 and T: to generate L'1'' and 
{~-' respectively. 
o Calculating 6, for each pseudoreplicate 
o Centring the distribution(t" ')by subtracting the mean of o, from each value of o, to 
conform our null hypothesis H0 : E[oJ 
o If our test statistic 6 (attained from the original data) lies outside the confidence 
interval (for example 2.5% and 97%) ofthe J• distribution (Figure 3.1), we reject 
the null hypothesis He: E[o_J, that is the modified topology T:is significantly 
worse than the original one T1 . This means that T: cannot be chosen to be inserted 
to our alignment algorithm. However if o falls within the confidence interval, T2 
can be accepted even if L: < L1 
o The test of statistical significance is performed by computing standard deviation for 
6 and P-value 
o The test is a two-sided test as we have no priori expectation whether T1 or T: should 
be preferred 
Sit.u fE':o'l.lfi.r.g: T:.. Sit~~ fa-.·ourillg T: 
t l 
0 0 
Accept~ value R~ec:t fi, 
Figure 3.1 Distribution of o under null hypothesis for KH 
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3.2 Semi Likelihood Model 
This model can be used when the information about the wrong location of a node is 
available but the target 'point is obscure. This is where a statistical method can help to 
resolve the problem. We call this semi likelihood model because the first step, 
"Rearrangement", is not a likelihood based model. In this step the user picks up a node 
which is in a wrong place with the help of biological knowledge or bootstrap value. 
However the second step "Best Tree Search" is performed using a likelihood-based test of 
tree topologies. We apply the Shimodaira-Hasegawa Test (I 999) to statically compare 
selected tree topologies using a nonparametric method. Shimodaira and Hasegawa were the 
first to propose a topology test suitable for one or more topologies when they were selected 
with reference to the same data being used for testing. 
3.2.1 Sequential addition for Tree Rearrangement 
Here we apply the sequential addition strategy which originally had been devised 
by Cavalli-Sforza and Edwards (1967) in order to count the number of different rooted 
bifurcating tree topologies for n species. We take the advantage of this strategy to rearrange 
the tree. Assuming we are given a tree (X) by a phylogeny method that biological or 
statistical knowledge does not support it entirely. We provide a method for the topology 
rearrangement. 
We first remove a sequence or a node containing all related sequences from the tree 
(X) and generate a new tree (Y). Then we add the removed sequence or the node to all 
possible places in the tree in order to generate a set of distinct new trees. There is a proof 
that these new tree topologies are distinct. Suppose we have a tree with n sequences. By 
removing sequences n,n-l,n-2, ... , i+l a tree with i sequences will be remained. Based on 
addition and removal logic there must be n-i places left in the new tree (with i sequences) 
for addition of removed sequences. As there is only one possible i sequences tree could be 
generated after the removal, each possible addition sequence leads to a different tree 
topology with n sequences. 
The number of new tree topologies is equal to the number of branches in the tree. 
The reason is that the tree is bifurcating. That is a new sequence cannot be added to an 
32 
existing interior node. Instead, a new node must be created in the middle of the existing 
branch to be connected to the sequence. This way we obtain a set M of different tree 
topologies. The next step is to rank the trees in M in order to reject the trees which are 
significantly worse as well as ranking the accepted ones. 
3.2.2 Evaluation and Ranking of the Tree Topologies 
The problem of ranking the tree topologies falls into the statistical hypothesis 
testing problem type. In this type of problems there is a method of making statistical 
significant decisions using data. In statistics, a result is called statistically significant if it is 
unlikely to have occurred by chance alone. In frequency probability, these decisions are 
almost always made using null-hypothesis tests. In which there is a critical region of a 
hypothesis test which is the set of all outcomes which, if they occur, will lead us to decide 
that there is a difference. That is, cause the null hypothesis to be rejected in favor of the 
alternative hypothesis. 
We applied Shimodaira-Hasegawa test (SH-Iest) in the second step of our semi 
likelihood model to simultaneously compare all topologies in set lvt and make appropriate 
allowance for these multiple comparisons. It is necessary that M contains every topology 
that can possibly be chosen as the true topology, to meet this condition we should always 
"for any bootstrap data set" generate the ML tree. If this condition is not met, the 
significance levels computed will be inaccurate (Westfall and Young, 1993:48). This 
required us to add the ML tree topology to M for calculating the proper test statistic. 
Another assumption in SH is that selection of topologies for the set M should be 
made a priori and not with reference to the observed data; otherwise, significance levels 
will again be inaccurate. We have met this condition as well by our sequential addition 
method, mentioned in the first step of our semi likelihood model. 
H0: all T" E M (including T~!l• the ML tree) are equally good explanations of the 
data 
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HA: some or all T,. E Mis not equally good explanations of the data 
The test proceeds 'as follows: 
• Calculating a test statistic o:;:-for each topology T" E M: o~. is likelihood ratio 
• 
between T)cL and Tx. s;.': = L );;_- LX 
Generating nonparametric bootstrap replicate data sets i and for each one 
maximizing likelihoods over parameters ex for each permitted topologyTx 
Resulting an optimal log-likelihood values(' 
• Centring the distribution (·for each topologyT", when ( · = (~·- LO> andLO;;' 
is the mean over replicates i of(~·. This enforces that the resampled data conform 
to Ho. Shimodaira (1998) 
• Finding r;:L for each replicate i, the maximum over topologies Tx of the adjusted 
log-likelihoods f.~ 
• Forming bootstrap replicate statistics o';': = f';it- (:· 
• For each topology T
0 
, we should test whether o" (attained from the original data) 
is a plausible sample from the distribution (over replicates i) of the oi'' by seeing if 
it falls within the confidence interval for E[oJ Figure 3.2. 
• The test of statistical significance is implemented by computing P-value for ox and 
for example, the confidence interval between 0 and 95% point of the ranked list of 
the o:·.' 
• 
• This test is a one sided test is, because we know that only L'~;·L?: L~~} is possible 
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1 
<5 <5 
Accept~ value ReJect f-:b 
Figure 3.2 Distribution of o under null hypothesis for SH 
3.3 An Example 
We examined the application of our method on a real biological problem. We chose 
to model the lipocalin superfamily. The reason is that the lipocalin superfamily is highly 
diverged globular protein superfamily sharing a conserved structure and functions [106]. 
Superfamilies of sequences are those that have diverged over a long evolutionary time, 
where dynamic evolutionary events such as insertion and deletion (indels), in addition to 
substitutions, have occurred. Though they are distantly related, remote similarities can be 
inferred through examining their 3-dimensional structure and their related (though often 
different) function [I 07]. These properties make lipocalin superfamily a good candidate to 
be examined by our method. As we address the problem of highly divergent sequence 
alignment which are distantly related by integrating biological knowledge in to the 
computational and statistical process. 
3.3.1 Lipocalins Characteristics 
The lipocalins are a family of extracellular proteins that bind and transport small 
hydrophobic molecules. They are found in eubacteria and a great variety of eukaryotic 
cells, in which they play diverse physiological roles[! 08]. In regards to their structure, they 
usually share a conserved structure of 8 13-strands that form a 13-barrel structures. The more 
derived lipocalins seem to have evolved a more flexible protein structure and a ligand-
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binding pocket that binds smaller hydrophobic ligands with more efficiency than the 
ancestral lipocalins. In addition, this trend is accompanied by a greater rate of sequence 
divergence within the more derived clades 
3.3.2 Reasons for choosing lipocalins 
• Highly divergent: the amino acid sequences of lipocalins are quite divergent, and 
low levels of sequence identity, even below 20%, are found when comparing the 
overall sequence among some members of the family [I 08]. 
• Conserved structure: In spite of the low level of sequence similarity, the tertiary 
structures oflipocalins are strongly preserved [I 08]. 
• Similar Function: Another characteristic of the Jipocalins is their ability to form 
oligomers, which range from the dimeric state of many lipocalins, such as 
odorantbinding proteins [I 09], to the complex octamers of crustacyanins [I 08]. 
• Increasing divergence rate: In this superfamily an increasing sequence divergence 
in the more derived lipocalins has been observed [I 08]. 
Wealth of knowledge: their function and structure have been discovered and 
studied for many years therefore we can examine our method with a high 
confidence level 
~-- XII I Chemoreception lipocalins II 
.---------- XII O.t·Acid glycoproteins 
XI Miscellaneous lipocalins 
.----- X Chemoreception lipocalins I 
I x a.2u·globulins 
VII I Mouse urinary proteins 
~----- VII Complement By 
VI O.t·microglobulins 
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Figure 3.3 Lipocalin superfamily (108) 
Lipocalin superfamily are classified to 115 lipocalin family members in to 13 
monophyletic clades [I 08) which they are grouped in well-supported superclades as 
• 
demonstrated in Figure 3.3. 
This tree (Figure 3.3) can be considered as hypothetical true tree because it is based 
on extensive biological research[ I 08). Then from each monophyletic clade we selected one 
sequence as a representative and applied maximum likelihood method by pipelining from 
our platform to protml from Phylip package to generate a phylogenetic tree. As the 
information in our sample had been greatly reduced and the divergence was high we 
expected to have some sequences grouped wrongly. In fact we formed a test set whose 
hypothetical true phylogenetic tree had been discovered (Figure 3.3). The criteria used for a 
sequence to be included in the lipocalin family were overall sequence identities with its 
closest relative bellow 20% Figure 3.4. In Figure 3.4 we show the roman number of 
representative monophyletic clades instead of the name of sequences to demonstrate the 
rearrangement easier. 
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Figure 3.4 Lipocalin superfamily: a selective representative for each family member 
of lipocalins 
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Figure 3.4 demonstrates the common ambiguity in today's many phylogenetic 
analyses when knowledge based phylogenetic tree "such as what we showed in Figure 3.3" 
is yet to be established. Qur method can help the user to analyze, modify, lessen the 
ambiguity and get closer to the hypothetical true tree. 
First step: The first step for the correction is to identify the node which is not 
supported statistically or biologically or both. For example: 
• Biological knowledge: A prokaryotic lipocalin group "III,IV" (the question 
mark "?" in Figure 3.4) which has not been found in mammals has been 
grouped with more derived (mammalian) lipocalins. Biological knowledge 
(Figure 3.3) suggests that they should have a parent relationship with the 
rest of eukaryotic lipocalins (arrow in Figure3.4). 
• Statistical Evaluation: Consensus bootstrap tree, Figure 3.5 supports the 
biological relationship and shows that clade "III,IV" is grouped with"!" and 
Then "II" 
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Figure 3.5 Consensus bootstrap tree: Iipocalin representative superfamily 
This inductive reasoning rejects the current topology of the lipocalins tree, 
generated by the maximum likelihood phylogeny method, and suggests performing an 
extreme rearrangement regarding to the clade "III,IV". 
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Second step: Next we should decide which model to use for the tree modification 
If enough information is available regarding to the proper location of the clade 
"III,IV" in the tree, we ,use absolute model to rearrange the tree. However, if the user can 
detect the wrong place of the clade "III,IV" but not enough certain regarding to the proper 
location that it should be placed in, we apply our semiLikelihood modeL For the lipocalins 
example we first demonstrate the absolute model and then the semiLikelihood model 
outcome for node clade "III,IV" relocation. 
3.3.3 Applying absolute model for lipocalin superfamily 
We modified the tree topology in Figure 3.4 to the topology in Figure 3.6 by 
removing the clade "III,IV" (question mark "?" In Figure 3.4) and adding a node before 
eukaryotic lipocalins (arrow in Figure 3.4) using a pipeline from our platform to retree 
from phylip package. 
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Figure 3.6 Modified Lipocalin superfamily by absolute model 
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XII 
Tree logL Diti'logL !tsSD. Significant!,- "·orse0 
-,.'!66.2 <------ best 
' -57"76.5 -103 I S.90~9 I ::-;-o 
Table 3.1 Kishino-Hasegawa-Templeton Test 
Table 3.1 shows that although log likelihood tree2 is less than the maximum 
likelihood, it is still well supported by the alignment and it is not possible to reject the null 
hypothesis (E[oJ=O) therefore the new topology is accepted. 
3.3. 4 Applying Semi-Likelihood model for lipocalin superfamily 
To examine the best tree topology by moving clade "III,IV'' to every other possible 
location in the tree, we suggest our semi-likelihood model. The result is shown in table 3.2 
Tree logL DifflogL P ,-aJue Signitica.ntly ~'·ors~? 
1 -:5-66 2 <.----- best 
' -~ ~65 -10 3 0 23 :\"o 
-
-
-5 -sc.-1 
-16.2 0 011 Yes 
-1 -~-sos -1-1.5 0.019 Yes 
' -5"66.2 -0.0 0.6:53 ::\o 
6 -5 S-t2 -IS.O 0013 Yes 
- -:-s-L~ -18.0 0.013 Yes 
s .)CS6 9 -20) 0 oos Yes 
9 -5-90.~ -2-t5 0 00-l Yes 
10 -5~919 -15.7 0.00-l Yes 
Table 3.2 Shimodaira-Hasegawa Test 
Table 3.2 shows that tree 5 and tree2 topologies are supported by the alignment. 
Tree 5 is the same as maximum likelihood tree topology with the braches swapped. 
Although tree2 has a log likelihood less than maximum likelihood tree, the eukaryotic 
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lipocalins have been grouped in a parent relationship with prokaryotic lipocalins which is 
biologically more accurate than the maximum likelihood tree topology. Figure 3.7 
Figure 3.7 shows ~hat the accepted tree topology using our semi-likelihood model is 
supported by the accepted tree topology using absolute model. Whereas in semi-likelihood 
model we didn't have the clue where the target location for clade "II,IV" would be. This 
can evaluate that our semi-likelihood model is able to rank our set of trees accurately based 
on the P value. 
We described earlier that null hypothesis in this case assumes all Tx E M (including 
T~.=~· the ML tree) are equally good explanations of the data. When P value is less than 0.05 
means that o :/ = L o::. - L x , appears in the area of the distribution that rejects the null 
hypothesis. Therefore these topologies are significantly worse than ML topology and 
cannot represent the alignment dataset statistically. 
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Figure 3.7 Modified Lipocalin superfamily by semiLikelihood model 
41 
There are many cases like what was mentioned above that biologists face a great 
deal of uncertainty when the divergence is high but the structure or function would suggest 
a remote relationship. V,:e address this problem by providing a flexible and modifiable 
analysis tool. 
3.4 Interactive Neighbor Joining Model 
The models we have proposed up to here are useful for changing the grouping order 
of tree clades based on biological information or statistical knowledge or both. They can be 
applied on a tree constructed by any phylogenetic methods. However these models do not 
affect the decision making during the computation therefore a specific modification does 
not change the criteria for the next grouping order. Here we propose a modification model 
for distance based phylogenetic reconstruction methods, specifically Neighbor Joining 
[58). 
Neighbor Joining method is widely used due to advantageous such as: I) being fast 
and suited for large datasets 2) permits lineages with largely different branch lengths, 3) 
permits correction for multiple substitutions. However, sequence information which is the 
foundation in this method to generate an accurate tree, is greatly reduced and strongly 
dependent on the model of evolution used. An under or over estimation of sequence 
distance causes a wrong grouping in the tree. How to calculate the distances between two 
genetic sequences is not the focus of this section; however we would like to point out that 
this is a critical step at producing a sensible tree and we elaborate this in the evolutionary 
model selection section. 
In this section we focus on the modification of a wrong grouping order if biological 
evidence would not agree with a constructed NJ tree. We address this problem by taking 
the advantage ofNJ, being a step wised progressive method. This characteristic allowed us 
to assign breakpoints in any progressive stages. We call this model Interactive Neighbor 
Joining (INJ). Using this model, the user is able to directly intervene to the grouping order 
of the tree clades which are strictly determined by the distance matrix in Neighbor Joining 
method. This way a biological or statistical knowledge is taken into account during the 
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computational process and likely to change the next grouping order. To explain our model 
we define the NJ method and show how our algorithm, INJ, has been designed . 
. 
3.4.1 Neighbor-Joining 
Neighbor-Joining method is a special case of the star decomposition method. In 
contrast to cluster analysis Neighbor-Joining follows the nodes of a tree rather than taxa or 
clusters of taxa. The raw data are provided as a distance matrix and the initial tree is a star 
tree. Then the distance matrix is modified in a way that the difference between each pair of 
nodes is calculated by their average divergence from all other nodes. By linking the least 
distant pair of nodes the tree is constructed. In fact, by linking two nodes, their common 
ancestor will be added to the tree accordingly. This will remove the terminal nodes from 
the tree. Therefore the newly added common ancestor will be converted into a terminal 
node on the tree and the size of this tree will be reduced. The reason is that at each stage in 
the process, two terminal nodes are replaced by one new node. The process is complete 
when two nodes remain, separated by a single branch. 
3.4.2 Interactive Neighbor Joining Algorithm 
We first run the Neighbor-Joining algorithm to obtain the initial tree. Then we 
identify the two nodes i".j' that we wish to be grouped together if they are otherwise. We 
bookmark these nodes with the help of our interactive G Ul. 
INJ as an extension to NJ begins with an N _N pairwise distance matrix called D. 
This distance matrix is symmetric with O's along the diagonal. We begin with n clusters 
which are our leaf nodes (sequences). These nodes should be joined successively. We 
proceed by normalizing the distance matrix D and producing a new distance matrix i5. To 
perform the normalization of D, we compute the means m for each column i , shown in 
equation (I). And then update l5 according to equation (2) 
rn: ~ -::.··~:-:r ._, D . Ll~:r, : .. 
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(1) 
D,; = D,,1 - (m, -m;) (2) 
In equation (I) "eurrent"is a list of the clusters yet to be joined. Presumably, it is 
initialized to N, as we haveN sequences or N clusters, and then at each iteration current 
size is subtracted by one. Because we remove two nodes from the current list and add one 
parent node instead. Having the normalized matrix i5 according to the equation (2), we 
search for a minimum i5 ,,: among the entire matrix. 
In NJ, these i,j are the two nodes which become siblings in the tree whereas in our 
INJ a minimum distance is not the only condition for joining two nodes. At each step, we 
examine only if both or neither of the selected i,j is equal to ;'.j'then i,j can be joined 
otherwise we skip to the next minimum distance in matrix D. And we repeat this process. 
This way we deliberately impose a delay in grouping order of nodes equal to i',j' in order 
to group them together. Therefore two nodes whose initial distance (for example based on a 
not appropriate evolutionary model) is mistakenly far can be placed closer in the tree if 
biological knowledge suggests it. 
We would like to point out the importance of the correct selection of i' ,j' in this 
method. Although this method, INJ, provides a flexibility to join or separate any two nodes 
that the user desire, it can worsen the tree if the selection wouldn't be knowledge based. 
This is because of the propagating errors. At any steps, by choosing different nodes to be 
joined we in fact alter the whole distance matrix i5 and consequently change the later 
joining decisions. 
When the decision is made we construct a parent and remove i,j from the current 
list. Then we add a new node P to the tree. We calculate the distance between node P and 
its children according to equation (3). Then we update the distance matrix with this new 
node and compute its distance to other active nodes in the matrix. As we mentioned, active 
nodes are identified by the current list. At each step a node i which is removed from the 
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current list will not be accessible from the matrix so row i and column i will be disabled. 
It means current list has a controlling role over matrixD's active rows and columns at each 
step. 
Interactive Neighbor joining algorithm 
Algorithm! main 
Input: A distance matrix 
Output: Manipulated tree 
I: II Common NJ method to produce an initial tree, we don't represent psudo code for NJ 
2: T= runNeighbourJoining(D) 
3: II GUI interaction identifies the nodes to be joined 
4: !' ,j' = G Ul Interaction (T) 
5: II Uses a polymorphic method for INJ based on NJ 
6: T= runNeighbourJoining(D, i',j') 
Algorithm! runNeighborJoining(D, i' ,j') 
Input: A distance matrix D and two nodes i'.j' 
7: Tree= lnitTree(D) 
8: current= getLeaves(Tree) 
9: II The algorithm find the minimum distance and-
] 0: II or the next minimum distance if a delay is required-
! I: II Then it removes two nodes and then adds their parent 
12: while (current> 2) 
13: do 
14: (i,j) =minD( minD()) 
15: addNode(P, (i,j)) 
16: remove((i,j), current) 
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17: add(P, current) 
Algorithml initTree 
18: //This Method initializes the tree as a star with all the leaf nodes 
19: lnitTree(D) 
20: for n. E rows(D) 
21: add(n,,Tree) 
Algorthml addNode 
22: 
23: 
24: 
//This method adds node P to the tree and compute 
/land computes the edge lengths to its children 
1 
D"·' =: ( D,.j +m,- m) 
25: D,,.: =D,.: - Dk, 
26: add(P, Tree) 
Algorithml minD(skipValue) 
27: II This method normalize distances in to a matrix and return the-
28: II minimum or find the next minimum number if one of 
29: II the joining nodes are equal to i 'or j' 
30: 
1 
m.=----
1 - cur:ent 
'\"' D. L· 
.... -: 
31: 15.; = D,.;- (m. "'- m;) 
..... !.; • ... 
32: min( 15,) II next_ min( 15,;) 
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3.4.3 Interactive Neighbor Joining Example 
To demonstrate the application of INJ we continue the correction of the tree m 
Figure 3.7. We chose to continue the process of modification to show that our proposed 
tree manipulation methods can be applied complementary as well as individually. We aim 
to demonstrate the flexibility and variety of these models one can apply in any stages of 
modification based on different conditions. 
Comparing Figure 3.3 and Figure 3.8 shows that our biological knowledge suggests 
only switching cluster I with cluster 2, can make the final tree topology much closer to the 
hypothetical true tree. In such a case Interactive Neighbor joining is a recommended 
method. 
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Figure 3.8 Lipocalin superfamily: a selective representative for each family 
We applied our INJ (D,ij) with input parameters : D = Patristic Distance Matrix 
according to Figure 3.8, i = "XIII" , j = cluster 2 in Figure 3.8. In fact INJ imposed two 
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delays in grouping iterations. After these delays the minimum distance suggested cluster! 
and V to be joined. 
The next minimum distance identified nodes equal to the input parameters (i ',j' ). 
Therefore cluster2 was chosen to be grouped with XIII. Which was a correct decision 
based on Figure3.3. 
The resulted tree shown in Figure 3.9 demonstrates a better topology in regards to 
grouping and reasonable branch length accuracy. 
Discussion about INJ: If the nodes ( ( /) that we identify to be joined together 
would be very far, the branch lengths accuracy, after the join, would not be very reliable. 
The reason is that after a high number of delays for joining nodes!' · j · due to their distance 
the value of D:._. :' = ~ ( D:· :' +m:: - m;· ) increases suddenly. Therefore the distance from 
the remaining nodes in the matrix to this new cluster drops. This causes short branch 
lengths after the join of a user request nodes ( i ' ,j') with high distance. Hence, currently 
INJ is better to be applied for local rearmaments. We always can apply absolute Model to 
examine ifthe new topology is better than what we originally had. This is another way of 
using our models complementary. 
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Figure 3.9 Modified Lipocalio superfamily by Interactive Neighbor Joining method 
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The Lipocalin Superfamily example showed that by rearranging a given tree, based 
on biological knowledge or statistical evaluations, we can get closer to the hypothetical true 
tree. Applying our sugg~sted models can be in a great use in this respect. Although the 
modification of phylogeny tree in order to perform optimization is a prominent problem, it 
is not our ultimate goal in this study. We, for the first time, take the advantage of this 
outcome to improve Multiple Sequence Alignment accuracy. To establish this linkage we 
design an interface between these two components as a connector. This interface is called 
API which stands for Alignment-Phylogeny-Interface and will be explained in next 
chapter. 
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Chapter 4- Alignment-Phylogeny-Interface 
The ultimate goal in phylogentics is to generate an accurate tree which means that 
the process ends after the tree construction. However in our framework, output of a 
phylogenetic method can be used in a tree-based progressive Multiple Sequence AJignment 
algorithm (tbp-MSA) as an input parameter. Our framework enables a tbp-MSA to accept 
the output of a phylogenetic, no matter which phylogentic method has been applied and 
whether the output has gone through a modification model or not. 
-4. 
rT,-., v IV"~• hod 
... L, i..c.; rh ... od Metho,J. ____ ::[ PhylogenvT,. 
"" n fill C> 'VIC·th<ldS 
_j 
'"'l 
y_ 
T rf!'e Msntpuletron 
Model~ 
-
BooOogo=' '"':';•<ion '"'""'f"onj Statt~lc::~ Eveluinton 
t 
.--
1 
I 
Tr e<:>· Basod Progr~s•v j Multrplo Sequcnc.o Alignr~· o: nt 
Fvolutionary 
Model Selec.1.oon 
Figure 4.1 Design of the framework : API 
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Figure 4.1 shows API and its dependencies. Using this component oriented view, 
we have accomplished our goal not only significantly reducing the hard coded 
dependencies between 1pajor components (tree methods and MSA algorithms) but also 
increasing flexibility and functionality within them. In this section we explain about API 
component which acts like a bridge between the tree and the alignment. 
As the naming terminology (API) implies, Alignment Phylogeny Interface is an 
interface similar to Graphical User Interface (GUI) or Application Programming Interface 
(API). It is a building block with particular set of rules and methods specifically between 
the phylogeny method and the alignment algorithm. This component translates the tree in 
to a distance matrix then sends the matrix to the tree-based progressive alignment 
algorithm. 
All sorts of changes in a constructed tree are limited to the tree topology while 
changing a tree topology does not directly affect the evolutionary distance between each 
pair of taxa in the distance matrix. As a reminder, the distance between each pair of taxa is 
calculated using an evolutionary model. The problem here is that there is a new tree 
topology without a supporting evolutionary distance matrix which is indeed required in a 
progressive Multiple Sequence Alignment algorithm for further computation. To generate a 
distance matrix based on the new topology we first introduce patristic distance matrix and 
then we demonstrate its relationship with different phylogenetic methods. 
A patristic distance is the path length between species calculated from the 
hierarchical clustering distances. The path distance is not necessarily the biological 
distance. If a patristic distance matrix is equal to the evolutionary distance matrix, the tree 
will be the "True tree" which is the ultimate goal of phylogenetics. This fact made us to 
investigate the relationship between a patristic distance matrix and an evolutionary distance 
matrix in the most common phylogenetic methods. 
Patristic distances, calculated based on tree branch lengths, describe the amount of 
genetic change represented by a tree and are commonly compared with other measures of 
mutation to investigate the substitutional processes or the goodness of fit of a tree to the 
raw data [110]. 
In other words a patristic distance is the sum of the lengths of the branches that link 
two nodes in a tree, where those nodes are typically terminal nodes that represent extant 
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gene sequences. Therefore a matrix of patristic distances is calculated from a tree for all 
pairs of gene or species. While evolutionary distances are calculated from pairwise 
sequence comparisons giyen an evolutionary model. 
We go back to our example of lipocalin family to show how is the relationship 
between raw distances and patristic distances in different phylogenetic algorithms: 
maximum likelihood, maximum parsimony and neighbor joining. We use a distance 
method implemented in a software called patristic [II 0] to show this relationship and 
investigate the applicability of using patristic distance instead of evolutionary distances for 
tree based progressive multiple sequence alignment. 
Results show that patristic distances from ML trees are greater than the equivalent 
estimates of genetic distance, when the genetic distances are based on pair-wise 
comparisons between the raw sequences [110], Figure 4.3. 
However in regards to maximum parsimony, the converse occurs if patristic 
distances are calculated from MP tree, since characters that do not conform to the cladistic 
definition of phylogenetic information are discounted, Figure 4.4. 
Regarding to NJ algorithm we examined NJ patristic distance matrix against 
pairwise genetic distance matrix for three super families of proteins (globin with 238 
protein, lipocalin with 307 proteins, insulin with 256 proteins) and observed a high 
correlation between distances similar to Figure 4.2. This observation indicates that a 
relative linear relationship between NJ patristic distance matrix and evolutionary pairwise 
distance matrix. Our experiments suggest proportionality relationship between NJ patristic 
distances and evolutionary distances. 
The dots coordinates in Figures 4.2, 4.3 and 4.4 are the distances between two pair 
of taxa in a phylogenetic patristic matrix (y axis) against a pairwise genetic distance (x 
axis). 
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Figure 4.4 Distances between MP patristic distance matrix and pairwise genetic 
distance matrix for lipocalin super family 
This comparison among phylogenetic algorithms suggests that NJ patristic distance 
represents the genetic distance relatively better than MP and ML. Therefore when we 
modifY the NJ topology we expect that the genetic distance get affected proportionately 
while we can obtain less information about genetic distances from ML and MP patristic 
distances. Although generating a patristic distance matrix from any given trees is possible 
the user should be aware of the differences. 
In general, inferring genetic distance matrix from a patristic distance matrix falls 
into the undecidable problems however we suggest a linear relationship between a NJ 
patristic distance matrix and its genetic distance matrix based on the experiments that we 
have performed as we mentioned earlier, on known superfamilies of globin, lipocalin and 
insulin proteins. 
Based on this linear relationship we have proposed a reverse engineering solution to 
infer genetic distance matrix for a modified NJ tree. The ratio of the patristic distance 
matrix in the NJ tree to the corresponding genetic pairwise distances matrix is equal to the 
ratio of the patristic distance matrix in the modified NJ tree to the corresponding genetic 
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pairwise distances matrix. Using the proportionality principal we can drive the approximate 
corresponding pairwise genetic distance matrix for the modified tree topology. 
We have provi?ed options for the user to decide about the type (patristic or 
evolutionary) of the matrix to be used for further processing by the progressive alignment 
algorithm. 
55 
Chapter 5- Multiple Sequence Alignment 
In our progressive multiple sequence alignment and tree construction we have 
provided a very on demand method to import the phylogeny tree to a progressive tree-
based multiple sequence alignment algorithm for further processing. The tree and the 
alignment are constructed progressively. This allows biologists to modify and evaluate the 
tree topology (after being constructed or at any stages of the construction) and see the 
result of their changes in multiple sequence alignment. It also facilitates revision in the 
alignment preventing errors to be propagated. Uncertainties in the guide tree used by 
progressive alignment methods are a major source of alignment uncertainty [Ill]. We 
designed !MAP to substitute the guide tree by an interactive phylogeny tree to reduce the 
uncertainty in the alignment. This algorithm can be classified in progressive tree-based 
alignment methods however the tree topology (formed in patristic or genetic distance 
matrix described in chapter 4) and the evolutionary model (section 5.4) which are the main 
components of this class of alignment methods are being constructed in separate 
components and no longer are static units of the progressive alignment algorithm. 
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Figure 5.1 Design of the framework: Interactive Progressive Alignment 
5.1 Tree-based Progressive Alignment Algorithms 
Tree-based Progressive Alignment algorithms all share a common approach in one 
stage of the progressive alignment that is; they combine the alignments, starting from the 
most closely related groups to the most distantly related groups by going from the tip of the 
tree to the root of the tree which is based on the distance matrix. "This approach is 
sufficiently fast to allow alignments of virtually any size. In closely related cases, the 
quality of the alignments is excellent however in distantly related cases the alignment 
requires manual refinement" [I]. 
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Emergence of next-generation sequencing offers I 00 to I ,000 fold increased 
throughput as compared to conventional sequencing methods. This means that, from one 
hand the speed of the al_ignment method is getting more and more important for dealing 
with large size problems (scalability), on the other hand noise tolerance of the alignment 
output in regards to inaccurate decision making during the computational process is 
becoming absolutely crucial (accuracy). And that's because of having a great surge in the 
ratio of the distantly related sequences in the problem set. 
This fact made us focus on tree-based progressive alignment algorithms which are 
the fastest but suffering from the local minimum problem. "The local minimum problem 
stems from the "greedy" nature of the alignment strategy. The algorithm greedily adds 
sequences together, following the initial tree. There is no guarantee that the global optimal 
solution, as defined by some overall measure of multiple alignment quality [7], or anything 
close to it, will be found. More specifically, any mistakes (misaligned regions) made early 
in the alignment process cannot be corrected later as new information from other sequences 
is added. This problem is frequently thought of as mainly resulting from an incorrect 
branching order in the initial tree[!]". 
The initial trees, in the original progressive alignment method such as ClustalW are 
derived from a matrix of distances between separately aligned pairs of sequences and are 
much less reliable than trees from complete multiple alignments that we explained in 
chapter 3 (Manipulation models). 
"Another major problem is caused simply by errors in the initial alignments. Even if 
the topology of the guide tree is correct, each alignment step in the multiple alignment 
process may have some percentage of the residues misaligned. This percentage will be very 
low on average for very closely related sequences but will increase as sequences diverge. It 
is these misalignments which carry through from the early alignment steps that cause the 
local minimum problem[!]". 
We are taking the advantage of stepwise characteristic of progressive methods to 
integrate other sources of knowledge into the alignment procedure early enough to avoid 
propagating errors later on. Correcting small misalignments at the early stages of the 
alignment construction can fix the problem to a great extent. 
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To do this first we are required to create a progressive alignment algorithm to 
accept break points and be interactive, secondly we have to introduce what sources of 
information can be usefu.J and integrate them. 
5.2 Interactive Progressive Alignment 
Currently, famous tree-based progressive alignment algorithms are CLUSTALW 
[I], PROBCONS [33], MUSCLE [112], MAFFT [32] and T-COFFEE [31]. They all have 
at least one stage based on the most popular heuristic strategies developed by Feng and 
Doolittle [ 15] in which groups of sequences are assembled into a complete multiple 
alignment via several pairwise alignment steps. As with any hierarchical approach, 
however, errors at early stages in the alignment not only propagate to the final alignment 
but also may increase the likelihood of misalignment due to incorrect conservation signals. 
Post-processing steps such as iterative refinement [23] alleviate some of the errors made 
during progressive alignment. Consistency-based schemes [31] take the alternative view 
that "prevention is the best medicine." 
All of tree-based progressive alignment algorithms have developed methods either 
for pre processing of the guide tree for pairwise distances or post processing of the 
alignment. PROBCONS [33] has been the most successful in accuracy with the cost of 
sacrificing the speed and CLUST AL W [I] with a poor guide tree is the fastest but not very 
reliable. 
In all tree based progressive alignment algorithm the tree is fixed however in reality 
this method has an ongoing nature. It means that in any stages of the construction some 
information will be available that can change the current state to a different decision and 
that is the reason for the generation of other class of multiple sequence algorithms that 
attempt to align all sequences all at once such as simulated annealing and genetic 
algorithms under stochastic heuristics discipline. Even using these low complexity 
approaches for large size problem could not properly address the problem of distantly 
related sequences due to intolerance to the noise. 
59 
We provide a method which enables the progressive alignment to change its state at 
any stages and then move to the next stage. We try to lessen the deterministic drawback 
and take the advantage ~f speed and accuracy provided by progressive alignment methods. 
We first explain progressive alignment algorithm which has been applied in 
ClustalW algorithm as we have enabled this algorithm to be interactive and implemented in 
our platform. 
The basic procedure in progressive alignment is to perform a series of pairwise 
alignments to align larger and larger groups of sequences, following the branching order in 
the guide tree. The process starts from the tips of the rooted tree towards the root. In the 
lipocalin example Figure 5.2, progressive alignment starts from alignment state I and 2 
(which are sequences) aligned to alignment state 3 (which is an alignment). During the 
sequential progressive procedure, an alignment state such as 18 (Figure 5 .2) is formed by 
aligning two alignment states of 17 and 14 (which are profile alignments). The process 
ends when it reaches the root of the tree and produce alignment state 25. At each stage of 
construction a full dynamic programming algorithm is used with a residue weight matrix 
and penalties for opening and extending gaps. Each step consists of aligning two existing 
alignments or sequences. In the basic algorithm, gaps that are inserted in older alignments 
remain at the same position following the rule "once a gap always a gap". This is the main 
cause of local minimum problem in the final alignment as a low percentage of 
misalignment in early stages will increase the errors as sequences diverge [I). 
We address this problem in our Interactive Progressive Alignment algorithm, at any 
stages, not only we can modify the alignment avoiding further errors but also we can go 
some steps back and do the modifications which might had been caused misalignments in 
the current state. By introducing alignment states as a unique identity for sequences, 
alignments and profile of alignments we provide the options for adding sequences and 
changing the length of sequences in the middle of the construction. 
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5.2.1 Interactive Progressive Alignment Algorithm 
Interactive Progressive Alignment algorithm 
Algorithm2 alignment state 
I: II Data structure definition for alignment state 
2: JD 
3: Tree 
4: alignment 
5: alignment state: parent, child!, child2 
Algorithm2 node 
6: II Data structure definition for node 
7: node: parent 
8: node: child I, child2 
9: node: sister 
Algorithm2 main 
I 0: II Initialization 
II: II it first align all sequences two by to 
12: doPairwiseAlignments 
13: II computes the distances to build the guide tree based on NJ algorithm 
14: buildGuideTree 
I 5: II a graph as 
16: table= constructGraphMap 
17: II adds table to progressive state Jist 
18: Add( table) 
19: Traverse Graph (table,3) 
20: Register an Action Listener for interactive commands 
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Algorithm2 constructGraphMap 
21: retun table 
Algorithm2 traverseGraph 
Input: table and current alignment state id 
22: while current alignment state . parent 
23: progressiveAlignment(alignment state childl, alignment state child2) 
24: current alignment state= current alignment state . Parent 
Algorithm2 actionPerformed 
25: case : manipulate tree 
26: manipulateTree (node! , node 2) 
27: table= constructGraphMap; 
28: II add table to progressive state list 
29: add(table) 
30: traverseGraph (last element of Progressive States List, alignment state ID) 
31: case: modify Alignment 
32: modify Alignment (table) 
3 3: case : traverse 
34: traverseProgressiveStates(list) 
Algorithm2 manipulateTree 
35: //manipulate Tree performs based on described methods in 
36: //tree manipulation chapter 
37: //node] and node2 are to be joined 
38: node3 = nodel.parent 
39: node3.parent.setchild(nodel.sister) 
40: node2.parent.setchild(node3) 
41: return manipulatedTree 
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Algorithm2 modifY Alignment 
Input : table 
42: Add new alignm~nt state to the alignment state List 
43: modif)'Table 
44: newtree=constructNewTree 
45: II if the modification of the a/ignmentchanges the arrangement of the subtree 
46: if newtree !=tree 
47: buildAiignmentState(newtree) 
48: return new alignment state 
Algorithm2 buildAiignmentState 
49: table= constructGraphMap 
50: //add table to progressive state list 
51: add(table) 
52: traverseGraph (last element of Progressive States List, alignment state !D) 
Algorithm2 traverseProgressiveState 
Input : list 
53: goBack 
54: goForward 
If we consider an alignment as a set of sequences, theoretically we have 2"-1 
subsets for an alignment, some of which can be met during the progressive construction of 
an alignment as the states of the alignments. However we never create all the possible 
states for an alignment as most of them are biologically incorrect. Using a primitive guide 
tree we can produce the approximate feasible states for a complete alignment. Each node in 
the guide tree represents one state of the alignment. Each state has two entry-edges. They 
are the profile alignments of the sequences which are to be joined. There are two out-edges 
for each state, one for moving to the next state and the other one for saving the last state of 
the alignment in case a modification is made. 
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Figure 5.2 Progressive Alignment Graph: Lipocalin superfamily 
We explain progressive alignment algorithm which has been applied in Clusta!W 
algorithm as we have enabled this algorithm to be interactive and implemented in our 
framework. 
We go back to our example of lipocalin family (Figure 5.2) to describe the 
algorithm accordingly. The graph is constructed as we traverse the tree (Figure 3.4) from 
the tips to the root based on progressive method developed by Feng and Doolittle in which 
groups of sequences are assembled into a complete multiple alignments via several 
pairwise alignment steps. These steps in our algorithm are states of the alignment which are 
represented by numbers from I to 25 in Figure 5.2. In our method sequences which arc 
shown with roman numbers in Figure 5.2 (leaves of the tree) are also considered states of 
the alignment. This is because we want to enable our algorithm to 1) accept a new 
sequence or 2) change the sequences length in the middle of the alignment construction if it 
is required. 
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To make the progressive alignment algorithm interactive the first step is to 
determine the type of changes that can take place in order to improve the final alignment 
accuracy. We categorize changes into 1) changes in the tree and 2) changes in the 
alignment. We arc required to enable the progressive alignment to effectively take both of 
these changes into consideration at any stages of construction. We propose our Interactive 
Progressive Alignment algorithm to deal with this problem. 
In our Interactive Progressive Alignment algorithm we address both changes in the 
tree and the alignment at any progressive steps. The tree manipulation models that we 
introduced earlier provide appropriate changes in the tree. Here we provide the algorithm to 
accept those changes. In regards to the alignment, the criteria for appropriate changes will 
be introduced later. For now we assume that the alignment has gone under some 
modifications and we enable our progressive algorithm to accept those changes effectively 
as well. 
We propose a three dimensional space for any states of the alignment weather that 
state consists of a sequence or an alignment or a profile alignment. Assuming a (Figure 
5.3) is a state alignment in the progressive construction (a can be a number from 1 to 25 in 
the graph Figure 5.2). 
Z (alignment modification number) 
\, 
X (al:gnr.1en• state ID) \/ 
p 
Y (al:gnment state I D) 
Figure 5.3 3D space model for alignment states 
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X axis and Y axis are both representing the id numbers of alignment states and Z axis 
shows the modification number of an alignment state. 
For example in Figure 5;2: 
if a= 18 
then 
x coordinate= 14 , the id number of the previous alignment state 
y coordinate= 17 , the id number of the previous alignment state 
z coordinate= the number of times that a alignment state has been 
modified 
We create a matrix for all alignment states as follows: 
aln states X y z 
I 0 0 0 
2 0 0 0 
3 I 2 4 
4 0 0 ? 
5 0 0 ? 
6 4 5 ? 
7 6 3 ? 
8 0 0 ? 
9 0 0 ? 
10 8 9 ? 
II 0 0 ? 
12 II 10 ? 
13 0 0 ? 
14 13 7 ? 
15 0 0 ? 
16 15 12 ? 
17 0 0 ? 
18 17 14 4 
19 0 0 ? 
20 19 16 ? 
21 20 18 ? 
22 0 0 ? 
23 22 21 ? 
24 0 0 ? 
25 23 24 ? 
Table 5.1 State Table 
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Table 5 .I, State Table, shows that for each alignment state there are either two 
values greater than zero in x and y column or both are zero. This is justified as the tree is 
bifurcating. When "X" and "Y" axis are both zero the alignment state consists of only a 
sequence- not an alignment- that is the leaves of the tree. "Z" axis on the other hand shows 
how many times an alignment state has been modified. We showed this in Figure 5.2 by 
rectangles -to be distinguishable- linked to the alignment state 3 or 18. All other 25 
alignment states are capable of having such a rectangular link list in case of under going 
any modifications. The initial number for Z column is zero meaning no modifications has 
been made and it is increased by one for every modification. This matrix (Table 5.1) acts as 
a modifiable map for the graph of alignment states (Figure 5.2). 
In our three dimensional space for alignment states, changes along x dimension and 
y dimension handle tree manipulation demands while changes along z dimension deal with 
alignment modifications. 
If any changes occurs in the Cartesian plane (x,y) the alignment state jJ will be 
changed meaning that this state is no longer valid and a new state alignment must be 
developed. When the state alignment changes along with the z axis (modifications in the 
alignment) we usually do not expect a change in the alignment state, how ever some times 
it will happen. Any alignment state say jJ has a supporting sub tree with n sequences. This 
sub tree arrangement is one of the N possible arrangements of the bifurcating sub trees to 
that state. N can be computed as follows: 
::.:<n 
N = n (n ~ 2k) 
k=Q -
By modifYing the alignment state from jJ to a, a supporting sub tree might be 
converted to one of N-1 possible sub trees. The probability for such a conversion is low 
how ever for distantly related sequences with less than approximately 25-30% identity but 
with a similar secondary structure or function this rearrangement might still happen. 
Therefore the modification of the alignment itself still can change the Cartesian coordinate 
(x,y) leading to invalidating the current state table of the alignment and establishing 
another state table for the alignment. Our algorithm successfully handles such a mutual 
dependency between the tree manipulation and the alignment modification. 
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5.3 Information Integration 
To make appropriate changes in regard to the sequence alignment, we are required 
to integrate available sources of information which can be categorized in to biological 
information and statistical methods. As currently these types of information can be 
accessed through various major databases, some integrated softwares have been already 
developed to provide available information in one place via web services. Among them 
Jalview [113] is an open source Sequence Alignment editor whlch has successfully been 
using by biologists for alignment modification. We integrated our algorithm to Jalview (as 
a front end) to take the advantage of using services provided by Jalview into our 
computational process. 
5.3.2 Statistical Evaluation 
• Principal Component Analysis 
Application of Principal Component Analysis in Multiple Sequence alignment of 
proteins is to identify the key functional positions in a family of sequences. Mutation and 
selection during evolutionary process cause diversity and conservation in protein sequences 
of family members. Conserved regions are most likely to identify a protein function. PCA 
can be applied to detect functionally or structurally important residues using a distance 
geometry method. Therefore proteins with the same functions may be located closer to 
each other in an abstract hlgh dimensional sequence space. Each sequence is a vector 
(point) in this multi- dimensional space with residue types at each position as the basic 
dimensions. The formalism of principal component analysis [114] can then be applied to 
determine the directions in sequence space most strongly populated by the proteins in the 
family. The vector representation of sequences enables biologists to trace the principal 
components back to the individual residues and positions that are characteristic of the 
different subfamilies Figure 5.4. 
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• Philogeny Tree: 
The tree itself can be considered as an evaluation method for the alignment 
• Quality: 
Quality is inversely proportional to the cost of mutations in a residue, measure of 
likelihood of observing mutations Figure 5.5 [ 115]. 
• Conservation: 
Conservation reflects conservation of physico-chemical properties of residues 
calculated as described by Livingstone and BartonFigure 5.5 [114]. 
• Consensus: 
Consensus reflects percentage of modal residue Figure 5.5 [115]. 
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5.3.3 Biological Information 
• Secondary Structure: 
Within the long protein chains there arc regions in which the chains are organized 
into regular structures known as alpha-helices (alpha-helixes) and beta-pleated sheets. 
These arc the secondary structures in proteins. These secondary structures arc held together 
by hydrogen bonds. Proteins tend to keep their secondary structure in order to function 
even if their primary structure would have been gone under mutations sometimes up to 
70% - 80%. This is the reason that we need to have those information in hand when we 
align distantly related sequences. Many data bases for secondary structure prediction have 
been developed. According to the The ExPASy (Expert Protein Analysis System) 
proteomics server of the Swiss Institute of Bioinformatics (SIB), AGADIR, APSSP, 
CFSSP, GOR, liNN, HTMSRAP, Jpred, JUFO, NetSurfP, NetTumP, nnPredict, Porter, 
PredictProtein, Prof, PSA, PSipred, SOPMA, DLP:SVM are the most important ones. We 
provide this information using Jprcd through a jalview's webservice Figure 5.5. 
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Figure 5.5 Multiple Sequence Alignment with analysis tool bars [115] 
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• Tertiary Structure: 
The tertiary structure of a protein is a description of the way the whole chain 
(including the secondary structures) folds itself into its final 3-dimensional shape.If the 
tertiary structure of one of the sequences in the set is available then the three dimensional 
structure will be viewed alongside the alignment using Jalview Figure 5.6. 
\ · ·~. -- ' 
7v' . ~ ~· r .. ~ ., _A. ......... tn'lr.rC ~ 
- : \ 
s/ " J 
Figure 5.6 Tertiary Structure [115] 
5.4 Model Selection 
Evolutionary Distance in amino acid sequences: evolutionary Models are at the 
heart of sequence alignment and phylogenetic inference. Therefore accuracy of the 
alignment or the tree has a great relationship with the model of evolution which has been 
applied to estimate the sequence distance. Until recently most of the phylogenetic methods 
were limited to a few fixed choices of evolutionary model selection, among them we can 
mention proML (a maximum likelihood method for proteins in the Phylip package) with 
only having three choices of JTT, PMB and PAM for evolutionary model. A very 
successful package for inferring phylogenetic, called MEGA, was developed to provide a 
flexible and rich environment for biologists. Using MEGA one can choose most of favorite 
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phylogenetic methods with most of desired evolutionary models which might be more 
compatible with the problem set. However the same approach never has been applied for 
Sequence Alignment. The reason is that the guide tree is assumed to be not very reliable 
(eg. in CLUST ALW algorithm with fixed BLOSUM and PAM matrixes) and requires some 
pre or post possessing for alignment refinement in the newer algorithms such as T-
COFFEE or MUSCLE. In our method, in which we have emphasized on tree and alignment 
correction progressively and facilitated a component oriented perspective, we are able to 
allocate a unique and individual component to evolutionary model selection and take the 
advantage of having varieties in evolutionary models in order to improve the accuracy of 
the Sequence Alignment in different types of problem sets. For example if the substitution 
rates in different sites of Multiple Sequence Alignment are dramatically different ,like 
HlV, the type of model one may choose for tree construction should differ from the case 
when the evolutionary rates are relatively the same for all sites. 
Our integrated and interactive framework provides a useful option for model 
selection by breaking down the process of MSA-Tree into modifiable and selective units. 
The easiest way to measure the distance is to use Hamming distance by counting the 
number of amino acid substitutions between two sequences. It shows the difference 
between sequences, but cannot reflect their evolutionary relationship therefore this may not 
result in an accurate tree and eventually an accurate Multiple Sequence Alignment. 
Statistical and computational techniques attempted to estimate evolutionary distance 
between sequences by providing different Models of evolution. In general there are two 
models for computing the distance I) Parametric, 2) Empirical. 
• Parametrical 
• Number of Differences 
• P-distance 
• Poisson Correction 
• Equal Input 
• Empirical 
• PAM Matrix 
• JTT Matrix 
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In the implementation, we have established a pipeline between our platform and 
MEGA package to send the current alignment and use the evolutionary model selection 
option to generate the tree. MEGA provides Maximum Parsimony, Minimum Evolution, 
• 
Neighbor Joining and UPGMA however the most accurate ones which is Maximum 
Likelihood are not covered by MEGA. We use socket programming to access this method 
through Phylip package. 
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Chapter 6- Software Implementation and Results 
The !MAP framework has been implemented using Java standard edition 6. It 
applies open source alignment editor software called Jalview as its front end besides it 
establishes and maintains connections to other open source programs written basically in C 
and C++ from Phylip and MEGA [60] package. The number of classes contributing to 
!MAP framework is as high as 653 classes, grouped in 58 packages, including core classes 
which has been designed and written by us ( 4 7) and contributing classes form Jalview 
[115], Phylip [116], MEGA [60] and Patristic [110]. Therefore we present essential UML 
sequence diagrams that show the integration of our core classes with the other packages as 
well as the interaction with the user. 
Then we compare the result of !MAP framework with two famous benchmarks in 
sequence alignment; BaliBase[23] and ASTRAL[117]. 
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6.1 Software Implementation 
We represent seven scenarios in the format of UML sequence diagram to show the 
essential function call which establishes the integration between algorithms and the user. 
Scenarios: 
• Load sequences or alignments 
The elements shown in figure 6.1 describe the function flow to load sequences or an 
alignment in a new frame added to the desktop. The source of data can be fetched 
from a local computer or a URL address. Using an adaptor design pattern various 
alignment formats can be parsed. As the process of loading can be time consuming 
due to the size of the problem or remote location, a thread is fired to the task. 
• Load trees 
The elements shown in figure 6.2 describe how a phylogeny tree is constructed and 
loaded into a tree panel. There are three action listeners: I) loads a NJ tree using a 
thread within the java platform. 2) Loads a ML tree by establishing a socket to 
PhylipProML 3) Loads aMP tree again using a socket to PhylipProtParse. 
• Interactive Progressive Alignment 
The elements shown in figure 6.3 describe the function calls for Interactive 
Progressive Alignment Having a tree panel, Patristic distances is calculated and be 
set in the alignFrame. Also the initial graphMap is constructed. By traversing the 
GraphMap in a while loop align method from Progressive alignment object is 
called. In each progressive step an alignment is constructed and be returned to 
Progressive Alignment object. It then creates a new alignment state object. A 
stateTable is enlarged by one row in each progressive stage accordingly. When the 
while loop is ended by meeting the root of the tree, this stateTable is set in 
alignFrame object. If modifying the alignment in the alignFrame modifies the tree a 
new tableState is created otherwise the current tableState is updated. By backward 
or Froward actions the tab] eStates are traversed in the stateList. 
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• Manipulate tree 
The elements shown in figure 6.4 describe how three tree manipulation methods are 
developed usin& adapter design pattern. A tree panel can interact with the user 
differently based on the selected tree manipulation method. These three action 
listeners are absoluteModel, semiLikelihoodModel and interactive neighbor joining. 
These specialized tree panels act differently in regards to the interactive methods. 
Absolute Model establishes a socket to KH from Phylip package. Semi Likelihood 
Model creates a socket to SH from Phylip package while Interactive Neighbor 
Joining is handled locally in the java framework. 
• Modify Alignment 
The elements shown in figure 6.5 describe how a view port hole can be selected 
from the alignPanel and be modified or evaluated the same way as whole the 
alignment would be treated in case there was no selection. 
• Model selection 
The elements shown in figure 6.6 show the connection between a align ViewPort 
and MEGA software. A process is created in the java frame work for MEGA. Then 
a align ViewPort interacts to MEGA process using a socket to be benefited by the 
advantage of evolutionary model selection option in MEGA. The result is back to 
the alignFrame for further process. 
• Running webservices 
The elements shown in figure 6.7 demonstrate when a alignFrame is ready, a web 
Service client can be fired by an action listener for running a remote algorithm or 
fetching data from databases. This client create a thread to get the result in general. 
If the result is an alignment a alignPanel is created and be added to the Desktop 
• Figure 6.8 demonstrates a view of !MAP by Jalview editor for the problem of 
lipocalin superfamily. 
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Scenario 1 
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Figure 6.1 Load Sequences or Alignment 
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Scenario 2 
Load Tree 
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Figure 6.2 Load Tree 
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Scenario 3 
Interactive Progressive Alignment 
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Figure 6.3 Interactive Progressive Alignment 
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Scenario 4 
Manipulate Tree 
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Figure 6.4 Manipulate Tree 
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Scenario 5 
Modify Alignment 
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Figure 6.5 Modify Alignment 
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Model Selection 
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Figure 6.6 Model Selection 
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Scenario 7 
Call Web Services 
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Figure 6.7 Call Web Services 
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Figure 6.8 A view of IMAP frame work 
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6.2 Results and Findings 
The most effective method for evaluation of a sequence alignment program is to use 
empirical testing on sets of test sequences known as bench mark datasets. However there is 
a broad range of multiple sequence alignment benchmarks. Some of these benchmarks are 
based on 3D structural data such as HOMSTRAD [118], OxBench [119]and PREFAB 
[120], while others have simulated evolution of sequences using probabilistic models to 
generate test MSAs on the fly [121]. Some databases are manually refined such as 
BaliBase [23] and HOMSTRAD[II8] whereas some others are greatly automated such as 
PREF AB[I20] and Ox8ench[ll9]. Therefore an important question is which benchmark 
should be selected and how to use it? 
In this study we use BaliBase[23] and ASTRAL[117] as our bechmarks. The reason 
for preferring these two bechmarks over other available test sets is the type of problem 
I MAP aims to solve. !MAP has been developed to solve the problem of distantly related 
protein sequences especially when the alignment similarity falls below 20%, the so called 
"Twilight Zone". This is where current heuristic algorithms all show a great deal of 
uncertainty. An important criterion for choosing a test dataset to objectively evaluate the 
!MAP is to possess a large test set of distantly related protein sequences. If the test set is 
manually refined we are able to evaluate IMAP critically rather than using simulated 
benchmarks. 
6.2.1 Benchmarks 
6.2.1.1 BaliBase 
This benchmark contains 8 reference sets. Each of these references deals with a 
different alignment problem. Reference I is for datasets containing small numbers of equi-
distant sequences with various levels of conservation. Reference 2 contains a highly 
divergent "orphan" sequence in a family set. Reference 3 is concerned about subgroups 
with <25% residue identity between groups. Reference 4 deals with long terminal 
extensions while Reference 5 test cases contain large internal insertion and deletions. 
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Reference 6-8 are extension in 8ali8ase 2.0 and deal with problems such as inverted 
domains, transmembrane regions and occurring repeats in sequences. We only use the 
references 1-5 (core ref~rences) as first they are more related to the type of problem we 
address in !MAP and secondly they have been corrected, verified and more reliable. 
Folder Reference Property Number of test cases 
names 
RVII Reference I Equi-distant sequences 88 II 001-88 II 038 are 38 cases for the 
of full-length sequences 
similar length with 88SIIOOJ-88SII038 38 cases for 
very homologous regions only of the same 
divergent conservation sequences. 
( <20% identity) 
RV12 Reference I Equi-distant sequences 8812001-8811044 are 44 cases for the 
of full-length sequences 
similar length with 88S12001-88S12044 are 44 cases for 
medium to divergent homologous regions only. 
sequences ( 20-40% 
identity) 
RV20 Reference 2 Families aligned with 8812001-8811044 are 44 cases for the 
a full-length sequences 
highly divergent 88S 1200 I-88S 12044 are 44 cases for 
"orphan" sequence homologous regions only. 
RV30 Reference 3 Equidistant divergent 8830001-8830044 are 44 cases for the 
families or subgroups full-length sequences 
with< 25% residue 88SJ3001-88SJ3044 are 44 cases for 
identity between homologous regions only. 
groups 
RV40 Reference 4 Sequences with N/C 8840001-8840049 are 49 cases for the 
terminal full-length sequences 
extension 
RV50 Reference 5 Internal insertions 8850001-8850016 are 16 cases for the 
full-length sequences 
88S50001-88S50016 are 16 cases for 
homologous regions only. 
Table 6.1 The summery ofthe BaliBase reference sets 
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6.2.1.2 ASTRAL: Structure Alignment Database 
ASTRAL database provides SCOP (Structural Classification of Protein database) 
[122] sequences filtered at various levels of sequence identity. We apply ASTRAL40 to 
generate a set of distantly related proteins with less than 40% identity. We construct a 
designated structure multiple sequence alignment dataset (SD) form ASTRAL database. 
Structural alignment incorporates crystallographic protein details instead of amino acid 
identity. This database consists of 10569 protein chains from ASTRAL40. We randomly 
choose one protein chain (a seed) and perform a one-against-all structural alignment using 
GANAGSTA+ [123] to generate a set of pairwise structural alignment with less than 40% 
sequence identity. In order to provide a set of highly distantly related alignments. We short 
list the output of I 0569 structural pairwise alignments by filtering the fallowing 
parameters: Equivalence= 80% (minimum fraction of aligned residues), Residues = 30 
(total number of aligned residues), SSEs = 3 (minimum number of aligned secondary 
structures) and a cut off number of 30 for the maximum number of selected alignments. 
Therefore the first hit to the ASTRAL database provides a set of 30 or less pairwise 
alignments. This set determines which protein chains are going to be attended in the 
multiple sequence alignment process. The next step is to recursively align each member of 
the generated set to all other members. It is very similar to All-Against-All method that 
GANAGST A performing on ASTRAL40 yet for a far smaller and refined set. Having this 
accurate set of pairwise alignment we apply Progressive alignment to generate the multiple 
sequence alignment for the selected group of remotely related proteins. Progressive 
Alignment may apply different substitution matrixes such as BLOSUMSO, BLOSUM52 or 
PAM 120. Gurler and Knapp [124] showed that using either of them does not have a 
considerable affection on the result. Therefore we performed the progressive alignment 
with BLOSUM 62. We repeated this process by random hits to the ASTRAL40 to generate 
50 multiple sequence alignments and generate our structural dataset (SD). Using this 
method (pairwise structural alignment), we avoid the greatest pitfall of progressive 
alignment method which is a poor estimation for pairwise sequences alignment of distantly 
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related sequences which in turn causes not an accurate foundation for the progresstve 
alignment. We use this data set of multiple sequence alignment (SD) as our bench mark. 
We run Clustaly.' on the same families of sequences and generate a dataset of 50 
multiple sequence alignment (CD: clustal dataset) which we expect to be not very accurate 
as the sequence identity level is below 40%. The reason of applying CL UST AL W - instead 
of other progressive multiple sequence algorithms- is that, from the implementation 
perspective, !MAP method has been implemented and has disintegrated the hard coded 
relationships in CLUST ALW. However the idea can be implemented for other progressive 
alignment algorithms in future. Therefore comparing our (!MAP) result with the output of 
other progressive alignment algorithms is not a correct comparison. We applied !MAP on 
every member of CD to see if we could improve the result in comparison to the 
corresponding SD members. 
6.1.2.3 Assessment of Alignment Accuracy 
There are variant scoring schemes to evaluate the alignment accuracy. BaliBase 
contains CS(Column Score) and SPS(Sum Of Pairs) metrics [appendix A]. CS shows an 
identity percentage by dividing the number of columns of residues that are identical in both 
test and reference alignment by the length of the reference where as the SPS score assesses 
the sequence alignment in a pairwise fashion. These assessors are the most widely used 
general scoring methods for evaluating the accuracy of the multiple sequence alignment. 
Although CS is a very useful assessor it has a disadvantage which is not penalizing over-
alignment. Over-aligning occurs when residues whose positions in the reference are 
arbitrary get aligned. Shift Score (SS) has been proposed by [Cline et al.,2002] to address 
this problem and we use this assessor as a complementary measure. Shift score method 
introduces penalties for over-alignment and under- alignment. Therefore in case of a slight 
misalignment the score would be still positive but reduced otherwise the score would be 
negative for a very bad alignment. 
Shift Score is helpful when a method that over- aligns sequences and therefore 
achieves a high CS , can be assessed by a low shift score. It is also helpful when there is a 
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slight misalignment or shift in the test alignment which causes a low CS however the shift 
score would be relatively high. 
To compute th!! three scores (CS, SPS, SS) for our test sets, we used qscore 
program (http://www.drive5.com/gscore/). Qscore generates a number between 0 and I for 
each one of the measurements. We represent the results in the format of percentage for 
ASTRAL40 and Bali Base benchmarks. 
6.2.2 Results 
We have performed extensive experiments to investigate the performance ofiMAP. 
In our experiments our first focus was tree manipulation using our proposed models. The 
second priority was the evolutionary model selections and the third one was the multiple 
sequence alignment modification using the proposed evaluation techniques. The reason for 
that was to investigate the tree manipulation effect on multiple sequence alignment 
accuracy and to observe the distribution of multiple sequence alignment sites after a tree 
manipulation. We have applied other functionalities ofiMAP as complementary methods. 
For instance when a certain misalignment happens in the early stages, we could go back to 
that stage and rectifY the problem. The goal of these experiments was to first find out to 
what extend I MAP is able to improve a pure automatic CLUST AL W out come and 
secondly which type of alignments are benefitted the most by IMAP process. 
6.2.2.1 Results compared with Ba/iBase 
The first general experiment has been performed against Bali Base bench mark. It 
shows an average improvement of 11.102% Column score, 9.71% Shift score and 10.85% 
SPS score. However the trend for Column score and Shift score is different from the SPS 
score in Figure 6.8, 6.9 and 6.1 0. The average improvement for full length sequences is 
18.49%, 15.93% and 16.34% for CS, SS and SPS respectively, where as this is far less for 
homologous regions only of the same sequences by 3.23%, 2.37% and 4.73% for CS, SS, 
SPS accordingly. For full length divergent sequences, the average becomes even higher 
when the references are limited to BB11, BB20 and BB30 by 30.3%, 21.8% and 25.9%. 
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What this results indicates is that TMAP performs very well when the sequences arc full 
length and with a low identity level of< 30% 
--
8811 8812 8820 8830 8840 8850 
Method cs ss SPS CS ss SPS CS ss SPS CS ss SPS CS ss SPS CS 
I MAP ~H.l 5.:!Jn 77.'14 S!.K~ 7457 1657 51 .71> tb 7 7~.Joi1 b~.-16 5443 n&J2 IJ3.6' ~HI'l 70J2 Md~ 
CLUASTALW 4~.99 2~M 38.23 X9<;q 67 4~ 71.l5 51 ~3 27JS 6K.l'l 51 OJ 12.30 41.11 57 J~ 47 Ml 1>3.12 oKJ(5 
88SII 88S12 B8S20 88830 B8SSO 
I MAP 54.6.:! 4.1.91 79 43 9~11 72J17 K'I .H %.71 ~ 1.92 909~ 65.41 49.94 7055 6RJ9 50.49 7X57 
CLUASTALW 12.07 42.19 77JK K7.97 71.1.2 KJ .72 ·1917 4(•KX Kf•JJ'I .56.K2 47.12 MM 650K 4912 7\.;K 
Table 6.2 Results from subset of BaliBase dataset for test cases 
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Comparing the result of CLUST AL W and 8ali8ase for CS and SS shows the 
lowest accuracy of CLUST AL W occurs in 8811 and 8820 and a relative low accuracy in 
88S I I for homologues regions. Regarding to SPS score the accuracy is the lowest in 
88 II and 8830 but a relative low accuracy can be observed for homologues regions in 
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BBS30. As we mentioned earlier lMAP improved 8811, 8820 and 8830 by 25% in 
average. Observing this result, we hypothesized that "when the sequences are highly 
divergent and the lengt~ of sequences is long, tree manipulation can improve the alignment 
to a great extend" however in homologues regions only sequences, IMAP did not achieve 
better result than what CLUST ALW did. As BaliBase benchmark references are 
categorized based on other properties such as long terminal extension, internal insertions or 
having an orphan sequence as well as the length and the divergence level of sequences, we 
decided to perform another experiment on the bases of only these two conspicuous 
properties (the length and the divergence level). 
6.2.2.2 Results compared with ASTRAL40 
To investigate if the hypothesis is correct we performed another extensive 
experiment on ASTRAL40 database. The Bench mark that we used this time is a structure 
multiple sequence alignment dataset (SD) from ASTRAL database. We explained earlier 
the criteria we imposed on ASTRAL40 to filter the alignments and generate a dataset of 
structurally close related multiple alignments yet with a highly divergent primary structure. 
SD contains two groups of short (<50) and long (>200) sequences. Table [] shows the 
subset of 24 multiple sequence alignment from SD. The first 12 sets are short sequences 
and the second 12 sets are long. We evaluated CS, SS and SPS on both groups for fully 
automatic CLUST ALW and our I MAP method. The result indicates that IMAP is able to 
improve the CS by 15.07% Figure 6.11, SS by 13.47% Figure 6.12 and SPS by 19.67% 
Figure 6.13 where as this percentage for all scores is a negligible value between 2% and 
3%. A quick comparison between BaliBase bench mark result and ASTRAL40 shows an 
average score improvement of 26% for full length sequences with identity level <25% 
while the improvement using AST ARL40 benchmark shows 16.07%. We assume this is a 
reasonable difference as the sequences in SD datasets (from ASTRAL40) contained <40% 
identity. Therefore the more the identity level of sequences in a multiple alignments the 
less we can improve the scores by manipulating the tree using IMAP process. 
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ASTRAL40 result reinforces our hypothesis that "when the sequences are highly 
divergent and the length of the sequences is long, tree manipulation can improve the 
alignment to a great extend" . 
• 
SETIS SET2S SET3S SET4S SET5S SET6S 
Method CS SS SPS CS SS SPS CS SS SPS CS SS SPS CS SS SPS CS SS SPS 
!MAP 54.02 62.58 74.56 65.48 51113 85.53 4528 40.71 52.47 25.67 6735 51.33 41.43 39_15 5028 28.99 37.45 35.67 
CLUASTALW sJ.s2 61.73 12.31 n1s s6Js sz.n 4123 39.12 41177 2231 64.41 so21 Js.sz 37.113 4648 2s.62 3472 3293 
SET7S SET8S SET9S SET! OS SET! IS SETJ2S 
I MAP 28.58 29.42 31.36 32 13 25.57 42.56 37.16 31.79 44 07 3929 49.06 28.72 5337 59.52 64.04 35 16 38 61 40.56 
CLUASTALW 2432 28.53 29 71 31.94 22.47 41.88 35.92 30.19 42 Ill 37 28 45.73 28.45 52.78 55 94 62.36 34 75 35 63 3731 
SETIL SET2L SET3L SET4L SET5L SET6L 
!MAP 6032 67.42 71 ,]J 74.63 55.63 115 62 4938 5021 62 07 33.67 65.83 53.99 4827 35.16 62 74 26 71 43.48 48.31 
CLUASTALW 49.84 55.73 66.72 60.72 5133 79.67 3724 35.08 40 75 19.47 52.83 4l.l3 29.94 30.86 41.112 2139 29 49 31.42 
SET7L SET8L SET9L SETIOL SETIIL SETI2L 
I MAP 45.63 40.13 64.03 44.112 39.73 54.19 3567 4701 52S4 59.76 4882 61.71 67.36 73.5 76.94 22.41 31.47 42.73 
CLUASTALW !8.32 2!.62 25.57 25.96 !7.68 366! 29.89 26.73 3864 n2s 4!.!4 2336 46.82 5174 so.6 1s93 22.46 23.94 
Table 6.3 Results from subset of ASTRAL40 dataset for test cases 
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Chapter 7- Conclusions and Future work 
Multiple sequence alignment and phylogeny reconstruction are two prominent 
problems in computational biology. Both problems are of great practical significance to 
many important biological applications, such as identifYing protein structures and 
functions, inferring the patterns of genome and species evolution and mapping the tree of 
life, just to mention a few. 
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Indeed, multiple sequence alignment and phylogeny reconstruction are 
fundamentally interdependent, that is, a proper weighting of mutation events in multiple 
sequences requires a p~ylogenetic tree, which in turn can only be accurately reconstructed 
using a computational method if an accurate multiple sequence alignment is available. 
However, the traditional approach is to separate them into two independent stages and this 
often causes bias and inappropriate inference in evolutionary studies [2]. All existing 
methods are based on heuristics which are often over-simplified and not biologically 
realistic. This has become a serious issue for many important real-life applications which 
demand very accurate results. The fact that alignments may be evolutionary, structural, 
functional, or a combination of all, biologists have a critical role to refine the alignment 
manually based on biological information. In practice manually refined results are often 
found to be superior to those purely automated methods. The problems are particularly 
serious for highly diverse sequences, where not only the complete alignment is not obvious 
but also the estimated phylogeny tree is not reliable. Whether the main interest is in 
sequence alignment or phylogeny, they should ideally be co-estimated. 
We designed a new method, !MAP, particularly for the problem of distantly related 
sequences. It provides a bilateral relationship between a multiple sequence alignment and a 
phylogeny tree (as the guide tree of the MSA), in order to enable both components to adopt 
independent modifications and interactions with the end user (a biologist) at any stages of 
progressive construction. We have integrated !MAP to Jalview editor [115] to facilitate 
proper modifications by accessing a broad range of information available in this platform. 
!MAP provides statistical models (Semi Likelihood model, Absolute model) and a distance 
based method (Interactive Neighbor Joining) in order to develop an interactive phylogeny 
tree. The manipulated tree will then be embedded into a modified version of tree-based 
progressive alignment algorithms (currently ClustalW: !MAP _ClustalW) to generate a new 
multiple sequence alignment which itself can be evaluated by a tree. !MAP framework 
enables a progressive alignment algorithm to correct the alignment in any stages of 
construction, avoiding the propagation of errors occurring early in the alignment. 
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!MAP achieved an average improvement of 11.102% Column score, 9.71% Shift 
score and I 0.85% SPS score against ClustalW on BaliBase benchmark. The average 
improvement was even,about 6% higher (18.49%, 15.93% and 16.34% for CS, SS and SPS 
respectively) when the sequences in the test were limited to full-length and high divergent, 
where as this was far less for homologous regions only of the same sequences indicating 
that I MAP performs very well when the sequences are long and with a low identity level of 
< 30%. This is where all current full automatic heuristic algorithms suffer the most. 
Future Work: 
Implementation of !MAP for other progressive aligrunent algorithms such as T-
COFFEE and MUSCLE can reveal how the combination of pre-processing approach (T-
COFFEE), post- processing approach (MUSCLE) and an interactive (modifiable) guide 
tree can affect the distribution of sites in a multiple sequence alignment and how correcting 
errors in a multiple sequence alignment would result in a different tree under these 
schemes. 
Extensive work with !MAP framework can lead to developing more biologically 
realistic objective functions. Defining proper objective function is a critical task. In theory, 
an objective function should incorporate everything that is known about the sequences, 
including their structure, function and evolutionary history. This information is sometimes 
rarely at hand and hard to use in current methods, so it is usually replaced with sequence 
similarity substitution matrix model or Hidden Markov Models scoring scheme. Applying 
!MAP as an integrated and interactive progressive model will provide a framework for 
developing and examining more realistic objective functions. 
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Appendix A- Scoring Methods 
The sum-of-pairs score (SPS) 
The sum-of-pairs score 1 SPS): is calculated so that the score increases with the number 
of sequences correctly aligned which is used to determine the extent to which the 
programs succeed in aligning. The SPS score is defined as below: 
Considering a test alignment of size ]V:df, and a reference alignment of size Nx:\IL 
where N is the munber of sequences. and Jl,Jlr are the number of columns in the test 
and reference aliiZ!unent accordimdv and A,1 Ail AiN is the iTh column in the ~ ~ ~ . ---· . 
alignment. for each pair of residues A,J and Au. we define P•Jk = I if residues A,; and Au. 
are aligned with each other in the reference alignment. otherwise P•ik = 0 The score S, for 
the ith cohunn will be the smn of P•ik for all pairs of symbols in this colmnn: 
s = ,s ,.v 
I L-;-1.) .. 1:; L-k-l P~;k 
Similarlv S,.,is the scores, for the ith cohmm in the reference aliwment. 
. ' 
The SPS score for the test alif!111nent is: 
.SPS = "\M S "\.lfr S . 
L-i=l 1 L..t=1 n 
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Tbe Column score (CS) 
The Colum11 score (CSJ: Considering a test alignment of size lV:di. and a reference 
alignment of size Nx11r. where N is the number of sequences. and JL\fr are the number 
.
of columns in the test and reference alimunent accordin!!lv: the score C, = I if all the 
~ ~ ~ 
residues in the cohunn are aligned in the reference alignment. otherwise C; = 0-
The CS score for the test alignment is then: 
cs = ,.If c / Jf 
L..,i=l I 
Since the two scoring: systems have been implemented successfully in the program 
BaliBASE called Bali _score which takes as input a test alignment and a reference 
alignment in l\ISF format. in tins thesis we will use the Bali_ score to estimate the quality 
of a test aligmnent in om experiment. 
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