In bivariate density representation there is an extensive literature on level set estimation when the level is fixed, but this is not so much the case when choosing which level is (or which levels are) of most interest. This is an important practical question which depends on the kind of problem one has to deal with as well as the kind of feature one wishes to highlight in the density, the answer to which requires both the definition of what the optimal level is and the construction of a method for finding it. We consider two scenarios for this problem. The first one corresponds to situations in which one has just a single density function to be represented. However, as a result of the technical progress in data collecting, problems are emerging in which one has to deal with a sample of densities. In these situations, the need arises to develop joint representation for all these densities, and this is the second scenario considered in this paper. For each case, we provide consistency results for the estimated levels and present wide Monte Carlo simulated experiments illustrating the interest and feasibility of the proposed method.
Introduction
Let f be a bivariate probability density function. For α ∈]0, 1[ we define the density level set with probability content α as
where γ α is such that Cα f (x)dx = α.
• Several samples of the same bivariate random variable X are taken at different times (or in different regions, or more in general, in different conditions). A nonparametric estimation of the density of X is derived from each sample. A graph that enables possible changes in the distribution of X across different scenarios to be visualized consists in representing the estimated densities in the same graph, each by a density level set. A very nice example can be found in Bowman and Azzalini (1997) . They study data on aircraft designs from the periods 1914 -1935 , 1936 -1955 and 1956 -1984 , originally explored in Bowman and Foster (1993 . They obtain the first two principal components (identified as "size" and "speed adjusted by size", respectively) and represent their joint density by using only a level plot (corresponding to probability 0.75) for each period. The authors are able to summarize the way in which aircraft designs have changed over the last century in a single graph (reproduced here in Figure 1 , top panel).
• Assume that a functional principal component analysis (FPCA) is performed from the set of bivariate densities f 1 , . . . , f N . In FPCA, for onedimensional functions it is standard for representing the principal functions graphically superposing three functions in the same plot: the mean function and the mean function plus (and minus) the principal function (multiplied by a constant). See, for instance, Ramsay and Silverman (2005, Section 8.3.1) . In order to plot a similar graph when addressing with bivariate density functions, we need a way to represent three such functions in the same graph. The use of a level set for representing each function is a simple and effective choice. A related example (using multi-dimensional scaling instead of FPCA) can be found in Delicado (2011a) . The levels sets used there have a probability content of 0.75.
In other situations, it could be interesting to have more than one level set (in this case J > 1) for depicting some feature of the density, as in the following example in which J = 3:
• When the number of bivariate density functions to be represented is large, and when each density is recorded at a different time and the elapsed time between two consecutive densities is short, a convenient way to represent them is by an animated graph, in which each image corresponds to the graph of each bivariate density. In this case it is appropriate to represent each density by just a few density level sets (for instance, 3). Therefore the animated graph shows how the level sets evolve over time. Let us consider the aircraft example once more. The animated graph provided as supplementary material (see Appendix B) represents a set of 52 bivariate densities (we use the animate L A T E X package from Holoček and Sojka 2004) . For i = 1, . . . , 52, the i-th density is estimated from data corresponding to aircrafts produced between year min{i + 1913, 1956} and year max{i + 1932, 1935}, so that the periods 1914-1935, 1936-1955 and 1956-1984 are particular cases (i = 1, 23, 52). The density level sets corresponding to probabilities 0.25, 0.5 and 0.75 are drawn for each density. This dynamic graph is an attractive way to visualize the development of aircraft design and complements the static view ( Figure 1 , top panel).
However, for J = 1 as well as for more than one level set, an important open question is to determine which level(s) should be used. Nowadays, it is standard to represent a bivariate density function (either known or nonparametrically estimated from a random sample) by plotting J = 3 of its density level sets, usually those corresponding to α = 1/4, 1/2 and 3/4 (by analogy with the univariate boxplots), as in the aircraft example discussed above. Bowman and Azzalini (1997) call these plots 'sliceplots', and refer the reader to Bowman and Foster (1993) for further details. A relevant question is to determine whether the choice of these three values of α is sensible (under some criterion) or if there exists an alternative better choice. This of course depends on what is meant by a good level set.
The paper is organized in two main sections (Sections 2 and 3), concluding remarks (Section 4) and an Appendix (with two parts). Section 2 deals with the case of having only one bivariate density function to be represented (N = 1). In this case J > 1 is normally used (the choice of J will be given by computational or even aesthetic or perceptual considerations: too many level sets in the same graph makes it difficult to appreciate). We develop two approaches for quantifying the quality of a level set (and therefore for constructing the optimal representation). The first one (subsection 2.1) uses distances between level sets, while the second one (subsection 2.2) is based on distances between density functions. In each case we discuss the methodologies, show their performance on simulated data (in particular, when J = 3, one sees that the usual choices Period : 1914 − 1935 Period: 1936 − 1955 Period: 1956 − 1984 −4 −2 0 2 4 6
Period : 1914 − 1935 Period: 1936 − 1955 Period: 1956 − 1984 Period: 1914 − 1935 Period: 1936 − 1955 Period: 1956 − 1984 Figure 1: Aircraft data. The estimated bivariate densities of the first two principal components are represented by density level sets. Top panel: Level sets with content 0.75 for three periods. Bottom left panel: Level sets with content 0.5 (optimal value according to (2.1) for J = 1). Bottom right panel: Level sets with content 0.9 (optimal value according to (2.6) for J = 1 using Hellinger distance). α = 1/4, 1/2 and 3/4 are not always the most relevant) and give some asymptotic results, paying attention to the most current situation when the density to be represented is not the real density but rather an estimated one. Subsection 2.3 points out that the proposals introduced in Section 2 are not well suited to the case of having several density functions to be represented. Consequently, in Section 3 we consider the representation of several densities (N > 1). We deal first with the case of representing each density function with only one level set (subsection 3.1) and then we consider the case of several level sets (subsection 3.2). The main idea is that the distances between the bivariate density functions f 1 , . . . , f N and the distances between their graphical representation using level sets must be as similar as possible. Subsection 3.3 shows that our proposals are still valid when the real density functions are unknown. Subsection 3.4 gathers together the simulated examples corresponding to Section 3.
Finally, Section 4 summarizes the main conclusions drawn from the paper. To facilitate the reading of the paper, the technical issues (including the mathematical assumptions and the proofs) are all addressed together in Appendix A. Appendix B describes the on-line supplementary material.
Optimal level sets for a single density
We now consider the problem of representing only one density by some of its density level sets. We assume that J has been fixed in advance and we wish to make the best choice of α 1 , . . . , α J . There is no single way for specifying what best might mean. We consider two possibilities: the first chooses the J density level sets that best represent the whole family of level sets {C α : α ∈]0, 1[}, in the sense that each non-plotted C α is close to the nearest level among those that are plotted: C α1 , . . . , C α J . This is developed in Section 2.1.
In the second approach, we argue that each collection of level sets C α1 , . . . , C α J naturally defines a piecewise uniform bivariate density function. Our proposal is to minimize in α 1 , . . . , α J the distance between this piecewise uniform density and the one we wish to represent by C α1 , . . . , C α J . Section 2.2 deals with this idea. Some artificial data examples are used to illustrate both approaches in practice.
In a different context Marron and Tsybakov (1995) proposed a visual distance between a univariate density functions and its nonparametric estimations, that otherwise is difficult to be extended to the bivariate case.
Optimality based on distances between density level sets
We consider the following distances between sets A, B ⊆ R 2 :
where ∆ denotes the symmetric difference between sets, λ is the Lebesgue measure in R 2 and µ f is the probability measure in R 2 having f as a density function. There exist other distances between sets that could be used as an alternative (Hausdorff's distance, for instance, or its L p version defined in Baddeley 1992; for more details on these and other distances between sets see, e.g., Cuevas 2009 or Cuevas and Fraiman 2010 and references therein) .
A natural way to choose values α 1 , . . . , α J is by solving this minimization problem:
where d is either d λ or d f , and j(u) is such that
that is, C α j(u) is the closest set to C u among the sets C α1 , . . . , C αj .
Assume now that the support of f , say C 1 , is compact.
The proof of this theorem (in the Appendix) shows that the choice of d = d f results in some kind of probability transform (for We see that when J = 3 level sets are plotted, the optimal values (in this sense) for α j are not those that are commonly used (0.25, 0.5 and 0.75). The lower left panel of Figure 1 represents three bivariate densities (one corresponding to each of the three periods defined by Bowman and Azzalini 1997) using the optimal value of α for J = 1. The most notable difference with respect to the top panel is that the rapid development between the first and second period is now more apparent (the corresponding level sets are almost disjoint), while the development between the second and third period took place in three directions: specialization in larger aircraft, specialization in faster aircraft, and recovering smaller and slower aircraft, such as those manufactured at the beginning of the century.
The bivariate density f it not commonly known in practice. We normally observe n independent data coming from f and we define an estimatorf n of f based on these data (f n is usually a nonparametric estimator of the kernel type). Then the level sets finally plotted are not those belonging to f but those belonging tof n (which are known as plug-in density level estimators). Short reviews on level set estimation can be found in Cuevas (2009) and Cuevas and Fraiman (2010) . Of particular interest for us are the works of Baíllo et al. (2001) and Cadre (2006) , which deal with the convergence of the plug-in density level estimating sets C α,n = {x ∈ R 2 :f n (x) ≥ γ α,n }, with Cα,nf n (x)dx = α, to the density level set C α of f , wheref n is a kernel density estimator of f based on n independent copies of the random variable X with density f . Specifically, Baíllo et al. (2001) obtain rates of convergence for P {Z ∈ C α,n } − α, where Z ∼ f is independent off n (see Ren and Mojirsheibani 2008 , for similar results under weaker assumptions). Baíllo (2003) proves that d λ (C α,n , C α ) converges almost surely to 0 while Cadre (2006) finds the convergence rate. All these results give theoretical support to the use of estimated level sets in Theorem 1. Different approaches to density level sets estimation, not based on the plugin principle, have been explored by Polonik (1995) , Tsybakov (1997) and Willett and Nowak (2007) . These authors fix the value of the density functions at the boundary of the level set (instead of fixing the desired probability content) and they estimate directly the level set, without be interested in the estimation of the whole density. In these papers, as well as in Baíllo et al. (2001) , Baíllo (2003) or Cadre (2006) , the level set estimation is the main objective, whereas our main goal is to decide which level sets should be represented.
Optimality based on distances between bivariate densities
In the previous section we introduced an optimality criterion (see equation (2.1)) based exclusively on distances between density level sets. In some sense equation (2.1) is a kind of location problem in the set of all possible level sets. Nevertheless this optimality criterion (2.1) disregards an important fact: when we plot J density level sets in a graph we are seeking to represent a bivariate probability density function f (or the induced probability measure µ f ). Therefore, it is desirable that the graph is as close as possible (in some sense) to the target density f . A natural way to measure closeness between a graph of density level sets and a density function is to regard such a graph as itself defining a bivariate density. Then distance measures between bivariate densities (or bivariate distributions) can be used.
Let us assume that the support of f is a known compact set C 1 . To simplify the exposition, we consider for the moment that we are looking for only one level set (J = 1) with probability content α ∈ [0, 1]. We wish to associate a bivariate density to the level set C α and we are choosing it from among the family G f,α of bivariate density functions having C α as the level set with probability content α:
In this family, the maximum entropy distribution is that having the piecewise uniform distribution at C α and C 1 \ C α as density function (see, for instance, Bernardo and Smith 1994, pages 208-209) :
Observe that g f,0 = g f,1 are both equal to the density of the uniform distribution over C 1 . Given that g f,α (x) is, in some sense, the least informative density in G f,α , this is the density function that we associate to level set C α . Let D be a distance function between bivariate density functions. In order to choose an optimal value of α we propose solving the following minimization problem: min
Observe that our goal is to represent the density f by the level set that defines the piecewise uniform distribution that is as close as possible to f . There are many ways to define a distance between two bivariate density functions (see Delicado 2011b for a commented bibliography on this topic). Let us give a numerical example of the resolution of problem (2.2). Consider the probability density function of a truncated standard bivariate normal random variable, truncated at the square [−3.035, 3 .035]× [−3.035, 3.035], having probability 0.99 under the standard bivariate normal distribution. Problem (2.2) has been solved for several choices of distance D in order to obtain the optimal value α * . The results are shown in Table 1 . Observe that optimal αs are always over 0.66, the value obtained using L 2 norm. For L 1 distance the optimal value α * is 0.75, the value used by Bowman and Azzalini (1997) to produce Figure 1 (top panel). The other distances produce larger values of α * . This indicates that these distances are especially sensitive to discrepancies in low density areas, an unsurprising fact given that three of them involve the logs of density values.
The problem (2.2) is a population problem (it assumes that density f is known). Let us consider its sampling version, obtained by replacing f by an estimation. Let {f n } n be a sequence of random density functions approximating f (the most common case being that f n =f n is a nonparametric estimation of f derived from a size n sample from a random variable with density f ). Let α * be the solution to (2.2) and letα n be the solution to the following minimization problem: min
The next theorem establishes the convergence ofα n to α * . Technical assumptions as well as the proof are reported in the Appendix.
Theorem 2. Let f be a bivariate density function with compact support C 1 and let f n be a sequence of random bivariate density functions with support C 1 . Let D be a distance between density functions for which assumptions Ass.1, Ass.2, Ass.3 and Ass.4 are verified. Let α * be the solution to problem (2.2) and let {α n } n be a sequence of solutions for problem (2.3). Then
Compactness assumption for the support of f in the previous theorem is required to define the piecewise uniform density functions g f,α . For the case of non-compact support we recommend to work with a version of f truncated to the level set C f 1−ε , for ε small enough, namely f 1−ε , that does have compact support so Theorem 2 applies to it. The relationship between the level sets of f and f 1−ε is that
Theorem 2 can be extended to the case of choosing J ≥ 1 level sets. Let
where α 0 = 0, α J+1 = 1 and C α0 = ∅. Observe that the functions g f,θ is the density function of a piecewise uniform distribution. Now the analogue to problem (2.2) is min
with optimum θ * , and the version of (2.3) is
with solutionθ n . In this context it can be proved that lim nθn = θ * (almost surely) following the same arguments used in the proof of Theorem 2. Let us now give an example of solution to problem (2.4). Consider again the density function of the truncated standard bivariate normal. We solved the problem (2.4) for the same distances used before when solving problem (2.2) and J going from 1 to 4. In general we can say that for J=1,2,3, the optimal α values are ordered as follows, according to the distance used,
For J = 4, all the distances lead to similar optimal α values, except L 2 norm between logs, which gives larger values. In general, the optimal α values are in [0.3, 0.95]. The lowest value found for an optimal α is 0.20 (using Hellinger distance and J = 4). Table 2 shows a representative part of the results obtained.
Observe that the probability contents of the optimal level sets (the optimal solution to problems (2.2) or (2.4)) depend on the density f that we are representing. Therefore, if two or more densities must be represented in the same graph it would not to be a good idea to choose the optimal αs by solving problems (2.2) or (2.4) separately for each density. It would be much more sensible to look for a common α value (or a common θ = (α 1 , . . . , α J )) and use it to represent all the densities available. The next subsection shows how the proposals put forward in this section for one density can be adapted when we have two or more densities. Nevertheless, this adaptation has some limitations that are overcome in Section 3.
Difficulties with managing several densities
Consider now the case of N density functions, f 1 , . . . , f N , each to be represented by J level sets, having common probability contents α 1 ≤ · · · ≤ α J . For i = 1, . . . , N , let {f i n } n be a sequence of density functions approaching f i . Then we consider the minimization problem 
As an application of problem (2.6), consider again the example of the Aircraft data classified into three periods. We wish to represent N = 3 densities (one for each period) with one level set (J = 1). Table 3 shows the optimal α N n for different choices of distances between densities. Observe that the results are similar to those obtained for the bivariate truncated normal (see Table 1 ). The lower right panel of Figure 1 shows the level sets with probability content 0.9 (optimal value according to Hellinger distance) for the three densities.
This approach for when N densities must be represented simultaneously has the following characteristic: the common θ = (α 1 , . . . , α J ) that we are seeking tries only to provide a good individual representation of the densities involved: it does not attempt to highlight the differences between them. An extreme case arises when N different bivariate density functions share the same density level set with probability content α 1 but they differ from each other in the level set corresponding to probability content α 2 (for an example of this situation, see Case 1 of simulated density functions in Section 3.4). Assume additionally that the value of α 1 is the optimal one for each individual representation (that is, α 1 solves the N individual optimization problems (2.2)). Then α 1 is also the solution of the optimization problem (2.7) for J = 1. Nevertheless the representation of the N density functions by their α 1 level set only produces the superposition of N identical level sets, leading to the false conclusion that the N density functions are similar. A better global representation is obtained using, for instance, the N level sets with probability contents α 2 , because these sets are different as the density functions are (see Figure 3 for such an example).
We address this problem in the following Section 3, where we propose an alternative approach.
Optimal representation of several densities by level sets
Let us consider N bivariate density functions, f 1 , . . . , f N ; it could be the case that they form a random sample corresponding to observations of a common stochastic process. Given D, a distance function between bivariate density functions, we define the distance matrix
reflecting the inter-distances between any pair of density functions f i and f j in the previous list.
First we deal with the problem of representing the density functions using only a level set (J = 1). Secondly we look into the case of using several level sets for representing each density (J > 1).
Representation with a single level set
Let α ∈ [0, 1] and let C i α be the level set of f i with probability content α, for i = 1, . . . , n. For a pair of density functions f i and f j we define
where d is a distance function between sets (see Section 2.1). For the case of d being the distance in probability, that depends on the specific density function in use, we take
Alternatively, we can use the density functions corresponding to piecewise uniform distributions, defined in Section 2.2, to define
where D is a distance between bivariate density functions. Let δ α be the N ×N distance matrix whose elements are δ ij . Our objective is to represent the N density functions f 1 , . . . , f N by their level set having common probability content α, choosing α in an optimal way according to a specified criterion.
A first natural criterion for choosing α comes from borrowing ideas from Multidimensional Scaling (MDS; see, for instance, Borg and Groenen 2005) . Given a N ×N distance matrix, the objective of MDS is to find a low dimensional configuration X (that is, a N × p matrix, with p small) such that the Euclidean distance between rows i and j in X is as similar as possible to the element (i, j) in the starting distance matrix. Then the i-th object (associated with the i-th row and column of the distance matrix) is represented in R p with coordinates given by the i-th row of X. We propose accordingly to choose α in such a way that the distance matrix δ α between the level set representations is as similar as possible to the distance matrix D between bivariate density functions. Essentially, our proposal is in the same line as the Generalized MDS introduced by Bronstein et al. (2006) , where the objective is to find configurations in two different metric spaces with similar distance matrices.
One way to specify the meaning of similar in MDS is through the normalized Stress, a measure of the relative error made when the distance matrix D is approximated by δ α , defined as
Allowing for scale changes, a more convenient measure is min b>0 σ n (bδ α , D). It can be proved (Borg and Groenen 2005) 
is known as Tucker's coefficient of congruence between the elements of both distance matrices (see, for instance, Borg and Groenen 2005, page 248 ). This implies that c(δ α , D) 2 , the square of the Tucker's coefficient of congruence, is the coefficient of determination R 2 of the least squares linear regression passing by the origin of the elements of D against the elements of δ α (Borg and Groenen 2005) .
Therefore, a first approach to choose an optimal α, according to the normalized Strees (with possibly a change of scale) is to solve one of the two following equivalent optimization problems: 
It is easy to see that the Tucker's coefficient of congruence between r α ij and R ij , with i < j, is also a monotone increasing function of i<j r α ij R ij . Therefore to look for the value of α maximizing the Spearman's rank correlation coefficient is equivalent to look for the value of α maximizing the Tucker's coefficient of congruence between the ranks of distances (nevertheless, a Spearman's rank correlation coefficient equal to 0 corresponds to a Tucker's coefficient equal to (3/4)(1 + 1/(2m + 1)), close to 0.75 for large m).
Taking into account the previous considerations, our proposal is to look for the value of α that solves the following optimization problem:
In practice, this is equivalent to maximize S(δ α , D) (this is the case, for instance, when all the densities have the same support; then for α = 1 all the level sets are equal and D ij = 0 for all i, j; then S(δ 1 , D) = 0). The advantage of squaring in (3.4) is that this way the objective function can be computed as the coefficient of determination R 2 of the simple linear regression of R ij , i > j, against r α ij , i > j.
Representation with more than one level sets
Now we consider the case of using several level sets for representing each density f i , i = 1, . . . , N . Let 0 ≤ α 1 ≤ · · · ≤ α J ≤ 1 be J probability contents, for a given J. We call θ = (α 1 , . . . , α J ), as in Section 2.2. For a given bivariate density function f we define 
). Another alternative is to use the density functions corresponding to piecewise uniform distributions, defined in Section 2.2, to define
, where g f,θ has been defined after Theorem 2 and D is a distance between bivariate density functions. Let be δ θ the N × N distance matrix whose elements are δ 
Nevertheless we set out the following alternative approach to choose the optimal θ. Recall that S(δ α , D) 2 is the coefficient of determination R 2 of a simple linear regression involving ranks of distances. Therefore, instead of pooling the distances δ α h ij , α h ∈ θ, to define δ θ,d ij , we propose to fit a multiple linear regression involving ranks of distances, and to take the coefficient of determination as the objective function to be maximized. To be specific, consider the multiple linear regression where the response is the set of ranks R ij , i < j, defined before, with J explanatory variables, the ranks r
S (θ) the corresponding coefficient of determination. Our second proposal is to solve the following optimization problem:
(3.6)
Case of estimated densities
Let us add a few lines about the common case of not knowing exactly the densities f i , i = 1, . . . , N . Instead we assume that for i = 1, . . . , N , there is a sequence {f i n } n of density functions approaching f i as n goes to infinity. As in Section 2 the most frequent situation is that f i n =f i,n is a nonparametric estimation of f i derived from a size m i,n sample from a random variable with density f i , with lim inf n min i m i,n /n > 0 and lim sup n max i m i,n /n < ∞.
Consider the following version of problem (3.4), where δ α and D, defined from f i , i = 1, . . . , N , has been substituted by their counterparts, say δ α n and D n , defined from f i n , i = 1, . . . , N :
The following Theorem tells us that solving problem (3.7) is asymptotically equivalent to solving problem (3.4). The main idea is that the number of densities N is fixed, even if n goes to infinity. The proof is reported in the Appendix. Extensions of this result for covering problems (3.5) and (3.6) are straightforward.
Theorem 3. Let D and d be distances between density functions and level sets, respectively, for which assumptions Ass.1 and Ass.5 are verified for any density function f i and sequence {f i n } n , i = 1, . . . , N . Assume that there are no ties in distances: for i < j and k < l,
Let α * be the solution to problem (3.4) and letα n be the solution to problem (3.7). Then lim n→∞α n = α * almost surely.
Some Monte Carlo experiments
The examples we present consist of sets of N bivariate density functions f i , i = 1, . . . , N = 50, such that f i is a mixture of three bivariate normal densities, truncated at the square [−3.035, 3 .035]× [−3.035, 3.035] . The generic expression for these densities (before truncation) is
where I 2 is the identity matrix of size 2 and we denote by φ 2 (x, y; µ 1 , µ 2 , Σ) the density function of a bivariate normal centered at (µ 1 , µ 2 ) with variance matrix Σ, evaluated at (x, y) ∈ R 2 . The mean vectors are defined as (µ 1,0 , µ 2,0 ) = (0, 0) and for j = 1, 2, (µ 1,j , µ 2,j ) = ρ j (cos θ j , sin θ j ).
The way we generate random densities according to (3.8) is by taking independent random values of θ j and ρ j , for j = 1, 2. Specifically, θ j ∼ U (0, 2π), ρ j ∼ U (r j − .1, r j + .1) (r j is a fixed value in {0, 1, 2}). We have considered 3 different cases (or models) to generate random densities according to (3.8), corresponding to specific choices of r j , σ j and η j , for j = 1, 2 (η 0 = 1 − η 1 − η 2 and we use always σ 0 = 1). The left hand side column of Table 4 shows the parameters used to generate the different cases of mixture densities. The left column of panels in Figure 2 shows an example of f i for each considered case. The level sets used for the representation of f i are those with probability contents α equal to 0.05, 0.1 (this level set has two non-connected subsets for Cases 1 and 2), 0.25, 0.5, 0.75 and 0.95.
Let us remark several characteristics of densities f (x, y) defined by (3.8). We start examining those corresponding to Case 1 (upper left panel in Figure 2 is an example). Densities corresponding to this case are very close to a mixture of two bivariate normal densities, those corresponding to j = 0 and j = 2 in (3.8), while the component corresponding to j = 1 acts as a slight random perturbation. They are bimodal indeed. Given two of these densities, their difference depends mainly on how different their parameters θ 2 are. Their level sets with probability content α ≥ 0.75 are almost equal, while those corresponding to small values of α (say α ≤ 0.25) present large differences.
Densities corresponding to Case 2 (middle left panel in Figure 2 ) are clearly the mixture of 3 bivariate normal densities, with centers at distances 0, 2 and 1 from the origin, respectively. They are bimodal because the mixture component in (3.8) corresponding to j = 1 does not produce a third mode. The differences in parameters θ 1 and θ 2 are the responsible of the distances between densities corresponding to Case 2. Two generic densities following this model have all their level sets different. Differences between levels sets with small probability contents (say α ≤ 0.5) reflect differences in parameter θ 2 , while dissimilarity between levels sets with larger probability contents respond to differences in parameter θ 1 . First, second and third rows correspond respectively to Cases 1, 2 and 3 described in Table 4 . Left column: For each case, level sets corresponding to one of the N = 50 simulated densities. Right column: For each case, graphic of R 2 S (α) as a function of α.
Regarding Case 3 (lower left panel in Figure 2 ), it is similar to Case 2 when removing the main mode, one unit length far from origin. Densities following Case 3 are unimodal and they differ mainly in level sets with large probability content (say α ≥ 0.7). Parameter θ 1 is the main responsible of differences between densities.
For each of the three sets of density functions following Cases 1, 2 and 3, respectively, using L 1 distance as the distance D between densities and distance in probability (3.1) as the distance d between level sets, we are interested in the coefficients of determination R 2 S (θ), where θ = (α 1 , . . . , α J ), and J ∈ {1, 2, 3, 4} is the number of level sets we are looking for. For J = 1, the graphics at the right column of Figure 2 show the values of R 2 S (α) for α going from 0.02 to 0.98, with increments of 0.02.
For Case 1 (upper right panel in Figure 2 ) the maximum of R 2 S (α) is achieved at α * = 0.24, with a value of R 2 S (α * ) = 0.8609. For Case 2 (middle right panel in Figure 2 ) the function R 2 S (α) has its maximum at α * = 0.58 and it is equal to 0.4822 (much lower than in Case 1). There is an additional local maximum at α = 0.2, with almost the same value as the global maximum. A third local maximum is at α = 0.74. Regarding Case 3 (lower right panel in Figure 2 ) the maximum (0.6638) is at α * = 0.78. There is another local maximum around α = 0.4.
We have solved the optimization problem (3.6) for J, the dimension of θ, in {1, 2, 3, 4}. We have used a quasi-Newton method which allows box constraints for the optimization variables. Specifically we have used the implementation of the algorithm proposed by Byrd et al. (1995) provided by the function optim of R (R Core Team 2013) when the method ''L-BFGS-B'' is selected.
The results of the optimization procedure are shown at the right hand side of Table 4 . For each case and each J, the optimal value θ * = (α * 1 , . . . , α * J ) and the corresponding value of the objective function R 2 S (θ * ) are printed. We can see that for Case 1 the optimum values do not vary very much when J goes from 1 to 4. Then we conclude that for this case it is enough to use only one level set to have a good representation of the density functions. On the contrary, Cases 2 and 3 seems to require two level sets for doing the task, and Case 2 may need even a third level set. In general, the values of α * j are close to the local maximums of the functions R 2 S (α) (Figure 2 , right column) but there are exceptions to this rule.
We conclude this section by comparing the results presented above with those obtained when using the proposals made in Section 2. When we consider a single density function according to the model (3.8), and on applying the techniques described in Section 2 for the choice of the optimal level sets to represent this function, the results we obtain are very similar to those obtained for the truncated standard bivariate normal (see Tables 1 and 2 ), the mixture density being (at least) 90% equal to the density of the standard bivariate normal. In particular, the methods proposed in Section 2 do not give rise to the representation of any level set with probability content α < 0.3. Similar conclusions are drawn when solving problem (2.5) jointly for the N densities in Table 4 : Mixture of three bivariate normal densities according to model (3.8). The left hand side of the table shows the parameters r j , σ j and η j , for j = 1, 2 (η 0 = 1 − η 1 − η 2 ) used to generate 3 different types of mixtures densities. The optimum θ * = (α * 1 , . . . , α * J ) when solving the optimization problem (3.6) and the value of the objective function for it, are shown on the right-hand side of the table.
Case
Parameters As an example, we consider Case 1 of densities according to (3.8) and replicate the analysis we have reported in Table 4 for J = 1. In this case, we use the value for α that were found to be optimal when solving problem (2.7) for these densities and L 1 distance, which coincides (up to the second decimal digit) with that reported for the truncated bivariate normal (Table 2) : 0.75. We compute then R 2 S (α) for α = 0.75 and we obtain a value of the coefficient of determination in the regression involving ranks of distances equal to 0.0021. Comparing this very low value with the value 0.8753 in Table 4 (last column, first row) confirms that solving problem (3.6) provides values of α j leading to grater coefficient of determination than when using proposals introduced in Section 2, which were not designed for this purpose (see subsection 2.3).
In addition to the expected high coefficients of determination, the proposals put forward in this Section 3 also possess a remarkable descriptive power when representing a large number N of densities in a single graph, as may be observed in panels (a) and (b) of Figure 3 . They represent N = 50 densities according to model (3.8), Case 1. One level set is used for each density (J = 1). Panel (a) uses the value α = .75 obtained when solving problem (2.7), whereas in panel (b) α is 0.244, the solution of problem (3.6). Panel (b) clearly shows that these densities have a common mode around the origin and an additional mode at distance approximately 1 from the origin, very different from density to density. Little can be learned from panel (a) about the differences between these densities. An analogous simulation study has been done solving problem (3.5) instead of problem (3.6). We have used δ 
Conclusions
Level sets are known to be nice graphical tools for visualizing density functions. Usually, levels are fixed arbitrarily (most usual choices being those with probability contents 0.25, 0.5 and 0.75), but changing the levels may lead to different conclusions from the same data. To the best of our knowledge, this paper is the first to respond to the natural questions: How can levels be chosen? Can such a choice be made in some data-driven way to take into account both the specificity of the available data and the kind of statistical problem one has to deal with?
We study separately two scenarios. In both cases we show that our proposals provide good theoretical properties and ease of implementation as well as a satisfactory practical finite sample performance. In particular, emphasis is given to the fact that our selected levels can detect information that standard level choices (like those with probability contents 0.25, 0.5 and 0.75) may hide.
In the first scenario we deal with the case when there is only one density function to be represented. Our proposals here are based on the minimum distance between sets or between density functions. Our main findings are the following. We have presented a quick method to choose the J optimal probability contents that does not depend on the specific density to be represented (for instance, for J = 3 they are 1/6, 1/2 and 5/6); in general, higher values for probability contents α are obtained when using methods that depend on the density to be represented, and they also depend on the specific distance in use (L 1 distance leading to not so high values of α).
In the second scenario we consider the case of many densities to be represented. Our approach here is related with generalized MDS. Several possibilities have been analyzed and, finally, our proposal consists on maximizing the coefficient of determination of a linear regression involving the ranks of distances between the densities to be represented and the ranks of the distances between their level sets. As practical advice, we recommend to solve the problem (3.6) using L 1 distance between density functions and distance in probability between level sets. Moreover using only one level set for each density function usually gives good results when representing several densities in the same graphic.
Appendix A. Theoretical issues

Theoretical issues in Section 2
We need the following Lemma to prove Theorem 1:
Lemma 4. Let β 0 = 0, β J = 1. Consider the problem
The optimal solution iŝ
Proof of the Lemma 4: For α 1 , . . . , α J fixed, the optimal values of β j are
For β 1 , . . . , β J−1 fixed, the optimal values of α j are
Then, using both equations we have for j = 1, . . . , J − 1 that
and then β j − β j−1 = c, j = 1, . . . , J, for some constant c. This, jointly with the boundary conditions β 0 = 0 and β J = 1, leads to the solution:β j = j/J, j = 1, . . . , J − 1. The values for optimal α are easily derived and the proof finishes.
Proof of Theorem 1. We start by assuming that
Then the minimization problem (2.1) is equivalent to the following:
This problem is equivalent to the k-median problem for the uniform distribution over [0, 1] (in this case with k = J). The solution to this problem is easily found (see Lemma 4) to be
Observe that problem (2.1) in this case is
This problem only depends on f because the definition of the collection of level sets C u , u ∈]0, 1] is based on f . Let us assume that there exists a density g = f , but sharing the collection of level sets with f : for each u ∈]0, 1] there exists a unique v ∈]0, 1] such that C u = C g v , where C g v is the level set of g with probability content v. The relation between u and v is one-to-one. In this case, the solution to problem (2.1) when using Lebesgue measure is the same for both f and g.
Let us define a bivariate distribution sharing with f the collection of level sets. For each β ∈]0, 1] define C * β = C α(β) , where α(β) is the unique value such that λ(C α(β) ) = βλ(C 1 ).
Observe that C * 1 = C 1 . Then the collection
identifies a probability measure µ λ in R 2 having these sets as density level sets and verifying
, for all β ∈]0, 1].
Therefore, for this measure µ λ the solution to problem (2.1) is the same as if we use either distances between level sets: the Lebesgue measure or the measure in probability µ λ . Applying then the first part of the theorem we obtain that the optimal values for β j , j = 1, . . . , J, are
However, we have seen before that the solution to problem (2.1) when using the Lebesgue measure is the same as that for all distributions that share the same collection of density level sets. Therefore, the optimal solution α λ j , j = 1, . . . , J, is
and the proof concludes.
Commented assumptions for Theorem 2. Before dealing with the proof of Theorem 2, establishing the convergence ofα n to α * as n goes to infinity, let us introduce the following notation. Given a bivariate density φ with compact support C 1 , we define the statistical parametric model
Then we can rewrite α * andα n as α * = arg min
Observe that α * determines the closest distribution in the parametric model F f to the true distribution f . On the other handα n is not a minimum distance estimator because the parametric model used for each n, F fn , changes with n. Let us define a real minimum distance estimator related with α * and F fn :
In the definition ofα n , the parametric model is fixed for every n. Cao et al. (1995) study minimum distance parametric estimation when f n =f n are kernel estimators of f , based on previous results from Parr and Schucany (1982) . These two works use a slightly more general definition of the sequence of minimum distance estimatorα n as any sequence verifying
where {ε n } is a sequence of real numbers tending to zero as n goes to infinity. Let us state three assumptions (essentially the same assumed in Cao et al. 1995) that imply the convergence of minimum distance estimatorα n to the target parameter value α * :
Ass.1 D(f n , f ) → 0 almost surely as n → ∞.
) has a unique minimum α * .
Ass.3 For all α 0 in [0, 1] and {α r } ⊂ [0, 1] we have that
Under assumptions Ass.1, Ass.2 and Ass.3, Theorem 1 of Cao et al. (1995) and Theorem 1 of Parr and Schucany (1982) apply, and it follows that lim n→∞α n = α * where {α n } is any sequence verifying (A.1). In order to prove that {α n } is converging to α * as n goes to ∞, in addition to the previous assumptions concerning minimum distance estimation, we need assumptions about the behavior of the level sets of f n as plug-in estimators of those of f , when distance d between sets and distance D between densities are considered:
Ass.4 Whenever Assumption Ass.1 is fulfilled, the following is also verified: Let us now give some remarks about these technical assumptions.
• In practice the most usual choice for approximating sequence {f n } n is given by the kernel density estimator of f , based on n i.i.d. random variables X 1 , . . . , X n with common density f , defined aŝ
where the kernel K is a bivariate probability density, and h = h(n) > 0 is known as the bandwidth or smoothing parameter (for more details see, for instance, Silverman 1986 , Scott 1992 , Wand and Jones 1995 , Simonoff 1996 or Bowman and Azzalini 1997 .
Several conditions on h = h(n) are known to guarantee that D(f n , f ) converges almost surely to zero with n for certain choices of distance D. Then the assumption Ass.1 is satisfied. For instance, for the density estimation in R d Devroye and Györfi (1985, Theorem 3 .1) establish that almost surely consistency in L 1 distance is equivalent to lim n h = 0 and lim n nh d = ∞, and Bertrand-Retali (1978) proves that almost surely consistency in L ∞ is equivalent to lim n h = 0 and lim n (n/ log n)h d = ∞ for any uniformly continuous density f .
• Let the distance between densities D be the L 1 norm. Assume Ass. where a n = D(f n , g f,αn ) − D(f n , g f,αn ) and ε * n = ε n + a n . So it is sufficient to prove that a n goes to zero almost surely as n goes to infinity. The definitions ofα n andα n imply that 0 ≤ D(f n , g f,αn ) − D(f n , g f,αn ) + ε n = D(f n , g fn,αn ) − D(f n , g f,αn ) + D(f n , g f,αn ) − D(f n , g fn,αn ) + ε n ≤ D(f n , g fn,αn ) − D(f n , g f,αn ) + D(f n , g f,αn ) − D(f n , g fn,αn ) + ε n ≤ 2 sup α∈ [0, 1] |D(f n , g fn,α ) − D(f n , g f,α )| + ε n ≤ 2 sup α∈ [0, 1] |D(g fn,α , g f,α )| + ε n .
The last inequality follows by the reverse triangle inequality. Then, for all n, −ε n ≤ a n ≤ 2 sup α∈ [0, 1] |D(g fn,α , g f,α )| .
The right term goes to zero almost surely with n by assumptions Ass.1 and Ass.4. This and the fact that lim n ε n = 0 imply that lim n a n = 0 almost surely and the proof concludes. Proof of Theorem 3. Observe that
For all i < j, by Assumption Ass.1, with probability 1 the random sequences {f Let = 0.5 * min{|D(f i , f j ) − D(f k , f l )| : i < j, k < l, (i, j) = (k, l)}. Then, with probability 1, there exists n such that for all n ≥ n , and all i < j
Then, with probability 1, the ranks R ij obtained when ordering the distances D(f i , f j ) coincide with those obtained when ordering the distances D(f i n , f j n ) for n ≥ n . An analogous argument uses Assumption Ass.5 to prove that, with probability 1, for all α ∈ (0, 1) the ranks r As a consequence, with probability 1, for n ≥ max{n , n ν } we have thatα n = α * and the proof concludes.
