Dipole polarizabilities of individual ionic or molecular species are computed in three different liquid systems: liquid water, molten salts and magmatic melts, the last two belonging to the class of ionic liquids. The method is based on a purely first-principles procedure. The liquid water polarizability tensor is found to be nearly isotropic in the molecular framework. Important environmental effects occur in the two ionic systems when the nature and concentration of the cations are changed. The results of these calculations will be useful in the building of interaction potentials which include polarization effects.
Introduction
The electronic polarizability of a molecule or an ion is a measure of the relative tendency of its electron cloud to be distorted from its normal shape by an electric field. On the macroscopic scale it affects the optical properties of a material by determining its refractive index, and fluctuations in the polarizability contribute to the light-scattering spectrum. On the molecular scale, in a non-metallic condensed phase, any species sits in an electric field due to its neighbors and the resulting polarization is an important contribution to the total interaction energy.
Apart from optical properties, it is however difficult to estimate the influence of polarization effects on the physical properties of a liquid. Recently, computer simulations have emphasized their importance in two very different applications. Firstly, several groups have shown that the behavior of ions at the air/water interface are strongly affected when a polarization term is added to the interaction potential [1] [2] [3] . It affects the affinity for the interface for soft monovalent anions. The results on the surface composition of alkali halide aqueous solutions have recently been confirmed experimentally by grazing incidence x-ray diffraction [4] . More generally, substantial effort has been devoted to the study of specific ion effects since the pioneering work of Hofmeister in the late 19th century [5] . The main objective is to rationalize the effects of the nature of a salt on the solubility of proteins. Again, it has been shown that the polarizability of anions and cations plays an important role. Ionic liquids constitute another class of materials in which polarizability has to be taken into account for an accurate description of structural and dynamical properties. Such potentials have been developed and tested for molten chlorides [6, 7] , fluorides [8, 9] and oxides [10] . A schematic view of the polarization effects on the structure of a melt is provided on figure 1. In this example, two SiO 4 units are connected together through a bridging O 2− anion. When polarization effects are not accounted for in the model, the anion tends to lie along the cation-cation axis (its position corresponds to the white circle in the figure) and screens the repulsion between the highly charged cation. When the anion is polarizable a dipole is induced if it lies off-axis, thus inducing a supplementary screening. The Si-O-Si angle can therefore be reduced (the anion position now is the black circle), consistently with the experimental results [11] . In all ionic melts, important relationships between structure and dynamics can be established [12, 13] ; the polarizable models are able to reproduce the structure and dynamical properties of systems with polyvalent cations, which the simple pair potentials cannot. In order to improve the prediction of material properties, a major effort has been made to develop polarizable interaction potentials in the last few years. Compared to the almost parameter free first-principles molecular dynamics [14, 15] , in which electrons are explicitly represented, large simulation cells and long simulation times can be reached, and quantities like the viscosity or the electric conductivity can be evaluated. A drawback though, is that additional parameters are introduced in the interaction potential, and it is not always straightforward to choose them in a physically meaning way. In the case of the polarizability, gas phase values have often been measured experimentally, but liquid phase ones remain undetermined. It is therefore of primary interest to develop a theoretical method to compute accurately the polarizability of any species in a liquid. So far, there has been relatively little work on ions in molecular media or on solvent effects on the molecular polarizability. Jungwirth and Tobias have examined solvent effects on ion polarizability in aqueous solvents [16] [17] [18] . Their approach consists of studying the response of the electron cloud to a potential arising from a system of point charges representing the electrostatic contribution from the solvent. They therefore bypass the calculation of multipole-induced-multipole contributions to the cluster polarizability. Morita has proposed another scheme for dealing with molecular systems [19] . His calculations include both the electrostatic and exchange-repulsion effects and he removes the dipole-induced-dipole contributions by appeal to a dielectric continuum model. He and Ishida have shown how to systematically build molecular polarization interaction potentials from ab initio calculations based on a variable charge scheme [20] . Recently an alternative, more readily applied method to obtain condensed phase polarizabilities from first-principles calculations has been proposed [21] . It can be applied to ions or molecules in arbitrary coordination environments and it was validated for a wide range of solid oxides.
In this paper we present an application of the latter method to several liquid phase systems. After a short description of the method in the framework of DFT calculations, we present, as a first example, calculations of the electronic polarizability of liquid water. We then studied two different ionic systems, namely a series of molten alkali fluorides (LiF, NaF, KF and CsF) and a series of four magmatic melts (silica, a rhyolite, the anorthite 0.36 -diopside 0.64 eutectic mixture used as model basalt, and enstatite).
Numerical methods

Polarizabilities from DFT
DFT calculations on periodic systems are based on the Kohn-Sham (KS) method to determine the ground state electronic wavefunction at a given ionic configuration. One of its drawbacks is the delocalization of the electronic density throughout the whole simulation cell, which prevents any straightforward extraction of the individual electronic properties of a given atom or molecule.
The use of the maximally localized Wannier function (MLWF) formalism [22] is an efficient way to overcome this difficulty. The MLWFs provide a picture of the electron distribution around atoms which is easily interpretable from a chemical point of view. They are determined by unitary transformations of the KS eigenvectors
where the sum runs over all the KS states {φ n } n∈ [1,J ] , and the unitary matrix U is determined by iterative minimization of the Wannier function spread, which is defined by
when periodic boundary conditions are applied, where w α are weights assigned to each axis x, y and z. A complete theory of electric polarization in crystalline dielectrics has been developed in recent years [23] [24] [25] , which validates the calculation of the dipole moments of single ions or molecules from the center of charge of the subset of MLWF which localize in the vicinity of them [26] [27] [28] . The MLWF centers are computed according to [26] 
and the partial dipole moment for a given ionic or molecular species I is defined as
When a small external electric field E is applied to the media, the linear response may be characterized by an additional field-induced dipole moment δμ I on each individual species. It is convenient to think of the applied field as an optical field, in order to see how to distinguish its effect from that of the static fields which are caused by the permanent charge distributions of the molecules, and to think of δμ I as the net induced dipole which is oscillating at the optical frequency. For an electronically insulating material, the induced dipole can be written in terms of the total (optical frequency) electric field which act on it,
In this equation, we have introduced the dipole polarizability tensor α I ({R N }) of species I in the particular condensed phase configuration {R N }. It also contains the dipole-dipole interaction tensor,T I J , whose components are defined byT I J αβ = ∇ α ∇ β1 r I J ; in practice, in a periodic system it will be computed with the Ewald summation technique [29] . The second-term on the right-hand side of the equation is the reradiated field from the dipoles induced in all the other molecules in the sample. In principle, higher order induced multipoles also contribute to this expansion but we will ignore them. In a uniform applied field the directly induced higher order multipoles on spherical atoms and ions vanish, and even for molecules their effect is expected to be much smaller than that of the dipoles.
In DFT calculations on periodic systems, the coupling between the external electric field and the electronic system is expressed through the macroscopic polarization of the periodically replicated cell [30, 31] and is defined using the Berry phase approach of Resta [32] . It is then possible to determine the new partial dipole moment for each species in the presence of a field, via another localization step. The dipoles induced by the field are calculated from the differences between the total molecular dipoles in the presence and absence of the field.
We can now invert equation (5) to determine the individual electronic polarizabilities for that particular condensed-phase configuration.
Consider the application of fields E (α) , along each Cartesian direction α = x, y, z and denote by {δμ I,(α) } I ∈ [1,N ] , the corresponding calculated values of the induced dipole moments. We can then obtain values for the total field at each ion f I,(α) , for each applied field direction from
which is conveniently evaluated from the electric field given by a dipolar Ewald sum. We may then obtain the polarizability tensor of species I from
where F I and Π I are the 3 × 3 matrices,
and the subscripts refer to the Cartesian components of these vectors and tensors.
Computation details
Liquid water configurations were extracted from a density functional-based first-principle molecular dynamics simulation (FPMD) [33] . The simulated system was a periodically replicated box containing 32 water molecules at the experimental density. The gradient-corrected BLYP functional was used in conjunction with Troullier-Martins pseudopotentials and a plane-wave basis-set with an energy cutoff of 70 Ryd. A small fictitious electron mass of 80 AU was used with a 2 AU time step. The system was first equilibrated at 350 K using a chain of three Nosé thermostats for 5 ps and then constant energy simulation was performed for 10 ps. We have chosen a temperature slightly higher than room temperature because it has been demonstrated that water described by FPMD has too high a melting temperature [34] . Unless specified, the computations were performed using the CPMD package [35] . Magmatic melts configurations were also extracted from FPMD simulations performed in similar conditions to the liquid water one. The compositions of the systems were the following:
• Silica: 32 Si and 64 O atoms, V = 1451.89Å 3 ;
• Rhyolite: 26 Si, 5 Al, 3 Na, 2 K and 62 O atoms, V = 1472.49Å 3 ;
• Enstatite: 20 Si, 20 Mg and 60 O atoms, V = 1337.06Å 3 ;
• Anorthite 0.36 -diopside 0.64 : 18 Si, 6 Al, 6 Mg, 9 Ca and 60 O atoms, V = 1344.91Å 3 .
The temperature was set to 2500 K, and the densities were taken from literature data (see [36, 37] and references therein). 5 ps of constant energy simulation were generated after a 5 ps equilibration using a chain of Nosé thermostats. A minimum of 600 oxide ion individual polarizabilities were computed for each composition. Finally, in the case of molten fluorides, configurations were extracted from a classical molecular dynamics simulation using a polarizable ion model potential [8, 38, 39] , at several temperatures above the melting point, and corresponding experimental densities. Pure LiF, NaF, KF and CsF were studied, and a minimum of 300 individual polarizabilities were computed for each composition.
Results
Liquid water
Despite its key role in environmental sciences, biology and industrial technology, no universally satisfactory model potential has yet been built for liquid water. Most of the simulation work involves pairwise-additive, site-site potentials like TIP3P, TIP4P or SPC/E [40, 41] , and these have been useful to describe water near ambient conditions (i.e. the conditions for which they have been calibrated) but often fail to reproduce quantities like the liquid-vapor coexistence curve [42] . The introduction of polarizable models does not improve very noticeably the simulated properties of bulk water under ambient conditions, but it has allowed important advances in the understanding of the solvation of ions or molecules [3, 43] . In the example already mentioned of molecular dynamics simulations of the liquid-vapor interface of salt-containing aqueous solutions, the inclusion of polarization effects was necessary to observe an affinity for the surface for the highly polarizable anions.
In recent years, many polarizable models have been reported, in which polarization effects are accounted for in different ways [44] . Because the polarizability of water is only known experimentally in the gas phase [45] , this 'parameter' is set to a different value in each model. In the gas phase, in the molecular coordinate system (where the x axis is the H-O-H angle bisector, the y axis is the second axis in the molecular plane and the z axis therefore is perpendicular to the molecular plane), the polarizability tensor is nearly isotropic, and its diagonal components are α xx = 1.47Å
3 , α yy = 1.53Å 3 and α zz = 1.42Å 3 . Many potentials therefore
involve similar values (a selection of polarizable models with their corresponding parameters is given in reference [46] ), but some important differences in the parameters can also be observed. For example, in several potentials the zz component of the polarizability is set to 0. Up to now, no systematic comparison has ever been made on the properties predicted by all these different models, but the liquid-air interface of salt-containing systems has been studied using two different models [1, 47] , namely POL3 [48] and AMOEBA [49] (the latter also includes explicit higher order multipoles), and the results obtained for the ionic density profiles at the interface were in quantitative agreement one with each other. This indicates that, whilst it is important to include polarization effects, cancelation effects can occur between the various terms of the model potential, and it becomes difficult to trace back the influence of a parameter value on the physical chemistry of the system. By using a computed value for the polarizability, one source of arbitrariness could be removed in the potential building process.
In figure 2 we present the distribution obtained for the isotropic polarizabilitiesᾱ I = 1 3 Tr(α I ) of water molecules. The values of the polarizabilities of the individual molecules differ because of the differences in the configurations of their neighbors when we sample them from the liquid state simulations. The distribution is centered around a value of 1.46Å 3 , with respective minimum and maximum at 1.26 and Figure 3 . Distribution of the diagonal components α xx , α yy and α zz of the polarizability tensor in liquid water (in the molecular framework, see the text for details).
1.67Å 3 . No experimental value can be directly determined for this quantity in the liquid state, but it is possible to calculate the refractive index n from the Lorenz-Lorentz [50, 51] relationship:
where ρ I is the number density of species I and ᾱ I its average isotropic density (in the case of liquid water, only one species has to be considered). We then obtain a value of 1.33 for n, in perfect agreement with the experimental value [52] . The value obtained might be slightly overestimated since it has been shown that in the case of a gas phase water molecule that the use of BLYP functional leads to an overestimation of the polarizability [53] . The polarizability tensor was determined in the molecular framework, and the distribution of the diagonal components are given on figure 3. The average values are α xx = 1.45Å 3 (1.47), α yy = 1.42Å 3 (1.53) and α zz = 1.48Å 3 (1.42), where the gas phase values are given in parentheses. As in the gas phase, the polarizability tensor is on average nearly isotropic. But the distributions obtained differ markedly, with a broader distribution for α zz . To interpret this result, one can consider the shape of the electron cloud of a water molecule. The polarizability of a molecule or an ion is generally smaller in condensed phase than in the gas phase because of the presence of a confining potential due to the surrounding species. In the case of a water molecule, this confining potential will act more markedly in the plane of the molecule because of the presence of the three nuclei, and environmental effects therefore occur principally out of the plane, i.e. for the zz component of the polarizability tensor. Besides Silvestrelli and Parrinello have shown that in the liquid phase the distances between the oxygen atom and the Wannier centers along the OH covalent bond are slightly contracted with respect to the isolated molecule, while the lone pair orbitals (out-of-plane) are slightly pulled out [26] . 
Molten fluorides
Fluoride-based molten salts are under intensive investigation because of their potential use in the nuclear industries of tomorrow. Despite their interesting neutronic and heattransfer qualities, very few experimental studies have been undertaken to determine precisely their physico-chemical properties. This is due to their highly corrosive nature, which prevents easy measurement in the laboratory. Recently, we introduced polarizable interaction models for molecular dynamics simulations, which were shown to give a very accurate picture of the structure and dynamics of ions in those liquids where measurements are available for comparison. In these potentials, the polarizability (together with the other interaction potential parameters) were determined from firstprinciples via a dipole and force-matching procedure [38, 8] . In subsequent simulations, those potentials were able to reproduce transport properties like the electrical conductivity or the viscosity [9, 13, 54] as well as thermodynamic properties like the surface tension [55] .
In this work we focused on the series of alkali fluorides in order to evaluate the influence of the nature of the cation on the anion polarizability. It is well established that environmental effects are very important in ionic systems [56, 57, 21] . Most of the work which has been undertaken used cluster models of the crystalline environment and it has been shown that the anion polarizability varies from one crystal to another. For a given crystal important variations could also be observed when changing the pressure, and thus the lattice parameter of the crystal.
In each of the four systems we have studied, namely LiF, NaF, KF and CsF, the polarizability tensors are almost isotropic and we obtain a centered distribution for the isotropic polarizabilities of the anions (figure 4). The center of the distribution shifts a lot from one alkali cation to another, passing from 1.15Å 3 in LiF (which is very close to the fitted value used in our previous work on mixtures of LiF with BeF 2 ) to 1.75Å 3 in CsF. The confining potential, which affects the electron density around a given anion, originates from both Coulombic interactions and the exclusion of electrons from the region occupied by the electron density of the first-neighbor shell of cations [58] . When passing from one cation to another (for example in the series Li + → Na + → K + → Cs + ), two effects are then competing: on the one hand, the anioncation distance increases, which results in a diminution of the confining potential, but on the other hand, the volume occupied by the cation electron density also increases, with an opposite effect on the confining potential. Here, the observed increase of polarizability with the size of the cation tends to show that the first effect is the most important. Indeed, the value obtained for CsF is approaching the free F − anion polarizability, which is 2.37Å 3 .
We also determined polarizabilities for all the cations; these are displayed on figure 5. All the distributions are much narrower than the corresponding F − ones, and the average values for the polarizabilities are 0.04Å 3 for Li + , 0.16Å 3 for Na + , 0.82Å 3 for K + and 2.41Å 3 for Cs + ions, and there is a progressive increase of this quantity with the alkali cation size. Note that in the literature there is a longstanding effort to determine ionic polarizabilities in various ionic systems (mostly crystalline) through the knowledge of refractive indices. A recent model calculation [59] Li + , Na + and K + cations, which are in good agreement with our values and substantially smaller than the empirical ones.
Magmatic melts
Magmatic melts are natural silicate systems which are composed of a number of major oxides (up to nine), silica being the most important one. They are considered as ionic liquids, in which the anion is the oxide ion, O 2− .
From the Earth's crust to its lower mantle, the variation of composition is large. For this reason it would be very difficult to perform experiments on each different system with varying temperature and pressure, and which gives a strong motivation for the development of simulations of these systems. In the most recent work, two different approaches to constructing potentials are apparent. First, a very simple interionic potential was developed to describe the nine component system K 2 O-Na 2 O-CaO-MgO-FeOFe 2 O 3 -Al 2 O 3 -TiO 2 -SiO 2 [36, 37] . This potential reproduced satisfactorily a number of thermodynamics, structural and transport properties of a representative set of natural silicate melts. Good transferability was obtained, although accuracy was limited for silica-rich and iron-rich melts. The second approach is similar to the one already mentioned for molten fluoride systems; it involves a fully flexible ionic interaction model (Aspherical Ion Model, AIM, in which dipole and quadrupole polarization effects are also included) and it was applied to various relevant minerals and melts of the CaOMgO-Al 2 O 3 -SiO 2 (CMAS) system [61] . Its transferability range was tested over a wide range of temperature and pressure conditions. The drawback of this method is that the accessible simulation system sizes and durations are smaller than with the simple pair potential. Its advantage is that it can reproduce thermodynamic and structural properties in very good agreement with experiments in almost all the studied compositions. An example of comparison of the total static and dynamic structure factors for liquid alumina with the AIM model are given in [10] . Oxide ion polarizabilities have already been determined for crystalline systems [21] , using the same method as applied here. It was shown that the anion polarizability was varying substantially when passing from SiO 2 or Al 2 O 3 to BaO. In the case of magmatic melts, which mainly contain SiO 2 , the variation should be less important. The distribution obtained for the polarizabilities in anorthite-diopside mixture, enstatite, rhyolite and pure silica are given in figure 6 . As in the case of molten fluorides, we observe important environmental effects. In this case, the shift in the center of the distribution center is smaller, but the widths of the distributions change a lot from one system to another. In pure silica and in rhyolite, which is the mixture richest in silica, isotropic polarizabilities are well distributed around their respective average values of 1.48 and 1.54Å
3 . In the case of enstatite and even more markedly of the model basalt (anorthite-diopside mixture), the distributions become very broad (we can extract average values of 1.84Å 3 and ≈2.0Å 3 respectively). In the case of these complex mixtures which involve several cationic species, the oxide anions sample many different environments. For example, some of them are bridging oxygens (BO) linking two Si atoms (or Al in alumino silicates) as they would in pure silica (see figure 1 ), while some others are non-bridging oxygens (NBO) as they connect only one network former cation (Si or Al) to one or several network modifier cations (alkali or alkaline earth cations). When they are BOs, the two Wannier orbitals involved into the strong Si-O bonds are weakly polarizable whereas the lone pair orbitals are free to localize. The overall result is a rather low average polarizability. On the contrary for a NBO only one Wannier orbital is connected to a Si (or Al) atom while the three other orbitals are more loosely linked to low field cations located in the neighborhood. The result is on average a greater polarizability of the oxygen. Knowing that the number of NBO increases drastically with the content in network modifier cations (for a discussion see [62] ) the value of the polarizability increases with the degree of depolymerization of the melt, i.e. in the following series: silica, rhyolite, anorthite-diopside and finally enstatite.
Conclusion
The calculation of the response of the electron density of a condensed phase to an applied external field in the framework of density functional theory has allowed a systematic determination of the polarizabilities of individual molecules and ions in several liquids. The method rests on the use of the transformation of the electric field perturbed KohnSham orbitals to localized Wannier functions which are then used to extract the induced dipole on each molecule. It had already been successfully tested on another type of condensed phase material, namely a series of oxide crystals [21] . The method will allow, inter alia, values for the polarizability for use in polarizable simulation potentials to be determined independently of considerations of forces, energies etc.
For liquid water, a distribution centered around a value of 1.46Å 3 was obtained, and the polarization tensor was found to be nearly isotropic in the molecular frame. In the case of the fluoride and oxide anions in ionic liquids, several environment types were studied by varying the corresponding counterions in the liquids. The mean anion polarizabilities increased with the decreasing strength of the confining potential exerted by neighboring cations. For example, the polarizability of the F − ion varied from 1. crystalline LiF [63] ). In the molten silicates, substantial variations in the mean polarizability of the oxide ion were found between different melt compositions. These results suggest that the properties predicted with polarizable potentials could be improved by allowing for these variations between phases and compositions, making use of the results from the present polarizability calculation method. Furthermore, the values of the polarizability for different ions in the same liquid showed very substantial variations, especially in the oxides; these fluctuations are due to differences in the instantaneous environmental potential. This suggests that a fully transferable interaction potential, giving an accurate account of the polarization effects, should account for these fluctuations in the polarizabilities of the individual ions. A first attempt of building such potentials was already reported for crystalline MgO [64, 65] . In water, the amplitude of the polarizability fluctuations was considerably smaller than in the ionic liquids, showing that the representation of the polarization effects through a mean polarizability should work well in molecular liquids. We note, in passing, that these polarizability fluctuations are directly observable in the lightscattering spectrum of a liquid, so that calculations like those described here can be used as first-principles input to a calculation of the light-scattering spectrum [66] .
In future work we will study some more complex liquid systems, for which very little is known concerning individual polarizabilities. For example, in the room temperature ionic liquids, the overwhelming majority of the simulation work employs non-polarizable force fields [67] , and it is believed that the inclusion of polarization effects would enhance significantly the quality of the predicted physico-chemical properties [68, 69] . We will also focus on the study of solutes in molecular or ionic liquids. Indeed, an interesting feature of our method is its applicability to any molecule in a solvent, with the usual drawback of the need to perform more calculations to reach acceptable statistical accuracy. In the case of aqueous solutions, it would be valuable to determine the polarizabilities of several series of ions, to address the problems described in the introduction. In the case of magmatic melts, the nature of the interesting solutes is somewhat different. The solubility of noble gases in magmas is important to understand the outgassing of the Earth's mantle [70] . The knowledge of their polarizability in such an environment would not only allow one to build a polarizable potential for those systems (noble gas + silicate melt), but it would also help to refine the simple pair potentials that have already been used. Here the dispersion terms, which play an important role for the species solubility, can be determined from the polarizability through the use of Slater-Kirkwood or similar relationship [71] .
