This article investigates the quality of the estimator of the linear Monge mapping between distributions. We provide the first concentration result on the linear mapping operator and prove a sample complexity of n −1/2 when using empirical estimates of first and second order moments. This result is then used to derive a generalization bound for domain adaptation with optimal transport. As a consequence, this method approaches the performance of theoretical Bayes predictor under mild conditions on the covariance structure of the problem. We also discuss the computational complexity of the linear mapping estimation and show that when the source and target are stationary the mapping is a convolution that can be estimated very efficiently using fast Fourier transforms. Numerical experiments reproduce the behavior of the proven bounds on simulated and real data for mapping estimation and domain adaptation on images.
Introduction
Optimal transport (OT) and the related Wasserstein distance has been widely used in machine learning in recent years [1, 2, 3] . OT tools allow for a geometric comparison of distributions and Wasserstein distance is one of the few divergence that can be applied (and sub-differentiated) on empirical distribution with no need for kernel smoothing as done in MMD [4] . In addition to those nice properties, the rising interest of the machine learning community has been possible thanks to the recent development of efficient optimization techniques. For instance entropic regularization [5, 6] has lead to new efficient algorithms that can scale to large datasets and even opened the door to stochastic optimization [7, 8] .
Among recent applications of OT, one can cite training of Generative Adversarial Networks, that is a particularly difficult optimization problem, where the Wasserstein distance has been used to provide meaningful gradients [1, 9, 10] . But OT has also been used in other learning problems such as unsupervised Domain Adaptation (DA) that aim at training a classifier that perform well on an unlabeled target dataset using information from a related but different labeled source dataset. Recent works on Optimal Transport for Domain Adaptation (OTDA) have shown that under some assumptions, the optimal transport map [2, 11, 8] (also called Monge map) or the OT matrix itself [12] can be used to transfer label knowledge between the source and target datasets.
While OTDA approaches has been used with success on several DA application, theoretical justifications are still limited. For instance [2] and [13] derived generalization bounds that include a divergence term between the source and target distributions close to that of [14] . Because of this term, those generalization bound require source and target distributions to be similar in order to achieve domain adaptation. Our goal in this paper is to derived explicit generalization bounds for OTDA under milder conditions since OT and its corresponding Monge mapping has the ability to align distributions. As we will prove it in the following, in order to provide meaningful generalization bounds, the core of our analysis consists in bounding the error of estimation of the empirical Monge mapping.
In this paper we investigate the quality of the estimation of a linear Monge mapping when estimated from empirical distribution with finite number of samples. Concentration bounds have been proved on the value of Wasserstein distance between empirical distributions [15] [16] . Very recent results have investigated the quality of a theoretical estimator that cannot be used in practice and have shown error bounds on the estimated Monge mapping with smoothness conditions of O(n −1/d ) similar to concentrations of the Wasserstein distance [17] . But this results have several limits, the estimator cannot be computed in practice and the convergence speed is very slow for large dimensionality d.
We focus here on the estimation of a linear Monge mapping that admits in particular a close form solution for transport between Gaussian distribution [18] . We prove that this solution is also the solution for any Borel distributions when the true Monge mapping is linear. Then we obtain the first estimation bounds for the linear Monge mapping based on finite samples of sub-gaussian distributions. This result is then used to derive a new generalization bound for OT Domain Adaptation. We also discuss the numerical complexity of the linear Monge mapping estimation and provide an efficient estimation procedure for stationary signal and image data relying on FFT. This last approach called Convolutional Monge Mapping allows for a fast adaptation of image datasets. Numerical experiments are provided to verify the provided theoretical bounds both in error of the monge mapping and Domain Adaptation generalization.
Definitions In what follows, for any symmetric positive definite matrix B, we denote by λ min (B), λ max (B) the minimum and maximum eigenvalues of B respectively. We also define the effective rank of B by r(B) = tr(B) λmax(B) where tr(B) is the trace of B. By abuse of notation, · refers either to the l 2 -norm of a vector or to the operator norm of a matrix. We also define the condition number of B as κ(B) = λmax(B) λmin (B) . Finally note that in order to save space we use the binary operators ∨ and ∧ to denote maximum and minimum respectively.
Linear Monge mapping estimation and concentration

Linear Monge mapping
Linear Monge mapping between Gaussian distributions Let µ 1 = N (m 1 , Σ 1 ) and µ 2 = N (m 2 , Σ 2 ) be two distributions. In the remaining we suppose that both Σ 1 and Σ 2 are symmetric strictly positive definite. The Monge mapping for a quadratic loss between µ 1 and µ 2 can be expressed as
with
This is a well known fact in the Optimal Transport literature [19, 20, 18, 21, 22] . See also [23, Remark 2.29] . Note that as discussed in the supplementary material, the matrix A is actually the matrix geometric mean between Σ −1 1 and Σ 2 .
Linear Monge mapping between general distributions The linear mapping between Gaussian distribution discussed above is very elegant but real life data in machine learning seldom follow Gaussian distribution (especially classification problems that are at best a mixture of Gaussian). We now show that even when source and target distribution are not Gaussian, if there exists a positive definite linear mapping between them, then the optimal transport mapping is in fact this linear mapping.
Proposition 1. Let µ 1 and µ 2 be two Borel probability measures with finite second order moments with expectations m 1 , m 2 and positive-definite covariance operators Σ 1 , Σ 2 respectively and such that µ 2 =T # µ 1 for an affineT (x) = Bx + c with B symmetric positive definite. Then the optimal transport mapping is T =T and is given by Eq. 1-2. Proof. First recall that the Brenier Theorem [24] for quadratic loss states that the optimal transport is the unique map T such that µ 2 = T # µ 1 and T = ∇ϕ for some convex function ϕ, see [25, Theorem 2.32] . Application of Brenier's Theorem with ϕ(x) = (1/2)x Bx + c x + d implies that the optimal transport map T is unique and equal to T (x) = Bx + c.
From µ 2 = T # µ 1 we know that m 2 = Bm 1 + c and the covariance of the mapped source samples is equal to Σ 2 :
The only symmetric positive definite solution to the Riccati equation above [22, Eq. (8) 
whereÂ comes from Eq. 2 where the covariances are replaced by their empirical counterpart. An illustration of this method for a highly non-Gaussian distribution can be seen in Figure 1 . We can clearly see here that under the assumptions in Proposition 1, we can recover the Monge mapping and align very well complex distributions.
Concentration of the expected mapping error
Let T and T be two mappings, we define the L 2 -divergence between mapped distributions T # µ 1 and T # µ 1 as
In the next theorem, we prove a bound for the error of estimation of T byT . Theorem 1. Let µ 1 and µ 2 be sub-Gaussian distributions with expectations m 1 , m 2 and positivedefinite covariance operators Σ 1 , Σ 2 respectively. We assume furthermore that
for some fixed absolute constants 0 < c ≤ C < ∞. We also assume that
for some sufficiently large numerical constant C > 0.
Then, for any t > 0, we have with probability at least
where C > 0 is a constant independent of n 1 , n 2 , r(Σ 1 ), r(Σ 2 ).
The detailed proof is provided in supplementary material. This result is one of the first bound on the quality of an estimated continuous Monge mapping from empirical distribution. The fact that we limit ourselves to linear Monge mapping means that we can recover a sample complexity of
when n = n 1 = n 2 which compares favorably to the O(n
) obtained with the more general but not computationally feasible estimator in [17] . Note that this result also provides a convergence rate for the generalization bound in [11, Eq. (13) ] in the linear case where the term d(T,T ) appeared in the bound but was not studied.
Numerical implementation and computational complexity
General covariance matrices The mapping is estimated from empirical distributions by using the empirical version of the means and covariances in Equations (1)- (2). The complexity of estimating those parameters in O((n 1 + n 2 )d
2 ) which is linear wrt the number of samples but quadratic in dimensionality d of the data. Equation (2) also requires the commutation of matrix square root and inverse which are
. This complexity scales well with the number of training samples but not with the dimensionality of the space.
Convolutional Monge mapping on signals and images
When the data samples are temporally or spatially stationary signal or images, it is a common practice for large d to approximate their Toeplitz or block-Toeplitz covariance matrices by circulant matrices and assume that they are diagonalizable by a discrete Fourier transform: [26] . In this case the linear operator in (2) is actually a convolution operator with frequency response
that can be computed efficiently in the Fourier domain using the Fast Fourier transform (FFT) algorithm. The speedup of the FFT leads to a final computational cost of of O((n 1 + n 2 )d log(d)) to estimate D that is greatly reduced compared to the general linear case discussed above. Note that in this case in order to use the FFT we suppose that the linear mapping operator is a positive definite circular convolution operator which can introduce artefacts at the border of images.
Regularization We suppose in all our theoretical results that the empirical covariance matrices are strictly positive definite. While this is often true when n 1 > d and n 2 > d, in practice this assumption can be false on real data (especially when the data lies in a linear sub-manifold). A classical practice is to replace the empirical covariance matrix Σ i byΣ i = (1 − α)Σ i + αI where α ≥ 0 and I is the identity matrix. In our numerical experiments we did not use this regularization in the simulated examples but needed to use it with a small α = 10 −6 on the real life image data.
Domain adaptation generalization bound
Now we focus on the problem of domain adaptation where we have access to data from a source joint feature/label distribution P s but want to predict well on a target joint distribution P t where only features are available (the marginal distribution µ t ). We define the risk of a prediction rule f in the source domain as
where L is a loss of Lipschitz constant M L wrt its second variable. For instance we have M L = 1 for SVM Hinge loss for instance independently of the class y. The risk on the target domain R t (f ) is defined similarly with an expectation done wrt P t . The optimal prediction rule on the source domain is defined as
where the minimization is taken over all measurable functions. We assume here for simplicity that the minimum is attained. Similarly the optimal prediction rule on target is defined as f t * .
Optimal Transport Domain Adaptation One major assumption that was made in [2] is that there exist a mapping m between the source and target such that P t = m # P s and that the pusfhorward m can be expressed as m(x, y) = (T (x), y). In other words the samples in the feature space have been transformed by T but have conserved their label through this transformation. This assumption corresponds to a number of real life situations such as a change in the acquisition conditions, sensor drifts, thermal noise in signal processing. This implies that for functions f and g in the source and target domains respectively :
where T is assumed to be invertible. Note that (11) and (10) imply that the best performance in the source and target domains are equal R s (f
This motivated the main idea in [2] that if one can estimate the mapping T , then it is possible to map the labeled source samples in the target domain withT and train a classifierĝ in the target domain using the labels from the original source samples. This classifier can predict the labels for new data in the target domain. In the following we investigate the generalization performance of a similar procedure where we train a classifierf in the source domain and usef •T −1 to predict in the target domain.
Generalization bound Ideally, the goal is to build a prediction rule g that performs almost as well as the optimal prediction rule in the target domain w.r.t. the generalization error R t (g). Without available labels in the target domain this goal seems out of reach as illustrated by the impossibility theorem in [14] . But our assumption that a mapping T exists can be used to find a good prediction rule. In view of (11), if f is a prediction rule in the source domain, then g = f • T −1 is a prediction rule in the target domain such that R t (g) = R s (f ). Since T is unknown, we replace it by an estimator T as defined in (3). 
IfT is the linear mapping as defined in (3) then we have
This result means that our estimated transfered rule f •T −1 will perform almost as well in the target domain as the initial rule f in the source domain up to a remainder term that depends on the transport mapping. Note that (30) is valid for arbitrary transport while (31) is specific to linear Monge mapping.
Generalization bound for finite samples Note that our goal is to learn a good prediction rule in the target domainf : R d → T from finite datasets. To this end we have access to respectively n 1 and n 2 unlabeled samples in X s , X t from the source and target domains that will be used to estimate the mappingT . We also have access to n l labeled samples (X l i , Y l i ), i = 1, . . . , n l in the source domain independently samples from X s . Theorem 3. Let H K be a reproducing kernel Hilbert space (RKHS) associated with a symmetric nonnegatively definite kernel K :
We consider the following empirical risk minimization estimator: where we assume that the eigenvalues of the integral operator
for some β > 1/2 (see [27] ). If R s (f
andT is the linear mapping as defined in (3), under the assumptions of Theorem 1, we get with probability at least 1 − e −t − 1 n1 ,
The proof of the previous theorem and more details about the assumptions in the RKHS are available in supplementary. The bound above prove that under the mapping assumption, the generalization error off n l •T −1 converges to the Bayes risk R t (f t * ) in the target domain even though we do not have access to target labels during the training phase. This is to the best of our knowledge the first theoretical result that leads to such performances on unsupervised domain adaptation problem. We can get away from the impossibility theorem of domain adaptation of [14] thanks to the strong assumption on the existence of a linear Monge mapping that allows reducing the distribution discrepancy with the mapping. Finally note that while this result is specific to linear Monge mapping, it can be easily extended to any mapping estimation such as Virtual Regressive training [28] that also have a o(n −1/2 ) convergence speed when n is the number of one-to-one mapping samples between source and target domain.
Numerical experiments
In this section we provide numerical experiments that aim at verifying our theoretical results. The linear mapping estimation from (3) is implemented using class LinearTransport from the Python Optimal Transport library [29] .
Convergence of the mapping error and domain adaptation generalization
Linear mapping error between Gaussian distributions In a first numerical experiments we illustrate the convergence speed in term of mapping quality as a function of the number of samples in source and target domains n = n 1 = n 2 . To this end, for every dimensionality d we generate Gaussian distributions with random means µ i ∼ N (0, 10I d ) and covariance
All experiments are repeated 10 times (Monte Carlo) and the mean mapping error is computed on 10 6 source samples. We estimate the mappingT −1 from n sample and the classifierf n l in the source domain from n l independent labeled samples as suggested by Eq. 15. The average classification error rate on 50 Monte Carlo realizations is reported in Figure 2 (center) and (right) for different values of n and n l respectively. We can see in both plots that when both n and n l become large, the error rate converges to the Bayes error rate R t (f t * ) since the problem is not perfectly separable.
Convolutional Monge mapping between images
In this section we investigate the estimation of Monge mapping between images when the mapping is a convolution. To this end we use the well known MNIST dataset [30] for both 2D filter estimation and convolutional domain adaptation.
2D Filter estimation between distributions
In order to see if our approach is able to recover a convolution operator between two datasets, we design a simple positive definite motion blur filtering illustrated in Figure 3 (left) , that is used to generate the target images from original MNIST images. Example images from the source distribution (original MNIST) can be seen at the top line of Figure  4 and examples from the target distribution (filtered MNIST) can be seen at the bottom. Note that the source and target (filtered source) samples do not overlap in all the numerical experiments.
The 2D filters estimated using Eq. 8 for a different number of samples in source/target can be seen in the right part of Figure 3 . Note that even for n = 10 the filter is surprisingly well estimated considering that there is not even one sample per class in the source/target distributions. For n = 1000 the error on the filter is not visible anymore which is also very good for a problem of dimensionality d = 28 × 28 = 784 variables (pixels). We provide also a visualization of the source samples from the top line of Figure 4 after convolution by the estimated filter in the center line of the Figure and we can see that the mapped samples are very similar to the target samples.
In order to have a quantitative measure of the quality of both linear and convolutional Monge mapping we perform 20 monte Carlo experiments where we randomly draw a varying number of n samples for estimating the filter described above. The mapping for the linear Monge mapping is estimated using the general formulation in Eq. 3 whereas for convolutional mapping, we use the simplified formulation in Eq. 8 computed by FFT. The average error of the mapping for both approaches is reported in Figure 5 (left). We can see that the linear mapping has a hard time estimating the mapping especially when n < d (estimated covariance matrix is singular but small regularization is used) but recovers its theoretical convergence speed for n ≥ 10 3 . The convolutional mapping that is much more structured and estimates a smaller number of parameter (block Toeplitz covariance matrix) shows its theoretical convergence speed for n ≥ 10. ). This last approach is not domain adaptation since some labeled target data is available to train a classifier but provides a reasonable performance on target for comparison. We also compare the performance of OTDA with classifierf n l •T −1 whenT is estimated using Linear (linear) and Convolutional (conv.) Monge Mapping estimation. The average classification error on test over 20 Monte Carlo simulations (data sampling) with a varying n = n 1 = n 2 is reported in Figure 5 (right). We can see that the convolutional mapping quickly reaches the performance of classifierf t n l trained directly on target data. This might be due to a regularization effect coming from the convolution operatorT −1 to the data before classification that also seem to lead to a slightly better final performance thanf t n l . The linear Monge mapping requires more samples for a proper mapping (n ≥ 10
3 ) estimation but also reaches the best performance on target.
Conclusion
In this work, we provided the first concentration bound on the quality of a linear Monge mapping when estimated from a discrete sampling. We have shown that this linear mapping can be estimated from non-Gaussian distributions. We discussed the computational complexity of the linear Monge mapping estimation and investigated a variant that leads to both a speedup and better estimation when the data is a 1D/2D stationary signal which implies a convolutional mapping. This fundamental results allowed us to prove the first bound for Optimal Transport Domain Adaptation [2] that actually converge to the Bayes risk for large number of samples. Finally we provided numerical experiments that recover the theoretical bounds for both linear and convolutional mapping.
Future works will investigate the design and convergence of an applicable non-linear Monge mapping estimated from finite distributions [17] . An approach would be to study the quality of the barycentric mapping that has been used in practice [31, 2] and is known to converge weakly to the true Monge mapping [8] . The study of the mapping estimation in the presence of additive noise is also an interesting research direction related to Gaussian deconvolution [32] . Also note that the estimation of a convolutional mapping between distributions of images opens the door for applications in image processing and especially in astronomy where it could be used to estimate changes in the Point Spread Function (filter) of a telescope or parameters of weak gravitational lensing [33] .
Supplementary material 6 Proof of Theorem 1
From now on, by abuse of notation, · will refer either to the l 2 -norm of a vector or the operator norm of a matrix.
We first observe that
6.1 Bounding m j − m j , j = 1, 2.
Bounding m j − m j , j = 1, 2 poses no particular difficulty. We have X
is a sub-Gaussian random vector, that is, for any deterministic vector α, we have
Note thatm
where Z 1 , . . . , Z n1 are independent distributed as Z. Theorem 2.1 in [34] gives for any t > 0, with probability at least 1 − e −t ,
A similar bound holds valid for X t with Σ 1 and n 1 replaced by Σ 2 and n 2 .
Bounding A −Â
We concentrate now on A −Â that requires more work. We prove the following result. Theorem 4. Let µ 1 and µ 2 be sub-Gaussian distributions with respective means and covariance µ j , Σ j , j = 1, 2. Assume that
for some sufficiently large numerical constant C > 0. Then we have with probability at least
Matrix geometric mean. We recall first some useful facts. The geometric mean of 2 positive definite matrices is defined as
Note that for readability, in the remaining of this section, the # operator refers to the matrix geometric mean and not to the pushforward operator # used in the main paper. The matrix geometric mean satisfies B#C = C#B
Based on the last two displays, we deduce that
Next we have by definition of the matrix geometric mean that is solution of XU + V X = W, with U =B 1/2 , V = B 1/2 , W =B − B. Then, we can apply Lemma 2.1 in [35] to obtain the following bound:
where λ min (A) is the minimum eigenvalue of symmetric matrix A.
Thus we get
Combining the previous display with (21), we deduce that
where κ(A) = A −1 A is the condition number of A.
We study now the second difference in the right-hand side of (20) . In view of [36] , we have 
Combining the last display with (20) and (22), we obtain Combining these facts with (24), we get
Under the assumptions of Theorem 1, we have A −1 ≤ P C for some numerical constant. Combining the previous display with (31) and Theorem 1, we get with probability at least 1 − e −t − 1 n1 ,
The final bound use the fact that with our assumption R s (f s * ) = R t (f t * ).
