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BAB III  
ANALISIS DAN PERANCANGAN SISTEM 
 
 Pada tahap ini, akan dijelaskan mengenai perancangan sistem, skenario pengujian, 
topologi yang digunakan pada tugas akhir ini.  Ada 4 skenario yang akan digunakan untuk 
menguji performansi trafik Map Reduce pada Hadoop.  
3.1 Deskripsi Umum Sistem 
Pada penelitian ini, akan dilakukan  pengujian analisa performansi trafik jaringan Map 
Reduce pada Hadoop Cluster dengan menggunakan Docker sebagai virtualisasinya. Pengujian 
ini ditujukan untuk melihat bagaimana performasi jaringan pada saat proses berjalannya 
Hadoop didalam Docker. Ada 4 skenario pengujian yang akan digunakan pada tugas akhir ini. 
Pengujian pada Map Reduce menggunakan data USCensus1990raw sebesar 822 MB. 
Parameter pengujian yang akan digunakan adalah mendaptkan nilai througput dan packet loss 
pada tiap pengujiannya. Parameter nilai througput dan juga packet loss ini dipilih dikarenakan 
dengan nilai throughput yang semakin tinggi maka performansi jaringan bagus. Sedangkan 
pada packet loss melihat seberapa besar transmisi paket IP yang gagal mencapai tujuan 
dikarenakan oleh congestion yang disebabkan penambahan beban data pada server pada saat 
proses Map Reduce berlangsung. Pada saat pengujian, trafik jaringan akan ditambahkan dengan 
iperf untuk membuat terjadinya congestion pada saat perpindahan data. Fungsi Software 
Defined Network sendiri adalah untuk manajemen transfer rate dengan menggunakan fitur QoS 
Queue di dalam Openflow untuk menghindari congestion yang terjadi pada saat perpindahan 
data yang sering dari satu node ke node yang lainnya.  
3.2 Analisis Pengujian Sistem 
Untuk melakukan pengujian, perlu dilakukan pencarian parameter untuk mendapatkan 
kriteria trafik normal dan trafik pada saat terjadi congestion. Kemudian untuk tambahan bisa 
dilakukan pengujian Hadoop Cluster dengan menggunakan Docker sebagai virtualisasinya 
dengan Hadoop Cluster tanpa menggunakan Docker namun tetap menggunakan Software 
Defined Network sebagai controller jaringan nya. Dari beberapa kombinasi trafik diatas 
menghasilkan empat varian pengujian yakni: Trafik Normal, Trafik pada saat congestion (tanpa 
adanya manajeman transfer rate), Trafik pada saat congestion (menggunakan manajemen 
transfer rate) dan perbandingan Hadoop Cluster dengan menggunakan Docker sebagai 
virtualisasinya dengan Hadoop Cluster tanpa menggunakan Docker. 
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 Perancangan Sistem Pengujian 
Pada tahap ini dilakukan perancangan sistem untuk analisa performansi trafik 
Hadoop Clustering. Desain sistem tersebut digunakan untuk mempermudah proses 
implementasi dan pengujian. Berikut merupakan perancangan sistem Tugas Akhir ini. 
 
Gambar 3.1 Topologi Sistem 
Pada Gambar 3.1, menggunakan Multi Node dalam Hadoop Clustering untuk 
pengujian performansinya. Control Plane dan Data Plane akan dipisahkan sesuai dengan 
konsep Software Defined Network. Hadoop yang berada didalam Container Docker 
selanjutnya akan diproses. Ketika melakukan proses deploying Hadoop Cluster didalam 
Docker Container, folder/files run-time dan hostname/IP Address terpecah sendiri. Jadi, 
konfigurasi Hadoop files didalam mesin yang berbeda dapat sama. Namun, hostname 
default otomatis di generated oleh Docker ketika Container berjalan. Hadoop Clustering 
terhubung ke dalam openvswitch. Untuk selanjutnya, Openflow akan diaktifkan pada switch 
bridge yang telah di buat sebelumnya. Dapat dilihat pada Gambar 3.2. 
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Gambar 3.2 Topologi Openvswitch 
Pada gambar diatas, Container Docker Master, Docker Slave 1, Docker Slave 2 
terhubung dengan Openvswitch bridge yang telah dibuat sebelumnya yakni ovs-br1. 
Selanjutnya, container yang telah terhubung dengan switch bridge akan dicontrol dengan 
menggunakan protocol Openflow. Di dalam Virtual switch, settingan untuk flow monitorig 
dan QoS control dikonfigurasikan dari host machine. 
 Kebutuhan Sistem Non Fungsional 
Berikut merupakan kebutuhan sistem non fungsional yang akan digunakan untuk 
Analisa Performansi Trafik Jaringan pada Hadoop Clustering dalam Docker berbasis 
Software Defined Network. 
 
Tabel 3.1 Spesifikasi Hadoop Multi Node (dengan Docker) 
Memory (RAM) 1024 MB 
OS Ubuntu 14.04 LTS 
Memory (Hardisk) 20 GB 
 
IP 
Master  : 192.168.10.2 
Slave 1 : 192.168.10.3 
Slave 2 : 192.168.10.4 
 
 
 
 
 
 
 
HADOOP 
MASTER 
HADOOP 
SLAVE 1 
HADOOP 
SLAVE2 
OVS-BR1 
ETH1 
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3.3 Skenario Pengujian 
Pada tahap ini, dilakukan pengujian Trafik jaringan pada saat proses Map 
Reduce Hadoop Clustering di dalam Docker . Pengujian ini akan dilakukan untuk 
melihat bagaimana tingkat Trafik pada Hadoop Clustering dengan besar dataset 
822MB. Data tersebut disimpan didalam HDFS. Pengujian menjalankan Hadoop 
Clustering di dalam satu PC. Hal ini dilakukan agar dapat mengestimasi jumlah virtual 
hosts yang dapat didukung mesin dan memory yang digunakan oleh MapReduce. 
Tabel 3.2 HDFS Process Number 
Process Name Number/Cluster 
NameNode 1 per-cluster 
SecondaryNameNode 1 per-cluster 
DataNode 1 per-cluster 
 
Tabel 3.3 YARN Process Number 
Process Name Number/Cluster 
ResourceManager 1 per-cluster 
ProxyServer 1 per-cluster 
HistoryServer 1 per-cluster 
NodeManager 1 per-cluster 
Pada pengujian pertama, melihat resource RAM yang digunakan di dalam  proses 
Hadoop Clustering di empty cluster. Hadoop yang digunakan di dalam pengujian ini 
adalah Hadoop 2.7.1. Dengan total data yang diuji adalah 822 Megabyte.  Pengujian 
akan dilaksanakan dalam 3 skenario. Dalam skenario pengujian ini akan mengambil 4 
parameter pengujian QoS yakni rata-rata throughput, packet loss, jitter dan delay. 
Parameter jitter dan delay ini diambil untuk melihat berapa besar congestion yang 
terjadi dalam trafik jaringan saat proses berjalannya Map Reduce didalam container 
Hadoop Master. Sedangkan parameter packet loss diambil agar bisa melihat seberapa 
besar paket data yang hilang pada saat proses map reduce sedang berlangsung.  
1. Skenario Uji Coba 1 
Pada skenario ini, akan dilakukan pengujian trafik jaringan jaringan normal 
untuk mendapatkan nilai awal rata-rata througput, packet loss, jitter dan delay pada 
Hadoop Clustering. Pengujian awal ini dilakukan dengan menjalakan proses Map 
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Reduce didalam container hadoop master. Tujuan dari skenario 1 adalah agar 
mendapat nilai tolak ukur trafik jaringan normal Hadoop. 
2. Skenario Uji Coba 2 
Pada skenario uji coba 2, akan dilakukan pengujian trafik jaringan Hadoop 
Clustering pada saat menjalankan proses Map Reduce dengan diberikan beban lalu 
lintas tambahan yang berjalan pada queue yang sama. Pemberian beban pada lalu 
lintas tambahan dengan iperf client dngan cara mengirimkan data berupa UDP ke 
dalam container hadoop master sehingga trafik akan mengalami congestion. Tujuan 
dari skenario ini adalah untuk mendapatkan hasil pengujian apabila terdapat lalu 
lintas tambahan yang menyebabkan congestion dan belum dilakukan manajemen 
transfer rate. 
3. Skenario Uji Coba 3 
Pada skenario ini, dillakukan pengujian trafik jaringan dengan menggunakan 
QoS control. Untuk mengontrol QoS tersebut menggunakan OpenFlow 
menggunakan tools ovs-vsctl. Terdapat aturan dalam antrian yang diatur dengan  
menggunakan QoS Policy dan QoS Queue.  
Berikut merupakan parameter pengujian dari ketiga skenario diatas : 
Tabel 3.4 Nilai Awal Trafik tanpa beban iperf 
Rata-Rata Throughput Packet Loss Jitter Delay 
    
 
Tabel 3.5 Pengujian Trafik dengan penambahan beban iperf 
Beban Iperf Rata-Rata Throughput Packet Loss Jitter Delay 
250 MB     
500 MB     
1024 MB     
2048 MB     
3072 MB     
4096 MB     
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Tabel 3.6 Pengujian Trafik dengan penambahan beban iperf dengan Qos Queue 
Beban Iperf Rata-Rata Throughput Packet Loss Jitter Delay 
250 MB     
500 MB     
1024 MB     
2048 MB     
3072 MB     
4096 MB     
 
