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AbstractBGP routers within an Autonomous System (AS)
exchange their inter-AS routing information via the internal
Border Gateway Protocol (iBGP). Within an AS, every BGP
router needs to maintain an iBGP peering session with every
border BGP router. This peering scheme fails to scale due to
the large number of iBGP peering sessions required. Current
solutions to this scalability limitation divide the AS into clusters,
with a distinguished router, know as the reector, acting as
a representative of the cluster. Clustering, however, introduces
routing anomalies, such as permanent routing loops and failure
to reach a stable route to the destination. Furthermore, these
anomalies are worsened by the multi-exit discriminator value
used by BGP to differentiate multiple links connecting the same
pair of AS'ms. In this paper, we present a simple enhancement to
iBGP that prevents these routing anomalies. It requires minimal
overhead, and contrary to other proposed solutions, preserves
the efciency of iBGP by having each reector disseminate only
a single path to each of its peers.
I. INTRODUCTION
The Internet, at its highest level, is divided into adminis-
trative domains, commonly known as Autonomous Systems
(AS'ms). The Border Gateway Protocol (BGP) [1] is the
de-facto protocol for sharing inter-AS routing information
between neighboring BGP routers. Neighboring BGP routers
in different AS'ms share their inter-AS routing information
via the external Border Gateway Protocol (eBGP). On the
other hand, any two BGP routers within the same AS, even if
they are not physically neighbors, share their inter-AS routing
information via the internal Border Gateway Protocol (iBGP).
BGP routers reliably exchange the routing information with
each other via peering sessions. A peering session between
two routers in different AS'ms is known as an eBGP peering
session, and a peering session between two routers within the
same AS is known as an iBGP peering session.
Both eBGP and iBGP have been plagued with forwarding
and divergence anomalies. Forwarding anomalies consist of
permanent loops in the routingtables, while divergence anoma-
lies prevent the routers from converging to a stable selection
of paths. eBGP suffers mainly from divergence anomalies, and
these anomalies have been studied extensively. The reader is
referred to [2], [3], [4], [5] for a discussion of the problem
and proposed solutions.
iBGP, on the other hand, suffers from both forwarding
and divergence anomalies. Two features of iBGP are the
cause for these anomalies. First, iBGP employs route-reection
clustering [6] to improve its scalability, i.e., to reduce the
number of iBGP peering sessions required. In route-reection
clustering, the AS is divided into clusters, with a distinguished
router, known as the reector, acting as a representative of the
cluster. Although scalability is improved, clustering has caused
forwarding and divergence anomalies [7], [8], [9]. Second,
a multi-exit discriminator (MED) is a integer value used to
differentiate multiple links connecting the same pair of AS'ms.
The MED value, in combination with clustering, may cause
divergence anomalies [9], [10], [11], [12], [13].
In this paper, we present a simple, yet effective, enhance-
ment to iBGP that prevents routing anomalies. The overhead
introduced by this modication is small. Furthermore, it does
not restrict the behavior of the system unless a routinganomaly
is occurring. That is, the system progresses normally according
to its routing policies, unless divergence occurs. Furthermore,
contrary to other proposed solutions [9], [12], [13], our
approach preserves the efciency of iBGP by having each
reector disseminate only a single path to each of its peers.
II. IBGP OVERVIEW
As mentioned above, the Internet is organized as a set of
inter-connected AS'ms, as shown in Fig. 1(a). Here, each node
denotes an AS, and neighboring AS'ms are joined by an edge.
AS'ms
￿ and
￿ are said to be neighbors iff some router in
￿
has a communication link with some router in
￿ .
For a given destination AS, each AS informs its neighboring
AS'ms of the path it has chosen to reach this destination. For
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these two paths. Its choice is inuenced by several factors,
such as the length of the path. Most importantly, each AS
has the freedom of choosing from the available paths the one
with highest preference according to a routing policy dened
locally within the AS. Thus,
￿ may choose any of these two
paths according to its routing policy.
Without loss of generality, throughout the paper, we will
consider a single destination AS, namely, AS
￿ .
An AS consists of multiple routers, as shown in Fig. 1(b).
This gure expands AS
￿ , showing its routers and the com-
munication links between them. We say that two routers are
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Fig. 1. Autonomous Systems and Clustering.
outside of its AS. In Fig. 1(b), internal routers are denoted by
&
, and border routers are denoted by
’ .
Two routers are said to be peers if they exchange routing
information. In particular, each router chooses one path to the
destination, and informs all its peers about the path it has
chosen. Peering relationships are maintained via a reliable
transport protocol, such as TCP. Note that routers need not
be neighbors in order to be peers, i.e., routers may be located
several network hops away from each other yet still maintain
a peering relationship. This is possible because messages
exchanged between peers are routed using a typical intra-AS
routing protocol, such as OSPF [14] or RIP [15].
A. Route-Reection Clustering
In a typical iBGP peering scheme, each border router within
an AS is a peer of all other routers within the same AS. As the
size of the AS increases, this scheme fails to scale. A common
solution is to employ iBGP route reection clustering [6]. In
thisapproach, the routers withinan AS are dividedinto disjoint
sets, known as clusters. In Fig. 1(c), AS
￿ is divided into
two clusters depicted by the shaded regions. One distinguished
router in each cluster is known as the reector. The reector of
cluster
( is denoted
)
+
* , and to highlight this node, it is drawn
in bold. Border routers within cluster
( are denoted by
’
,
*
.
-
/
for some
0 , and likewise interior routers within cluster
( are
denoted by
&
*
.
-
/ for some
0 .
Each reector maintains a peering session with routers that
fall in the following three categories: (a) all routers within its
own cluster (via iBGP peering), (b) all reectors of all other
clusters in its AS (via iBGP peering), (c) in the case when
the reector is also a border router, all its neighboring routers
outside of its AS (via eBGP peering). All routers, within its
cluster, that establish a peering session with a reector are
known as the clients of the reector. For example, in Fig. 1(c),
the clients of reector
)
2
1 are
&
1
-
4
3 ,
’
,
1
-
4
3 .
Note that interior routers learn about paths to the destination
only via their reector. Furthermore, although border routers
may learn paths from their neighbors outside of their AS, the
only router within their own AS from whom they learn paths
is their reector. As an example, consider again Fig. 1(c), in
particular, border router
’
1
-
4
3 . Althoughit has a peering session
with its neighbor in AS
￿ and learns paths from it, the only
router within its own AS
￿ from whom it may learn a path is
its reector
)
1 . In particular, notice that even though
’
1
-
4
3 is
a neighbor of both
)
￿
3 and
&
3
￿
-
4
3 , it does not establish a peering
session with these routers.
B. Path Selection
To reach destination
￿ , each router learns a path to
￿ from
each of its peers. If a router has no path to the destination, its
path is said to be empty. The empty path is denoted by
5 .
A path
6 chosen by a router in AS
￿ consists of the
following attributes:
7
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;
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? An integer preference value indicating the ranking
of
6 in the local routing policy of
￿ . A higher preference
value indicates a greater preference for the path.
7
6
￿
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D
? Sequence of AS'ms traversed to reach the destina-
tion
￿ from the current
￿ .
7
6
￿
E
G
F
￿
H
I
? In cases where there are multiple links connect-
ing the same pair of AS'ms, each link is given a multiple-
exit discriminator (MED) value. MED values indicate the
preference of one link over another. A smaller MED value
is preferred over a larger MED value.
7
6
￿
J
K
? The IP address of the border router that is the exit
point from
￿ . Thus, this router has a neighbor in the rst
AS of the AS sequence
6
A
C
B .
From each peer, a router receives a path (potentially empty)
to reach the destination. From this set of paths, the router must
choose the best path and adopt it as its own path. The best
path is chosen according to the algorithm given in Fig. 2 [12],
[16]. If a router adopts a new path, i.e., if its best path is
different than before and new path is advertised by client peer
or eBGP peer, the router informs each of its peers about this
new path via the reliable transport protocol.
III. THE GREEDY PROTOCOL
In this section, we present a formal abstraction of the
behavior of the iBGP protocol with route reection clustering.
In particular, we reduce the problem of iBGP routing to an
instance of the stable paths problem (SPP) [3], [4]. The SPP
abstraction was developed to model eBGP routing. In [11], it
was shown that iBGP may also be modeled as an instance of
SPP. We take advantage of this to apply earlier SPP results [17]
to iBGP routing, even though they were originally developed
for eBGP routing.
First, we observe that an interior router is only able to
choose the path given to it by its reector, and does not affectbest(
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4) If
M
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a) If router has a path whose border router is one
of its eBGP peers, then the router reduces
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those paths whose border router is an eBGP peer.
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cost-metric between the router and the border
router.
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breaker to reduce
L to a single element.
6) The best path is the single element in
L .
￿
Fig. 2. Best Path Selection Algorithm
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the selection of paths of other routers. Next, we build a peer
graph, which is an abstraction of the peer relationship between
routers. The peer graph of AS
￿ in Fig. 1(c) is given in Fig. 3.
Notice that, interior routers are removed from peer graph.
Each edge in the peer graph corresponds to a peer relation-
ship between routers. In addition to the reector and border
routers, the graph also contains nodes that represent AS'ms.
The AS'ms in the graph are the neighboring AS'ms of
￿ and
the destination AS
￿ .
Each edge between a border router and a neighboring AS
is assigned a MED value, as shown in Fig. 1. In addition,
given that the scope of our paper is focused on iBGP and not
on eBGP, we assume that each path from a neighboring AS
to
￿ is stable. Therefore, rather than include the entire AS
path in the graph, we simply represent it by an edge from the
neighboring AS to
￿ . This edge is labeled with the length of
the AS path represented by the edge. Finally, if the next hop
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Fig. 4. Greedy Protocol
of the neighboring AS is
￿ itself, then the edge to
￿ is omitted.
Each node chooses a path to
￿ along the peer graph. But
datagrams are forwarded along intra-AS shortest path between
two routers in the same AS. The path chosen by node
\ is
denoted by
]
Z
^
\
X
_ , and has the following properties.
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\
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As mentioned earlier, each router
\ will receive one path
from each of its peers. Therefore, the set of paths from which
\ may choose its own path to
￿ is as follows.
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We may now formally dene the behavior of a router
\ .
The behavior is quite simple, and is shown in Fig. 4 using a
notation similar to that in [18], [19]. Router
\ contains one
action, which consists of the guard
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We refer to this protocol as the greedy protocol, since it always
chooses the best path.
In order for the above to be an instance of the SPP, we
require a relation
￿ that ranks paths at each router in order of
preference. We may dene
6
z
￿
W
￿ , where both paths
6 and
￿ originate at router
\ , to be as follows.
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I.e., the router prefers
￿ over
6 when these are its only
available choices. We require
￿ to be a total order on paths.
However, as dened above, this is notthe case, due to a conict
between MED values and link-costs. This will be explored and
remedied in Section VI.
The greedy nature of the protocol in Fig. 4 causes some
well-known routing anomalies in iBGP. These anomalies are
described in the next few sections. In addition, the greedy
protocol is strengthened to detect these anomalies and to
compensate for them.
In our examples below, we assume all paths from neigh-
boring AS'ms have the same local preference value and the
same AS sequence length. Hence, the chosen path at a router
depends mainly on the MED value and on the link-cost to
reach the border router of the path.(c)
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Fig. 5. Cost-Induced Anomalies.
IV. CIF ANOMALY
One routing anomaly caused by clustering is a cost-induced
routing loop [7], [8]. It is caused by the interaction of cluster-
ing and the intra-AS routing algorithm (such as OSPF or RIP).
This anomaly is not the focus of this paper, but it is included
for completeness.
Consider Fig. 5(a) [8], which shows an AS
￿ , whose
neighbor to reach the destination is AS
￿ . AS
￿ has two
clusters, each with a reector (which is also a border router)
and an internal router. The edges correspond to network links
and are labeled with their intra-AS routing link-cost.
The internal router learns its path from its reector, and each
reector chooses the path via its external peer. Thus,
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Cost-induced routing loops can be avoided if each reector
selectively advertises paths, which has been presented in [9].
V. COST-INDUCED DIVERGENCE
We next consider an anomaly in which routers fail to
converge to a stable assignments of paths [7]. We refer to this
anomaly as cost-induced divergence, because the interaction
between iBGP and the link-costs of the intra-domain routing
protocol causes the system to diverge.
An example of cost-induced divergence is shown in
Fig. 5 [7]. Fig. 5(b) shows the routers and the links joining
them. Fig. 5(c) shows the peer-graph of Fig. 5(b). Note
that in the peer graph, each reector
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The state of the system after step
￿ is the same as the state
after step 1. The system will therefore never reach a steady
assignments of paths.
A. Bounded Divergence Protocol
Throughout the remainder of this section, we assume that
all paths have an equal MED value. Under this assumption,
the path-ranking relation
￿ becomes a total order, and thus,
the peer-graph in combination with relation
￿ becomes an SPP
instance. This allows us to use the eBGP techniques developed
in [17] to ensure the convergence of iBGP.
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Fig. 6. Bounded Divergence Protocol
an integer count. Whenever the new path of a node has a
lower rank than its previous path, the count of the node is
increased by one. In addition to the path of its peers, a node
may read the count of its peers.2 As the count increases beyond
a threshold, a node infers that divergence is occurring, and it
takes remedial action by restricting its choice of paths, and
thus ensuring convergence.
The specication of the Bounded Divergence Protocol [17]
is shown in Fig. 6. Each router
\ consists of four actions. The
rst action simply enforces that the cost of a node
\ is never
smaller than the cost of its next node along its path to
￿ .
The second action is enabled when the best path for
\ has a
rank lower than the current path
]
Z
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\
X
_ and peer of both chosen
and best paths are not equal. In this case,
]
Z
^
\
T
_ is updated to
the best path. However, since the rank of
]
Z
^
\
X
_ decreases, the
count of
\ is increased by one to detect divergence.
The third action is enabled when the best path for
\ has a
rank lower than the current path
]
Z
^
\
X
_ and peer of both chosen
and best paths are equal. In this case,
]
Z
^
\
X
_ is updated to the
best path. However, the count of
\ assigned to count of peer
along the best path.
The fourthaction updates
]
Z
^
\
X
_ when the best path for
\ has
a rank higher than the current path
]
Z
^
\
X
_ . One way in which the
\ 's count could be updated is simply to set it to the maximum
of its current value and the count of the peer from whom the
path is taken (i.e., the count of the next node along the path
in the peer graph). In this way,
\ 's count is guaranteed not to
decrease, and hence, in diverging executions, such as those in
Fig. 5(b),
\ 's count is guaranteed to increase. However, we
would like to keep counts as small as possible. This is because
2This would be implemented in message passing by including the count of
the node in every iBGP path-update message.
a large count indicates divergence, and when this occurs the
paths available at a node are restricted (as explained below).
We would like the count of
\ to decrease in the event that
an alternative path is found that does not lead
\ to diverge.
E.g., consider Fig. 5(b), and assume that
)
￿
3 has an additional
link to a neighboring AS
￿ , and AS
￿ offers a shorter path, in
terms of number of AS'ms crossed, to reach destination
￿ , and
hence, AS
￿ is more desirable than AS
￿ . We would expect
then for all routers to choose the path via
￿ before their count
increases signicantly.
However, if the path information from
￿ is slow to arrive,
the count at the routers in
￿ may grow large. Nonetheless,
once the information from
￿ arrives to
)
￿
3 , we would like the
counts of all nodes to decrease, and not hinder the choice of
paths at each node. To ensure this, the fourth action in Fig. 6
assigns to the count of
\ the same count as the count of the
peer router that offered the new path. In this manner, if the
cost of its peer is low, then the cost of
\ itself will be low.
Divergence is actually prevented in the guard of the fourth
action. If the new path, even if ranked higher than the current
path, is from a peer whose cost has reached a threshold
￿ ,
then the new path is not chosen. In this way, the chosen path
stops from oscillating. The exception to this is when
]
Z
^
\
X
_ is
the empty path. In this case, since
\ is required to maintain a
path to
￿ , the best path is chosen irrespective of the count of
the peer.
The above restrictions ensure that the system reaches a
steady state, as indicated below.
Theorem 1: Starting from any arbitrary system state (i.e., an
arbitrary value of
]
and node counts), and assuming all paths
have equal MED values, the bounded-divergence protocol
converges to a stable state within a nite number of steps.
VI. MED-INDUCED DIVERGENCE
The interaction between the MED value of a path and the
link-costs within the AS may cause a divergence anomaly, i.e.,
routers fail to obtain a stable path to the destination. In this
section, we present an example of this anomaly, and show how
the bounded divergence protocol can be used to resolve it.
Consider the example in Fig. 7(a), which was originally
presented in [10]. It consists of an AS
￿ , and two neighboring
AS'ms
￿ and
￿ . AS
￿ is divided into two clusters. The
network links within
￿ are labeled with the cost of the intra-
domain routing protocol. The links from a border router to a
neighboring AS are labeled with the MED value of the link.
The peer-graph of AS
￿ is shown in Fig. 7(b). We assume
both
￿ and
￿ have an equal number of AS'ms in their paths
to
￿ . Therefore, the border routers will always choose a path
via their peers in the neighboring AS. Thus, we consider only
the paths taken by the reectors. For terseness, we abbreviate
each path by removing the AS nodes. For example, path
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In this scenario,
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3 and
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1 fail to achieve a stable assign-
ment of paths, as shown below.
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Fig. 7. MED-Induced Divergence.
That is, each reector chooses the best path from those
provided by the border routers in their clusters.
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This is the same state as the initial state.
In this scenario, the path ranking relation
￿ at router
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not a total order. In particular,
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holds because of the MED values, since both paths exit via
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MED value is not used in their comparison.
The correctness of the BDP [17] depends on relation
￿
being a total order. Therefore, it cannot be applied directly to
the peer-graph in Fig. 7(b). In the next section, we enhance
the peer-graph such that
￿ becomes a total order, and thus, we
may apply the BDP to detect and terminate the above MED-
induced divergence.
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A. Applying BDP via Virtual Nodes
To ensure that relation
￿ is total relation at each node, we
add virtual nodes to the peering graph. These virtual nodes are
similar to the class nodes introduced in [11]. For each router
\ , (
\ could be a reector or a border router), and for each
neighboringAS
￿ , we introducethe virtual node
\
X
ﬂ . This node
co-exists in the peering graph along with the original node
\ .
The peers of
\ are restricted to be its virtual nodes
\
ﬂ for
every
￿ . The peers of
\
ﬂ are the original node
\ , plus any
other node
L that was a peer of
\ in the original peer graph.
The purpose of each virtual node
\
T
ﬂ is to nd the best path
that exits via neighboring AS
￿ . I.e.,
\
T
ﬂ will always offer to
\ a path that goes through one of its peers in the original peer
graph and that exits via AS
￿ .
\ then simply chooses, among
the paths given to it by its virtual nodes, the one with highest
rank.
For example, Fig. 7(c) shows the virtual nodes,
)
1
-
ﬂ and
)
1
-
￿ , associated with the original node
)
1 .
)
1
-
ﬂ will choose
the best path that exits via AS
￿ . This path may occur via
the original peer
)
3 or via the original peer
’
,
1
-
4
3 . Similarly,
)
Z
1
-
￿ will choose the best path that exits via AS
￿ . This path
may only occur via the original peer
)
3 , since the original peer
’
,
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4
3 has no path to
￿ , and thus, the peering edge
^
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￿
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_
could be removed. We include it in the gure simply for
completeness.
Due to space limitations, the complete peering graph with
virtual nodes is not shown. However, it must be noted that the
remaining routers, i.e.,
)
￿
3 ,
’
￿
3
￿
-
4
3 ,
’
￿
3
￿
-
1 , and
’
1
-
4
3 , must also be
expanded with virtual nodes of their own.
We next present the new relation
￿ on paths. We must
ensure that
￿ is a total order at each node. Furthermore, we
must also ensure that, for each router
\ ,
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\
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_
yields the same path in the original peering graph as in the
peering graph with virtual nodes.
Consider rst relation
￿ on paths starting from a virtual
node
\
,
ﬂ . This relation has the following properties.
7 For any path
6 originatingat
\
T
ﬂ ,
6
￿
￿
￿
5 if and only if the
next node after
\
T
ﬂ is not a peer of
\ in the original peer
graph or
6 does not exit via AS
￿ . Note that if
6
z
￿
–
5
then
6 will never be chosen since the it is ranked below
the empty path.7 For every pair of paths
6 and
￿ , where
6 and
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at
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ﬂ , and both are higher ranked than
5 , we have
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Note that
￿ above is a total order, since
b
d
c
;
e
￿
f is only used to
compare paths exiting via the same AS, and hence, the MED
value does not cause a cycle in relation
￿ .
Consider now relation
￿ on paths starting from an original
router node
\ . This relation has the following properties.
7 For every path
6 originating at
\ ,
6
'
￿
U
5 if and only
if the next node in
6 is not a virtual node
\
X
ﬂ of
\ for
some
￿
7 For every pair of paths
6 and
￿ , where
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Note that
￿ above is again a total order, since
b
￿
c
p
e
}
f is only
used to compare paths exiting via the different AS'ms, and
hence, the MED value does not cause a cycle in relation
￿ .
Since
￿ is a total order, we have the following [17].
Theorem 2: Starting from any arbitrary system state (i.e., an
arbitrary value of
]
and node counts), the bounded-divergence
protocol converges to a stable state within a nite number of
steps in the peering graph with virtual nodes.
Introducing virtual nodes does not add message overhead,
because
\
,
ﬂ is implemented in the same router as
\ , and hence,
their communication is internal to the router. Furthermore, no
new messages in practice are needed between routers. This
is because,
\
ﬂ needs to learn about paths from any original
peers
L of
\ , but since
\
ﬂ is also located in
\ , in practice
\
receives this information anyway. Furthermore,
\
ﬂ need not
send its chosen path to
L , since
L only allows paths from its
virtual nodes of the form
L
‡
† . Regarding storage overhead at
router
\ ,
\ needs to store
￿
￿
￿
￿
Q integers for each destination
￿ , where
￿ is the number of neighboring AS'ms of
\ . Since
￿ is usually small, this adds little storage overhead.
VII. RELATED WORK
Grifn et al. formally dened iBGP anomalies [7], [11]. Our
solution requires only single path dissemination between every
pair of iBGP peers. Furthermore, the existing routing policies
need not be modied, as opposed to others that have suggested
removing MED altogether.
There are two types of iBGP divergence solutionsin the cur-
rent literature. Both types require multiple path disseminations
between iBGP peers.
The rst type of solutions require multiple path dissemina-
tions between both pair of reectors and reector and client
peers. In Walton et al. [13] solution, a reector nds one
best path through each of the neighboring AS and advertises
this per AS best path if this path's local preference and AS
sequence length values are equal to the reector's overall
best path's corresponding attributes. Basu et al. [12] have
showed a counter-example to Walton'ssolution.They proposed
a new solution, in which, the reector advertises all the paths
with best local preference, smallest AS sequence length, and
smallest
·
W
￿
￿
¶ for each neighboring AS. They also proved
the correctness of their solution. But this type of solutions,
in which, multiple path advertisements are required between
every pair of iBGP peers, may not be scalable. This defeats
the whole purpose of using clustering.
Second type of solution only requires multiple path dissem-
inations between pair of reectors, but not between reector
and client peers. In [9], authors proposed a selective path
dissemination between reector and client peers.
VIII. CONCLUDING REMARKS
In this paper, we presented a simple and scalable solution
to solve all the known iBGP anomalies. Our solution only
requires single path disseminations between every pair of iBGP
peers.
Our protocols are based on shared memory model, which is
a special case of message passing model. But these protocols
can easily be modied to more general message passing model.
Due to space limitations, we did not provide the formal
rigorous proofs to the solutions.
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