Many prediction tasks, especially in computer vision, are often inherently ambiguous. For example, the output of semantic segmentation may depend on the scale one is looking at, and image saliency or video summarization is often user or context dependent. Arguably, in such scenarios, exploiting instance specific evidence, such as scale or user context, can help resolve the underlying ambiguity leading to the improved predictions. While existing literature has considered incorporating such evidence in classical models such as probabilistic graphical models (PGMs), there is limited (or no) prior work looking at this problem in the context of deep neural network (DNN) models. In this paper, we present a generic multi task learning (MTL) based framework which handles the evidence as the output of one or more secondary tasks, while modeling the original problem as the primary task of interest. Our training phase is identical to the one used by standard MTL architectures. During prediction, we back-propagate the loss on secondary task(s) such that network weights are re-adjusted to match the evidence. An early stopping or two norm based regularizer ensures weights do not deviate significantly from the ones learned originally. Implementation in two specific scenarios (a) predicting semantic segmentation given the image level tags (b) predicting instance level segmentation given the text description of the image, clearly demonstrates the effectiveness of our proposed approach.
Introduction
Over the last decade, Deep Neural Networks (DNNs) have become a leading technique for solving variety of problems in Articial Intelligence. For example, Semantic Segmentation [10, 11, 35, 47, 6 ], Image Classification [22] , and Optical Flow Estimation [25, 39] in Computer Vision; and Named Entity Recognition [13, 28] , and Machine Translation [44, 14] in Natural Language Processing.
Often, such networks are designed and trained for a specific task at hand. However, when multiple correlated tasks are given, Multi-Task Learning (MTL) [9] framework is used to allow a deep network to jointly learn shared features [37] . Even from human perception perspective, the images are difficult to interpret at the outset, but once additional information is provided that each image contains face of a lady, it becomes easier to perceive them. Our proposed framework is inspired from this behavior and tries to improve the prediction of a DNN by providing additional cues at the test time. As we show in the result section, MaskRCNN [20] , as it is, fails to detect a face in the above images, but when given the additional cue in the form of natural language description of the images ("Beautiful lady smiling in front of a screen"), easily detects the faces. from multiple tasks simultaneously. MTL often achieves better generalization ability by using the shared information contained in the different tasks, and improves the performance of each of the individual tasks.
In an MTL framework, usually one is interested in the output of all the tasks at hand. However, researcher have also looked at the scenarios, when only a subset of tasks (called 'principal' task(s)) are of interest and the other tasks (called 'auxiliary' task(s)) are only to jointly learn the generic shared representation [31, 8, 41] . In such cases, auxiliary tasks are generally derived from the easily available side information about the data. For example, one can use a MTL framework for semantic segmentation of an image as a principal task, and an auxiliary task to predict types of object present in the image.
One significant limitation of the MTL frameworks suggested so far is that they make use of auxiliary information only during the training process. This is despite the fact that, many times such information is also available at the test time e.g., tags on a Facebook image. Further, in several other cases, this additional information could be gath-ered using relatively inexpensive means. Arguably, exploiting this information at test time can significantly boost up prediction accuracy by resolving the underlying ambiguity and/or correcting modelling errors.
The motivation for incorporating auxiliary information at test time can also be drawn from human perception. Figure 1 shows two-tone Mooney images [37] used by Craig Mooney to study the perceptual closure in children. Here, perceptual closure is an ability to form a complete percept of an object or pattern from incomplete one. It was shown that, though, it may be difficult to make much sense of any structure in the given images in the beginning, but once additional information is provided that these represent the faces of a woman, one easily starts perceiving them.
A natural question to ask is, whether there is a way to incorporate similar instance specific additional clues in modern deep neural network models. While similar works in classical machine learning literature such as PGMs [27] have considered conditional inference; to the best of knowledge, there is no prior work incorporating such auxiliary information in the context of DNN models, especially using the MTL based framework. We will henceforth refer to the instance specific auxiliary information as evidence.
We model our task of interest, e.g., semantic segmentation, as the primary task in the MTL framework. The evidence is modelled as the output of one or more secondary tasks, e.g., image tags. While our training process is identical to the one used by standard MTL architectures, our testing phase is quite different. Instead of simply doing a forward propagation during prediction, we back-propagate the loss on the output of the secondary tasks (evidence) and re-adjust the weights learned to match the evidence. In order to avoid over-fitting the observed evidence, we employ a regularizer in the form of two norm penalty or early stopping, so that the weights do not deviate significantly from their originally learned values.
We provide the implementation of our framework for two specific tasks: (a) Image segmentation with image level tags available as evidence (b) Instance level segmentation with image captions as evidence. In both the cases, our experiments show significant improvements in prediction accuracy using our approach. The contributions of our work can be summarized as follows: (1) We propose a generic MTL framework to incorporate evidence at prediction time in deep learning models (2) We propose an approach to readjust the weights of the deep network so as to match the network output to evidence (3) We provide two task specific implementations of our proposed approach demonstrating its effectiveness.
Related Work
As argued earlier, though our architecture may seem similar in style to existing work trying to boost up the performance of the primary task based on auxiliary tasks [31, 8, 41] , the key difference is that, while, the earlier works exploit the use of correlated tasks only during the training process, we in addition, focus on back-propagating the available (instance specific) evidence during prediction time as well. This is an important conceptual difference and can result in significant improvements by exploiting additional information as shown by our experiments.
We would also like to differentiate our work from that of posterior inference with priors. While priors can be learned for sample distributions, our work suggests conditional inference in the presence of sample specific evidence. Similarly, posterior regularization technique [17] changes the output distribution directly, albeit, only based on characteristics of the underlying data statistics. No sample specific evidence is used.
Another closely related research area is multi-modal inference [26, 12] which also incorporates additional features from auxiliary information. While this does effectively incorporate evidence at prediction time in the form of additional features, but practically speaking, designing a network to take additional information from highly sparse information source is non-trivial 1 . However, the strongest argument in support of our framework is its ability to work even when only single set of annotations are available. It is possible to train our architecture even when we have dataset containing either primary or auxiliary annotations. On the other hand, multi-modal input based architecture would require a dataset containing both the annotations at the same time. This greatly restricts its applicability. Note that the argument extends to test time also. At test time, if auxiliary information is unavailable our framework can fall back to regular predictions, while architecture with multi-modal input will fail to take-off.
Some recent works [38, 45, 36] have proposed constraining the output of DNN, to help regularizing the output and reduce the amount of training data required. While all these works suggests constraints during training, our approach imposes the constraints both at the train and inference time.
We note that our framework is similar in spirit to another contemporary work by Lee et al. [29] , who have also proposed to enforce test time constraints on a DNN output. However, while their idea is to enforce 'prior deterministic constraints' arising out of natural rule based processing, our framework is inspired from using any easily available and arbitrary type of auxiliary information. Our framework can be used together with theirs, as well as, is more generalizable due to lack of requirement of using the constraints on 
Framework for Back-propagating Evidence
In this section, we present our approach for boosting up the accuracy of a given task of interest by incorporating evidence. Our solution employs a generic MTL [43] based architecture which consists of a main (primary) task of interest, and another auxiliary task whose desired output (label) represents the evidence in the network. The key contribution of our framework is its ability to back-propagate the loss on the auxiliary task during prediction time, such that weights are re-adjusted to match the output of the auxiliary task with given evidence. In this process, as we will see, the shared weights (in MTL) also get re-adjusted producing a better output on the primary task. This is what we refer to as back-propagating evidence through the network (at prediction time). We note that though we describe our framework using a single auxiliary task to keep the notation simple, it is straightforward to extend this to a setting with more one than auxiliary task (and associated evidence at prediction time).
Background on MTL
Notation We will use P to denote the primary task of interest. Similarly, let A denote the auxiliary task in the network. Let (x (i) , y (i) , a (i) ) denote the i th training example, where x (i) is input feature vector, y (i) is desired output (label) of the primary task, and a (i) denotes the desired output (label) of the auxiliary task. Correspondingly, letŷ (i) and a (i) denote the output produced by the network for the primary task and auxiliary tasks, respectively.
Model Figure 2 shows the MTL based architecture [43] for this set-up. There is a common set of layers shared between the two tasks, followed by the task specific layers. z represents the common hidden feature representation fed to the two task specific parts of the architecture. For ease of notation, we will refer to the shared set of layers as trunk.
The network has three sets of weights. First, there are weights associated with the trunk denoted by W zx . W yz and W az are the sets of weights associated with the two task specific branches, respectively. The total loss L T (·) is a function of these weight parameters and can be defined as:
Here, L P (·) and L A (·) denote the loss for the primary and auxiliary tasks, respectively. λ is the importance weight for the auxiliary task. The sum is taken over the m examples in the training set. L P is a function of the shared set of weights W zx , and the task specific weights W yz . Similarly, and L A is a function of the shared weights W zx and task specific weights W az , respectively.
Training The goal of training is to find the weights which minimize the total loss over the training data. Using the standard approach of gradient descent, the gradients can be computed as follows:
Note that the weights in the task specific branches, i.e., W yz and W az , can only affect losses defined over the respective tasks (items 1 and 2 above). On the other hand, weights W zx in the trunk affect the losses defined over both the primary as well as the auxiliary tasks. Next, we describe our approach of back-propagating the loss over the evidence.
Our Approach -Prediction
During test time, we are given additional information about the output of the auxiliary task. Let us denote this by e (evidence) to distinguish it from the auxiliary outputs during training time. Then, for the inference, instead of directly proceeding with the forward propagation, we instead first decide to adjust the weights of the network such that the network is forced to match the evidence e on the auxiliary task. Since the two tasks are correlated, we expect that this process will adjust the weights of the network in a manner such that resolving the ambiguity over the auxiliary output Calculate the loss L test (â, e) over evidence 3: Compute ∇ Waz L test (·) and ∇ Wzx L test (·), using back-propagation 4:
Update W az and W zx using gradient descent rule 5: end for 6: Return the newly optimized weights will also result in an improved prediction over the primary task of interest.
This feat can be achieved by defining a loss in terms of L A (â, e) and then back-propagating its gradient through the network. Note that this loss only depends on the set of weights W az in the auxiliary branch, and the weights W zx in the trunk. In particular, the weights W yx remain untouched during this process. Finally, we would also like to make sure that our weights do not deviate too much from the originally learned weights. This is to avoid over-fitting over evidence. This can be achieved by adding a two-norm based regularizer which discourages weights which are far from the originally learned weights. The corresponding weight update equations can be derived using the following gradients:
Here, W * az and W * zx denote the weights learned during training and α is the regularization parameter. Note that these equations are similar to those used during training (item 2 and 3), with the differences that (1) The loss is now computed with respect to the single test example (2) Effect of the term dependent on primary loss has been zeroed out. (3) A regularizer term has been added. In our experiments, we also experimented with early stopping instead of adding the norm based regularizer. Though, the latter worked marginally better in our experimental analysis.
Algorithm 1 describes our algorithm for weight update during test time, and Figure 3 explains it pictorially. Once the new weights are obtained, they can be used in the forward propagation to obtain the desired valueŷ on the primary task.
Interpreting as a Graphical Model
In this section, we present a Probabilistic Graphical Model's perspective of our approach. Referring back to Figure 2 , we can define a probabilistic graphical model over the random variables X (input), Z (hidden presentation), Y (primary output) and A (auxiliary output). Interpreting this as a Bayesian network (with arrows going from X → Z, Z → Y and Z → A), we are interested in computing the probabilities P (Y |X = x) and P (A|X = x) at inference time. Further, we have:
In the first conditional probability term in the RHS, dependence on X = x is taken away since Y is independent of X given Z. Since, in our network Z is fully determined by X (due to the nature of forward propagation), we can write this dependence as z = f z (x). In other words, there is a value Z = z, such that P (Z = z|X = x) = 1. Therefore, above equation can be equivalently written as:
Note that sum over Z disappears since P (Z|X = x) is nonzero only when Z = z as defined above. Similarly:
The goal of inference is to find the values of Y and A maximizing P (Y |X = x) and P (A|X = x), respectively. The parameters of the graphical model are learned by maximizing the cross entropy or some other kind of surrogate loss over the training data.
Let us analyze what happens at test time. We are given the evidence A = e at test time. In the light of this observation, we would like to change our distribution over P (A|X = x) such that the probability of observing A = e is maximized, i.e., is equal to 1. Recalling that P (A|X = x) = P (A|Z = f z (x)), in order to affect this, we may:
) is as close to 1 as possible. How to do this in a principled manner? We define the appropriate loss capturing the discrepancy between the valueâ predicted using the distribution P (A|X = x) and the evidence A = e, i.e., L test (â, e). The loss term also incorporates a regularizer so that new parameters do not deviate significantly from original set of parameters, avoiding overfitting the evidence e.
In order to minimize the loss, we can back-propagate its gradient in the DNN and learn the new set of parameters. This results in change of dependence of Z on X, i.e., f z (X = x), as well as that of A on Z, i.e., P (A|Z). The resulting parameters are f ∆ (x) and P ∆ (A|Z), which effectively generate a new distribution over Y : P (Y |Z = f ∆ (x)). Hence, adjusting the DNN weights in order to match the evidence also results in an updated prediction over the primary task aligned with the observed evidence. 
Semantic Segmentation
The task of semantic segmentation involves assigning a label to each pixel in the image from a fixed set of object categories. Semantic segmentation is an important part of scene understanding and is critical first step in many computer vision tasks. In many semantic segmentation applications, image level tags are often easily available and encapsulate important information about the context, scale and saliency. We explore the use of such tags as auxiliary information at test time for improving the prediction accuracy. As clarified in earlier sections as well, though using auxiliary information in the form of natural language sentences [24, 34] have been suggested, these earlier works have used this information only during the training time. This is unlike us where we are interested in exploiting this information both during training as well as test.
State-of-the-art Most current state-of-the-art methods for semantic segmentation, such as, Segnet [6] , DeepLabv2 [10] , PSPNet [47] , and U-net [42] etc., are all based on DNN architectures. Most of these works use a fully convolutional (FCN) architecture replacing earlier models which used fully connected layers at the end. Each convolution layer is typically followed by a pooling layer. Several innovations have been proposed in the design of pooling layers (or their replacements) which include the introduction of atrous/dilated convolutions [23] or pyramid pooling [18, 21] . Other set of models are based on encoder-decoder architecture [32, 42] which retain the spatial resolutions by using long-range residual connections.
Our Implementation Our implementation builds on DeepLabv2 [10] which in one of the popular segmentation models. DeepLabv2 has been one of the leaders on the Pascal VOC data challenge [16] . DeepLab builds over the Resnet-101 architecture which was originally designed for classification tasks. We have used the publicly available implementation of DeepLabv2 [1]. For ease of notation, we will refer the DeepLabv2 model as 'DeepLab'.
To use our framework, we have extended the DeepLab architecture to simultaneously solve the classification task in an MTL setting. Figure 4 describes our proposed MTL architecture in detail. Starting with the original DeepLab architecture (top part in the figure), we branch off from layer 3 to solve the classification task 2 . The resultant feature map is passed through an average pooling layer, a fully connected layer, and then finally a softmax over 20 classes (background class is excluded).
For training, we make use of cross-entropy based loss, both for the primary as well as the secondary tasks. We first train the segmentation only network to get the initial set of weights. These are then used to initialize the weights in the MTL based architecture (for the segmentation branch). The weights in the classification branch are randomly initialized. This is followed by a joint training of the MTL architecture. During prediction time, for each image, we back-propagate the loss based on observed evidence over the auxiliary task (for test image) resulting in weights re-adjusted to fit the evidence. These weights are used to make the final prediction (per-image). The parameters in our experiments were set as follows. During training, the λ parameter controlling the relative weights of the two losses is set of 1 in all our experiments. During prediction, number of early stopping iterations was set of 6. α parameter for weighing the two norm regularizer was set to 100.
Methodology and Dataset
We compare the performance of following four models in our experiments: (a) DeepLab (b) DeepLab-MTL (c) DeepLab-Aux-ES (d) DeepLabAux-L2. The first model uses vanilla DeepLab based architecture. The second enhances it further by using an MTL framework as described above. The last two models are based on our proposed approach and start with suffix DeepLab-Aux. We experiment with two variations based on the choice of regularizer during prediction: DeepLabAux-ES uses early stopping and DeepLab-Aux-L2 uses an L2-norm based penalty.
For our evaluation, we make use of PASCAL VOC 2012 segmentation benchmark [16] . It consists of 20 foreground object classes and one background class. We further augmented the training data with additional segmentation annotations provided by Hariharan et al. [19] . For our experiments, we only worked with those subset of images which had single object. This is because our classification network is currently designed to handle single labels. The resultant dataset had 6120 training and 927 validation images. We use mean intersection over union (mIOU) as our evaluation metric which is a standard for segmentation tasks.
Results Table 1 compares the performance of the four models. We see some improvement in prediction accuracy due to the use of the MTL framework. However, adding 2 Branching from this layer worked best in our experiments auxiliary information at test time results in further significant improvement over the baselines.
The gain is as much as 6 mIoU points compared to vanilla DeepLab and more than 4 points compared to the MTL based architecture. Both our variations have comparable performance, with L2 norm based model doing slightly better. Table 2 presents the results for each of the object categories. For all the object categories except one, we perform better than the baselines. The gain is as high as 10 points (or more) for the first three classes. For more than half of the classes, we beat the baseline by at least 3 points. Figure 5 shows the visual comparison of results for a set of hand picked examples. Our results are significantly better in terms of visual quality; our model is not only able to enhance the segmentation quality of already discovered objects, it can also discover new objects which are completely missed by the baseline. Figure 6 presents the sensitivity analysis with respect to number of early stopping iterations and the parameter controlling the weight of the L2 regularizer (during prediction). There is a large range of values in both cases where we get significant improvements.
Instance Segmentation
Next, we present our experimental evaluation on a multimodal task of object instance segmentation given textual description of the image. In object instance segmentation the goal is to detect and localize individual objects in the image along with segmentation mask around the objects. In our framework, we model instance segmentation as the primary task and and image captioning as the auxiliary task. Ar- Table 4 : Mask-MTL vs Mask-Aux-L2 at 0.5 mIoU and 0.9 confidence threshold. P: Precision, R: Recall, F1: F-measure guably, instance segmentation is more challenging task than semantic segmentation discussed in the last section, since latter can also be described as an instance of the former.
State-of-the-art: Recently proposed Mask R-CNN [20] is one of the most successful instance segmentation approaches. It is based on the Faster R-CNN [40] technique for object detection. In the first step, Faster R-CNN generates box level proposal using the Region Proposal network (RPN). In the second step, each box level proposal is given an object label to detect the objects present in the overall image. Mask R-CNN uses the detector feature map and produces a segmentation mask for each detected bounding box, by re-aligning the misaligned feature maps using a special designed RoIAlign operation. Mask R-CNN predicts masks and class labels in parallel. Other notable works [30, 15] predicts the instance segmentation using a fully conventionally network, to get similar benefits as FCNs for semantic segmentation. There have also been proposals to use CRFs for post processing FCN outputs to group pixels of individual object instances [7, 5] . We have used Mask-RCNN in our experiments.
Our Implementations: Our MTL based architecture is shown is Figure 7 . Here we combine the Mask R-CNN with an LSTM decoder to generate the captions. We take the LSTM decoder from the state of the art captioning generator "Show, Attend and Tell"(SAT) [46] . We use the publicly available implementations of both Mask R-CNN [3] and SAT [4] . To extract image features, we use ResNet-50 as the convolutional backbone network denoted as ResNet-50-C4 in the Figure 7 . Here C4 denotes that the features are extracted from the final convolutional layer of the 4-th stage ResNet-50. The backbone architecture is shared between both Mask R-CNN and captioning decoder. We use the pre-trained weights of the Mask R-CNN provided in their implementation [2] for the primary network that does instance segmentation. No fine tuning has been done for the primary task. The weights of the backbone network also remain fixed during the training phase of the caption decoder (secondary task). We do not perform joint training of the primary and secondary task networks for this particular application. Early stopping iterations parameter was set of 10, and α parameter was set to 1000.
Methodology and Dataset:
We compare three different models. We refer to the baseline model as Mask-MTL. We refer to our approaches as Mask-Aux-ES and Mask-Aux-L2, respectively, for the two types of regularizers used during prediction. We have used MS-COCO dataset [33] to evaluate our approach. The training set consist of nearly 1150k images and 5k validation images. We report our results on the validation images. In the dataset, each image has at least five captions assigned by different annotators. We use AP (average precision) as our evaluation metric. Results: Table 3 compares the performance of three approaches. We are two points better than the baseline for AP 0.5 . Comparing results across different object sizes, our gain seems to be maximum on large objects. The two variations of our model perform similar to each other. For the remaining experiments, we only present results comparing Mask-MTL with our Mask-Aux-L2 variant. Table 4 compares their performance in terms of precision,recall and fmeasure at AP 0.5 . Our model gains on recall while suffering slight loss on precision. The total gain in F1 score is 3 points over the total set of objects, and is mostly maintained across different object sizes. A careful analysis revealed that ground truth itself has inconsistencies and misses a large number of very small objects, which are discovered by our algorithm. This leads to undue penalization of the scores of our algorithm. We plan to fix the ground truth in the final version leading to even better comparison numbers. Figure 8 presents visual comparison of results. Our algorithm can detect newer objects (sometimes those not even mentioned in the caption but correlated -see the caption containing "messy counter space") and also improve segmentation at the same time. Comparison in the last row and last column is a Mooney face [37] as referred in the introduction. Mask-MTL incorrectly detects a bird whereas Mask-Aux can correctly detect a person with reasonable segmentation.
Conclusion
We have presented a novel approach to incorporate evidence into deep networks at prediction time. Our key idea is to model the evidence as auxiliary information in an MTL architecture and then modify the weights at prediction time such that output of auxiliary task(s) matches evidence. Experiments on two different computer vision applications demonstrate the efficacy our proposed model over state-ofthe-art. In future, we would like to experiment with additional applications including those defined over video.
Supplementary Material

Instance Segmentation
In the main paper, we have presented results on the semantic segmentation and object instance segmentation problems. We notice that in the case of instance segmentation, though our results are significantly better qualitatively, the same is not fully reflected in the quantitative comparison. A careful analysis of the results reveals that there are often inconsistencies in the ground truth annotations itself. For example, when many smaller objects are present, ground truth annotations often tag only a few of them as separate objects whereas others are combined into a single object. In other cases, some of the objects are either completely missed or the boundaries are not marked correctly. In many such instances, our framework is able to predict the correct output, but since the ground truth label is incorrect, we are penalized for detecting false positives resulting in less than expected improvement in numbers. In the figures below, we highlight some examples to support our claim.
Input Image
Ground Truth Mask-MTL Output Mask-Aux-L2 Output (Our Approach) Mask-Aux-L2 is able to detect 2 extra bottles and the sink as compared to Mask-MTL. One of the bottles predicted by our model (present in the middle of two bottles) is not annotated in the ground truth.
