We present the tool qbf2epr which translates quantified Boolean formulas (QBF) to formulas in effectively propositional logic (EPR). The decision problem of QBF is the prototypical problem for PSPACE, whereas EPR is NEXPTIME-complete. Thus QBF is embedded in a formalism, which is potentially more succinct. The motivation for this work is twofold. On the one hand, our tool generates challenging benchmarks for EPR solvers. On the other hand, we are interested in how EPR solvers perform compared to QBF solvers and if there are techniques implemented in EPR solvers which would also be valuable in QBF solvers and vice versa. Furthermore, we provide an improved encoding of QBF in EPR based on dependency schemes which are a powerful concept in QBF solving.
Motivation
Propositional logic has proven itself to be an extremely valuable formalism for solving a wide range of reasoning problems of industrial scale. With its decision problem (SAT) being the prototypical problem for the complexity class NP, propositional logic serves not only as the host language for a wide range of application problems like planning and verification, but also is an enabling technology for large reasoning frameworks [20] . Building around this success story, research has been focused on related formalisms which have the same expressive power as SAT, but whose additional language features allow exponentially smaller problem encodings.
Two of such formalisms are quantified Boolean formulas (QBF) [17] and effectively propositional logic (EPR) [14] . While QBF extends the language of propositional logic with quantifiers over propositional variables, EPR is a syntactically restricted subset of first-order logic. As consequence, the majority of recent QBF solvers extend techniques found in modern SAT solvers, whereas EPR solvers are strongly inspired by first-order theorem provers. From a practical point of view, it would be interesting to know if there are benefits in transferring the reasoning techniques of one formalism to the other formalism. In order to directly compare QBF and EPR solvers, benchmarks are required which can be run by both kinds of solvers. One way of obtaining such benchmarks is embedding the "weaker" QBF in the "stronger" EPR. To this end, we present the tool qbf2epr which performs such an encoding. Therefore, we shortly revisit the basics of EPR and QBF in the next section, which are required for the embedding of QBF in EPR presented in Section 3. This embedding is implemented in the tool qbf2epr. Experiments performed with recent QBF and EPR solvers are presented in Section 4. For improving the embedding of QBF in EPR, we then consider dependency schemes in Section 5. Dependency schemes are a powerful concept in QBF solving, which provide a relaxed notion of quantifier dependencies. We conclude this paper with a discussion of future research directions.
Background
In the following, we introduce the concepts and terminology used in this paper necessary to describe the transformation of a QBF to an equisatisfiable EPR formula. In particular, we recap the formalisms EPR and QBF. We assume familiarity with propositional logic as well as with first-order logic.
Effectively Propositional Logic (EPR). The formulas of EPR (also known as BernaysSchoenfinkel class) form a subset of first-order predicate logic (FOL) consisting of formulas with the structure
where X and Y are disjoint sets of variables and ρ is a function free first-order formula in conjunctive normal form over X and Y . When transforming such a formula to Skolem normal form, the existentially quantified variables are simply replaced by new constants. If the universally quantified variables are grounded by all combinations of these constants, then the resulting formula is an exponentially larger representation of the EPR formula in propositional logic. In this paper, we use standard first-order semantics, which is specified over a domain D and an interpretation function ι : F OL → {T, F}. For our purposes, the domain of interest is binary. Several important use cases for EPR have been identified, including LTL bounded model checking [18] or reasoning with quantified bit vectors [9, 27] .
Quantified Boolean Formulas (QBF). QBF extend propositional logic with quantifiers over propositional variables, i.e., a QBF may contain a subformula ∀ q x.ψ or ∃ q x.ψ. The formula ψ is again a QBF and is called scope of variable x. In this paper, we mainly consider QBF Π.ψ in prenex conjunctive normal form (PCNF) with Π = Q 1 X 1 . . . Q n X n , where the X i are disjoint sets of variables, i denotes the quantification level of the variables in 
From QBF to EPR
In this section, we discuss the translation of QBFs in prenex conjunctive normal form to EPR formulas. This translation is based on the results presented in [2, 21] . Benedetti [2] introduced the Skolemization-based QBF solver sKizzo which rewrites QBF to a first-order formula, before reducing it to a propositional formula. Piskac et al. illustrate the encoding of quantified formulas with equality over a finite domain to EPR [21] which we specialize to standard QBF. The translation is straightforward, but optimized with respect to specific QBF properties.
Transformation of a QBF to a First-Order Formula
In this first step, we reformulate the QBF problem as an instance of first-order predicate logic as follows. 
The embedding wraps the predicate p around the variables and QBF truth constants q and ⊥ q are mapped to the dedicated function symbols true and false. Whereas in predicate logic variables and in consequence the quantifiers operate on the term level, the situation is different in QBF. Here the variables incarnate predicates. To lift the variables to term level, we introduce a predicate p of arity one, for which it holds that ι(p(true)) = T and ι(p(false)) = F. Lemma 1. Let φ be a QBF and let p be a unary predicate symbol. Then φ is satisfiable iff the first-order formula
Lemma 1 can be easily shown by induction over the formula size. It describes the embedding of arbitrary structured QBF to FOL. In the following, we consider QBFs in prenex conjunctive normal form only. This is no severe restriction, because the transformation to PCNF is polynomial and most QBF benchmarks are only available in PCNF anyhow. We impose no restriction on the number of quantifier alternations. If a QBF φ has a prefix with n quantifier alternations, then the FOL formula [[φ] ] p obviously has n quantifier alternations as well.
Elimination of Existential Quantifiers
In order to obtain a FOL formula with the prefix structure ∃X∀Y , we substitute existentially quantified variables which are in the scope of universally quantified variables a 1 , . . . , a m by a Boolean function with a 1 , . . . , a m as arguments. This technique of symbolic representation of quantifier dependencies is know as Skolemization [24] . In automated theorem proving, Skolemization is used to eliminate one type of quantifiers in a satisfiability preserving manner. Definition 2. Let χ = ∃x 1 . . . ∃x n ∀a 1 . . . ∀a m ∃yΠ.ρ be a FOL formula in PCNF. Then the quantifier ∃y can be eliminated as follows
where f y is a function symbol not occurring in χ. The function sk(χ) applies this substitution on F OL formula χ until fixpoint.
Obviously, in Definition 2 an existential variable is replaced by a function with all universal variables as arguments which have a lower quantification level. In Section 5, we will provide an optimization of this substitution in order to obtain functions with less parameters. Lemma 2. Let ρ be a FOL formula in prenex conjunctive normal form and let ρ = sk(ρ). Then it holds that (i) the prefix of ρ contains at most one quantifier alternation, (ii) if ρ has one quantifier alternation, then it has the structure ∃X∀Y , (iii) ρ is satisfiable iff ρ is satisfiable.
Points (i) and (ii) of Lemma 2 follow from the construction of sk(.), and point (iii) is an application of Skolemization [24] . With the introduction of function symbols, we move further away not only from the language of QBF but also from EPR, although we have now the required structure of the quantifier prefix. To obtain an EPR formula, the function symbols must be eliminated.
Removal of Function Symbols
In the last step, we have introduced function symbols which allowed us to symbolically represent quantifier dependencies and to reduce the prefix to the required structure having only one alternation. Since the language of EPR does not allow function symbols, these have to be removed from the formula again.
Definition 3. The function func(ρ) applies the following rewriting rule
on FOL formula ρ until fixpoint where p f is a predicate and f is a function symbol.
We are interested in interpretations of the functions over a two valued domain, hence function symbols can also be seen as predicates. Therefore we can remove the enclosing predicate symbol for such functions.
Lemma 3. Over a two valued domain, the rewriting function func(ρ) preserves satisfiability.
Finally, we have all the building blocks required to transform a QBF to an EPR formula which manifests in the following proposition. Proposition 1. Let φ be a formula in prenex conjunctive normal form and let p be a symbol not occurring in φ.
is an EPR formula which is equisatisfiable to φ. Proposition 1 follows from Lemma 1, Lemma 2, and Lemma 3. The following example illustrates the translation of a QBF to an EPR formula.
the following three steps have to be performed.
Transformation to FOL.
We embbed φ in first-order logic w.r.t. predicate p and obtain
Elimination of Existential Quantifiers.
In order to obtain the required prefix structure, we apply Skolemination and eliminate all existential quantifiers not occurring in the first quantifier block, i.e., ∃c and ∃d. Then
Elimination of Function Symbols.
Finally, we lift the function symbols to predicats resulting in the formula 
Evaluation
The embedding of QBF in EPR as described in the previous section is implemented in the tool qbf2epr [1] , with input format QDIMACS, the standard format for QBFs in prenex conjunctive normal form [10] . The produced formulas are formulated in the TPTP language [25] . We investigated how a state-of-the-art EPR solver performs on the QBF benchmark set of the evaluation 2010 [19] . As EPR solver we used iProver [12] , which won the EPR devision of the CASC competition [26] in the last years. As a reference QBF solver, we ran DepQBF [16] .
DepQBF is a search-based solver relying on the QDPLL algorithm for QBF [7] . QDPLL is a QBF-specific variant of the DPLL algorithm for propositional logic. Given a QBF in QDIMACS format, DepQBF processes the formula without any modifications whereas iProver operates on the EPR embedding generated by qbf2epr. All considered QBFs are in PCNF already, hence there was no need for explicit clausification in iProver in our experiments. Table 1 summarizes our main results. 1 The benchmark set contains 568 formulas. As probably expected, the QBF solver DepQBF outperforms iProver in terms of the number of solved instances as well as in terms of time and memory requirements. DepQBF solved more than twice as many instances in half of average time spent by iProver on the instances translated by qbf2epr (cf. left subfigure of Figure 1 ). The translation to EPR failed on four out of 568 formulas due to limited time or memory. This does not influence the overall picture as none of these four formulas were solved by DepQBF. On average, translation time spent by qbf2epr was 13.33 seconds (in parentheses next to 673.50, the average run time of iProver). Average memory usage of DepQBF is lower by a factor of 40. Note that iProver ran out of memory on 237 instances, which also contributes to the median time of 900 seconds, as we treat these situations like running out of time.
If we focus on instances which were solved by both DepQBF and iProver, then again instances were solved faster and with less memory by DepQBF in their native QBF encoding. The performance of iProver is closest to DepQBF on unsatisfiable instances, where iProver spends 50% more time on average. This observation is also related to 21 instances which were solved Note that iProver solved 37 unsatisfiable instances which were not solved by Quantor. A closer look at the set of formulas exclusively solved by iProver (and by none of the two QBF solvers) seems to suggest that techniques applied in iProver are particularly beneficial for solving unsatisfiable QBFs. Many of these exclusively solved formulas encode problems of black box bounded model checking (BMC) [11] (family biu* in the benchmark set). Solving BMC encodings in QBF and EPR is in general considered to be challenging [3, 9] .
Additionally, we were interested how a first-order theorem prover handles the translated QBFs. We therefore ran the same experiment with the state-of-the-art theorem prover Vampire [22] . 
From QBF to EPR with Dependencies
The embedding of QBF in EPR as introduced in Section 3 always included all universal variables of lower quantification level in the Skolem function of an existential variable, even if they were independent of each other. In order to reduce number of arguments the Skolem functions, we clarify the notion of (in)dependence based on a QBF specific concept called dependency scheme and evaluate the impact of this optimization on the runtime of the EPR solver.
QBF Dependency Schemes
Most state-of-the-art QBF solvers use prenex conjunctive normal form as introduced in Section 2 as input format. On the one hand, PCNF supports sophisticated reasoning techniques and allows for highly optimized data structures, but on the other hand structural information which might be valuable for the solving process is blurred by the transformation to PCNF. For example, in general it is not given that a formula consists of a quantifier prefix and the propositional matrix. To obtain the required structure, prenexing has to be performed which refers to the satisfiability preserving transformation of shifting all quantifiers outside the formula.
Whereas in the original formula the quantifiers are arranged in a tree established by the nesting of the scopes, prenexing flattens this tree into a linear list. So a much stronger order is imposed on the variables, which is restrictive for the solving process. Since prenexing is not deterministic, multiple prenexing strategies are often applicable. It has been shown that the selection of the wrong strategy adversely influences the solving time [8] . Therefore, solvers are strongly dependent on the normalform transformation tool, if the prefix is simply processed from left to right.
To overcome this restriction, dependency schemes [23] have been introduced which allow for relaxing the prefix ordering without changing the truth value of a formula. A dependency scheme D is a binary relation over the variables of a QBF expressing (in)dependence of two variables. A variable y depends on variable x iff (x, y) ∈ D. Consider the QBF φ = ∀ q x∃ q y.ψ with (x, y) ∈ D. Then φ is equivalent to ∃ q y∀ q x.ψ, i.e., if two variables are independent, then their quantifiers may be swapped. The prenex directly implies a trivial dependency scheme P where (x, y) ∈ P iff variable x occurs before variable y in the prefix. As in the case of P , dependency schemes may contain spurious dependencies. These spurious dependencies may be eliminated by a stronger dependency scheme, but dependencies crucial for the truth value of a formula may never be omitted. Less spurious dependencies contained in a dependency scheme imply more freedom for variable selection. It can be shown that there exists one unique optimal dependency scheme, but its computation is in PSPACE. Since the computation of the optimal dependency scheme is as hard as solving a QBF, it is not practically feasible. Therefore, non-optimal, but nevertheless powerful dependency schemes are used for QBF solving. For a detailed survey on theory and practice of dependency schemes in QBF solver, we kindly refer to [15] .
Translation to EPR with Dependency Schemes
In the following, we extend Definition 2 with a dependency scheme in order to reduce the number of arguments of the Skolem functions. where (a i , y) ∈ D, |{a i |(a i , y) ∈ D}| = k, and f y is a function symbol not occurring in χ. The function sk D (χ) applies this substitution on F OL formula χ until fixpoint.
Note that Definition 4 does not refer to any specific dependency scheme. If we would use the dependency scheme induced by the quantifier prefix, then we would obtain the same translations as with Definition 2.
Lemma 4. Let ρ be a FOL formula in prenex conjunctive normal form obtained from a QBF φ with dependency scheme D. Further, let ρ = sk D (ρ). Then it holds that (i) the prefix of ρ contains at most one quantifier alternation, (ii) if ρ has one quantifier alternation, then it has the structure ∃X∀Y , (iii) ρ is satisfiable iff ρ is satisfiable.
Whereas (i) and (ii) directly follow from the construction of sk D (), (iii) holds because it can be shown that two QBFs in PCNF are equivalent if they have the same matrix and the same quantifiers, and the quantifier ordering of both obey the same dependency scheme.
Implementation and Evaluation
The QBF solver DepQBF [16] which we already applied for the evaluation in Section 4 uses the standard dependency schema [23] in a DPLL-based decision procedure and provides a very efficient implementation for its calculation. The standard dependency scheme is calculated by analyzing the structure of a formula in terms of connections between variables in sequences of clauses. The dependency scheme of Example 2 is a standard dependency scheme. There are dependencies between a and x as well as between x and c, because these variables occur in the same clause. The same holds for b and y and y and d. However, there is no dependency between d and x as well as c and y. In consequence, we may replace c by f c (x) and d by f d (y). A formal description of the standard dependency scheme can be found in [23] .
We extended DepQBF in such a way that it provides a dependency service, i.e., it can be called with a formula as argument, and then compute pairs of dependent variables. qbf2epr uses this service to obtain the universal variables on which a given existential variable depends. Then only these variables are included in the Skolem function.
With the improved translation, we performed the same evaluation as before using iProver as EPR solver. With the dependency scheme enabled, 104 unsatisfiable formulas as well as 51 satisfiable formulas were solved, e.g. exactly the same number as before without dependencies. However, the usage of dependency schemes reduced the over all runtime by more than 1000 seconds. Details are available at [1] .
Conclusion and Future Work
We showed how to translate QBF to EPR resulting in challenging benchmarks for testing and evaluating EPR solver. The tool qbf2epr is available at [1] . EPR as well as QBF are promising formalisms for the encoding of a multitude of verification problems [9, 18, 20, 27] for which probably no succinct encoding in SAT can be found. Although both are closely related to SAT, QBF and EPR solving approaches differ profoundly. In first-order theorem proving for example, instantiation-based approaches result quite naturally in a decision procedure for EPR [13] which might also be interesting for QBF. In our experiments we observed that there exist formulas in the QBF standard benchmark set which can be solved by the EPR solver iProver but not by specialized QBF solvers.
This points out that there might be techniques used in EPR solving which might also be valuable for QBF solvers and confirms observations of [27] where a similar behavior for quantified bit vector formulas was experienced. Therefore, more experiments have to be conducted and the implemented inference techniques have to be compared rigorously. QBF solvers quite substantially outperform EPR solvers on the considered QBF benchmarks, and thus it would be interesting to investigate if and how EPR solving can benefit from QBF solving techniques also on other instances. Besides the additional benchmarks, qbf2epr offers an additional benefit to the developers of EPR solvers. Now QBF specific development tools like fuzzers and deltadebuggers [6] can be directly used for the development of EPR solvers.
We further showed, how the presented embedding is extended to take independencies between variables into account. First, we considered only the order of the variables imposed by the prefix. In an improved variant of the embedding, we use dependency schemes for reducing the number of arguments of the Skolem functions.
However, the comparison between the QBF and EPR solvers was not fair in the following sense. EPR allows for a potentially more succinct encoding of application problems than QBF due to the richer language. Nevertheless, we provided a direct translation of the QBF encoding to the EPR solver, which does not benefit from EPR language features. In future work, it would be therefore interesting to investigate if more sophisicated translations of the QBFs are possible. For a fair evaluation, application problems shall be directly encoded in QBF and EPR allowing a direct comparison of the solvers.
