The non-Gaussian matter power spectrum covariance in the halo model approach by Pielorz, Jasmin
The non-Gaussian matter power
spectrum covariance in the halo
model approach
Dissertation
zur
Erlangung des Doktorgrades (Dr. rer. nat.)
der
Mathematisch-Naturwissenschaftlichen Fakulta¨t
der
Rheinischen Friedrich-Wilhelms-Universita¨t Bonn
vorgelegt von
Jasmin Pielorz
aus
Leverkusen
Bonn 2008
Diese Dissertation ist auf dem Hochschulschriftenserver der ULB Bonn
http://hss.ulb.uni-bonn.de/diss online
elektronisch publiziert. Das Erscheinungsjahr ist 2008.
Angefertigt mit Genehmigung der Mathematisch-Naturwissenschaftlichen
Fakulta¨t der Rheinischen Friedrich-Wilhelms-Universita¨t Bonn
1. Referent: Prof. Dr. Peter Schneider
2. Referent: Prof. Dr. Cristiano Porciani
Tag der Promotion: 11.7.2008
Contents
Introduction 1
1 Standard cosmology 7
1.1 The homogeneous and isotropic Universe . . . . . . . . . . . . . . . . . 8
1.1.1 Einstein’s field equations . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 The Robertson-Walker metric . . . . . . . . . . . . . . . . . . . 9
1.1.3 Light rays and cosmic redshift . . . . . . . . . . . . . . . . . . . 9
1.1.4 The Friedmann equations . . . . . . . . . . . . . . . . . . . . . 10
1.1.5 Solutions to the Friedmann equations . . . . . . . . . . . . . . . 12
1.1.6 Distance measures . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.1.7 Big-Bang nucleosynthesis . . . . . . . . . . . . . . . . . . . . . . 15
1.1.8 Cosmic microwave background . . . . . . . . . . . . . . . . . . . 16
1.2 Beyond the standard model . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.1 Flatness problem . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.2 Horizon problem . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.3 Relic particle abundances . . . . . . . . . . . . . . . . . . . . . 18
1.2.4 Inflation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.5 Dark matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.6 Cosmological constant problem(s) . . . . . . . . . . . . . . . . . 21
1.2.7 Dark energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2 Perturbation theory 23
2.1 The fluid equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Linear solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Growth factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Non-linear solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 Fourier representation . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.2 EdS cosmology . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.3 Coupling functions . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 ΛCDM cosmologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 Growth suppression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.7 Transfer function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.8 Power spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 Cosmological random fields 35
3.1 Basic definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
iv Contents
3.2 Homogeneous and isotropic random fields . . . . . . . . . . . . . . . . . 39
3.3 Fourier description for random fields . . . . . . . . . . . . . . . . . . . 39
3.4 Gaussian random fields . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 The density contrast field . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5.1 Smoothed density contrast field . . . . . . . . . . . . . . . . . . 46
3.5.2 Bispectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5.3 Trispectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.6 The projected density field . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.7 Moment Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.7.1 Properties of estimators . . . . . . . . . . . . . . . . . . . . . . 51
3.7.2 Estimation of covariance matrices . . . . . . . . . . . . . . . . . 52
3.7.3 Errors of estimators . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Halo model description of dark matter 55
4.1 Statistics for halo density fields . . . . . . . . . . . . . . . . . . . . . . 57
4.1.1 Average mass density . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.2 2-point correlation function . . . . . . . . . . . . . . . . . . . . 59
4.1.3 Power spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1.4 Bispectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.1.5 Trispectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.1.6 Polyspectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 The spherical collapse model . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.1 Linear regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.2 Non-linear regime . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2.3 Relating the linear to the non-linear density . . . . . . . . . . . 69
4.3 Halo mass function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.1 Press-Schechter formalism . . . . . . . . . . . . . . . . . . . . . 70
4.3.2 Extended Press-Schechter theory . . . . . . . . . . . . . . . . . 71
4.3.3 Sheth-Tormen mass function . . . . . . . . . . . . . . . . . . . . 72
4.3.4 Redshift dependency of the mass function . . . . . . . . . . . . 73
4.4 Halo bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4.1 Peak-background split . . . . . . . . . . . . . . . . . . . . . . . 75
4.4.2 Results from excursion set theory . . . . . . . . . . . . . . . . . 77
4.4.3 Halo correlation functions . . . . . . . . . . . . . . . . . . . . . 83
4.5 Halo density profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6 Building blocks for correlation functions . . . . . . . . . . . . . . . . . 89
4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5 Covariance of the power spectrum estimator 95
5.1 Covariance of the dark matter power spectrum estimator . . . . . . . . 96
5.2 Covariance of the lensing power spectrum estimator . . . . . . . . . . . 98
5.3 Calculating the covariance in the halo model approach . . . . . . . . . 100
5.3.1 Trispectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.2 Contributions of the individual halo terms . . . . . . . . . . . . 104
Contents v
5.3.3 Lensing power spectrum covariance . . . . . . . . . . . . . . . . 110
5.4 Effect of a concentration parameter distribution . . . . . . . . . . . . . 114
5.4.1 Three-dimensional spectra . . . . . . . . . . . . . . . . . . . . . 116
5.4.2 Projected spectra . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4.3 Projected power spectrum covariance . . . . . . . . . . . . . . . 120
5.5 Mode coupling in the power spectrum covariance . . . . . . . . . . . . 120
5.6 Testing the amount of non-Gaussianity . . . . . . . . . . . . . . . . . . 123
5.6.1 Three-dimensional case . . . . . . . . . . . . . . . . . . . . . . . 125
5.6.2 Projected case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.7 A fitting formula for the lensing power spectrum covariance . . . . . . . 126
6 Comparison with N-body simulations 133
6.1 Basics of N -body simulations . . . . . . . . . . . . . . . . . . . . . . . 134
6.1.1 Dynamics of collisionless CDM particles . . . . . . . . . . . . . 134
6.1.2 Summary of important parameters . . . . . . . . . . . . . . . . 135
6.1.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.1.4 Overview of the simulations . . . . . . . . . . . . . . . . . . . . 138
6.2 Projected power spectrum . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.2.1 Estimating the power spectrum from simulations . . . . . . . . 141
6.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3 Projected power spectrum covariance . . . . . . . . . . . . . . . . . . . 143
6.3.1 Estimating the covariance from simulations . . . . . . . . . . . . 149
6.3.2 Stability of the covariance . . . . . . . . . . . . . . . . . . . . . 150
6.3.3 Comparing the covariances . . . . . . . . . . . . . . . . . . . . . 154
6.4 Non-Gaussian to Gaussian ratio . . . . . . . . . . . . . . . . . . . . . . 162
6.4.1 Estimating the ratio from simulations . . . . . . . . . . . . . . . 162
6.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Summary and conclusions 167
A Halo model trispectrum 171
A.1 Second-order coupling functions . . . . . . . . . . . . . . . . . . . . . . 171
A.2 Third-order coupling functions . . . . . . . . . . . . . . . . . . . . . . . 172
A.3 Perturbative Bispectrum . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.4 Perturbative Trispectrum . . . . . . . . . . . . . . . . . . . . . . . . . . 174
A.5 1-halo term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.6 2-halo term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.7 3-halo term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.8 4-halo term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
B Cosmology-dependent parameters 179
B.1 Einstein-de Sitter (Ωm = 1) . . . . . . . . . . . . . . . . . . . . . . . . 179
B.2 Flat models (Ωm + ΩΛ = 1) . . . . . . . . . . . . . . . . . . . . . . . . 179
vi Contents
Acknowledgments 189
Curriculum Vitae 191
Introduction
Concordance model of cosmology
Recent years have brought rapid progress in observational cosmology, establishing it
as a precision science where cosmological parameters can be determined to a high
accuracy. The reason for this dramatic improvement is twofold: on the one hand,
advances in observational techniques have produced a wealth of data and, on the other
hand, cosmologists have developed a consistent theoretical framework to interpret
them over the last decades. As a result, the combination of measurements from type
Ia supernovae (SN), cosmic microwave background (CMB) anisotropies and baryon
acoustic oscillations (BAO) leads to the current paradigm of an accelerating flat ΛCDM
model in which the Universe is composed of 5% baryons, 23% dark matter and 72%
dark energy [47]. In spite of these successes, the current cosmological model raises a
number of issues: we have only limited knowledge of the physical nature of the two dark
components, which together account for 95% of the energy content of the Universe.
Whereas particle physicists came up with several possible dark matter candidates, we
literally grope in the dark with an explanation for dark energy. Is it a cosmological
constant, is it a new kind of field that evolves dynamically with the expansion of the
Universe or is a new law of gravity needed? Apart from these fundamental physical
questions, we need to refine our current theory for the origin and evolution of cosmic
structure. Are the initial perturbations indeed randomly distributed as suggested by
standard inflationary models, how can we explain the diversity of galaxies and the
complex processes involved in their formation and how does gravitational clustering
work on small scales?
Large-scale structure
One way to tackle these problems is to investigate the large scale distribution of
(dark) matter in the Universe in more detail. It contains valuable information about
fundamental cosmological parameters, the properties of dark matter and the formation
processes of structure. If we study the distribution of matter at different redshifts,
we can learn more about the nature of dark energy e.g. through the way it affects
the growth of structure. The most promising way to retrieve this information from
large-scale structure is to use a statistical approach and consider quantities such as
the matter density and velocity as random fields. The present Universe can then
be interpreted as one realization of this matter random field whose properties are
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Figure 0.1: Strong lensing effects in the galaxy cluster Abell 2218 as seen by the Hubble
Space Telescope (HST). (Source: NASA, A. Fruchter and the ERO team)
characterized by its moments. The most important moment in cosmology is the second
order moment or - transformed to Fourier space - the power spectrum, as it contains
all the information for Gaussian fields and matter is assumed to be initially Gaussian
distributed. Since the processes that lead to the formation of structure are non-
linear, they inevitably produce non-Gaussianities in the matter density field. In order
to use the encoded information in the non-Gaussianities to constrain cosmological
parameters, we need to measure higher-order moments and have a good theoretical
understanding of the underlying mechanisms that lead to them.
Cosmic shear
An important tool to probe the large-scale structure of the Universe and to estimate
cosmological parameters is provided by weak gravitational lensing. It describes the
coherent distortion of light coming from distant galaxies caused by matter inhomo-
geneities on very large cosmological scales. Since gravitational light deflection occurs
independent of the specific type of matter, weak lensing provides a unique tool to
study dark matter and the distribution of large-scale structure in the Universe. For
cosmological purposes, the most important effect of gravitational light deflection is
that it causes distortions in the original shape of distant galaxies. These are typically
much smaller than the intrinsic ellipticity of a galaxy and cannot be determined from
a single galaxy image. Visible effects such as arcs (see Fig. 0.1) occur only in the
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Figure 0.2: Example of a projected mass distribution and the cosmic shear field induced
as obtained from ray-tracing through the Millennium Run simulation (Source: S. Hilbert, J.
Hartlap). The white sticks are a measure of the magnitude and direction of the local shear.
Note the alignment of the shear to the foreground mass overdensities (green areas).
strong lensing regime, when very massive objects as e.g. galaxy clusters are involved.
To quantify the weak lensing effect nevertheless, cosmologists use high-quality images
of a large number of distant galaxies and average over their shapes. The observational
signal of interest has become known as cosmic shear and was first detected in 2000
by four independent groups (Bacon et al. [3], Kaiser et al. [42], Van Waerbeke et al.
[85], Wittman et al. [89]). Since the intrinsic galaxy ellipticities are expected to vanish
on average, the result is a direct measure of the projected mass density distribution in
the observed patch of sky. This allows us to find constraints on cosmological parame-
ters that are independent of and complementary to those found by other measurements
such as CMB anisotropies, SN type Ia or galaxy surveys. Due to its sensitivity on
the matter distribution on large scales it provides valuable constraints on the amount
of matter in the Universe and the dark matter power spectrum normalization. If one
determines the cosmic shear for source galaxies at different redshifts, it can be used
to probe dark energy as well. This is due to two factors: on the one hand dark energy
affects the cosmic shear geometrically in the sense that the amount of dark energy
determines the distance to the observed galaxies, on the other hand it influences the
growth of structure which can be seen in the evolution of the matter power spectrum.
Higher-order moments
So far, cosmic shear has been used to measure the convergence power spectrum and
parameter constraints have been based on the Gaussian approximation of the power
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spectrum covariance. The next generation of surveys will allow much more precise
measurements of weak lensing effects, which will enable cosmologists to determine
higher-order moments of the matter density field. For this reason, it is important to
have a good understanding of the underlying physics and the expected errors. In this
thesis, we focus on the fourth-order correlation function and its Fourier counterpart,
the trispectrum, since it allows us to study the non-Gaussianities of the matter density
field. Furthermore, it enables us to study the expected error in the power spectrum,
since we can use the trispectrum to calculate the full non-Gaussian covariance of the
power spectrum. In order to find an analytical expression for the trispectrum, we
apply the semi-analytic halo model [17, 74]. It assumes that all dark matter in the
Universe is bound in spherical halos and makes use of results from numerical N -body
simulations to characterize halo properties as their profile, abundance and clustering
behavior. The results we find from investigating the full non-Gaussian covariance of
the projected power spectrum within the halo model approach are finally compared
to the results found with numerical N -body simulations.
Overview
The calculation of the non-Gaussian covariance requires detailed background knowl-
edge of structure formation in a ΛCDM Universe. The topics which are most impor-
tant for this thesis are reviewed in the first four chapters. New results can be found
in Chapters 5 and 6. The thesis is organized as follows:
• Chapter 1 gives an overview of the standard Hot Big-Bang model and its short-
comings and summarizes the most important equations that are necessary for
describing structure formation in a ΛCDM Universe.
• Chapter 2 outlines how the equations of motion in structure formation can be
solved analytically using linear and weakly non-linear perturbation theory.
• Chapter 3 introduces the formalism of random fields and considers the prop-
erties of homogeneous, isotropic and Gaussian random fields. Additionally, we
consider how one obtains an estimate of a statistical quantity from a sample of
measurements and the accuracy one can expect.
• Chapter 4 provides a detailed overview of the halo model description of matter
in the Universe which allows one to calculate moments of arbitrary order.
• In Chapter 5, we calculate the full non-Gaussian power spectrum covariance
in the three-dimensional and projected cases using the halo model approach.
Subsequently, we analyze different approximations for the covariances in order
to minimize the computational effort and investigate the impact of scatter in the
halo concentration-mass relation.
• Chapter 6 compares the results found in the previous chapter with different
numerical simulations. At first for the convergence power spectrum, then for the
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corresponding covariance and finally for the non-Gaussian-to-Gaussian ratio of
the power spectrum covariance.
The thesis concludes with a short summary and an outlook.
6 Introduction
Chapter 1
Standard cosmology
From observations we know that our Universe is homogeneous and isotropic on scales
larger than ' 200h−1Mpc, i.e. matter and radiation are uniformly distributed and
without any privileged direction. This is often referred to in the literature as the
Cosmological Principle. Together with Einstein’s discovery of general relativity this
allows us to come up with a consistent, testable theory of our Universe. Combining
our theoretical knowledge with astronomical observations, the picture of an expanding
Universe emerges, which was once much denser and hotter. This idea of a Universe
which evolved from an initial singularity is called the Hot Big-Bang model and relies
on three fundamental observations: the recession of galaxies increasing with distance
from which we can infer the expansion of the Universe, the light element abundance
indicating that this has been the case since an early era in which the Universe was
hot and dense and the cosmic microwave background which is observed at present
times and interpreted as the relic radiation originating from the decoupling of the
photon-electron plasma at early times.
Recent observations confirm the Hot Big-Bang model, but hint that a more detailed
description of the Universe beyond the standard model is needed. Measurements of
rotation curves from galaxies which probe their gravitational field show a mismatch
between observed and predicted mass. The only explanation seems to be that a
large fraction of matter in the Universe is dark, i.e. nonbaryonic and only weakly
interacting. Furthermore, investigations of cluster abundances indicate that roughly
one third of the Universe consists of matter at all. In addition, we learn from cosmic
microwave background observations that our Universe is close to a flat geometry. In
order to explain both results we need an additional contribution which comes up for
the missing ∼ 2/3 of the energy content of the Universe and does not cluster. Even
more surprising were the results from observations of distant supernovae. Against
the prevailing opinion at that time the data clearly favor a Universe which undergoes
a phase of recent acceleration. Combining the results with the data obtained from
cosmic microwave background and cluster measurements, one sees the necessity of a
form of dark energy which repulses the gravitational attraction.
Sect. 1.1 gives an overview of the standard hot Big-Bang model and the equations
necessary for studying structure formation in an accelerating ΛCDMUniverse, whereas
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Sect. 1.2 deals with the most important issues beyond the standard model. For a
comprehensive overview of these topics see e.g. the book by Kolb and Turner [46],
Peacock [61] or Dodelson [18].
1.1 The homogeneous and isotropic Universe
1.1.1 Einstein’s field equations
Of the four known fundamental forces in nature – gravity, electromagnetic force, strong
and weak interaction – only the former two are long range forces and can act on
cosmic scales. As we assume our Universe to be almost charge-neutral, gravity is the
dominant force which governs its dynamics and evolution. The fundamental theory
describing gravity is the General Theory of Relativity as formulated by Einstein in
1916. It models gravity as a property of space-time which can be described as a four-
dimensional Riemannian manifold. As a consequence, the corresponding metric gµν
includes time dependencies as well and the line-element of four space-time dimensions
has the form
ds2 = gµν dx
µdxν , µ, ν = 0, . . . , 3 (1.1)
where – following Einstein’s sum convention – we have to sum over multiple indices.
Note that the 0 index is always reserved for the time-like coordinate, while the other
three are applied for the spatial coordinates. The advantage of a metric including
gravity is that particles in a gravitational field can be considered as moving freely
on the geodesics of a curved space-time, whereas in Newtonian physics one has to
include gravity as an external force which then alters the particles trajectory. Before
considering the metric of an expanding Universe in more detail in the next section, we
first study the actual relation between space-time geometry and matter. It is described
by the famous Einstein’s field equations
Rµν − 1
2
gµνR = 8piGN
c4
Tµν − Λgµν , (1.2)
where the Ricci tensor Rµν = R
α
µνα and the Ricci scalarR = Rαα are contractions of the
Riemann tensor Rµνλρ which describes the curvature of the manifold, GN is Newton’s
constant and Tµν denotes the energy-momentum tensor which describes the matter
content of the Universe.
In order to allow for static solutions of the field equations, Einstein introduced a
cosmological constant term ∝ Λgµν in Eq. (1.2) to counterbalance the gravitational
attraction of matter. The physical interpretation of this term is still unclear, but a
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non-zero cosmological constant in Einstein’s field equations provides up to now the
simplest explanation for a recently accelerating Universe (see Sect. 1.2.6).
1.1.2 The Robertson-Walker metric
Einstein’s field equations can only be solved by making further assumptions on the
energy content of the Universe and its metric. In case of a homogeneous and isotropic
Universe one has a situation that explicitly allows to determine the time-dependence
of Eq. (1.2). The most general metric for an expanding, homogeneous and isotropic
Universe is the Robertson-Walker (RW) metric with the line element
ds2 = gµνdx
µdxν = c2dt2 − a2(t) [dw2 + f 2K(w) (dϑ2 + sin2 ϑ dϕ2)] (1.3)
where (w, ϑ, ϕ) are denoted as comoving coordinates, a(t) as the scale factor (normal-
ized to a(t0) = 1 today) and fK(w) is the comoving angular diameter distance. The
scale factor is a relative length which varies according to the expansion or contraction
of the Universe, whereas the comoving angular diameter distance can take – depending
on the underlying geometry of the Universe – the following forms:
fK(w) =

K−1/2 sin(K1/2w) for K > 0 ,
w for K = 0 ,
(−K)−1/2 sinh((−K)1/2w) for K < 0 .
(1.4)
The parameter K determines the curvature of the three-dimensional surface defined
by the spatial part of the Robertson-Walker metric: for K > 0 it corresponds to a
3-sphere, for K = 0 one has a flat Euclidian space and K < 0 yields a hyperbolic,
open space.
1.1.3 Light rays and cosmic redshift
An important consequence of an expanding Universe is the shift in wavelength ex-
perienced by propagating photons. To quantify this effect, we consider a photon of
wavelength λ1 that is emitted from a source at a time t1 and arrives at a telescope
at a time t0 with a wavelength λ0. Without loss of generality, we assume the photon
to travel along a radial trajectory which satisfies dϑ = dϕ = 0. Since the photon is
massless, it propagates along a null geodesics, which fulfills ds = 0. From the RW
metric (see Eq. 1.3) it follows that in this case
c dt = −a(t)dw , (1.5)
10 Chap. 1: Standard cosmology
where the minus sign appears since we consider the backwards light cone of the ob-
server. From this we can calculate the radial distance at which the photon is observed
today by integrating Eq. (1.5) and obtain
w =
∫ t0
t1
c dt
a(t)
= const. (1.6)
Differentiating with respect to t1 yields
dt0
dt1
=
a(t0)
a(t1)
. (1.7)
This time-dilation is responsible for a shift in wavelength and frequency of photons
and defines a cosmological redshift
a(t0)
a(t1)
=
ν1
ν0
=
λ0
λ1
≡ 1 + z . (1.8)
Since a(t0) = 1 by definition and 0 < a(t1) < 1 in an expanding Universe, this shift
corresponds to an increase of the photon wavelength. In the visible spectrum this
means a shift towards red wavelength which gives the redshift its name.
The recession of galaxies was already discovered by Slipher in 1912 and interpreted as
cosmological Doppler effect. A systematic analysis of galaxy velocities in the 1920s by
Hubble revealed that the recession of galaxies is proportional to their distance. This
observation was later explained with the expansion of the Universe.
1.1.4 The Friedmann equations
Inserting the RW metric (1.3) into Einstein’s field equations (1.2), constrains the
matter content to the form of a perfect fluid, i.e. with no viscosity or heat flow. In
this case the energy-momentum tensor reduces to
T µν = diag(ρc
2,−p,−p,−p) . (1.9)
where p = p(t) and ρ = ρ(t) are the time-dependent, homogeneous pressure and energy
density. With this choice for the energy-momentum tensor and the RW metric, one
recovers from Einstein’s field equations two independent equations which have become
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known as Friedmann equations and describe the evolution of an expanding Universe:(
a˙
a
)2
=
8piGN
3
ρ− Kc
2
a2
+
Λ
3
, (1.10)
a¨
a
= −4piGN
3
(
ρ+
3p
c2
)
+
Λ
3
(1.11)
where the dots denote derivatives with respect to t. These equations indicate that the
precise evolution of the scale factor is determined by the content of the Universe, i.e. ρ
and p. In general, the energy density ρ is a sum of contributions from different species,
e.g. from matter, radiation or exotic particles but does not include the cosmological
constant. Nevertheless, one can use the Friedmann equations without the explicit
occurrence of Λ and define a contribution from a cosmological constant which enters
then in the energy density as
ρΛ ≡ Λ
8piGN
. (1.12)
It is useful to characterize the expansion rate of the Universe by introducing the Hubble
parameter H ≡ a˙/a. Its present value H0 = H(t0) is denoted as Hubble constant and
is often parametrized as
H0 = 100h km s
−1Mpc−1 (1.13)
with h taking into account the observational uncertainty. The combination of distance
measurements from Type Ia supernovae (SN) and baryon acoustic oscillations (BAO)
with the WMAP data find an estimate of h = 0.701± 0.013 (see Komatsu et al. [47]).
The different contributions to the contents of the Universe are commonly given in
terms of relative energy densities. For this reason, one defines the critical density
ρcrit ≡ 3H
2
8piGN
, (1.14)
which corresponds to the Friedmann equation (1.10) for a flat Universe (i.e. with
K = 0). Its value today can be determined via the Hubble constant and is
ρcrit,0 =
3H20
8piGN
= 1.879× 10−29h2g cm−3 , (1.15)
where the subscript 0 indicates present day values. The relative contribution of a
single species to the total energy density ρcrit is customarily given in terms of the ratio
Ωi ≡ ρi
ρcrit
, (1.16)
where the sum of all species in the Universe defines the total energy density parameter
Ω. Introducing this quantity allows to rewrite the Friedmann equation (1.10) as:
12 Chap. 1: Standard cosmology
Kc2
H2a2
= Ω− 1 . (1.17)
In this way, the complete energy content of the Universe is directly related to its
underlying geometry. A density parameter Ω = 1 identifies a flat Universe withK = 0.
Accordingly, Ω < 1 corresponds to an open geometry, while Ω > 1 characterizes a
closed geometry. If one now defines
ΩK ≡ − Kc
2
a2H2
(1.18)
for the curvature, the density parameters must satisfy the consistency relation
ΩK + Ω = 1 . (1.19)
1.1.5 Solutions to the Friedmann equations
Assuming a flat Universe the Friedmann equations (1.10) and (1.11) can be solved
explicitly. For this it is useful to characterize different species by their equations of
state
wi ≡ pi
ρic2
(1.20)
where the index i refers to the considered species and wi is usually independent of
time (see Tab. 1.1). Combining the Friedmann equations (1.10) and (1.11) for a flat
Universe with the previous definition (1.20) yields
ρ˙ = −3H (1 + w) ρ . (1.21)
To guarantee the uniqueness of the solution, one assumes the Universe to have a single
dominant species (i.e. ρi ' ρ). Then equation (1.21) is solved by
ρ ∝ a−3(1+w) . (1.22)
Accordingly, we find for the scale factor the following solutions:
a ∝ t 23(1+w) forw 6= −1 , (1.23)
a ∝ eHt forw = −1 . (1.24)
For the most standard species we have summarized the results in Tab. 1.1. From the
scale factor dependence we see that the energy density of matter decreases more slowly
than the one of radiation as the Universe expands. This indicates that the radiation
was dominant in the past and has been overtaken by the matter energy density at a
certain redshift which we denote as matter-radiation equality zeq. For the same reason
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Table 1.1: Equation of state and scale factor for the most standard components.
w p ρ a
Radiation 1
3
ρ
3
∝ a−4 ∝ t 12
Matter 0 0 ∝ a−3 ∝ t 23
Vacuum Energy −1 −ρ ∝ const ∝ eHt
a cosmological constant will finally dominate over matter and radiation as the Universe
expands.
Among these three species, only the vacuum energy density can be responsible for an
accelerating Universe. In general, combining equations (1.11) and (1.20) yields
a¨
a
= −4piGN
3
(1 + 3w) ρ (1.25)
and only if there is a dominant component with an equation of state w < −1
3
, a¨
becomes positive and the Universe accelerates.
With the derived equations, one can finally rewrite the first Friedmann equation (1.10)
in terms of the density parameters:
(
H
H0
)2
=
∑
i
Ωi
(
a
a0
)−3(1+wi)
+ ΩK
(
a
a0
)−2
, (1.26)
where the sum goes over all species i contributing to the total density parameter at the
considered time a and the subscript 0 indicates present day values of the quantities.
Combined measurements from BAO, SN and WMAP [47] find the following values for
the present density parameters:
• Baryons: Ωb,0 = 0.0462± 0.0015 ,
• Dark matter: Ωd,0 = 0.233± 0.013 ,
• Dark energy: ΩΛ,0 = 0.721± 0.015 ,
which are consistent with a flat ΛCDM Universe. A contribution from radiation at
the present time is usually neglected, since Ωr,0 ' 5× 10−5. It is common to define a
matter density parameter Ωm,0 ≡ Ωd,0 + Ωb,0.
1.1.6 Distance measures
In a curved space-time, where physical lengths change according to the scale factor,
distance measures are not unique. A central quantity from which all relevant measures
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can be obtained is the comoving distance between a source at redshift z2 and an
observer situated at z1 < z2:
w(z1, z2) =
∫ z2
z1
c dz′
H(z′)
. (1.27)
It corresponds to the distance of a radial light ray propagating along the null-geodesics,
where ds = 0. In a flat ΛCDM Universe the comoving distance takes the form:
w(z1, z2) =
c
H0
∫ a(z1)
a(z2)
da
[
aΩm + a
4ΩΛ
]−1/2
. (1.28)
Of particular importance is the comoving distance that light could have traveled since
the beginning of the Universe at z =∞:
dH(z) =
∫ ∞
z
c dz′
H(z′)
. (1.29)
Regions with a separation larger than this distance are causally disconnected, which
is why dH is also known as horizon distance (see also Sect. 1.2.2). In specific cases,
one can express the horizon distance in terms of the scale factor: in a radiation-
dominated Universe we obtain dH(a) ∝ a, whereas in a matter-dominated Universe
we have dH(a) ∝ a1/2 instead.
In order to construct consistent distance measures for observations, cosmologists gen-
eralize the classic measures to an expanding Universe. Usually a distance to an object
can be defined from its known physical size l and its apparent angular diameter θ
according to dA = l/θ. In an expanding Universe the object has a comoving size of l/a
and the comoving angular distance out to this object is given by fK(w(z)) as defined
in Eq. (1.4). The apparent angular diameter is then θ = (l/a)/fK(w(z)) so that the
angular diameter distance is given by
dA(z) = afK(w(z)) . (1.30)
This result assumes the observer to be situated at z = 0. We can generalize it further
to a situation of an object at redshift z2 which is seen by an observer at z1 < z2. The
angular distance is then
dA(z1, z2) = a(z2)fK [w(z1)− w(z2)] , (1.31)
where in general dA(z1, z2) 6= dA(z2, z1).
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Another way of inferring distances in cosmology is by measuring the flux F of an
object with known luminosity L. If we were in a Euclidian Universe, the distance
would be given by
dL =
√
L
4piF
, (1.32)
since the total luminosity through a spherical shell with area 4pir2 is constant. Again,
we need to consider what happens to the measured quantities in an expanding Uni-
verse. The luminosity of the source at a time a decreases in an expanding Universe to
La2 due to two effects: the photons loose energy on their way to the observer and the
photons arrive less frequently at the telescope. With the comoving radial distance to
that source being fK(w(z)) the flux changes to
F =
La2
4pifK(w(z))
. (1.33)
Comparing this with Eq. (1.32), the luminosity distance is defined as
dL(z) =
fK(w(z))
a
= (1 + z)fK(w(z)) . (1.34)
Between the angular diameter and the luminosity distance exists the following relation
dL(z) = (1 + z)
2dA = (1 + z)fK(w) . (1.35)
1.1.7 Big-Bang nucleosynthesis
An essential part of the standard model is the Big-Bang nucleosynthesis (BBN) the
theory which predicts the light element abundance in the Universe. As the production
of nuclei requires high energies, nucleosynthesis began in the early radiation-dominated
era of the Universe. More specifically, the essential processes to form light elements
started at temperatures T . 1 MeV which corresponds to a time t & 1s after the
Big-Bang. At these temperatures neutrinos decouple from the rest of the Universe
and weak interactions occur only slowly with respect to the expansion of the Universe.
As weak interactions are responsible for converting nucleons into each other, the ratio
of neutron to proton number density stays approximately constant at a value
nn
np
= e−Q/Tf ' 1
6
, (1.36)
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where Q = 1.293 MeV is the neutron-proton mass difference which is responsible for
the larger abundance of protons and Tf ' 1 MeV is the neutrino freeze-out tempera-
ture. As neutrons have a finite lifetime they gradually decay into protons and leptons.
When the temperature reaches a value around T ' 100 keV, the number of photons
per nucleon is finally small enough that nuclei can form without immediately being
photo-dissociated. At this time the neutron to proton ratio is approximately 1/7.
Since the most stable light element is 4He almost all free neutrons at this time are
converted into it. Thus a good estimate of the primordial 4He-abundance is
Yp ≡ 2n
n+ p
=
2(nn/np)
1 + nn/np
, (1.37)
where n and p are the number of available neutrons and protons at this time. Ad-
ditionally, small amounts of other light elements are produced. Specified in number
per protons, nuclear reactions generate D and 3He (∼ 10−5) and small traces of 7Li
(∼ 10−7). Heavier nuclei do not form during Big-Bang nucleosynthesis due to the lack
of stable nuclei with mass numbers 5 or 8.
All rates of the nuclear processes leading to the aforementioned elements, depend
essentially on one parameter, namely the baryon-to-photon ratio
η ≡ nB
nγ
, (1.38)
where nB corresponds to the baryon number density and nγ denotes photon number
density. To be consistent with the primordial abundances of D and 3He the baryon-
to-photon ratio has to be in the range 2.6× 10−10 < η < 6.2× 10−10 [90].
1.1.8 Cosmic microwave background
At a temperature around T ' 3000 K, corresponding to a time 380 000 years after the
Big-Bang, the ionized photon-electron plasma decouples. As a consequence, electrons
and protons combine to form hydrogen and the Universe becomes neutral with photons
propagating freely. Following the cosmic expansion, these photons are redshifted and
their temperature drops with T ∝ a−1. Since before the decoupling matter was in
approximate thermal equilibrium, the photons formed at early times a blackbody
radiation spectrum. As its form is not altered with the expansion we can still observe
a perfect black body radiation today at a redshifted temperature around T ' 2.7
K. This relic radiation better known as cosmic microwave background (CMB) was
discovered by Penzias and Wilson in 1965. Its existence is one of the strongest proofs
supporting the Hot Big-Bang model.
As it turned out the CMB is almost perfectly isotropic. Its temperature deviates from
isotropy at the level of one part in 105. These tiny fluctuations are a conserved imprint
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of the initial conditions at that time and serve as seeds for structure formation in the
Universe. They originate from the time of decoupling when photons were released from
different regions in space with slightly different gravitational potentials. Since photons
redshift when they climb out of these potentials, temperature anisotropies emerged
which reflect the initial distribution of density perturbations. Additionally, these
perturbations gave rise to acoustic waves in the primordial electron-photon plasma
which are still imprinted on the CMB today. The largest possible wavelength of these
oscillations is given by the sound horizon which has a physical length of ds(zdec). It
provides us with a ruler on the sky and the corresponding angular scale depends then
on the underlying geometry of the Universe. For a flat Universe, we expect the peak
of this acoustic wave at a wave-number l ' 220 which is in perfect agreement with
observations.
1.2 Beyond the standard model
1.2.1 Flatness problem
In Sect. 1.1.4 we showed that the Friedmann equation can be rewritten in terms of
the density parameter as
Ω− 1 = Kc
2
a2H2
. (1.39)
If the Universe is flat, i.e. K = 0, we can deduce from Eq. (1.39) that this will
remain for all times. Otherwise the density parameter evolves according to the domi-
nant species in the Universe. In a matter-dominated Universe the density parameter
changes with |Ω − 1| ∝ t2/3, whereas in a radiation-dominated Universe we have
|Ω − 1| ∝ t. Thus, during most of the cosmic evolution, it is a function increasing
with time. Since at the present time the Universe is close to a flat geometry this im-
plies that the density parameter must have been extremely close to 1 at early times.
As almost all initial conditions lead either to a closed or an open geometry, these
fine-tuned initial conditions seem extremely unlikely. To understand the severeness of
this flatness problem, one can consider for example the Universe around the time of
nucleosynthesis where tnuc = 1s. Eq. (1.39) requires then that
|Ω(tnuc)− 1| . 10−16 . (1.40)
At earlier times, the total density parameter must be even closer to 1.
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1.2.2 Horizon problem
The distance how far photons could have traveled during the lifetime of the Universe
is given by the horizon distance as defined in Eq. (1.29). In terms of the Hubble scale
factor, it can be rewritten as
dH(a) =
∫ a
0
c da′
a′2H(a′)
. (1.41)
Depending on how a2H(a) evolves this distance can be infinite or take a finite value.
In order to find out about the horizon distance today, let us simplify the consideration
by assuming a matter-dominated Universe with K = Λ = 0. As this is true during
most of the time our Universe exists, we can find in this way a good estimate for the
real horizon distance. In this case, Eq. (1.41) becomes
dH(a) =
∫ a
0
c da′√
a′ΩmH0
=
2c
√
a√
ΩmH0
, (1.42)
where we made use of H = H0a
−2/3√Ωm (use Eq. (1.26) and set K = 0). The distance
found is equivalent to the physical size of the horizon distance since a0 = 1 today. As
the result is finite, light signals can only propagate a finite distance between the Big
Bang and the present and thus information can only be passed along this distance.
If we consider the explicit example of the horizon size at the formation time of the
cosmic microwave background at zdec ≈ 1100, we find
θdec =
dH(zdec)
dA
=
√
Ωm
zdec
≈
√
Ωm 2
◦ , (1.43)
where θdec is the apparent angular diameter at decoupling. Thus regions which are
separated by more than ∼ 2◦ are causally disconnected. The question arises then
why we see on the sky almost the same temperature. Due to the consideration above
regions on the opposite side of the sky never had the chance to get into causal contact.
This is known as the horizon problem.
1.2.3 Relic particle abundances
Another problem with the Hot Big Bang model arises from modern particle physics.
Grand Unified Theories (GUT) which aim in unifying the fundamental forces, predict
a high abundance of magnetic monopoles in the early Universe. As they are produced
at very high energies, they are predicted to be very massive (around 1016 GeV). Such
particles would be non-relativistic during most of the evolution of the Universe and
thus have plenty of time to dominate over radiation. Since so far not a single magnetic
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monopole has been observed, theories predicting them are in contradiction with the
standard model. Recent particle physics models propose the existence of other such
relic particles as e.g. gravitinos or moduli fields and have to deal with the same
abundance problem.
1.2.4 Inflation
Especially the horizon problem provides a severe problem of the standard model as it
concerns causality. A solution to most of the problems addressed here was proposed
by Alan Guth in 1981 and became famous under the name of inflation. The basic idea
of inflationary models is to assume that the early Universe had undergone a phase
of accelerated expansion where a¨ > 0. The effect of this acceleration is that the size
of the Universe is hugely increased and its geometry is flattened leading to K ' 0.
Additionally, the horizon size is extremely increased such that a much larger region of
the Universe was in causal contact and the unwanted relics as e.g. magnetic monopoles
are extremely diluted. As a bonus, these models also predict a scale-free spectrum of
density perturbations which are required to form structure in the Universe.
In order to achieve a phase of accelerated expansion, Eq. (1.25) demands a dominant
species of negative pressure which fulfills
p < −ρc
2
3
⇔ w < −1
3
. (1.44)
The easiest way to construct such a model is by considering a Universe in which a
cosmological constant is dominant at early times. It is characterized by a pressure
p = −ρc2 and leads to a scale factor increasing exponentially in time
a(t) = exp
(√
Λ/3t
)
. (1.45)
After a certain amount of time, the inflationary expansion must come to an end and
the energy of the cosmological constant has to be converted into radiation and matter.
The usual picture here is that the particles which act as a cosmological constant decay
into ordinary particles. This phase is referred to as reheating. Thereafter, the Universe
can evolve according to the standard Big Bang model.
Up to now, a lot of different models of inflation have emerged. The most prominent
class of models describes matter in the early Universe by one or more real scalar fields
φi which are characterized by their potentials Vi(φi). The particles corresponding to
such field are called inflatons and have not been detected yet.
If we specialize to a flat Universe with one dominant, homogeneous scalar field φ, the
scalar field behaves as a perfect fluid with
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ρφ =
1
2
φ˙2 + V (φ) , (1.46)
pφ =
1
2
φ˙2 − V (φ) . (1.47)
The equation of motion for the scalar field is given by
φ¨+ 3Hφ˙+
dV
dφ
= 0 , (1.48)
which corresponds to an oscillator equation for a scalar field experiencing a friction
due to the Hubble expansion of the Universe (φ˙-term). If the scalar field is dominant,
the Friedmann equation is
H2 =
8piGN
3
[
1
2
φ˙+ V (φ)
]
. (1.49)
The accelerated phase in these models occurs if the potential energy of the scalar
field becomes much larger than its kinetic energy, i.e. φ˙  V (φ). In this case the
density and the pressure are dominated by the potential energy and the equation of
state becomes pφ ' −ρφ. As this behavior corresponds approximately to that of a
cosmological constant, the expansion is accelerated. This scenario can be thought of
as a scalar field slowly rolling down its potential. A more detailed description of the
mechanism of inflation and specific examples are considered e.g. in Liddle and Lyth
[48].
1.2.5 Dark matter
First hints for the existence of a dark matter component in the Universe were already
found by Zwicky in 1933. He discovered that the orbital velocities of galaxies in the
Coma Cluster were on average close to 1000 km s−1. This requires a cluster mass much
larger than that from all the stars and gas contained in the Coma Cluster. A similar
discrepancy between luminous and predicted mass was revealed in the rotation curves
of spiral galaxies by Rubin and Ford in 1970. If the mass of the galaxy were to follow
the observed light, one would expect a ∝ 1/√r Kepler decline in the rotation curves.
Instead Rubin and Ford found the velocity to be constant up to the largest observable
radii. The only explanation is the existence of a non-luminous and non-baryonic form
of dark matter which forms a dark halo around galaxies and alters the rotation curves.
Independent observations of other luminous objects as stars or globular clusters find
the same discrepancy between luminous and predicted mass.
Although their has been no direct detection of dark matter up to now, particle physi-
cists have several possible candidates for dark matter. In order to qualify as dark
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matter, these candidates have to satisfy several conditions: they must interact very
weakly with electromagnetic radiation in order to be non-luminous, they have to be
stable on cosmic time-scales and they need the right relic density to explain the present
dark matter abundance in the Universe. Possible candidates which fulfill these con-
straints are primordial black holes, axions and weakly interacting massive particles
(WIMPs).
1.2.6 Cosmological constant problem(s)
Since Hubble, cosmologists had been trying to measure the slow-down of the Universe’s
expansion due to gravitational attraction. In 1998, two teams studying distant type Ia
supernovae discovered independently that instead the opposite is true: the Universe
is currently undergoing a phase of accelerated expansion. In order to explain this,
we need a form of energy that ‘counteracts gravity’. General relativity allows for the
presence of such an energy with a sufficiently negative pressure. The simplest form for
this energy is provided by a cosmological constant term that can be added to Einstein’s
equations. In this case it is important to notice that the effective energy of the ground
state really is of importance. This is due to the fact that gravity couples directly to
the vacuum energy. In most other physical contexts, we are mainly interested in the
potential differences as e.g. in case of a falling object which loses potential energy.
A cosmological constant model is consistent with observations of the CMB and the
clusters. Thus, it would seem natural to accept the presence of a cosmological constant.
On the other hand, a contribution from the vacuum to the content of the Universe has
to be explained judiciously from the theoretical point of view. There is even more a
need for a good explanation since the measured value of ΩΛ,0 and the Hubble constant
H0 fix a possible vacuum energy contribution to
ρvac ≈ 10−120M4P = (3× 10−3 eV)4 . (1.50)
While, at the classical level, one can arbitrarily choose the value of the vacuum energy,
one must remember that this value will receive new contributions considering quantum
effects. The question is why all these contributions – which are of the order of typical
fundamental scales in particle physics – should add up to this small value. If for
example supersymmetry (SUSY) is broken at the TeV scale, one would expect ρvac ∼
(1TeV)4.
Because of this big gap between the scales, a fine-tuning of the parameters is required
to explain the non-zero vacuum expectation value (VEV). This is known as the cos-
mological constant problem (see e.g. Weinberg [87], Witten [88], Carroll et al. [14]).
A second problem associated with a cosmological constant is the so-called coincidence
problem. The question is why matter and vacuum energy density are of the same
order today. While the vacuum energy stays constant the other contributions decrease
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rapidly during the whole evolution of the Universe. Therefore, their initial values have
to be extraordinarily fine-tuned in order to have the energy densities at the same
order today. Moreover, the fine-tuning required increases if the initial redshift of the
Universe increases. This problem is also known as the fine-tuning problem of the initial
values.
1.2.7 Dark energy
The simplest approach to ‘solve’ the fine-tuning problem of the initial values is to
impose the vacuum energy to be exactly zero. Usually this is done by using a symmetry
argument. One example would be unbroken supersymmetry (SUSY). However, since
SUSY is broken, it can of course not help us in this specific case. We can be less
demanding, simply assuming ρvac = 0 and then explaining the observed acceleration
by some other form of dark energy. One possibility is to consider the dynamics of
a sufficiently slowly rolling scalar field which mimics the behavior of a cosmological
constant at the present time. This type of model is often referred to as quintessence and
explains the present accelerating expansion of the Universe with the same mechanism
as inflation . Such fields are motivated theoretically in models where supersymmetry
is dynamically broken by gaugino condensation. Since the VEV of the condensate
depends on the value of the dilaton field, it could mimic a quintessential potential.
Chapter 2
Perturbation theory
The cosmological principle holds only on scales larger than approximately 200h−1Mpc.
Below this scale, astronomers find the Universe to be inhomogeneous which shows in
the richness of structure such as galaxies, galaxy clusters or filaments. According to
the current paradigm of structure formation, the objects we observe originate from
the gravitational collapse of small perturbations in a homogeneous, expanding Uni-
verse. The perturbations themselves were generated from quantum fluctuations of the
inflaton field and are in the simplest inflationary models predicted to be adiabatic and
Gaussian. Mainly due to gravitational instabilities, they started to grow in amplitude
and form structure. The earliest traces of the primordial inhomogeneities are visible
in the temperature anisotropies of the CMB in consistency with the prevailing theory.
In order to understand structure formation in more detail, we need a theory that
describes the evolution of the underlying physical fields as e.g. the mass density
ρ(x, t), the velocity v(x, t) or the gravitational potential field φ(x, t), which is valid
for the matter density in the Universe. In this chapter, we focus mainly on pressureless,
dark matter perturbations since they are the most important ingredient for forming
bound objects. The effect of baryonic and radiation perturbations is only considered
qualitatively. Since the resulting set of equations cannot be solved in general, we
additionally restrict the consideration to perturbations on scales where the Newtonian
theory of gravity can still be applied. After summarizing the equations of motions
which govern the evolution of dark matter in Sect. 2.1, we solve them in the linear
approximation in Sect. 2.2. This allows us to introduce the growth factor in Sect. 2.3
which describes the evolution of dark matter perturbations in terms of the scale factor.
Using a perturbative approach for the density field, Sect. 2.4 deals with the non-linear
solutions of the equations of motions and expands their validity to general ΛCDM
cosmologies in Sect. 2.5. After a qualitative discussion of radiation perturbations and
the suppression of perturbation growth due to pressure in Sect. 2.6, we summarize in
Sect. 2.7 the effects on different scales in the transfer function. The results found can
then be used to describe the power spectrum on large scales which we consider in the
next chapter. A more detailed presentation of perturbation theory can be found in
Peebles [65] or in the review by Bernardeau et al. [6].
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2.1 The fluid equations
In the following, we study the evolution of the dark matter density ρ ≡ ρd(x, t) in
an expanding Universe. Furthermore, we restrict our consideration to the matter-
dominated era such that we can neglect pressure. Pressure effects are only important
for dark matter perturbations in the very early Universe where radiation dominates,
and at the final stage of object formation when they counteract gravitational forces.
Additionally, we consider scales, well below the Hubble radius dH = cH
−1. This allows
to apply a non-relativistic Newtonian approach [65]. With these assumptions the dark
matter content of the Universe can be treated as an ideal fluid where particles interact
without friction and can be described completely by the stress energy-tensor Tµν (see
also Sect. 1.1.4). A more general derivation of the equations governing the evolution
of dark matter can be found by solving the collisionless Boltzmann equation for the
single stream approximation, which applies on large scales and for early times [18].
Nevertheless, one obtains in either of the considerations three coupled equations, which
describe the evolution a pressureless fluid:
• Continuity equation: ρ˙+ 3Hρ+ 1
a
∇ · (ρv) = 0 , (2.1)
• Euler equation: v˙ +Hv + 1
a
(v∇) · v = −1
a
∇φ , (2.2)
• Poisson equation: 4piGNρa2 + 3aa¨− Λa2 = ∆φ , (2.3)
where the dot denotes a time-derivative, ∇ is the gradient and ∆ the Laplace operator
with respect to comoving coordinates. These evolution equations are highly non-linear
and describe the evolution of the dark matter density ρ = ρ(x, t), the gravitational
potential φ = φ(x, t) and the peculiar velocity field v = v(x, t) in an expanding
Universe in terms of comoving coordinates. The peculiar velocity field is related to
the proper velocity u = u(r, t) in physical (Eulerian) coordinates r by
v = u−Hx , (2.4)
where the second term corresponds to the Hubble flow. Although the evolution equa-
tions (2.1)-(2.3) are approximate due to the assumptions made, they apply for the
most important situations in an expanding Universe.
For a perturbative consideration it is necessary to rewrite the evolution equations in
terms of the density contrast δ(x, t). It is defined as the relative deviation of the local
dark matter density field ρ(x, t) from the average density of the Universe ρ¯(t):
δ(x, t) =
ρ(x, t)− ρ¯(t)
ρ¯(t)
, (2.5)
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where we omit in the following the dependencies in x and t for notational conve-
nience. The mean density contrast is by definition 0 and we can expand all equations
around the unperturbed, homogeneous Universe. In terms of the density contrast, the
continuity equation becomes
δ˙ +
1
a
∇ [(1 + δ)v] = 0 , (2.6)
and the Poisson equation can be rewritten using the second Friedmann equation (1.11)
as
∆φ =
3H20Ωm
2a
δ . (2.7)
Note that with the transformation to the density contrast the explicit dependence
on a cosmological constant vanishes. Even so, a cosmological constant influences the
growth of density perturbations since it enters the evolution equations via the Hubble
parameter.
2.2 Linear solution
The set of evolution equations (2.2), (2.6) and (2.7) cannot be solved analytically. In
order to solve them we have to restrict our consideration to small perturbations of the
homogeneous and isotropic background cosmology, i.e. we assume |δ|  1. In this
way, it is possible to linearize the Euler equation (2.2) and the continuity equation
(2.6) which yields
δ˙ +
1
a
∇ · v ' 0 , (2.8)
v˙ +Hv +
1
a
∇φ ' 0 . (2.9)
Combining these two equations with the already linear Poisson equation (2.7), one
obtains a second-order linear differential equation for the linear density contrast
δ¨ + 2Hδ˙ − 3H
2
0Ωm
2a3
δ = 0 . (2.10)
Note that in this equation only derivatives with respect to time appear. Hence, the
solutions can be factorized into a spatial and a time-dependent part. A general solution
to Eq. (2.10) can then be constructed from two linearly independent solutions such
that
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δ(x, t) = D+(t)∆+(x) +D−(t)∆−(x) . (2.11)
To understand the physical meaning of these solutions, it is useful to solve the differ-
ential equation (2.10) for a specific cosmology. Choosing an Einstein-de Sitter (EdS)
model, where Ωm = 1 and ΩΛ = 0, as underlying model, we find
D+(t) = a(t) , (2.12)
D−(t) = a−3/2(t) . (2.13)
The explicit dependence on the scale factor reveals that the first solution is increasing
with the expansion of the Universe, while the second decays with an evolving scale
factor. For this reason, the solutions are also known as growing mode D+(t) and
decaying mode D−(t). As the decaying mode fades away quickly, it is not important
for structure formation and we focus in the following on the growing mode.
2.3 Growth factor
For a general cosmology it is more difficult to obtain the two solutions for the corre-
sponding second-order differential equation of the density contrast. Nevertheless, one
finds in analogy to the EdS consideration still one growing and one decaying mode.
In case of a ΛCDM Universe one can show that the growing mode takes the form
D+(a,Ωm,ΩΛ) ∝ H(a)
H0
∫ a
0
da′
[
1 + Ωm
(
1
a′
− 1
)
+ ΩΛ
(
a′2 − 1
)]−3/2
. (2.14)
In order to remove the missing proportionality constant, one normalizes by the growing
mode today, such that
D(a) ≡ D+(a)
D+(a = 1)
. (2.15)
The resulting quantity is referred to as growth factor. The density contrast at an
arbitrary time a(t) is then related to the present-day density contrast at a0 = a(t0) by
δ(a,x) = D(a)δ(a0,x) . (2.16)
Explicit expressions for the growth factor in ΛCDM cosmologies can be found in
Hamilton [29]. In the following, we will omit the dependence on Ωm and ΩΛ.
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2.4 Non-linear solution
In order to determine the non-linear evolution of the dark matter density field δ and
the velocity field v in perturbation theory, one expands the fields around their linear
solutions and assumes a curl free velocity field, i.e. ∇ × v = 0. We define a new
quantity for the divergence of the field θ ≡ ∇v. This will allow us to find a self-
consistent description of the evolution equations in Fourier space. The ansatz for an
expansion of the non-linear fields can then be chosen according to
δ(x, a) =
∞∑
n=1
δn(x, a) , θ(x, a) =
∞∑
n=1
θn(x, a) , (2.17)
where n denotes the order in perturbation theory of the corresponding field. Note that
the perturbative approach implies that δ1 and θ1 are linear in the initial density field,
δ2 and θ2 are quadratic in the initial field, etc.
2.4.1 Fourier representation
On large scales, different Fourier modes evolve independently from each other and
thus conserve the primordial statistics of the perturbations. It is therefore convenient
to work in Fourier space and Fourier transform the fields as well as the non-linear
equations of motions (2.2), (2.6) and (2.7). With the Fourier conventions as defined
in Sect. 3.3, the non-linear continuity equation (2.6) takes the form:
a ˙˜δ(k, a) + θ˜(k, a) = −
∫
d3x eik·x∇(vδ)(x, a) , (2.18)
where the tilde sign indicates Fourier transformed quantities. Using integration by
parts and rewriting v and δ as Fourier integrals, the right-hand side of Eq. (2.18)
becomes
a ˙˜δ(k, a) + θ˜(k, a) = −
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
ikv˜(k1, a)δ˜(k2, a)
∫
d3x eix·(k−k1−k2) . (2.19)
Transforming the last integral into Dirac’s delta distribution and making use of v˜(k1) ∝
k1, which is valid for velocities exhibiting only a divergence part [6], one finds
a ˙˜δ(k, a)+θ˜(k, a) = −
∫
d3k1
(2pi)3
∫
d3k2δD(k−k1−k2)α(k1,k2)θ˜(k1, a)δ˜(k2, a) , (2.20)
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where
α(k1,k2) =
(k1 + k2) · k1
k21
. (2.21)
Analogously, transforming the Euler equation (2.2) into Fourier space yields
a ˙˜θ(k, a) +
3H20Ωm
2a
δ˜(k, a) = −
∫
d3xeix·k [∇ · (v∇)v] (x, a) , (2.22)
if one combines it with the Fourier transformed expression of the Poisson equation
(2.7). After some algebra, similar to the derivation of Eq. (2.20), one ends up with
a ˙˜θ(k, a)+
3H20Ωm
2a
δ˜(k, a) = −
∫
d3k1
(2pi)3
∫
d3k2δD(k−k1−k2)β(k1,k2)θ˜(k1, a)θ˜(k2, a) ,
(2.23)
where
β(k1,k2) =
|k1 + k2|2(k1 · k2)
2k21k
2
2
. (2.24)
The functions α(k1,k2) and β(k1,k2) appear because of the non-linear terms in the
continuity (2.6) and Euler equation (2.2) and encode the non-linear evolution of the
density and velocity field. For this reason, they are also known as fundamental mode
coupling functions. In order to solve Eqs. (2.20) and (2.23), one has to take into
account all pairs of wave-vectors (k1,k2) whose sum is k as imposed by Dirac’s delta
distribution. This reflects the properties of a spatially homogeneous Universe.
2.4.2 EdS cosmology
The non-linear equations of motions (2.20) and (2.23), which we derived in the previous
section, cannot be solved analytically for an arbitrary cosmology. Restricting to an
EdS Universe, we outline how these equations can be solved. The advantage of this
choice is that we can remove the time-dependence from the equations.
In order to solve the equations of motions, one uses the following ansatz for the density
and velocity field, in analogy to Eq. (2.17):
δ˜(k, a) =
∞∑
n=1
Dn(a)δ˜n(k) , θ˜(k, a) = −a˙
∞∑
n=1
Dn(a)θ˜n(k) , (2.25)
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where n denotes the order of the fields and the growth factor. Note that Dn scales as
an, while δn scales with the initial density field as (δ1)
n. The choice for this ansatz was
made such that the dependence of the linear density field on the scale factor for n = 1
is reproduced. The extra factor a˙ appears in order to fulfill the requirement δ˜1 = θ˜1,
which is imposed by the linear Continuity equation (2.8). In particular, this implies
that in the linear approximation, the initial perturbations are described completely
by the initial density field δ1.
2.4.3 Coupling functions
If one inserts this ansatz into the equations of motions (2.20) and (2.23) and compares
equal powers of the scale factor a, one recovers the following solution for the n-th
order of the density and the divergence of the velocity [6]:
δ˜n(k) =
∫
d3q1d
3q2 · · · d3qn
(2pi)n−1
δD (k − q1 − . . .− qn)Fn(q1, . . . , qn)δ˜1(q1) · · · δ˜1(qn)
(2.26)
θ˜n(k) =
∫
d3q1d
3q2 · · · d3qn
(2pi)n−1
δD (k − q1 − . . .− qn)Gn(q1, . . . , qn)δ˜1(q1) · · · δ˜1(qn) ,
(2.27)
where the functions Fn and Gn are the n-th order coupling functions. Starting with
the initial values F1 ≡ 1 and G1 ≡ 1, one recovers from Eqs. (2.26) and (2.27) the
following recursion relations [26, 34]:
Fn(q1, . . . , qn) =
n−1∑
m=1
Gm(q1, . . . , qm)
(2n+ 3)(n− 1) [(2n+ 1)α(k1,k2)Fn−m(qm+1, . . . , qn)
+ 2 β(k1,k2)Gn−m(qm+1, . . . , qn)], (2.28)
Gn(q1, . . . , qn) =
n−1∑
m=1
Gm(q1, . . . , qm)
(2n+ 3)(n− 1) [3α(k1,k2)Fn−m(qm+1, . . . , qn)
+ 2nβ(k1,k2)Gn−m(qm+1, . . . , qn)] (2.29)
where we used k1 ≡ q1 + . . .+ qm and k2 ≡ qm+1 + . . .+ qn to shorten the notation.
α(k1,k2) and β(k1,k2) are the fundamental mode coupling functions as defined in
Eqs. (2.21, 2.24).
Since Eqs. (2.26) and (2.27) integrate over all possible qn, we can equivalently study
the symmetrized versions of the coupling functions:
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F (s)n (q1, . . . , qn) =
1
n!
∑
pi
Fn(qpi(1), . . . , qpi(n)), (2.30)
G(s)n (q1, . . . , qn) =
1
n!
∑
pi
Gn(qpi(1), . . . , qpi(n)), (2.31)
where the sum is taken over all possible permutations of the set {1, . . . , n}. In this
way, subsequent calculations will simplify. For the symmetrized second and third
order coupling functions as derived from the recursion relations in Eqs. (2.26, 2.27),
we obtain
F
(s)
2 (q1, q2) =
5
7
+
2
7
(q1 · q2)2
q21q
2
2
+
1
2
q1 · q2
q1q2
(
q1
q2
+
q2
q1
)
, (2.32)
G
(s)
2 (q1, q2) =
3
7
+
4
7
(q1 · q2)2
q21q
2
2
+
1
2
q1 · q2
q1q2
(
q1
q2
+
q2
q1
)
(2.33)
and
F
(s)
3 (q1, q2, q3) =
7
54
[α(q1, q2 + q3)F
(s)
2 (q2, q3) + α(q2, q1 + q3)F
(s)
2 (q1, q3)
+ α(q3, q1 + q2)F
(s)
2 (q1, q2)]
+
4
54
[β(q1, q2 + q3)G
(s)
2 (q2, q3) + β(q2, q1 + q3)G
(s)
2 (q1, q3)
+ β(q3, q1 + q2)G
(s)
2 (q1, q2)]
+
7
54
[α(q1 + q2, q3)G
(s)
2 (q1, q2) + α(q1 + q3, q2)G
(s)
2 (q1, q3)
+ α(q2 + q3, q1)G
(s)
2 (q2, q3)] (2.34)
Since in the following we make only use of the symmetrized version of the coupling
functions, we drop the superscript from now on. The unsymmetrized fourth-order
coupling function can be found in Goroff et al. [26].
2.5 ΛCDM cosmologies
For general cosmologies, finding a perturbative ansatz is more complicated as one
cannot expect the solutions at each order to be separable functions in k and a. In
particular, the n-th order growing mode does not necessarily scale as D1(a) (or a
n(t)
as for EdS cosmologies). However, it is possible to show that a simple approximation
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to the Fourier space equations of motions for general ΛCDM cosmologies leads to
separable solutions for arbitrary orders. The ansatz used in this case is
δ˜(k, a) =
∞∑
n=1
Dn(a)δ˜n(k) . (2.35)
θ˜(k, a) = −a˙f(Ωm,ΩΛ)
∞∑
n=1
En(a)θ˜n(k) , (2.36)
where f(Ωm,ΩΛ) takes into account the cosmology dependence of the solutions and
En(a) is a function depending on the growth factor. Astonishingly, the system of
equations becomes separable if one chooses f(Ωm,ΩΛ) = Ω
1/2
m and Dn = En = (D1)
n.
For Ωm = 1 and ΩΛ = 0, one recovers indeed the same recursion relations (2.26), (2.27)
as for the EdS case [71]. As a consequence, all information on the cosmological infor-
mation is then encoded in the linear growth factor D1(a) and the function f(Ωm,ΩΛ).
2.6 Growth suppression
So far, we have only considered the growth of cold dark matter perturbations in a
matter dominated background and extended the consideration to general ΛCDM cos-
mologies. This suffices to describe the late Universe but shortly after the Big-Bang
when the Universe is radiation dominated the growth factor must have evolved differ-
ently. Apart from this, we neglected pressure effects completely which are important
for radiation and baryonic matter perturbations and only considered perturbations on
length scales smaller than the Hubble radius dH = cH
−1. In the following, we give a
qualitative overview of the additional effects which occur in more general scenarios. A
more detailed treatment of these topics can be found e.g. in Peacock [61] or Dodelson
[18].
We consider first the case of a cold dark matter perturbation of length scale λ. If
λ > dH, a relativistic consideration predicts that perturbations grow with δ ∝ a2
independent of the background cosmology. Once the length scale of the perturbation
‘enters’ the horizon, i.e. λ < dH, one has to distinguish between different epochs.
If this happens during the radiation dominated phase of the Universe, the growth
of cold dark matter perturbations stalls, i.e. δ ' const, due to the expansion rate
in this epoch (Meszaros effect). As soon as a > aeq, the perturbation continues its
growth with δ ∝ a. Thus, in contrast to perturbations which enter the horizon after
matter-radiation equality, the growth is suppressed by a factor (aenter/aeq)
2.
The situation becomes more complicated for baryonic perturbations of the same length
scale λ. On superhorizon scales, where λ > dH, the perturbations grow like collisionless
fluctuations with δ ∝ a2. Once the perturbations enter the horizon, i.e. λ < dH, it
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becomes important whether they are below a critical length scale called the Jeans
length λJ, which is the minimal length at which gravity exceeds the opposing pressure
gradient. For λJ < λ < λH, gravity still dominates over pressure but the growth
is suppressed. For length scales smaller than the Jeans length, pressure exceeds the
gravitational force and the baryonic perturbations begin to behave like acoustic waves,
i.e. they oscillate due to the pressure in the coupled baryon-photon fluid. After
recombination this process stops as baryons and photons decouple and the baryonic
perturbations grow in a similar way than dark matter with δ ∝ a.
2.7 Transfer function
Although most of the scenarios discussed in the previous section can be treated ana-
lytically when they are considered isolated, it becomes difficult when one combines the
effects on all scales. Additionally, a realistic treatment would require to consider the
growth behavior of all components at once. All these effects are accounted for in the
transfer function T (k) which can be defined in the following way: consider a density
perturbation δ(k, ai) at a very early time ai where all perturbations of interest are well
outside the horizon. Additionally, choose a large-scale perturbation with wave-number
ks = 2pi/λs such that this fluctuation never suffered a period where the growth was
inhibited. If we now compare the ratio of an arbitrary fluctuation δ(k) to a large scale
fluctuation δ(ks) at early times with the same ratio today, we can define
δ(k, a = 1)
δ(ks, a = 1)
≡ T (k) δ(k, ai)
δ(ks, ai)
. (2.37)
Thus the transfer function T (k) accounts for the change in this ratio and is inde-
pendent for all relevant scales on the initial behavior of the fluctuations. From the
discussion in the previous section, we can infer the qualitative behavior of the transfer
function for cold dark matter. For large-scale perturbations, i.e. small wave-numbers
k the transfer function should approach 1, since fluctuations larger than the hori-
zon grow unhindered. The Hubble radius at matter-radiation equality aeq defines a
characteristic length scale λeq ≈ 16(Ωmh2)−1 h−1Mpc at which the transfer function
decreases significantly. Perturbations smaller than this scale are suppressed by a factor
(aenter/aeq)
2. This results in a behavior T (k) ∝ k−2 for scales smaller than λeq.
As it is complicated to calculate the transfer function directly, there are fitting formulae
available in the literature which cover the most important combinations of components.
The one most commonly used is the fitting formula of Bardeen et al. [4], which is valid
for cold dark matter perturbations
T (k) =
ln(1 + 2.34 q)
2.34 q
[
1 + 3.89 q + (16.1 q)2 + (5.46 q)3 + (6.71 q)4
]−1/4
(2.38)
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with q = k/(ΓhMpc−1). The shape parameter Γ was originally set to
Γ = Ωmh . (2.39)
Peacock and Dodds extended the validity of the transfer function to small baryonic
contributions by setting Γ = Ωmh exp(−2Ωb). In this case, the overall shape of the
transfer function is conserved but the amplitude is reduced at a certain length scale.
General models with Ωm 6= 1 can be described as well if one uses
Γ = Ωmh exp[−Ωb(1 +
√
2h/Ωb)] (2.40)
as discussed in Sugiyama [83]. If one seeks a more precise treatment of the baryonic
content, one should make use of the fitting formula by Eisenstein and Hu [22]. They
also include the oscillations of the photon-baryon plasma before decoupling. In order
to obtain a transfer function for an arbitrary choice of cosmological parameters, one
can make use of the publicly available code CMBFAST developed by Zaldarriaga and
Seljak [91].
2.8 Power spectrum
With the ingredients of the forgoing sections, we can finally find a description of
the density perturbation power spectrum in the linear regime. The only information
missing is the actual form of the initial power spectrum. Supported by inflationary
scenarios, one assumes the form of a power law, i.e.
P (k) ∝ Akns , (2.41)
where ns is the spectral index. Most models prefer a choice ns . 1. For ns = 1
the spectrum is scale-invariant, since all density fluctuations which enter the horizon
have the same amplitude independent of the expansion rate. This is also known as
Harrison-Zel’dovich spectrum and has been predicted more than three decades ago.
The amplitude A of the initial power spectrum has to be determined from observations.
If we multiply the initial power spectrum with the transfer function squared, we find
the linear power spectrum today
P (k) = AknsT 2(k) . (2.42)
Combining this result with the linear growth factor, we obtain for the evolution of the
power spectrum in the linear approximation
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P (k, a) = AknsT 2(k)D21(a) , (2.43)
which is valid for arbitrary times a.
Chapter 3
Cosmological random fields
Cosmology deals with understanding the formation and evolution of structure on large
scales. Since such a model has to cover the enormous size and time-scale of the whole
Universe, it cannot be expected to predict the exact configuration of the Universe at
any given time. Instead cosmologists try to find a statistical description of the Universe
in terms of a set of continuous random fields. These random fields behave stochastic
in the sense that we assume that our Universe represents one particular realization
from an ensemble of (all possible) Universes. They are characterized by a probability
density function, which cosmologists seek to estimate. Since observing one realization
of the Universe is not sufficient to determine the statistical properties of a random field,
one makes use of the Ergodic Theorem. It states that for well-behaved fields, ensemble
averages are equivalent to local volume averages if the number of independent regions
of space is large enough (see Adler [2]). The ergodicity assumption is usually justified
for cosmological fields, since measurements are taken in disconnected regions of the sky
that can be assumed statistically independent (Fair Sample Hypothesis, Peebles [65]).
As the Universe is described by a background geometry that assumes homogeneity and
isotropy of the (dark) matter distribution on large scales, it is important to consider
these properties for the corresponding fields, too. In this way the statistical quantities
simplify considerably.
Of particular interest in cosmology are Gaussian random fields, since inflationary
models predict the initial matter density field to be distributed randomly. Additionally,
the importance of Gaussian fields is originated in the Central Limit Theorem, which
states that any linear combination of a large number of independent random variables
forms a Gaussian distribution independent of the probability distribution describing
the single variable, as long as all variables contribute to the overall sum (Kendall and
Stuart [44]).
In the following we will give a brief overview of the most important definitions for the
statistics of random fields, consider the case of homogeneity, isotropy and Gaussianity
for such fields and apply these properties to the dark matter density field of the
Universe. A mathematical treatment of random fields is given in Adler [2], whereas a
very detailed derivation of the statistical quantities is provided in Kendall and Stuart
[44]. Applications for this to cosmology can be found in Mart´ınez and Saar [49].
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3.1 Basic definitions
Definition 3.1.1. A random variable g(x) is an assignment of a real value to an ele-
ment x ∈ Rn that follows a probability density function (p.d.f.) P [g(x)]. P [g(x)]dg(x)
corresponds to the probability that the assigned value lies in the infinitesimal cube
between g(x) and g(x) + dg(x).
Definition 3.1.2. A random field g is a set of random variables g(xi) for xi ∈ Rn
with a joint probability density function
P [g(x1), g(x2), . . . , g(xN)] ∀N ∈ N . (3.1)
One specific assignment of values for the random variables g(xi) is referred to as a
realization of the random field g.
Definition 3.1.3. If the joint probability density function factorizes to
P [g(x1), g(x2), . . . , g(xN)] = P [g(x1)]P [g(x2)] · · ·P [g(xN)] , (3.2)
the random variables g(xi) are called independent.
Definition 3.1.4. The raw moments of a random field g with p.d.f. P are defined as
expectations over products of field evaluations, if the integration is finite:
〈gn11 gn22 . . . gnNN 〉 ≡
∫
dg1dg2 . . . dgN g
n1
1 g
n2
2 . . . g
nN
N P [g1, g2, . . . , gN ] , (3.3)
where gi is the short notation of g(xi). The sum over the powers m =
∑
ni is the
order of the moment. The brackets 〈. . .〉 are often referred to as ensemble average.
The statistical properties of a random field g are described completely, if all its m-
order moments are known for all m ∈ N. The most common statistical quantities are
the first two moments, which are associated with specific names.
Definition 3.1.5. The mean or expectation value of a random field g(x) is:
µ(x) = 〈g(x)〉 ≡
∫
dg(x)g(x)P [g(x)] . (3.4)
Definition 3.1.6. The n-th order central moment is defined as n-th order raw moment
around the mean µ:
〈(g(x)− 〈g(x)〉)n〉 = 〈(g(x)− µ(x))n〉 =
∫
dg(x)(g(x)− µ(x))nP [(g(x))] . (3.5)
In the later sections we consider only random fields with zero-mean, i.e. 〈g(x)〉 = 0.
This can be done without loss of generality, since every field g can be written as
g = g′ + 〈g〉, where 〈g′〉 = 0 and 〈g〉 is a deterministic function.
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Definition 3.1.7. The second-order central moment or variance of a random field
g(x) is:
σ2g(x) = 〈(g(x)− µ(x))2〉 ≡
∫
dg(x) (g(x)− µ(x))2P [g(x)] . (3.6)
Its square root σg(x) is denoted as standard deviation.
Definition 3.1.8. If one considers the second-order central moment of a random field
g at two locations x,y ∈ Rn, the corresponding quantity is called the covariance
Cov[g(x), g(y)] ≡ 〈(g(x)− 〈g(x)〉)(g(y)− 〈g(y)〉)〉 (3.7)
=
∫
dg(x)dg(y) (g(x)− µ(x))(g(y)− µ(y))P [g(x), g(y)]
and is a measure of the dependency between g(x) and g(y). Likewise one can define
the covariance of two different random fields.
Definition 3.1.9. The dimensionless measure of the dependency of g(x) and g(y) is
given by the correlation coefficient
ρ(x,y) =
Cov[g(x), g(y)]
σg(x)σg(y)
, (3.8)
where σg(x) and σg(y) denote the corresponding standard deviations. It can be shown
that −1 ≤ ρ(x,y) ≤ 1 is valid, where a positive value indicates a correlation of the
variables and a negative value describes an anti-correlation. From the definition it
follows that ρ(x,x) = ρ(y,y) = 1.
An alternative way of describing the statistical properties of a random field is by its
connected moments :
Definition 3.1.10. The n-th connected moment of a field g is defined recursively by
〈g1〉c ≡ 〈g1〉 (3.9)
〈g1g2 . . . gN〉c ≡ 〈g1g2 . . . gN〉 − 〈g1〉c〈g2〉c . . . 〈gN〉c
−〈g1〉c〈g2 . . . gN〉c + perms
−〈g1g2〉c〈g3 . . . gN〉c + perms
− . . .
−〈g1 . . . gN−1〉c〈gN〉c + perms , (3.10)
where ‘perms’ indicates a cyclic permutation of indices.
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Definition 3.1.11. In cosmology it is common to denote the n-th order connected
moment as n-point correlation function (NPCF) with the special symbols:
ξ(x1,x2) ≡ 〈g(x1)g(x2)〉c , (3.11)
ζ(x1,x2,x3) ≡ 〈g(x1)g(x2)g(x3)〉c , (3.12)
η(x1,x2,x3,x4) ≡ 〈g(x1)g(x2)g(x3)g(x4)〉c . (3.13)
Definition 3.1.12. If we consider the recursion relation (3.9) for the particular case
that all points are situated at the same location, we can easily calculate the first few
moments:
〈g〉c = 〈g〉 ,
〈g2〉c = σ2 = 〈g2〉 − 〈g〉2c ,
〈g3〉c = 〈g3〉 − 3〈g2〉c〈g〉c − 〈g〉3c ,
〈g4〉c = 〈g4〉 − 4〈g3〉c〈g〉c − 3〈g2〉2c − 6〈g2〉c〈g〉2c − 〈g〉4c , (3.14)
where the connected moments 〈gn〉c are referred to as cumulants. If g is a mean-zero
random field, the above equations simplify considerably.
A powerful quantity for calculating statistical moments is provided by the character-
istic function φ.
Definition 3.1.13. The characteristic function of a random field g is defined as the
mean of the exponentiated random field:
φg(t) ≡ 〈exp (itg)〉 =
∫
P [g] eitgdg . (3.15)
It is also referred to as moment-generating function.
Theorem 1 (Inversion Theorem). If the characteristic function φg of a random field
g is known, it uniquely determines its probability density functions and vice versa.
A proof of this statement can be found in [44].
The n-th moment of a p.d.f can now be generated by calculating the n-th derivative
of φ(t) at the point t = 0:
φ(n)g (0) ≡
[
dnφg
dtn
]
t=0
= in〈gn〉 , (3.16)
which follows from the power series expansion of the characteristic function φg(t) =∑∞
n=0
(it)n
n!
〈gn〉.
In a similar way, we can also generate the cumulants with the help of the characteristic
function via the expansion
3.2 Homogeneous and isotropic random fields 39
lnφ(t)g =
∞∑
n=0
(it)n
n!
〈gn〉c . (3.17)
A proof can be found in Kendall and Stuart [44].
3.2 Homogeneous and isotropic random fields
Definition 3.2.1. A random field g is homogeneous if all joint p.d.f.s are invariant
under a common spatial translation, i.e.
P [g(x1 + r), g(x2 + r), . . . , g(xN + r)] = P [g(x1), g(x2), . . . , g(xN)] (3.18)
for all r ∈ Rn.
Note that if a random field is homogeneous this property is also true for all its moments.
This implies that e.g. the 2PCF depends only on the difference between the locations,
i.e. ξ(x1,x2) = ξ(x1 − x2).
Definition 3.2.2. A random field g is isotropic if all joint p.d.f.s are invariant under
the same spatial rotation in all locations, i.e.
P [g(Rx1), g(Rx2), . . . , g(RxN)] = P [g(x1), g(x2), . . . , g(xN)] (3.19)
for all rotation matrices R.
Again, this property holds for all the moments of a random field. If a random field g
is both homogeneous and isotropic, the 2PCF simplifies to ξ(x,x+ r) = ξ(|r|).
3.3 Fourier description for random fields
It is useful to study the properties of random fields in Fourier space. Throughout this
work we use the following definition for the Fourier transformations1:
Definition 3.3.1. The forward transformation F of a function g : Rn → R is defined
as
F [g(x)] = g˜(k) =
∫
Rn
dnx g(x) eik·x . (3.20)
1This convention can be remembered easily by interpreting dnk/(2pi)n as the volume element in
Fourier space.
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Definition 3.3.2. Analogously, the inverse transformation F−1 of a function g˜ :
Rn → C is given by
F−1[g˜(k)] = g(x) =
∫
Rn
dnk
(2pi)n
g˜(k) e−ik·x . (3.21)
Functions g(x) and g˜(k) that fulfill these definitions (3.20) and (3.21) are referred to
as Fourier pairs. In the following, we will also write g(k) instead of g˜(k), where no
confusion arises.
The advantage of working in Fourier space are the properties of its transformations.
The following ones can be applied for all functions f, g : Rn → R with a defined
Fourier transformation:
• The Fourier transformation is linear, i.e.
F [af(x) + bg(x)] = aF [f(x)] + bF [g(x)] . (3.22)
• The Fourier transformation of a convolution transforms into a pointwise product
F [f(x) ∗ g(x)] = F [f(x)] · F [g(x)] . (3.23)
• The Fourier transformation of the n-th derivative of a function f simplifies to
F [f (n)(x)](k) = (2piik)nF [f(x)](k) . (3.24)
Since the Dirac delta-distribution is used frequently in this thesis, we will summarize
its most important properties briefly.
Definition 3.3.3. We define Dirac’s delta-distribution via its fundamental property∫
dnx f(x) δD (x− a) = f(a) . (3.25)
Definition 3.3.4. Making use of Eq. (3.25) the formal forward Fourier transformation
of Dirac’s delta-distribution yields
F [δD (x)] =
∫
dnx δD (x) e
ik·x = 1 , (3.26)
whereas its inverse Fourier transformation results in
F−1[δD (k)] =
∫
dnk
(2pi)n
δD (k) e
−ik·x =
1
(2pi)n
. (3.27)
We will therefore treat δD (k) and 1/(2pi)
n, as well as δD (x) and 1, as Fourier pairs.
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As in real space (see Sect. 3.1) it is also possible to consider statistical moments in
Fourier space.
Definition 3.3.5. The most important one is the power spectrum Pg(k), which can
be defined for any complex, homogeneous random field g˜ as
〈g˜(k)g˜∗(k′)〉 ≡ (2pi)nδD (k − k′)Pg(k) , (3.28)
where δD (k) denotes the n-dimensional Dirac delta distribution.
Its occurrence is a direct consequence of the homogeneity of the random field and
means that different Fourier modes are uncorrelated. Note that one can show easily
that the power spectrum is always real-valued, if one calculates the complex conjugate
of Eq. (3.28) and exchanges k and k′.
Theorem 2 (Wiener-Khienchin). The 2PCF or auto-correlation function of a random
field g is related to the power spectrum in the following way:
Pg(k) =
∫
d3y eik·yξ(y) , (3.29)
if we restrict our consideration to homogeneous random fields g in three-dimensional
space. In other words the power spectrum is the (forward) Fourier transformation of
the 2PCF.
Proof. Applying the forward Fourier transformation as defined in Eq. (3.20) to the
2PCF yields
〈g˜(k)g˜(k′)〉 =
∫
d3x eik·x
∫
d3x′ eik
′·x′ξ(x− x′)
=
∫
d3x eix(k+k
′)
∫
d3y e−ik
′·yξ(y)
= (2pi)3 δD (k + k
′)Pg(k) , (3.30)
where y = x−x′ and since 〈g˜(k)g˜(k′)〉 ≡ (2pi)3δD (k + k′)Pg(k) holds for real-valued
fields g(x).
For the inverse transformation, the corresponding equation is valid, i.e.
ξ(y) =
1
(2pi)3
∫
d3k e−ik·yPg(k) . (3.31)
If one assumes additionally isotropy of the random field g, Pg(k) = Pg(|k|) and ξ(y) =
ξ(|y|) are valid.
This calculation can be extended to any order of n-spectra. Omitting the details, we
summarize the results for the third- and fourth-order moments.
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Definition 3.3.6. For any real, homogeneous random field g, we define the bispectrum
Bg(k1,k2,k3) and the trispectrum Tg(k1,k2,k3,k4) as
〈g˜(k1)g˜(k2)g˜(k3)〉c = (2pi)3 δD (k123)Bg(k1,k2,k3) ,
〈g˜(k1)g˜(k2)g˜(k3)g(k4)〉c = (2pi)3 δD (k1234)Tg(k1,k2,k3,k4) , (3.32)
where δD (k) denotes the three-dimensional delta-distribution and ki...j = ki+ · · ·+kj.
The delta-distribution appears due to the homogeneity of the field and causes that
only closed configurations in Fourier space contribute.
Definition 3.3.7. In analogy to Eq. (3.29) the bi- and the trispectrum are related to
their real space counterparts by the following equations:
Bg(k1,k2,k3) =
∫
d3x d3y eik1x eik3y ζ(x,y) ,
Tg(k1,k2,k3,k4) =
∫
d3x d3y d3z eik1x eik3y eik4z η(x,y, z) , (3.33)
where x = x1−x2, y = x3−x2 and z = x4−x3. The additional assumption of isotropy
for the fields would make the correlation functions depend only on the magnitude of
the defined differences, i.e. ζ(x,y) = ζ(x, y, φxy) and η(x,y, z) = η(x, y, z, ϕxy, ϕyz),
respectively.
3.4 Gaussian random fields
Definition 3.4.1. A mean-zero random field g is called multivariate Gaussian if the
joint probability distribution function follows a multivariate Gaussian distribution of
the form
P [g1, g2, . . . , gN ] dg1dg2 . . . dgN =
exp
[
−1
2
∑
ij giC
−1
ij gj
]
√
(2pi)N detC
dg1dg2 . . . dgN , (3.34)
where we used for convenience the notation gi = g(xi). Cij is denoted as the covariance
matrix of g, which can be identified with Cij = 〈gigj〉.
Definition 3.4.2. If each variable gi of a multivariate Gaussian random field g is
independent, then the covariance matrix Cij is diagonal, i.e. Cij = δijσ
2
i holds. In this
case Eq. (3.34) is the product of the p.d.f.s of N Gaussian distributions
P [g1]P [g2] · · ·P [gN ] dg1dg2 . . . dgN =
N∏
i=1
exp (−g2i /2σ2gi)√
2piσ2gi
dg1dg2 . . . dgN . (3.35)
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An alternative characterization of a Gaussian random field g is provided by the fol-
lowing theorem.
Theorem 3 (Wick Theorem). A random field g is multivariate Gaussian, if the mo-
ments of its elements gi decompose to:
〈g1, g2, . . . , g2p〉 =
∑
all perms.
〈g1g2〉c〈g3g4〉c · . . . · · · 〈g2p−1g2p〉c ,
〈g1, g2, . . . , g2p+1〉 = 0 (3.36)
and vice versa. In other words, for Gaussian random fields any even correlation func-
tion can be expressed in terms of a product of all permutations of 2PCFs, whereas the
odd correlation functions vanish.
A direct consequence of the theorem (3.36) is that all higher-order connected moments
(apart from N = 2) are equal to zero for Gaussian fields.
Example 3.4.3. Consider a zero-mean random variable g with a Gaussian p.d.f.
P [g] dg =
1√
2piσ2g
exp (−g2/2σ2g) dg (3.37)
and let us calculate its first few moments. This can be done easily with the help of
the characteristic function as defined in Eq. (3.15):
φg(t) =
∫ ∞
−∞
dg
1√
2piσ2g
exp (−g2/2σ2g) exp (itg)
=
∫ ∞
−∞
dg
1√
2piσ2g
exp
(
− 1
2σ2g
[
(g − itσ2g)2 + t2σ4g
])
=
1√
2piσ2g
exp
(
−t
2σ2g
2
)∫ ∞
−∞
dg exp
[
1
2σ2g
(g − itσ2g)2
]
= exp
(
−t
2σ2g
2
)
. (3.38)
The n-th raw moment can now be determined by evaluating the nth-derivative of the
characteristic function at t = 0 (see Eq. (3.16)). In this way, we obtain the following
results:
〈g〉 = 0 ,
〈g2〉 = σ2g
〈g4〉 = 3σ4g
〈g2n+1〉 = 0 , (3.39)
which is consistent with the prediction of Wick’s theorem (3.36).
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Example 3.4.4. Consider zero-mean random variables gi for i = 1, . . . , 4 with a
Gaussian p.d.f.. The 4-th moments are then
〈g1g2g3g4〉 = 〈g1g2〉〈g3g4〉+ 〈g1g3〉〈g2g4〉+ 〈g1g4〉〈g2g3〉
〈g1g2g3g4〉c = 〈g1g2g3g4〉 − 〈g1g2〉〈g3g4〉 − 〈g1g3〉〈g2g4〉 − 〈g1g4〉〈g2g3〉
= 0 . (3.40)
Gaussian distributions exhibit several appealing properties, which makes their consid-
eration important:
• If the random fields f and g are independent and normally distributed, any
linear combination h = af + bg of the two also follows a Gaussian distribution
for a, b ∈ R.
• The Fourier transformation of a Gaussian p.d.f. P is again of a Gaussian shape,
since F [P (g)] = ∫ dg P (g)eikg = φg(k) = exp(−k2σ2g2 ) according to Eq. (3.38).
• A Gaussian mean-zero random field is completely determined by its power spec-
trum.
Theorem 4 (Central Limit Theorem). If the random fields f1, . . . , fn are independent
and distributed according to any p.d.f. with finite mean and variance, then the sum
g =
∑n
i=1 fn will have a p.d.f. that converges to a Gaussian for large n.
A proof of this can be found in [2] or [44].
3.5 The density contrast field
The central quantity for analyzing galaxy and mass clustering statistically is the den-
sity contrast or density perturbation field δ(x, t) of dark matter. It is defined as the
relative deviation of the local dark matter density field ρ(x, t) from the average density
of the Universe ρ¯(t):
δ(x, t) =
ρ(x, t)− ρ¯(t)
ρ¯(t)
, (3.41)
where the t-dependence is usually omitted. In this way, the mean density contrast
is by definition zero and we can make use of the properties for mean-zero Gaussian
random fields if we consider the density contrast at early times.
Its connected moments are used to describe and measure the statistical properties of
structure in the Universe. For our consideration we need all orders up to the fourth
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moment, namely the power-, bi- and trispectrum:
〈δ˜(k1)〉 = 0 ,
〈δ˜(k1)δ˜(k2)〉c = (2pi)3 δD (k12)P (k1) ,
〈δ˜(k1)δ˜(k2)δ˜(k3)〉c = (2pi)3 δD (k123)B(k1,k2,k3) ,
〈δ˜(k1)δ˜(k2)δ˜(k3)δ˜(k4)〉c = (2pi)3 δD (k1234)T (k1,k2,k3,k4) , (3.42)
where δD (k) denotes the three-dimensional Dirac delta-distribution and ki...j = ki +
. . .+ kj. If one considers moments of the energy density ρ(k) instead, one can obtain
them from the density contrast moments, as can be seen for the example of the real
space 2PCF:
ξ(ra, rb) ≡
〈
δ(ra)δ(rb)
〉
=
〈
(ρ(ra)− ρ¯)(ρ(rb)− ρ¯)/ρ¯2
〉
=
〈
ρ(ra)ρ(rb)
〉
/ρ¯2 − 1 . (3.43)
Since the power spectrum determines a Gaussian p.d.f. completely, it is one of the most
important quantities to measure in cosmology. Due to the homogeneity and isotropy
of the Universe, the power spectrum depends only on the magnitude of the wave-vector
k and allows one to perform the angular integration in Eq. (3.31) immediately, so that
ξ(r) =
1
(2pi)3
∫
dk 4pik2P (k)
sin(kr)
kr
. (3.44)
With this equation it is possible to obtain a useful expression for the variance of the
fluctuation field δ(x) in real space:
σ2 ≡ 〈δ(x)2〉 = ξ(0)
=
1
(2pi)3
∫
4pik2P (k)dk
=
1
(2pi)3
∫
4pik3P (k)d ln k . (3.45)
It is used to determine the dimensionless power spectrum ∆2(k), which is defined as
the variance per logarithmic wave-number (∆2(k) ≡ dσ2/d ln k):
∆2(k) =
k3
2pi2
P (k) . (3.46)
In this way ∆2(k) = 1 obtains a clear interpretation2. It means that there are order
unity density fluctuations from modes in the logarithmic bin around wave-number k
(see e.g. Peacock [60]).
2In the literature there are two conventions used for the Fourier transformations (3.20), (3.21)
leading to different relations between P (k) and ∆(k): Our definition leads to a factor k3/2pi2
following the book by Peebles [65], whereas the alternative one has a factor 4pik3 as e.g. used in
Bernardeau et al. [6].
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3.5.1 Smoothed density contrast field
If we want to apply the formalism for random fields to real objects, we have to take into
account the finite size of the observed objects. This means that we are not interested in
the behavior of the density field at scales smaller than a typical length R. A common
practice in cosmology is therefore to consider the smoothed perturbation field
δR(x) =
∫
d3x′WR(x′ − x)δ(x′) , (3.47)
which is defined as the convolution of the original field δ(x) with some filter function
WR(x). Typically, two different types of filter are used: Either the top-hat filter
WTHR (r) =
{
3
4piR3
, for r ≤ R,
0 , otherwise ,
(3.48)
which smooths over a finite spherical volume of radius R or the Gaussian filter
WGR (r) =
1√
(2pi)3R3
exp (−r2/2R2) . (3.49)
Note that both filters are normalized such, that
∫
d3rWR(r) = 1 holds.
The Fourier transformation of the smoothed perturbation field is related to the unfil-
tered field according to
δ˜R(k) = W˜R(k)δ(k) , (3.50)
where the Fourier counterparts of the top-hat and Gaussian filter are calculated to be
W˜THR (k) =
3
k3R3
[sin(kR)− kR cos(kR)] (3.51)
and
W˜GR (k) = exp(−k2R2/2) , (3.52)
respectively. With the above considerations it is now possible to find an expression
for the smoothed variance:
σ2R(r) =
∫
∆2(k)|W˜R(k)|2d ln k . (3.53)
3.5.2 Bispectrum
With the ingredients from perturbation theory (see Chapter 2), we can calculate ar-
bitrary moments of the density field in the linear approximation. This description
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is only valid on large scales, where the linear density contrast δ1(k) follows the ini-
tial Gaussian distribution. The basic procedure is to expand the non-linear density
contrast field at the considered location according to
δ(k) = δ1(k) + δ2(k) + . . . , (3.54)
where the δn(k) are coupled to the n-th power of the linear density contrast δ1(k) via
the integral equation (2.26). If one calculates a specific moment of the density contrast,
one has to find the non-vanishing contribution of lowest order in the δn(k) to that
moment. This order is also known as tree-level contribution. A detailed description
of this construction can be found in Fry [25]. In the following, we will derive the
perturbation theory expressions of the bi- and trispectrum expressions explicitly.
The lowest non-vanishing order of the perturbation theory bispectrum has the form
〈δ1δ1δ2〉c, since the contribution 〈δ1δ1δ1〉c is 0 for Gaussian random fields due to Wick’s
theorem (see Eq. 3.36). Thus, we have to expand the density field to second-order to
find the tree-level bispectrum:
(2pi)3 δD (k123)Bpt(k1,k2,k3) ≡ 〈δ(k1)δ(k2)δ(k3)〉tree
= 〈[δ1(k1) + δ2(k1)][δ1(k2) + δ2(k2)]
× [δ1(k3) + δ2(k3)]〉
' 〈δ1(k1)δ1(k2)δ2(k3)〉+ 〈δ1(k1)δ2(k2)δ1(k3)〉
+ 〈δ2(k1)δ1(k2)δ1(k3)〉 , (3.55)
where we neglect higher-order contributions in the third step. To relate the second-
order density field to the linear one, we use integral equation (2.26) in the form
δ2(k) =
∫
d3q1
(2pi)3
∫
d3q2 δD (k − q1 − q2)F2(q1, q2)δ1(q1)δ1(q2) , (3.56)
where F2 denotes the second-order coupling function as defined in Sect. 2.4.3. Inserting
this into Eq. (3.55), we finally find
Bpt(k1,k2,k3) = 2 [F2(k1,k2)P (k1)P (k2) + F2(k2,k3)P (k2)P (k3)
+ F2(k3,k1)P (k3)P (k1)]
= 2F2(k1,k2)P (k1)P (k2) + 2 perms. , (3.57)
where the permutations are considered with respect to the wave-vectors ki and P (ki)
denotes the linear power spectrum as defined in Eq. (2.42).
48 Chap. 3: Cosmological random fields
3.5.3 Trispectrum
For the lowest non-vanishing order of the perturbation theory trispectrum we have
to expand the density contrast up to third-order, since 〈δ1δ1δ1δ1〉c is 0 for Gaussian
random fields due to Wick’s theorem (see Eq. 3.36). The tree-level trispectrum splits
into two types of terms 〈δ1δ1δ2δ2〉c and 〈δ1δ1δ1δ3〉c and one finds:
(2pi)3 δD (k1234)Tpt(k1,k2,k3,k4) ≡ 〈δ(k1)δ(k2)δ(k3)δ(k4)〉tree
= 〈[δ1(k1) + δ2(k1) + δ3(k1)][δ1(k2) + δ2(k2) + δ3(k2)]
× [δ1(k3) + δ2(k3) + δ3(k3)]〉
' 〈δ1(k1)δ1(k2)δ2(k3)δ2(k4)〉+ 5perms.
+ 〈δ1(k1)δ1(k2)δ1(k3)δ3(k4)〉+ 3perms. , (3.58)
where ‘n perms.’ denotes that we have to consider n permutations of the forgoing
expression. In case of the first term the permutations are with respect to δ2, in the
second they are with respect to δ3. Substituting all non-linear densities with the
integral equation (2.26), one obtains after some algebra for the perturbation theory
trispectrum
Tpt(k1,k2,k3,k4) = 4Ta + 6Tb (3.59)
with
Ta = P (k1)P (k2) [P (k13)F2(k1,−k13)F2(k2,k13) + P (k14)F2(k1,−k14)F2(k2,k14)]
+ P (k1)P (k3) [P (k12)F2(k1,−k12)F2(k3,k12) + P (k14)F2(k1,−k14)F2(k3,k14)]
+ P (k1)P (k4) [P (k12)F2(k1,−k12)F2(k4,k12) + P (k13)F2(k1,−k13)F2(k4,k14)]
+ P (k2)P (k3) [P (k21)F2(k2,−k21)F2(k3,k21) + P (k24)F2(k2,−k24)F2(k3,k24)]
+ P (k2)P (k4) [P (k21)F2(k2,−k21)F2(k4,k21) + P (k23)F2(k2,−k23)F2(k4,k23)]
+ P (k3)P (k4) [P (k31)F2(k3,−k31)F2(k4,k31) + P (k32)F2(k3,−k32)F2(k4,k32)] ,
where we use the short form kij = ki + kj and
Tb = F3(k1,k2,k3)P (k1)P (k2)P (k3) + F3(k2,k3,k4)P (k2)P (k3)P (k4)
+ F3(k3,k4,k1)P (k3)P (k4)P (k1) + F3(k4,k1,k2)P (k4)P (k1)P (k2) .
Note that F2 and F3 are the mode coupling functions as defined in Sect. 2.4.3 and
P (ki) denotes the linear power spectrum (see Eq. 2.42). For notational convenience
we use in the following for the tree-level trispectrum the short form
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Ta = P (k1)P (k2) [P (k13)F2(k1,−k13)F2(k2,k13)
+ P (k14)F2(k1,−k14)F2(k2,k14)] + 5 perms. , (3.60)
and
Tb = F3(k1,k2,k3)P (k1)P (k2)P (k3) + 3 perms. . (3.61)
3.6 The projected density field
In weak lensing we are usually not interested in the three-dimensional polyspectra,
but in their two-dimensional projection on the sky. For this reason we consider the
projection of the density contrast δ(x) along the backwards directed light cone of the
observer. If we choose our coordinate system such that x = (fK(w)θ, w), where θ
resembles a two-dimensional vector on the sky and the comoving distance w gives the
depth along the line of sight of the observation, the projected field is defined as
gi(θ) =
∫ wH
0
dw qi(w)δ(fK(w)θ, w) , (3.62)
where qi(w) is a weight function, which varies only slowly with w and wH is the
comoving distance of the horizon.
For weak lensing applications the weight functions are usually of the form:
qi(w) =
3
2
(
H0
c
)2
Ωm
a(w)
∫ wH
w
dw′p(w′)
fK(w − w′)
fK(w′)
fK(w) ≡ G(w)fK(w) , (3.63)
where p(w) denotes the distribution function of observed source galaxies. For this
work, we make use of two types of distributions: the first type resembles a realistic
redshift distribution
p(w)dw = p(z)dz =
β
z0Γ(3/β)
(
z
z0
)2
e−(z/z0)
β
dz , (3.64)
as suggested by Brainerd et al. [12], where Γ denotes Euler’s gamma function. The
parameter β specifies how fast the distribution falls off towards high redshifts, while z0
is related to the mean redshift z¯ of the distribution. A common choice is β = 1.5 and
z¯ ≈ 1.5z0. The second type assumes that all observed galaxies are located at a single
redshift plane at zs. This corresponds to setting the galaxy distribution in Eq. (3.63)
to a Dirac delta-distribution, which is the typical choice for ray-tracing simulations.
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A detailed derivation of the weak lensing weight function in Eq. (3.63) can be found
in Bartelmann and Schneider [5]. If we insert this weight function into Eq. (3.62), we
obtain an expression for the projected density contrast field or effective convergence
κ(θ) =
∫ wH
0
dwG(w)fK(w)δ(fK(w)θ, w) . (3.65)
As for the three-dimensional case (see Sect. 3.5), we can calculate the first few moments
of the convergence field in Fourier space:
〈κ(l1)〉 = 0 ,
〈κ(l1)κ(l2)〉c = (2pi)2 δD (l12)Pκ(l1) ,
〈κ(l1)κ(l2)κ(l3)〉c = (2pi)2 δD (l123)Bκ(l1, l2, l3) ,
〈κ(l1)κ(l2)κ(l3)κ(l4)〉c = (2pi)2 δD (l1234)Tκ(l1, l2, l3, l4) , (3.66)
where δD (x) denotes the two-dimensional delta-distribution and li...j = li + . . .+ lj.
If one performs the projection as described in Eq. (3.65) of the density contrast δ(x)
and calculates the Fourier transformation of 〈κ(θ1)κ(θ2)〉, one obtains the effective
convergence power spectrum
Pκ(l) =
∫ wH
0
dwG2(w)Pδ
(
l
fK(w)
, w
)
, (3.67)
which relates the 2PCF of the projected field to that of the three-dimensional field.
This important result is one form of the Limber equation. A detailed calculation of
this can be found e.g. in Bartelmann and Schneider [5] or Kaiser [41].
Similarly, the projected versions of the bi- and trispectrum can be derived:
Bκ(l1, l2, l3) =
∫ wH
0
dw
fK
G3(w)Bδ
(
l1
fK
,
l2
fK
,
l3
fK
, w
)
, (3.68)
Tκ(l1, l2, l3, l4) =
∫ wH
0
dw
f 2K
G4(w)Tδ
(
l1
fK
,
l2
fK
,
l3
fK
,
l4
fK
, w
)
, (3.69)
where fK ≡ fK(w) denotes the angular diameter distance and Bδ and Tδ the three-
dimensional matter bi- and trispectrum as defined in Eqs. (3.42).
In analogy to the three-dimensional case in Eq. (3.46), we define the dimension-
less convergence power spectrum ∆2κ(l) as the variance per logarithmic wave-number
(∆2κ(l) ≡ dσ2/d ln l):
∆2κ(l) =
l2
2pi
Pκ(l) . (3.70)
This quantity is convenient for displaying the convergence power spectrum in Sect. 6.2.
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3.7 Moment Estimation
In the previous sections, we gave an introduction to the theory of cosmological random
fields. Observables such as the density contrast can be understood as a set of random
variables assigned with a joint probability function. The nature of the probability
function itself can be determined with the help of all the moments of the random
variable. We now estimate some of these moments from measurements.
3.7.1 Properties of estimators
Definition 3.7.1. Let x1, x2, . . . , xN be N measurements of a random variable x and
let its p.d.f. P = P (x1, x2, . . . , xN ; θ) depend additionally on some unknown parameter
θ. An estimator θˆN = θˆN(x
1, x2, . . . , xN) is a function of the observed data, whose
value is a guess of the unknown parameter θ. Estimators are in the following denoted
with a hat, while the number of measurements N in the index is usually omitted.
There is no unique way on how to construct an estimator for a specific parameter. But
it is important that the estimator inhibits certain properties. The most important ones
are: consistency, unbiasedness, efficiency and robustness, which will be defined in the
subsequent definitions.
Definition 3.7.2. An estimator θˆN is said to be consistent, if its value converges
in probability to the true value θ as the number of measurements N increases. More
formally, it means that any estimator θˆ determined fromN measurements is consistent,
if for all  > 0 and η > 0 there is some n such that the probability that
|θˆN − θ| <  (3.71)
is greater than 1− η for all N > n.
Definition 3.7.3. The difference between the expectation value of θˆN and its true
value θ is called the bias b of an estimator, i.e. 〈θˆN〉 − θ = b. If b = 0, the estimator
θˆN is said to be unbiased.
Example 3.7.4. Let us consider the sample mean
µˆ =
1
N
N∑
i=1
xi , (3.72)
whereN is the number of observed data points. Eq. (3.72) is an example of an unbiased
estimator of the true mean µ, since 〈µˆ〉 = 1
N
∑N
i=1〈xi〉 = 〈x〉 = µ.
Example 3.7.5. A biased estimator for the variance σ2 is given by
σ̂2 =
1
N
N∑
i=1
(
xi − µˆ)2 , (3.73)
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where µˆ is the sample mean as defined in Eq. (3.72). By calculating the mean of σ̂2
to be
〈σ̂2〉 = N − 1
N
(〈x2〉 − 〈x〉2) = N − 1
N
σ2 , (3.74)
where we considered different data points xi to be independent, we find that the bias
is b = σ2/N . Multiplying Eq. (3.73) with a factor N/(N − 1) yields an unbiased
estimator for the variance, which we refer to as sample variance.
Definition 3.7.6. If the sample variance of an estimator θˆN is lower than the one of
some other estimator of the same parameter, it is called more efficient. If a minimum
variance unbiased estimator σ2min exists, the efficiency of an estimator θˆN is defined as
eff(θˆN) =
σ2min
σ2
θˆ
, (3.75)
where σ2
θˆ
denotes the variance of the estimator. The estimator θˆ is said to be efficient,
if eff(θˆN) = 1.
Remark. Under certain regularity conditions (see [43] for details) the minimum vari-
ance of a biased estimator is given by the Crame´r-Rao-bound :
σ2
θˆ
≤ σ2min =
(
1 +
∂b
∂θ
)2 /
I(θ) , (3.76)
where
I(θ) =
〈( ∂
∂θ
N∑
i=1
lnP (xi; θ)
)2〉
(3.77)
is the Fisher information, b the bias and P (xi; θ) the p.d.f. of the data point xi. For
unbiased estimators the nominator in Eq. (3.76) is one.
3.7.2 Estimation of covariance matrices
Lemma 3.7.7. Let x, y be two random variables, which have been measured N times
in independent pairs (xi, yi) and let µˆx, µˆy be their estimated sample means as defined
in Eq. (3.72). We define now two different estimators for the covariance of the random
variables x and y. The maximum likelihood estimator is defined as
Ĉov[x, y]MLE ≡ 1
N
N∑
i=1
(xi − µˆx)(yi − µˆy) (3.78)
and is biased, whereas the sample covariance estimator is given by
Ĉov[x, y]SE ≡ 1
N − 1
N∑
i=1
(xi − µˆx)(yi − µˆy) (3.79)
and is unbiased.
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Proof. We calculate the expected value of
∑N
i=1(x
i − µˆx)(yi − µˆy):
〈 N∑
i=1
(
xi − µˆNx
) (
yi − µˆNy
) 〉
=
〈 N∑
i=1
(
xiyi − xi 1
N
N∑
j=1
yj − yi 1
N
N∑
j=1
xj +
1
N
N∑
j=1
xj
1
N
N∑
k=1
yk
)〉
=
〈 N∑
i=1
xiyi − 1
N
N∑
i=1
xi
N∑
j=1
yj
〉
= N〈xy〉 − 1
N
〈 N∑
i=1
xi
〉〈 N∑
j 6=i
yj
〉
− 1
N
〈 N∑
i=1
xiyi
〉
= (N − 1) (〈xy〉 − 〈x〉〈y〉) = (N − 1)Cov[x, y] . (3.80)
Multiplying Eq. (3.80) with 1/N gives the biased estimator for the covariance (Eq. (3.78)),
whereas with 1/(N − 1) results in the unbiased estimator of Eq. (3.79). Note that in
the limit of large N both estimators yield the same result.
3.7.3 Errors of estimators
We are now interested in the expected error when we estimate the mean and variance
of a random variable x from samples.
Definition 3.7.8. We measure the performance of an estimator θˆ by its mean square
error
MSE ≡ 〈(θˆ − θ)2〉 = σ2
θˆ
+ b2 , (3.81)
which combines the uncertainty due to variance and bias.
Lemma 3.7.9. Let µˆ be the sample mean of some random variable x that has been
determined from N measurements. The standard deviation of µˆ is called sample error
of the mean and is given by
σˆSEM =
σx√
N
, (3.82)
where σx is the standard deviation of the random variable x.
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Proof.
σˆ2SEM = σ
2
µˆx = 〈µˆ2x〉 − 〈µˆx〉2
=
〈 1
N
N∑
i=1
xi
1
N
N∑
j=1
xj
〉
− µ2
=
〈 1
N
N∑
i=1
xi
〉〈 1
N
N∑
j 6=i
xj
〉〈 1
N2
N∑
i=1
(xi)2
〉
− µ2
=
1
N
〈x〉(N − 1)〈x〉+ 1
N
〈x2〉 − µ2
=
1
N
(〈x2〉 − 〈x〉2) = σ2x
N
(3.83)
Lemma 3.7.10. Let σˆ2x be the sample variance of some random variable x, which
has been determined from N independent measurements. The sample error of the
variance is then given by
σSEV = 〈σˆ2x〉 =
1√
N
(
m4 − N − 3
N − 1σ
4
x
)−1/2
, (3.84)
where m4 is the fourth central moment of the random variable x as defined in Eq. (3.5)
and σx its standard deviation.
For a proof see e.g. Kendall and Stuart [44].
Remark. In the limit of large N , Eq. (3.84) becomes
σSEV =
1√
N
(
m4 − σ4x
)−1/2
. (3.85)
If the random variable x follows a Gaussian distribution, Eq. (3.84) simplifies to
σSEV =
σ2x√
2(N − 1) , (3.86)
since m4 = 3σ
4
x holds due to Eq. (3.38).
Chapter 4
Halo model description of dark matter
In the previous chapters we introduced the notion of random fields and how to describe
the statistical properties of the dark matter density field with their help. As long as
we are in the linear regime, where |δ|  1, perturbation theory provides a reliable
basis to derive analytical expressions for the N -point correlation functions (N -PCF).
However, a lot of interesting phenomena in cosmology, such as gravitational clustering,
occur on highly non-linear scales, where the perturbative description long since broke
down. In order to explore the statistics of the density field in the non-linear regime,
we can make use of numerical N -body simulations. Although simulations give us
some important insight into structure formation, their disadvantage is that they are
computationally very costly and do not offer a physical understanding of the results
found. An alternative way to investigate the non-linear regime is provided by the
semi-analytic halo model, which gained a lot of interest in the literature recently [17,
51, 74]. It assumes that all dark matter in the Universe is bound in virialized halos.
If one has an appropriate description of these halos, it is possible to find an analytic
expression for the N -point correlation function of dark matter. This approach suggests
a separate treatment on different scales: on small scales the statistics is dominated by
the spatial distribution of dark matter within the halos and one makes use of results
from numerical simulations yielding typical halo mass profiles. On large scales the
statistics depends on the abundance of the halos and their clustering properties and is
described by perturbation theory. As a consequence, the power spectrum splits into
two terms
P (k) = P1h(k) + P2h(k) ,
which indicate the different behavior in the two regimes as illustrated in Fig. 4.1. On
small scales the power spectrum is dominated by the 1-halo-term P1h, which describes
correlations of dark matter within one halo, whereas on large scales the largest contri-
bution comes from the 2-halo-term P2h, which accounts for correlations between two
halos.
This chapter is organized in the following way: section 4.1 covers the analytic treat-
ment of the halo model and provides a recipe to calculate any N -PCF for a continu-
ous mass distribution of halos. This consideration is completely general in the sense
that the specific description of the halos can be included afterwards. It is known as
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Figure 4.1: Dimensionless power spectrum ∆2(k) ≡ k3/2pi2P (k) against wave-number
k as calculated with the halo model. The complete power spectrum (black line) has two
contributions: One from the 1-halo-term (green line), which contributes mainly on small
scales and another from the 2-halo-term (blue line), which is dominant on large scales. The
linear power spectrum (red line) is appropriate only for wave-numbers below k = 0.1hMpc−1.
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Bertschinger-Scherrer-formalism [69]. The subsequent sections address the various
ingredients of the halo model, such as the mass function of halos (Sect. 4.3), the
halo bias (Sect. 4.4) or the halo profile (Sect. 4.5). Since the description of these
ingredients is not unique, their choice has to be adjusted judiciously according to the
addressed problem. The theoretical background for describing analytically when a
bound object has formed is provided by the spherical collapse model, which we review
in section 4.2. Its main result consists of two quantities, the linear density contrast of
a virialized halo δsc and the non-linear counterpart ∆vir. The linear density contrast is
used to approximate the time-evolution of a collapsing object from a small overdensity
to a virialized object. It is important for defining a mass function of how frequent
halos of a specific mass are and for the halo bias consideration. The non-linear den-
sity contrast gives the actual density contrast of an object that has just formed and
is used to parametrize the halo profile. After considering the different ingredients of
the halo model, we will define in section 4.6 a building block to simplify the notation
for the N -PCFs considerably. Finally, in section 4.7, we will summarize the choice of
ingredients used for this thesis.
4.1 Statistics for halo density fields
In the following, we will derive a general formalism to calculate the N -PCF of dark
matter for continuous density fields. The treatment will be completely general. All
specific properties of halos, such as their profile, abundance or spatial distribution can
be incorporated into the description later. A detailed discussion of the choice of ingre-
dients for the halo model is the main topic of the subsequent sections. Historically, this
formalism goes back to Neyman and Scott [58] who analyzed the spatial distribution
of galaxies in 1952. Their original description was only valid for discrete density fields
and was formulated entirely in terms of real space coordinates. Additionally, they
used a model for halo clustering which turned out to be not very realistic. The first to
provide a general formalism to characterize the statistical properties of random fields
were Scherrer and Bertschinger [69] in 1991. In contrast to Neyman and Scott, they
considered the correlation functions also in Fourier space which simplifies the involved
convolutions considerably. Furthermore, their formalism allows to incorporate more
realistic halo-halo correlations into the model.
4.1.1 Average mass density
The basic assumption of the halo model is that all dark matter is bound in spherical
halos which implies that the average density of the Universe is
ρ¯ = 〈ρ(x)〉 =
∫ ∞
0
dmmn(m) , (4.1)
58 Chap. 4: Halo model description of dark matter
where n(m) is the comoving halo mass function denoting the abundance of halos
with mass m (see Sect. 4.3 for a detailed consideration) and the brackets denote the
ensemble average as defined in section 3.1. Additionally, this means that the density
field at an arbitrary position is given as a superposition of all halo density profiles in
the Universe at this point:
ρ(x) =
∑
i
f(mi,x− xi) ≡
∑
i
mi u(mi,x− xi) , (4.2)
where f(mi,x−xi) denotes the density profile of the i-th halo with center of mass at
xi and u ≡ f/mi is the normalized profile, which fulfills∫
d3x u(m,x− x1) = 1 . (4.3)
By parameterizing the halo profile in this way, we assume that its shape at a position
x depends only on the halo mass and distance to the center (see Sect. 4.5). Since we
are seeking a description for continuous variables, we rewrite Eq. (4.2) with Dirac’s
delta distribution such that
ρ(x) =
∫
dm1 d
3x1
∑
i
δD (m1 −mi) δD (x1 − xi)m1 u(m1,x− x1) . (4.4)
Equipped with these equations, we check whether averaging over the mass density, as
given in Eq. (4.4), really results in the mean density of the Universe:
〈ρ(x)〉 =
〈∑
i
mi u(mi,x− xi)
〉
=
〈∫
dm1 d
3x1
∑
i
δD (m1 −mi) δD (x1 − xi)m1u(m1,x− x1)
〉
=
∫
dm1m1
〈∑
i
δD (m1 −mi) δD (x1 − xi)
〉∫
d3x1 u(m1,x− x1)
=
∫
dm1m1
〈∑
i
δD (m1 −mi) δD (x1 − xi)
〉
. (4.5)
Comparing this result with Eq. (4.1), we find that 〈ρ(x)〉 = ρ¯ holds, if we identify
n(m) =
〈∑
i
δD (m−mi) δD (x− xi)
〉
(4.6)
as the halo mass function. Note that the ensemble average goes of the position x and
thus the halo mass function is only mass-dependent.
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4.1.2 2-point correlation function
With the formalism developed in the foregoing section, we can calculate the 2-point
correlation function (2PCF) of the halo density contrast ξ(ra, rb) as defined in section
3.5. Since we worked so far in terms of the mass density, we will calculate first the
2PCF of the mass density in the halo model approach and then transform the resulting
expression to a 2PCF in terms of the density contrast:
〈
ρ(ra)ρ(rb)
〉
=
∫
dm1 d
3x1u(m1, ra − x1)
∫
dm2 d
3x2u(m2, rb − x2)
×
〈∑
i,j
δD (m1 −mi) δD (x1 − xi) δD (m2 −mj) δD (x2 − xj)
〉
, (4.7)
where we applied Eq. (4.4) twice. In order to simplify the expression, we distinguish
between two cases. If i = j, we consider correlations within the same halo and obtain
for the brackets in the last line of Eq. (4.7)
〈∑
i
δD (m1 −mi) δD (x1 − xi) δD (m2 −mi) δD (x2 − xi)
〉
=
〈∑
i
δD (m1 −mi) δD (m2 −m1) δD (x1 − xi) δD (x2 − x1)
〉
= δD (m2 −m1) δD (x2 − x1)
〈∑
i
δD (m1 −mi) δD (x1 − xi)
〉
= δD (m2 −m1) δD (x2 − x1)n(m1) , (4.8)
where we used the properties of Dirac’s delta distribution to rearrange the indices in
the second step and Eq. (4.6) to obtain the final result.
The case i 6= j corresponds to correlations between different halos, which leads to the
definition of the halo seed function ξhh(m1,m2,x1,x2):
〈∑
i6=j
δD (m1 −mi) δD (x1 − xi) δD (m2 −mj) δD (x2 − xj)
〉
≡ n(m1)n(m2) (1 + ξhh(m1,m2,x1,x2)) . (4.9)
If halos are independently distributed, then ξhh = 0. Otherwise it measures the excess
due to the clustering of halos. An explicit form of the halo seed function can be derived
in the frame of a model for halo clustering and is discussed in Sect. 4.4.
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By inserting the results of the two cases, i.e. Eq. (4.8) and Eq. (4.9), into Eq. (4.7) and
transforming them to the 2PCF of halo density contrasts making use of ξ(ra, rb) =
〈ρ(ra)ρ(rb)〉/ρ¯2 − 1, one obtains
ξ1h(ra, rb) =
1
ρ¯2
∫
dm1 d
3x1m
2
1n(m1)u(m1, ra − x1)u(m1, rb − x1) , (4.10)
ξ2h(ra, rb) =
1
ρ¯2
∫
dm1 dm2 d
3x1 d
3x2m1m2n(m1)n(m2)
× u(m1, ra − x1)u(m2, rb − x2) ξhh(m1,m2,x1,x2) . (4.11)
Note that the 1/ρ¯2 factor appears due to the change of variables from mass density
to density contrast. The 1 of the previous Equation cancels with the first term of
Eq. (4.9), which then only contains the seeded halo term. The two equations above
are denoted the 1-halo and the 2-halo term of the 2PCF, since they are associated
with correlations within one halo or between two halos, respectively and sum up to
the complete 2PCF:
ξ(ra, rb) = ξ1h(ra, rb) + ξ2h(ra, rb) . (4.12)
4.1.3 Power spectrum
It is possible to simplify the derived expressions further by transforming them to
Fourier space, resulting in
ξ(ra, rb) =
∫
d3k
(2pi)3
P (k)e−ik·(ra−rb) . (4.13)
The kernel can be identified with the power spectrum, since ξ(r) and P (r) are a
Fourier pair (see Sect. 3.3). One way to find the expression (4.13) is by starting with
the decomposition (4.12) of the 2PCF. We first calculate the 1-halo term of the power
spectrum P1h explicitly, starting from Eq. (4.10):
4.1 Statistics for halo density fields 61
ξ1h(ra, rb) =
1
ρ¯2
∫
dm d3x1m
2n(m)u(ra − x1)u(rb − x1)
=
∫
dm
(
m
ρ¯
)2
n(m)
∫
d3x u(x)u(x− ra + rb)
=
∫
dm
(
m
ρ¯
)2
n(m)
∫
d3r δD (ra − rb − r)
×
∫
d3x u(x)u(x− r)
=
∫
dm
(
m
ρ¯
)2
n(m)
∫
d3r
∫
d3k
(2pi)3
e−ik·(ra−rb−r)
×
∫
d3x u(x)u(x− r)
=
∫
dm
(
m
ρ¯
)2
n(m)
∫
d3k
(2pi)3
e−ik·(ra−rb)
×
∫
d3r eik·r
∫
d3x u(x) v(r − x) , (4.14)
where we dropped the mass dependency of the profile and performed a coordinate
transformation in the second step. In the final step, we substituted v(r−x) := u(x−r)
in order to obtain the convolution (u ∗ v)(r) = ∫ d3x u(x) v(r − x). The last line of
equation (4.14) can now be simplified with the convolution theorem to
∫
d3reik·r
∫
d3x u(x) v(r − x) =
∫
d3r eik·r (u ∗ v)(r)
= F(u ∗ v)(k) = u˜(k,m) v˜(k,m)
= u˜(k,m) u˜(−k,m) = |u˜(k,m)|2 , (4.15)
where F and the tilde sign both denote the forward Fourier transform as defined in
Sect. 3.3. With the result of Eq. (4.15), we can continue our calculation of the 2PCF
and arrive at
ξ(ra, rb) =
∫
dm
(
m
ρ¯
)2
n(m)
∫
d3k
(2pi)3
e−ik·(ra−rb)|u˜(k,m)|2
=
∫
d3k
(2pi)3
∫
dm
(
m
ρ¯
)2
n(m)|u˜(k,m)|2e−ik·(ra−rb) . (4.16)
From Eq. (4.13) we can deduce the 1-halo term of the power spectrum to be
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P1h(k) =
1
ρ¯2
∫
dmn(m)m2 |u˜(k,m)|2 (4.17)
Analogously, we can derive the Fourier transformation of the 2-halo term, so that we
obtain the full power spectrum
P (k) = P1h(k) + P2h(k) , (4.18)
where equations (4.10) and (4.11) are Fourier transformed to
P1h(k) =
1
ρ¯2
∫
dmn(m)m2 |u˜(k,m)|2 , (4.19)
P2h(k) =
1
ρ¯2
∫
dm1
∫
dm2m1n(m1)m2 n(m2)
× u˜∗(k,m1) u˜(k,m2)Phh(k,m1,m2) , (4.20)
where Phh(k,m1,m2) is the Fourier transform of the halo seeds correlation function
ξhh and u˜(k,m) is the Fourier transform of the halo density profile u.
4.1.4 Bispectrum
In a similar way, one can derive expressions for the 3-point correlation function (3PCF)
and its Fourier transformation, the bispectrum. Since working in Fourier space is more
convenient, we will only summarize the Fourier expressions. Analogous calculations
as in the previous subsections show that the dark matter bispectrum splits into three
terms
B(k1,k2,k3) = B1h(k1,k2,k3) +B2h(k1,k2,k3) +B3h(k1,k2,k3) , (4.21)
where each term is given as
B1h(k1,k2,k3) =
1
ρ¯3
∫
dm1m
3
1 n(m1)
3∏
i=1
u˜(ki,m1) , (4.22)
B2h(k1,k2,k3) =
1
ρ¯3
∫
dm1m1 n(m1) u˜(k1,m1)
∫
dm2m
2
2 n(m2)u˜(k2,m2) ,
× u˜(k3,m3)Phh(m1,m2,k1) + 2 perms. (4.23)
B3h(k1,k2,k3) =
1
ρ¯3
[
3∏
i=1
∫
dmimi u˜(ki,mi)
]
Bhhh(k1,k2,k3,m1,m2,m3) , (4.24)
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where Bhhh(k1,k2,k3,m1,m2,m3) is the Fourier transformed excess for three halos
in analogy to Phh and ‘2 perms.’ means that additionally two permutations of the
forgoing expression have to be considered. An explicit expression for Bhhh will be
derived in Sect. 4.4.3.
4.1.5 Trispectrum
Since this thesis deals with higher-order correlation functions and more specifically
with the covariance of the power spectrum, we finally want to list the terms of the
trispectrum, which is the Fourier transform of the 4PCF (see Sect. 3.5). It can be
written as the sum of four terms
T (k1,k2,k3,k4) = T1h + T2h + T3h + T4h , (4.25)
where we dropped the k-dependency of the halo terms for the sake of readability, and
each term is
T1h =
1
ρ¯4
∫
dm1m
4
1 n(m1)
4∏
i=1
u˜(ki,mi) (4.26)
T2h =
1
ρ¯4
[∫
dm1m1 n(m1) u˜(k1,m1)
∫
dm2m
3
2 n(m2)u˜(k2,m2)
× u˜(k3,m3) u˜(k4,m4)Phh(k1,m1,m2)
]
+ 3perms.
+
1
ρ¯4
[∫
dm1m
2
1 n(m1)u˜(k1,m1) u˜(k2,m2)
∫
dm2m
2
2 n(m2)u˜(k3,m3) u˜(k4,m4)
× Phh(|k1 + k2|,m1,m2)
]
+ 2perms. (4.27)
T3h =
1
ρ¯4
[∫
dm1m1 n(m1) u˜(k1,m1)
∫
dm2m2 n(m2) u˜(k2,m2)
×
∫
dm3m
2
3 n(m3) u˜(k3,m3)u˜(k4,m4)Bhhh(k1,k2,k3 + k4)
]
+ 5perms.
(4.28)
T4h =
1
ρ¯4
[
4∏
i=1
∫
dmimi u˜(ki,mi)
]
Thhhh(k1,k2,k3,k4,m1,m2,m3,m4) + 3 perms. ,
(4.29)
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where Thhhh(k1,k2,k3,k4,m1,m2,m3,m4, ) is the Fourier transformed excess for four
halos. An explicit expression for this is derived in Sect. 4.4.3.
4.1.6 Polyspectra
Even higher-order terms can be constructed, but their expressions are tedious to obtain
and to write down. Instead, a good approximation is given by considering only the
1-halo and the n-halo terms, which have the largest contributions on large and on
small scales, respectively:
T n(k1, . . . ,kn) ' T n1h + T nnh , (4.30)
where
T n1h =
1
ρ¯n
∫
dm1m
n
1 n(m1)
n∏
i=1
u˜(ki,mi) (4.31)
T nnh =
1
ρ¯n
[
n∏
i=1
∫
dmimi u˜(ki,mi)
]
T nnh(k1,k2, . . . ,kn,m1,m2, . . . ,mn) , (4.32)
where T nnh(k1,k2, . . . ,kn,m1,m2, . . . ,mn) denotes the Fourier transformed excess be-
tween all n halos.
4.2 The spherical collapse model
The difficulty of finding an analytic model for the statistics of dark matter halos
is that it has to deal with highly non-linear objects. The usual approach is to use
numerical simulations in order to describe the formation of halos. However, there
exists a special case, in which the non-linear evolution of the density contrast can
be solved explicitly. If one considers the evolution of a spherical matter overdensity
embedded in a homogeneous Universe, it is possible to calculate the density contrast,
at which an object can be considered as virialized. This description is referred to as
spherical collapse model and was studied first by Gunn and Gott [28] in 1972, who
considered the collapse from an initially top-hat density perturbation. In addition to
estimating the value for the virial density contrast, the spherical collapse model in the
linear regime is used to determine a characteristic time-scale, at which bound objects
form. In the following, we will derive the two important quantities of the spherical
collapse model, namely the virial density contrast ∆vir and the linear density contrast
of a collapsed object δsc.
We consider the evolution of an overdense spherical perturbation of comoving scale
R in a matter-dominated Universe. The evolution of the overdense sphere will oc-
cur independently of the rest of the Universe. At some initial time ti the spherical
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perturbation of radius Ri will have the average density
ρ(Ri, ti) = ρ¯
[
1 + δ¯(Ri, ti)
]
, (4.33)
where δ¯(Ri, ti) =
3
R3i
∫
dRR2δ(R, ti) is the average density contrast within the volume
Vi and ρ¯ is the comoving background density of the Universe. The dynamics of the
collapse is governed by the mass M enclosed in the sphere, which is conserved as long
as different spheres do not cross each other1, i.e.
M(R, t) =M(Ri, ti) =
4
3
piR3i ρ¯[1 + δ¯(Ri, ti)] . (4.34)
If one additionally assumes δ¯(Ri) 1, one finds a simple relation between the initial
Lagrangian radius of the sphere Ri and the evolved Eulerian radius R:(
Ri
R
)3
= (1 + δ¯(R)) . (4.35)
Eq. (4.35) will be used, when we want to relate the linear density contrast to the non-
linear one and whenever a transformation from Langrangian to Eulerian coordinates is
performed. Note that in the following we will denote the density contrast δ¯(R) simply
by δ for notational convenience.
Changing to physical coordinates, the dynamics of a gravitating sphere with radius R
and mass M can be described with Newtonian physics and thus follows
d2R
dt2
= −GM
R2
, (4.36)
where we restrict ourselves to one dimension due to the spherical symmetry of the
problem. The total energy of the sphere determines its actual fate and is found by
integrating the above equation:
1
2
(
dR
dt
)2
− GM
R
= E (4.37)
For E ≥ 0 the shell will expand forever, whereas for E < 0 it will first expand until
it reaches a maximal radius Rmax and then collapse
2. Since we are interested in the
formation of objects, we restrict our calculation to E < 0. In this case, Eq. (4.36) has
the following parametric solution:
1Within the spherical collapse model one assumes that shell crossing happens only after the actual
collapse
2This consideration is also valid for the whole Universe and provides a way to derive the Friedmann
equations in the Newtonian limit.
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R = A (1− cos θ) , (4.38)
t = B (θ − sin θ) , (4.39)
where A3 = GMB2 and θ parametrizes the evolution in time. With the parametric
solution, it is possible to relate θ to the corresponding radius R and time t for each
stage of the evolution. At the beginning of the process, one has θi = 0 and Ri = 0. At
turnaround, where the sphere reaches its maximal radius Rmax, one has θta = pi, and
the sphere is collapsed completely, when θcoll = 2pi. An overview can be found in tab.
4.1.
4.2.1 Linear regime
In the initial stage, where θ  1, we can expand the parametric solution, i.e. Eqs.
(4.38) and (4.39), into a power series of θ:
R ≈ A
2
θ2
(
1− θ
2
12
)
, (4.40)
t ≈ B
6
θ3
(
1− θ
2
20
)
. (4.41)
Combining Eqs. (4.40) and (4.41) and neglecting higher-order terms, the radius be-
comes
R(t) ≈ A
2
(
6t
B
)2/3 [
1− 1
20
(
6t
B
)2/3]
, (4.42)
whereas the mean density of the perturbation is
ρ(t) =
3M
4piR3
≈ 1
6piGt2
[
1 +
3
20
(
6t
B
)2/3]
. (4.43)
For an EdS-Universe, the background density of the Universe is
ρ¯ =
1
6piGt2
, (4.44)
thus, from ρ = ρ¯ (1 + δ), we can identify
δlin =
3
20
(
6t
B
)2/3
(4.45)
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Table 4.1: Three stages of the spherical collapse of a perturbation with their characteristic
values for the linear and non-linear density contrast.
Stage θ r t δlin ∆nl
Initial time 0 0 0 0 ∞
Turnaround pi 2A piB 1.06 9pi2/16
Collapse 2pi 0 2piB 1.686 ∞
as the linear density contrast of a spherical object. The scaling t2/3 of the density
contrast is exactly what one would expect in case of an EdS-Universe. Although the
linear solution is a poor approximation for the real density contrast as soon as θ & 1
(see Fig. 4.2), its value at collapse can be used to define a characteristic time-scale
for virialized objects. This becomes e.g. important when deriving the halo abundance
at different redshifts in section 4.3. The exact value for the linear density contrast is
obtained by inserting the time of collapse tcoll = 2piB into Eq. (4.45):
δsc =
3
20
(12pi)2/3 ≈ 1.686 , (4.46)
where we the use the subscript ‘sc’ in order to indicate the origin from the spherical
collapse model.
The redshift dependence of the density contrast can also be incorporated into the
consideration. If one assumes e.g. that an object has formed in the recent past, one
can set the present time for the collapse epoch and calculate the initial linear density
contrast at redshift z with the help of the growth factor according to
δsc(z) = G(z) δsc(zcoll = 0) =
1.686
1 + z
, (4.47)
where the last equality is only valid for an EdS-Universe.
4.2.2 Non-linear regime
As stated in the beginning, the evolution of a gravitating sphere can also be solved
analytically in the non-linear regime by Eqs. (4.38) and (4.39). In analogy to the
linear case, one can use these solutions to determine the average density and density
contrast:
ρnl(t) =
3M
4piR3nl(t)
=
3
4piGt2
(θ − sin θ)2
(1− cos θ)3 , (4.48)
δnl(t) = ρ¯[1 + δnl(t)] =
9
2
(θ − sin θ)2
(1− cos θ)3 − 1 , (4.49)
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where ρ¯ denotes the background density in an EdS cosmology as given in Eq. (4.44).
We can now reconsider the most important stages of a collapsing sphere and focus on
how the non-linear density contrast evolves with respect to the background density of
the Universe. At first the spherical perturbation expands from a zero radius until it
reaches a maximum at Rta. The turnaround marks the point of time, where the actual
collapse begins. At this moment, the ratio of the density of the sphere to that of the
background density is
∆ta ≡ ρ(tta)
ρ¯(tta)
=
9pi2
16
≈ 5.552 , (4.50)
which can be derived using the non-linear density as given in Eq. (4.48). For the time of
the actual collapse, non-linear theory predicts the sphere to have a radius Rcoll = 0 and
an infinite density contrast, whereas the linear consideration approximates δsc ' 1.686.
In reality the spherical perturbation will not become singular, since this occurs only
if the collapse is exactly symmetric. Instead the perturbation virializes in a process of
violent relaxation to a finite radius. With the help of the virial theorem, one finds the
radius of the relaxed state to be Rvir = Rta/2. Thus, the sphere is in a virialized state
if the radius reaches half of the maximum expansion at turnaround, which results in
a density
ρ(tvir) =
3M
4piGR3vir
= 8
3M
4piGR3ta
= 8 ρ(tta). (4.51)
Numerical simulations of the process suggest instead that the relaxation occurs at
about the time of collapse. Assuming this time-scale, one finds
ρ¯(tvir) = (6piGt
2
coll)
−1 = ρ¯(tta)/4 . (4.52)
Combing these last two equations determined for the time of virialization with the
result in Eq. (4.50), one finds the virial density contrast to be
∆vir ≡ δvir + 1 = 32 ρ(tta)
ρ¯(tta)
= 18pi2 ≈ 177.7 (4.53)
in the non-linear regime. Note that this consideration is only valid for an EdS-Universe
and the collapse of spherical objects. A more realistic treatment would assume an
elliptical mass distribution of gravitating perturbation instead. Consequences of an
elliptical collapse are discussed in detail e.g. in [8, 53, 78]. Fitting formulae for other
cosmologies can be found in [23, 31, 55, 60].
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4.2.3 Relating the linear to the non-linear density
The advantage of the spherical collapse model is that it provides a relation between
the initial, linear density contrast δi and the evolved, non-linear density contrast δ.
In order to derive this relation, one has to rewrite the original parametric solution of
into
R(z)
Ri
=
3
10
1− cos θ
|δi| ,
1
1 + z
=
3× 62/3
20
(θ − sin θ)2/3
|δi| ,
as has been done by Peebles [65]. This solution holds for δi > 0. For δi < 0 one has to
substitute the trigonometric functions by their hyperbolic counterparts. Without loss
of generality one can now choose z = 0 as the point of time of our consideration. In
this case, the initial density contrast δi depends only on the present density contrast,
since δ = (R/Ri)
3 − 1 holds, as we have shown earlier in this section. For δ  1, we
can expand δi(δ) into a power series
δi =
∞∑
k=0
akδ
k = δ − 17
21
δ2 +
341
567
δ3 − 55805
130977
δ4 + . . . , (4.54)
where a0 = 0. A derivation of the inverse power series δ(δi) can be found in [68].
4.3 Halo mass function
The halo model approach assumes that all dark matter is distributed in spherical
halos. An essential ingredient to understand the statistics of halos is therefore the
halo mass function, which specifies how frequent halos of a certain mass are. More
precisely, the halo mass function, which we denote in the following by3
n(m, z) ≡ dN(m, z)
dm
, (4.55)
is defined as the comoving number density of halos with a mass betweenm andm+dm,
which are collapsed at a redshift z. The original formalism for calculating the mass
function was provided by Press and Schechter [66] in 1974 and will be summarized
in the following, since it is the basis for most of the recent considerations of halo
clustering.
3Note that in the literature n(m, z) and dn(m, z)/dm are often used interchangeably.
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Figure 4.2: Comparison of the linear with the non-linear density contrast. Around θ ≈ 1
the linear approximation breaks down. The blue line marks the threshold δsc = 1.686, when
an object is considered as collapsed in the linear regime.
4.3.1 Press-Schechter formalism
Let us consider some early time ti at which the density field δ(x, ti) can still be
described as a Gaussian random field. The smoothed density field δR(x, ti) as defined
in Eq. (3.47) follows then a Gaussian distribution as well, since a convolution is a
linear operation. Accordingly, the probability density of observing a value of δR(x, ti)
between δR and δR + dδR is given by a Gaussian distribution:
P (δR, ti;R) dδR =
1√
2piσ2(m, ti)
exp [−δ2R/2σ2(m, ti)] dδR , (4.56)
where σ2(m, ti) = 〈δ2R(x, ti)〉 is the variance of the initial density field smoothed with
a filter function WR(k) as defined in Eq. (3.53). The comoving smoothing scale R
is determined by the mass enclosed in the volume of the filter function. In case of a
top-hat filter it is related to the mass through m = (4pi/3) ρ¯R3. From these equations,
one can see that R, σ2(m, ti) and m are equivalent variables for specifying an object
or region in a given cosmology.
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According to the Press and Schechter (PS) formalism, an object of some mass m will
collapse if the smoothed density contrast exceeds a threshold δ∗. Consequently, the
cumulative probability for a region of scale R to have a smoothed density contrast
above the threshold is
F (m) =
∫ ∞
δ∗
P (δR, ti;R) dδR =
1
2
erfc(ν/
√
2) , (4.57)
where erfc(x) is the complementary error function and ν ≡ δ∗/σ(m) the height of the
threshold in units of the smoothed variance. In other words, the fraction of virialized
objects today with a mass larger than m is F (m).
In order to determine the threshold δ∗ for objects to be virialized, PS use the results
from the spherical collapse model in the linear regime (see Sect. 4.2) and set δ∗ = δsc.
For an EdS-Universe, we calculated δsc = 1.686. Within the frame of this specific
cosmology, it is now possible to find the characteristic scale collapsing today. It can
be determined by setting σ(m∗) = δsc, which yieldsm∗ ≈ 1013M. This is in agreement
with the observation that objects with masses above this threshold are rare.
Calculating F (0) in Eq. (4.57) should give the fraction of all mass that is contained in
virialized objects. Since we consider a hierarchical model of structure formation, im-
plying that σ(m)→∞ if R→ 0, this fraction is F (0) = 1
2
erfc(0) = 1
2
. Astonishingly,
this means that, in the framework of the considered formalism, only half of the mass
in the Universe is in virialized objects. This led Press and Schechter to introduce in
the literature the famous fudge factor of 2.
4.3.2 Extended Press-Schechter theory
Subsequent studies revealed that the problem of the PS approach is that the correspon-
dence between smoothing scale and threshold height is not unique. In other words, a
region below the threshold δ∗ on a particular scale, can be above the threshold on a
larger scale. Including this effect would increase the fraction of virialized objects in
the Universe. In the literature, it was shown independently by Peacock and Heavens
[63] and Bond et al. [9] that this effect compensates the original discrepancy. They
derived the factor of 2 formally by computing the largest value of the smoothing scale
R at which the threshold is exceeded.
If we continue with the extra factor of 2 in Eq. (4.57), we can finally derive an expres-
sion for the halo mass function. The fraction of halos with a mass m between m and
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m+ dm is given by
dF
dm
=
1√
2piσ2
δsc
σ2
∣∣∣dσ2
dm
∣∣∣ exp(−δ2sc/2σ2)
=
√
2
pi
δsc
σ2
∣∣∣ dσ
dm
∣∣∣ exp(−δ2sc/2σ2)
=
√
2
pi
δsc
σ
∣∣∣d lnσ
dm
∣∣∣ exp(−δ2sc/2σ2)
=
√
2
pi
ν
d ln ν
dm
exp(−ν2/2) ,
(4.58)
where we made use of d lnσ = −d ln ν in the last step and omitted the dependencies
of the variables to focus on the calculation. Formally, we can now define the comoving
number density of halos through the fraction of halos with masses between m and
m+ dm, which we just calculated, to be
dN
dm
≡ ρ¯
m
∣∣∣dF (m)
dm
∣∣∣ , (4.59)
where ρ¯/m = V −1 is the inverse of the comoving volume associated with the mass
inside the comoving smoothing scale R. Analytic mass functions are often compared
to numerical simulations by considering the fraction of collapsed objects of mass m
per logarithmic interval in ν. In this way they can be compared without referring to a
specific initial power spectrum or cosmological model. For the cumulative probability
found by Press and Schechter this is
νf(ν) ≡ dF
d ln ν
=
√
2
pi
ν exp(−ν2/2) . (4.60)
For small masses, i.e. m m∗, the mass function behaves as νf(ν) ∝ ν, whereas for
m & m∗ it is exponentially cut-off with νf(ν) ∝ exp(−ν2/2).
4.3.3 Sheth-Tormen mass function
Numerical simulations have shown [77] that the PS mass function (with factor 2),
overestimates the number density of halos with high masses and underestimates the
abundance of halos with low masses, as illustrated in Fig. 4.3. As an alternative, Sheth
and Tormen (ST) proposed a mass function of the form
νf(ν) = A(p)
(
1 + (qν2)−p
)√2q
pi
ν exp (−qν2/2) (4.61)
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where the parameters that fit numerical simulations best are p ≈ 0.3 and q = 0.707.
The constant
A(p) =
[
1 + 2−pΓ(1/2− p)/√pi]−1 (4.62)
is defined such that it normalizes
∫ ∞
0
f(ν) dν =
1
ρ¯
∫ ∞
0
dn
dm
m dm = 1, (4.63)
which, in case of the best fit parameters, yields A(0.3) ≈ 0.322. If the parameters in
Eq. (4.61) are set to p = 0, q = 1 and A(0) = 1/2, one obtains the standard Press-
Schechter form of equation (4.60). For ν  1, equation (4.61) scales as νf(ν) ∝ ν1−2p,
whereas for ν & 1 it has an exponential cut-off, i.e. νf(ν) ∝ exp (−qν2/2).
In a later work, it was possible to derive the ST mass function from ellipsoidal col-
lapse in the excursion set approach (see Sheth et al. [78]). In contrast to the original
formulation, the threshold height is then not constant, but depends on the ellipticity
distribution of the halos. There are several other fitting formulae for f(ν) in the litera-
ture available (Jenkins et al. [37], Reed et al. [67]), but due to the good correspondence
to numerical simulations we will use the ST mass function for our implementation of
the halo model.
4.3.4 Redshift dependency of the mass function
So far, we considered the comoving mass function only at some early time ti, where the
density contrast can be considered as a Gaussian random field. Perturbation theory
allows us to extrapolate the initial density contrast and its smoothed variance to their
values today
σ2(m, t0) = D
2
+(t0)σ
2(m, ti) (4.64)
δ(t0) = D+(t0)δ(ti) , (4.65)
where D+(t0) denotes the linear growth factor as defined in Sect. 2.3. This means that
δ and σ grow in the same manner and that the mass functions keep the same form in
linear perturbation. To determine the mass function of halos that already collapsed
at a redshift z, we have to replace the threshold δsc by
δ′sc =
δsc
D(z)
= δsc(1 + z) , (4.66)
where δsc = 1.686. Note that the second equality is only valid for an EdS-Universe.
The difference to Eq. (4.47) is the redshift at which an object is considered to be
collapsed. Whereas in Eq. (4.47), the time of collapse is today, in Eq. (4.66) the
object already virialized at redshift z.
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Figure 4.3: Fraction of collapsed halos per logarithmic mass interval in ν (plot from Zent-
ner [92]). The solid line represents the extended Press-Schechter mass function as given
in Eq. (4.60). The dashed line corresponds to the Sheth-Tormen mass function defined in
Eq. (4.61), whereas the dotted line corresponds to the Jenkins fitting formula [37]. The points
illustrate N -body simulations from J. L. Tinker.
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4.4 Halo bias
In order to describe the large-scale behavior of halos, we need to understand the
way halos are correlated. For this reason, we have to determine how the clustering
properties of dark matter halos differ from that of dark matter. The different behavior
in clustering is usually assumed to be of the form
δh(m, z) = b(m, z) δ(m, z) . (4.67)
where δh denotes the halo density contrast, δ the matter density contrast and b(m, z)
the linear bias. In the following we omit the dependencies where no confusion arises.
If b = 1, halos are said to be exact or unbiased tracers of the underlying dark matter.
In contrast to finding the average abundance of halos in the previous section, we
now want to determine how the mass function changes, if the halos are embedded in
an over- or underdense region. A powerful tool for modeling the clustering process
is provided by the excursion set theory (see Zentner [92] for a review), which is an
extension of the Press-Schechter formalism (see Sect. 4.3) for the halo mass function.
The first to calculate the amount of bias within the framework of the excursion set
theory were Mo and White in 1996 [51]. Before outlining their derivation, we will first
discuss the peak-background split approach (see [15, 21, 40]), which provides a more
intuitive understanding of the halo clustering problem and leads to a similar result as
Mo and White’s consideration.
4.4.1 Peak-background split
Let us suppose that one can split the density field into two independent random
fields δ = δb + δp. The decomposition is constructed such that δb corresponds to
a smooth background density field, which describes a long wavelength component;
and δp corresponds to a short wavelength component, namely the peaks, which will
eventually form halos4. If we consider the superposition of the two density fields, as
sketched in Figure 4.4, one can see that halos form more easily, when they are close
to peaks of the background density component. In this case the halos are more biased
with respect to the underlying dark matter. Analogously, they are less biased, if one
is close to a region in the trough of the background field. A simple way to account for
this effect is to shift the density threshold required to form an object according to the
background density to δ∗ = δsc − δb. The peak density δp has now to reach the new
threshold δ∗ to collapse. Accordingly, the threshold height ν changes then to
νb =
δsc − δb
σ(m)
, (4.68)
4Note that background density refers in this case to the long wavelength component of the considered
region and not to the background density of the Universe.
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Figure 4.4: Illustration of the biasing in the peak-background-split model (from [61]). The
sketch shows the decomposition of the density field into a long wavelength component δb
(dashed line) and a short wavelength component δp (black, oscillating line). The straight,
solid line is the threshold δ∗ a dense region has to exceed in order to form a virialized halo.
where δsc denotes the density contrast of a collapsed halo derived from the spherical
collapse model. The simplest form one can assume for the new mass function, is then
the Press-Schechter form, i.e.
n(δb) ≡ dN
dm
∝ νb exp(−ν2b /2) , (4.69)
with a threshold altered according to Eq. (4.68). We can now derive an expression
for the bias by Taylor expanding the mass function to first order in δb around the
unaltered threshold:
n(δb) ≈ n(0) + dn(δb)
dδb
∣∣∣
δb=0
δb . (4.70)
It makes sense to perform first a derivation with respect to νb:
dn(δb)
dνb
=
(
1
νb
− νb
)
n(δb) (4.71)
and use then dνb/dδb = −1/σ(m) to obtain
dn(δb)
dδb
=
dn(δb)
dνb
dνb
dδb
=
(
ν2b − 1
νb σ(m)
)
n(δb) . (4.72)
If we insert this expression into Eq. (4.70), we find
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n(δb) ≈
(
1 +
ν2 − 1
δsc
δb
)
n(0) , (4.73)
where n(δb = 0) can be identified as the average mass function of halos. Making use
of
δh =
n(δb)− n(0)
n(0)
(4.74)
the bias of halos relative to the underlying dark matter is
bL(m) =
δh
δb
=
ν2 − 1
δsc
, (4.75)
where we are still in the initial Langrangian space, since the background density con-
trast stayed constant. As we will show in detail later (see Sect. 4.4.2) there is a simple
relation for transforming the bias to real, Eulerian space
bE(m) = 1 + bL(m) = 1 +
ν2 − 1
δsc
. (4.76)
This means in particular that halos with a characteristic massm∗, are unbiased tracers,
since ν(m∗) = 1. Accordingly, if halos have a mass m > m∗ they are biased, i.e. b > 1,
with respect to the underlying dark matter, whereas if halos have a mass m < m∗
they are anti-biased, i.e. b < 1.
4.4.2 Results from excursion set theory
Conditional mass function
A more thorough derivation of the halo bias is offered by Mo and White [51] and
is reproduced very detailed in the review of Zentner [92]. In order to describe the
clustering in an overdense regions, Mo and White needed a formula which relates halo
abundances to the underlying density field on large scales. For their consideration,
they were able to make use of the results by Bower [11] and Bond et al. [9]. These
authors extended the Press-Schechter theory (see subsection 4.3.1) to find the de-
sired conditional mass function, which gives the number density of halos assuming an
overdense background density. In the following, we will briefly summarize the most
important results.
Let us consider a region of comoving scale R1 at a redshift z1 characterized by a
smoothed density contrast δR1(x) and a smoothed variance σ
2(R1). This region is
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enclosed in a larger region of comoving scale R0 defined by δR0(x) and σ
2(R0). If we use
a top-hat window as filter function, the average mass contained in a scale R is m(R) =
(4pi/3)ρ¯R3 = V ρ¯, which implies for the considered regions that m1 < m0. Assuming
that the density contrasts of these regions were initially Gaussian distributed, Bower
and Bond et al. [9, 11] extended the results from the Press-Schechter formalism and
found the conditional probability of attaining a density δ between δ and δ + dδ given
a background density δ0 to be
P (δ|δ0) dδ = 1√
2pi(σ2 − σ20)
exp
[
− (δ − δ0)
2
2(σ2 − σ20)
]
dδ , (4.77)
where we use here and in the following δi ≡ δRi(x) and σi ≡ σ(Ri) to shorten the
notation. As before, we assume that an object is collapsed, if its density contrast
exceeds a threshold δsc. The fraction of mass in bound halos contained in a region of
mass m0 is then obtained by integrating the conditional probability density according
to
F (m1|δ0, σ0) =
∫ ∞
δsc
P (δ|δ0)dδ = 1
2
erfc
[
δsc − δ0√
2(σ21 − σ20)
]
, (4.78)
where erfc(x) denotes the complementary error function. If the density of the sur-
rounding region increases, the fraction F of masses in bound halos increases as well.
In the case that δ0 → δsc, one has F → 1 and the entire region will be interpreted as
one collapsed object. The fraction of mass in halos with mass in the range m1 and
m1 + dm1 is then
dF (m1|δ0, σ0)
dm1
dm1 =
1√
2pi
δsc − δ0
(σ21 − σ20)3/2
∣∣∣ dσ21
dm1
∣∣∣ exp [− (δsc − δ0)2
2(σ21 − σ20)
]
dm1 . (4.79)
In the limit δ0 → 0, when the surrounding region has the same smoothed density as
the Universe, we obtain the unconditional solution from Eq. (4.58), remembering that
σ1 > σ0. According to Mo et al. [52] the average comoving number density of halos in
a region of mass m0 can then be defined as
n(m1|δ0, σ0)dm1 ≡ 1
V0
m0
m1
dF (m1|δ0, σ0)
dm1
dm1 ,
≡ N(δ1|δ0, σ0)
V0
dm1 . (4.80)
This expression is interpreted as the conditional mass function in a dense region with
smoothed density contrast δ0 for masses in a range m1 and m1+dm1 at a redshift z1,
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while N(δ1|δ0, σ0) denotes the average number of halos with masses between m1 and
m1 + dm1.
Transformation from Lagrangian to Eulerian space
With the conditional mass function we define the halo density contrast as
δh(m1) ≡ n(m1|δ0, σ0)− n(m1)
n(m1)
=
n(m1|δ0, σ0)
n(m1)
− 1 , (4.81)
where n(m) denotes the unconditional mass function as defined in Eq. (4.59) that
corresponds to the average number density of halos. Up to now, we used only co-
moving coordinates for our consideration and ignored the dynamical evolution of the
region R0. To calculate the Eulerian bias relation, we need an expression for the halo
density contrast in terms of the gravitationally evolved region R. The corresponding
conditional mass function is then defined as
nE(m1|δ0, σ0)dm1 ≡ N(δ1|δ0, σ0)
V
dm1 , (4.82)
where we distinguish between Eulerian and comoving Lagrangian conditional mass
function by introducing the superscripts ‘E’ and ‘L’. In order to proceed, we need a
relation between the initial region of scale R0 and the gravitationally collapsed region
R. This is provided by the spherical collapse model (see Sect. 4.2). Since the mass
within a region about to collapse is assumed to be conserved in this model, the evolved
volume of the region V is related to its initial volume V0 according to V0 ' V (1 + δ)
for small initial overdensities. Additionally, the spherical collapse model provides a
relation between the initial and evolved matter density of the form δ = δ(δ0). In the
limit of small initial overdensities it yields δ ' δ0. With these relations at hand, we
can transform the desired quantities from Lagrangian to Eulerian space. Starting with
the Eulerian conditional mass function of Eq. (4.82), we find
nE(m1|δ0, σ0)dm1 = N(δ1|δ0, σ0)
V
dm1
' N(δ1|δ0, σ0)
V0
(1 + δ) dm1
= nL(m1|δ0,m0) (1 + δ) dm1 , (4.83)
where nL(m1|δ0,m0) denotes the conditional mass function as defined in Eq. (4.79).
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Making use of this, the Eulerian density contrast transforms into
δEh =
nE(m1|δ0, σ0)
n(m1)
− 1 ,
=
nL(m1|δ0,m0)
n(m1)
(1 + δ)− 1
= (δLh + 1)(1 + δ)− 1
= δLh (1 + δ) + δ .
Remembering the bias relation δLh = b
Lδ0 and that δ ' δ0 on small scales, we obtain
δLh ' (bL + 1)δ0 , (4.84)
where we only kept terms of first-order in δ and δ0. Thus, Lagrangian and Eulerian
bias are related to each other according to bE = bL + 1 for small density contrasts.
Press-Schechter bias
The introduced quantities allow us to calculate the bias relation for the Press-Schechter
mass function in a perturbative approach. Following Mo, Jing, and White [52], we
restrict the consideration to large scales in Eulerian space and assume that the halo
density can be described by a smooth function F(δ) that depends only on the matter
density. If the function is finite for δ around 0, we can expand F in a Taylor series
around δ, such that
δh = F (δ) =
∞∑
k=0
bk
k!
δk , (4.85)
where bk are the bias parameters and δ the non-linear matter density. The bias
relation from Eq. (4.67) corresponds then to the first-order approximation of F and
the linear bias we introduced there is now equivalent to b1. Since we remain during
the subsequent considerations in Eulerian space, we omit the superscript ‘E’ here and
in the following.
In order to find explicit expressions for the bias parameters bk, we expand in the
definition of the halo density (Eq. 4.81), the conditional mass function around the
matter density δ0 of the surrounding region and compare equal orders in δ0 to the
Taylor expansion of F(δ). Since δ denotes the non-linear density, we additionally have
to use the expansion δ(δ0) as found from the spherical collapse model.
To determine the first order or linear bias b1, we have to calculate the first derivative
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of the conditional mass function with respect to the density, since
δh ' 1
n(m1)
dn(m1|δ0, σ0)
dδ0
∣∣∣
δ0=0
δ0 (1 + δ)− 1
' 1
n(m1)
dn(m1|δ0, σ0)
dδ0
∣∣∣
δ0=0
δ0 (4.86)
= b1δ0 . (4.87)
Combining Eq. (4.80) and (4.79), we obtain for the conditional Press Schechter mass
function on large scales
n(m1|δ0, σ0) = ρ¯
m1
(1 + δ)
dF (m1|δ0,m0)
dm1
dm1 (4.88)
' ρ¯
m1
(1 + δ)
1√
2pi
δ1 − δ0
σ31
∣∣∣ dσ21
dm1
∣∣∣ exp [−(δ1 − δ0)2
2σ21
]
dm1 , (4.89)
where we assume R0  R1 and thus have σ21  σ20 in hierarchical structure formation.
From this we can calculate the first derivative of the conditional mass function with
respect to δ at the background density which gives two terms:
dn(m1|δ0, σ0)
dδ0
=
ρ¯
m1
1√
2pi
dσ21
dm1
1
σ31
[
(δ1 − δ0)2
σ21
− 1
]
exp
[
−(δ1 − δ0)
2
2σ21
]
. (4.90)
Inserting this result into Eq. (4.86) and evaluating the found expression, we obtain
finally the linear Eulerian bias
b(ν) = 1 +
ν21 − 1
δsc
(4.91)
in the extended Press-Schechter formalism, where ν1 ≡ δ1/σ1. This result is equiva-
lent to equation (4.76) that we obtained in the peak-background split consideration.
Higher-orders are found in a similar way, but require tedious calculations, since the
higher-order derivatives in the mass function have more terms and one additionally
has to apply the expansion δ0(δ) =
∑
k akδ
k (see Eq. 4.54). For this work, we need
the first four orders of the bias expansion in Eulerian space which are
82 Chap. 4: Halo model description of dark matter
b0 = 0 , (4.92)
b1 = 1 +
ν21 − 1
δ1
, (4.93)
b2 = 2(1 + a2)
ν21 − 1
δ1
+
(
ν1
δ1
)2
(ν21 − 3) , (4.94)
b3 = 6(a2 + a3)
ν21 − 1
δ1
+ 3(1 + 2a2)
(
ν1
δ1
)2
(ν21 − 3)
+
(
ν1
δ1
)2
ν41 − ν21 + 3
δ1
, (4.95)
where ν1 ≡ δ1/σ1 and a2 = −17/21 and a3 = 341/567 are coefficients of the expansion
δ0(δ) =
∑
k akδ
k.
Sheth-Tormen mass function
The same consideration can be made for the Sheth-Tormen mass function, where one
has to use the corresponding conditional mass function to calculate the different orders
of the Taylor expansion. From the Sheth-Tormen mass function [76, 77], one finds the
following fraction of halos with masses between m and m+ dm in a background with
density δ0:
dF (m1|δ0, σ0)
dm1
=
( q
2pi
)1/2
A(p)
(
1 +
[
q
(δ1 − δ0)2
σ21 − σ20
]−p)
δ1 − δ0
(σ21 − σ20)3/2
× exp
[
−q(δ1 − δ0)
2
2(σ21 − σ20)
]
, (4.96)
where p, q, A(p) denote the constants that we already defined for the average Sheth-
Tormen mass function in Sect. 4.3.3. In the large scale limit, where σ21  σ20, this
becomes
dF (m1|δ0, σ0)
dm1
=
( q
2pi
)1/2
A(p)
(
1 +
[
q
(δ1 − δ0)2
σ21
]−p)
δ1 − δ0
σ31
. (4.97)
Expanding the mass function in a Taylor series as in the case of the Press-Schechter
formalism in the previous section, the Eulerian density contrast can be approximated.
The first four orders give according to [73] the following bias parameters
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b0 = 0 , (4.98)
b1 = 1 + 1 + E1 , (4.99)
b2 = 2(1 + a2)(1 + E1) + 2 + E2 , (4.100)
b3 = 6(a2 + a3)(1 + E1) + 3(1 + 2a2)(2 + E2) , (4.101)
where
1 =
qν21 − 1
δsc
, 2 =
qν21
δ2sc
(qν21 − 3) , (4.102)
3 =
qν21
δ3sc
(q2ν41 − 6qν21 + 3) , (4.103)
E1 =
2p/δsc
1 + (qν21)
p
,
E1
E2
=
(
1 + 2p
δsc
+ 21
)
, (4.104)
E3
E1
=
[
4(p2 − 1) + 6pqν21
δ2sc
+ 321
]
, (4.105)
where ν1 ≡ δ1/σ1 and a2 = −17/21 and a3 = 341/567 are coefficients of the expansion
δ0(δ) =
∑
k akδ
k (see Eq. (4.54)). If one sets p = 0 and q = 1, the bias parameters
reduce to the Press-Schechter bias as summarized in Sect. 4.4.2. In this case the En
parameters are 0. If not stated otherwise, we will use the best fit parameters as found
by Sheth and Tormen [77], i.e. the values p = 0.3 and q = 0.707.
4.4.3 Halo correlation functions
Equipped with a formalism that relates the halo density to the underlying matter
density via a Taylor series F(δ) = bk
k!
δk, we can finally find expressions for the correla-
tion functions of halo densities. For higher-order correlations the calculations become
lengthy, since we have to expand the non-linear density δ as well. As the consideration
is valid on large scales, we can apply a perturbative approach and make use of the
results from Sect. 3.5.
Power spectrum
The halo-halo correlation function of two halos with mass m1 and m2, we only require
the linear bias parameter and find:
ξhh(m1,m2, r) ≡ 〈δh(m1,x)δh(m2,x+ r)〉
= b1(m1)b1(m2)〈δ(x)δ(x+ r)〉
' b1(m1)b1(m2)ξlin(r) , (4.106)
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Figure 4.5: Bias against ν (plot from Zentner [92]). The solid line is the extended Press-
Schechter bias as calculated in Eq. (4.60). The dashed line corresponds to the Sheth-Tormen
bias given in Eq. (4.61), whereas the dotted line corresponds to a fitting formula by Seljak
and Warren [75]. The points illustrate results from N -body simulations of J. L. Tinker.
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where the last step holds for large scales. Fourier transforming the equation gives the
halo-halo power spectrum:
Phh(m1,m2, k) = b(m1)b(m2)Plin(k) . (4.107)
Bispectrum
For the halo bispectrum correlating three halos with masses m1, m2 and m3, we have
to expand F(δ) to second-order, such that δh(m, k) ' b1δ + b2δ2. As a result, one
obtains
(2pi)3 δD (k123)Bhhh ≡ 〈δh(m1,k1)δh(m2,k2)δh(m3,k3)〉tree
= 〈[b1(m1)δ(k1) + b2(m1)δ(k1)][b1(m2)δ(k2) + b2(m2)δ(k2)]
× [b1(m3)δ(k3) + b2(m3)δ(k3)]〉tree
' b1(m1)b1(m2)b1(m3)〈δ(k1)δ(k2)δ(k3)〉
+ b1(m1)b1(m2)b2(m3)〈δ(k1)δ(k2)δ(k3)〉+ 2perms. .
Considering the lowest order non-vanishing contribution in the density, one finds
Bhhh = b1(m1)b1(m2)b1(m3)Bpt(k1,k2,k3)
+ b1(m1)b1(m2)b2(m3)Plin(k1)Plin(k2) + 2 perms. , (4.108)
where Bpt denotes the lowest-order non-vanishing contribution from perturbation the-
ory to the bispectrum and is defined in Sect. 3.5.2.
Trispectrum
Accordingly the trispectrum takes into account correlations of four halos in Fourier
space and we need to expand the halo density up to the third order, such that
δh(m, k) ' b1δ + b2δ2 + b3δ3. In a similar way as for the bispectrum we find
〈δh(m1,k1)δh(m2,k2)δh(m3,k3)δh(m4,k4)〉tree
' 〈b1(m1)δ(k1)b1(m2)δ(k2)b1(m3)δ(k3)b1(m4)δ(k4)〉
+ 〈b1(m1)δ(k1)b1(m2)δ(k2)b1(m3)δ(k3)b3(m4)δ3(k4)〉+ 3perms.
and obtain
Thhhh = b1(m1)b1(m2)b1(m3)b1(m4)Tpt(k1,k2,k3,k4)
+ b1(m1)b1(m2)b1(m3)b3(m4)Plin(k1)Plin(k2)Plin(k3) + 3 perms. , (4.109)
where Tpt denotes the lowest-order non-vanishing contribution from perturbation the-
ory to the trispectrum and is defined in Sect. 3.5.3.
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4.5 Halo density profile
The last ingredient we need for our halo model of dark matter is an accurate description
of the inner structure of the halo, namely the halo density profile. Recent studies of
numerical simulations seem to show (see Navarro et al. [56]) that the density profile
of virialized halos on galaxy, group and cluster scale follows a universal function,
depending only on the mass of the considered object. Furthermore, these simulations
suggest more massive halos to be less peaked in the center region than less massive
halos. Such profiles seem to be well described by functions of the form
ρ(r,m) =
ρs
(r/rs)α(1 + r/rs)β
(4.110)
or
ρ(r,m) =
ρs
(r/rs)α[1 + (r/rs)β]
, (4.111)
where rs = rs(m) is the scale radius, which denotes the break between inner and
outer core profile and ρs = ρs(m) is the amplitude of the density profile
5. The most
prominent choice of parameters are (α, β) = (1, 2) in Eq. (4.110) for the Navarro-
Frenk-White (NFW) profile [56] and (α, β) = (3/2, 3/2) in Eq. (4.111) for the Moore
(M99) profile [54]. Both profiles differ on small scales for r . rs, but agree that the
profile scales according to ρ(r,m) ∝ r−3 on large scales. Up to the present day, it is
still unclear which of them provides the better description for virialized halos. One
reason probably is that numerical simulations still cannot resolve the inner core of the
halos to a high enough accuracy and that the power-law description in this region is
too simplistic. A compromise between the two offers the Hernquist profile [32], which
uses (α, β) = (1, 2) in Eq. (4.110).
Although the density profile seems to dependent – apart from the halo mass – on the
two quantities ρs and rs, in practice it is only mass dependent. This can be seen if one
parametrizes the profiles in Eq. (4.110) and (4.111) in an alternative way. The mass
of a halo is defined as the mass within the virial radius rvir, which leads to
m ≡
∫ rvir
0
dr 4pir2ρ(r,m) (4.112)
assuming as usual a spherical form of the halo. The mass cut-off at rvir is done to
be consistent with the description of the spherical collapse model in section 4.2. An
object is considered to be collapsed if
5Note that in general ρs 6= ρ(rs). In case of the NFW-profile one has ρs = 4ρ(rs), whereas for the
M99-profile one obtains ρs = 2ρ(rs).
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ρ¯(rvir) = ∆virρ¯ , (4.113)
which defines the mass of a bound object to be m ≡ 4pi/3r3vir∆vir ρ¯ in the halo model
description. Since for an EdS-Universe ∆vir ' 200, the virial radius is often denoted
in the literature as r200. Changing the integration variable in Eq. (4.112) to x ≡ r/rvir
yields
ρ¯(rvir) = 3
∫ 1
0
dx x2ρ(x) , (4.114)
where we additionally made use of m = 4pi/3 r3vir ρ¯(rvir). If we consider the special case
of an NFW-profile (Eq. (4.110) with (α, β) = (1, 2)) and introduce the concentration
parameter
c ≡ rvir
rs
, (4.115)
Eq. (4.114) can be rewritten as
ρ¯(rvir) = 3ρs
∫ 1
0
dx
x2
xc (1 + xc)2
.
Performing the integration and solving for ρs, we find
ρs =
ρ¯(rvir)
3
c3
ln(1 + c)− c/(1 + c) . (4.116)
For the M99-profile (Eq. (4.111) with (α, β) = (3/2, 3/2)), the analogous calculation
yields
ρs =
ρ¯(rvir)
2
c3
ln(1 + c3/2)
. (4.117)
This means that the profile can be parametrized by rvir, which is equivalent to the
mass m of the halo, and the concentration parameter c. Since simulations show that
the concentration parameter depends strongly on the halo mass, it seems that the
halo density profile is mainly determined by its mass. In spite of these results from
numerical simulations, there is no analytical explanation for the existence of such a
universal density profile. But there are successful models that find a mass dependence
of the concentration parameter. Typically, they are of the form
c(m, z) =
c∗
1 + z
(
m
m∗
)−α
, (4.118)
where m∗ = m∗(z = 0) is the characteristic mass scale as introduced in section 4.3.1.
For the NFW profile, Bullock et al. [13] find c∗ = 9 and α = 0.13 from numerical
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simulations. A more recent analysis from Takada and Jain [84] finds c∗ = 10 and
α = 0.2 instead, which we use for our halo model implementation. From Eq. (4.118),
we can see that low mass halos tend to be more centrally concentrated on average
than massive halos. Simulations show that the concentration parameters for halos of
the same mass m scatter and that they follow a log-normal distribution
p(c)dc =
1√
2piσ2ln c
exp
[
−(ln c− ln c¯)
2
2σ2ln c
]
d ln c (4.119)
according to Jing [38] with the average concentration parameter c¯ following Eq. (4.118).
For our considerations it is important to transform the normalized profile to Fourier
space. For a virialized halo of mass m we define
u˜(k,m) ≡
∫
r<rvir
d3xρ(x,m)e−ik·x∫
r<rvir
d3xρ(x,m)
. (4.120)
In case of a spherically symmetric profile, this simplifies to
u˜(k,m) =
∫ rvir
0
dr 4pir2
sin kr
kr
ρ(r,m)
m
, (4.121)
where the integration is truncated at rvir, as most of the mass is enclosed within this
radius. Since we use in our implementation of the halo model mainly the NFW profile,
we give an analytic expression for its Fourier transformation:
u˜(k,m) =
4piρsr
3
s
m
{
sin(krs) [Si([1 + c]krs)− Si(krs)]
− sin(ckrs)
(1 + c)krs
cos(krs) [Ci([1 + c]krs)− Ci(krs)]
}
, (4.122)
where we use the notation
Ci(x) = −
∫ ∞
x
cos t
t
dt and Si(x) =
∫ x
0
sin t
t
dt , (4.123)
for the sine- and cosine integrals.
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4.6 Building blocks for correlation functions
With the ingredients of the forgoing sections, it is possible to define a building block,
which simplifies the notation for the correlation functions and spectra significantly:
Mij(k1, . . . , kj|m) ≡
∫
dmn(m)
(
m
ρ¯
)j
bi(m)[u˜(k1,m) · . . . · u˜(kj,m)] , (4.124)
where n(m) is the halo mass function, bi(m) the halo bias parameter, u˜(k,m) the
normalized halo profile and ρ¯ the comoving energy density of the Universe. For con-
sistency reasons, we set b0 ≡ 1. If we want to take into account the variation of the
concentration parameter c for a fixed halo mass m as well, we have to perform an
additional integration and the building block changes to
Mij(k1, . . . , kj|m, c) ≡
∫
dm dc n(m) p(c)
(
m
ρ¯
)j
bi(m)[u˜(k1,m, c) · . . . · u˜(kj,m, c)] ,
(4.125)
where p(c) is the probability distribution function for c as defined in Equation (4.119).
Including additionally a redshift dependence, we would have to consider b = b(m, z)
and n = n(m, z) instead.
Power spectrum
The power spectrum consists in the halo model approach of two terms
P (k) = P1h(k) + P2h(k) (4.126)
which are defined as
P1h(k) =M02(k, k) , (4.127)
P2h(k) = [M11(k)]
2Plin(k) (4.128)
and denote correlations within one halo and between two halos.
Bispectrum
The bispectrum is defined as the connected third order moment in Fourier space and
decomposes into three terms
B = B1h +B2h +B3h , (4.129)
90 Chap. 4: Halo model description of dark matter
where we omit the (k1,k2,k3) dependency and define
B1h =M03(k1, k2, k3) (4.130)
as the one-halo term,
B2h =M11(k1)M12(k2, k3)Plin(k1)
+M11(k3)M12(k1, k2)Plin(k3)
+M11(k2)M12(k3, k1)Plin(k2) (4.131)
as the two-halo term,
B3h =M11(k1)M11(k2)M11(k3)Bpt(k1,k2,k3)
+M11(k1)M11(k2)M21(k3)Plin(k1)Plin(k2)
+M11(k3)M11(k1)M21(k2)Plin(k3)Plin(k1)
+M11(k2)M11(k3)M21(k1)Plin(k2)Plin(k3) (4.132)
as the three-halo term, which describes correlations between three halos.
Trispectrum
The trispectrum is defined as the connected fourth order moment in Fourier space and
splits in the halo model approach into four terms
T = T1h + T2h + T3h + T4h , (4.133)
where we omit the (k1,k2,k3,k4) dependency and define
T1h =M04(k1, k2, k3, k4) , (4.134)
as the one-halo term,
T2h = T
31
2h + T
22
2h , (4.135)
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as the two-halo term, which is further subdivided into T 312h , corresponding to correla-
tions of three points in one halo and a fourth point in a second halo and T 222h , describing
correlations of two points in one and another two points in the second halo:
T 312h =M13(k2, k3, k4)M11(k1)Plin(k1) ,
+M13(k1, k2, k3)M11(k4)Plin(k4)
+M13(k4, k1, k2)M11(k3)Plin(k3)
+M13(k3, k4, k1)M11(k2)Plin(k2) (4.136)
T 222h =M12(k1, k2)M12(k3, k4)Plin(|k1 + k2|)
+M12(k1, k3)M12(k2, k4)Plin(|k1 + k3|)
+M12(k1, k4)M12(k2, k3)Plin(|k1 + k4|) (4.137)
(4.138)
the three-halo term is given by
T3h =M12(k3, k4)M11(k1)M11(k2)Bpt(k1,k2,k3 + k4) + 5 perms.
+M22(k3, k4)M11(k1)M11(k2)Plin(k1)Plin(k2) + 5 perms. (4.139)
the four-halo term is
T4h =M11(k1)M11(k2)M11(k3)M11(k4)Tpt(k1,k2,k3,k4)
+M11(k1)M11(k2)M11(k3)M21(k4)Plin(k1)Plin(k2)Plin(k2) + 3 perms. (4.140)
which describes correlations between points of four halos.
4.7 Summary
The basic assumption of the halo model is that all dark matter in the Universe is
distributed in units of virialized halos. This suggests a scale-dependent consideration.
On small scales, the correlation of dark matter is governed by the mass profile of
the halo, whereas on large scales the halo clustering determines the nature of the
correlation. As there are a multitude of models to describe the behavior on different
scales and an even larger amount of parameters one has to set judiciously, there exists
no such thing as a unique halo model. In order to have reproducible results, it is
therefore necessary to specify ones choice of parameters. For this work, we will adopt
the following parameters for the halo models. Deviations from this choice will be
stated in the sections concerned:
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1. The average mass of a halo is defined as the mass within a sphere of virial
radius rvir as m ≡ (4pi/3)r3vir∆virρ¯. In our implementation we use δsc and ∆vir as
calculated from the spherical collapse for a ΛCDM-Universe as given in Eq. (B.6)
and (B.7).
2. N -body simulations suggest that the mass profile of a halo follows a universal
function. As the NFW profile is in good agreement with numerical results and
has an analytical Fourier transform, we use
ρ(r,m) =
ρs
(r/rs)α(1 + r/rs)β
(4.141)
with (α, β) = (1, 2) as our standard profile.
3. Essential for the form of the halo profile is the concentration parameter, which is
defined as c ≡ rvir/rs. From N -body simulations one can find that c is a function
of the halo mass and follows
c(m, z) =
c∗
1 + z
(
m
m∗
)−α
, (4.142)
where m∗ = m∗(z = 0) is the characteristic mass as defined within the Press-
Schechter formalism. In the following we will use the values c∗ = 10 and α = 0.2
as proposed by Takada and Jain [84]. For the Millennium Run we will adopt the
values c∗ = 11 and α = 0.1 as found recently by Neto et al. [57]. This implies
that more massive halos are less centrally concentrated than less massive ones.
4. The abundance of halos depends on the mass m and is in our implementation
equivalent to the Sheth and Tormen mass function
νf(ν) = A(p)
(
1 + (qν2)−p
)√2q
pi
ν exp (−qν2/2) , (4.143)
with the parameters p = 0.3, q = 0.707 and A(0.3) = 0.322, which is a modifi-
cation of the original Press-Schechter formulation.
5. As the spatial distribution of halos is biased, an important ingredient are the
bias functions, which relate the dark matter density field to the halo density. It
is derived on the basis of the Sheth-Tormen mass function above. For the linear
bias one obtains then
b1(ν) = 1 +
qν − 1
δsc
+
2p
δsc[1 + (qν)p]
, (4.144)
where p and q match the values of the above mass function.
6. To obtain the final correlation function, one has to perform a mass integration,
which goes formally from 0 to ∞. In practice, we use the mass limits mmin =
103M and mmax = 1016M.
4.7 Summary 93
7. Due to the mass-cutoff the consistency relation∫ mmax
mmin
dν n(ν)b(ν) = 1 (4.145)
does not hold any longer. To cure this problem we introduce a normalization
factor bnorm(z), which ensures that Eq. (4.145) is fulfilled. It has to be included
for every appearance of the linear bias factor b1(ν).
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Chapter 5
Covariance of the power spectrum
estimator
Weak gravitational lensing is an important tool to probe the large-scale structure of
the Universe and to estimate cosmological parameters. The constraints it provides
are independent of and complementary to those found by other measurements such as
CMB anisotropies, SN type Ia or galaxy surveys. As the next generation of surveys
will allow much more precise measurements of weak lensing effects, it is important to
have a good understanding of the underlying physics and the expected errors. The
quantity of main interest is the cosmic shear field. It quantifies the distortion of faint
galaxy images by gravitational light deflection and depends directly on the projected
mass density of the matter density. So far, mainly the convergence power spectrum has
been measured and parameter constraints are based on the Gaussian approximation
of the power spectrum covariance estimator. A more realistic analysis would imply
the consideration of the non-Gaussian part of the covariance as well. In this chapter,
we will investigate the non-Gaussianities in detail and determine the full covariance
within the halo model approach. It continues and extends the work of Scoccimarro
et al. [72] and Cooray and Hu [16].
Starting from a canonical estimator for the dark matter power spectrum, we derive
in Sect. 5.1 its covariance for different k-modes and extend our consideration to the
projected power spectrum estimator and the corresponding covariance in Sect. 5.2. As
the evaluation of the covariance requires in both cases the calculation of trispectrum
configurations where the wave-vectors form a parallelogram, we apply in Sect. 5.3 the
halo model approach to find an analytic expression. In order to minimize the com-
putational effort for the covariance, Sect. 5.3.2 addresses different approximations to
the trispectrum and studies their validity for different configurations of the trispec-
trum wave-vectors. They are later applied to the actual covariance in Sect. 5.3.3 and
used throughout this work. Sect. 5.4 covers the effect of a log-normal distribution for
the concentration parameter in the power and trispectrum. To understand the origin
of cross-correlations in the power spectrum covariance, Sect. 5.5 examines how the
form and amplitude of the trispectrum depends on the angle between the trispectrum
wave-vectors. Finally, in Sect. 5.6, we check the amount of non-Gaussianity on dif-
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ferent scales for the case of the three-dimensional and the projected power spectrum
covariance.
5.1 Covariance of the dark matter power spectrum
estimator
We are interested in the statistical properties of the dark matter density field δ(x)
and its Fourier modes
δ(k) =
∫
d3x δ(x) eik·x , (5.1)
where x ∈ R3. More precisely, we want to determine the power spectrum of δ(x) and
the corresponding covariance for wave-vectors of different length k. As we will see
later, this requires considering moments up to fourth order. Let us assume for our
analysis that a survey (or simulation) of volume V is given from which δ(k) can be
estimated. In Fourier space the volume can be divided into k-bins of shell width ∆k.
Following Scoccimarro et al. [72], we choose
Pˆ (ki) =
1
V
∫
s,ki
d3k
Vs(ki)
δ(k)δ(−k) (5.2)
as an estimator for the power spectrum, where the integration is performed along
the i-th shell of volume Vs(ki) (the subscript ‘s’ stands for shell). The estimator is
constructed such that it is unbiased in the limit of infinitely small shells, which can
be seen by calculating its expectation value
〈Pˆ (ki)〉 = 1
V
∫
s,ki
d3k
Vs(ki)
〈δ(k)δ(−k)〉
=
1
V
∫
s,ki
d3k
Vs(ki)
(2pi)3δD (0)P (k)
≈ P (k)
∫
s,ki
d3k
Vs(ki)
(2pi)3
V
δD (0) = P (k) . (5.3)
Note that we used the definition of the power spectrum in the second step (see Eq. 3.42)
and the identity δD (0) = V/(2pi)
3 (use Eq. 3.27 and consider k = 0). The last
approximation is only valid for small bin-sizes, since the variation of P (k) within
Vs(ki) is then negligible. We can also calculate the covariance of the power spectrum
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estimator (5.2) for small shells:
Cij ≡ Cov
(
Pˆ (ki), Pˆ (kj)
)
= 〈Pˆ (ki)Pˆ (kj)〉 − 〈Pˆ (ki)〉〈Pˆ (kj)〉
=
1
V 2
∫
s,ki
d3k1
Vs(ki)
∫
s,kj
d3k2
Vs(kj)
[〈δ(k1)δ(−k1)δ(k2)δ(−k2)〉
− 〈δ(k1)δ(−k1)〉〈δ(k2)δ(−k2)〉]
=
1
V 2
∫
s,ki
d3k1
Vs(ki)
∫
s,kj
d3k2
Vs(kj)
[〈δ(k1)δ(−k1)δ(k2)δ(−k2)〉c
+ 〈δ(k1)δ(k2)〉〈δ(−k1)δ(−k2)〉+ 〈δ(k1)δ(−k2)〉〈δ(−k1)δ(k2)〉]
=
(2pi)3
V 2
∫
s,ki
d3k1
Vs(ki)
∫
s,kj
d3k2
Vs(kj)
{
δD (0)T (k1,−k1,k2,−k2) (5.4)
+ (2pi)3P 2(k1) [δD (k1 + k2) δD (−k1 − k2) + δD (k1 − k2) δD (−k1 + k2)]
}
=
(2pi)6
V 2
∫
s,ki
d3k1
Vs(ki)Vs(kj)
2P 2(k1)δD (0) δij +
1
V
T¯ (k1,−k1,k2,−k2)
≈ 1
V
[
(2pi)3
Vs(ki)
2P 2(ki)δij + T¯ij
]
, (5.5)
where T¯ij is the bin-averaged three-dimensional matter trispectrum
T¯ij ≡ T¯ (ki, kj) =
∫
s,ki
∫
s,kj
d3k1
Vs(ki)
d3k2
Vs(kj)
T (k1,−k1,k2,−k2) . (5.6)
For the derivation of Eq. (5.5), we made use of the definition of the trispectrum (see
Eq. 3.42) and again of δD (0) = V/(2pi)
3. The approximation in the last step relies on
the assumption that the power spectrum is almost constant over the shell integration.
The resulting equation (5.5) consists of two terms: a Gaussian part which scales as
the power spectrum squared and only gives a contribution to the diagonal of the
covariance matrix, and a non-Gaussian part which introduces correlations between
the wave-vectors of different shells. Both terms are inversely proportional to the
survey volume V , but have a different behavior with respect to the shell volume
Vs(ki). While the Gaussian term decreases with the size of the shell, the non-Gaussian
term is independent of the binning, since the volumes of the shells cancel out with the
integration.
If we choose the coordinate system for the wave-vectors such that the integration
shells are placed concentrically to its origin the problem becomes rotation-symmetric.
This suggests to parametrize the three-dimensional trispectrum with three quantities,
namely the length of the two wave-vectors which we denote with k1 and k2 and the
98 Chap. 5: Covariance of the power spectrum estimator
cosine of the angle between them x ≡ (k1 · k2)/k1k2 = cos θ. Accordingly, we use for
the three-dimensional trispectrum the subsequent parametrization
T (k1, k2, x) ≡ T (k1,−k1,k2,−k2) . (5.7)
The appropriate choice of the coordinate system allows us then to reduce the number
of integrations in Eq. (5.6) from six to three, resulting in
T¯ij =
8pi2
Vs(ki)Vs(kj)
∫
s,ki
dk1 k
2
1
∫
s,kj
dk2 k
2
2
∫ 1
−1
dxT (k1, k2, x) . (5.8)
Note that for the calculation of the above equation we only have to consider parallel-
ogram configurations of the trispectrum wave-vectors.
If we choose a linear binning for ki and kj, such that they are centered in the integration
interval, the shells have a volume
Vs(ki) = 4pi
∫ ki+∆k2
ki−∆k2
dk k2 = 4pi
(
k2i∆k +
(∆k)3
12
)
, (5.9)
which is approximately Vs(ki) ' 4pik2i∆k for small bin-sizes ∆k. Equation (5.8) has
in this case the form
T¯ij =
1
2
1
(kikj∆k)2
∫ ki+∆k2
ki−∆k2
dk1 k
2
1
∫ kj+∆k2
kj−∆k2
dk2 k
2
2
∫ 1
−1
dxT (k1, k2, x) . (5.10)
For a logarithmic binning, Eqs. (5.9) and (5.10) would have to be modified, because
∆k ∝ ki.
5.2 Covariance of the lensing power spectrum
estimator
In the same way as for the dark matter power spectrum one can find an expression for
the two-dimensional case of the convergence power spectrum covariance (see Sect. 3.6).
Instead of the density field δ(k), we now consider the statistics of the projected density
field
κ(θ) =
∫ wH
0
dwW (w) δ[fK(w)θ, w] , (5.11)
where wH denotes the comoving distance to the horizon and its Fourier counterpart
κ(l) =
∫
d2θ eil·θκ(θ) . (5.12)
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For our considerations, we will assume that all background sources are situated at a
comoving distance ws, such that the weight function has the form
W (w) =
3
2
Ωm
H20
c2a
fK(ws − w)
fK(ws)
. (5.13)
Analogously to the three-dimensional case, we are interested in estimating the power
spectrum and the corresponding covariance for wave-vectors of different length li. The
power spectrum estimator for the convergence field is constructed as
Pˆκ(li) =
1
A
∫
r,li
d2l
Ar(li)
κ(l)κ(−l) , (5.14)
which is also unbiased in the limit of infinitely small shells, since 〈Pˆκ(li)〉 = Pκ(li).
Here A = 4pifsky denotes the survey area or the solid angle in steradian
1, where fsky is
the fractional sky coverage and the integration is performed along a two-dimensional
annulus of volume Ar(li) (the subscript ‘r’ stands for ring).
With the estimator from Eq. (5.14), the evaluation of the covariance results in an
expression analogous to the three-dimensional case
Cij ≡ Cov
(
Pˆκ(li), Pˆκ(li)
)
=
1
A
[
(2pi)2
Ar(li)
2P 2κ (li)δij + T¯κ(li, lj)
]
(5.15)
with the bin-averaged convergence trispectrum
T¯ κij ≡ T¯κ(li, lj) =
∫
r,li
∫
r,lj
d2l1
Ar(li)
d2l2
Ar(lj)
Tκ(l1,−l1, l2,−l2) . (5.16)
Again, the covariance consists of two contributions: a Gaussian part proportional
to the convergence power spectrum squared and a non-Gaussian part in which the
trispectrum dependence enters. The convergence power spectrum Pκ(l) and the con-
vergence trispectrum Tκ(l1,−l1, l2,−l2) are the projections of the corresponding three-
dimensional spectra along the comoving distance convolved with the weight function
W (w) of Eq. (5.13) as defined in Sect. 3.6.
If we choose an appropriate coordinate system for the integration over the wave-
vectors, the problem becomes rotation-symmetric and we can parametrize the conver-
gence trispectrum by three quantities as well, namely the length of the wave-vectors l1
and l2 and the cosine of the angle between them x ≡ (l1 · l2)/l1l2 = cosϕ. Analogously
to the three-dimensional case we define
Tκ(l1, l2, x) ≡ Tκ(l1,−l1, l2,−l2) . (5.17)
1Multiplication with
(
180◦
pi
)2
converts it to square degrees.
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Making use of the symmetry properties of this problem, one angular integration be-
comes trivial and the integration in Eq. (5.16) simplifies to
T¯ κij =
2pi
Ar(li)Ar(lj)
∫
r,li
dl1 l1
∫
r,lj
dl2 l2
∫ 2pi
0
dϕTκ(l1, l2, cosϕ) . (5.18)
If the bins are spaced linearly and li is placed in the arithmetic mean of the integration
interval the shell area is
Ar(l) = 2pi
∫ li+∆l/2
li−∆l/2
dl1 l1dl l = 2pil∆l . (5.19)
In this case, the averaged trispectrum becomes
T¯ κij =
1
2pililj(∆l)2
∫ li+∆l/2
li−∆l/2
dl1 l1
∫ lj+∆l/2
lj−∆l/2
dl2 l2
∫ 2pi
0
dϕTκ(l1, l2, cosϕ) . (5.20)
If the bin-width is sufficiently small, we can make use of the mean value theorem and
approximate integral (5.20) in the following way:
T¯ κij '
1
2pi
∫ 2pi
0
dϕTκ(li, lj, cosϕ) . (5.21)
Since the 1-halo term of the trispectrum (Eq. 4.134) is in fact independent of the angle
ϕ, an approximation of the covariance can be calculated without having to perform
an integration at all.
5.3 Calculating the covariance in the halo model
approach
We have seen that the covariance of the power spectrum estimator consists of two
terms: a Gaussian part, which is proportional to the power spectrum squared and a
non-Gaussian part, which is the bin-averaged trispectrum. To model the non-linear
power spectrum one can make use of different fitting formulae (see e.g. Peacock
and Dodds [62], Smith et al. [79]), but for the trispectrum there exists currently no
reliable prediction. For this reason, we use the halo model approach to describe the
trispectrum. To be consistent, the same halo model is also applied to calculate the
power spectrum. In the following, we will summarize the halo model terms in the
form we need them for our covariance consideration and analyze which of them are
required for a consistent description on different scales. Finally, we will show the
numerical results of the power spectrum covariance as calculated with our halo model
implementation.
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5.3.1 Trispectrum
From the analytic results of the power spectrum covariance (Eq. 5.4) and the lensing
power spectrum covariance (Eq. 5.15), we know that only parallelogram configurations
of the trispectrum wave-vectors contribute to the non-Gaussian terms. Instead of four
arbitrary wave-vectors (k1,k2,k3,k4), we now only have to consider (k1,−k1,k2,−k2)
configurations, where the two opposing wave-vectors are of the same length. Restrict-
ing our calculations to these configurations, the four different halo terms which add
to the total trispectrum (see also Sect. 4.6) simplify. In order to shorten the resulting
expressions, we make use of the Mij building blocks as defined in Sect. 4.6. Neglecting
the k-dependencies where no confusion arises, the trispectrum contributions in the
halo model description take the following form:
The 1-halo term becomes
T1h =M04(k1,−k1, k2,−k2) , (5.22)
the 2-halo term is
T2h = T
31
2h + T
22
2h , (5.23)
which consists of T 312h , corresponding to correlations of three points within one halo
and a fourth point in a second halo and T 222h , describing correlations of two points in
one and another two points in the second halo:
T 312h = 2M13(k1, k2, k1)M11(k1)Plin(k1) ,
+ 2M13(k2, k1, k2)M11(k2)Plin(k2) (5.24)
T 222h =M
2
12(k1, k2) [Plin(|k1 + k2|) + Plin(|k1 − k2|)] . (5.25)
The three-halo term is given by
T3h = 2M12(k1, k2)M11(k1)M11(k2)
· [Bpt(k1,k2,−k1 − k2) +Bpt(k1,−k2,−k1 + k2)]
+M22(k1, k1)M
2
11(k2)P
2
lin(k2)
+M22(k2, k2)M
2
11(k1)P
2
lin(k1)
+ 4M22(k1, k2)M11(k1)M11(k2)Plin(k1)Plin(k2) , (5.26)
and the four-halo term is
T4h =M
2
11(k1)M
2
11(k2)Tpt(k1,−k1,k2,−k2)
+ 2M211(k1)M11(k2)M21(k2)Plin(k1)P
2
lin(k2)
+ 2M211(k2)M11(k1)M21(k1)Plin(k2)P
2
lin(k1) , (5.27)
which describes correlations of points between four different halos. Bpt and Tpt de-
note the lowest order, non-vanishing perturbation theory contribution to the bi- and
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trispectrum as derived in Sect. 2. For parallelogram configurations of the trispec-
trum wave-vectors, we have to consider the following perturbation theory bispectrum
dependencies
Bpt(k1,k2,−k1 ± k2) = 2F2(k1,k2)Plin(k1)Plin(k2)
+ 2F2(k2,−k1 ± k2)Plin(k2)Plin(| − k1 ± k2|)
+ 2F2(−k1 ± k2,k1)Plin(| − k1 ± k2|)Plin(k1) , (5.28)
where the F2(·, ·) kernels denote the symmetrized second-order coupling function (see
Sect. 2.4.3). The perturbation theory trispectrum simplifies in comparison to the one
for arbitrary wave-vector configurations (see Eq. 3.59) to the following expression:
Tpt = 4P
2(k1)
{
[F2(k1,−k1 − k2)]2P (|k1 + k2|)
+ [F2(k1,k2 − k1)]2P (|k1 − k2|)
}
+ 4P 2(k2)
{
[F2(k2,−k1 − k2)]2P (|k1 + k2|)
+ [F2(k2,k1 − k2)]2P (|k1 − k2|)
}
+ 8P (k1)P (k2) [F2(k1,−k1 − k2)F2(k2,−k1 − k2)P (|k1 + k2|)
+ F2(k1,k2 − k1)F2(k2,k1 − k2)P (|k1 − k2|)]
+ 12P 2(k1)P (k2)F3(k1,−k1,k2) + 12P 2(k2)P (k1)F3(k1,k2,−k2) , (5.29)
where we dropped the (k1,−k1,k2,−k2) dependency in Tpt and F3(·, ·, ·) denotes the
third-order coupling function as defined in Sect. 2.4.3. The full trispectrum is the sum
of the four halo terms such that
T (k1, k2, x) = T1h + T2h + T3h + T4h . (5.30)
A detailed derivation of equations (5.22) – (5.29) can be found in appendix A. To
display the trispectrum graphically, it is convenient to parametrize an arbitrary par-
allelogram configuration in terms of the ratio of the wave-numbers k1 and k2, the
angle between the corresponding vectors and the length of one wave-vector k1. In
this way, one can fix the values for the ratio and the angle and plot the trispectrum
against a varying wave-length k1. If we set |k1| = a|k2|, the dimensionless dark matter
trispectrum becomes
∆2pc(k1, a, x) ≡
k31
2pi2
T 1/3(k1, k2, x) , (5.31)
where the subscript ‘pc’ indicates that we consider parallelogram configurations. The
same notation can be used for the projected case. If we have |l1| = a|l2|, the dimen-
sionless lensing trispectrum is
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Figure 5.1: Illustration of the different contributions to the dimensionless trispectrum
against the wave-vector for a parallelogram configuration with a = 10 and x =
√
2/2 (see
text for further explanations). The upper plot displays the three-dimensional case, whereas
the lower plot shows the projected lensing trispectrum.
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Table 5.1: Cosmological parameters used for calculating the trispectrum in the halo model
approach. The parameters chosen match the cosmology of the Millennium Run simulation
[82]. In order to set up the initial power spectrum the Eisenstein-Hu (EH) transfer function
was used [22].
Simulation Ωm ΩΛ h Ωb σ8 ns Γ zs T (k)
Millennium 0.25 0.75 0.73 0.045 0.9 1.0 0.14 1 EH
∆2pc(l1, a, x) ≡
l21
2pi
T 1/3κ (l1, l2, x) , (5.32)
where T
1/3
κ (l1, l2, x) denotes the projected version of the trispectrum. As an example,
we calculate the different halo terms of a trispectrum configuration with a = 10
and x =
√
2/2. For our halo model implementation we use the same WMAP3-like
cosmological parameters as for the Millennium Run simulation (see Tab. 5.1), which
is applied throughout this chapter, if not stated otherwise. Fig. 5.1 illustrates the
resulting trispectra for the three-dimensional (upper panel) and projected case (lower
panel) against the corresponding wave-number k or l. As expected, in both cases the
1-halo term (red line) which accounts for dark matter correlations within one halo
is dominant on small scales. Analogously, the 4-halo term (pink line) corresponding
to correlations of dark matter between four different halos has the largest influence
on large scales. For this configuration the 2-halo term (green line) has the largest
contribution to the total trispectrum on intermediate scales and the 3-halo term (blue
line) is of minor importance throughout the displayed scales. By construction the
4-halo term (turquoise line) equals the perturbation theory trispectrum on very large
scales.
5.3.2 Contributions of the individual halo terms
As the calculation of the non-Gaussian covariance requires at least three integrations,
it is useful to find approximations of the total trispectrum on different scales such
that the computation-time is minimized. For this reason, we aim at quantifying the
contributions of the individual halo terms to the overall trispectrum. From Fig. 5.1
we can rate the importance of the different halo terms. This suggests to examine the
following approximations for different trispectrum configurations more closely:
T1 = T1h , (5.33)
T2 = T1h + T2h , (5.34)
T3 = T1h + T2h + T3h , (5.35)
T4 = T1h + T2h + Tpt . (5.36)
where we additionally set T4h ≈ Tpt, since the perturbation theory trispectrum equals
by construction the 4-halo term on very large scales and requires less computational
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effort. Subsequently, we investigate these approximations to the total trispectrum T in
two ways: first by calculating the ratio Ti/T and plotting it against the corresponding
wave-number and second by analyzing the trispectrum configuration dependence of
these approximations in order to generalize the results found. Note that the total
trispectrum corresponds either to the three-dimensional trispectrum of Eq. (4.133) or
to the corresponding projected version depending on the case considered. Furthermore,
we choose a parametrization (k, a, x) or (l, a, x) for the trispectra as described in the
previous section.
Quality of the different approximations
Fig. 5.2 illustrates the different approximations Ti compared with the overall trispec-
trum T for a parallelogram configuration with a = 10 and x =
√
2/2. More precisely,
we calculate the ratio Ti/T for each of the approximations defined (see Eqs. 5.33-5.36)
and plot it against the corresponding wave-number. In this way, values close or equal
to 1 mean good or perfect agreement with the total trispectrum, whereas low or high
values indicate a poor resemblance. In the following, we say that an approximation is
in good agreement with the total trispectrum if the error |Ti/T −1| ≤ 10%. As we are
interested in the three-dimensional as well as the projected trispectrum, the different
configurations are plotted and analyzed for both cases.
The upper panel of Fig. 5.2 illustrates the quality of the four different approximations
for the three-dimensional trispectrum in a range 10−2 hMpc−1 < k < 102 hMpc−1.
The T1 approximation (pink line) which consists only of the 1-halo term of the trispec-
trum provides the worst approximation. Only for wave-numbers larger than k &
30hMpc−1 the approximation deviates less than 10% from the total trispectrum. T2
(blue line) and T3 (green line) already provide a better approximation and can be ap-
plied safely on scales smaller than k ' 0.2hMpc−1. Since both approximations are of
similar quality, including the 3-halo term in the approximation is of minor importance
for this trispectrum configuration. The best agreement with the total trispectrum is
achieved for the T4-approximation (red line). It should be used if a good resemblance
on very large scales is required.
Analogously, the lower panel of Fig. 5.2 compares the same approximations to the
total convergence trispectrum. For our consideration we chose a range 10 < l < 104.
As one can see, the qualitative behavior of the approximations is identical to the
three-dimensional case. The T1-approximation (pink line) is only applicable on scales
smaller than l ' 3000, whereas the other approximations can already be used on scales
smaller than l ' 200. Again, T3 (green line) does not improve the estimate of T2 (blue
line) by much. If a good agreement on large scales is necessary, the T4-approximation
(red line) should be preferred over the others.
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Figure 5.2: Illustration of the different approximations of the trispectrum divided by the
total trispectrum Ti/T (k) against the corresponding wave-number. The upper panel displays
the three-dimensional case, while the lower panel shows the projected case for a parallelo-
gram configuration, with ratio a = 10 and x =
√
2/2. T4 provides in both cases the best
approximation to the total trispectrum, whereas T1 is only applicable on small scales. A good
compromise between the two approximations is given by T2 (see text for a detailed discussion).
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Configuration dependence of the approximations
As the calculation of the power spectrum requires to average over all possible con-
figurations of the trispectrum, we are interested to see if the results of the previous
section hold as well for arbitrary configurations of the trispectrum. For this purpose,
we investigate the validity of the approximations for four different configurations of
the trispectrum. As before, we parametrize the parallelogram configurations by the
length of one wave-vector k1 or l1, the ratio a between both wave-vectors and the
cosine of the angle between them x. We focus on three configurations with fixed ratio
a specified by
a = 1, x = 0 , (5.37)
a = 10, x =
√
2/2 , (5.38)
a = 100, x = 0 , (5.39)
where in the three-dimensional case one wave-vector is varied in the range 10−2 hMpc−1 <
k1 < 10
2 hMpc−1 and in the projected case one wave-vector is varied in the range
10 < l1 < 10
4. Additionally, we consider one configuration where the ratio a varies
specified by
1 < a < 1000, x =
√
2/2 . (5.40)
In this case, one wave-vector has a fixed value. For the three-dimensional consideration
it is set to k2 = 0.1hMpc
−1, for the projected case we set l2 = 100. The first parallel-
ogram configuration (5.37) corresponds geometrically to the special case of a square
configuration. As the wave-vectors have the same length, this configuration only con-
tributes to the diagonal part of the covariance matrix. The next two configurations
(5.38, 5.39) are parallelogram configurations with different ratio and angle between
the wave-vectors and correspond to off-diagonal entries of the covariance matrix. The
larger the ratio a, the larger the separation from the diagonal of the covariance. Finally,
the last configuration with varying ratio a probes the border region of the covariance
matrix where one wave-length is fixed to a small value. In the following, we consider
the validity of the T1 and T2 approximations for the four parallelogram configurations
specified. Fig. 5.3 displays the results for the three-dimensional trispectrum, while
Fig. 5.4 shows the results for the convergence trispectrum.
Results
The upper panel of Fig. 5.3 summarizes the results for the T1 approximation of the
trispectrum in the three-dimensional case. For all configurations except (5.40), T1
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Figure 5.3: Illustration of the different approximations of the three-dimensional trispec-
trum Ti divided by the total one against the wave-number k for four different parallelogram
configurations. The upper plot displays the T1-approximation which considers only the 1-halo
term contribution. The lower plot shows the results of the T2-approximations, which consists
of 1-halo and 2-halo term. The trispectrum configurations are specified by the ratio a of the
wave-length k1 and k2 and the cosine of the angle x between the wave-vectors k1 and k2.
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Figure 5.4: Illustration of the different approximations of the projected trispectrum Ti
divided by the total one against the wave-number l for four different parallelogram configu-
rations. The upper plot displays the T1-approximation which considers only the 1-halo term
contribution. The lower plot shows the results of the T2-approximations, which consists of
1-halo and 2-halo term. The trispectrum configurations are specified by the ratio a of the
wave-length l1 and l2 and the cosine of the angle x between the wave-vectors l1 and l2.
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approximates the total trispectrum well for wave-length larger than k ' 20hMpc−1.
Configuration (5.40) was chosen to probe the border region of the covariance ma-
trix. As we can see from Fig. 5.3, T1 fails to approximate the total trispectrum. It
deviates over the considered range by more than 80%. Considering the four configu-
rations in combination with the T2 approximation shows a significant improvement.
On scales smaller than k ' 0.3hMpc−1, T2 resembles the total trispectrum well for
all configurations except (5.40). In case of the off-diagonal configuration (5.39) the
T2 approximation even provides an accurate approximation of the whole range con-
sidered. Hence in regions further away from the diagonal of the covariance the 3-halo
and 4-halo term are of minor importance and can be safely neglected.
Fig. 5.4 shows the same type of plots for the projected trispectrum configurations.
Again, the qualitative behavior of the configurations is similar to the three-dimensional
case. The T1 approximation deviates 10% or less from the total trispectrum T on scales
smaller than l ' 3000 for all configurations considered except (5.40). The deviation
in case of configuration (5.40) is less severe than in the three-dimensional case but
is still larger than 50% on the scales considered. The lower panel of Fig. 5.4 shows
the situation of the four parallelogram configurations for the T2 approximation of the
total trispectrum. As for the three-dimensional case, there is a significant improvement
in the quality of the approximations. All parallelogram configurations considered are
approximated accurately by T2 on scales smaller than l ' 3000. If one is only interested
in approximating configurations which are further away from the covariance diagonal,
T2 already provides an accurate approximation for wave-length larger than l & 200.
For a square configuration, T2 resembles the total trispectrum very well on all scales
from 200 < l < 104.
From this analysis, we can draw the following conclusions: the 1-halo term (T1 ap-
proximation) is sufficient to describe the total trispectrum on small scales as long as
the configurations considered deviate not too much from a square configuration. To
describe intermediate scales accurately, one has to consider the 2-halo contribution as
well (T2 approximation). For degenerate parallelogram configurations where one wave-
number is very small, one has to consider the 3- or 4-halo term as well. The projection
of the three-dimensional trispectrum along the redshift-axis has no significant effect
on the qualitative behavior of the approximations considered. The results from this
section valid for the large majority of trispectrum configurations are summarized in
Tab. 5.2 and apply for a standard ΛCDM cosmology as given in Tab. 5.1. The three-
dimensional trispectrum is considered at z = 0. For the convergence trispectrum we
applied a single source redshift plane at zs = 1.
5.3.3 Lensing power spectrum covariance
With the results of the previous sections, we can finally calculate the covariance of
the lensing power spectrum Cij in the halo model description. As shown in Sect. 5.2
it consists of a Gaussian part which depends on the square of the convergence power
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Table 5.2: Validity range of the T1 and T2 approximations for the three-dimensional (3D)
and projected (2D) trispectrum. For larger wave-numbers than the ones stated the corre-
sponding approximation deviates less than 10% from the total trispectrum. The results apply
for the majority of parallelogram configurations of the trispectrum wave-vectors in a standard
ΛCDM cosmology (see Tab. 5.1).
Approximation 3D trispectrum 2D trispectrum
k[hMpc−1] l [rad−1]
T1 & 3 & 3000
T2 & 0.3 & 300
spectrum and a non-Gaussian part consisting of the bin-averaged convergence trispec-
trum. The term bin-averaged here describes the averaging over all possible trispectrum
configurations which can be found for wave-vectors within two annuli. In contrast to
calculating the ‘pure’ trispectrum, for the covariance we have to specify the survey
size and the bin-width that define the width of the annuli to be averaged over. We
focus here on the projected case of the covariance as it has more relevance for obser-
vations in weak lensing. After considering the covariance for a specific example, we
will apply the results of the different trispectrum approximations from Sect. 5.3.2 to
the lensing power spectrum covariance and explore their relevance for upcoming weak
lensing surveys.
Covariance for a standard ΛCDM cosmology
As illustrative example, we consider the covariance of the projected power spectrum
estimator with cosmological parameters matching a standard ΛCDM cosmology (see
Tab. 5.1). We adopt the same survey size A = 25 deg2 and the same linear binning
scheme with ∆l = 72 starting from l0 = 144 up to l40 = 3024 as used for the ray-tracing
through the Millennium Run, which we will consider in the following chapter. The
resulting covariance matrix is presented in Fig. 5.5 on a logarithmic scale. Typically,
the covariance matrix has a maximum amplitude on large scales, i.e. for small wave-
numbers l (red region) and decreases towards larger wave-numbers (dark blue region).
The largest values can be found along the diagonal, corresponding to the variance
of the power spectrum estimator. Under the Gaussian assumption, only a fraction
of this diagonal is used for the error analysis. The non-Gaussian contribution to the
diagonal and the non-Gaussian off-diagonals of the covariance matrix are neglected.
In a subsequent section, we will analyze the amount of non-Gaussianity in comparison
to the Gaussian contribution for the diagonal of the covariance in more detail.
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Figure 5.5: Logarithmic convergence power spectrum covariance log(C(li, lj)) against wave-
numbers (li, lj) as calculated with the halo model. Survey area and cosmological parameters
match the Millennium Run simulation. The binning scheme is linear with a width ∆l = 72
ranging from l0 = 144 up to l40 = 3024. The upper plot shows a three-dimensional visual-
ization of the lensing covariance, whereas the lower plot depicts the corresponding contour
representation. As can be seen from the contours the diagonal marks the highest amplitude
of the total covariance.
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Approximations for the covariance
From the results of the trispectrum analysis in the previous section, we expect the 1-
halo and the 2-halo term of the bin-averaged trispectrum to be the major contributions
to the overall covariance. In order to analyze this issue further, we define analogous
covariance approximations as for the trispectrum. The quality of these approximations
is then visualized in contour plots.
For the considerations, it is convenient to decompose the covariance of the lensing
power spectrum estimator into the Gaussian part and the four halo terms of the bin-
averaged trispectrum
Cij = CGij + CNGij
= CGij + C1hij + C2hij + C3hij + C4hij , (5.41)
where the components are defined as
CGij =
1
A
(2pi)2
Ar(li)
2P 2κ (li) δij , (5.42)
Cnhij =
1
A
∫
r,li
d2l1
Ar(li)
∫
r,lj
d2l2
Ar(lj)
T nhκ (l1, l2) , n = 1, 2, 3, 4 . (5.43)
As already discussed in Sect. 5.2, these terms generally depend on the survey size A
and the binning scheme since Ar(l) ∝ ∆l l. Since the Gaussian part is well described
by applying the standard fitting formulae for the power spectrum and its computation
can be performed quickly, we focus in the following on the four halo terms of the
bin-averaged trispectrum. In analogy to the analysis of the trispectrum in Sect. 5.3.2,
the following four approximations are investigated further:
C1 = C1h , (5.44)
C2 = C1h + C2h , (5.45)
C3 = C1h + C2h + C3h , (5.46)
C4 = C1h + C2h + C4h , (5.47)
where we omit the subscripts i and j for notational convenience. The different approx-
imations Ci are visualized in four contour plots in Fig. 5.6. Each plot shows a different
approximation divided by the total lensing covariance C versus wave-numbers (li, lj).
As one can see, the C1-approximation works well on small scales. For wave-numbers
larger than l & 2500, the deviation from the total trispectrum is 6% or less except
along the diagonal. Here and close to the left and lower borders of the covariance
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matrix where one wave-number is fixed to a small value the error is 12% or less. Using
the C2-approximation the deviation to the total covariance along the borders and the
diagonal decreases significantly. For wave-numbers larger than l ' 1000 the error is
3% or less. If one desires a smaller deviation on large scales more halo-terms must be
considered, since for l . 500 the discrepancy to the total covariance is 13% or more.
If a high precision is required, one should choose the C3-approximation. For wave-
numbers l & 300, the deviation is 6% or less. In contrast to C2 the C4-approximation
improves the boundary region of the covariance matrix but is less accurate than the
C3-approximation. A summary of this analysis can be found in Tab. 5.3, which is valid
for a standard ΛCDM cosmology as given in Tab. 5.1. As we consider the ratio of
the approximations to the total covariance, the results found are independent of the
survey size. For small bin-width, they are also independent of the binning scheme
and can be applied to all weak lensing surveys with source redshift planes situated at
zs = 1.
Table 5.3: Validity range of the approximations for the covariance of the lensing power
spectrum as defined in Eqs. (5.44)-(5.47). For values larger than the wave-numbers stated
the error is less than 12% or less than 6% depending on the column considered. The results
apply to a standard ΛCDM cosmology (see Tab. 5.1) and source redshift planes situated at
zs = 1.
Approximation Error . 12% Error . 6%
l [rad−1] l [rad−1]
C1 & 1200 & 2500
C2 & 200 & 500
C3 & 100 & 200
C4 & 100 & 200
5.4 Effect of a concentration parameter distribution
In Sect. 4.5 we saw that the density profile of a halo can be parametrized by its
virial radius rvir and the concentration parameter c. Up to now, we assumed that the
concentration parameter in our halo model implementation is described by a simple
mass-redshift dependency of the form
c(m, z) =
c∗
1 + z
(
m
m∗
)−α
(5.48)
with m∗ = m∗(z = 0). Recent numerical results [13, 38] indicate that this relation
holds only for the average halo concentration, i.e. there is a scatter in the concentration
parameter for halos of the same mass. Furthermore, Jing [38] proposes that the
underlying concentration distribution is better described by a log-normal distribution
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Figure 5.6: Contour plots of the approximated to total lensing covariance Ck/C against
the wave-numbers (li, lj) as calculated with the halo model. Each panel depicts a different
approximation. In reading order these are: C1, C2, C3 and C4 as defined in Eqs. (5.44)-(5.47).
To have an error smaller than 6% for wavenumbers larger than 600 one requires at least the
1-halo and 2-halo terms of the bin-averaged trispectrum.
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p(c)dc =
1√
2piσ2ln c
exp
[
−(ln c− ln c¯)
2
2σ2ln c
]
d ln c , (5.49)
with the mean c¯ following the original relation (5.48). Typical values for the concen-
tration dispersion range from σln c = 0.18 to σln c = 0.32 [38, 86]. This variation of
the halo concentration can be explained by the different merger histories of the halos
(see Wechsler et al. [86]). Studying the concentration of halos with different formation
redshifts zf , they found a fitting formula
c(zf) = c0(1 + zf) , (5.50)
where c0 = 4.1 corresponds to the typical concentration of halos forming at the present
time. This implies that, for a fixed mass m, halos forming at earlier epochs have
a larger concentration than halos forming at later epochs which reflects the higher
density of the Universe at earlier times.
In the following, we analyze the impact of a scatter in the halo concentration on the
1- and 2-halo terms of the power and trispectrum. To avoid confusion, we refer to
the original concentration-mass relation in Eq. (5.48) as the deterministic concen-
tration relation, since the probability distribution can be described by a Dirac delta
distribution as
p(c)dc = δD (c− c¯) c d ln c (5.51)
and denote the log-normal concentration distribution of Eq. (5.49) as probabilistic
concentration relation.
5.4.1 Three-dimensional spectra
Since the concentration parameter characterizes the halo profile (see Sect. 4.5), we
expect the change from a deterministic to a probabilistic concentration relation to have
the strongest effect on small scales. Thus in our halo model description of structure, the
1-halo term and possibly the 2-halo term of the spectrum considered should be most
sensitive to a scatter in the concentration. Since our main interest in this work is the
power spectrum covariance, we analyze in the following the impact of a probabilistic
concentration on the 1- and 2-halo term of the power and trispectrum for the three-
dimensional and for the projected case.
Fig. 5.7 illustrates the results for the 1-halo terms of the three-dimensional power
spectrum (upper panel) and the trispectrum (lower panel) for different dispersions
σln c = {0.1, 0.2, 0.3, 0.4} and the deterministic concentration denoted by σln c = 0. In
order to show the effect more clearly we display in the plots the ratio of the 1-halo
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term contribution as a function of the concentration dispersion to the 1-halo term
contribution from the deterministic concentration relation ∆2(k;σln c)/∆
2(k;σln c = 0)
against k. Additionally, we consider for the trispectrum only square configurations,
where k1 = k2 = k and x = 0. One can clearly see that a probabilistic concentration
raises the amplitude of the 1-halo terms significantly on small scales with respect to the
original deterministic concentration. The larger the dispersion σln c, the stronger the
deviation from the original deterministic concentration relation as given in Eq. (5.48).
Note that the impact of the probabilistic concentration distribution is stronger on the
trispectrum than the power spectrum. This is not surprising as the evaluation of the
trispectrum requires to average over the fourth power of the halo profile, whereas to
derive the power spectrum one averages merely over the squared halo profile.
The upper panel of Fig. 5.8 displays the results for the 2-halo term of the three-
dimensional trispectrum for different dispersions σln c = {0.1, 0.2, 0.3, 0.4} and the
deterministic concentration denoted by σln c = 0 in the same way as for the 1-halo term.
In the following, we do not consider the influence of a probabilistic concentration on the
2-halo term of the power spectrum, as it is vanishingly small (less than 1% deviation
from the zero dispersion result). Similar to the 1-halo term consideration, the plot
indicates that a larger concentration dispersion for the 2-halo term results in a stronger
deviation from the 2-halo term with a deterministic concentration. In comparison to
the 1-halo term of the trispectrum, the influence of the concentration distribution on
the 2-halo term is less pronounced, but still noticeable. This is in agreement with the
weaker dependence of the 2-halo term on the halo profile. For wave-numbers around
k ' 103 hMpc−1 the deviation from the deterministic concentration varies between
10% (for σln c = 0.1) and 50% (for σln c = 0.4).
5.4.2 Projected spectra
As the probabilistic concentration has a strong effect on small scales of the three-
dimensional spectra, we are also interested its impact on the projected spectra. For
this reason, we consider in Fig. 5.9 the influence of a concentration dispersion on
the 1-halo term of the convergence power and trispectrum. Additionally, the lower
panel of Fig. 5.8 depicts the same dispersions in the 2-halo term of the projected
trispectrum. In analogy to the three-dimensional case we plot the ratio of the cor-
responding halo term contribution as a function of the concentration dispersion to
the corresponding halo term contribution from the deterministic concentration rela-
tion ∆2κ(l;σln c)/∆
2
κ(l;σln c = 0) against l. Again, we consider for the trispectrum only
square configurations, where l1 = l2 = l and x = 0. The plotted results show the same
behavior as in the three-dimensional case. But in contrast to the three-dimensional
counterparts, the effect of a concentration dispersion is diminished in the projected
spectra. This is a result of the projection along the redshift axis. In case of the 1-halo
term of the power spectrum with σln c = 0.3 (upper panel, blue line) this means a devi-
ation from a deterministic concentration relation of about 1%− 2% for wave-numbers
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Figure 5.7: Ratio of the 1-halo term contribution as a function of the concentration disper-
sion to the 1-halo term contribution from the deterministic concentration relation of different
three-dimensional spectra against wave-number k. The curves show the ratio for four dif-
ferent dispersions of the halo concentration σln c = {0.1, 0.2, 0.3, 0.4} and the deterministic
concentration denoted by σln c = 0. The upper plot displays different concentration disper-
sions of the power spectrum, whereas the lower panel shows the same dispersions for the
trispectrum. As one can see the dispersion has a strong effect on small scales. For the
trispectrum the effect is more pronounced than for the power spectrum.
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Figure 5.8: Ratio of the 2-halo term contribution as a function of the concentration dis-
persion to the 2-halo term contribution from the deterministic concentration relation of the
three-dimensional (upper panel) and the convergence trispectrum (lower panel) against wave-
number l. The curves show the ratio for four different dispersions of the halo concentration
σln c = {0.1, 0.2, 0.3, 0.4} and the deterministic concentration denoted by σln c = 0. The effect
of the concentration dispersion on the 2-halo term is less pronounced than for the 1-halo
term, but still important to consider for large wave-numbers. Around l ' 104 the deviation
from a deterministic concentration relation can amount up to 10%.
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larger than l ∼ 103 and for the 1-halo term of the trispectrum (lower panel, blue line)
a deviation in the order of 10% − 15% in the same l-range. Thus, when considering
the diagonal part of the covariance, one should take into account the concentration
dispersion in the 1-halo term of the trispectrum but can safely neglect it for the power
spectrum. It might be useful to apply the dispersion as well on the 2-halo term of
the trispectrum. For a large dispersion and on small scales it can raise the amplitude
of the 2-halo term up to 10% in comparison to the same 2-halo contribution with a
deterministic concentration.
5.4.3 Projected power spectrum covariance
From the results above, we expect the strongest effect of a concentration distribu-
tion on the non-Gaussian part of the covariance since it depends on the bin-averaged
trispectrum. To understand the influence of a concentration distribution on the co-
variance better, we calculate the 1-halo contribution of the non-Gaussian covariance
C1h (see Eq. (5.43)) for four different concentration dispersions σln c with our halo
model implementation and divide it by non-Gaussian covariance C1h with a determin-
istic concentration relation. The cosmological parameters and survey characteristics
are chosen such that they match the Millennium Run simulation. The considered
wave-number range is from l0 = 144 to l49 = 3672. Fig. 5.10 displays the results
for σln c = {0.1, 0.2, 0.3, 0.4} in four contour plots. In consistency with the previous
results, the largest impact of the concentration dispersion occurs for wave-numbers
larger than li ' lj ' 2000. For σln c = 0.1 we have only a small deviation of the
non-Gaussian covariance C1h from the original deterministic concentration relation of
about 1% − 2%. The effect is already stronger for σln c = 0.2, where C1h deviates on
small scales (li ' lj & 3300) around 6% from a deterministic concentration and is
non-negligible for σln c = 0.3, where we find a deviation from 3% (for li ' lj & 1000)
to 12% (for li ' lj & 3300). For σln c = 0.4 the largest deviation is about 25% for
li = lj & 4000. N -body simulations suggest that concentration dispersions up to
σln c = 0.3 can be expected whereas the last scenario with σln c = 0.4 is rather unlikely.
5.5 Mode coupling in the power spectrum covariance
In the previous sections we found that the non-Gaussian part of the power spectrum
covariance can be described as the bin-averaged trispectrum. In other words, to obtain
the entry CNG(li, lj) we average for a parallelogram configuration of the trispectrum
with fixed wave-numbers (li, lj) over all possible angles between the wave-vectors l1 and
l2 (see Eq. 5.18). In order to understand the origin of the cross-correlations or mode
coupling in the power spectrum covariance, we analyze parallelogram configurations
of the three-dimensional trispectrum with a fixed ratio of the wave-vectors such that
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Figure 5.9: Ratio of the 1-halo term contribution as a function of the concentration disper-
sion to the 1-halo term contribution from the deterministic concentration relation of differ-
ent convergence spectra against wave-number l. The curves show the ratio for four different
dispersions of the halo concentration σln c = {0.1, 0.2, 0.3, 0.4} and the deterministic con-
centration denoted by σln c = 0. The upper plot displays different concentration dispersions
for the projected power spectrum, whereas the lower panel shows the same dispersions for
the projected trispectrum. The projection along the redshift-axis diminishes the effect of the
concentration dispersion in both spectra. The strongest deviation from a deterministic con-
centration relation occurs for large wave-numbers. For the projected power spectrum, one
can expect a deviation up to 6%, while for the projected trispectrum it differs up to 30%.
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Figure 5.10: Contour plots of the ratio of the covariance 1-halo term contribution with
different concentration dispersions to that with a deterministic concentration against wave-
numbers (li, lj). Each panel displays the ratio for a different concentration dispersion: for
the upper left panel we use σln c = 0.1, for the upper right panel σln c = 0.2, for the lower left
panel σln c = 0.3, while the lower right panel considers σln c = 0.4. The binning scheme is
linear from l0 = 144 to l49 = 3672.
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a = k1/k2 for different angles x ≡ cosϕ. A convenient way to illustrate this dependence
is by normalizing the three-dimensional trispectrum according to
β(k1, k2, x) ≡ T (k1, k2, x)
[P (k1)P (k2)]3/2
,
where P (ki) denotes the three-dimensional power spectrum, which is calculated with
the halo model as well. In this way we expect to eliminate the T (k, k, x) ∝ P 3(k)
scaling on large scales, which is predicted by perturbation theory (see Sect. 3.5.3).
Accordingly, we normalize the convergence trispectrum as
βκ(l1, l2, x) ≡ Tκ(l1, l2, x)
[Pκ(l1)Pκ(l2)]3/2
, (5.52)
where Pκ(li) denotes the convergence power spectrum. Since the 1-halo term depends
only on the length of the wave-vectors (see Eq. 5.22) and the angular dependence of
the 2-halo term is expected to be small as it only enters in the linear power spectrum
(see Eq. 5.23), we concentrate on large scales, i.e. small wave-numbers k. In this
regime the angular dependent 4-halo term dominates and we expect to see a strong
mode coupling. To verify this behavior, we decompose in the upper plot of Fig. 5.11
the trispectrum for a configuration with k1 = 0.1hMpc
−1 and k2 = 0.2hMpc−1 into
the individual halo terms and consider their angular dependence. As expected the
largest correlations arise from the perturbation theory trispectrum or 4-halo term,
whereas the 1-halo and 2-halo term stay roughly constant. The maximum correlation
is obtained for colinear configurations (ϕ = 0) and the smallest contribution comes
from perpendicular modes (ϕ = pi/2).
In the lower plot of Fig. 5.11 we display the angular dependence of the full normalized
trispectrum for five different configurations. It shows that the amount of correlation
at a specific angle depends on the actual lengths of the modes and not only on the
wave-number ratio. As we will see later, the behavior of the normalized convergence
trispectrum is similar.
5.6 Testing the amount of non-Gaussianity
One reason for considering the full covariance of the power spectrum is to take into
account the non-Gaussian terms in form of the trispectrum, which are expected to
have a large contribution on small scales according to our understanding of structure
formation. For this reason, we determine and analyze the ratio of non-Gaussian to
Gaussian contributions to the covariance. Since the off-diagonal entries of the covari-
ance matrix are of purely non-Gaussian origin, we determine the ratio only for the
diagonal entries.
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Figure 5.11: Normalized trispectrum β12(k1, k2, θ) against angle θ in terms of pi (see
text for the exact definition). The upper panel depicts a normalized trispectrum with
k1 = 0.1hMpc−1 and k2 = 0.2hMpc−1 decomposed into the different halo terms, whereas
the lower panel shows the full normalized trispectrum for different configurations as denoted
in the key.
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5.6.1 Three-dimensional case
For the three-dimensional power spectrum covariance of dark matter, we define the
ratio of non-Gaussian to Gaussian contribution
Rk ≡ C
NG
CG
=
T¯ (k, k)
2P 2(k)
Vs(k)
(2pi)3
, (5.53)
where
CG =
1
V
(2pi)3
Vs(k)
2P 2(k) and CNG =
1
V
T¯ (k, k) . (5.54)
Note that the ratio is independent of the actual survey size V , whereas it is propor-
tional to the bin-width ∆k leading to
Rk ≈ T¯ (k, k)
4pi2P 2(k)
∆k · k2 , (5.55)
where we neglect higher order terms in ∆k. In order to analyze the ‘amount of
non-Gaussianity’, one has to choose a fixed binning before comparing e.g. results
from different simulations. The upper panel of Fig. 5.12 displays the ratio Rk for a
linear binning scheme and a bin-size ∆k = 2pi/10hMpc−1. As expected, the non-
Gaussian contribution increases towards smaller scales. On very large scales, the ratio
deviates from the expected behavior: perturbation theory predicts the ratio to behave
as Rk ∝ P (k)k2 for small wave-numbers k, since T¯ (k, k) ∝ k3. Since P (k) ∝ k on
large scales, one would expect the ratio to increase with Rk ∝ k3. For the two smaller
bin-width (green and blue lines) the ratio instead decreases rapidly. This effect has to
be analyzed further in future work.
5.6.2 Projected case
In case of the projected power spectrum covariance (see Eq. 5.15), the ratio is
Rl ≡ C
NG
CG =
T¯κ(l, l)
2P 2κ (l)
Ar(l)
(2pi)2
, (5.56)
where
CG = 1
A
(2pi)2
Ar(l)
2P 2κ (l) and CNG =
1
A
T¯κ(l, l) . (5.57)
Again the ratio is independent of the actual survey size A, but proportional to the
chosen bin width ∆l, leading to
Rl =
T¯κ(l, l)
4piP 2κ (l)
∆l · l (5.58)
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for a linear binning scheme. The lower panel of Fig. 5.12 displays the ratio Rl for
a bin-size ∆l = 72. For small wave-numbers the non-Gaussian contribution becomes
less important. Contrary to our expectations the non-Gaussian contribution drops
also towards larger l with a maximal value around l = 800.
In order to understand the shape of the curves, we construct an approximation for the
non-Gaussian to Gaussian ratio, based on two simplifying assumptions: we estimate
the projected power spectra as defined in Eq. (3.67) by
Pκ(l) ' ∆wG2(w∗)P (l/fK(w∗), w∗) , (5.59)
and the bin-averaged, projected trispectrum by
T¯κ(l,−l) ' ∆w G
4(w∗)
f 2K(w∗)
T (l/fK(w∗),−l/fK(w∗), w∗) , (5.60)
where we made use of Eq. (5.16) and T denotes the three-dimensional trispectrum
as defined in Eq. (4.133). This corresponds to assuming that the lenses are mainly
distributed in the interval w∗±∆w, where w∗ is comoving distance to the peak of the
lensing window function G(w). Additionally, we neglect the configuration dependence
of the trispectrum such that the non-Gaussian contribution is CNG ∝ T . Combining
these, Eq. (5.56) is approximated by
Rl =
1
∆w f2K(w∗)
Tκ(l/fK(w∗))
P 2(l/fK(w∗))
∆l · l . (5.61)
One can interpret this as a substitution of the bin-averaged, projected spectra by their
three-dimensional counterparts divided by an effective volume ∆w f2K(w∗). For large
scales perturbation theory then predicts Rl ∝ l3. Applying hierarchical clustering on
small scales, we expect Rl ∝ l−1. This corresponds indeed roughly to the behavior of
the curves in the lower plot in Fig. 5.12.
5.7 A fitting formula for the lensing power spectrum
covariance
A suitable quantity for a fitting formula to the lensing power spectrum covariance as
predicted in the halo model approach is the bin-averaged version of the normalized
trispectrum βκ(l1, l2) that we defined in Sect. 5.5. As one can see in Fig. 5.13, it
steeply decreases towards large scales, but is well behaved on scales smaller than
l ' 1000. Additionally this quantity is independent of the binning scheme chosen for
the observation. Since the Gaussian contribution is bin-dependent instead and only
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Figure 5.12: Ratio R of non-Gaussian to Gaussian contribution of the power spectrum
covariance against wave-number for different bin-sizes and a linear binning scheme. In the
three-dimensional case (upper plot) the non-Gaussian term increases as expected, whereas in
the projected case (lower plot) the ratio has a maximum around l ' 800.
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Table 5.4: Fiducial cosmological model as used for the fitting formula for the bin-averaged,
normalized trispectrum β¯(l1, l2). The parameter σln c denotes the dispersion in the halo con-
centration distribution as defined in Sect. 5.4. In order to set up the initial power spectrum
the Eisenstein-Hu (EH) transfer function was used [22].
Ωm ΩΛ h Ωb σ8 ns σln c zs T (k)
0.28 0.72 0.73 0.045 0.82 1.0 0.3 1 EH
contributes to the diagonal part of the covariance, we neglect it in our fitting formula.
The contribution can be easily added on top of the fitting results as it depends only
on the squared convergence power spectrum. As fitting function we choose a second
order polynom in the dimensionless power spectrum, such that
β¯(l1, l2)
2pi2
= a0 + a1∆
2
min + a2∆
2
max + a3∆
4
min + a4∆
2
min∆
2
max + a5∆
4
max , (5.62)
where ∆2max ≡ max(∆2(l1),∆2(l2)) and ∆2min ≡ min(∆2(l1),∆2(l2)) denote the dimen-
sionless convergence power spectra. This construction allows us to model the inner
‘square shape’ (see lower panel of Fig. 5.13) of the normalized trispectrum accurately
in the range 1000 ≤ l ≤ 5000. This choice of a second order polynom with six free
parameters for a fixed cosmological model is a compromise between expressive power
and the danger of overfitting.
In order to provide a fitting formula which is valid for different cosmologies, we treat
the six fitting parameters as cosmology dependent on Ωm and σ8. These are the
parameters of special interest for applications in weak lensing. To achieve this with a
minimal set of new fitting parameter, we Taylor expand ak/a
fid
k to first order around
a fiducial model, such that
ak(Ωm, σ8) = a
fid
k
(
1 + bk(Ωm − Ωfidm ) + ck(σ8 − σfid8 )
)
, for k = 0, . . . , 5 (5.63)
where bk and ck take into account the cosmology dependence in Ωm and σ8, respectively.
As fiducial cosmological model we choose a standard flat ΛCDM model with values
that are in agreement with the latest WMAP results [47]. The total amount of fitting
parameter thus becomes 18 and consists of afid0 , . . . , a
fid
5 , b0, . . . , b5, c0, . . . , ck. Fig. 5.15
shows that this linear approximation is justified.
The fitting procedure is performed in the following way. We first apply a least square
fit to the polynom in Eq. (5.62) for the fiducial model and determine the six parameters
afidk . With a second least square fit to equation (5.63), we find the best fit parameters
bk and ck for different cosmologies varying in the (Ωm, σ8) parameter space. To model
the bin-averaged and normalized trispectrum β¯(l1, l2), we choose a halo model with
parameters as described in Sect. 4.7. It takes into account the corresponding 1-halo
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Figure 5.13: Bin-averaged, normalized convergence trispectrum β¯(l1, l2) against wave-
numbers (l1, l2) as calculated with the halo model for our fiducial ΛCDM cosmology with
parameters as summarized in Tab. 5.4. The wave-number bins range from l0 = 144 up
to l34 = 5040. The upper plot shows a three-dimensional visualization of the bin-averaged
trispectrum, whereas the lower plot depicts the corresponding contour representation. As can
be seen, β¯ decreases steeply towards large scales, but is well behaved on scales smaller than
l ' 1000.
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Table 5.5: Best-fit parameters for afidk , bk, ck as obtained when fitting the bin-averaged,
normalized convergence trispectrum calculated in the halo model approach to a second order
polynom in the dimensionless convergence power spectrum.
k 0 1 2 3 4 5
afidk 4.96 · 107 −5.54 · 1011 −5.59 · 1011 2.50 · 1013 0.996 · 1013 −1.02 · 1013
bk −10.2 −16.2 −24.8 −21.3 −25.6 −36.6
ck −1.0 −3.8 18.3 −6.0 −5.4 −102.0
and 2-halo terms and includes a stochastic concentration-mass relation with σln c = 0.3
for the 1-halo term of the trispectrum. In order to obtain reasonable values for the
fitting formula, we calculate the bin-averaged, normalized trispectrum for 25 different
cosmological models where Ωm ∈ [0.26, 0.30] and σ8 ∈ [0.80, 0.84]. This covers more
than a 3σ deviation from the standard WMAP results. The other parameters are fixed
to the fiducial cosmology as summarized in Tab. 5.4. The best-fit parameters as found
with this method are listed in Tab. 5.5.
In order to check the performance of the fitting formula, we calculate the relative
deviation between fitting formula and halo model results
∆β¯12 ≡ β¯fit(l1, l2)
β¯halo(l1, l2)
− 1 (5.64)
for every wave-number pair (l1, l2). Fig. 5.14 shows the deviation for two different
cosmologies. The upper panel depicts the results for our fiducial cosmological model,
whereas the lower panel displays the results for a cosmology with Ωm = 0.26 and
σ8 = 0.84. Both models are in good agreement with the halo model results. In the
fitting region between 1000 < l < 5000 the deviation amounts less than 10%. Only
the diagonal differs on small scales up to 15% from the halo model prediction.
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Figure 5.14: Relative deviation ∆β¯ between fitting formula and halo model prediction
against wave-numbers (li, lj). The upper panel considers the deviation of the fiducial cosmo-
logical model to the halo model; the lower panel is compared to a cosmology which deviates
from the fiducial model about 10% in Ωm and σ8.
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Figure 5.15: Cosmology dependence of the fitting parameters ak. The upper panel shows
the ratio ak/afidk against Ωm, whereas the lower panel shows the same ratio against σ8. The
bins correspond to the results obtained from the 25 different cosmologies and justify a linear
approximation of the cosmology dependence in the considered parameters.
Chapter 6
Comparison with N-body simulations
Since the perturbation theory description of structure formation breaks down as soon
as the density contrast becomes comparable to 1 (see Sect. 2), numerical N -body sim-
ulations have become the theoretical tool of choice to analyze the growth of structure
well into the non-linear regime. The underlying idea of these numerical simulations is
to discretize the dark matter distribution by considering a sample of Npar particles and
follow their dynamics in an expanding Universe. Having started with small N -body
simulations of only few hundred particles in the 60s and 70s to understand cluster
formation [1, 64], current state-of-the-art simulations master the equations of motions
of about 1010 particles [82]. However, although there has been dramatic improvements
in computational efficiency and speed over the last decades, numerical simulations are
still very time-consuming and suffer from discreteness effects due to limited mass res-
olution of the particles used and finite box size. Capturing the evolution of structure
formation in an accurate analytic model would allow much more flexibility in inves-
tigating observations from large-scale galaxy clustering or weak gravitational lensing.
As we have seen in the previous chapters, a promising candidate for such a theoretical
description of large-scale structure is provided by the halo model. It offers a good
alternative to the available fitting formulae for the power spectrum and is currently
tested against higher-order correlation functions from observations and simulations
[16, 24, 70, 84].
This chapter aims at comparing the results for the non-Gaussian power spectrum
covariance as calculated using the halo model description with that estimated from
different types of numerical N -body simulations. In Sect. 6.1, we discuss the basics of
N -body simulations and consider their limitations due to discreteness effects. Further-
more, this section summarizes the characteristic parameters of simulations and gives
an overview of the different simulations used for this analysis. The actual analysis
starts in Sect. 6.2 with a comparison of the convergence power spectrum as predicted
from the halo model against the simulations. Sect. 6.3 extends the comparison to the
lensing power spectrum covariance. Finally, in Sect. 6.4, we investigate and compare
the non-Gaussian-to-Gaussian ratio of the theoretical power spectrum variance with
the simulations.
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6.1 Basics of N-body simulations
6.1.1 Dynamics of collisionless CDM particles
The most important ingredient for understanding structure formation in an expand-
ing Universe is dark matter. Although the nature of dark matter has not yet been
fully understood, observations indicate that they are CDM particles with extremely
light masses in comparison to the mass scale of typical galaxies [46]. As we have
already seen in Sect. 2, the standard approach to describe the interaction between
these particles is by considering them as a pressureless and non-relativistic species.
In the analytical approach of perturbation theory, one solves the corresponding set
of equations – consisting of Continuity, Euler and Poisson equation Eq. (2.1)-(2.3) –
directly for the density and velocity fields of a dark matter fluid. In contrast to this,
numerical simulations consider the phase-space distribution function
f ≡ f(x,p, t) (6.1)
of dark matter, where x is the comoving position and p = ma2x˙ is the momentum
and solve the combination of collisionless Boltzmann and Poisson equation instead.
The mass density
ρ(x, t) =
∫
f(x,p, t) d3p (6.2)
can be inferred by integrating the distribution function over the momentum. Since the
set of equations poses a high-dimensional problem, N -body simulations solve them by
discretizing phase-space with a finite number of Npar tracer particles. Starting from
initial conditions obtained from linear perturbation theory, numerical simulations fol-
low the trajectory of each particle in phase-space. The most time-consuming part of
N -body simulations is the calculation of the gravitational force acting on each particle
as it depends on the positions of all particles. The technique applied determines the
actual speed and accuracy of a simulation. The simplest and most accurate method
is a pairwise force summation over all particles to find the acceleration on one par-
ticle (particle-particle (PP) method). Modern simulations use more effective ways of
solving the N -body problem such as tree algorithms, particle-mesh (PM) methods or
a combination of both.
The outcome of numerical simulations are three-dimensional distributions of Npar par-
ticles in cubic boxes over a range of redshift values. In order to compare the results
e.g. with weak lensing observations, one makes use of the multiple-lens-plane ray-
tracing algorithm (see e.g. [30, 35]). The basic idea is to introduce a series of lens
planes perpendicular to the central line-of-sight of the observer’s backward light cone.
The matter distribution within the light cone is sliced by this and can be projected
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Figure 6.1: Example of an effective convergence map as obtained from ray-tracing through
the Millennium Run simulation (Source: S. Hilbert, J. Hartlap). Dark areas correspond to
overdense regions, whereas light areas correspond to slightly underdense regions.
on the corresponding lens plane. By computing the deflection of light rays and its
derivatives at each lens-plane, one simulates the photon trajectory from the observer
to the source and also keeps track of the distortions of ray bundles. In this way, the
continuous deflection of light rays experienced while propagating through the mat-
ter inhomogeneities in the light cone is approximated. As a result, one obtains the
Jacobian matrix for the lens mapping from source to observer and can construct so-
called effective convergence maps (κ-maps) as illustrated in Fig. 6.1. Comprehensive
reviews on numerical simulations and the most common techniques to calculate parti-
cle accelerations efficiently are e.g. provided by Bertschinger [7], Klypin [45] or Dolag
et al. [19]. A detailed description of the ray-tracing technique can be found in Hartlap
[30], Jain et al. [35].
6.1.2 Summary of important parameters
Apart from the actual technique used to calculate the gravitational force acting on
each dark matter particle (see e.g. Hockney and Eastwood [33]), the outcome of each
N -body simulation depends on a number of parameters. We distinguish between three
types of quantities:
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• Cosmological parameters: They consist of the usual set of parameters that
determine a cosmological model: Ωm, ΩΛ, Ωb, h, σ8, ns and Γ. Together with
the transfer function T (k) they determine the initial power spectrum used to set
up the initial Gaussian distribution of dark matter particles in the simulations
(see Chapter 1 for a discussion of these parameters).
• Simulation parameters: The number of dark matter particles Npar and the
side length Lbox of the volume modeled determine the basic setup of an N -body
simulation. In order to consider a representative sample of the Universe the side
length of the cube should be at least 100 − 200 h−1Mpc. Above these scales
no structure has been observed which could interact with structure on smaller
length-scales, i.e. in a usual ΛCDM Universe we expect no significant power on
scales larger than this. Typically, the choice for the size of the box simulated
and the number of particles are limited by the computer’s memory and the
computation time available.
• Ray-tracing parameters: They are important to obtain the effective conver-
gence maps (κ-maps), which we use to estimate the projected power spectrum.
First of all we need to know how the sources are distributed along the line-of-sight
to the observer to perform the actual projection along the redshift-axis. This is
specified by a weight function W (ws) and the redshift zs where the majority of
sources is situated (see Sect. 3.6). In order to process the ray-tracing data one
introduces a grid with N2bin points. This discretization restricts wave-numbers
to integer multiples of the Nyquist frequency
lNy =
pi
∆x
, (6.3)
where ∆x = Lmap/Nbin is the mesh spacing and Lmap the length of the con-
vergence map. Wave-numbers smaller than the Nyquist frequency cannot be
resolved properly by the grid under consideration. Additionally, one expects
numerical smoothing effects on scales of the order of twice the mesh spacing.
This affects the power spectrum on scales smaller than l ' 104, as was shown by
Jain et al. [35]. If the ray-tracing is done along different light cones, one obtains
Nmaps different effective convergence maps. These can be considered as quasi-
independent from each other, since each light cone considers usually a fractional
part of the simulation volume. Averaging over the estimates obtained from the
different κ-maps allows one to find a better estimate for the power spectrum
with a reduced variance. For a detailed description of the ray-tracing technique
see e.g. Hartlap [30].
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6.1.3 Limitations
N -body simulations model the evolution of the collisionless dark matter fluid in the
Universe with a set of discrete point particles in a periodic box. Obviously, this is only
a coarse approximation of reality and results in a number of discreteness effects one has
to take into account when comparing the results with observations and interpreting
them. The most important limitations are listed in the following.
Mass resolution
The comoving side length Lbox of the simulation box and the number of particles Npar
determine the actual mass of each particle, i.e. the mass resolution of the simulation.
It is then fixed to
mpar =
ρ¯L3box
Npar
, (6.4)
where ρ¯ ≡ Ωmρcrit is the comoving average mass density of the Universe. Typically,
the mass resolution varies from 105 h−1M up to 1010 h−1M depending on the size of
objects one wants to consider. Furthermore, this sets the mass limit when objects can
be considered as sufficiently resolved. Assuming that 100 particles are necessary for
resolving a halo accurately, only objects larger than Mmin ≈ 100 mpar are considered
to have a sufficiently high resolution.
Sampling variance
The side length of the cubical simulation box is equivalent to the maximum wavelength
a simulation can consider. As a consequence, modes with wavelengths comparable to
the box side length Lbox are only poorly represented. This results in a large sampling
variance on the corresponding length scales. The sampling variance corresponds to
the cosmic variance considered for surveys. In Fourier space this limitation sets the
smallest wave-number one can consider. The resulting fundamental mode is then given
by
kmin =
2pi
Lbox
, (6.5)
which corresponds to the Fourier counterpart of Lbox.
Shot noise
The discreteness of the mass particles leads to shot noise Pshot, which is especially
severe when only few particles describe a region of interest. When estimating the power
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spectrum this effect can be mitigated by subtracting a constant term Pshot = 1/n¯,
where n¯ denotes the mean number density of particles in the box [30].
Force softening
N -body simulations represent the dark matter fluid as a discrete number of very
massive particles. As a result Newton’s law predicts strong collisions between particles
more frequently than for less massive particles which produces undesirable artifacts
in the simulations. Increasing the number of particles would decrease the abundance
of strong collisions, but is usually not possible to the extent needed due to limited
computer capacity. Thus, in order to correct for the artifacts produced by strong
collisions, one modifies Newton’s force equation below a certain length-scale, which is
called the softening length lsoft. If the separation between the particles corresponds
to the softening length Newton’s force goes to 0. On length-scales below lsoft, this
modification results in a deviation from the actual ∝ 1/r2-behavior of the gravitational
force. Structure formation below this scale is inhibited and results from simulations
are not reliable below 2− 3lsoft. The actual choice for the softening length depends on
other simulation parameters, mainly the number of particles Npar and the time-step
for the integration over the equations-of-motion [33]. In general, a larger number of
particles requires a smaller softening length.
6.1.4 Overview of the simulations
In order to have representative results for our comparison of the halo model with
N -body simulations and to understand the effect of the simulation and ray-tracing
parameters, we cover a wide spectrum of simulations with different box sizes, number
of particles and number of available convergence maps. All simulations consider cos-
mologies close to the standard ΛCDM model consistent with the WMAP observation
[80] and assume single redshift sources, unless stated otherwise.
In the following, we briefly summarize the properties of the simulations used for the
subsequent analysis. The relevant parameters for each simulation are listed in Tab.
6.1 and 6.2.
• Virgo (1997): This simulation was carried out by the Virgo-Consortium for a
ΛCDM cosmology with Npar = 256
3 particles in a periodic box of side length
Lbox = 141.3h
−1Mpc. It uses the PP-/PM-code HYDRA, which places sub-
grids of higher resolution in highly clustered regions. Structures on scales larger
than 2lsoft ≈ 40h−1kpc can be considered as well resolved. Details about the
simulation and results are published in Jenkins et al. [36].
• VLS (2001): The Very Large N -body simulation (VLS) was carried out by the
Virgo-Consortium and performed using a parallel P3M-code [33]. It employs 5123
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dark matter particles in a box of side length Lbox = 479 h
−1Mpc. Structure on
scales larger than 2lsoft ≈ 30h−1kpc are well resolved. Details on the ray-tracing
techniques used to produce the convergence maps can be found in Me´nard et al.
[50].
• Borgani (2004): This hydrodynamical simulation of a standard ΛCDM cosmol-
ogy uses the GADGET-2 code. The side length of the box is Lbox = 192h
−1Mpc
and the simulation is performed with 4803 dark matter particles and the same
number of gas particles. The gravitational softening is set to lsoft = 7.5h
−1 kpc.
Details about the simulation and results are published in Borgani et al. [10] and
Pace et al. [59].
• Millennium Run (2005): The Millennium Run simulation is the largest N -
body simulation performed up to the present day with Npar = 2160
3 particles
and a box side length Lbox = 500h
−1Mpc (Springel et al. [82]). It uses a spe-
cially customized version of the GAGDET-2 code (Springel [81]) and applies the
TreePM method to evaluate gravitational forces. The calculation was performed
on 512 processors of an IBM p690 parallel computer and produced in 28 days an
amount of 20 TB data. The particle resolution is mpar = 8.6 × 108h−1M and
structures down to 2lsoft ≈ 10h−1kpc are well resolved in high density regions.
• Grossi (2007): This simulation was set up to investigate the effect of deviations
from non-Gaussian initial conditions in a ΛCDM cosmology (Grossi et al. [27]).
It uses the GADGET-2 code in a cubic box of side length Lbox = 500 h
−1Mpc
with 8003 dark matter particles. The softening length is 2lsoft ≈ 40h−1kpc.
• Gems (2007): The setup of this simulation is a cubic volume of side length
Lbox = 150h
−1Mpc with 2563 particles. The cosmology chosen reflects the
WMAP5 results [47] and thus has a slightly smaller value for σ8 than the
other simulations. It uses the GADGET-2 code and has a softening length
of 2lsoft ≈ 30h−1kpc.
All simulations were provided in form of convergence power spectra. For the Borgani
and Millennium Run simulations, we additionally obtained κ-maps.
6.2 Projected power spectrum
As a first test of how well the halo model approach describes the non-linear evolution of
dark matter, we compare the projected power spectra predicted by the halo approach
to the ones found from numerical N -body simulations and to the fitting formulae by
Peacock and Dodds [62] and Smith et al. [79].
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Table 6.1: Parameters used for generating the simulations and producing the resulting
convergence maps. A description of these parameters can be found in Sect. 6.1.2. More
details on the simulations used for this work are given in Sect. 6.1.4.
Simulation Lbox/ h
−1Mpc Npar mpar/ h−1M Nmap Amap/(deg)2
Virgo 141.3 2563 1.4× 1010 200 0.25
Gems 150.0 2563 1.4× 1010 220 16.00
Borgani 192 4803 6.6 ×109 60 13.10
VLS 479.0 5123 6.9× 1010 36 11.62
Grossi 500.0 8003 2.033× 1010 60 34.57
Millennium 500.0 21603 8.6× 108 20 25.00
Table 6.2: Cosmological parameters used to set up the initial power spectrum, which deter-
mines how the simulation particles are distributed initially. The simulations employ either
the BBKS or the Eisenstein-Hu (EH) transfer function. For the Borgani et al. simula-
tion the CMBFAST programme was applied to find a transfer function. See Sect. 2.7 for a
description of the different transfer functions.
Simulation Ωm ΩΛ h Ωb σ8 ns Γ zs T (k)
Virgo 0.3 0.7 0.7 0.0 0.9 1.0 0.21 1 (2) BBKS
Gems 0.25 0.75 0.7 0.04 0.78 1.0 0.14 1 (2) EH
Borgani 0.3 0.7 0.7 0.04 0.8 1.0 0.17 1.5 BBKS
VLS 0.3 0.7 0.7 0.04 0.9 1.0 0.17 0.97 CMBFAST
Grossi 0.3 0.7 0.7 0.04 0.9 1.0 0.17 4 BBKS
Millennium 0.25 0.75 0.73 0.045 0.9 1.0 0.14 1 (2) EH
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6.2.1 Estimating the power spectrum from simulations
The output of N -body simulations are cubical volumes of discrete matter particles
distributed in a way that reflects the dark matter distribution of the Universe at a
certain redshift z. With the help of ray-tracing techniques it is possible to project the
matter between observer and distant sources along the line of sight. As a result, one
obtains a two-dimensional discrete convergence map of side length Lmap on aNbin×Nbin
grid as illustrated in Fig. 6.1. To estimate the convergence power spectrum from this
map, we transform the continuous estimator from Eq. (5.14) into its discrete version
applying the following procedure:
1. Perform a two-dimensional discrete Fourier decomposition of the convergence
map such that
κ(θ) =
1
Amap
∑
l
κ˜l e
il·θ , (6.6)
where the summation runs over the combination of integers (nx, ny) for l =
lmin(nx, ny) with lmin = 2pi/Lmap corresponding to the fundamental mode.
1
2. Calculate the squared absolute value of κ˜l at each coordinate (nx, ny).
3. Sort the squared κ˜ according to their wave-number length |l| given as
l =
√
n2x + n
2
y · lmin . (6.7)
All squared Fourier modes with a length l−∆l/2 ≤ |l| ≤ l+∆l/2 are combined
to form one wave-number band lb of width ∆l. In this way, one obtains a
reasonable number of Fourier modes to average over for the estimate at each
wave-number l. Geometrically, this is equivalent to partitioning the Fourier
transformed convergence maps into (quarter) annuli of bin-width ∆l.
4. Average over all Fourier modes belonging to one wave-number band lb such that
Pˆκ(l) =
1
AmapNp(l)
∑
l;l∈lb
κ˜lκ˜−l (6.8)
where Np(l) denotes the number of modes in each band lb to be averaged over.
The result is the desired estimate of the power spectrum from a given convergence
map.
Usually a certain number of convergence maps Nmaps are available from one simulation
and the described procedure is applied to each of them. In order to obtain a less noisy
estimate for the power spectrum, one averages afterwards for each bin over all Nmaps.
Since the κ-maps are usually non-periodic, the estimator is on small scales additionally
affected by aliasing [33, 39].
1The fastest way to perform the transformation to Fourier space is by using a Fast Fourier Trans-
formation (FFT), which we apply for our calculation.
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6.2.2 Results
In Figures 6.2-6.6 we illustrate the comparison of the lensing power spectra as pre-
dicted by the halo model approach (black lines) with the ones found from N -body
simulations (red lines with errorbars). Additionally, we compare both results to the
standard fitting formulae of Peacock and Dodds [62] and Smith et al. [79] (green and
blue lines). The plots show the results for the different simulations as described in
Sect. 6.1.4 with sources situated at single redshift planes between zs = 1− 4. In order
to see the deviations from the simulations more clearly, we use for our comparison the
dimensionless convergence power spectrum as defined in Eq. (3.70). The error bars
correspond to the dispersion due to averaging over the Nmap power spectrum estimates
from the convergence maps and increase on large scales due to the sampling variance
(see Sect. 6.1.3). Since numerical artifacts from smoothing on the lens planes, alias-
ing and shot noise become the dominant effect on scales smaller than l ' 104 − 105
[30, 35], we compare the halo model prediction with the numerical results only for
wave-numbers up to lmax = 10
4. Above this wave-number, the ray-tracing simulations
at hand cannot be considered as reliable [35].
Comparison with the Halo Model
Altogether, the plots illustrate a good agreement between the halo model and N -
body simulation convergence power spectra. Comparing the agreement of the same
simulation for different source redshifts zs with the halo prediction indicates a better
correspondence for low redshifts (see e.g. Fig. 6.6). Deviations of the halo model
approach to the simulations can either be found on large scales for the Borgani et al.
and Grossi et al. simulations (see Fig. 6.4), where the sampling variance of the simu-
lations is very large or, for most simulations, on small scales, where numerical effects
as shot noise or force softening become important (see Sect. 6.1.3). The deviation on
small scales are strongest for the Borgani and Grossi simulations. Since the drop in
power occurs rather abruptly at a wave-number around l ' 7 · 103, it is likely that for
these simulations the numerical effects become important earlier. The overall good
correspondence of the results is not too surprising since ingredients of the halo model
as the mass function and the halo profile were adopted from N -body simulations and
tuned to fit the simulation power spectrum.
Concentration-mass relation
Since recent numerical simulations suggest a scatter of the concentration parameter
for halos of the same mass [38, 86], we additionally consider a dispersion in the concen-
tration parameter (σln c = 0.3) for the 1-halo term of the power spectrum and compare
it with the simulations (see also Sect. 5.4). The corresponding halo model prediction
for the convergence power spectrum is denoted by HM2 in Figs. 6.2-6.6. The plots
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show that the prediction of the halo model with a probabilistic halo concentration
deviates from our fiducial halo model (HM), as expected, only on small scales. In gen-
eral the deviation is rather small and occurs on scales where numerical effects become
important. So there is currently no reason to prefer, in case of the convergence power
spectrum, a probabilistic concentration relation over a deterministic one. Neverthe-
less, we expect that this effect is important for the consideration of the non-Gaussian
part of the power spectrum covariance, since the largest contribution to this term
comes from the 1-halo term of the trispectrum.
For the deterministic concentration-mass relation, we have applied so far a parametriza-
tion as suggested by Takada and Jain [84] with c∗ = 10 and α = 0.2 in Eq. (4.118).
Recent studies of the Millennium Run simulations confirm the monotonic decline of
the concentration parameter with mass but suggest a different choice of parameters
where c∗ = 11 and α = 0.1 (see Neto et al. [57]). For this reason, we compare for
the Millennium Run simulation (Fig. 6.6) the Takada and Jain choice of parameters
(denoted by HM) with the choice of Neto et al. (denoted by HM3). Obviously, the
new choice of parameters for the concentration-mass relation describes the numerical
simulation much better. In the following we therefore adopt the choice of parameters
as suggested by Neto et al., i.e. c∗ = 11 and α = 0.1.
Comparison with fitting formulae
The comparison of the simulation with the fitting formulae clearly favor the Smith et
al. predictions (Smith, green line) over the one from Peacock and Dodds (PD, dark
blue line). In most cases, the Smith et al. estimate is tantamount to the halo model
prediction, whereas the PD estimate has – especially on smaller scales – often too little
power. In case of the Gems and the Grossi simulation, the Smith et al. prediction
is better on intermediate scales which hints that the halo model has a problem on
these scales. Indeed the strongest deviation between the Smith et al. fitting formula
and the halo model occurs around the scale where the 1-halo and 2-halo term of the
power spectrum are of the same size. So the halo model may provide an inaccurate
description of the intermediate scales, at the transition between small and large-scale
behavior.
6.3 Projected power spectrum covariance
The good resemblance of the simulation and halo model power spectrum was to some
extent expected. The real challenge for the halo model is a good description of higher-
order correlations. It proposes the actual test of how well the halo model describes
the underlying physics of structure formation. Since we are interested in estimating
the error of the power spectrum and using it for parameter estimates, we focus in this
section on the covariance of the projected power spectrum.
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Figure 6.2: Dimensionless convergence power spectrum against wave-number l. Both plots
display the estimates obtained for the Virgo simulation. For the upper panel we considered
the results for a single source redshift plane at zs = 1, whereas the lower panel illustrates
the results for zs = 2. In both plots the red lines with errorbars correspond to the results as
obtained from the numerical simulations. They are compared with the corresponding fitting
formulae from Smith et al. (Smith, green line) and Peacock-Dodds (PD, blue line) and
the halo model predictions for a deterministic halo concentration (HM, black line) and a
concentration dispersion with σln c = 0.3 (HM2, turquoise line).
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Figure 6.3: Dimensionless convergence power spectrum against wave-number l. Both plots
display the estimates obtained for the Gems simulation. For the upper panel we considered
the results for a single source redshift plane at zs = 1, whereas the lower panel illustrates
the results for zs = 2. In both plots the red lines with errorbars correspond to the results as
obtained from the numerical simulations. They are compared with the corresponding fitting
formulae from Smith et al. (Smith, green line) and Peacock-Dodds (PD, blue line) and
the halo model predictions for a deterministic halo concentration (HM, black line) and a
concentration dispersion with σln c = 0.3 (HM2, turquoise line).
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Figure 6.4: Dimensionless convergence power spectrum against wave-number l. The upper
panel displays the results as obtained from the analysis of the Borgani et al. simulation for
a single source redshift plane zs = 1.5, whereas the lower panel illustrates the convergence
power spectrum estimate of the Grossi et al. simulation for zs = 4. In both plots the red
lines with errorbars correspond to the results as obtained from the numerical simulations.
They are compared with the corresponding fitting formulae from Smith et al. (Smith, green
line) and Peacock-Dodds (PD, blue line) and the halo model predictions for a deterministic
halo concentration (HM, black line) and a concentration dispersion with σln c = 0.3 (HM2,
turquoise line).
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Figure 6.5: Dimensionless convergence power spectrum against wave-number l. The plot
illustrates the resulting estimate for the VLS simulation for sources situated at zs = 1 (red
lines with errorbars). It is compared with the corresponding fitting formulae from Smith et
al. (Smith, green line) and Peacock-Dodds (PD, blue line) and the halo model predictions
for a deterministic halo concentration (HM, black line) and a concentration dispersion with
σln c = 0.3 (HM2, turquoise line).
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Figure 6.6: Dimensionless convergence power spectrum against wave-number l. Both plots
display the obtained estimates for the Millennium Run simulation. For the upper panel
we considered the results for a single source redshift plane at zs = 1, whereas the lower
panel illustrates the results for zs = 2. In both plots the red lines with errorbars correspond
to the results as obtained from the numerical simulations. They are compared with the
corresponding fitting formulae from Smith et al. (Smith, green line) and Peacock-Dodds
(PD, blue line) and the three different halo model predictions. The black line (HM) shows
the halo model prediction for a deterministic halo concentration with c∗ = 11 and α = 0.2,
whereas the turquoise line (HM2) displays a probabilistic concentration-mass relation with
σln c = 0.3. The halo model prediction for the Takada and Jain concentration relation is
illustrated by the yellow line (HM3).
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6.3.1 Estimating the covariance from simulations
For the comparison with the halo model prediction, we need an appropriate estimator
to find the power spectrum covariance for each simulation. In the last section we
saw how to find an estimate for the power spectrum from a κ-map of the simula-
tion. As each simulation provides Nmap different κ-maps and thus realizations for the
power spectrum, we can apply the unbiased sample covariance estimator as defined in
Eq. (3.79). For our purpose it has the form:
Ĉov(li, lj) =
1
N − 1
(
N∑
k=1
Pˆ (k)(li)Pˆ
(k)(lj)− 1
N
N∑
k=1
Pˆ (k)(li)
N∑
k=1
Pˆ (k)(lj)
)
, (6.9)
where Pˆ (k)(li) is the projected power spectrum estimate of the k-th effective conver-
gence map at a wave-number li. The resulting quantity is then a measure of the
coupling between the power at different wave-numbers. If the underlying density field
were purely Gaussian, the off-diagonal entries would vanish as we saw in Sect. 3.4. The
covariance matrix obtained in this way is then compared to the halo model prediction
of the covariance estimate (see Eq. 5.15). For each simulation we derive a theoretical
prediction of the covariance with the corresponding cosmological and simulation pa-
rameters as listed in Tabs. 6.1 and 6.2. The ingredients used for the halo model are
as stated in Sect. 4.7.
To get a qualitative impression of how the results from N -body simulations match the
theoretical halo model prediction we consider the covariances found for two different
types of simulations in Fig. 6.7. Since the covariance estimator depends directly on
the simulation parameters as the considered area and the binning scheme, we chose
simulations that differ strongly in the two quantities. The upper panels illustrate
covariances for the Borgani et al. simulation which uses a standard ΛCDM cosmology.
They chose a linear binning scheme with a bin-width ∆l = 140 from l0 = 84 to
l70 = 9744. In the lower panels, we consider covariances for the Virgo simulation
with a similar cosmology. The binning scheme is also linear but coarser with a bin
width ∆l = 720 going from l0 = 720 to l20 = 4400. Both simulations have a similar
box size, but differ in their mass resolution and number of available κ-maps (see
Tab. 6.1). Fig. 6.7 shows that the covariance matrix typically exhibits the largest
values along the diagonal which is due to the contributions from a Gaussian and a non-
Gaussian term (see Eq. 5.15). Towards smaller wave-numbers the covariance values
become smaller. The left plots in Fig. 6.7 correspond to the theoretical predictions,
whereas the right plots are the covariance estimates from the simulations. As one can
see, the amplitude and overall shape of the covariances are in good agreement but
the simulation covariances are noisier. This effect is much stronger for the Borgani
simulation than for the Virgo simulation, which has two reasons: the different bin
width and the number of available κ-maps to average over. Both arguments favor the
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Virgo simulation as it uses a coarser binning scheme and offers a larger number of
κ-maps. As a result, this simulation has much more estimates for each bin to average
over which makes the resulting covariance apparently smoother.
6.3.2 Stability of the covariance
Relative deviation
Fig. 6.7 suggests that we should not only consider the absolute value but also the
relative error of the covariance estimator. We study this effect for the Gems simulation
for which the largest number of convergence maps is available (Nmap = 220). For this
purpose, we split the convergence maps into ten subsets of equal number and find a
covariance estimate for each subset. Four of the ten covariances found are displayed
in Fig. 6.8 and show how strong the estimate can vary. To quantify the amount of
variation we average over the ten covariance matrices found and calculate the standard
variance Var(C) for each pair of bins (li, lj). The upper plot of Fig. 6.9 illustrates the
resulting relative deviation matrix for the ten Gems covariance estimates, which we
define for this purpose as
∆Cij ≡
√
Var(Cij)/C¯ij . (6.10)
Around the borders where one wave-number l is small the deviation is largest and can
vary by more than 100%. The inner part of the covariance matrix still has a relative
deviation of 65% and even the diagonal entries deviate by approximately 40%. This
means that we should consider the results from simulations carefully, especially if only
few tens of κ-maps are available to average over.
Bootstrap
Splitting the available effective convergence maps into smaller subsamples increases
the variance of the estimator and is therefore likely to overestimate the relative error.
A more realistic estimate of the deviation from the true covariance could be found if we
had several covariance estimates that were averaged over the same number of κ-maps
as our actual estimate. A method which allows us to estimate this is the so-called
bootstrap method which was invented by Efron in 1979 (see e.g. [20]). It provides
a way to construct bootstrap samples of the complete set of κ-maps from which one
can obtain new covariance estimates. A bootstrap sample of size Nsize is obtained
by drawing repeatedly Nsize κ-maps from the original sample with replacement. In
this way one can produce the desired number of bootstrap samples Nboot – and thus
covariance estimates – to average over. The relative error found should be smaller the
larger the bootstrap sample size Nsize. For our purpose it is useful to find bootstrap
samples of the same size as the original sample in order to determine the impact of
the sample size on the relative error.
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Figure 6.7: Convergence power spectrum covariance log Cij against wave-numbers (li, lj)
for the Borgani (upper plots) and Virgo simulation (lower plots). The left plots correspond
to the theoretical predictions as derived with the halo model, whereas the right plots display
the simulation estimates for the power spectrum covariance. The finer binning of Borgani is
more prone to noise than the coarser binning of the Virgo simulation.
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Figure 6.8: Convergence power spectrum covariance log(Cij) against wave-numbers (li, lj)
for the Gems simulation. After splitting the Nmaps = 220 available κ-maps into ten subsets
of equal size, we found ten estimates for the Gems covariance. The plots display four of
them, illustrating that the estimates vary strongly.
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Figure 6.9: Relative error of the Gems covariance ∆Cij as defined in Eq. (6.10) against
wave-numbers (li, lj). The upper plot displays the relative error as found from the ten differ-
ent estimates obtained from Nmap = 22 convergence maps. The lower plot shows the relative
error obtained from 50 bootstrap subsamples of size Nboot = 219, which corresponds to the
original sample size. For the bootstrap method the overall mean standard deviation is about
20%, whereas for the subsample method we find a mean standard deviation of about 40%.
154 Chap. 6: Comparison with N-body simulations
In order to determine a more realistic standard error for the covariance mean of the
Gems simulation, we produce 50 bootstrap subsamples of size Nboot = 219 which
correspond to the size of the original sample. The resulting standard deviation is
presented in the lower plot of Fig. 6.9 against the wave-numbers (li, lj). In comparison
to the former method where we found covariance estimates from subsets of the available
κ-maps (upper plot) the error as determined with the bootstrap method decreased to
approximately one-third of the previous values. Along the diagonal entries the mean
standard deviation is around 10%, the overall mean standard deviation is 20%. Varying
the number of bootstrap subsamples shows that this result is stable.
6.3.3 Comparing the covariances
Considering the covariances directly allows only a qualitative comparison between
halo model and simulation prediction. For a more quantitative analysis, it is useful to
consider their relative difference which we define as
∆Cij = C
ij
halo − Cijsim
Cijsim
, (6.11)
where Cijhalo denotes the halo model prediction of the covariance as given by Eq. (5.15)
and Cijsim is the corresponding simulation estimate we defined in Sect. 6.3.1. We assume
that the resulting covariance from simulation is more reliable than the halo model
prediction and put it in the denominator. Nevertheless, one should be aware that
there is some scatter in the simulation covariances as we have seen in the previous
section. This effect is most severe along the border of the covariance, i.e. in areas
where one wave-number has a small value and the second wave-number can take
arbitrary values.
The theoretical predictions are calculated as described in Sect. 5.3 and include the
1-halo, 2-halo and Gaussian contributions. Furthermore, we use our fiducial halo
model as summarized in Sect. 4.7 and apply different cosmological parameters for
each simulation as given in Tab. 6.2. The simulation estimate of the covariance is
found as described earlier in this section.
The resulting plots in Figs. 6.10-6.14 clearly show that the theoretical halo model
predictions underestimate the covariance estimates from simulations in general. The
deviation is larger towards smaller scales. In the worst case the halo model covariance
differs from the simulation covariance by a factor of 2. The best results are achieved on
large scales and for the diagonal entries, where the halo model predictions differ around
10% from the simulation estimates. Including a scatter in the halo concentration
parameter (see Sect. 5.4) increases the amount of correlation on small scales and thus
decreases the relative difference between simulation and theoretical prediction. In the
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following, we analyze the figures for the different simulations in detail. The scales
considered for each simulation are listed in Tab. 6.3.
Table 6.3: Binning scheme and wave-number ranges of the simulations.
Simulation lmin lmax ∆l
Virgo 720 14400 720
Gems 90 9000 90
Borgani 84 9884 140
VLS 109 10441 211
Grossi 52 5244 88
Millennium Run 144 3672 72
Virgo
Fig. 6.10 compares the halo model prediction of the lensing power spectrum covariance
with that from the Virgo simulation (zs = 1) by plotting the relative covariance
difference ∆Cij against the wave-numbers (li, lj). The binning scheme is linear with
∆l = 720 going from l0 = 720 to l19 = 14400. The upper plots illustrate the relative
error for a deterministic relation between halo concentration and mass as described
in Sect. 5.4. The left panel shows the full covariance, whereas the right panel shows
a zoom of the lower right corner up to l5 = 4320. On small scales, for wave-numbers
larger than l10 = 7920, the halo model underestimates the results from the simulation
up to 70%−80%, whereas on large scales, for wave-numbers smaller than l3 = 2160, it
overestimates the simulation results by about 50%. The best agreement is achieved on
intermediate scales for l between 2200 and 4500 with a relative difference smaller or
equal to 30%. The lower plots of Fig. 6.10 show that this can be improved significantly
by considering a dispersion in the concentration parameter as defined in Eq. (5.49).
Since we showed in Sect. 6.2.2 that the effect of a concentration dispersion is rather
small for the projected power spectrum on the scales considered, we neglect this effect
here and in the following in the Gaussian contribution of the covariance. For the halo
model prediction of the covariance in the left panel we chose σln c = 0.2; for the right
panel we used σln c = 0.3. In both cases the relative difference between the covariances
is lowered significantly, in particular along the borders. For σln c = 0.3 the region
with a deviation smaller than 30% extends up to l = 104. For wave-numbers smaller
than l ' 5000 the error becomes 20% or less, which is within the uncertainty of the
simulation. We obtain very similar results for sources at a redshift zs = 2, as shown
in Fig. 6.11.
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Gems
In Fig. 6.12 we illustrate the relative covariance difference between the halo model
prediction and the Gems simulation (zs = 1). In contrast to the Virgo simulation the
binning is much finer with a bin-width ∆l = 90. The upper plots display the halo
model prediction for the deterministic concentration-mass relation. The left panel
shows the complete range of bins, whereas the right panel shows a zoom of the region
with l < 1800. Again the simulation covariance is underestimated by the halo model up
to 80% for wave-numbers larger than l ' 6300. The best agreement with ∆Cij < 30%
is found on large scales, where l < 1000, and along the diagonal, where ∆Cij < 50%.
Including a scatter in the concentration of σln c = 0.2 (lower left panel) and σln c =
0.3 (lower right panel) decreases the relative difference significantly. In case of a
concentration dispersion σln c = 0.3 the region up to l ' 3600 differs about 50% or less
from the simulation results. In contrast to the Virgo simulation the halo model never
overestimates the simulation.
Borgani
Fig. 6.13 displays the relative covariance difference between the halo model prediction
and the Borgani simulation (zs = 1). The comparison covers a range from l0 = 84 to
l70 = 8840 using a bin-width ∆l = 140. As one can see, this simulation is strongly
affected by noise around the covariance border. The reason for this is twofold: all small
wave-numbers have a large sampling variance and this simulation has only Nmap = 60
κ-maps to average over. The foregoing two simulations had both around Nmap ≈
200 and thus much fewer problems with noise. However, the overall impression of
the quantitative analysis is very similar. The best agreement between theoretical
prediction and simulation is along the diagonal entries and for wave-numbers smaller
than l ≈ 3000. In this regions the deviation is approximately 50%. Considering an
additional scatter in the concentration parameter improves the result only slightly.
Millennium Run
In Fig. 6.14 which depicts the quantitative difference of halo model to Millennium
Run simulation covariance the effect of noise is even more severe: The first eight bins
are too noisy to make a quantitative analysis. This is due to the finer binning with
∆l = 72 and even more importantly due to the very small number of κ-maps available
which amounts to Nmap = 20. As a result the resemblance from theory to simulation
is seldom better than 50%.
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Figure 6.10: Relative error ∆Cij of the theoretical halo model prediction for the projected
power spectrum covariance in comparison with the results from the Virgo simulation (zs = 1)
against wave-numbers (li, lj). The binning scheme is linear with ∆l = 720 going from l0 =
720 to l19 = 14400. The upper plots illustrate the relative error as found when considering
the 1-halo, 2-halo and Gaussian term with σln c = 0 for the halo model. Left and right plot
differ only in the number of considered bins. In the lower left panel, we consider σln c = 0.2
and the lower right panel displays a variance σln c = 0.3.
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Figure 6.11: Relative error ∆Cij of the theoretical halo model prediction for the projected
power spectrum covariance in comparison with the results from the Virgo simulation (zs = 2)
against wave-numbers (li, lj). The binning scheme is linear with ∆l = 720 going from l0 =
720 to l19 = 14400. The upper plots illustrate the relative error as found when considering
the 1-halo, 2-halo and Gaussian term with σln c = 0 for the halo model. The right plot is a
zoom into the left plot. In the lower left panel, we consider σln c = 0.2 and the lower right
panel displays a variance σln c = 0.3.
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Figure 6.12: Relative error ∆Cij of the theoretical halo model prediction for the projected
power spectrum covariance in comparison with the results from the Gems simulation (zs = 1)
against wave-numbers (li, lj). The binning scheme is linear with ∆l = 90 going from l0 = 90
to l99 = 9000. The upper plots illustrate the relative error as found when considering the
1-halo, 2-halo and Gaussian term with σln c = 0 for the halo model. The right plot is a zoom
into the left plot. In the lower left panel, we consider σln c = 0.2 and the lower right panel
displays a variance σln c = 0.4.
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Figure 6.13: Relative error ∆Cij of the theoretical halo model prediction for the projected
power spectrum covariance in comparison with the results from the Borgani simulation (zs =
1) against wave-numbers (li, lj). The binning scheme is linear with ∆l = 140 going from
l0 = 84 to l70 = 9884. The upper plots illustrate the relative error as found when considering
the 1-halo, 2-halo and Gaussian term with σln c = 0 for the halo model. The right plot is
a zoom into the left plot. In the lower left panel, we consider σln c = 0.2 and the lower
right panel displays a variance σln c = 0.3. The simulation shows a lot of noise close to the
covariance borders.
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Figure 6.14: Relative error ∆Cij of the theoretical halo model prediction for the projected
power spectrum covariance in comparison with the results from the Millennium Run simula-
tion (zs = 1) against wave-numbers (li, lj). The binning scheme is linear with ∆l = 72 going
from l0 = 144 to l49 = 3672. The upper plots illustrate the relative error as found when
considering the 1-halo, 2-halo and Gaussian term with σln c = 0 for the halo model. The
right plot is a zoom into the left plot. In the lower left panel, we consider σln c = 0.2 and the
lower right panel displays a variance σln c = 0.4. The simulation shows a lot of noise close
to the covariance borders.
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6.4 Non-Gaussian to Gaussian ratio
In order to understand how the non-Gaussian contribution scales with respect to the
Gaussian part of the convergence covariance, we focus in this section on the ratio
between the two
Rl ≡ C
NG(l, l)
CG(l, l) =
C(l, l)
CG(l, l) − 1 , (6.12)
where CNG denotes the non-Gaussian and CG the Gaussian contribution of the covari-
ance as defined in Sect. 5.3.3. Note that only one wave-number l occurs, since the
Gaussian part contributes only to the diagonal of the covariance. In the halo model
approach we can calculate this ratio as
Rl =
T¯κ(l, l)
4piP 2κ (l)
∆l · l , (6.13)
where T¯κ(l, l) is the bin-averaged convergence trispectrum, Pκ(l) the convergence power
spectrum and ∆l the bin-width of the simulation (see Sect. 5.6.2). In the following,
we will compare this with estimates obtained from simulations.
6.4.1 Estimating the ratio from simulations
The simplest way to find an estimator for Eq. (6.12) is to formulate separate estimators
for each contribution, i.e. for the complete convergence covariance C and the Gaussian
contribution CG. The first part is straightforward, as we can make use of the covariance
estimator from Sect. 6.3.1:
Ĉ(l, l) = Ĉov[Pˆκ(l), Pˆκ(l)] = V̂ar[Pˆκ(l)] (6.14)
For the Gaussian covariance contribution we construct the estimator in the following
way:
ĈG(l, l) = B〈Pˆκ(l)2〉 = B(V̂ar[Pˆκ(l)] + 〈Pˆκ(l)〉2) , (6.15)
where B = 2
A
(2pi)2
Ar(l)
as defined in Eq. (5.57). This choice has the advantage that we can
reuse the results for the convergence covariance and power spectrum estimators of the
previous sections. Putting together Eqs. (6.14) and (6.15), the estimator for the ratio
is
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Rˆl =
Ĉ(l, l)
ĈG(l, l)
− 1 = V̂ar[Pˆκ(l)]
B(V̂ar[Pˆκ(l)]) + 〈Pˆκ(l)〉2)
− 1 . (6.16)
As the power spectrum variance is much smaller than the average power spectrum
squared, we approximate the denominator and obtain
Rˆl ' V̂ar[Pˆκ(l)]
B〈Pˆκ(l)〉2
− 1 . (6.17)
6.4.2 Results
Figs. 6.15 and 6.16 show the estimates obtained from different N -body simulations
and compare them to the halo model prediction. From the plots one can see that
both estimates are of similar magnitude, but differ in the behavior on small scales.
For the Virgo and the Gems simulations the constructed estimator from Eq. (6.17) is
too noisy for a reliable comparison. One factor for this might be that the estimator
is constructed from two other estimators which suffer from noise effects as well. The
VLS and Millennium Run simulations show an increasing amount of non-Gaussianity
on small scales contrary to the decreasing slope predicted by the halo model. This
behavior is most likely the result of discreteness effects as the amount of increase is
very steep. This is presumedly due to three effects: shot noise and force softening (see
Sect. 6.1.3) become important for wave-numbers larger than l ' 104. Additionally,
aliasing might occur on small scales causing a decrease of the power spectrum estimate
[39]. As the power spectrum is inversely proportional to the ratio this can explain
the rise of the ratio on small scales. The overall impression is that the halo model
prediction and the simulation estimates do not coincide well. Currently, one cannot say
whether this is because the halo model misinterprets the non-Gaussian contribution
or because the present simulations are not reliable enough on small scales.
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Figure 6.15: Ratio of non-Gaussian to Gaussian contribution of the convergence power
spectrum covariance Rl against wave-number l. The halo model (HM, black line) predicts
a reduction of non-Gaussianity on small scales. The Virgo and Gems simulation estimates
(red points) are very noisy and do not show a clear behavior.
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Figure 6.16: Ratio of non-Gaussian to Gaussian contribution of the convergence power
spectrum covariance Rl against wave-number l. The halo model (HM, black line) predicts
a reduction of non-Gaussianity on small scales. The VLS and Millennium Run simulation
estimates (red points) predict the opposite behavior.
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Summary and conclusions
The motivation behind this thesis was to provide an analytical treatment of higher-
order correlation functions in the cosmic matter density field and to compare the
results obtained with numerical N -body simulations. As the perturbative description
holds only for densities of the order |δ| ' 1, the tool of choice was a semi-analytic halo
model which combines results from both perturbation theory and numerical simula-
tions. In this work, we focused on the fourth-order correlation function and its Fourier
counterpart, the trispectrum, since it allows us to study the non-Gaussianities of the
matter field and to calculate the full non-Gaussian covariance of the power spectrum.
This provides a way to estimate the error and mode coupling in the matter power
spectrum to higher accuracy than has been previously.
To calculate the trispectrum and, subsequently, the full non-Gaussian covariance of the
convergence power spectrum in the halo model approach, we had to combine results
from different areas in mathematics, physics and cosmology. We have summarized
the most important ones in the first chapters of this thesis. This includes a detailed
overview of the standard model of cosmology, perturbation theory and the properties
of cosmological random fields. Additionally, Chapter 4 gives a comprehensive overview
of the halo model description of dark matter and its ingredients such as the halo mass
abundance, halo profile and clustering of halos.
With the halo model at hand, one has a recipe to calculate matter correlation functions
of arbitrary order. We used the halo model to find the expectation value both for the
three-dimensional and the convergence power spectrum covariance and confirmed the
analytical results of Cooray and Hu [16] and Scoccimarro et al. [72]. In order to find
a fast way to calculate the full non-Gaussian covariance, we studied the accuracy of
different approximations to the complete trispectrum in the halo model approach.
As a result, we found that the combination of 1-halo and 2-halo contributions of
the trispectrum yields an error smaller than 10% on intermediate and large scales.
More precisely, in the three-dimensional case this approximation is accurate for k &
0.3hMpc−1 and in the projected case for l & 300 and zs = 1 for our fiducial ΛCDM
model. Furthermore, we extended this result to the non-Gaussian contribution of the
covariance. The aforementioned approximation yields for the same wave-numbers a
comparable error to the total trispectrum. Thus a combination of 1-halo and 2-halo
terms of the bin-averaged trispectrum together with the Gaussian contribution of the
covariance provides an accurate and efficient approximation to the full non-Gaussian
covariance of the matter power spectrum.
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Since recent results from numericalN -body simulations suggest that the concentration-
mass relation is probabilistic [38], i.e. there is scatter in the concentration parameter
for a fixed mass m, we investigated the impact of this on the 1- and 2-halo term
contributions to the power spectrum and trispectrum. In the three-dimensional case,
we found a significant deviation from a deterministic concentration relation on scales
smaller than k ' 5hMpc−1, which is less pronounced for the power spectrum. Addi-
tionally, we were able to show that this effect is also present in the projected versions
of the spectra on scales smaller than l ' 2000. In contrast to the three-dimensional
case, the increase in the small scale tails of the spectra is diminished, but alters the
covariance on small scales up to 12% for reasonable concentration dispersions.
In order to understand how different wave-number modes in the power spectrum co-
variance couple, we analyzed the angular dependence of the normalized trispectrum for
each halo term. We found the strongest mode coupling in the 4-halo term for colinear
configurations of the trispectrum wave-vectors. Towards orthogonal configurations the
angular dependence vanishes and there is almost no coupling visible. We discovered
a similar but less pronounced behavior for the 3-halo term. The 2-halo and 1-halo
terms show no visible angular dependence of the modes. Furthermore, we studied the
mode coupling for trispectrum configurations with different wave-vector length. This
revealed a dependence on both the length of the wave-vectors and their ratio. The
minimum wave-length, in particular, affects the amplitude of the trispectrum.
Studying the non-Gaussian-to-Gaussian ratio of the covariance, we found an increase of
non-Gaussianity towards small scales for the three-dimensional case. In the projected
case, the non-Gaussian contribution reaches a maximum amplitude around l ' 800
and decreases on small scales.
With the results from the halo model consideration, we developed a fitting formula for
the non-Gaussian contribution of the convergence power spectrum covariance. The
fitting formula is valid in a range 1000 < l < 5000 and provides on average a 10%
accuracy to the corresponding halo model prediction. For the diagonal of the non-
Gaussian covariance we achieve in this way a 15% accuracy.
An additional aspect of this thesis was the comparison of the halo model to results
from simulations. For this we calculated the power spectrum and covariance from six
different numerical N -body simulations that spanned a wide range of possible designs.
Our comparison with the halo model revealed a good correspondence with the power
spectra. However, the convergence power spectrum covariance with a determinis-
tic concentration parameter consistently underestimates the covariance estimate from
simulations on small scales. This effect is mitigated if we include in the halo model
prediction a probabilistic concentration relation with a dispersion σln c = 0.2 − 0.3 in
the logarithmic halo concentration. Nevertheless, the halo model prediction of the
covariance underestimates still the simulation estimate on small scales. This discrep-
ancy hints that the halo model description does not reflect well enough the underlying
physics of higher-order correlations on small scales. One also has to be aware that the
limited size and resolution of simulations can lead to high noise and unreliable predic-
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tions as well. This was particularly visible in our analysis of the ratio of non-Gaussian-
to-Gaussian contributions to the convergence power spectrum covariance. While the
halo model predicted a decrease towards small scales, the simulations showed an in-
crease. A final conclusion whether the halo model has to be corrected for this will
require future simulations of improved quality.
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Appendix A
Halo model trispectrum
In Sect. 5 we showed that for the calculation of the power spectrum covariance in the
halo model description, we only have to consider parallelogram configurations of the
trispectrum wave-vectors. The restriction to these configurations allows us to simplify
the expressions for the terms of the trispectrum. In the following, we perform this
calculation in detail after summarizing the most important properties of the second
order coupling functions.
A.1 Second-order coupling functions
From the recursion relations (2.26) and (2.27) for the n-th order density contrast δn
and divergence velocity field θn that solve in a perturbative approach the collision-
less Boltzmann equation for an ideal dark matter fluid, we find for the second-order
coupling functions the following expressions:
F2(q1, q2) =
5
7
α(k1,k2) +
2
7
β(k1,k2) , (A.1)
G2(q1, q2) =
5
7
α(k1,k2) +
2
7
β(k1,k2) , (A.2)
where
α(k1,k2) ≡ (k1 + k2) · k1
k21
and β(k1,k2) ≡ k
2
12(k1 · k2)
2k21k
2
2
, (A.3)
denote the mode coupling functions (see Sect. 2.4.3). The symmetrized versions of the
second-order coupling functions are:
F
(s)
2 (q1, q2) =
5
7
+
2
7
(q1 · q2)2
q21q
2
2
+
1
2
q1 · q2
q1q2
(
q1
q2
+
q2
q1
)
, (A.4)
G
(s)
2 (q1, q2) =
3
7
+
4
7
(q1 · q2)2
q21q
2
2
+
1
2
q1 · q2
q1q2
(
q1
q2
+
q2
q1
)
. (A.5)
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Since these expressions play an important role for the subsequent calculation of the
trispectrum in the halo model description, we summarize their properties which follow
immediately from their definitions [26]:
• F (s)2 (q1,−q1) = G(s)2 (q1,−q1) = 0 ,
• F (s)2 (q1, q1) = G(s)2 (q1, q1) = 2 ,
• F (s)2 (q1, q2) = F (s)2 (−q1,−q2) ,
• G(s)2 (q1, q2) = G(s)2 (−q1,−q2) ,
• lim
||→0
F
(s)
2 (q1, ) = lim||→0
G
(s)
2 (q1, ) = lim||→0
/||2 →∞.
A.2 Third-order coupling functions
In order to calculate the lowest non-vanishing order contribution to the perturbation
theory trispectrum, we need to determine the symmetrized third-order coupling func-
tion F
(s)
3 as imposed by the recursion relation (2.26). The unsymmetrized third-order
coupling function is then given by
F3(q1, q2, q3) =
7
18
α(q1, q2 + q3)F2(q2, q3) +
2
18
β(q1, q2 + q3)G2(q2, q3)
+G2(q1, q2)
[
7
18
α(q1 + q2, q3) +
2
18
β(q1 + q2, q3)
]
. (A.6)
Note that it is not necessary to derive the corresponding expression for G3, as we are
only interested in the dark matter trispectrum. Symmetrizing Eq. (A.6) yields
F
(s)
3 (q1, q2, q3) =
7
54
[
α(q1, q2 + q3)F
(s)
2 (q2, q3) + α(q2, q1 + q3)F
(s)
2 (q1, q3)
+ α(q3, q1 + q2)F
(s)
2 (q1, q2)
]
+
4
54
[
β(q1, q2 + q3)G
(s)
2 (q2, q3) + β(q2, q1 + q3)G
(s)
2 (q1, q3)
+ β(q3, q1 + q2)G
(s)
2 (q1, q2)
]
+
7
54
[
α(q1 + q2, q3)G
(s)
2 (q1, q2) + α(q1 + q3, q2)G
(s)
2 (q1, q3)
+ α(q2 + q3, q1)G
(s)
2 (q2, q3)
]
(A.7)
From the symmetry properties of the F2 and G2 kernels and the mode coupling func-
tions, we find F
(s)
3 (q1, q2, q3) = F
(s)
3 (−q1,−q2,−q3).
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Since we are only interested in parallelogram configurations of the trispectrum, we
have to consider the situation k2 = −k1. In this case F (s)3 simplifies to
F
(s)
3 (q1,−q1, q2) =
7
54
[α(q1, q2 − q1)F (s)2 (−q1, q2) + α(−q1, q1 + q2)F (s)2 (q1, q2)]
+
4
54
[β(q1, q2 − q1)G(s)2 (−q1, q2) + β(−q1, q1 + q2)G(s)2 (q1, q2)]
+
7
54
[α(q2 − q1, q1)G(s)2 (−q1, q2) + α(q1 + q2,−q1)G(s)2 (q1, q2)]
(A.8)
since for each square brace in Eq. (A.7) the third term vanishes.
A.3 Perturbative Bispectrum
The lowest order, non-vanishing contribution to the perturbation theory bispectrum
is
Bpt(k1,k2,k3) = 2 [F2(k1,k2)P (k1)P (k2) + F2(k2,k3)P (k2)P (k3)
+ F2(k3,k1)P (k3)P (k1)] .
= 2F2(k1,k2)P (k1)P (k2) + 2 perms. , (A.9)
where the permutations are considered with respect to the wave-vectors ki. For the
calculation of parallelogram configurations of the trispectrum wave-vectors, we have
to consider the case lim→0Bpt(ki,−ki, ) and check what happens with the infrared
divergences, which arise in the second-order coupling functions for lim
→0
F2(ki, ) (see
Sect. A.1). From the tree-level bispectrum (A.9), we find
Bpt(ki,−ki, ) = 2F2(ki,−ki)P 2(ki)
+ 2[F2(ki, ) + F2(−ki, )]P (ki)P ()
= 2
[
10
7
+
4
7
(ki · )2
k2i 
2
]
P (ki)P () , (A.10)
where the first term is 0, since F2(ki,−ki) = 0 and the terms responsible for the
infrared divergencies cancel each other. In the limit → 0, Eq. (A.10) vanishes, since
the factor in front of the power spectra is finite and the P () goes to 0 in the considered
limit.
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A.4 Perturbative Trispectrum
Using a perturbative approach as described in Sect. 3.5.2, we found for the trispectrum
the following result:
Tpt(k1,k2,k3,k4) = 4× [ F2(k1,−k12)F2(k3,k12)P1P12P3
+ F2(k1,−k12)F2(k4,k12)P1P12P4
+ F2(k2,−k12)F2(k3,k12)P2P12P3
+ F2(k2,−k12)F2(k4,k12)P2P12P4
+ F2(k1,−k13)F2(k2,k13)P1P13P2
+ F2(k1,−k13)F2(k4,k13)P1P13P4
+ F2(k3,−k13)F2(k2,k13)P3P13P2
+ F2(k3,−k13)F2(k4,k13)P3P13P4
+ F2(k1,−k14)F2(k2,k14)P1P14P2
+ F2(k1,−k14)F2(k3,k14)P1P14P3
+ F2(k4,−k14)F2(k2,k14)P4P14P2
+ F2(k4,−k14)F2(k3,k14)P4P14P3]
+ 6× [F3(k1,k2,k3)P1P2P3
+ F3(k1,k2,k4)P1P2P4
+ F3(k1,k3,k4)P1P3P4
+ F3(k2,k3,k4)P2P3P4] .
For the subsequent consideration, it is convenient to use the following short notation:
Tpt(k1,k2,k3,k4) = 4Ta + 6Tb , (A.11)
where
Ta = P (k1)P (k2) [P (k13)F2(k1,−k13)F2(k2,k13)
+ P (k14)F2(k1,−k14)F2(k2,k14)] + 5 perms. , (A.12)
Tb = F3(k1,k2,k3)P (k1)P (k2)P (k3) + 3 perms. . (A.13)
If we consider only parallelogram configurations of the trispectrum wave-vectors, we
can restrict our calculations to the case where k3 = −k1 and k4 = −k2. As a
consequence, making use of the properties of the coupling functions, one finds
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T (k1,−k1,k2,−k2) = 4× [ [F2(k1,−(k1 + k2))]2P 21P (|k1 + k2|)
+ 2F2(k1,−(k1 + k2))F2(k2,−(k1 + k2))P1P (|k1 + k2|)P2
+ [F2(k2,−(k1 + k2))]2P 22P (|k1 + k2|)
+ [F2(k1,−(k1 − k2))]2P 21P (|k1 − k2|)
+ 2F2(k1,−(k1 − k2))F2(−k2,−(k1 − k2))P1P (|k1 − k2|)P2
+ [F2(−k2,−(k1 − k2))]2P 22P (|k1 − k2|)]
+ 6× [F3(k1,−k1,k2)P 21P2
+ F3(k1,−k1,−k2)P 21P2
+ F3(k1,k2,−k2)P1P 22
+ F3(−k1,k2,−k2)P1P 22 ] .
A.5 1-halo term
The 1-halo term in the parallelogram configuration is trivial as it consists of only
one building block term depending only on the length of the wave-vectors. If we set
k3 = −k1 and k4 = −k2, we find
T1h =M04(k1, k1, k2, k2) . (A.14)
Note that we dropped the wave-vector dependencies on the left hand side, which we
will continue to do for the subsequent halo terms as well.
A.6 2-halo term
The 2-halo term can be further subdivided into T 312h , corresponding to correlations
of three points in one halo and a fourth point in a second halo and T 222h , describing
correlations of two points in one and another two points in the second halo such that
T2h = T
31
2h + T
22
2h , (A.15)
where
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T 312h =M13(k2, k3, k4)M11(k1)Plin(k1)
+M13(k1, k2, k3)M11(k4)Plin(k4)
+M13(k4, k1, k2)M11(k3)Plin(k3)
+M13(k3, k4, k1)M11(k2)Plin(k2) (A.16)
and
T 222h =M12(k1, k2)M12(k3, k4)Plin(|k1 + k2|)
+M12(k1, k3)M12(k2, k4)Plin(|k1 + k3|)
+M12(k1, k4)M12(k2, k3)Plin(|k1 + k4|) . (A.17)
If we consider parallelogram configurations of the trispectrum where k3 = −k1 and
k4 = −k2, the 2-halo terms simplify, since the 4 terms of Eq. (A.16) merge into 2
T 312h = 2M13(k1, k2, k2)M11(k1)Plin(k1)
+ 2M13(k1, k1, k2)M11(k2)Plin(k2) (A.18)
and one term of Eq. (A.17) vanishes in the limit lim
k3→−k1
P (|k1 + k3|)→ 0.
T 222h =M
2
12(k1, k2) [Plin(|k1 + k2|) + Plin(|k1 − k2|)] .
A.7 3-halo term
The 3-halo term splits into two types of terms
T3h = T
1
3h + T
2
3h , (A.19)
where
T 13h =M11(k3)M11(k4)M12(k1, k2)Bpt(k3,k4,k1 + k2)
+M11(k2)M11(k4)M12(k1, k3)Bpt(k2,k4,k1 + k3)
+M11(k2)M11(k3)M12(k1, k4)Bpt(k2,k3,k1 + k4)
+M11(k1)M11(k4)M12(k2, k3)Bpt(k1,k4,k2 + k3)
+M11(k1)M11(k3)M12(k2, k4)Bpt(k1,k3,k2 + k4)
+M11(k1)M11(k2)M12(k3, k4)Bpt(k1,k2,k3 + k4)
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with Bpt as defined in Eq. (3.57) and
T 23h =M22(k3, k4)M11(k1)M11(k2)Plin(k1)Plin(k2)
+M22(k2, k4)M11(k1)M11(k3)Plin(k1)Plin(k3)
+M22(k2, k3)M11(k1)M11(k4)Plin(k1)Plin(k4)
+M22(k1, k4)M11(k2)M11(k3)Plin(k2)Plin(k3)
+M22(k1, k3)M11(k2)M11(k4)Plin(k2)Plin(k4)
+M22(k1, k2)M11(k3)M11(k4)Plin(k3)Plin(k4) . (A.20)
If we consider parallelogram configurations of the trispectrum where k3 = −k1 and
k4 = −k2, the 3-halo terms simplify in the following way:
T 13h = 2M11(k1)M11(k2)M12(k1, k2)Bpt(k1,k2,−k1 − k2)
+ 2M11(k1)M11(k2)M12(k1, k2)Bpt(−k1,k2,k1 − k2) (A.21)
and
T 23h =M22(k1, k1)M
2
11(k2)P
2
lin(k2)
+ 4M22(k1, k2)M11(k1)M11(k2)Plin(k1)Plin(k2)
+M22(k2, k2)M
2
11(k1)P
2
lin(k1) , (A.22)
where two terms of T 13h vanish in the limits k3 → k1 and k4 → k2, since lim
→0
Bpt(ki,−ki, )→
0 and we made use of the symmetry properties of Bpt to merge the terms.
A.8 4-halo term
The 4-halo term describes correlations between points in four different halos and is
given by
T4h =M11(k1)M11(k2)M11(k3)M11(k4)Tpt(k1,k2,k3,k4)
+M11(k1)M11(k2)M11(k3)M21(k4)Plin(k1)Plin(k2)Plin(k2)
+M11(k4)M11(k3)M11(k2)M21(k1)Plin(k4)Plin(k3)Plin(k2)
+M11(k1)M11(k4)M11(k3)M21(k2)Plin(k1)Plin(k4)Plin(k3)
+M11(k2)M11(k1)M11(k4)M21(k3)Plin(k2)Plin(k1)Plin(k4) , (A.23)
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where Tpt denotes the lowest order non-vanishing contributions to the perturbation
theory trispectrum as denoted in Eq. (A.11). If we consider parallelogram configura-
tions of the trispectrum where k3 = −k1 and k4 = −k2, the 4-halo term simplifies in
the following way:
T4h =M
2
11(k1)M
2
11(k2)Tpt(k1,k2,−k1,−k2)
+ 2M211(k1)M11(k2)M21(k2)P
2
lin(k1)Plin(k2)
+ 2M211(k2)M11(k1)M21(k1)P
2
lin(k2)Plin(k1) , (A.24)
where Tpt is for this configuration given by Eq. (3.59).
Appendix B
Cosmology-dependent parameters
This section summarizes the cosmology dependence of the collapse density δsc, the
virial density ∆vir, the linear growth factor D1 and the luminosity distance dL. Equa-
tions for the corresponding quantities in a Universe with open cosmology can be found
in Henry [31].
B.1 Einstein-de Sitter (Ωm = 1)
δsc(z) =
3(12pi)2/3
20
≈ 1.686 , (B.1)
∆vir(z) = 18pi
2 ≈ 177.7 , (B.2)
D1(z) =
1
1 + z
, (B.3)
dL(z) = 2
c
H0
(
1 + z −√1 + z
)
, (B.4)
B.2 Flat models (Ωm + ΩΛ = 1)
x ≡ (Ω
−1
m − 1)1/3
1 + z
, (B.5)
δsc(z) =
3(12pi)2/3
20
[
1− 0.0123 log(1 + x3)] , (B.6)
∆vir(z) = 18pi
2(1 + 0.4093x2.71572) , (B.7)
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D1(z) =
x
x0
√
1 + x3
∫ 1
0
dy
(
1 + x3y6/5
)
, (B.8)
dL(z) =
c
H0
(1 + z)
∫ z
0
dy√
Ωm(1 + y)3 + (1− Ωm)
, (B.9)
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