I. INTRODUCTION
One of the most important problems arising from largescale electric power system interconnection is the lowfrequency oscillation [l] . For this problem, there has been a considerable research into the Power System Stabilizer (PSS) design [I] . The conventional design was first proposed by deMello and Concordia [2] on the basis of the singlemachine infinite-bus linearlized model [3] . In their approach, the PSS was designed as a lead-lag compensater which provides a supplementary control signal to the excitation system. 1) There are uncertainties in the linearized model resulting from the variation in the operating condition, since the linearlization coefficients are derived typically at normal operating condition.
2) To implement the PSS for a multi-machine power system; its parameters need to be tuned to coordinate with other machines and utilities.
Consequently, a realistic solution for stabilizing the lowfrequency oscillation of a multi-machine system is a stabilizer designed from a nonlinear multi-machine model in the first place [I] . Fig 1 shows the schematic diagram of a generator connected to a power system network. Difficulties in a power system stabilizer design come from the handling of nonlinearities and interactions among generators. During the low-frequency oscillation, rotor oscillates due to the unbalance between mechanical and electrical powers. The electrical power, P, shown in Fig. 1 , has the properties of the nonlinearty and this interaction is the key variable affecting the rotor dynamics. Thus, handling the nonlinear power flow properly is the key to the PSS design for a multi-machine power system. Unfortunately, it is not that easy to handle the -_--- Recently, a new approach has emerged in control area to handle nonlinearities utilizing the neural networks' learning ability. The use of neural networks' learning ability avoids complex mathematical analysis in solving control problems when plant dynamics are complex and highly nonlinear, which is a distinct advantage over traditional control methods.
Nguyen and Widrow [5] showed the possibility of using neural networks in controlling a plant with high nonlinearities. They exploited the neural networks' selflearning ability in the Truck-Backer problem. Iiguni and Sakai [6] constructed a neural network controller combined with a linear optimal controller to compensate for uncertainties in model parameters. Recently, Ku and Lee [7] proposed an architecture of diagonal recurrent neural network for identification and control of dynamic systems, and applied it to a nuclear power plant model [SI.
There are cases where neural networks are applied for power system stabilizing control [9] , [ 101. However, these cases are limited to a system with a single generator connected to an infinite bus to avoid the complexity of the interconnected power system dynamics. Yu [ 11 pointed out that it is desirable in the PSS controller design to consider interaction variables describing mutual interactions among generators networked in a power system. This paper introduces a new approach for handling the nonlinear interaction variables, i.e., the power flow. By utilizing the neural networks' learning ability in mapping the power flow dynamics, a PSS (Neuro-PSS) is designed for a generator connected to a multi-machine power system. The proposed neural network-based PSS architecture is composed of two parts. First, a Neuro-Identifier is designed for a generator to emulate the characteristics of the power flow between the generator and the power system network. Second, a Neuro-Controller is constructed for the generator to produce the supplementary excitation signal which minimizes a quadratic cost function in speed deviation and control effort. The Neuro-Identifier is trained by the usual Backpropagation Algorithm (BPA), and the Neuro-Controller is trained with the equivalent error backpropagated through the Neuro-Identifier using a newly developed Generalized Backpropagation-Through-Time algorithm to minimize the quadratic cost function in speed deviation and control effort of the generator.
PROBLEM FORMULATION

A. Characteristics of Rotor Dynamics
The choice of model is very important for a controller design. In designing a PSS, the simplicity of the HeffronPhillips linear model and its ability to represent the transient behavior of the synchronous machine is well known [3] . However, the parameters of the linearized model are functions of the operating condition [l] . Therefore, it is desirable to use a nonlinear model in designing a nonlinear Neuro-PSS for a wide range operation.
To study the low-frequency oscillation, a third-order model is considered for a synchronous generator connected to a network at busj [I]: In equation (3), dynamics of e; is controlled by the field excitation voltage, which is the output of a conventional exciter. A supplementary control signal will be added to this excitation voltage for stabilization [ 11.
The generator connected to a network should satisfy the algebraic power balance constraint: where P, and Q, are the real and reactive powers of the generator, Pw and QW are the net power injections at the j-th bus, and pi, and Qt are the local loads, whicn are nonlinear functions of system variables. The rotor dynamics (1) is represented in terms of the power flow, P, . In a conventional method, it is difficult to design a PSS for a wide range operation due to the nonlinearty of the power flow. However, a Neuro-PSS can be designed since one of the characteristics of artificial neural networks is to learn the nonlinear mapping with input-output pair [5] .
Since the rotor dynamics is simply represented by equations (1) and (2) with known inertia constant, it only remains to learn the nonlinear power flow using a neural network. Since the neural network needs not to learn the known rotor dynamics (1) and (21, a smaller size neural network can be used and consequently, training time can be reduced.
To train a neural network, it needs to know the information on the dynamics in terms of the input-output relationship. In view of equations (1)- (4), the power flow can be represented as a function of e;, 6 and ~i )
as input variables. However, the voltage behind the transient reactance, e; , is not easy to measure and to use as a feedback variable. Since the voltage behind the transient reactance only affects the power flow, it can be included in the power flow variable. Following the above observation, and by shifting the origin to the normal operating point, it can be shown that the rotor dynamics of a generator is modeled as 
dt where U is a supplementary excitation signal from PSS.
B. Neural Network Based-Power System Stabilizer
A feedfonvard neural network with taped delays can represent the nonlinear dynamic system model [l I]. However, it requires a discrete model for training. The discrete model of the rotor dynamics of a generator with time step At corresponding to the equations (5), (6) and (7) is represented as
where, m and n are the delay orders for output and input variables.
It should be noted that the order of the system that a neural network has to represent is reduced by two since only the power flow dynamics (1 0) needs to be modeled.
Following the input-output relationship in the power flow dynamics, a Neuro-PSS is designed with two neural networks: A Neuro-Controller is constructed to generate adequate supplementary excitation signal to compensate for the Pow-frequency oscillation, and Neuro-Identifier is constructed to model the power flow dynamics and used to backpropagate an equivalent error or generalized delta to the Neuro-Controller for training. Fig. 2 shows the overall scheme for the neural network-based power system stabilizer for a wide range operation, where the operator, TDL, presents a memory element having the input or output history.
TRAINING OF NEURAL-NETWORKS
The Neuro-PSS in this paper is composed of two multilayer feedforward neural networks, one for NeuroIdentifier and another for Neuro-Controller Therefore, the Neuro-Identifier for the plant can be represented by a nonlinear network F
where Input-output training patterns are obtained from the operation history of the plant. The Neuro-Identifier learns to generate the same output responses as the plant does by using the BPA. The objective of training the Neuro-Identifier is to reduce the average error defined by is the weight vector to adjust. 
B. Training of the Neuro-Controller
The role of the Neuro-Controller is to stabilize lowfrequency oscillation when the speed of a generator deviate from its normal value. In order to solve this problem in a finite time horizon, a general quadratic cost function is defined as where u ( k ) is the supplementary excitation control input, and N is the number of time steps.
The characteristics of the Neuro-Controller can be represented as a nonlinear network H :
where F? is the weight vector to adjust.
Since the target value for the adequate supplementary excitation control U ( k ) is not available for training, the usual backpropagation method is not applicable. Therefore, the Neuro-Controller has to learn the control law by trial and error, by driving the Neuro-Identifier to generate the equivalent error for backpropagation.
The learning process by trial and error consists of two parts. First, from the given initial state the Neuro-Controller drives the Neuro-Identifier for N steps. Second, the weight parameters of the Neuro-Controller are updated using the average of corrections calculated for each step to reduce the cost function. In order to train the Neuro-Controller to minimize the general quadratic cost function (16), it is necessary to extend the Backpropagation-Through-Time (BTT) algorithm [l 11, which was originally developed for the quadratic cost of the output errors alone. Since our cost function (16) includes not only output errors, but also input variables, the BTT method can not be used and has to be generalized, resulting in the Generalized BTT (GBTT).
The equivalent errors for the cost function are defined as the following sensitivities with respect to input variables: for k-1, 2, ... , N.
(18)
By differentiating the cost function (16) and using the relationships (9), (lo), (1 1) and (17), it can be shown that the sensitivities satisfy the following coupled equations: (19) s", Equations (1 9)-(22) show that the equivalent errors backpropagate and the sensitivity with respect to the input, 6 :, can be computed. Since u(k) is the output of the NeuroController H , the conventional backpropagation algorithm can thus be used directly.
The process of the GBTT training algorithm i s summarized as follows:
Set the weight parameters of the Neuro-Controller with small random numbers. Set the load condition and initial state with random numbers in the operation region of the power plant. Let the Neuro-Controller drive the generator and the Neuro-Identifier for N steps forward.
From the operation result in step 3), evaluate the equivalent errors 6 ; backward using equations (19) , (20), (21) and (22), and compute the weight parameter adjustment vector AWk . Update the weight parameters in the Neuro-Controller by using the average of weight parameter adjustment vectors AWk found in step 4). Go to step 2).
Training of the Neuro-Controller is finished when the average decrease of the cost function converges to a small value for an arbitrary reference output and initial conditions.
IV. CASE STUDY
A. The Study Power System
The Neuro-Controller is applied to a simple power system network [12] shown in Fig. 3 to stabilize low-frequency oscillations. The power system consists of three power plants: two are thermal units and one is hydro unit. The normal operating conditions and line parameters of the network in p.u. on 100 MVA base are also shown in Fig. 3 . The power system has sustained low-frequency oscillations due to disturbances. The control objective is to improve system damping by using a supplementary excitation control applied to the second generator. For the low-frequency oscillation problem, parameters of the generator model (1)-(3) are presented in Table 1 . Table. 1 Parameters of generators Typical IEEE governor and turbine models are used: TGOVl (2-nd order) for the thermal plant and IEEEG2 (3-rd order) for the hydro unit [ 131. The IEEE exciter and voltage regulator model EXSTl (4-th order) is used for this study on which supplementary excitation control input is to be injected. As a result, a 9-th order model for thermal plant and a 10-th model for hydro plant are used to present the nonlinear characteristics and the low-frequency oscillations in simuliations.
Training of the Neural Networks
The training patterns of the Neuro-Identifier are generated by the power system simulations starting from the steady, state initial value in a wide range operating condition and randomly generated control inputs history within the conventional PSS operation region.
During the low-frequency oscillation in the range of 1-2 [Hz], it was assumed that the exciter can be approximated as a second-order model. Therefore, the Neuro-Identifier is constructed to emulate the power flow dynamics as a thirdorder model which includes the dynamics of exciter and the excitation field voltage.
The To avoid oscillation during training stage, weight parameters in the Neuro-Identifier are corrected with the average of corrections calculated for ten patterns. Training of the Neuro-Controller is done in two phases. First, training is done with a small N (=3) since in the beginning it has little knowledge of control. A small number of steps prevents the system from diverging. Training is carried on with a gradually increasing N until it reaches 8 so that the system can be controlled for a longer duration of time. Then, training is carried on with N fixed at 8. It takes about 30 minutes in an IBM-PC 486 computer to train two neural networks: the Neuro-Identifier and the Neuro-Controller. Fig. 4 shows the speed deviation of generator 2 for a disturbance of three-phase ground fault at midpoint of a half the line 4-5, which cleared after 0.2 [sec]. It compares the cases without a control and with supplementary excitation controls by the conventional PSS, STAB4 [13] , and the Neuro-PSS. The parameters in the STAB4 was optimized by the PSS parameter optimization method in [15] . The performance of the controllers are compared in Table  2 with the integral-time-error (ITE) computed with the cost function (16). Observations in the table show that the Neuro-PSS works very well judging from the ITE performance in both the heavy or the light load compared to the normal load condition, however, the ITE performance of the conventional shows larger variation to loading conditions for the Neuro-PSS because the parameters in the STAB4 were optimized in the normal loading condition. A neural network-based power system stabilizer (Neuro-PSS) is developed for a generator connected to a multimachine power system utilizing the power flow dynamics. The low-frequency oscillation is modeled by the NeuroIdentifier using nonlinear power flow dynamics, then a Generalized Backpropagation-Thorough-Time algorithm is developed to train the Neuro-Controller. The two neural networks constructed to learn and control the power flow dynamics avoid the need to identify the original rotor dynamics. The performance of the proposed Neuro-PSS was demonstrated by applying it to a typical multi-machine power system. Its comparison with a conventional PSS shows that the Neuro-PSS works very well in a wide range of operation. 
C. Comparison of the Control Results
