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ABSTRACT
In this thesis, the modeling of wind farms based on Type-C Wind Turbine
Generators (WTGs) is studied. Based on time scale decomposition, two
detailed dynamic models are presented. In both models, a rotor speed con-
troller, a reactive power controller and a pitch angle controller are considered.
The turbine’s aerodynamic is represented by a static model and a single-mass
model is assumed. With respect to the controllers, the speed controller is de-
signed to extract maximum power from the wind for a given wind speed. The
reactive power controller is designed to follow a reference. The pitch angle
controller is designed to limit the maximum active power output. All con-
trollers use proportional and integral control. Modal and bifurcation analysis
is performed revealing that the WTG’s variables do not exhibit major oscilla-
tory behavior when the system is perturbed. Moreover, the WTG’s variables
do not participate in unstable modes and they do not change the system sta-
bility structure. In general, the most important interaction between WTGs
and the system is the interchange of power. An aggregated model is pro-
posed for wind farms. This model is characterized by a single equivalent
WTG and an equivalent wind speed. Moreover, the order of the aggregated
model is reduced by using selective modal analysis. This technique focuses
on the most relevant modes and variables. Irrelevant variables are expressed
in terms of the relevant ones, which allows reducing the model order. Re-
placing either a two-axis or zero-axis model of a WTG for the reduced-order
model neither considerably alters the original system dynamics nor modifies
the system variables. An important reduction of simulation time and model
complexity is obtained. In the largest case, it is shown that two wind farms
that in total are represented by 500 differential equations and 800 algebraic
equations can be represented by just 4 differential equations.
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CHAPTER 1
INTRODUCTION
Worldwide energy consumption has steadily increased in recent decades due
to the rate of growth in world gross domestic product—the main driver of
energy demand. It is expected that the electricity demand will increase at
a rate of 2.6% per year during the period 2004-2030. Additionally, global
energy-related carbon-dioxide emissions, a major cause of global warming,
are expected to increase by 1.7% per year during the same period—reaching
40.4 × 109 tons in 2030. Unfortunately, power generation is projected to
contribute almost 50% of that increased emission [1]. Thus, the power gen-
eration sector is under scrutiny; it has to be expanded in order to fulfill the
high-energy-demand scenario while also taking into account environmental
effects such as global warming.
1.1 Power System Expansion and Operation
Proper expansion of a power system must take into account economic and
technical considerations such as minimum operating cost, system reliability
and system security. Minimum operating cost is obtained by scheduling the
operation of generating units based on their cost, response speed and system
loading cycle. The well-known problems of economic dispatch and unit com-
mitment are solved for that purpose. System reliability has to do with the
system’s ability to serve the load at any instant. Power reserve and network
configuration as well as system contingency analysis are issues of extreme
importance for having a reliable system. System security is related to the
system’s ability to keep its variables within acceptable bandwidths not harm-
ful for system elements, e.g., generators, transformers, loads, etc. System
security is typically defined using three operating states: normal, emergency
and restorative states [2]. Any transition between these states will evolve
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dynamically. The existence of stable equilibrium points is mandatory to op-
erate the system safely. Proper dynamic models are required. These models
are mainly focused on low frequency oscillations between 0.2 and 2 [Hz] [3].
Specifically, this research deals with obtaining a proper model for WTGs
that can be used in power system stability analysis. Note that dynamics
associated with flux linkages in machines’ stators and transmission lines are
typically assumed to be infinitely fast. Therefore, they are modeled using
algebraic equations which allow them to change instantaneously depending
on the system state.
1.2 Wind Power Generation
Renewable energy sources are needed to face the near future energy scenario.
Hydraulic, wind, solar, biomass and geothermal sources are the most com-
mon renewable generation systems. Hydraulic systems are attractive due
to their robustness, reliability and high rated power levels. However, the
main drawbacks are the scarce available locations with hydro potential and
the negative impact on the local ecosystem by flooding extensive areas. At
present, among the other alternatives, wind generation systems are the most
qualified to produce electricity. Although being irregular in their electricity
production, wind farms are able to provide energy: (a) without the risk of de-
pletion of their primary energy source, and (b) in compliance with operation
standards. Additionally, wind generation systems have the fastest payback
period [4], less than a year; the lowest installation period, due to their mod-
ularity; and low operation-maintenance cost [5]. These characteristics make
wind power attractive for mass production, reflected in the increase of the
worldwide installed power capacity in recent years [6].
Four types of wind power generation systems are known in the litera-
ture. Type-A and Type-B configurations are based on induction generators.
While Type-A provides a fixed-speed operation by just using stall and/or
pitch control, Type-B provides a limited variable-speed operation by addi-
tionally controlling the rotor circuit resistance. The main disadvantages of
these configurations are the power fluctuations transmitted to the network
due to wind speed variations [7]. Type-C configuration is based on doubly-
fed induction generators providing a variable-speed operation. Power output
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is controlled over a wider range by changing the voltage applied to the rotor
circuit. Finally, Type-D configuration is based on a full-scale ac/ac converter
which decouples the generator and system frequency. It uses either induction
or synchronous generators. This configuration does not require a gearbox,
increasing its reliability [8]. The main advantages of Type-C and Type-D
configurations are the reduction of power output fluctuations and optimal
power extraction from the wind. Type-C configuration is used in this pro-
posed research as it is the most common in current wind farm projects.
1.3 Wind Power Generation in Power Systems
A power system can be defined as a system that generates electrical power
at large scale which is then sent to consumers by means of electrical lines.
As the energy sources are generally located far from the demand centers, the
voltage of electrical lines is increased to reduce power losses. Thus, electrical
transformers are required. Based on the different voltage levels, different
power system sectors are defined. In addition, based on the purpose of every
sector, the generation (voltage levels of about 12 kV), transmission (voltage
levels of about 220-500 kV]), sub-transmission (voltage levels of about 66-
110 kV) and distribution areas (voltage levels of about 12-15 kV) are defined.
The voltage level and power capability of the areas are reduced when they
are close to the final clients. Note that, typically, small wind farms are
located in the distribution area while larger wind farms are located in the
sub-transmission area.
Power system generators and loads are coupled through the grid, which is
the generic name for all the elements that belong to the transmission, sub-
transmission and distribution areas. By assuming that the flux linkage dy-
namics of the grid’s elements are infinitely fast, they are modeled by algebraic
equations. It turns out that the grid is represented by using Kirchoff’s law
and the grid’s steady-state parameters of series resistance, series reactance
and parallel admittance. Thus, the grid model is 0 = g(V, θ, P,Q), where V
and θ are the vectors of voltage magnitude and voltage angle; P and Q are the
vectors of active power and reactive power injections; g, V, θ, P,Q ∈ R2n×1,
where n is the total number of buses; and g is nonlinear.
Synchronous generators (SGs) are used in the generation area. The key
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characteristic of a SG is that the rotational frequency of its shaft is propor-
tional to the frequency of its stator voltage and current. Thus, by adjusting
the mechanical torque applied to the shaft, the electrical frequency can be
controlled. In Figure 1.1, a power system scheme is presented. Due to the
grid coupling, the stator current and voltages in all SGs must have the same
frequency. The equations of motion of the SGs and the equations of the
frequency control are presented. Note that SGs are coupled to each other by
the frequency control and by the grid. The frequency control is performed
in two phases. The first one is called the primary frequency control in which
the SG’s mechanical power is adjusted based on frequency variations. For
example, if ω1 > ωs then the mechanical power is reduced depending on the
statism constant RD1. The second one is called the secondary frequency con-
trol and has to do with the adjustment of the mechanical power set-points,
e.g., Pset-point, 1. On the other hand, Type-C WTGs are based on doubly-fed
induction generators which are asynchronous machines. The rotational fre-
quency of their shaft is not related to the frequency of their terminal voltages
and currents. In fact, the rotor angular speed of a WTG just participates in
the energy conversion, and it can be established that a WTG’s power out-
put is a function of the WTG’s angular speed and wind speed. Thus, the
only coupling of a WTG with other generators is through the grid. Based
on this characteristic, it seems that a complex dynamic model for a WTG
is not required in power system analysis. In fact, several publications have
pointed out that WTGs do not have a major impact on power system dynam-
ics [9–12]. The most influential component of a WTG model is the voltage
controller, which affects oscillations damping [13, 14]. A simplified WTG
model is desired as the high number of turbines in a wind farm makes the
system more complex, and a detailed model can place an unsustainable bur-
den on a simulation program. Another important issue is the energy storage.
While SGs can regulate their power output by using their energy storage,
e.g., coil or hydro reservoir, WTGs produce power from the available wind.
As the wind is intermittent, so is the power output. Therefore, in order to
balance demand and generation, SGs have to adjust their power output due
to a variable wind power production. Any deficit or excess of power from
the WTGs will be compensated by the SGs. This is the major interaction
between WTGs and SGs. A simplified WTG model based on power injection
is proposed in this thesis. WTGs with frequency response, which can inject
4
Figure 1.1: Power system scheme.
more or less power based on frequency deviation, are beyond the scope of
this thesis.
1.4 Wind Farm Model for Power System Stability
Analysis
In this thesis, the modeling of wind farms based on Type-C WTGs is stud-
ied. Based on time scale decomposition, two detailed dynamic models are
presented. In the first model, while rotor flux linkage dynamics are fully
modeled, stator flux linkage dynamics are assumed to be infinitely fast. This
representation is called the two-axis model. In the second model, both ro-
tor and stator flux linkage dynamics are assumed to be infinitely fast. This
is called the zero-axis model. In both models, a rotor speed controller, a
reactive power controller and a pitch angle controller are considered. The
turbine’s aerodynamic is represented by a static model which relates the
wind speed, the rotor speed and the mechanical power extracted from the
wind. The gearbox is assumed to be stiff and, therefore, a single-mass model
is assumed. This single-mass model basically considers the turbine, the gear-
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box and generator’s shaft as a whole and represents them by a unique inertia
constant. With respect to the controllers, the speed controller is designed to
extract maximum power from the wind for a given wind speed. The reac-
tive power controller is designed to follow a reference which is, in general, a
zero reactive power output. Both speed and reactive power controllers use
proportional and integral control with an internal and external control loop.
The pitch angle controller is designed to limit the active power output and it
also considers a proportional and integral control. While the two-axis model
contains 10 differential and 8 algebraic equations, the zero-axis model con-
tains 8 differential and 8 algebraic equations. In most of the analysis, the
wind speed, and therefore the active power output, is assumed to be within
its limits. Consequently, the pitch angle controller is not taken into account.
The numbers of differential equations of the two-axis and zero-axis models
are reduced to 7 and 5, respectively. When every single WTG in a wind farm
is represented by these models, the power system model’s dimensionality in-
creases notably.
Modal and bifurcation analysis reveals that typically a WTG’s variables
participate in those modes that lie close to the real axis of the complex
plane. Thus, a WTG’s variables do not exhibit major oscillatory behavior
when the system is perturbed. This phenomenon is observed during time
domain simulations. In addition, WTG’s variables, most of the time, do not
participate in unstable modes. In power systems, there is generally a complex
pair of eigenvalues that crosses the imaginary axis when the load is increased.
This complex pair of eigenvalues defines the system Hopf bifurcation (HB)
point and is related to variables of SGs’ voltage controller. This is observed
with and without a WTG. Thus, a WTG does not have a major impact on
the system stability and the most important interaction with the system is
the interchange of power. This supports the fact that a negative load model
can represent WTGs in power system analysis.
In order to obtain a wind farm’s simplified model, both model aggregation
and model order reduction are considered. Basically, the aggregation tech-
nique used in this thesis gives a single equivalent WTG by aggregating the
mechanical power extracted from the turbines. In other words, an equivalent
mechanical power is obtained by summing over all WTGs’ mechanical power.
As a result, an equivalent speed is defined. In addition, equivalent parame-
ters and variables are defined using the same concept of adding powers. The
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equivalent WTG has the same characteristics as individual WTGs and also
has equivalent controllers. When the equivalent WTG’s model is obtained,
the model order is reduced by using selective modal analysis. When static
and dynamic analysis are performed, results prove that a negative load model
for representing WTGs in a power system is possible. Replacing either a two-
axis or zero-axis model of a WTG by a negative load neither considerably
alters the original system’s dynamics nor modifies the system’s variables.
This is beneficial due to the reduction of simulation time and model com-
plexity. In the largest case, it is shown that two wind farms that in total
are represented by 500 differential equations and 800 algebraic equations can
be represented by just 4 differential equations. There are other factors that
should be included in this study, such as equivalency during short-circuits,
different control schemes, wind farm loss estimation, and wind farm central
control, among others. All these issues are left for future research.
This thesis is structured into three main chapters. In Chapter 2, modeling
issues of a WTG for steady-state and dynamic analysis are presented. The
two-axis and zero-axis models are fully described. Based on these models,
the power capability of a WTG is studied. The ability of a Type-C WTG to
provide reactive power to the grid is analyzed. In addition, discussions about
reactive power control versus voltage control and about speed controller sub-
optimality are presented. Finally, modal analysis is performed to a 4-bus
test system with 1 SG and 1 WTG. Finally, a reduced-order model of the
WTG is obtained. In Chapter 3, the aggregated model is presented which is
compared to Slootweg’s method. In Chapter 4, the aggregation and reduction
of the model order are applied to the New England Test System, a 39-bus,
9-machine system. Three wind power scenarios are considered. In the largest
case, two wind farms of 50 WTGs are considered. The system’s full order
model, the aggregated model and reduced-order model are compared for
several wind speed profiles and also when some lines and generators go out
of service.
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CHAPTER 2
WIND POWER GENERATION
In 1920, Albert Betz, a German pioneer of wind power technology, studied
the best utilization of wind energy in wind mills, establishing a theoretical
limit of power extraction. Basically, the theory said that, regardless of the
turbine design, at most 16
27
× 100% ≈ 59.3% of the wind kinetic energy can
be converted into mechanical energy [8].
In order to understand power extraction from wind, it is required to define
the tip speed ratio, λ, which is the ratio between the speed of a blade tip,
vtip [m/s], and the wind speed, vwind [m/s]. Thus, λ =
vtip
vwind
= ωturbineR
vwind
,
where R is the turbine radius. Then, the mechanical power extracted from
a wind turbine can be estimated by [8]
PM = Cp(λ, θ)Pwind(vwind) = Cp(λ, θ)
1
2
ρAwtv
3
wind [W] (2.1)
where ρ is the air density [kg/m3], Awt = piR
2 is the wind turbine swept
area [m2] and vwind is the wind speed [m/s]. Pwind(vwind) =
1
2
ρAwtv
3
wind is
the theoretical potential power contained in an air mass at vwind. Cp is the
power coefficient, which is dimensionless and depends on both the tip speed
ratio, λ, and the pitch angle, θ [degrees]—angle of incidence of a turbine’s
blade and the wind direction. This coefficient takes into account the turbine’s
aerodynamic and establishes the fraction of the potential power that can be
extracted. Note that Cp is less than Betz’s limit, i.e., ∀ λ, θ, Cp(λ, θ) < 0.593.
Using a fixed pitch angle, typical power curves as a function of the wind speed
and the turbine angular speed are depicted in Figure 2.1. Note that at every
wind speed there is an optimum turbine speed at which the power extraction
from the wind is maximized.
In the 1990s, typical wind power turbines were characterized by a fixed-
speed operation. They were based on induction generators directly connected
to the grid. Additionally, a soft starter to energize the machine and a bank
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Figure 2.1: Power extracted from the wind as a function of vwind [m/s] and
ωturbine [rad/s].
of capacitors to compensate reactive-power absorption were used. Although
simple and reliable, the fixed-speed wind turbines were inefficient, and power
fluctuations were transmitted to the network due to wind speed variations [7].
In the mid-1990s, variable-speed wind power turbines gave a boost to the
wind power industry. A reduction in the power fluctuations and an optimal
power extraction from the wind were possible by the development of new tur-
bine control systems. Among the different configurations, the Type-C based
on a doubly-fed induction generator (DFIG), at present, is the most used in
the development of new wind farm projects. This configuration consists of
the coupling of a turbine, a gearbox and an induction generator doubly con-
nected to the grid—directly connected from the stator circuit and indirectly
connected from the rotor circuit by using converters. Its main drawbacks
are the use of slip rings and protection in case of grid disturbances [8]. The
control can be done (a) by controlling the voltage applied to the rotor circuit,
(b) by adjusting the pitch angle, and (c) by designing the turbine blades to
stall when the wind speed exceeds its limit [15].
The basic components of Type-C WTGs are the turbine, gearbox, doubly-
fed induction generator, grid-side converter, dc-link and rotor-side converter
(see Figure 2.2). Gearbox allows increasing the angular speed from the tur-
bine to the generator shaft. The converters and dc-link feed the low-frequency
rotor circuit from the grid and are partially scaled, requiring a rated power of
about 30% of the generator rating. Usually, the generator slip varies between
40% at sub-synchronous speed and −30% at super-synchronous speed [8].
With respect to the control, the grid-side converter is typically controlled to
have a unity power factor and a constant voltage at the dc-link. The rotor-
9
Figure 2.2: Type-C wind turbine generator scheme.
side converter is usually controlled to have (a) optimal power extraction from
the wind and (b) a specified reactive power at the generator terminal. Why
reactive power control is considered instead of voltage control will be dis-
cussed in Section 2.6. Note that the rotor-side converter provides sinusoidal
three-phase voltages at the slip frequency. Therefore, assuming that the con-
verters and dc-link are lossless, the net power injected by the generator to
the grid is
Pgen = Ps − Pr Qgen = Qs (2.2)
where Ps and Qs are the active and reactive power going out of the stator.
Pr is the active power injected by the rotor-side converter to the rotor circuit
(it is also equal to the active power absorbed by the grid-side converter from
the grid).
Due to the importance of wind power generation on the current and fu-
ture worldwide energetic scenario, dynamic models are required for research,
teaching and training purposes. One major problem is that dynamic models
of commercial wind power turbines contain proprietary information and re-
quire confidentiality agreements between the company and the user [16]. In
the literature, there are several articles dealing with different issues related
to WTGs [8, 17–27], but only a general description of the dynamic model
is found. From the literature, a generic dynamic model of a Type-C WTG
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including active and reactive power controllers is derived and presented in
the next section.
2.1 Dynamic Model
A general scheme of the Type-C WTG is shown in Figure 2.3. The turbine
is modeled by Equation (2.1) and using an intermediate parameter, λi, the
power coefficient is estimated by [24]
Cp(λi, θ) = 0.22
(
116
λi
− 0.4θ − 5
)
e
− 12.5
λi (2.3)
where λi =
(
1
λ+ 0.08θ
− 0.035
θ3 + 1
)−1
(2.4)
The gearbox model depends on its stiffness. If the gearbox has some degree
of flexibility, a two-mass model is typically used which separately considers
the mass of the turbine and the low speed side of the gearbox, and the mass
of the generator and the high speed side of the gearbox. In this research,
the gearbox is assumed to be stiff and the masses of the turbine, gearbox
and generator are considered as a whole (single mass model). In addition, a
constant speed transformation ratio, k, is considered. A relationship between
the turbine angular speed, ωturbine, the machine shaft angular speed, ωms, and
the electrical rotor speed, ωr, is established as ωturbine = kωms =
2k
p
ωr. Thus,
the tip speed ratio as a function of ωr and vwind is
λ =
vtip
vwind
=
2k
p
ωrR
vwind
(2.5)
where p is the generator’s total number of poles. Rotor-side and grid-side
converters are modeled as a controlled voltage source and a controlled current
source, respectively. Control systems for pitch angle, rotor speed (or active
power) and reactive power are typically modeled using PI-controllers [25–27]
(see Figures 2.4, 2.5 and 2.6). Active and reactive power control schemes
consider both an internal current loop (fast response) and an external power
loop (slow response). Active power is tracked for optimal power extraction
from the wind. Reactive power control uses a fixed set-point.
The induction machine model requires the specification of a reference
11
Figure 2.3: Type-C wind turbine generator scheme.
Figure 2.4: Rotor speed controller.
Figure 2.5: Reactive power controller.
Figure 2.6: Pitch angle controller.
frame. A stationary reference frame, a rotor reference frame or a syn-
chronously rotating reference frame can be used [28]. The last is adopted
in this article. Note that a generator convention is used; i.e., the stator
and rotor currents are positive when they are leaving and entering the ma-
chine, respectively. Basically, a model using a-b-c stator- and rotor-phases is
referred to a particular reference frame with two orthogonal axes, the quadra-
ture axis (q-axis) and the direct axis (d-axis). Note that the q-axis leads the
d-axis by 90 degrees. Also, a zero-sequence component which is arithmeti-
cally related to the a-b-c variables is defined. This zero component takes into
account any imbalance of the original three-phase variables. The transfor-
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mation matrix, T , between the variables in the a-b-c to the q-d-0 reference is
defined as fqfd
f0
 = T
 fafb
fc
 (2.6)
T =
2
3
 cos θframe cos(θframe −
2pi
3
) cos(θframe +
2pi
3
)
sin θframe sin(θframe − 2pi3 ) sin(θframe + 2pi3 )
1
2
1
2
1
2
 (2.7)
where fa, fb and fc are arbitrary variables in phases a-b-c and fq, fd and f0
are their corresponding transformed variables in the q- and d-axis and zero
component, respectively. Also, θframe is the angle between the voltage vector
fa and the q-axis as shown in Figure 2.7.
A torque expression is required to model the motion of the rotatory mass—
turbine, gearbox and machine shaft. Assume that the power transmission
from the wind turbine to the machine shaft is lossless. Then, the torque in
[Nm] at the machine shaft is
TM =
PM
ωms
=
k
2λ
ρpiR3Cp(λ, θ)v
2
wind [Nm] (2.8)
Use the per-unit base of the induction-machine to define the power base,
Sb, the voltage base, Vb, and the electrical speed base, ωb. The torque base
can be calculated as Tb = Sb
p
2ωb
. More details about the per unit system
in electrical machines can be found in [3, 28, 29]. As in the next sections all
Figure 2.7: Synchronously rotating reference frame.
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expressions are in per unit, the torque equation is scaled as
Tm =
TM
Tb
=
1
2
ρpiR2ωb
Sbωr
Cp(λ, θ)v
3
wind [p.u.]
= BωbCp(λ, θ)
v3wind
ωr
[p.u.] (2.9)
where B = 1
2
ρpiR2
Sb
. Finally, depending on the flux linkage dynamics of the
generator itself, two models of different order are presented. For the sake
of clarity, consider a Type-C WTG connected to an infinite bus through an
electrical line of short length; i.e., just its series resistance and reactance are
considered.
2.1.1 Two-Axis Model (10th Order Model)
By analogy to the two-axis model for synchronous generators, this Type-C
WTG model is called the two-axis model because while it just represents the
dynamics of the rotor flux linkages in the q-axis and d-axis, the dynamics
of stator flux linkages are assumed to be infinitely fast. For now, let us just
consider the model of the electrical generator itself. A DFIG is simply a
wound rotor induction machine where the stator- and rotor-circuits are en-
ergized. Both stator and rotor windings participate in the electromechanical
energy conversion. Consequently, a DFIG model is basically the same as the
model of an induction machine in which the rotor voltages are supplied by
an electric source, i.e., rotor side converter. This configuration allows the
machine to operate in a wide speed range. Therefore, the model of the stator
and rotor of the DFIG in terms of their flux linkages is the following:
1
ωs
dψqs
dt
= Vqs +RsIqs − ψds (2.10)
1
ωs
dψds
dt
= Vds +RsIds + ψqs (2.11)
1
ωs
dψqr
dt
= Vqr −RrIqr − (ωs − ωr)
ωs
ψdr (2.12)
1
ωs
dψdr
dt
= Vdr −RrIdr + (ωs − ωr)
ωs
ψqr (2.13)
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ψqs = −XsIqs +XmIqr (2.14)
ψds = −XsIds +XmIdr (2.15)
ψqr = −XmIqs +XrIqr (2.16)
ψdr = −XmIds +XrIdr (2.17)
where V , I, R, X and ψ correspond to the voltages [p.u.], currents [p.u.],
resistances [p.u.], reactances [p.u.] and flux linkages [p.u.], respectively. Also,
Xm is the mutual reactance between the stator and the rotor, Xs = X`s+Xm
is the stator reactance and Xr = X`r + Xm is the rotor reactance. X`s and
X`r are the stator and rotor leakage-reactance, respectively. All variables
and parameters are in per unit except ωr and ωs.
In dynamics simulations, it has been observed that stator dynamics are
faster than rotor dynamics [28,30,31]. In order to visualize this phenomenon,
solve for Idr and Iqr from Equations (2.16)-(2.17):
Iqr =
Xm
Xr
Iqs +
ψqr
Xr
Idr =
Xm
Xr
Ids +
ψdr
Xr
(2.18)
Multiply Equations (2.12)–(2.13) by Xm
Rr
and replace Iqr and Idr to obtain
Xr
ωsRr
dXm
Xr
ψdr
dt
=
Xm
Rr
Vdr − Xm
Xr
ψdr − X
2
m
Xr
Ids
+
(ωs − ωr)
ωs
Xr
Rr
(
Xm
Xr
ψqr
)
(2.19)
Xr
ωsRr
dXm
Xr
ψqr
dt
=
Xm
Rr
Vqr − Xm
Xr
ψqr − X
2
m
Xr
Iqs
− (ωs − ωr)
ωs
Xr
Rr
(
Xm
Xr
ψdr
)
(2.20)
Define
T ′0 =
Xr
ωsRr
X ′s = Xs −
X2m
Xr
(2.21)
E ′qD =
Xm
Xr
ψdr E
′
dD = −
Xm
Xr
ψqr (2.22)
where T ′0 is the transient open-circuit time constant, X
′
s is the transient
reactance, E ′qD and E
′
dD are the q- and d-axis transient rotor-voltages, re-
spectively. Note that the sub-index D stands for DFIG. For large machines
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T ′0  1ωs , thus, stator dynamics are faster than rotor dynamics [30,31]. Using
a zero-order integral manifold to represent the stator dynamics, the reduced-
order model of the generator itself becomes
Vqs = −RsIqs −X ′sIds + E ′qD (2.23)
Vds = −RsIds +X ′sIqs + E ′dD (2.24)
T ′0
dE ′qD
dt
=− (E ′qD + (Xs −X ′s)Ids)
+ T ′0
(
ωs
Xm
Xr
Vdr − (ωs − ωr)E ′dD
)
(2.25)
T ′0
dE ′dD
dt
=− (E ′dD − (Xs −X ′s)Iqs)
+ T ′0
(
−ωsXm
Xr
Vqr + (ωs − ωr)E ′qD
)
(2.26)
To obtain the stator algebraic Equations (2.23)–(2.24), use Equations (2.14)-
(2.15), (2.18) and (2.22). Rotor flux equations can be stated in terms of the
new variables E ′qD and E
′
dD as
Idr =
E ′qD
Xm
+
Xm
Xr
Ids Iqr = −E
′
dD
Xm
+
Xm
Xr
Iqs (2.27)
Note that the relation between the variables in the synchronously rotating
reference frame and the variables in phasor representation is given by
F = Fq − jFd (2.28)
where F is any arbitrary variable [28]. Thus, multiplying Equation (2.24)
by e−j
pi
2 and adding Equation (2.23), a phasor machine representation to
calculate stator algebraic-variables, given E ′qD and E
′
dD, is obtained.
VDe
jθD = E ′qD − jE ′dD = (Rs + jX ′s)(Iqs − jIds) + Vqs − jVds (2.29)
VD and θD are the magnitude and angle of the complex voltage at the stator
terminal of the DFIG. The relationship between the phasor voltage and the
q-axis and d-axis voltages can be found in [28].
Speed and reactive power controllers are designed based on the decoupling
of active- and reactive-power output. If the d-axis is oriented along the stator
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flux axis, then Vqs = VD, Vds = 0 and
Ps =
Xm
Xs
VsIqr Qs = Vs
XmIdr − VD
Xs
(2.30)
The alignment between these axes is obtained by field-oriented control and
it implies the existence of a shift angle between the machine reference and
network reference. Thus, an ideal shift-angle transformer which keeps a zero
angle at the DFIG’s terminal is considered. See Appendix A for more details
about the power decoupling and the alignment of these axes. To obtain a
differential-algebraic model for the controllers, some additional state vari-
ables have to be defined. For example, consider the active power controller.
The following algebraic relationships in the Laplace domain are obtained by
inspection from its block diagram (Figure 2.4):
KP1 (Pref − Pgen) +KI1 (Pref − Pgen)S︸ ︷︷ ︸
x1(S)
= Irefqr (2.31)
KP2
(
Irefqr − Iqr
)
+KI2
(
Irefqr − Iqr
)
S︸ ︷︷ ︸
x2(S)
= Vqr (2.32)
Thus, in the time domain, the following equations are obtained:
dx1
dt
= KI1 (Pref − Pgen) (2.33)
dx2
dt
= KI2 (KP1 (Pref − Pgen) + x1 − Iqr) (2.34)
0 = −Vqr + x2 +KP2 (KP1 (Pref − Pgen) + x1 − Iqr) (2.35)
Proceeding in the same fashion, new state variables x3, x4, x5 and x6 are
defined for the reactive power and pitch angle control. With respect to the
equation of motion, also known as the swing equation, a lumped model is
considered in which the total inertia of the turbine, gearbox and machine
shaft is represented as a whole. The electrical torque in term of the new
variables is obtained as follows:
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Te = ψdrIqr − ψqrIdr
= ψdr
(
Xm
Xr
Iqs +
ψqr
Xr
)
− ψqr
(
Xm
Xr
Ids +
ψdr
Xr
)
=
(
Xm
Xr
ψdr
)
Iqs +
(
−Xm
Xr
ψqr
)
Ids + ψdr
ψqr
Xr
− ψqrψdr
Xr
= E ′qDIqs + E
′
dDIds (2.36)
Finally, assuming that the machine is connected to an infinite bus through
a transmission line with a series impedance R + jX, the two-axis model
for the Type-C WTG is defined by the following set of differential-algebraic
equations (DAEs):
Differential Equations
dE ′qD
dt
= − 1
T ′0
(
E ′qD + (Xs −X ′s)Ids
)
+
(
ωs
Xm
Xr
Vdr − (ωs − ωr)E ′dD
)
(2.37)
dE ′dD
dt
= − 1
T ′0
(E ′dD − (Xs −X ′s)Iqs)−
(
ωs
Xm
Xr
Vqr − (ωs − ωr)E ′qD
)
(2.38)
dωr
dt
=
ωs
2HD
[
Tm − E ′dDIds − E ′qDIqs
]
(2.39)
dx1
dt
= KI1 [Pref − Pgen] (2.40)
dx2
dt
= KI2 [KP1 (Pref − Pgen) + x1 − Iqr] (2.41)
dx3
dt
= KI3 [Qref −Qgen] (2.42)
dx4
dt
= KI4 [KP3 (Qref −Qgen) + x3 − Idr] (2.43)
dx5
dt
= KI (ωr − ωref ) (2.44)
dx6
dt
= x5 − x6 − θ +KP (ωr − ωref ) (2.45)
dθ
dt
= x6 (2.46)
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Algebraic Equations
0 = −Vqr +KP2 [KP1 (Pref − Pgen) + x1 − Iqr] + x2 (2.47)
0 = −Vdr +KP4 [KP3 (Qref −Qgen) + x3 − Idr] + x4 (2.48)
0 = −Pgen + E ′dDIds + E ′qDIqs −Rs
(
I2ds + I
2
qs
)− (VqrIqr + VdrIdr) (2.49)
0 = −Qgen + E ′qDIds − E ′dDIqs −X ′s
(
I2ds + I
2
qs
)
(2.50)
0 = −Idr +
E ′qD
Xm
+
Xm
Xr
Ids (2.51)
0 = −Iqr − E
′
dD
Xm
+
Xm
Xr
Iqs (2.52)
Network Algebraic Equations
E ′qD − jE ′dD = (Rs + jX ′s)(Iqs − jIds) + VD (2.53)
VDe
jθD = (R + jX)(Iqs − jIds − IGC)ejθD + V ejθ (2.54)
where
IGC =
Pr
(Vqs − jVds)∗ =
VqrIqr + VdrIdr
VD
(2.55)
Technical Limits
θmin −KP (ωr − ωref ) ≤ x5 ≤ θmax −KP (ωr − ωref ) (2.56)
References
Pref =
{
Cω3r if ωr ≤ ωmax
Pmax if ωr > ωmax
(2.57)
Qref = Qset−point a fixed reference (2.58)
ωref =
Pref
Tm
(2.59)
Note that the algebraic equations and network algebraic equations can be
alternatively represented by the equivalent circuit of Figure 2.8, where IGC
is just expressed in terms of the state variables x1, x2, x3 and x4 and the
algebraic variables Iqs, Ids, VD and θD which belong to the equivalent circuit.
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Figure 2.8: Equivalent circuit of the Type-C WTG connected to an infinite
bus when the generator is represented by its two-axis model.
Then,
IGC =
KP2
VD
{
−E
′
dD
Xm
+
Xm
Xr
Iqs
}
{
x2
KP2
+KP1(Pref − Pgen) + x1 + E
′
dD
Xm
− Xm
Xr
Iqs
}
+
KP4
VD
{
E ′qD
Xm
+
Xm
Xr
Ids
}
{
x4
KP4
+KP3(Qref −Qgen) + x3 −
E ′qD
Xm
− Xm
Xr
Ids
}
(2.60)
2.1.2 Zero-Axis Model (8th Order Model)
In this model, the dynamics of the rotor flux linkages is also assumed to be
infinitely fast. Thus, the generator itself is modeled using algebraic equations
(see next section where the steady-state model of the generator is presented).
This assumption is supported by the fact that, in most cases, the time con-
stant of the rotor flux linkage dynamics is still small compared with the
time constants associated with the rest of the dynamics; i.e., 1
ωs
 2HD
ωs
and 1
ωs
 1 (see Equations (2.10)-(2.13) and (2.39)-(2.46)). To obtain the
zero-axis model, define s = ωs−ωr
ωs
, which is called slip. Then, setting to
zero the differential terms of Equations (2.10)-(2.13) and using Equations
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(2.14)-(2.17), the following relationships are obtained:
Vqs = −RsIqs −XsIds +XmIdr (2.61)
Vds = −RsIds +XsIqs −XmIqr (2.62)
Vqr = RrIqr − sXmIds + sXrIdr (2.63)
Vdr = RrIdr + sXmIqs − sXrIqr (2.64)
Due to the alignment of the d-axis and the stator flux axis, the stator voltage
has a zero angle and therefore Vqs = VD and Vds = 0. With respect to the
equation of motion, the electrical torque has to be expressed in terms of the
model variables as
Te = ψdrIqr − ψqrIdr
= (−XmIds +XrIdr)Iqr − (−XmIqs +XrIqr)Idr
= Xm(IqsIdr − IdsIqr) (2.65)
Finally, the zero-axis model for the Type-C WTG is defined by the follow-
ing set of DAEs:
Differential Equations
dωr
dt
=
ωs
2HD
[Tm −XmIqsIdr +XmIdsIqr] (2.66)
dx1
dt
= KI1 [Pref − Pgen] (2.67)
dx2
dt
= KI2 [KP1 (Pref − Pgen) + x1 − Iqr] (2.68)
dx3
dt
= KI3 [Qref −Qgen] (2.69)
dx4
dt
= KI4 [KP3 (Qref −Qgen) + x3 − Idr] (2.70)
dx5
dt
= KI (ωr − ωref ) (2.71)
dx6
dt
= x5 − x6 − θ +KP (ωr − ωref ) (2.72)
dθ
dt
= x6 (2.73)
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Algebraic Equations
0 = −Vqr +KP2 [KP1 (Pref − Pgen) + x1 − Iqr] + x2 (2.74)
0 = −Vdr +KP4 [KP3 (Qref −Qgen) + x3 − Idr] + x4 (2.75)
0 = −Pgen + VDIqs − (VqrIqr + VdrIdr) (2.76)
0 = −Qgen + VDIds (2.77)
0 = −VD −RsIqs −XsIds +XmIdr (2.78)
0 = −RsIds +XsIqs −XmIqr (2.79)
0 = −Vqr +RrIqr − sXmIds + sXrIdr (2.80)
0 = −Vdr +RrIdr + sXmIqs − sXrIqr (2.81)
Network Algebraic Equations
VDe
jθD = (R + jX)(Iqs − jIds − IGC)ejθD + V ejθ (2.82)
where IGC is defined as
IGC =
VqrIqr + VdrIdr
VD
(2.83)
Similarly to the two-axis model, the WTG and network algebraic equations
can be alternatively represented by an equivalent circuit. The equivalent
circuit is shown in Figure 2.9 and it is valid only when ωr 6= ωs. More details
about this equivalent circuit are presented in the next section. Note that
Equations (2.74)-(2.81) fully express the rotor voltages in terms of the state
and algebraic variables that belong to the equivalent circuit.
Figure 2.9: Equivalent circuit of the Type-C WTG connected to an infinite
bus when the generator is represented by its zero-axis model.
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2.2 Steady-State Model
This model is focussed on the DFIG without considering controllers and the
turbine model. Thus, mechanical torque, and q- and d-axis rotor voltages are
considered as inputs. Basically, to obtain this model, the dynamics of the
stator and rotor flux linkages are assumed to be infinitely fast as in the zero-
axis model. The equivalent circuit of Figure 2.9 can be used as a steady-state
model, but a more practical representation can be derived. Using Equations
(2.28) and (2.61)-(2.64), the following equations are obtained:
V as = Vqs − jVds (2.84)
= −RsIqs −XsIds +XmIdr + jRsIds − jXsIqs + jXmIqr (2.85)
= −(Rs + jXs)(Iqs − jIds) + jXm(Iqr − jIdr) (2.86)
= −(Rs + jXs)Ias + jXmIar (2.87)
V ar
s
=
Vqr
s
− j Vdr
s
(2.88)
=
Rr
s
Iqr −XmIds +XrIdr − jRr
s
Idr − jXmIqs + jXrIqr (2.89)
= (
Rr
s
+ jXr)(Iqr − jIdr)− jXm(Iqs − jIds) (2.90)
= (
Rr
s
+ jXr)Iar − jXmIas (2.91)
Equations (2.87)-(2.91) define the steady-state model of the doubly-fed in-
duction generator (see Figure 2.10).
An alternative equivalent circuit can be derived by explicitly representing
the mechanical power that comes from the turbine and the power injected to
the rotor circuit by the rotor-side converter. Consider the voltage polarity
and current directions defined in Figure 2.10. Then, the active power that
Figure 2.10: Steady-state equivalent model of the doubly-fed induction
machine.
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crosses the airgap is the power injected by the source V ar
s
minus the losses in
the resistor Rr
s
. Thus,
Pag = Re
(
V ar
s
I
∗
ar
)
− Rr
s
∣∣Iar∣∣2 (2.92)
where Re is real part. On the other hand, physically, the power that crosses
the airgap is the mechanical power from the shaft plus the power injected to
the slip rings minus the rotor losses. Thus,
Pag = Pm + Re
(
V arI
∗
ar
)
−Rr
∣∣Iar∣∣2 (2.93)
Comparing Equations (2.92) and (2.93), the following expression for the me-
chanical power is obtained:
Pm =
{
Pr −Rr
∣∣Iar∣∣2} (1− s)
s
(2.94)
where Pr = Re(V arI
∗
ar) [32, 33]. Splitting both the rotor resistance and
voltage, an alternative equivalent circuit is obtained as shown in Figure 2.11.
Note that by energy conservation, Ps = Pm + Pr − Pl ⇒ Pgen = Ps − Pr =
Pm − Pl. Using Equation (2.94), the electrical torque is defined by
Te =
Pm [p.u.]
wr [p.u.]
=
{
Pr −Rr
∣∣Iar∣∣2}
s
(2.95)
The efficiency (η) of the doubly-fed induction machine depends on whether
the machine is acting as a generator or as a motor. As a motor, |Pgen| > |Pm|.
As a generator, |Pgen| ≤ |Pm|. Neglecting mechanical and stator losses, the
Figure 2.11: Alternative steady-state equivalent model of the doubly-fed
induction machine.
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efficiency is
ηgen =
Pgen
Pm
=
Pm − Pl
Pm
(2.96)
=
Pr
(1−s)
s
−Rr
∣∣Iar∣∣2 1s(
Pr −Rr
∣∣Iar∣∣2) (1−s)s (2.97)
For the particular case when the rotor circuit is short-circuited, i.e., V ar = 0
as an induction machine,
ηgen =
Pgen
Pm
=
1
(1− s) (2.98)
When the doubly-fed induction machine is acting as a motor, the efficiency
is ηmotor =
Pm
Pgen
= η −1gen .
In order to understand the effect of the rotor voltages, the active and
reactive power given by the generator are obtained for two cases. In the first
one, assume that Vdr = 0 while Vqr is varied from -0.04 to +0.04 p.u. In the
second one, assume that Vqr = 0 while Vdr is varied from -0.04 to +0.04 p.u.
Consider V as = 1e
j0, X`s = 0.03, X`r = 0.08, Xm = 3 and Rs = Rr = 0.01
(all quantities are in per unit). Figures 2.12 and 2.13 show the results. Notice
that solid-, dotted- and dashed-line correspond to positive, zero and negative
voltages, respectively. In the stable region of the power characteristic—the
region where the derivative of the power with respect to the slip is negative—
increasing values of Vqr shift the active-power curve upwards and the reactive-
power curve to the right (Figure 2.12); i.e., more active power is injected to
the grid, but the machine reactive-power absorption is increased in generator
mode. On the other hand, increasing values of Vdr raise the negative active-
power-curve slope and shift the reactive-power curve upwards (Figure 2.13);
i.e., considerable reactive power is injected to the grid and the active power is
slightly increased in generator mode. These results show the capability of the
machine to give reactive-power support. Additionally, a strong coupling in
both pairs (Pgen, Vqr) and (Qgen, Vdr) and a weak coupling in (Pgen, Vdr) and
(Qgen, Vqr) are observed (Figure 2.14). The design of doubly-fed induction-
machine controllers is based on these coupling characteristics.
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Figure 2.12: Active power output as a function of Vqr, with Vdr = 0.
Figure 2.13: Reactive power output as a function of Vdr, with Vqr = 0.
Figure 2.14: Coupling between rotor voltages and power output.
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2.3 On Power Balance and Active Power Controller
A closer look at the rotor speed controller is necessary. This controller can
alternatively be called active power controller due to the use of a one-to-one
correspondence between rotor speed and active power (see power reference
in Figure 2.4). Assume that the wind speed remains within its limits; thus,
no pitch angle controller is necessary. The pitch angle is assumed to be zero.
Then, given a wind speed and rotor speed, the mechanical power and torque
at the turbine are calculated as
Pm = BCp(λ, θ)v
3
wind [p.u.] (2.99)
Tm = BωsCp(λ, θ)
v3wind
ωr
[p.u.] (2.100)
where Cp is defined as in Equation (2.3). In Figure 2.15, these variables are
shown when the wind speed varies between 8 and 12 m/s and the rotor speed
varies between 200 and 460 rad/s. Tracing a curve through the maximum
power points, a power reference is obtained which is used in the speed con-
troller (red line). Assume that this reference is expressed as Pref = Cv
3
wind
[p.u.], where C is measured in [s3].
Consider that the machine is directly connected to an infinite bus. This bus
has a unity voltage and a zero angle; thus, Vqs = 1 and Vds = 0. Consider
X`s = 0.03 p.u., X`r = 0.08 p.u., Xm = 3 p.u., Rs = Rr = 0.01 p.u.,
B = 1.321 × 10−3 m3/s3, C = 1.0592 × 10−8 s3 and λ = D ωr
vwind
where
D = 1/6 m. Also, assume that the generator has a unity power factor
which implies that Ids = 0. By inspection of Equations (2.66)-(2.81), the
equilibrium point is found by solving the following set of nonlinear equations:
0 = +BωsCp(λ, θ)
v3wind
ωr
−XmIqsIdr (2.101)
0 = −Vqs −RsIqs +XmIdr (2.102)
0 = −XmIqr +XsIqs (2.103)
0 = −Vqr +RrIqr + (ωs − ωr)
ωs
XrIdr (2.104)
0 = −Vdr +RrIdr + (ωs − ωr)
ωs
XmIqs − (ωs − ωr)
ωs
XrIqr (2.105)
0 = −VqsIqs + VqrIqr + VdrIdr + Cω3r (2.106)
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Figure 2.15: Mechanical torque and power at the wind turbine.
Note that the only system’s input is the wind speed. The equilibrium point
should be such that the mechanical power is maximized; i.e., for a given
wind speed, the rotor speed and the mechanical power are defined by the
power reference curve (red line of Figure 2.15). The equilibrium points are
calculated when the wind speed is varied from 8 to 12 m/s. Note that the
power balance is satisfied at every equilibrium point. As mentioned in Section
2.2, Pm + Pr = Ps + Pl where Pl includes the losses at the stator and rotor
windings. Also, note that the mechanical torque can be calculated using the
power sent through the airgap as
Tm =
Pm [p.u.]
ωr [p.u.]
=
Pag [p.u.]
ωs [p.u.]
= Pag [p.u.] =
{
Pr −Rr
∣∣Iar∣∣2}
s
(2.107)
where ωs = 1 p.u. Thus,
Ps = Pag −Rs(I2qs + I2dr) (2.108)
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⇒ Pgen = Ps − Pr = Pag −Rs(I2qs + I2dr)− Pr (2.109)
=
Pr
s
− Rr
s
(I2qr + I
2
dr)−Rs(I2qs + I2dr)− Pr (2.110)
= Pr
1− s
s
−Rr 1− s
s
(I2qr + I
2
dr)− Pl = Pm − Pl (2.111)
In general, the mechanical power and the electrical power should be of the
same order of magnitude. Now, take a closer look at the equilibrium point
when vwind = 12 m/s. Powers, torques and rotor speed at the equilibrium
point are
Pm = 1.0002 p.u. Pl = 0.0148 p.u.
Pag = 0.8322 p.u. Pgen = 0.9854 p.u.
Ps = 0.8254 p.u. Tm = Te = 0.8322 p.u.
Pr = −0.1600 p.u. ωr = 453.1110 rad/s
Using the speed controller reference, it is verified that Pref = Cω
3
r = Pgen =
0.9854 p.u. However, when vwind = 12 m/s, the intended maximum mechan-
ical power is 1.003 p.u. at ωr = 455.4 rad/s. Although the mechanical power
extracted from the wind is very close to the intended power, the rotor speed
has a more notorious difference. This is due to power losses because the con-
troller compares a mechanical power reference, Pref , with an electrical power,
Pgen. In Figure 2.16, the mechanical power, blue solid line, and mechani-
cal torque characteristic, black solid line, are shown when vwind = 12 m/s.
The blue and black dashed lines correspond to the equilibrium point of the
mechanical power and the mechanical torque, respectively, for several wind
speeds. The intersection of the solid and dashed lines defines the equilibrium
point. The red line corresponds to the power reference of the speed controller
which is equal to Pgen at the equilibrium point.
2.4 Initial Condition Calculation
Given V as, vwind and θ = 0 (pitch angle), calculate all WTG’s variables at
the equilibrium point.
Step 1. Compute optimal values for Pm and ωr. Use look-up
curves. For example, if vwind = v
2©
wind [m/s], set Pm = P
max
m
and ωr = ω
∗
r as shown in Figure 2.17.
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Figure 2.16: Mechanical torque and power when vwind = 12 m/s.
Step 2. Verify electrical rotor speed limits.
a. If ωr < ωmin, shut down the WTG, go to step 8.
b. If ωr > ωmax, set Pm = P
max
m and ωr = ωmax. If you want
to calculate the corresponding θ for these maximum power
and speed values, go to step 3. Else, go to step 4.
c. If ωmin ≤ ωr ≤ ωmax, go to step 4.
Step 3. Calculate θ by solving Pm =
1
2
ρAwtCp(
2kRωmax
pvwind
, θ)v3wind.
Step 4. Calculate slip, s = ωs−ωr
ωs
.
Step 5. Compute Tm =
Pm
ωr
2
p
.
Step 6. Set Te = Tm.
Step 7. Find Vdr and Vqr. Consider the steady-state model of Fi-
gure 2.10. The electrical torque is calculated as
Te =
Pr −Rr
∣∣Iar∣∣2
s
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Figure 2.17: Pm as a function of ωr and vwind.
where
Pr = VqrIqr + VdrIdr∣∣Iar∣∣2 = I2qr + I2dr
⇒ Te =
VqrIqr + VdrIdr −Rr
(
I2qr + I
2
dr
)
s
(2.112)
From the equivalent circuit two other equations can be derived.
Obtain a Thevenin equivalent of the stator source and impedance
of the stator and magnetizing reactance. By Kirchhoff’s voltage
law,
V Th =
jXm
Rs + jXs
V as
RTh + jXTh =
jXm(Rs + jX`s)
Rs + jXs
⇒ V Th +
(
RTh + jXTh +
Rr
s
+ jX`r
)
(Iqr − jIdr) = Vqr − jVdr
s
where Xs = X`s +Xm. Taking the imaginary and real parts,
Re{V Th}+
(
RTh +
Rr
s
)
Iqr + (XTh +X`r) Idr =
Vqr
s
(2.113)
Im{V Th} −
(
RTh +
Rr
s
)
Idr + (XTh +X`r) Iqr = −Vdr
s
(2.114)
So far, there are three equations and four unknowns: Vqr, Vdr,
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Iqr and Idr. Vdr is related to the reactive power generated by
the DFIG. Thus, we can either specify Vdr = 0 or calculate Vdr
such that a certain reactive power is generated. In the first case,
the DFIG will likely absorb reactive power from the infinite bus
(terminal voltage). No extra equation is required. The three
remaining variables can be computed.
In the second case, additional equations are required. By Kirch-
hoff’s voltage law in the stator circuit,
Vqs − jVds︸ ︷︷ ︸
V as
= −(Rs+ jXs) (Iqs − jIds)︸ ︷︷ ︸
Ias
+jXm (Iqr − jIdr)︸ ︷︷ ︸
Iar
⇒ Vqs +RsIqs +XsIds −XmIdr = 0 (2.115)
−Vds +XsIqs −RsIds −XmIqr = 0 (2.116)
The final equation is derived from the reactive power equation at
the stator as
Qref = Qs = Im{V asI∗as} = Im{(Vqs − jVds)(Iqs + jIds)}
⇒ Qref − VqsIds + VdsIqs = 0 (2.117)
Finally, there are six unknowns (Vqr, Vdr, Iqr, Idr, Iqs, Ids) and six
equations.
Step 8. End.
2.5 Capability Curve
The reactive-power capability of a doubly-fed induction machine presents
similarities to the conventional synchronous generator capability. It depends
on the active power generated, the slip, and the limitations due to stator
and rotor maximum currents as well as the maximum rotor voltage [34, 35].
In order to understand the power capability curve, the following circuital
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relationships are obtained from the equivalent circuit (Figure 2.10):[
V as
V ar
s
]
=
[
−(Rs + jXs) jXm
−jXm Rrs + jXr
]
︸ ︷︷ ︸
Z
[
Ias
Iar
]
(2.118)
[
Ias
Iar
]
= Y
[
V as
V ar
s
]
, Y = Z−1 (2.119)
[
Ias
V ar
s
]
=
[
−1
Rs+jXs
jXm
Rs+jXs
jXm
Rs+jXs
Rr
s
+ jXr +
X2m
Rs+jXs
]
︸ ︷︷ ︸
G
[
V as
Iar
]
(2.120)
[
V ar
s
Iar
]
=
[ Rr
s
+jXr
jXm
(Rrs +jXr)(Rs+jXs)+X2m
jXm
1
jXm
Rs+jXs
jXm
]
︸ ︷︷ ︸
B
[
V as
Ias
]
(2.121)
2.5.1 Maximum Rotor Current
Considering that the converters and the DC-link are lossless and the grid-
side converter is typically operated at unity power factor, the total power
injected by the doubly-fed induction generator is Sgen = Ss−Re{Sr}, where
Ss is the complex power going out of the stator and Sr is the complex power
going into the rotor. Using Equation (2.120), these powers are defined by
Ss = V asI
∗
as = V as(G11V as +G12Iar)
∗
=
−1
Rs − jXs
∣∣V as∣∣2 + −jXm
Rs − jXsV asI
∗
ar (2.122)
Sr = V arI
∗
ar = s(G21V as +G22Iar)I
∗
ar
=
s jXm
Rs + jXs
V asI
∗
ar + s
(
Rr
s
+ jXr +
X2m
Rs + jXs
) ∣∣Iar∣∣∗ (2.123)
Typically, Rs  Xm < Xs and Rr  Xm < Xr. Thus, the real part of the
second term on the right-hand side of Equation (2.123) may be neglected.
It turns out that Pr = Re(Sr) ≈ sRe(Ss) = sPs. In Figure 2.18, a scheme
of the active-power balance under super- and sub-synchronous speed is pre-
sented. Pm corresponds to the mechanical power sent into the machine shaft
by the wind turbine. Note that the imaginary part of Equation (2.123),
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Figure 2.18: Active power flows in the doubly-fed induction machine.
which corresponds to the reactive power injected to the rotor, is supplied by
the rotor-side converter instead of the grid. In summary, Sgen = Ss − sPs.
Assuming V as = Vse
j0, Iar = Ire
−jθ and Rs  Xs, a simplified expression
for the complex power injected by the generator is obtained as follows:
Sgen ≈ 1
jXs
∣∣V as∣∣2 + Xm
Xs
V asI
∗
ar − sReSs
≈
∣∣V as∣∣2
jXs
+
Xm
Xs
V asI
∗
ar − sRe
{
Xm
Xs
V asI
∗
ar
}
= −j V
2
s
Xs
+ (1− s)Xm
Xs
VsIr cos θ + j
Xm
Xs
VsIr sin θ (2.124)
Equation (2.124) represents an ellipsoid with center at −j V 2s
Xs
in the P −
Q plane. If Ir = I
max
r , then this ellipsoid defines the boundary of a safe
operation.
2.5.2 Maximum Rotor Voltage and Stator Current
Similar to the maximum rotor-current limitation, boundaries of a safe oper-
ation can be found by considering a maximum rotor voltage and maximum
stator current. For maximum rotor voltage, it is required to find an expres-
sion for the relationship between power and rotor voltage. Use Equation
(2.119) to obtain
Ss = V asI
∗
as = V as
(
Y 11V as + Y 12
V ar
s
)∗
(2.125)
Sr = V arI
∗
ar = V ar
(
Y 21V as + Y 22
V ar
s
)∗
(2.126)
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For the stator current, an expression for the relationship between power and
stator current is required. Use Equation (2.121) to obtain
Ss = V asI
∗
as (2.127)
Sr = V arI
∗
ar = s
(
B11V as +B12Ias
) (
B21V as +B22Ias
)∗
(2.128)
For each case compute Sgen = Ss − Re(Sr). In Figure 2.19, the capability
curve considering super-synchronous is presented. The same parameters used
in Section 2.2 are considered. Among the three limits described above, at
every point the lowest one is used to create the capability curve (thick solid
line).
Figure 2.19: Power capability of a doubly-fed induction generator at
super-synchronous speed with Vs = 1 p.u., s = −0.2, Imaxs = 1 p.u.,
Imaxr = 1 p.u., V
max
r = 0.24 p.u. and P
max = 0.6 p.u.
2.6 Reactive Power Control versus Voltage Control
The main advantage of the Type-C WTG over the Type-A and Type-B WTG
is that it can operate with variable angular speed, allowing it to extract max-
imum power from the wind. In addition, having a capability curve similar to
synchronous generators, the Type-C WTG can inject a limited but control-
lable amount of reactive power to the grid (Type-A and Type-B WTG only
absorb reactive power). It seems that a Type-C WTG can be considered as
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a synchronous generator from a power flow point of view (PV bus). How-
ever, there are characteristics that make Type-C WTG not exactly equal to
synchronous generators. First of all, in wind farms there is a huge accumu-
lation of turbines producing varying values of power while traditional power
plants that use synchronous generators typically consider a few generators,
say 4 to 10, which are relatively close together. Secondly, the capability
curve in Type-C WTG is more restrictive than in synchronous generators.
Therefore, the reactive power injection from Type-C WTG is moderate in
comparison with the reactive power that a synchronous generator can pro-
vide. These characteristics make the modeling of Type-C WTGs different
than synchronous generators. In order to support this assertion, consider a
wind farm of 20 WTGs (Appendix I). The active power is defined by using
the wind speeds considered in the previous section. Assume Sb = 100 MVA.
Two cases are presented [36]. In the first one, every WTG in the wind farm
is designed to keep a unity terminal voltage, and in the second case, every
WTG is designed to keep a unity power factor (controlling reactive power
with a set-point equal to zero). The power flow solutions for these two cases
are presented in Figures 2.20 and 2.21. The flow directions of the active and
reactive power are indicated by green and blue arrows, respectively. Observe
that while in the first case the wind farm absorbs an important amount of
reactive power from the grid (22.89 Mvar), in the second case, the reac-
Figure 2.20: Wind farm with WTGs keeping a unity terminal voltage.
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Figure 2.21: Wind farm with WTGs keeping a unity power factor.
tive power absorption is considerably reduced (2.98 Mvar). The wind farm
operation in the first case is odd. All WTGs, except WTG 6 and 11, ab-
sorb reactive power to keep the desired voltage (1 p.u.). Note that in the
second case, although no WTG is producing reactive power, there are still
many buses with overvoltage. There is no need for reactive power injection.
The simple facts that there are many sources (WTGs) injecting power in the
wind farm network and that the wind farm terminal voltage is imposed by
the grid raise the voltage magnitude at the internal buses. The overloading
of WTGs in the case of voltage control and the over-voltage in the case of
reactive power control can be explained by using phasor diagrams. Consider
a single WTG connected through a line to an infinite bus as shown in Figure
2.22.
In order to consider a weaker connection of the wind farm with the grid,
modify the parameters of the line between bus 1 and the PCC to R = 0.08
p.u., X = 0.65 p.u. and B = 0.08 p.u. In this case, the voltage at bus 1,
and consequently the internal buses of the wind farm network, are notably
reduced. The transmission of the power produced by the wind farm can be
improved by increasing the voltage at bus 1. Reactive power is needed, and
an interesting question is: Where should this reactive power be provided?
Should the individual WTGs provide the reactive power that the system
needs? To find the answer, four scenarios of reactive power injections are
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Figure 2.22: Phasor voltage diagram of a WTG connected to an infinite
bus: (a) WTG keeps its terminal voltage to unity, (b) WTG keeps a zero
reactive power injection.
considered. Also, a reactive power compensator is used at bus 2. In the first
two cases the compensator is inactive. Voltage control with Vref = 1 p.u. and
reactive power control with Qref = 0 [Mvar] at every WTG are considered,
respectively. In the last two cases, the compensator is taken into account
and once again voltage control with Vref = 1 p.u. and reactive power control
with Qref = 0 Mvar at every WTG are considered, respectively. In Table
2.1, the results are presented. The following comments about the voltage
and reactive power control can be inferred from the results:
a. Observe that even when the wind farm is lacking reactive power, voltage
control does not provide adequate wind farm operation. WTGs are over-
loaded due to the absorption of reactive power. In addition, the WTGs
6 and 11 have to provide an important amount of reactive power to keep
the voltage profile (1 p.u.). Note that the reactive power given by WTG
6 when the compensator is inactive is prohibited. When the compen-
sator is activated no improvement is observed. The absorption of reactive
power by WTGs is kept at the same value as when the compensator is
inactive. Only WTGs 6 and 11 reduce their reactive power injection due
to the presence of the compensator. Observe that the power provided
by the compensator is relatively high. In addition, note that the system
losses without and with the compensator are 15.64 MW and 16.14 MW,
respectively.
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b. Using reactive power control with Qref = 0 at every WTG, the voltage
profile in the wind farm network is not critical, but there is undervoltage.
When the compensator is activated, there is overvoltage. However, the
voltage profile does not seem to be critical. The losses without and with
the compensator are 10.8 MW and 8.92 MW, respectively.
Table 2.1: Four scenarios for voltage and reactive power control in Wind
Farm A (20 WTGs)
No compensator With compensator
Element Q V Q V
(V Control) (Q Control) (V Control) (Q Control)
WTG1 -3.30 0.94 -3.30 1.04
WTG2 -15.39 0.94 -15.39 1.04
WTG3 -7.59 0.94 -7.59 1.04
WTG4 -8.24 0.94 -8.24 1.04
WTG5 -11.17 0.93 -11.17 1.04
WTG6 105.38 0.90 44.70 1.01
WTG7 -3.88 0.91 -3.88 1.02
WTG8 -5.17 0.92 -5.17 1.03
WTG9 -9.15 0.93 -9.15 1.03
WTG10 -11.23 0.94 -11.23 1.04
WTG11 10.51 0.94 -0.66 1.04
WTG12 -2.98 0.94 -2.98 1.04
WTG13 31.44 0.95 31.44 1.05
WTG14 -8.15 0.95 -8.15 1.05
WTG15 -9.11 0.95 -9.11 1.05
WTG16 -3.29 0.96 -3.29 1.06
WTG17 -10.54 0.96 -10.54 1.06
WTG18 -8.53 0.97 -8.53 1.07
WTG19 -9.71 0.97 -9.71 1.07
WTG20 -11.27 0.98 -11.27 1.08
Compensator – 0.99 73.76 1.00
In conclusion, controlling voltage in the WTGs of a wind farm instead
of controlling reactive power is not recommended. When voltage control is
used, WTGs absorb a high amount of reactive power, the reactive power
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absorption from the grid is relatively high and the wind farm’s losses are
higher than when reactive power control is employed. It seems that the
distributed generation in the wind farm’s network raises the bus voltage
in the network without requiring any further control. Thus, from a power
flow point of view, the terminals of the WTGs should be considered as PQ
buses instead of PV buses. In the case of having a compensator controlling
voltage at bus 2, then the modeling of the wind farm can be performed in
two blocks: one block for modeling the active power coming from the wind
and an independent block modeling the voltage imposed by the compensator.
Still, the buses of the WTGs should be considered as PQ buses and only the
compensator should be represented as a PV bus.
2.7 Modal Analysis
Consider the 4-bus system of Figure 2.23. Assume an exponential model
for the load as PL = P0V
pv
L and QL = Q0V
qv
L . The SG is represented by
a two-axis model [29] and the transient reactance at both q- and d-axis are
equal, i.e., X ′d = X
′
q. An IEEE Type-1 exciter and a linear speed governor
without droop [37] are considered. The WTG is represented by its two-axis
model. Assume that the wind speed is within its limits (cut-in and maximum
speed). Consequently, no pitch angle controller is required and the rotor
speed controller is operating over the optimal tracking curve. This curve is
defined as Pref = Cω
3
r p.u. The system data is shown in Appendix B. The
complete set of differential algebraic equations for this system is presented
in Appendix C.
Figure 2.23: Four-bus test system. One-line diagram and circuital
representation.
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Assume a wind speed of 12 m/s and a loading of P0 = 0.9 p.u. and
Q0 = 0.18 p.u. The corresponding system equilibrium point is stable and the
eigenvalues with their oscillatory frequency, fosc, and damping ratio, σ, are
listed in Table 2.2 (see Appendix D for more details). Using participation
factors [29], the state variables associated with the modes are presented.
Note that given a generic complex eigenvalue µ = µx + jµy, the oscillatory
frequency and damping ratio are defined by
fosc =
|µy|
2pi
σ =
−µx√
µ2x + µ
2
y
(2.129)
Moreover, assume that v and w are the right and left eigenvectors of µ. Then,
the participation factor of the ith state variable in mode µ is [29]
pi,µ =
|wi||vi|∑n
j=1 |wj||vj|
(2.130)
where n is the total number of state variables and wi and vi correspond
to the ith component of the left and right eigenvector, respectively. The
presented state variables are those with a participation factor greater than
0.05 (Table 2.2). Note that the eigenvalues related to the WTG variables lie
on the negative real axis; thus, after a small perturbation, these variables will
Table 2.2: Eigenvalues for a wind speed of 12 m/s and a loading of P0 = 0.9
p.u., Q0 = 0.18 p.u.
Eigenvalues fosc σ State variables
µ1 = −1818.3 0 1 E ′qD, E ′dD
µ2 = −566.6 0 1 E ′qD, E ′dD
µ3 = −13.4 0 1 E ′q, Efd, VR
µ4,5 = −5.41± j3.33 0.530 0.851 E ′q, E ′d, Efd, Rf , VR
µ6,7 = −4.23± j2.90 0.461 0.825 E ′q, E ′d, Efd, Rf
µ8 = −5.10 0 1 E ′d, x2, x4
µ9,10 = −0.02± j1.94 0.308 0.010 ω, Pm
µ11 = −2.38 0 1 x1, x3
µ12 = −2.05 0 1 x1, x2, x3, x4, E ′q, Rf
µ13 = −1.24 0 1 x3, E ′d, Rf
µ14 = −0.08 0 1 ωr
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exhibit no oscillatory behavior. In addition, observe that there is no direct
coupling between the DFIG’s speed and SG’s speed—µ9,10 and µ14. Note that
the eigenvalues associated with E ′qD and E
′
dD are far to the left, which shows
that the dynamics of these voltages are much faster than the dynamics of
other states. Thus, the dynamics of E ′qD and E
′
dD can be neglected obtaining
the already defined zero-axis model.
In order to study the system behavior for different operating points, a
bifurcation analysis is performed [38] (see Appendix E for more details).
The load is varied from P0 = 0.32 p.u. to P0 = 1 p.u. keeping a constant
power factor; i.e., the ratio Q0
P0
is kept constant. For wind speeds of 10 [m/s]
and 12 m/s, the trajectories of the dominant eigenvalues are shown in Figure
2.24. The pathway of eigenvalues is subtly different for the two presented
cases. This difference is related to parameter sensitivities [39] due to the
increase of the power generated by the WTG. Note that the eigenvalues
associated with ωr, ω and Pm do not move when load and wind speed are
varied. The eigenvalues that cross the imaginary axis are associated with
states E ′q, E
′
d, Efd and VR. The HB points for these two cases occur at a
loading of P0 = 0.942 p.u. and P0 = 0.972 p.u., respectively. This does not
differ considerably from the modal behavior of a system with a conventional
synchronous generator [29,33,40]. For all wind speeds and loadings simulated,
eigenvalues associated with the WTG’s state-variables are generally stable.
After the system hits the HB point, the unstable pair of complex eigenvalues
Figure 2.24: Dominant eigenvalues trajectory for wind speeds of 10 m/s
and 12 m/s.
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coalesces on the real line and then splits into two real eigenvalues moving
in opposite directions. The one moving to the right is associated with the
DFIG’s internal voltages, i.e., E ′qD and E
′
dD.
It seems that the WTG dynamics have no serious impact on system be-
havior. Probably the most significant interaction between the machines is
the interchange of active power. Consequently, a negative load might be suf-
ficient to represent WTGs in power system analysis. To verify this assertion,
a comparison of the WTG with other models is executed. The wind speed
is assumed to be constant and equal to 12 m/s. Note that in steady state,
the total active power injected by the WTG is approximately 0.298 p.u. A
unity power factor is considered.
2.7.1 Alternative Wind Power Representation
Synchronous rather than induction machines are generally used in power
systems. Given this, it would be interesting to see the system response
if the wind power were represented by a synchronous machine. Thus, the
WTG is replaced by a hypothetical synchronous generator (HSG). A two-
axis model, a linear speed governor with droop [29], and a reactive-power
controller (a PI-controller with an IEEE Type-1 exciter as shown in Figure
2.25) are considered. The data of the machine and the controllers is the
same as for the SG, except that H = 4 s and RD = 5% (frequency droop).
For the PI-controller, KI5 = 0.15 p.u. and KP5 = 0.5 p.u. The set points
for the governor and the reactive-power controller are 0.298 p.u. and 0 p.u.,
respectively. Additionally, the WTG is also replaced by a negative load (NL)
with PNL = −0.298 p.u. and QNL = 0 p.u.
The trajectory of dominant eigenvalues for each case is shown in Figure
Figure 2.25: Reactive-power controller of the hypothetical synchronous
generator.
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2.26. Additionally, the HB points and state variables associated with the
unstable modes are shown in Table 2.3. The load is varied from P0 = 0.32
p.u. to P0 = 1.048 p.u. System behavior is similar when the wind power
is represented using either the WTG or the NL model. Moreover, loadings
at the HB point for these two cases are identical. Surprisingly, the HSG
behavior is radically different. More dominant eigenvalues are observed and
the modes which become unstable have a lower frequency. The HB point is
not even close to the one calculated in the base case. Some HSG variables are
associated with the unstable modes. This does not happen when the WTG
or the NL model is used.
The differences between the HSG and WTG may be related to frequency
response. In the HSG case, there is a steady-state frequency droop causing a
greater interaction with the SG. The WTG has no such frequency response;
the oscillations in its rotor are mainly associated with wind speed variations
and set-point adjustments. Note that there are wind farm configurations
with frequency response [25]. Basically, the wind turbines are operated to
extract not maximum power from the wind, but rather a fraction of it, say
80%. This allows a power cushion, and the wind farm can supply more or less
power when there is a frequency deviation. The behavior of wind generators
with frequency response remains to be analyzed.
The eigenvalues pathways for wind speeds of 12 and 10 m/s are presented
Figure 2.26: System eigenvalue trajectories considering a WTG, a
synchronous generator and a negative load. Active power output of 0.298
p.u.
44
Table 2.3: Load at the system HB point
Model Loading at HB point Variables associated with unstable modes
WTG 0.972 SG: E ′q, E
′
d, Efd, VR
HSG 1.034 SG: E ′q, Efd, Rf ; HSG: E
′
q, E
′
d
NL 0.972 SG: E ′q, E
′
d, Efd, VR
in Figures 2.27 and 2.28 when the WTG and NL models are used. Also,
the movement direction of the modes when the load is increased and the
corresponding modes when the loading is P0 = 0.9 p.u. and P0 = 0.95 p.u.
are shown. Note that although the modes obtained using the WTG and the
NL model are unlike for loading less than 0.9 p.u., these are very similar for
higher loading, especially those modes that cross the imaginary axis.
2.7.2 Sensitivity Analysis
To verify whether or not an NL model suffices to represent WTG in power sys-
tem analysis, sensitivity analysis related to several parameters is performed.
Reactive-power set-point
Qi is the injected reactive power at bus D ; thus, Qref = Qi for the WTG
and QNL = −Qi for the NL. In Table 2.4, the loading and the complex pair
of eigenvalues at the HB point are presented when Qi is varied from −0.2 to
+0.2 pu. The values separated by the slash correspond to the WTG and the
NL, respectively. Observe that using the NL, fosc is an upper bound for the
base case. Moreover, using the NL, estimation of the HB point suffices, i.e.,
the values are close to the base case, just a little higher or lower depending
on whether the reactive power is injected or absorbed.
WTG inertia
The inertia has minimal influence on the eigenvalues. The inertia is varied
from 0.5 to 10 s. Dominant eigenvalue trajectories show almost no change. A
slight decrease in loading is observed when the inertia is increased. Note that
inertia is more influential during transient operation. The rotational motion
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Figure 2.27: Dominant eigenvalues pathway using the WTG model for
vwind = 12 m/s and vwind = 10 m/s.
Figure 2.28: Dominant eigenvalues pathway using the NL model for
PNL = −0.2980 p.u. and PNL = −0.1723 p.u.
46
Table 2.4: HB point sensitivity with respect to Qi
Qi Loading at HB point µ
0.2 1.039 / 1.045 ±j7.10 / ± j7.17
0.1 1.007 / 1.010 ±j7.88 / ± j8.01
0 0.972 / 0.972 ±j8.60 / ± j8.69
-0.1 0.935 / 0.932 ±j9.06 / ± j9.37
-0.2 0.897 / 0.889 ±j9.42 / ± j9.83
of a WTG acts as a filter of wind speed fluctuations. Consequently, if the gen-
erator has a lower inertia, its power output would present more fluctuations,
causing more oscillations in the system’s synchronous generators.
Static load’s parameters
Load modeling is complex because it is dependent on patterns of people’s
behavior which are difficult to define. So far, it has been considered as an
exponential load model with pv = qv = 0 (static constant power load). Due
to load-model uncertainty, three new loads are used: an induction motor (IM)
at half load, an IM at full load, and a room air conditioner (RAC) [41, 42].
In Table 2.5, the loading at the HB point and its associated pair of complex
eigenvalues are presented. The results show a great agreement between the
WTG and NL models.
Network’s parameters
Generally, wind power generation is located either on the sub-transmission
or distribution side. In these cases, the network has an important resistance
which may impact the analysis. The parameters of line 1 (Figure 2.23), which
represent the sub-transmission side, will be doubled in order to account for
a weaker connection to the grid. The resistance of line 2, distribution side,
will be varied between 0.05 and 0.15 p.u. Once again, the results (Table 2.6)
show a good agreement between the WTG and NL models.
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Table 2.5: HB point and load parameters dependence
Load pv qv Loading at HB point µ
Base Case 0 0 0.972 / 0.972 ±j8.60 / ± j8.69
IM half load 0.2 1.6 1.185 / 1.187 ±j7.86 / ± j7.78
IM full load 0.1 0.6 1.068 / 1.069 ±j8.23 / ± j8.26
RAC 0.5 2.5 1.499 / 1.503 ±j7.52 / ± j7.16
Table 2.6: HB point and network parameters dependence
R1 + jX1 R2 + jX2 Loading at HB point µ
0.03+j0.1 0.05+j0.1 1.101 / 1.101 ±j8.31 / ± j8.28
0.03+j0.1 0.1+j0.1 0.972 / 0.972 ±j8.60 / ± j8.69
0.03+j0.1 0.15+j0.1 0.861 / 0.861 ±j9.04 / ± j9.42
0.06+j0.2 0.05+j0.1 0.895 / 0.897 ±j9.30 / ± j9.08
0.06+j0.2 0.1+j0.1 0.808 / 0.809 ±j9.61 / ± j9.63
0.06+j0.2 0.15+j0.1 0.730 / 0.731 ±j9.80 / ± j10.28
Active and reactive power controllers’ parameters
The tuning of PI controllers can be considered an art which requires ex-
perience and a detailed knowledge of the system under control. There are
many tuning rules but usually the parameters must be adjusted through
trial and error simulations [43]. Thus, proportional and integral parame-
ters of the active and reactive power controllers are varied to observe the
incidence of each of them on the system’s eigenvalues. To consider this
variation, a multiplicative factor is considered as KP,i = factor × KP,i,base
and KI,i = factor × KI,i,base, where i = {1, 2, 3, 4}. KP,i,base and KI,i,base
correspond to the proportional and integral gains for the base case. It is
observed that eigenvalues are practically insensitive to KI1, KI3, KP1 and
KP3 variations which are related to the slow loop of the active and reactive
power controllers. With respect to the parameters of the fast loop of the con-
trollers, two cases are considered. In the first one, KI2 = factor × KI2,base
and KP2 = factor × KP2,base while KI4 and KP4 are kept at their base
values (Figure 2.29). In the second case, KI4 = factor × KI4,base and
KP4 = factor × KP4,base while KI2 and KP2 are kept at their base val-
ues (Figure 2.30). In the first case, lower parameters increase the oscillation
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Figure 2.29: Eigenvalues sensitivity with respect to KP2 and KI2.
Figure 2.30: Eigenvalues sensitivity with respect to KP4 and KI4.
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frequency of the modes. Higher parameters do not considerably decrease the
frequency of the modes with respect to the base case. In the second case, an
opposite behavior is observed. Lower parameters can decrease the oscillation
frequency of the modes, making the system more stable. Parameters above
those of the base case do not considerably modify the system’s eigenvalues.
Remember that these parameters are related to the fast loop of the reactive
power control and the set-point is set to zero. Thus, just an adjustment of
these parameters can be beneficial for the system’s stability without requir-
ing more power capability of the WTG. The loading at the HB point is 0.962
p.u. when factor=0.1. For other factor values, the loading at the HB point
remains approximately the same (0.972 p.u.).
Note that when the eigenvalues’ pathway differs from that of the base
case, due to a parameter adjustment, some WTG’s state variables, such as
x2 and x4, participate in the unstable modes. Note that KP2, KP4, KI2
and KI4 do not change the equilibrium point having just incidence in the
eigenvalues pathway. In addition, a limit pathway of the eigenvalues has
been observed at which the proportional and integral gains of the active and
reactive power controllers do not change the system eigenvalues at all. For
example, when KP4 = 10 p.u. and KP4 = 500 p.u., the same eigenvalues’
pathway is found. This limit pathway is located close to the base case path-
way. This phenomenon has to be investigated in a future research. Note that
the negative load model is a good approximation of this limit behavior.
With respect to the NL model, its validity for representing the power
coming from the wind in power system stability analysis depends on the
parameters of the active and reactive power controllers. For the base case,
an NL model suffices, but when the controllers’ parameters are changed,
especially those associated with the fast loop of the reactive power controller,
an NL model gives a poor estimate of the system’s stability.
In summary,
a. Modal analysis is insensitive to HD variations (wind generator inertia).
b. Dominant eigenvalue pathways for the WTG and NL cases are similar
when the base case parameters are used for the fast loop of the active and
reactive power controllers. For any other value of these parameters, the
validity of the NL model must be checked.
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c. For the base case parameters of the active and reactive power controllers,
the NL gives a good estimate of the system HB point.
d. When the parameters of the active and reactive power controllers are
changed, the loading at the HB point does not change dramatically and
the NL model makes a good estimation of it. However, the oscillation fre-
quency may differ considerably depending on the controllers’ parameters.
2.8 Reduced-Order Model
The motivation for reducing the model order lies in the small influence of
the WTG, Type-C WTG, over the system’s most dominant modes. As the
generated power is the most influential variable over the system dynamics,
a single equation model based on this power is obtained. Selective modal
analysis (SMA) [44] is chosen as the reduction technique. More details of
SMA are presented in the Appendix F.1.
Consider the system of Figure 2.23. For simplicity, replace the SG by a
fixed voltage source such that V S = 1∠0o p.u. Assume that the WTG is
represented by its two-axis model. No pitch angle controller is considered.
Thus, the state and algebraic variables of the system are
x =
[
E ′qD, E
′
dD, ωr, x1, x2, x3, x4
]T
(2.131)
y = [Vqr, Vdr, Iqr, Idr, Pgen, Qgen, Ids, Iqs, Ia, Ib, VD, θD, VL, θL]
T (2.132)
Ia and Ib are the real and imaginary components of the current injected by
the fixed voltage source (IS = Ia + jIb). All other variables have the same
definition as in Section 2.1.
2.8.1 Case A
Consider base case parameters (shown in Appendix B) and assume that
v0wind = 12 m/s, P
0
0 = 0.5 p.u. and Q
0
0 = 0.1 p.u. The equilibrium point
(x0, y0) is found by setting the differential terms to zero and solving simul-
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taneously the equations presented in Appendix C.
E ′qD = 0.9720 p.u. Vqr = −0.1939 p.u. Iqs = 0.2577 p.u.
E ′dD = 0.0048 p.u. Vdr = 0.0015 p.u. Ia = 0.2363 p.u.
ωr = 451.4183 rad/s Iqr = 0.2508 p.u. Ib = −0.1451 p.u.
x1 = 0.2508 p.u. Idr = 0.2863 p.u. VD = 0.9689 p.u.
x2 = −0.1939 p.u. Pgen = 0.2980 p.u. θD = −0.0370 rad
x3 = 0.2863 p.u. Qgen = 0 p.u. VL = 0.9013 p.u.
x4 = 0.0015 p.u. Ids = 0.0095 p.u. θL = −0.0828 rad
Use the wind speed as a system’s input and the generated active power
as a system’s output. Thus, using the Jacobian matrix of the system set of
DAEs at (x0, y0), J , the following linear model around the equilibrium point
is obtained:[
∆x˙
0
]
=
[
As Bs
Cs Ds
]
︸ ︷︷ ︸
J
[
∆x
∆y
]
+
[
K
0
]
∆vwind (2.133)
[
∆Pgen
]
=
[
E1 E2
] [ ∆x
∆y
]
(2.134)
where
∆x = x− x0 (2.135)
∆y = y − y0 (2.136)
∆vwind = vwind − v0wind (2.137)
∆Pgen = Pgen − P 0gen (2.138)
K = [0, 0, kωr , 0, 0, 0, 0]
T (2.139)
kωr =
ωs
2HD
∂Tm
∂vwind
=
ρpiR2ω2s
4HDSbω0r
v0wind
2
{
3Cp(λ, θ)− vwind∂Cp
∂λi
∂λi
∂λ
∂λ
∂vwind
}∣∣∣∣
(x0,y0)
(2.140)
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E1 =
[
∂Pgen
∂E ′qD
,
∂Pgen
∂E ′qD
, 0, 0, 0, 0, 0
]∣∣∣∣∣
(x0,y0)
(2.141)
E2 =
[
∂Pgen
∂Vqr
,
∂Pgen
∂Vdr
,
∂Pgen
∂Iqr
,
∂Pgen
∂Idr
, 0, 0,
∂Pgen
∂Ids
,
∂Pgen
∂Iqs
, 0, 0, 0, 0, 0, 0
]∣∣∣∣
(x0,y0)
(2.142)
Eliminate the algebraic variables to obtain
∆x˙ =
(
As −BsD−1s Cs
)︸ ︷︷ ︸
Asys
∆x+K∆vwind (2.143)
∆Pgen =
(
E1 − E2D−1s Cs
)︸ ︷︷ ︸
E
∆x (2.144)
At the equilibrium point, the matrix of participation factors, and eigenvalues
of Asys are
P =

0.4984 0.4984 0.0018 0.0018 0 0.0008 0
0.4985 0.4985 0.0019 0.0019 0 0.0001 0.0006
0 0 0.0103 0.0103 0.9890 0.0030 0.0272
0.0007 0.0007 0.0277 0.0277 0.0106 0.0923 0.8165
0.0010 0.0010 0.4604 0.4604 0.0003 0.0123 0.0641
0.0005 0.0005 0.0244 0.0244 0 0.8787 0.0806
0.0010 0.0010 0.4735 0.4735 0 0.0129 0.0110

(2.145)
Λ = diag{λa, λb, λc, λd, λe, λf , λg} (2.146)
where
λa,b = −2426.9± j209.2 λe = −0.0783
λc,d = −5.0698± j0.2839 λf = −2.3622
λg = −2.5385
To apply SMA, a total number of h most relevant modes has to be identified,
i.e., λi ∀ i ∈ {1, 2, ..., h}. In this case, h = 1 where the most dominant
eigenvalue is λ1 = λe = −0.0783 (observe the fifth column of matrix P).
∆ωr has a high participation in this mode. The third component of the
fifth column of P is related to ωr. Note that this is defined by Equation
(2.131), the vector of state variables. Although ∆x1 and ∆x2 also have some
participation, this is neglected for now. Thus, the relevant eigenvalue is λ1
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and the relevant state variable is ∆ωr. Rearrange Equations (2.143) and
(2.144) to obtain[
∆ω˙r
z˙
]
=
[
A11 A12
A21 A22
][
∆ωr
z
]
+
[
kωr
0
]
∆vwind (2.147)
[
∆Pgen
]
=
[
E˜1 E˜2
] [ ∆ωr
z
]
(2.148)
where z =
[
∆E ′qD,∆E
′
dD,∆x1,∆x2,∆x3,∆x4
]T
is the vector of irrelevant
variables. Then, considering z(t) = (λ1I − A22)−1A21∆ωr(t), reduce the
model order as
∆ω˙r = αωr∆ωr + kωr∆vwind (2.149)
∆Pgen = αP∆ωr (2.150)
where αωr = A11+A12 (λ1I − A22)−1A21︸ ︷︷ ︸
H(λ1)
and αP = E˜1+E˜2 (λ1I − A22)−1A21.
Thus,
∆P˙gen = αP∆ω˙r = αPαωr∆ωr + αPkωr∆vwind (2.151)
⇒ P˙gen = ∆P˙gen = αωr
(
Pgen − P 0gen
)
+ αPkωr
(
vwind − v0wind
)
(2.152)
Finally,
P˙gen = β1Pgen + β2vwind + β3 (2.153)
where
β1 = αωr (2.154)
β2 = αPkωr (2.155)
β3 = −αωrP 0gen − αPkωrv0wind (2.156)
Numerically,
αωr = λ1 = −0.0783
αP = 0.0020
kωr = 2.9177
⇒
β1 = −0.0783
β2 = +0.0058
β3 = −0.0467
(2.157)
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Note that at steady state, the power output is defined by
Pgen = −β2
β1
vwind − β3
β1
(2.158)
If wind speed decreases to 11.5 m/s, Pgen = 0.2607 p.u.. When the full model
is used, the total power injected by the WTG is 0.2614 p.u.
To verify the validity of this reduced-order model in time domain simu-
lations, consider the original system in which the dynamic model of the SG
is incorporated (see Appendix C) and consider the wind speed profile shown
in Figure 2.31. In addition, this figure also shows the evolution of Pgen and
ωr when the full order model is used. The wind speed, power and angular
speed are per unitized using their initial values. The comparison between
the two-axis and first-order models is presented in Figure 2.32. A remark-
able agreement is observed. Although the figure only shows the comparison
in terms of Pgen and Pm, a similar noticeable agreement is found when the
other state and algebraic variables are compared. In addition, two other
cases are considered. In the first one, the inertia of the WTG is reduced
to 0.5 s (see Figures 2.33 and 2.34) and in the second one a varying load
is considered (see Figure 2.35). As shown, the first-order model can mimic
very well the impact of the WTG over the system dynamics. This is true
for many analyzed cases except when some power controller parameters are
changed. This case is considered next.
2.8.2 Case B
The WTG may have more impact over the system dynamics depending on
the fast loop parameters of the power controllers (see Section 2.7.1). For
example, a proper selection of gains KI4 and KP4 can reduce oscillations of
the dominant modes around the HB point. In fact, a few WTG’s variables
participate in the unstable modes when such gains are used.
In the previous case, where base case parameters are considered, a first-
order model is enough to represent the WTG in the power system. When
the fast loop’s parameters of the power controllers are modified, a first-order
model fails to give correct results. Moreover, although for the base case
the system dynamics are insensitive to inertia, the inertia may alter the
impact of the fast loop parameters. For simplicity, consider the fast loop
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Figure 2.31: Evolution of vwind [p.u.], ωr [p.u.] and Pgen [p.u.] when
HD = 4 s. Vwind,base = 12 m/s, ωr,base = 451.4183 rad/s
2,
Pgen,base = 0.2980 p.u.
Figure 2.32: Comparison of Pgen and Pm by using the two-axis and
first-order order model for the WTG with HD = 4 s.
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Figure 2.33: Evolution of vwind [p.u.], ωr [p.u.] and Pgen [p.u.] when
HD = 0.5 s. Vwind,base = 12 m/s, ωr,base = 451.4183 rad/s
2,
Pgen,base = 0.2980 p.u.
Figure 2.34: Comparison of Pgen and Pm by using the two-axis and
first-order model for the WTG with HD = 0.5 s.
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Figure 2.35: Load pattern and comparison of Pgen and Pm by using the
two-axis and first-order model for the WTG with HD = 0.5 s.
gains of the speed controller. The ratio KI2
KP2
= 5 is kept constant. The
parameter KI2 is varied from 0.1 to 5 p.u. and the WTG inertia is assumed
to be 0.5 s. When the first-order model is used, the model’s parameters
have discontinuities when KI2 ∈ {0.16, 1.18, 2.76} (see Figure 2.36). At very
low gains, this discontinuity is evidence of an abrupt change in the modal
structure which leads to a poor representation of the WTG by the first-
order model. This phenomenon can be explained by estimating the number
of relevant modes. By using participation factors, the modes in which ωr
(variable of interest) has a participation above 30% are selected as relevant
modes. Say that h modes are selected. Then, h variables with the highest
participation on these modes are selected. In Figure 2.37, the number of
relevant modes is presented. This is consistent with the discontinuities of
the first-order model’s parameters as the number of relevant modes changes
when KI2 ∈ {0.16, 1.18, 2.76}.
Finally, a particular case is considered. Follow the same procedure as in
Case A with the same parameters but KI2 = 0.5 p.u., KP2 = 0.1 p.u. and
HD = 0.5 s. The following participation factor matrix and eigenvalues are
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Figure 2.36: Parameters of the 1st order model when KI2 is varied from 0.1
to 5 p.u.
Figure 2.37: Number of relevant modes when KI2 is varied from 0.1 to 5
p.u.
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found:
P =

0.9921 0.0048 0.0004 0.0034 0.0008 0 0
0.0049 0.9447 0.0484 0.0005 0 0.0001 0.0001
0 0.0190 0.4344 0.0170 0.0034 0.4425 0.4425
0 0.0109 0.1335 0.0002 0.0016 0.3234 0.3234
0 0.0205 0.3602 0.0115 0.0013 0.2340 0.2340
0.0010 0 0.0058 0.0182 0.9851 0 0
0.0020 0.0001 0.0172 0.9493 0.0078 0 0

(2.159)
Λ = diag{λa, λb, λc, λd, λe, λf , λg} (2.160)
where
λa = −2415.4 λd = −5.1099
λb = −240.9 λe = −2.3701
λc = −11.4191 λf,g = −0.7311± j0.4514
Note that the variable of interest, ωr, has a participation above than 40%
in modes λc (third column of matrix P), λf (sixth column) and λg (seventh
column). By observing the participation factors in these three columns, ωr,
x1 and x2 are selected as relevant variables. Thus, the reduction is per-
formed considering these three relevant modes and three relevant variables.
After eliminating the algebraic variables, re-order the linearized system of
equations such that[
r˙
z˙
]
=
[
A11 A12
A21 A22
][
r
z
]
+
[
K ′
0
]
∆vwind (2.161)
[
∆Pgen
]
=
[
E˜1 E˜2
] [ r
z
]
(2.162)
where K = [kωr , 0, 0]
T , r = [∆ωr,∆x1,∆x3]
T which is the vector of relevant
variables and z =
[
∆E ′qD,∆E
′
dD,∆x3,∆x4
]T
which is the vector of irrelevant
variables. Then, reduce the model order considering two constant matrices
M0 and K0 to obtain
r˙ = (A11 +M0) r + kωr∆vwind (2.163)
∆Pgen =
(
E˜1 + E˜2K0
)
r (2.164)
60
M0 and K0 are calculated by solving the following equations (see Appendix
F.1 for more details):
M0 = [H(λ1)v1, H(λ2)v2, H(λ3)v3] [v1, v2, v3]
−1 (2.165)
K0 = [K(λ1)v1, K(λ2)v2, K(λ3)v3] [v1, v2, v3]
−1 (2.166)
where v1, v2 and v3 correspond to the right eigenvectors of the relevant modes
λ1, λ2 and λ3, respectively. Note that vi ∈ C3×1, ∀ i = {1, 2, 3} as they just
consider the entries associated to the relevant variables. The functions H(λ)
and K(λ) are defined as
H(λ) = A12 (λI − A22)−1A21 (2.167)
K(λ) = (λI − A22)−1A21 (2.168)
Numerically, the following third-order model is obtained in terms of the orig-
inal variables:  ω˙rx˙1
x˙2
 = β1
 ωrx1
x2
+ β2vwind + β3 (2.169)
Pgen = β4
 ωrx1
x2
+ β5 (2.170)
where
β1 = A11 +M0 =
 −4.6769 −175.6340 −1728.5−0.0641 −2.7688 −27.2906
−0.0134 −0.0464 −5.4232
 (2.171)
β2 = K
′ =
 23.34150
0
 (2.172)
β3 = − (A11 +M0)
 ω
0
r
x01
x02
−K ′v0wind =
 1562.124.7
5.1
 (2.173)
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β4 = E˜1 + E˜2K0 =
[
0.0148 0.5538 5.4581
]
(2.174)
β5 =
(
E˜1 + E˜2K0
) ω
0
r
x01
x02
 = −5.5332 (2.175)
In Figures 2.38 and 2.39, a comparison of Tm, Pgen and E
′
q is presented
when the two-axis, the first-order and third-order models are used. Note that
as this case has three relevant modes, the third-order model rather than the
first-order model represents properly the WTG in the power system. The
procedure and simulation is performed again with higher inertia (see Figure
2.40). Observe that as the inertia is higher the number of relevant modes
tends to 1. In other words, with a high inertia, say an inertia greater than 2 s,
the first-order model can represent properly the WTG in the power system.
According to the literature, a typical WTG has a DFIG inertia of about
0.5 − 0.9 s and a turbine inertia of about 2.5 − 4.5 s in the WTG power
base [45, 46]. This implies that the total inertia is in the range of 3 − 5.4
s. It seems that the issue of having a low inertia, which can jeopardize the
WTG representation by a first-order model, is not realistic. However, when
Figure 2.38: Tm and Pgen dynamic evolution when KI2 = 0.5 p.u.
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Figure 2.39: Eq dynamic evolution when KI2 = 0.5 p.u.
Figure 2.40: Number of relevant modes when KI2 and HD are varied from
0.1 to 5 p.u. and from 0.5 to 3 s, respectively.
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the inertia is per unitized using the system’s power base, it may become very
low. Assuming that both the WTG and system voltage bases are equal, then
the inertia in the system base is calculated as
HD = H
WTG
D
SWTG
Sbase
(2.176)
where HWTGD is the inertia in WTG base, SWTG is the nominal power of the
WTG and Sbase is the system power base.
A similar analysis is performed when the gains of the fast loop of the
reactive power controller are varied. Keep constant the ratio KI4
KP4
= 5 and
vary KI4 from 0.1 to 5 p.u. Along this range of parameters, there exists just
one relevant mode. Thus, the first-order model is appropriate to mimic the
behavior of the WTG. This is supported by the simple fact that the reactive
power is not strongly coupled with the active power and thus not strongly
coupled with the electrical rotor speed—the most relevant variable.
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CHAPTER 3
WIND FARMS
Wind farms contain many wind turbines and their detailed modeling may
be unaffordable due to computational burden. For example, Roscoe Wind
Farm, Texas, one of the largest wind farms in the world, has an installed
capacity of 780 MW, and 627 wind turbines [47]. In order to reduce the
dimensionality, aggregation techniques are used to obtain equivalent models.
In a wind farm, the power output may vary from zero to the installed
capacity. The equivalent model should be valid for a wide operation range.
Moreover, the equivalent model should be accurate enough during abnormal
operation such as faults, wind speed variations or voltage sags/swells [48]. A
proper equivalent model can be easily obtained for fixed-speed wind turbines
where a one-to-one correspondence between wind speed and active power out-
put exists. In this case, aggregation is performed by adding the mechanical
power of each wind turbine and by using an equivalent induction genera-
tor which receives the total mechanical power. Parameters of the equivalent
generator are the same as those of the individual generators [48–50]. Also,
weighted least square techniques have been used to estimate an equivalent
model by considering as main variables the active and reactive power as well
as the voltage magnitude at the point of common coupling (PCC) [48]—point
of connection of the wind farm to the power system. In general, it has been
observed that these models are sufficiently accurate even during faults due
to the lack of interaction between individual turbines [50]. In the case of
variable-speed wind turbines, it has been seen that mutual interaction exists
between turbines. If it is negligible, then aggregation is possible and the
wind farm can be represented by a single turbine-generator. However, in or-
der to investigate mutual interaction (especially interaction of back-to-back
converters), detailed wind farm models are required. It is warned that model
oversimplification can lead to a loss of accuracy. Converter blocking protec-
tion may be altered and torsional oscillations may be incorrectly predicted
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when an inappropriate aggregation is performed [51].
Other important issues in aggregation are the wind speed distribution
and wind farm layout which depend on the wind farm location. In the
case of wind farms located in flat valleys or offshore, the wind speed can
be considered homogenous and the turbines are placed in rows and columns
equally separated. If the incoming wind is parallel to the rows, turbines
located in the same column will receive the same wind speed and they can be
represented by an equivalent turbine-generator. Turbines located in different
columns would have a different incoming wind speed due to the wake effect
[49]. Thus, the wind farm aggregated model will consist of as many single
WTGs as the number of columns. If the wake effect is negligible, all turbines
would receive the same wind speed and just one equivalent turbine-generator
can represent the whole wind farm. In the case that the wind direction
changes, an equivalent WTG is obtained for every group of turbines receiving
the same wind speed [49]. Most of the aggregation techniques are based
on adding turbines with identical incoming winds. When the wind farm
is not located in smooth areas, turbines are placed irregularly throughout
the farm and the spacing between turbines is greater than in the previous
case. Turbines with identical wind speed are rarely found and most of the
aggregation techniques cannot be applied directly [52–54].
The turbine location clearly affects the wind that every WTG faces and
the way that any aggregation technique should be performed. Turbines are
typically separated by at least 5 times their turbine diameter to reduce wake
loss. Wake refers to the reduction of the wind speed when an air mass passes
trough a turbine’s blades. In [55], a wake model and a procedure to estimate
the wind speed at every WTG are presented. Note that wind direction is
another important factor as it defines the number of shadowing turbines
that reduce the incoming wind speed of a downstream WTG. The higher
the number of shadowing turbines, the lower the incoming wind speed in a
downstream turbine. With respect to wind speed modeling, turbulence and
wind gust have also been considered. A wind model of four components is
generally considered [8] as
vwind(t) = vwind,a + vwind,r(t) + vwind,g(t) + vwind,t(t) (3.1)
where vwind,a is the average wind speed, vwind,r is the ramp wind component,
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vwind,g is the gust component and vwind,t is the turbulence component. The
last component is typically modeled by stochastic functions which are not
considered in this thesis. The gust and ramp component are combined and
defined as a variable wind component (it is also called gust). Therefore,
an average value and a variable component are used to represent the wind
speed profile at every WTG. For simplicity, the wake effect is represented as
a fixed percentage reduction of the wind speed when there exists a shadowing
turbine upstream. A more elaborate model should be considered in future
research.
3.1 Aggregated Model
3.1.1 Proposed Model
In a wind farm, the total mechanical power is
P em =
ng∑
i=1
P im =
ng∑
i=1
1
2
ρAiwtC
i
p(λ
i, θi)viwind
3
(3.2)
where ng is the number of WTGs in the wind farm. In order to obtain an
equivalent or aggregated model, this total power is defined as the mechanical
power applied to the shaft of the equivalent generator. In general, the aggre-
gation technique is based on the idea of adding the power of the individual
WTGs.
Consider that all WTGs have identical parameters and they do not nec-
essarily operate at the same wind speed. As the speed control maximizes
the power extraction from the wind, the power coefficient is also maximized.
At steady state, the power coefficient is maximum at every WTG regardless
of the wind speed. Thus, ∀ i, Cip(λi, θi) = Cmaxp where it is also assumed
that θi = 0 (wind speed remains within its limits and no pitch controller is
required). Using the definition of the power coefficient, Equation (2.3), it
can be proved that Cmaxp = 0.4382. Then,
P em =
1
2
ρAwtC
max
p
ng∑
i=1
viwind
3
(3.3)
67
Consider that the equivalent wind turbine has the same blade length as the
individual turbines. Also, assume that there exists an equivalent active power
controller such that in steady state Cep(λ
e, θe) = Cmaxp . Then the equivalent
wind power becomes
P em =
1
2
ρAwtC
e
p(λ
e, θe)
ng∑
i=1
viwind
3
(3.4)
Define an equivalent wind speed as
vewind =
3
√√√√ 1
ng
ng∑
i=1
viwind
3
(3.5)
Thus,
P em = ng
[
1
2
ρAwtC
e
p(λ
e, θe)vewind
3
]
(3.6)
In addition, consider that the equivalent angular speed, ωer , is defined in
the same speed range as the angular speed of the individual turbines, e.g.,
ωer ∈ [0.7× ωs, 1.2× ωs]. Then, the torque equation is
T em = ng
1
2
ρpiR2
Sb︸ ︷︷ ︸
B
ωsC
e
p(λ
e, θe)
vewind
3
ωer
[p.u.]
= BeωsC
e
p(λ
e, θe)
vewind
3
ωer
[p.u.] (3.7)
where Be = ng ×B.
So far, using an equivalent wind speed, the mechanical power and torque
of the aggregated model have been obtained. To determine all the aggregated
model parameters, proceed in the same fashion as before, i.e., consider that
the equivalent power is the sum of the individual WTG’s power. Then, define
equivalent variables and parameters that keep the equivalency. The chosen
aggregation procedure is similar to the one used for fixed-speed WTGs [54].
The equivalent reference for active power and reactive power correspond to
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the sum of references over all WTGs as
P eref =
ng∑
k=1
Pref,k = C
ng∑
k=1
ωer
3 = Ceωer
3 (3.8)
Qeref =
ng∑
k=1
Qref,k =
ng∑
k=1
Qref = ng ×Qref (3.9)
where Ce = ng × C is the equivalent coefficient specifying the equivalent
power reference. Now, focussing on the equation of motion, while T em is
defined by Equation (3.7), HeD and T
e
e are defined by
HeD =
ng∑
k=1
HDk (3.10)
T ee =
ng∑
k=1
Tek = E
′
qD
e
ng∑
k=1
Iqsk + E
′
dD
e
ng∑
k=1
Idsk = E
′
qD
e
Ieqs + E
′
dD
e
Ieds (3.11)
where the equivalent stator currents are
Ieqs =
ng∑
k=1
Iqsk I
e
ds =
ng∑
k=1
Idsk (3.12)
In the equivalent model, voltages are of the same order of magnitude as in the
individual WTGs and currents are about ng times larger. The total power
injected to the rotor circuit is
P er = V
e
qr
ng∑
k=1
Iqrk + V
e
dr
ng∑
k=1
Idrk = V
e
qrI
e
qr + V
e
drI
e
dr (3.13)
where the equivalent rotor currents are
Ieqr =
ng∑
k=1
Iqrk I
e
dr =
ng∑
k=1
Idrk (3.14)
Now, take a close look at the equations related to the equivalent con-
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trollers:
dxe2
dt
= KeI2
[
KP1
(
P eref − P egen
)
+ xe1 − Ieqr
]
(3.15)
dxe4
dt
= KeI4
[
KP3
(
Qeref −Qegen
)
+ xe3 − Iedr
]
(3.16)
0 = −V eqr +KeP2
[
KP1
(
P eref − P egen
)
+ xe1 − Ieqr
]
+ xe2 (3.17)
0 = −V edr +KeP4
[
KP3
(
Qeref −Qegen
)
+ xe3 − Iedr
]
+ xe4 (3.18)
Here P eref , P
e
gen, x
e
1, I
e
qr, Q
e
ref , Q
e
gen, x
e
3, I
e
dr are magnified ng times by the
aggregation; thus,
KeP2 =
KP2
ng
KeI2 =
KI2
ng
(3.19)
KeP4 =
KP4
ng
KeI4 =
KI4
ng
(3.20)
Note that in steady state, xe2 = V
e
qr and x
e
4 = V
e
dr which are of the same order
of magnitude as the individual WTGs.
Finally, by inspection of the DAEs, it is required that equivalent elec-
trical parameters are calculated as if all WTGs are in parallel (equivalent
resistances and reactances). To consider the wind farm network, obtain the
wind farm equivalent impedance, Zequiv, at the PCC when every WTG is
short-circuited. Then, the equivalent WTG is connected through an equiv-
alent line to the grid. The equivalent line has a series impedance equal to
Zequiv.
In summary, the scaling of the following parameters is needed:
Xem =
Xm
ng
Be = ng ×B
Xes =
Xs
ng
Ce = ng × C
Xer =
Xr
ng
Qeref = ng ×Qref
X ′es =
X′s
ng
KeP2 =
KP2
ng
Res =
Rs
ng
KeP4 =
KP4
ng
Rer =
Rr
ng
KeI2 =
KI2
ng
HeD = ng ×HD KeI4 = KI4ng
All other parameters remain equal to those used for the individual turbines
(KI1,KP1, T
′
0, others).
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3.1.2 Slootweg’s Method
This method is based basically on (a) the linearization of the active power
reference as a function of the electrical rotor speed and (b) the retention of
the equation of motion of every turbine neglecting any other dynamics related
to the controllers and flux linkages. Then, the total electrical power injected
by a wind farm to the grid is calculated by summing over the electrical power
of every turbine. The following steps are considered [9, 10,56]:
a. Assume that the wind speed forecast at every turbine location is given.
b. Assume that the rotor speed control is ideal and it is always possible to
operate at the optimal power point, i.e., ∀ i ∈ {1, 2, ..., n}, Cp(λ, θ)i =
Cmax ip . Here, n is the total number of turbines in the wind farm.
c. Using the forecasted wind speed, calculate the mechanical power for every
turbine, i.e., ∀ i ∈ {1, 2, ..., n}, P iw = 12ρAiwtCmax ip viwind
3
.
d. For every turbine-generator, linearize the power-speed characteristic for
control (Figure 2.4), i.e., ∀ i ∈ {1, 2, ..., n}, P ie = Ki(ωir−ωimin). Here, Ki
and ωimin are fixed constants. Then,
P ie = K
i(ωir − ωimin) ⇒
dωir
dt
=
1
Ki
dP ie
dt
(3.21)
Thus, the equation of motion becomes
2H iD
ωs
dωir
dt
= P iw − P ie (3.22)
⇒ dP
i
e
dt
=
ωsK
i
2H iD
(
P iw − P ie
)
(3.23)
Note that Slootweg defined the equation of motion in terms of power. In
this work, the equation of motion is defined in terms of torque.
e. For every turbine-generator, integrate the equation of motion to obtain
ωir and P
i
e .
f. Add the electrical power of every turbine-generator (P ie) and inject it to
the point of common coupling (PCC, point of connection of the wind farm
and the electric grid).
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3.2 Four-Bus Test System
Consider the 4-bus test system of Figure 2.23. Assume that instead of a
unique turbine there are 10 WTGs that are directly connected to the bus
with no transformer. Thus, no wind farm network is considered. After the
WTGs are aggregated, the equivalent model is reduced by using SMA. Two
cases are presented. In the first one, the WTG’s parameters are such that
only one relevant mode exists. In the second case, more than one relevant
mode exists. In addition, this procedure is compared with Slootweg’s method.
Data of the synchronous generator, lines, transformer and load is obtained
from Appendix B. Consider the following parameters for every WTG:
Xs = 35.5470 [p.u.] Rs = 0.1015 [p.u.]
Xr = 35.8590 [p.u.] Rr = 0.0880 [p.u.]
Xm = 35.0920 [p.u.] B = 4.78× 10−5 [pu s3/m3]
X ′s = 1.2056 [p.u.] C = 3.8326× 10−10 [pu s3]
T0 = 1.0809 [s] D = 0.1667
KP1 = 1 [p.u.] KI1 = 5 [p.u.]
KP3 = 1 [p.u.] KI3 = 5 [p.u.]
KP4 = 10 [p.u.] KI4 = 5 [p.u.]
Assume that the wind speed decreases by 2% after the wind passes through
a turbine’s blades. Also, consider that the WTGs are aligned with the wind
direction. Thus, if the free incoming wind speed is 12 m/s, then the wind
speed at every turbine is listed in Table 3.1.
Table 3.1: Wind speed at every WTG
WTG No. vwind [m/s] WTG No. vwind [m/s]
1 12.0000 6 10.8470
2 11.7600 7 10.6301
3 11.5248 8 10.4175
4 11.2943 9 10.2092
5 11.0684 10 10.0050
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3.2.1 Case A
In addition to the WTG’s parameters presented, consider that KP2 = 10
p.u., KP4 = 10 p.u., KI2 = 5 p.u. and HD = 0.2 s. For dynamic simulations,
from t = 0 to t = 20 s, constant wind speeds are assumed (see Table 3.1).
At t = 20 s, a wind gust is applied which travels along the WTGs. Thus,
the new wind speed at every WTG is given by vnewwind = vwind + vgust. After
the wind gust passes through a turbine’s blades, the gust’s wind speed is
reduced 2%. Also, a traveling time of 2 s between WTGs is considered. The
wind gust causes wind speed variations of about ±1.5 m/s around the initial
speed. Using these parameters and Equation (3.5), the wind speed profile at
every WTG, and the equivalent speed are calculated (see Figure 3.1).
In Figure 3.2, the power generated by every WTG is presented. Then,
the WTGs are aggregated using the proposed aggregation technique. Fur-
thermore, the aggregated model is reduced using a first-order model. The
parameters of the first-order model are
β1 = −0.1761 (3.24)
β2 = +0.0134 (3.25)
β3 = −0.0979 (3.26)
Finally, these methods are compared with Slootweg’s method. In Figure
3.3, the total power generated by the wind farm, using all the mentioned
method, is presented. A remarkable agreement is observed. Observe that
Slootweg’s method generates an offset in the variables which is due basically
to the linearization of the power reference. The proposed method does not
show that problem as the aggregated and reduced-order model are obtained
from the same initial condition of the full order model. Still, the dynamics
are very similar in all cases (see Figure 3.4).
3.2.2 Case B
Consider that KP2 = 1 p.u., KP4 = 10 p.u., KI2 = 0.5 p.u. and HD = 0.05
s. The same wind profile as Case A is considered. In Figure 3.5, the total
power generated by the WTGs, and the synchronous generator torque are
presented. The two-axis and the aggregated model are used. Observe that
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Figure 3.1: Wind speed at every WTG and equivalent speed (4-bus test
system).
Figure 3.2: Power generated by every WTG (4-bus test system).
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Figure 3.3: Total power generated by the WTGs (P totalgen ) and mechanical
torque of the SG (4-bus test system).
Figure 3.4: Synchronous generator’s field voltage (4-bus test system).
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Figure 3.5: Total power generated by the WTGs (P totalgen ) and mechanical
torque of the SG (4-bus test system).
in this case the proposed aggregated model, due to averaging of the wind
speed, is not able to follow the behavior of the full order model as in Case
A. Another option that can be explored is to represent every WTG by its
reduced-order model. In the case of a first-order model, the aggregation
can be performed in a straightforward way by summing over the individual
powers and finding equivalent parameters. In the case of a third-order model,
the aggregation will present the same problem of the proposed aggregation
method because of the need for finding an average electrical rotor speed.
When the aggregated model is reduced, three relevant modes are found.
Thus, while the first-order model poorly represents the aggregated model,
the third-order model presents very good results. The reduced-order models
are defined by Equations (2.153) and (2.169)-(2.170). The first-order model
parameters are
β1 = −6.0611 (3.27)
β2 = +0.4591 (3.28)
β3 = −3.3604 (3.29)
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The third-order model parameters are
β1 =
 −5.1329 −174.6996 −1774.5482−0.0650 −2.5496 −25.9303
−0.0136 −0.0065 −5.1530
 (3.30)
β2 =
 25.91670.0000
0.0000
 (3.31)
β3 =
 1716.809725.0767
5.1373
 (3.32)
β4 =
[
0.0150 0.5099 5.1861
]
(3.33)
β5 = −5.5749 (3.34)
While the first-order model cannot attain better results, the third-order
model may mimic more properly the behavior of the full-order model by
improving the aggregation technique. Also, as mentioned before, the aggre-
gation stage may even be avoided by representing every single WTG by its
third-order model. In Figures 3.6 and 3.7, by using the reduced-order models
and Slootweg’s method, the total power generated by the WTGs, and the
synchronous generator torque are presented. Observe that while the first-
order model fails to follow the full-order model, the third-order model and
Slootweg’s method give good results. Slootweg’s method causes an offset,
which is its main disadvantage. From observing Figure 3.7, it seems that
Slootweg’s method has also the disadvantage of producing a smoother P egen
than the full-order and third-order models.
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Figure 3.6: P egen and Tm by using the reduced-order models and Slootweg’s
Method (4-bus test system).
Figure 3.7: Zoom in of Figure 3.6 (4-bus test system).
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CHAPTER 4
POWER SYSTEM STABILITY
A power system has to withstand the effects of endogenous and extraneous
contingencies as well as natural growth in the system load. The last stresses
the system and causes contingency effects to be more severe. The most recent
major blackout in North America is an example of contingencies having an
adverse effect due to excessive loading [57]. Loading is a major issue mainly
related to low voltage and voltage collapse.
Typically, the study of this issue is done by considering loading as a
parameter in bifurcation studies. A Hopf bifurcation point in state space
can be considered a boundary of a secure operation. If that point is passed
the system becomes dynamically unstable. A margin for stability is set if
the system is operated far from an HB point. However, due to power sys-
tem economics and markets, this margin may be small at times. Nowadays,
power systems are highly loaded during peak hours, making the study of
nonlinear bifurcations and dynamic stability extremely important. When
an HB point is exceeded, new stationary equilibrium points, periodic orbits,
and chaotic behavior may occur. There are many works in this area [58–60];
however, a classical model for synchronous machines is generally considered,
i.e., a classical swing-equation model. When more realistic models are used,
such as the two-axis model, new issues and results arise that can give more
insights about system stability. For example, when a SG is modeled by a
two-axis model, an IEEE Type-1 exciter and a linear speed controller, new
equilibrium points and bifurcations occur depending on the adjustments of
the exciter set-point. In Figure 4.1, a PV-curve at the load bus of a single
machine system is shown [40]. Solid and dotted lines correspond to stable
and unstable trajectories, respectively. Basically, when the exciter set-point
is adjusted to keep a constant terminal voltage at the SG (|V t| is constant),
there is a bifurcation before the limit point (LP). The new trajectory bifur-
cates upward from the PV curve and is unstable. When the exciter set-point
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Figure 4.1: PV curve at the load bus of a single machine system.
is kept fixed (Vref is fixed), this phenomenon does not occur. In general, the
latter is a more realistic case as it is how SGs operate in a real system. Note
that assuming a constant terminal voltage is a procedure generally used to
simplify the analysis. This is done by using a power flow algorithm to deter-
mine equilibrium points. Thus, in this thesis, a constant exciter set-point is
considered in bifurcation studies. In addition to the SG model, many studies
have been done on the effects of load modeling. Static loads (e.g., constant-
power, -current and -impedance) and dynamic loads (e.g., induction machines
of various model orders) have been addressed [61–64]. With respect to the
static-load models, it has been demonstrated that the constant-power-load
model causes the lowest dynamic loading margin [62] and has a consider-
able impact on the saddle-node bifurcation (SNB) point [63, 64]. These are
basically the most discussed issues in system stability; however, the addi-
tion of new technology mainly related to wind power generation has to be
considered.
A high wind power system penetration, motivated by the concern due to
global warming and the depletion of fossil fuels, would create a relative reduc-
tion of fossil-fuel plants which are mainly based on synchronous generators.
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This reduction may reduce the system inertia making the system prone to
instabilities. However, recent studies have proved the opposite; wind power
generation does contribute positively to improve system stability. As a mat-
ter of fact, a high wind power penetration (about 20 or 30%) has been shown
to reduce oscillations specifically related to inter-area modes [65–68]. When
large groups of generators that form clusters in separated regions are weakly
interconnected, inter-area oscillations arise and, if not damped, they can in-
duce instabilities to the whole system. In general, wind power generator
states have no participation in the inter-area modes [65]. Several wind power
controllers have been proposed to damp power system oscillations either by
using signals proportional to frequency deviation [66] or by specialized de-
signs [67, 68]. The use of power system stabilizers has also been proposed
to improve the performance of wind farms by damping inter-area oscilla-
tions [69]. A recent study of the New Zealand power system, however, has
shown that a high wind power penetration may have some negative impact on
the system stability [70]. The New Zealand power system is characterized by
two clusters of generators and loads located in the North and South Island.
It is shown that a high wind power penetration degrades damping perfor-
mance of the system, particularly following a contingency. This degradation
is explained by the modification of generation dispatch and by network power
flows changes.
In the next sections, the analysis of wind farms in power systems is pre-
sented. First, the multi-machine model used in this thesis is presented. Then,
in order to identify the best places to locate wind farms, analytical sensitivity
is presented with respect to any arbitrary parameter. Finally, bifurcations
analysis and dynamic simulations are performed using several scenarios. Re-
sults obtained by the full formulation, the wind farm aggregated model and
the wind farm reduced-order model are compared.
4.1 Multi-Machine Model
Consider a system with nSG synchronous generators, nWTG wind power gene-
rators and nb buses. Assume that every SG is modeled by a two-axis model
and has an IEEE Type-1 exciter and a linear speed controller with droop.
In addition, assume for simplicity that X ′d = X
′
q. For the case of the WTGs,
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consider a zero-axis model.
Define bSG as the set of buses at which the synchronous generators are
connected. Thus, the ith generator is connected to the bus bSG(i) and its
terminal voltage, voltage at bus bSG(i), is given by V i = Vie
jθi . Then, ∀ i =
{1, 2, ..., nSG}
T ′d0i
dE ′qi
dt
= −E ′qi − (Xdi −X ′di)Idi + Efdi (4.1)
T ′q0i
dE ′di
dt
= −E ′di + (Xqi −X ′qi)Iqi (4.2)
dδi
dt
= +wi − ws (4.3)
2Hi
ωs
dωi
dt
= +Tmi − E ′diIdi − E ′qiIqi (4.4)
TEi
dEfdi
dt
= −KEiEfdi + VRi (4.5)
TFi
dRfi
dt
= −Rfi + KFi
TFi
Efdi (4.6)
TAi
KAi
dVRi
dt
= − VRi
KAi
+Rfi − KFi
TFi
Efdi + (Vref,i − Vi) (4.7)
TCHi
dTmi
dt
= −Tmi + Psvi (4.8)
TSV i
dPsvi
dt
= −Psvi + PCi − 1
RDi
(wi − ws)
ws
(4.9)
0 = −E ′qi +X ′diIdi + Vi cos (θi − δi) (4.10)
0 = +E ′di +X
′
diIqi + Vi sin (θi − δi) (4.11)
The vectors of state variables, XSG, and algebraic variables, YSG, for this
generator are the following:
XSGi =
[
E ′qi, E
′
di, δi, ωi, Efdi, Rfi, VRi, Tmi, Psvi
]T
(4.12)
YSGi = [Iqsi, Idsi]
T (4.13)
The algebraic equations (4.10)-(4.11) can be alternatively represented by the
equivalent circuit of Figure 4.2.
Define bWTG as the set of buses at which the wind power generators are
connected. Thus, the ith generator is connected to the bus bWTG(i) and its
terminal voltage, voltage at bus bWTG(i), is given by V i = Vie
jθi . Then,
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Figure 4.2: SG equivalent circuit.
∀i = {1, 2, ..., nWTG}
dωri
dt
= +
ωs
2HDi
[Tmi −XmiIqsiIdri +XmiIdsiIqri] (4.14)
dx1i
dt
= +KI1i [Pref,i − Pgen,i] (4.15)
dx2i
dt
= +KI2i [KP1i (Pref,i − Pgen,i) + x1i − Iqri] (4.16)
dx3i
dt
= +KI3i [Qref,i −Qgen,i] (4.17)
dx4i
dt
= +KI4i [KP3i (Qref,i −Qgen,i) + x3i − Idri] (4.18)
0 = −Vqri +KP2i [KP1i (Pref,i − Pgen,i) + x1i − Iqri] + x2i (4.19)
0 = −Vdri +KP4i [KP3i (Qref,i −Qgen,i) + x3i − Idri] + x4i (4.20)
0 = −Pgen,i + ViIqsi − (VqriIqri + VdriIdri) (4.21)
0 = −Qgen,i + ViIdsi (4.22)
0 = −Vi −RsiIqsi −XsiIdsi +XmiIdri (4.23)
0 = −RsiIdsi +XsiIqsi −XmiIqri (4.24)
0 = −Vqri +RriIqri − siXmiIdsi + siXriIdri (4.25)
0 = −Vdri +RriIdri + siXmiIqsi − siXriIqri (4.26)
where si = (ωs − ωri) /ωs. The vectors of state and algebraic variables are
XWTGi = [ωri, x1i, x2i, x3i, x4i]
T (4.27)
YWTGi = [Vqri, Vdri, Iqri, Idri, Iqsi, Idsi, Pgen,i, Qgen,i]
T (4.28)
The algebraic equations (4.19)-(4.26) can alternatively be represented by the
equivalent circuit of Figure 4.3.
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Figure 4.3: WTG equivalent circuit.
In order to model the network constraints, define the admittance matrix
of the system such that ∀ i, j = {1, 2, ..., nb}
Ybus(i, i) =
∑
∀ k
ykshunt(i, i) +
∑
∀ j
y(i, j) Ybus(i, j) = −y(i, j) (4.29)
where ykshunt(i, i) is the admittance of the k
th shunt element connected to bus
i and y(i, j) is the equivalent admittance connected between buses i and j.
Obtain the conductance and susceptance matrices as Gbus = Re{Ybus} and
Bbus = Im{Ybus}, respectively. Then, ∀ i = {1, 2, ..., nb}
0 = −Re{I i}+
∑
∀ j
Vj (Gbus(i, j) cos(θj)−Bbus(i, j) sin(θj)) (4.30)
0 = − Im{I i}+
∑
∀ j
Vj (Bbus(i, j) cos(θj) +Gbus(i, j) sin(θj)) (4.31)
where I i is the complex current injected to the bus i. This current may have
three components depending on the type of connected element—synchronous
generator, wind power generator or static load. Assuming a generic SG k and
a generic WTG `, where k ∈ {1, 2, ..., nSG} and ` ∈ {1, 2, ..., nWTG}, then
Re{I i} =

Iqk cos(δk) + Idk sin(δk) if bSG(k) = i
Iqs` cos(θ`) + Ids` sin(θ`)
−
(
Vqr`Iqr`+Vdr`Idr`
V`
)
cos(θ`)
if bWTG(`) = i
−PoiV (pv−1)i cos(θi)−QoiV (qv−1)i sin(θi) if a load is connected
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Im{I i} =

Iqk sin(δk)− Idk cos(δk) if bSG(k) = i
Iqs` sin(θ`)− Ids` cos(θ`)
−
(
Vqr`Iqr`+Vdr`Idr`
V`
)
sin(θ`)
if bWTG(`) = i
−PoiV (pv−1)i sin(θi) +QoiV (qv−1)i cos(θi) if a load is connected
Note that an exponential model has been considered for the load connected
at bus i as PLi + jQLi = PoiV
pv
i + jQoiV
qv
i .
4.2 Eigenvalues Sensitivity with Respect to an
Arbitrary Parameter κ
Consider the system matrix Asys. Assume that its eigenvalues and corre-
sponding right and left eigenvectors are defined by µi, vi and wi, respectively.
Eigenvectors are defined as column vectors. Then, ∀ i, j
wTi Asys = µiw
T
i (4.32)
⇒ wTi Asysvj = µiwTi vj (4.33)
Asysvj = µjvj (4.34)
⇒ wTi Asysvj = µjwTi vj (4.35)
Comparing Equations (4.33)-(4.35),
(µi − µj)wTi vj = 0 (4.36)
⇒ ∀ i 6= j, wTi vj = 0 (4.37)
Right and left eigenvectors are orthogonal. The calculation of the left eigen-
vectors can be normalized if wTi vi = δij, where δij is the Kronecker’s delta
function. Letting V = [v1, v2, ..., vn] be the matrix of right eigenvectors, then
W = V −1 = [w1, w2, ..., wn] is the matrix of left eigenvectors. Left eigenvec-
tors calculated in this fashion are orthonormal to the set of right eigenvectors.
To obtain eigenvalues sensitivity with respect to an arbitrary parameter
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κ, proceed as follows [71,72]:
Asysvj = µjvj (4.38)
⇒ ∂Asys
∂κ
vj + Asys
∂vj
∂κ
=
∂µj
∂κ
vj + µj
∂vj
∂κ
(4.39)
⇒ wTj
∂Asys
∂κ
vj + w
T
j Asys
∂vj
∂κ
= wTj
∂µj
∂κ
vj + w
T
j µj
∂vj
∂κ
(4.40)
⇒ wTj
∂Asys
∂κ
vj +
(
wTj Asys − wTj µj
) ∂vj
∂κ
=
∂µj
∂κ
wTj vj (4.41)
⇒ ∂µj
∂κ
= wTj
∂Asys
∂κ
vj (4.42)
When eigenvalues are complex, µj = µ
x
j + jµ
y
j , vj = v
x
j + jv
y
j and wj =
wxj + jw
y
j . Then, decomposing Equation (4.42) into its real and imaginary
parts, the following two equations are obtained:
∂µxj
∂κ
= wxj
T ∂Asys
∂κ
vxj − wyj T
∂Asys
∂κ
vyj (4.43)
∂µyj
∂κ
= wxj
T ∂Asys
∂κ
vyj + w
y
j
T ∂Asys
∂κ
vxj (4.44)
The system is made more stable if eigenvalues are moved to the left of the
complex plane. Therefore, in this research, Equation (4.43) is of interest. Asys
is obtained numerically by eliminating algebraic variables. Thus, an explicit
expression of its partial derivative with respect to the arbitrary parameter κ
is not possible. However, this derivative can indirectly be obtained by using
the Jacobian matrix and its sub-matrices As, Bs, Cs and Ds (see Appendix
D).
∂Asys
∂κ
=
∂
∂κ
(
As −BsD−1s Cs
)
(4.45)
=
∂As
∂κ
− ∂Bs
∂κ
D−1s Cs −Bs
∂D−1s
∂κ
Cs −BsD−1s
∂Cs
∂κ
(4.46)
where
∂D−1s
∂κ
= −D−1s
∂Ds
∂κ
D−1s (4.47)
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4.3 New England Test System
Data of the New England test system is presented in Appendix G. For sim-
plicity, the parameters of the exciter and governor at every SG are identical.
4.3.1 Small Signal Stability and Sensitivities
For the base case, there are four modes with a damping ratio less than 4.5%
(see Appendix H for more details about damping ratio). These are considered
critical modes in which just the angle δ and speed ω of the SGs participate.
In Table 4.1, these modes, the damping ratio, the oscillation frequency and
the SGs that participate in the modes through their angle and speed are
presented. The most critical mode has a damping ratio of about 3%, which
means that after a perturbation, the amplitude of the oscillations would
be reduced to 57% in about 3 s and to 15% in about 10 s. Although this
estimation is based on a linear model, this slow response can be visualized by
time domain simulations when the voltage reference of the SG 3 is increased
1% (see Figure 4.4).
In order to study the importance of SG inertia in system dynamics, eigen-
values sensitivity with respect to the inertia of the ith SG is performed. Con-
sider that the inertia of this generic SG is Hi. Eigenvalue sensitivities are
defined by Equation (4.43) where
dAsys
dHi
=
dAs
dHi
− dBs
dHi
D−1s Cs (4.48)
As depends on Hi through the equation of motion of the i
th SG and its state
variables E ′qi and E
′
di. Bs depends on Hi through the equation of motion
of the ith SG and its algebraic variables Iqsi and Idsi. Cs and Ds do not
Table 4.1: Dominant eigenvalues of the New England system (base case)
µ σ fosc [Hz] SG
µx1 ± jµy1 = −0.3202± j7.9294 4.04 % 1.2620 1, 3 and 8
µx2 ± jµy2 = −0.2023± j6.6095 3.06 % 1.0519 3, 5, 6 and 7
µx3 ± jµy3 = −0.2216± j6.0620 3.65 % 0.9648 5 and 9
µx4 ± jµy4 = −0.1184± j3.4647 3.42 % 0.5514 4, 5, 6, 7 and 9
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Figure 4.4: State variables of the SG No.1 when the voltage reference of SG
No.3 is increased 1%.
depend on Hi. Sensitivities are presented in Figure 4.5. Note that a positive
sensitivity means that the corresponding eigenvalue is moved to the right
of the complex plane when the inertia is increased. When the sensitivity
is negative, then the corresponding eigenvalue is moved to the left when
inertia is increased. The meaning of the sensitivity is reversed if the inertia
is decreased. Note that the effect of increasing the inertia of SGs 5, 6, 7, 8
and 9 is beneficial for some modes and detrimental for others. For example,
consider SG 5. An increase of inertia makes more stable the critical mode
µ3, but it makes more unstable modes µ1, µ2 and µ4. Among all generators,
it seems that a reduction of SG 3’s inertia can have, on average, a beneficial
impact over critical modes. Here, critical modes µ1 and µ2 are moved to the
left while modes µ3 and µ4 have a little displacement to the right. Note that
this effect of inertia H3 is not conventional because, in general, increasing
inertia improves the system’s stability. This result is verified by calculating
the equilibrium point and critical eigenvalues when the inertia of SG 3 is
varied (see Table 4.2). Sensitivities are valid in a neighborhood around the
base case parameters. The neighborhood’s size depends on the system and
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Figure 4.5: Sensitivity of critical modes with respect to the SG’s inertia.
parameters. Note that the neighborhood of dµ4
dH3
is small and consequently
not representative of the real system dynamics. As a result, mode µ4, instead
of moving to the right, actually moves to the left.
As this thesis postulates that a negative load model suffices for represent-
ing a WTG in power systems, sensitivity with respect to the active power
demand at every bus is performed. Consider that the active power demand
at bus i is Pi. Eigenvalue sensitivities are defined by Equation (4.43) where
dAsys
dPi
= BsD
−1
s
dDs
dPi
D−1s Cs (4.49)
Table 4.2: Sensitivity of critical eigenvalues with respect to inertia H3
H3 [s] µ1 µ2 µ3 µ4
35.8 −0.320± j7.93 −0.202± j6.61 −0.222± j6.06 −0.118± j3.47
32.5 −0.350± j7.97 −0.217± j6.64 −0.217± j6.07 −0.119± j3.48
30 −0.380± j8.62 −0.225± j6.65 −0.215± j6.07 −0.120± j3.49
27.5 −0.357± j8.91 −0.231± j6.66 −0.212± j6.08 −0.120± j3.50
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Ds depends on Pi through the bus voltage at bus i, i.e., algebraic variables
Vi (voltage magnitude) and θi (voltage angle). As, Bs, and Cs do not depend
on Pi. Sensitivities for two PQ buses and two PV buses are presented in
Table 4.3. Most of the buses show a negative sensitivity with respect to the
active power demand such as bus 14 which is considered in the next section.
However, their negative sensitivities are not as relevant as those found at
buses 19, 20, 34 and 38 (which have the highest negative sensitivities). The
negative sensitivities found at buses 19 and 20 mean that critical modes are
moved to the left while the demand is increased. As WTGs inject power,
negative demand, these PQ buses are not attractive for installing WTGs
because critical eigenvalues may be moved to the right of the complex plane.
Also, increasing the demand at buses 34 and 38 is beneficial but in this
case the interpretation is different. These are PV buses. An increase of the
active power demand can be alternatively expressed as a reduction of the
power generated by the SG. An important issue must be stated at this time.
Although a WTG does not have a major direct impact over the power system,
a WTG indirectly impacts the power system by displacing generation in SGs
and by changing network power flows [70,73]. Thus, the injection of power by
WTGs should be performed together with a reduction of the power generated
at bus 34 as this action is beneficial for the system stability (this fact must
be considered in the power generation scheduling). Bus 38 is rejected as the
reduction of the generated power from the SG can also move some critical
modes to the right.
Table 4.3: Sensitivity of critical eigenvalues with respect to the active
power demanded at bus i
i
dµx1
dPi
dµx2
dPi
dµx3
dPi
dµx4
dPi
19 0 -0.0001 -0.0019 -0.0142
20 -0.0001 -0.0017 -0.0026 -0.0160
34 -0.0001 -0.0061 -0.0041 -0.0188
38 0.0009 0.0012 -0.0244 -0.0140
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4.3.2 Low Wind Power Penetration
The impact of a low wind power penetration is studied by using a single equiv-
alent WTG that produces from 0 to 5% (305.8 MW) of the total generated
power. The equivalent WTG is arbitrarily connected at bus 14. Damping
ratio and oscillation frequency of the critical modes are calculated for the
mentioned wind power penetration (Figure 4.6). The movement direction
of the modes when the generated power is increased is indicated by arrows.
Note that, for this test system and its particular operating point, the effect of
increasing the wind power penetration is on average detrimental. While the
damping ratio of mode µ2 is increased, damping ratios of modes µ1, µ3 and
µ4 are reduced and, thus, the attenuation of oscillations before a perturba-
tion is worsened. With respect to the SGs’ inertia, the eigenvalues sensitivity
with respect to the inertia of SG 3 and 5 is calculated for these increasing
values of wind power penetration (see Figures 4.7 and 4.8). Observe that,
on average, the impact of the SGs inertia is reduced when the wind power
penetration is increased. For example, consider the critical modes at which
H3 and H5 are most influential. Observe that
dµx1
dH3
and
dµx2
dH5
, when the wind
Figure 4.6: Critical modes when a WTG connected at bus 14 generates
from 0% to 5% of the total generated power.
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Figure 4.7: Eigenvalue sensitivity with respect to H3 when a WTG
connected at bus 14 generates from 0% to 5% of the total generated power.
Figure 4.8: Eigenvalue sensitivity with respect to H5 when a WTG
connected at bus 14 generates from 0% to 5% of the total generated power.
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power penetration is increased from 0 to 5%, are reduced from 0.0145 to
0.0138 and from 0.0184 to 0.0182, respectively.
When the wind power generation is performed together with a reduction
of the generated power at bus 34, the dynamic behavior is improved. To
show this effect, the generated power from the WTG is increased from 0 to
100 MW in intervals of 10 MW. Two cases are presented in Figure 4.9; in the
first case, the WTG power is increased without executing any other action
(black curve), and in the second case, the same power generated by the WTG
is subtracted from the generation of the SG 5 which is connected at bus 34
(red curve). Note that in the second case all critical modes are improved
having a higher damping ratio.
Note that these conclusions are valid in a neighborhood around the equi-
librium point. When the power demand at bus 4 is varied, the impact of the
equivalent WTG is different. Thus, define the power demand at bus 4 as a
bifurcation parameter which is increased from its base value. The system’s
HB point occurs at a loading parameter of 1715 MW, 1755 MW, 1790 MW,
1825 MW and 1850 MW when the wind power penetration is increased from
Figure 4.9: Critical modes when a WTG connected at bus 14 generates
from 0 to 100 MW (black curve) and when the WTG’s power is
compensated with a reduction of power of SG 5 (red curve).
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1% to 5% in intervals of 1%, respectively.
Observe that the effect of increasing the wind power penetration is bene-
ficial as the loading at the HB point is increased. The system is more robust
as it is able to support higher loading. To sum up, although the impact
of wind power generation over the system dynamics is negative around the
initial equilibrium point (base case), its impact is beneficial as it increases
the loading capability of the system. Moreover, displacing generation from
SGs can have a significant impact on the system dynamics making critical
modes more stable.
4.3.3 Aggregated and Reduced-Order Models
Three wind power scenarios are considered. In the first scenario a wind farm
of 20 WTGs is connected at bus 14 (Wind Farm A). In the second scenario
a wind farm of 50 WTGs is connected at bus 14 (Wind Farm B). In the
third scenario two wind farms of 50 WTGs are connected at buses 14 and 19,
respectively (Two Wind Farms B). Wind farms data is shown in Appendix
I. Wind speed direction in reference to the turbines location is also shown in
this appendix. In Wind Farm A, the wind speeds at the WTGs located at
the first, second, third, fourth and fifth rows are 12, 11.6, 11.3, 10.9 and 10.6
m/s, respectively. In Wind Farm B, the wind speed at the WTGs located
from the first to the tenth rows are the ones shown in Table 3.1. The WTGs
located at the first row receive an incoming wind speed of 12 m/s. Four wind
power models are taken into account (M1, M2, M3 and M4). M1 considers
that every WTG is represented by a zero-axis model. M2 considers that
every WTG is represented by a NL model. M3 considers that every wind
farm is represented by an aggregated model. M4 considers that every wind
farm aggregated model is represented by a NL model.
Bifurcation analysis is performed and, for simplicity, five power transfers
are defined as bifurcation parameters. All transfers consider the slack bus
(bus 39) as the sending node, the place where the transfer is injected to the
system. The receiving nodes, where the transfer is absorbed from the system,
are buses 4, 8, 16, 20 and 24. One transfer at a time is considered. In Table
4.4, the loadings at the HB and SNB point for the three wind power scenarios,
four wind farm models, and five power transfers are presented. There is a
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Table 4.4: Loading in MW at bifurcation points for the three wind farm
scenarios
Scenario 1 Scenario 2 Scenario 3
Transfer Model
HB SNB HB SNB HB SNB
M1 1720 1980 1765 2030 1825 2105
M2 1725 1985 1770 2030 1825 2105
to bus 4
M3 1725 1985 1780 2045 1835 2125
M4 1730 1985 1790 2045 1835 2125
M1 1620 1775 1645 1815 1670 1870
M2 1620 1775 1645 1815 1665 1870
to bus 8
M3 1620 1780 1655 1825 1680 1880
M4 1620 1780 1655 1825 1680 1880
M1 1760 2110 1810 2180 1950 2340
M2 1765 2110 1820 2180 1965 2340
to bus 16
M3 1760 2110 1825 2195 1975 2370
M4 1770 2110 1835 2195 2000 2370
M1 1845 2300 1870 2350 1955 2480
M2 1850 2300 1875 2350 1975 2485
to bus 20
M3 1845 2300 1875 2360 1975 2505
M4 1850 2300 1885 2360 2000 2505
M1 1780 2120 1830 2195 1970 2355
M2 1785 2120 1840 2195 1990 2360
to bus 24
M3 1780 2120 1845 2210 2000 2385
M4 1790 2125 1860 2210 2025 2385
M1: Every WTG represented by a two-axis model
M2: Every WTG represented by a NL
M3: Wind farm represented by an aggregated model
M4: Wind farm aggregated model represented by a NL
great agreement between the four wind farm models. A slight increase of the
loadings is observed when the model is aggregated and when a NL model is
used. The largest discrepancy occurs between M1 and M4 when wind power
scenario 3 and a power transfer to bus 24 are considered. The loading at the
HB point with M1 and M4 is 1970 and 2025 MW, respectively. This difference
corresponds to about 2.7% of error, which can be considered acceptable.
Most importantly, the computational burden is dramatically reduced when
95
M4 is used. While 500 differential equations and 800 algebraic equations are
employed with model M1, 4 algebraic equations are used with model M4.
Note that when model M1 and M4 were used, the bifurcation analysis was
performed in 425 and 1 minutes, respectively. A personal computer with a
2.2 GHz dual processor system and Matlab 6.5 were used. In this analysis,
the most demanding task is to calculate the inverse of the Jacobian matrix.
The simulation time increases exponentially with the number of variables.
The eigenvalues’ pathways using the four models are very similar. In Figures
4.10 and 4.11, the eigenvalues’ pathways using the wind power scenario 3 and
power transfer to buses 16 and 20 are shown. To sum up, the aggregation of
WTGs in a wind farm and then its model order reduction does not impact the
system dynamics. The reduced-order model mimics very well the the impact
of WTGs in power system stability while obtaining an important reduction
in dimensionality.
Time domain simulations are performed and, at first, wind power sce-
nario 1 and models M1 and M4 are considered. Similarly to the assump-
tions made in Chapter 3, a wind gust is applied at t = 20 s which travels
Figure 4.10: Dominant eigenvalues using wind power scenario 3 and a
power transfer to bus 20.
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Figure 4.11: Dominant eigenvalues using wind power scenario 3 and a
power transfer to bus 24.
along the WTGs. Thus, the new wind speed at every WTG is given by
vnewwind = vwind + vgust. After the wind gust passes through a turbine’s blades,
the gust’s wind speed is reduced by 2%. Also, a traveling time of 2 s be-
tween the wind farm rows is considered. The wind gust causes wind speed
variations of about ±1.5 m/s around the initial speed. The resulting equiv-
alent wind speed is shown in Figure 4.12. The equivalent wind speed at
t = 0 s becomes vwind(t = 0) = 11.3018 m/s. The resulting first-order model
for Wind Farm A, P˙ egen = β1P
e
gen+β2v
e
wind+β3, has the following parameters:
β1 = −0.2503 β2 = 0.0536 β3 = −0.4026
⇒ P egen(t = 0) = −β2v
e
wind(t=0)+β3
β1
= 0.8117
Using models M1 and M4, a comparison of a few state variables of SG 3
and the total power generated by the wind farm are presented. In Figure
4.13, variables related to active power are presented. Observe that there is a
noticeable agreement between models M1 and M4. In Figure 4.14, variables
related to voltage are presented. Observe the discrepancy between the mo-
dels. Note that this issue is related with voltage and reactive power which,
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in the proposed model, was treated in a simplified way. The reactive power
output of every WTG was assumed equal to zero and, based on a few ref-
erences [9, 11, 49, 54], the wind farm network losses were simply neglected.
This issue can be clarified by observing bus voltages at buses 1, 8 and 14 of
Wind Farm A and bus 14 of the New England System (Figure 4.15). Observe
that the wind farm’s buses 8 and 14 increase their voltages when the wind
speed increases. However, wind farm’s bus 1 and New England System’s bus
14 reduce their voltages. Moreover, observe the power sent from the wind
farm to the PCC (Figure 4.16). While the estimation of active power is fair
(P egen), the reactive power absorbed by the wind farm is not estimated at
all (Qegen = 0 p.u.). Using the Ward Injection Method [74], the wind farm
equivalent circuit of Figure 4.17 is found. The equivalent parameters and
variables are calculated for the initial condition and when the total wind
farm active power is maximum (see Table 4.5). Maximum power occurs at a
simulation time of t = 51.94 s. Note that
a. Equivalent impedance and admittance are the same independent of the
power generated by the WTGs.
Figure 4.12: Equivalent wind speed of wind power scenario 1.
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Figure 4.13: Comparison of ω, Tm and δ of SG 3 and P
e
gen using model M1
(black line) and M4 (red line).
Figure 4.14: Comparison of E ′q, E
′
d, Efd and Rf of SG 3 using model M1
(black line) and M4 (red line).
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Figure 4.15: Bus voltages profile of buses 1, 8 and 14 of Wind Farm A and
bus 14 of New England System (Model M1, wind power scenario 1).
Figure 4.16: Active and reactive powers using models M1 (black line) and
M4 (red line). While P egen is considered with model M4, power sent from
from bus 1 of the Wind Farm A to the bus 14 of the NE System is
considered with model M1.
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Figure 4.17: Wind farm equivalent circuit at the PCC with the grid.
Table 4.5: Voltage and power of wind farm equivalent circuit at initial
condition and when wind farm active power is maximum
Initial Condition Maximum Power
V a = 0.9424e
−j0.0864 p.u. V a = 0.9416e−j0.0771 p.u.
V b = 0.9420e
−j0.1218 p.u. V b = 0.9420e−j0.1222 p.u.
S = 0.7846− j0.0343 p.u. S = 0.9970− j0.0559 p.u.∑20
k=1 P
k
gen = 0.8243 p.u.
∑20
k=1 P
k
gen = 1.0614 p.u.
b. z and y are equal to the parameters of the line that connects bus 1 of Wind
Farm A and bus 14 of the New England System (PCC). ys depends on the
wind farm network’s parameters and is obtained by the Ward injection
method. Thus, z = 0.002 + j0.04 p.u., y = j0.01 p.u. and ys = j0.0161
p.u.
c. S takes into account the total power generated by the WTGs and also the
wind farm’s network losses.
d. The total reactive power absorbed by the wind farm is determined by the
imaginary part of S and the admittance ys.
In conclusion, when the WTGs increase their output, there is an increase of
the reactive power absorption of the wind farm. While WTG’s terminal volt-
age increases with the increase of active power, wind farm terminal voltages
decrease due to the increase of the wind farm’s reactive power absorption.
Therefore, both active and reactive power losses of the wind farm should be
included in the model. It seems that active power losses are not critical for
the validity of the reduced-order model (observe Figures 4.13 and 4.16). On
the other hand, reactive power losses have an important influence over the
system. Although being low, reactive power absorbed by the wind farm can
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create a different voltage profile if it is wrongly estimated. This has a direct
impact on the variables associated with voltage, e.g., Efd, E
′
q, and others.
In order to estimate the reactive power absorbed by the wind farm, selec-
tive modal analysis can be also used. Basically, relevant modes and variables
related to the reactive power absorption of the wind farm have to be identi-
fied. This will be considered in future research. For now, the least squares
method is used to find a curve that relates the reactive power absorption
of the wind farm with the equivalent wind speed. The following model is
proposed:
Q˙egen = aQ
e
gen + bv
e
wind + c (4.50)
where Qegen is the total power injected by the wind farm to the grid. In
other words, this power is the reactive power sent from bus 1 of the Wind
Farm A to bus 14 of the New England System. The effect of the shunt
admittance ys is already taken into account in this power. To determine the
model’s parameters, take m measurements from a time domain simulation
using model M1. Create the following matrix equation in which every single
row corresponds to the measurements at one particular time:
1Q˙egen
2Q˙egen
...
mQ˙egen

︸ ︷︷ ︸
y∈Rm×1
=

1Qegen
1vwind 1
2Qegen
2vwind 1
...
...
...
mQegen
mvwind 1

︸ ︷︷ ︸
M∈Rm×3
 ab
c

︸ ︷︷ ︸
pQ∈R3×1
(4.51)
where pQ is the vector of parameters, y and M are the vector and matrix of
measurements. Assume that there are more measurements than the number
of parameters and that M is full column rank. Thus, MTM is invertible.
Note that Q˙egen is obtained by numerical differentiation. Thus, the parameters
are calculated as
pQ =
(
MTM
)−1
MTy =
[
−0.2493 −0.0045 +0.0456
]T
(4.52)
Time domain simulations are performed again with model M4 but includ-
ing the modeling of the reactive power absorption by the wind farm. Figure
4.18 shows variables E ′q, E
′
d, Efd and Rf of SG 3. Observe that now there is
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a good agreement between models M1 (black line) and M4 (red line). This
model has been tested with other wind speed sequences obtaining satisfac-
tory results. In the case of the wind power scenario 3, the parameters of the
wind farms’ reduced-order models are obtained and are listed in Table 4.6.
Figure 4.18: E ′q, E
′
d, Efd and Rf of SG 3 using model M1 (black line) and
M4 (red line) including the reactive power absorption of the wind farm.
Table 4.6: Parameters of the reduced-order models (wind scenario 3)
Wind Farm A Wind Farm B
β1 -0.2471 -0.2466
β2 +0.1276 +0.1275
β3 -0.9340 -0.9335
a -0.3088 -0.3401
b -0.0071 -0.0155
c +0.0716 +0.1534
vwind,0 11.0080 11.0080
P egen,0 +1.9046 +1.9060
Qegen,0 -0.0212 -0.0506
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The results show that the reduced-order model’s variables follow the ten-
dency of those of the full-order model (see Figures 4.19 and 4.20). There
is an evident offset in the power sent to the grid. Using model M1, Pto grid
corresponds to the power transmitted from bus 1 of the Wind Farm B to
bus 19 of the New England System (black line). Using model M4, Pto grid
corresponds to P egen of Wind Farm B (red line). This difference is due to
the wind farm’s active power losses. As in reactive power losses, selective
modal analysis will be considered in future research to improve the model by
estimating the losses.
Note that each wind farm is represented by 250 differential equations
and 400 algebraic equations when model M1 is employed. In contrast, 2
differential equations and zero algebraic equations are employed when model
M4 is used. Nevertheless, note that the analyzed cases have a low wind power
penetration. Wind power scenario 3 has a wind penetration less than 4%. In
future research, higher wind power penetration will be considered. A WTG’s
speed controller with frequency response will also be taken into account.
Figure 4.19: Wind power scenario 3, comparison of SG 3’s variables and
reactive power injected to the grid. Results using M1 model (black line)
and M4 model (red line).
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Figure 4.20: Wind power scenario 3, comparison of SG 3’s variables and
active power injected to the grid. Results using M1 model (black line) and
M4 model (red line).
4.3.4 Response Under Major Perturbations
The results so far indicate that no matter the system state, the active power
generated by a wind farm depends basically on the wind farm’s average
wind speed. Bifurcation analysis supports the idea that a simplified model
based on a negative load model has no major impact on the system stability.
Time domain simulations support the idea that system equilibrium point,
the vector of state and algebraic variables, is not strongly affected by the
simplified model. However, the system has been subjected only to wind
speed variations. In this section, the behavior of the reduced-order model is
tested when the system is subjected to major perturbations causing a notable
change in the system equilibrium point.
A generator outage is a major disturbance that can cause low network
voltages by disconnecting an important amount of reactive power. Also, the
outage withdraws active power injection creating a re-distribution of power
flows in the network. Generators G3, G4 and G6 are one of the most loaded
and, thus, their sudden outages will be taken into consideration. Although
not being as severe as a generator outage, line outage is also considered. The
electrical line connecting buses 2 and 3 of the New England System has an
active power flow of about 500 MW and a notable change in the network
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power flows can be created if the line goes out of service. The outage is
applied at t = 30 s to one element at a time.
In Figure 4.21, the dynamic evolution of a few variables when SG 3 goes
out of service is presented. Wind power scenario 1 is considered. The vari-
ables obtained using model M1 and model M4 are presented with black and
red lines, respectively. Although the outage causes a voltage drop of about
4% at bus 1 of the Wind Farm A, models M1 and M4 give similar results.
There exists a small discrepancy when voltages V1 and Efd are compared.
The reactive power absorption was modeled as a constant power and natu-
rally the voltage reduction affects the wind farm losses. Although there is
not an important discrepancy, voltage incidence over losses should be taken
into account to improve the model. Similarly, the total active power injected
by the wind farm is affected by this perturbation, but its impact over angular
speed and torque is negligible. It seems that the oscillations of Pto grid do not
have a major impact over the system’s response. The rest of the variables
were also compared and good agreement between results using model M1 and
M4 is found. The outage of SG 3 is also applied to wind power scenario 3 (see
Figure 4.22) and similar conclusions are obtained. Note that the hypothesis
that there is no major interaction between WTGs and SGs is verified in these
cases. The major interaction between WTGs and the power system is the in-
terchange of power. Observe that during the outage of SG 3, the most severe
disturbance, the power injected by each wind farm is perturbed. However,
their injected power quickly comes back to their unperturbed path which is
defined by the wind speed profile. This unperturbed path is captured by the
reduced-order model. Similar results are obtained when line 2-3, SG 4 and
SG 6 go out of service.
The dynamic simulations are performed using Matlab’s solver ode15s
which is a variable order solver based on numerical differentiation formu-
las in terms of backward differences. Results obtained with ode15s were
successfully tested using Matlab’s solver ode23s which is based on a modified
Rosenbrock formula of order 2 [75]. These are the only two solvers for DAEs
system available in Matlab. Note that the New England System has several
eigenvalues close to the imaginary axis which might affect the effectiveness
of the solvers. Thus, to verify the New England test system’s results, other
solvers should be considered in future research.
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Figure 4.21: Comparison using M1 model (black line) and M4 model (red
line) when SG 3 goes out of service at t = 30 s. Wind power scenario 1.
Figure 4.22: Comparison using M1 model (black line) and M4 model (red
line) when SG 3 goes out of service at t = 30 s. Wind power scenario 3.
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CHAPTER 5
CONCLUSIONS
In this thesis, the modeling of wind farms to perform power system analysis is
studied. Type-C wind turbine generators are considered. This type of wind
generator consists of a turbine, a gearbox to increase the rotational speed,
and a doubly-fed induction generator. Two ac/dc converters and a dc-link
are used to feed the rotor circuit of the DFIG. The rotor power is drawn
from the grid. For this configuration and based on time scale decomposition,
two dynamic models are presented. In the first model, while rotor flux link-
age dynamics are fully modeled, stator flux linkage dynamics are assumed to
be infinitely fast. This representation is called the two-axis model. In the
second model, both rotor and stator flux linkage dynamics are assumed to
be infinitely fast. This is called the zero-axis model. In both models, a ro-
tor speed controller, a reactive power controller and a pitch angle controller
are considered. The turbine aerodynamic is represented by a static model
which relates the wind speed, the rotor speed and the mechanical power ex-
tracted from the wind. The gearbox is assumed to be stiff and, therefore,
a single-mass model is assumed. This single-mass model basically consid-
ers the turbine, the gearbox and generator’s shaft as a whole and represents
them by a unique inertia constant. With respect to the controllers, the speed
controller is designed to extract maximum power from the wind for a given
wind speed. The reactive power controller is designed to follow a reference
which is, in general, a zero reactive power output. Both speed and reactive
power controller use proportional and integral control with an internal and
external control loop. The internal loop is fast and involves the DFIG’s rotor
currents. The external loop is slow and involves the DFIG’s active and re-
active powers. The pitch angle controller is designed to limit the maximum
active power output of the WTG and it also considers a proportional and
integral control. Note that while the two-axis model contains 10 differential
and 8 algebraic equations, the zero-axis model contains 8 differential and 8
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algebraic equations. In most of the analysis, the wind speed, and therefore
the active power output, is assumed to be within its limits. Consequently,
the pitch angle controller is not taken into account. The numbers of differ-
ential equations of the two-axis and zero-axis models are reduced to 7 and
5, respectively. When every single WTG in a wind farm is represented by
these models, the dimensionality of the power system model increases no-
tably. In some cases, this can be an unattainable computational burden and
reduced-order models are required.
Two-axis and zero-axis models are highly nonlinear and, whether a time
domain simulation or static analysis is performed, a proper algorithm to ini-
tialize the model variables is required. Thus, an algorithm to calculate initial
conditions is presented. This algorithm requires a turbine’s P-curves and the
steady-state model of the DFIG. The P-curves are a graphical representation
of the turbine aerodynamics and relate the wind speed, rotor speed and power
extracted from the wind. The steady-state model of the DFIG is obtained
by assuming that the mechanical torque given by the turbine and the rotor
voltages given by the controllers are known. An equivalent circuit similar to
the steady-state equivalent circuit of an induction machine is obtained. The
only differences are that in the DFIG model two power injections are applied:
mechanical power coming from the turbine and electrical power injected to
the rotor circuit.
Several studies are performed using dynamic and steady-state models.
The main conclusions can be summarized as follows:
a. The speed controller maximizes the power extraction from the wind (me-
chanical power) and feeds back the WTG’s power output (electrical power).
Thus, this controller leads to a quasi-optimal equilibrium point. The dif-
ference between mechanical and electrical power is the DFIG’s stator and
rotor losses. Note that mechanical losses are not considered in this work.
For all the analyzed cases, DFIG’s losses are below 3% of the generated
power.
b. A strong coupling in the q-axis rotor voltage and active power as well as
the d-axis rotor voltage and reactive power is observed. Actually, this
knowledge is used in the design of the speed and reactive power con-
trollers. While the speed controller uses an internal loop with q-axis rotor
current, the reactive power controller uses an internal loop with d-axis
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rotor current. There is a weak cross-coupling between q-axis rotor voltage
and reactive power and between d-axis rotor voltage and active power.
This cross-coupling means that the action of one controller will affect the
action of the other one.
c. The power capability of a DFIG is similar to that of a SG. By controlling
the d-axis rotor voltage the DFIG can inject reactive power to the grid.
Depending on the wind availability, when a WTG is injecting an important
amount of active power, the available reactive power that the WTG can
inject is reduced. In the worse loading case, a WTG can be set to produce
no reactive power. Note that Type-A and Type-B WTGs absorb reactive
power from the grid, which degrades the system bus profile. Thus, even
if a WTG produces no reactive power, it still benefits the power system
operation.
d. In a WTG, reactive power control is preferred over voltage control. It
has been shown that due to the injection of power from WTGs in mul-
tiple points through an internal network (wind farm network), the use
of voltage control at every WTG can lead to abnormal operating points.
These abnormal points are characterized by an excessive amount of re-
active power absorbed by the WTGs. Moreover, from the grid side, this
control strategy is not attractive as the reactive power absorbed by the
wind farm at the PCC is significant. On the other hand, reactive power
control does not overload WTGs and minimizes both the losses and the
reactive power absorbed by the wind farm. However, it creates overvolt-
age in the wind farm network buses. Nevertheless, in all simulated cases,
the overvoltage is less than 8% which is not a severe issue.
e. When a WTG is represented by its two-axis model, modal analysis reveals
that the rotor flux linkage dynamics are still much faster than the dynam-
ics of other state variables. This justifies the use of the zero-axis model
in which both stator and rotor flux linkage dynamics are represented by
algebraic equations (they are assumed to be infinitely fast). Moreover,
WTG’s variables participate in those modes that lie close to the real axis
of the complex plane. Thus, WTG’s variables do not exhibit major os-
cillatory behavior when the system is perturbed. This phenomenon is
observed during time domain simulations. In addition, WTG’s variables,
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most of the time, do not participate in unstable modes. In power systems,
there is generally a complex pair of eigenvalues that crosses the imaginary
axis when the load is increased. This complex pair of eigenvalues defines
the system HB point and is related with variables of the SG’s voltage con-
troller. This is observed with and without a WTG. Thus, a WTG does
not have a major impact on the system stability and the most important
interaction with the system is the interchange of power. Nevertheless,
when the gains of the internal loop of the speed and reactive power con-
trollers lie in a certain range, the WTG’s variables have participation in
this complex pair of eigenvalues and impact the eigenvalues pathway when
the load is increased.
f. Based on the results of the modal analysis, a negative load model is pro-
posed to represent a WTG in power systems. The full-order model is com-
pared when the WTG is represented by a negative load and a hypothetical
synchronous generator (HSG). In the case of a HSG, a PI-controller in cas-
cade with an IEEE Type-1 exciter is employed to control reactive power.
Bifurcation analysis is performed using loading as a bifurcation parame-
ter. The eigenvalues pathway is compared. The results show that while
the HSG has more dominant eigenvalues with a lower frequency than the
base case, the negative load resembles very well the full-order model, es-
pecially the most dominant modes. To verify this conclusion, sensitivity
analysis is performed. In all cases, a negative load model mimics properly
the behavior of a WTG in the power system except when the gains of
the internal loop of the speed and reactive power controllers lie in a cer-
tain range. With gains in this range the frequency of the most dominant
modes is considerably reduced. Nevertheless, no alteration is observed in
the system critical loading which remains approximately equal to the base
case (loading at the HB point).
These results indicate that a negative load model suffices to represent a
WTG in power system analysis. Note that this fact is valid only for a Type-C
WTG and the models described in this thesis. Other controller and turbine
models should be considered to generalize these results. The importance
of validating a negative load model is to obtain a reduction of simulation
time and model complexity while still obtaining acceptable results. In the
case of static analysis, a typical negative load model represented by two
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algebraic equations is required. In the case of time domain simulations, a
differential model that captures the active power dynamics is required. This
model has to use wind speed as input and generated power as both state
variable and output. The reactive power output is so far assumed to be
zero (algebraic equation). SMA is employed to obtain this simplified model.
There is a unique relevant mode which is related with the rotor angular speed
of the WTG, and consequently, with the active power output. When SMA
is applied, at least one state variable is required for every relevant mode.
As mentioned before, for a certain range of gains of the internal loop of
the speed and reactive power controllers, a negative load model does not pro-
vide satisfactory results with respect to the system stability (refer to modal
analysis). Using SMA, more modes related to the rotor angular speed are
found. In this case, more state variables are required and a single differential
equation based on a negative load model cannot be directly obtained. When
the gains lie in this critical range, the WTG’s inertia has an important inci-
dence in the model’s structure. It has been observed that when the inertia
is relatively low, the number of relevant modes and required state variables
of the reduced order model increases substantially. Reduced order models of
second and third order have been obtained. When the inertia is relatively
high, and thus the number of relevant modes is reduced, a single differential
equation based on a negative load modal may still provide acceptable results
in terms of the WTG’s power output estimation. To obtain a single differ-
ential equation model, from all relevant modes choose the one in which the
rotor angular speed, and therefore the active power output, has the largest
participation. To sum up, when controller gains are critical and the inertia
is high, a negative load model can still provide a good estimation of system
variables even when the system dynamics might be significantly altered.
When a simplified representation of a wind farm is needed, aggregation
techniques should be used. In this thesis, an aggregated model is proposed.
Basically, a single equivalent WTG is obtained by aggregating the mechanical
power extracted from the turbines. In other words, an equivalent mechanical
power is obtained by summing over all WTGs’ mechanical power. As a result,
an equivalent speed is defined. In addition, equivalent parameters and vari-
ables are defined using the same concept of adding powers. The equivalent
WTG has the same characteristic as individual WTGs having also equivalent
controllers. In addition, the equivalent WTG is reduced by using SMA. If a
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wind farm has 100 WTGs, 500 differential equations and 800 algebraic equa-
tions are required when every WTG is modeled by its zero-axis model. When
the proposed aggregated model is used, only 5 differential equations and 8
algebraic equations are needed. If the aggregated model is reduced, then
1 single differential equation (active power) and a single algebraic equation
(reactive power) are needed. Another way to obtain an equivalent model for
the wind farm is to represent every WTG by a reduced-order model. In the
best case, every WTG can be represented by a negative load model. In the
case of 100 WTGs, then 100 differential equations (for active powe injection)
and 100 algebraic equations (for reactive power injection) are required. In
general, the following main conclusions are obtained from the aggregation of
wind farms.
a. The results obtained using the full-order model, the aggregated model and
reduced-order model do not show any large discrepancy. It seems that the
wind speed averaging cancels a few oscillation modes which are not ob-
served in the aggregated and reduced-order models. Still, the results are
satisfactory showing a good agreement with those of the full-order model.
The results are consistent also with those obtained by the Slootweg’s ag-
gregation method. Although Slootweg’s method gives a good model, it
seems that its main disadvantages are that variables have an offset due to
the linearization of the power reference characteristic. Moreover, it seems
that the results obtained with this method are smoother than those ob-
tained with the full-order, aggregated and reduced-order models.
b. The proposed aggregated and reduced-order models are applied to the
New England Test System. Four modes have a damping ratio inferior to
4.5% which is considered critical. Analytical sensitivity with respect to
the SG’s inertia and active power injection is calculated. Results show
that WTGs do not directly impact the system stability. On the contrary,
WTGs impact system operation indirectly by displacing generation from
SGs and by re-distributing power flows through the network. When power
is injected by the WTGs, critical modes are degraded, but when the in-
jection is performed together with a change in the generated power from
SGs, the damping ratio of critical modes is positively increased.
c. Bifurcation analysis is performed to the New England test system. This
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study has to do with how well the aggregated and reduced-order models
retain the stability properties of the full-order model. Three wind power
scenarios are considered: a wind farm of 20 WTGs connected at bus 14,
a wind farm of 50 WTGs connected at bus 14 and two wind farms of
50 WTGs connected at buses 14 and 19, respectively. Four power trans-
fers are considered. All of them consider bus 39 as the sending node
(node where the power is injected). Four models are evaluated. The
first model (M1) represents every WTG by its zero-axis model. The sec-
ond model (M2) represents every WTG by a negative load model. The
third model (M3) uses an equivalent WTG to represent the wind farms.
The fourth model (M4) uses a reduced-order model to represent the wind
farms. When the eigenvalues pathway and loading at HB and SNB points
are compared, a good agreement among the four models is found. A slight
increase of the loadings at HB and SNB points is found when the WTGs
are aggregated and then when the equivalent model is reduced. In the
worst case, the model M4 estimates the HB and SNB points with an error
of about 2.7%.
d. Time domain simulations are performed. This study has to do with how
well the aggregated and reduced-order models estimate the system vari-
ables. Wind power scenarios 1 and 3 are considered. When the wind
passes through a turbine’s blades, the wind speed is reduced by 2%. A
traveling time between wind farm rows of 2 s is considered. An incoming
wind gust that travels through the wind farms creates wind speed varia-
tions of about ±1.5 m/s. The system variables are compared using models
M1 and M4 showing good agreement. Also, major perturbations such as
generator outages and line outages are considered. In all cases, the original
variables are properly estimated when model M4 is used. Note that the
hypothesis that there is no major interaction between WTGs and SGs is
verified in this case. The major interaction between these machines is the
interchange of power. Observe that during the outage of SG 3, the most
severe disturbance, the power injected by the wind farms is perturbed but
it rapidly comes back to its unperturbed path defined by the wind speed
profile. This unperturbed path is captured by the reduced-order model.
e. The wind farm’s reduced-order model fails to properly estimate the sys-
tem’s variables when the wind farm’s reactive power absorption is not
114
considered. Actually, both active and reactive power losses should be con-
sidered in order to improve the performance of the reduced-order model.
The losses strongly depend on the wind speed profile; therefore, SMA
can be utilized to estimate them. In this thesis, a first-order differen-
tial equation in terms of the reactive power injected by the wind farm is
used. The equivalent wind speed is used as input. The model parameters
are calculated using the least-square method. This reactive power model
considerably improves the variables’ estimation when model M4 is used.
All these results prove that a negative load model for representing WTGs
in a power system is possible. Replacing either a two-axis or zero-axis model
of a WTG with a negative load neither considerably alters the original system
dynamics nor modifies the system variables. This is beneficial due to the
reduction of simulation time and model complexity. In the largest case, it is
shown that two wind farms that in total are represented by 500 differential
equations and 800 algebraic equations can be represented by just 4 differential
equations. There are other factors that should be included in this study such
as equivalency during short-circuits, different control schemes, wind farm loss
estimation, and wind farm central control, among others. All these issues are
left for future research and are listed next.
5.1 Future Research
a. In the two-axis model, consider a complete model for the field oriented
control and then reduce the model’s order. Establish a simplified model to
dynamically estimate the shift angle between the WTG’s q-d axis reference
and the system reference.
b. Other turbine models and control systems should be evaluated to test the
validity of using a negative load model.
c. Include WTGs with frequency response. Basically, an input related to
frequency deviation is included in the external loop of the speed controller.
More interaction between WTGs and SGs is expected.
d. A central control that coordinates the active power and reactive power
controllers at every WTG should be studied. Minimization of losses and
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maximization of power extraction from the wind may be considered as
global objectives.
e. Obtain a new reduced-order model that considers both active and reactive
power losses of the wind farm. Use SMA for that purpose. Also, consider
voltage incidence over losses and explore the utilization of voltage at PCC
as an input in the reduced-order model. Moreover, perform short-circuit
analysis to estimate equivalent parameters that capture the impact of
the wind farm network on the short-circuit currents and on the system
variables during time domain simulations.
f. Perform more studies on the influence of the controller gains over the sys-
tem stability and their impact on the proposed aggregated and reduced-
order models. Evaluate different tuning techniques to calculate PI-controller
gains. Then, evaluate the system stability for the different set of param-
eters found.
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APPENDIX A
ACTIVE AND REACTIVE POWER
CONTROL
Assume that the d-axis is oriented along the stator flux axis, i.e., ψs = ψds
with ψqs = 0. In addition, neglect Rs and use Equations (2.10)–(2.11) in
steady state to get Vds = ψqs = 0 and Vqs = ψds = VD. Consider the flux
equation (2.14) to obtain
Iqs =
Xm
Xs
Iqr Ids =
Xm
Xs
Idr − VD
Xs
(A.1)
Then, the complex power leaving the generator’s stator is
Ps + jQs = (VdsIds + VqsIqs) + j(VqsIds − VdsIqs) (A.2)
=
(
Xm
Xs
VDIqr
)
+ j
(
VD
XmIdr − VD
Xs
)
(A.3)
It turns out that the control of active and reactive power can be performed
independently varying Iqr and Idr, respectively. The alignment of the d-
axis and stator flux axis is obtained by using field-oriented control. In this
research, a very fast field-oriented control is assumed and, therefore, an ideal
shift-angle transformer which keeps a zero angle at the DFIG’s terminal is
considered (see Figure 2.8). This angle is the shift angle between the variables
in machine reference and network reference. In commercial software, such as
PSS/E, this angle is calculated by a closed-loop feedback controller. However,
it has been observed that the results are very sensitive to the controller’s
gains. In future research, the dynamic of the field-oriented control will be
considered and a simplified model to dynamically calculate this angle will be
obtained.
The active power controller is designed to extract maximum power from
the wind. When the pitch angle is constant, power extraction depends on
both vwind (uncontrollable) and λ (controllable) which is defined in terms
of ωr. Therefore, controlling ωr we can move along the power curve for
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a given wind speed to maximize the power. Tracing a curve through the
maximum power points for every given wind speed of Figure 2.1 (see also
Figure 2.15), a one-to-one correspondence between optimal power and rotor
speed is obtained. This correspondence and the minimum speed (cut-in),
typically 0.7 × ωrated, and maximum speed, 1.2 × ωrated, due to converter
ratings [17], is used to define a power reference (tracking curve). If the speed
exceeds its maximum, pitch-angle control must be performed. Based on
Equation (A.3), a PI controller with an internal Iqr-control loop is considered
(Figure 2.4). In the reactive power controller, a PI controller with an internal
Idr-control loop is used (see Figure 2.5) [25].
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APPENDIX B
FOUR-BUS TEST SYSTEM DATA
The parameters of the 4-bus test system (Figure 2.23) are in per unit unless
otherwise is specified. A common base has been chosen.
Doubly-fed induction generator
Xm = 3.5092, Xs = 3.5547, Xr = 3.5859, ωs = 120pi [rad/s], Rs = 0.01015,
Rr = 0.0088, H = 4 [s], p = 4, ρ = 1.225 [kg/m
3], R = 15 [m], Sb =
1 [MVA], C = 3.2397 × 10−9 [s3/rad3], k = 1/45, KP1 = KP2 = KP3 =
KP4 = 1, KI1 = KI2 = KI3 = KI4 = 5, Qref = 0
Synchronous machine
Xd = 2.2, Xq = 1.76, X
′
d = 0.2, X
′
q = 0.2, Td0 = 8 [s], Tq0 = 1 [s], H = 10 [s],
KE = 1, TE = 0.7 [s], KF = 0.03, TF = 1 [s], KA = 200, TA = 0.04 [s],
TG = 5 [s], Vref = 1.0078
Network
Line 1: R1 = 0.03, X1 = 0.10
Line 2: R2 = 0.10, X2 = 0.10
Load: pv = 0, qv = 0, P0
Q0
= 5
Transformer: XT = 0.07
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APPENDIX C
DAE OF THE FOUR-BUS TEST SYSTEM
Consider the 4-bus system of Figure 2.23. Assume an exponential model for
the load as PL = P0V
kp
L and QL = Q0V
kq
L . The synchronous generator (SG)
is represented by a two-axis model [29] and the transient reactance at both
q- and d-axis is the same, i.e., X ′d = X
′
q. An IEEE Type-1 exciter and a
linear speed governor without droop [37] are considered. In addition, assume
that the wind speed is such that the rotor speed is between the cut-in and
maximum speed. Consequently, the rotor speed controller is operating over
the optimal tracking curve and no pitch control is required. The optimal
curve is defined as Pref = Cω
3
r [pu]. Then, the complete set of differential
algebraic equations for the wind power generator model and the four-bus
system is the following.
WTG Differential Equations
dE ′qD
dt
= − 1
T ′0
(
E ′qD + (Xs −X ′s)Ids
)
+
(
ωs
Xm
Xr
Vdr − (ωs − ωr)E ′dD
)
(C.1)
dE ′dD
dt
= − 1
T ′0
(E ′dD − (Xs −X ′s)Iqs)−
(
ωs
Xm
Xr
Vqr − (ωs − ωr)E ′qD
)
(C.2)
dωr
dt
=
ωs
2HD
[
Tm − E ′dDIds − E ′qDIqs
]
(C.3)
dx1
dt
= KI1 [Pref − Pgen] (C.4)
dx2
dt
= KI2 [KP1 (Pref − Pgen) + x1 − Iqr] (C.5)
dx3
dt
= KI3 [Qref −Qgen] (C.6)
dx4
dt
= KI4 [KP3 (Qref −Qgen) + x3 − Idr] (C.7)
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SG Differential Equations
T ′d0
dE ′q
dt
= −E ′q − (Xd −X ′d)Id + Efd (C.8)
T ′q0
dE ′d
dt
= −E ′d + (Xq −X ′q)Iq (C.9)
dδ
dt
= w − ws (C.10)
2H
ωs
dω
dt
= Tm − E ′dId − E ′qIq (C.11)
IEEE Type-1 Exciter
TE
dEfd
dt
= −KEEfd + VR (C.12)
TF
dRf
dt
= −Rf + KF
TF
Efd (C.13)
TA
KA
dVR
dt
= − VR
KA
+Rf − KF
TF
Efd + (Vref − VS) (C.14)
Linear Speed Governor without Droop
TG
dPm
dt
= ωs − w (C.15)
Tm = Pm
ωs
w
(C.16)
or
Linear Speed Governor with Droop
dTm
dt
=
1
TCH
(−Tm + Psv) (C.17)
dPsv
dt
=
1
TSV
(
−Psv + PC − 1
RD
(w − ws)
ws
)
(C.18)
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WTG Algebraic Equations
0 = −Vqr +KP2 [KP1 (Pref − Pgen) + x1 − Iqr] + x2 (C.19)
0 = −Vdr +KP4 [KP3 (Qref −Qgen) + x3 − Idr] + x4 (C.20)
0 = −Pgen + E ′dDIds + E ′qDIqs −Rs
(
I2ds + I
2
qs
)− (VqrIqr + VdrIdr) (C.21)
0 = −Qgen + E ′qDIds − E ′dDIqs −X ′s
(
I2ds + I
2
qs
)
(C.22)
0 = −Idr +
E ′qD
Xm
+
Xm
Xr
Ids (C.23)
0 = −Iqr − E
′
dD
Xm
+
Xm
Xr
Iqs (C.24)
Network, Load and Machines Algebraic Equations
E ′q − jE ′d = jX ′d (Iq − jId) + VSej(θS−δ) (C.25)
E ′q − jE ′d = (R1 + j[X ′d +X1 +XT ]) (Iq − jId) + VDej(θD−δ) (C.26)
E ′qD − jE ′dD = (Rs + jX ′s)(Iqs − jIds) + VDejθD (C.27)
VDe
jθD = (R2 + jX2)IL + VLe
jθL (C.28)
PL − jQL = P0V pvL − jQ0V qvL = VLe−jθLIL (C.29)
where
IL = (Id + jIq)e
j(δ−pi
2
) + Iqs − jIds − VqrIqr + VdrIdr
VD
ejθD
Equations (C.25)-(C.29) are complex and obtained from the equivalent
circuit of Figure 2.23. For each one, obtain two equations by taking the real
and imaginary part. The terms x1, x2, x3 and x4 are intermediate variables
associated to the speed and reactive-power controllers of the WTG. Both a
linear speed governor without and with droop are used for bifurcation analysis
and dynamic simulations, respectively. For steady-state analysis, the angle
δ of the SG is calculated using the steady-state model of the generator [29].
Thus,
δ = θS − sin−1
(−XqIq
VS
)
(C.30)
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APPENDIX D
SMALL-SIGNAL STABILITY ANALYSIS
In general, a power system is modeled by a set of differential algebraic equa-
tions (DAEs) as
x˙ = f(x, y, α) (D.1)
0 = g(x, y, α) (D.2)
where x ∈ Rnd×1 is the vector of differential variables, y ∈ Rna×1 is the vector
of algebraic variables and α ∈ Rnp×1 is the vector of parameters. The terms
nd, na and np are the number of differential variables, algebraic variables and
parameters, respectively, and gy =
∂g(x,y,α)
∂y
is nonsingular along the solution.
A linear approximation of the set of DAEs is required in order to perform
a modal analysis. Use the generic form shown in Equations (D.1)-(D.2) and,
given α, linearize the system equations around an equilibrium point (x0, y0).
∆x˙ = As∆x+Bs∆y (D.3)
0 = Cs∆x+Ds∆y (D.4)
Here, As, Bs, Cs and Ds depend on x0, y0 and α. Using Kron’s reduction,
the algebraic equations are eliminated to obtain
∆x˙ = (As −BsD−1s Cs)∆x = Asys∆x (D.5)
Eigenvalues of Asys determine the local stability of the operating point. Note
that if all the eigenvalues are located on the left half of the complex plane,
the equilibrium point is stable. If some eigenvalue has a positive real part,
the equilibrium point is unstable. If a complex pair of eigenvalues crosses
the imaginary axis to the right half while the others remain on the left half
plane, then the crossing point is called a Hopf bifurcation (HB) point and
the system becomes critically stable.
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APPENDIX E
BIFURCATION ANALYSIS
Nonlinearity and parameter dependence are inherent characteristics in power
systems. These are autonomous and typically described by a set of differen-
tial algebraic equations. Branching or bifurcation diagrams can be used to
understand system behavior. Basically they describe the trajectory of either
stationary equilibrium points or periodic orbits in the state space when some
parameters are varied, i.e., bifurcation parameters. The number of solutions
and the system stability may change depending on the bifurcation param-
eter value and the branch that the system follows (Figure E.1). The local
stability of the system around a stationary equilibrium point depends on the
location of the system eigenvalues. Definitions such as stable node, unstable
node, saddle, stable focus, unstable focus and center are considered [76]. The
stability of system periodic orbits can be determined using Floquet multi-
pliers [77]. When a single pair of complex eigenvalues crosses the imaginary
axis to the positive real side and no other eigenvalue has a nonnegative real
part, then “there is a birth of limit cycles” [77]. This bifurcation defines new
trajectories of periodic orbits. The crossing point is called a Hopf bifurcation
point.
Saddle-node bifurcation points (SNB) and turning points are important
for representing system behavior in state space. An SNB point is character-
ized by a zero eigenvalue and receives its name from the collision of a saddle
and a node. Turning points, also known as limit points (LP ), reflect change
in the direction of state variable trajectories. For example, in the classical
PV curve, the limit point corresponds to the nose of the curve. Note that
an LP does not always coincide with an SNB point [77]. Moreover, when
the system hits an SNB point, new stationary equilibrium points or periodic
orbits can arise [58].
Power system analysis methods, thus, must be carefully designed due to
complex system behavior as well as to the appearance of new trajectories
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Figure E.1: Bifurcation diagram of an hypothetic state variable x in terms
of the bifurcation parameter λ.
in state space. Because all possible trajectories must be identified in order
to avoid an unexpected system behavior, appropriate methods, models, and
procedures to perform power system analysis are needed.
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APPENDIX F
SELECTIVE MODAL ANALYSIS
Consider a linear dynamic system of n+m states as
x˙ = Ax (F.1)
Assume that there are h modes of interest. By using participation factors, n
states are found to be related to the modes of interest. Consequently, there
are m states not related to the relevant modes. Note that h ≤ n; i.e., there
is at least one state associated to each mode. Define, r ∈ Rn×1 as the vector
of relevant states and z ∈ Rm×1 as the vector of less relevant states. Thus,
the linear dynamic system model can be written as[
r˙
z˙
]
︸ ︷︷ ︸
x˙
=
[
A11 A12
A21 A22
]
︸ ︷︷ ︸
A
[
r
z
]
︸ ︷︷ ︸
x
(F.2)
This technique looks for a simplified representation of the less relevant dy-
namics. A subsystem of the less relevant dynamics can be stated as
z˙ = A22z + A21r (F.3)
y = A12z (F.4)
where y is the subsystem’s output and, thus, the relevant dynamics are rep-
resented by r˙ = A11r + y (see Figure F.1). The subsystem’s state variables
and input are z and r, respectively. Then, for t ≥ t0, the analytical solution
for z is
z(t) = eA22(t−t0)z (t0) +
∫ t
t0
eA22(t−τ)A21r(τ)dτ (F.5)
Considering the relevant modes, r(t) can be expressed as
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Figure F.1: Selective modal analysis technique.
r(t) =
h∑
i=1
`ivie
λit (F.6)
where λi is the i
th relevant eigenvalue and vi is its corresponding eigenvector.
Note that vi just considers the components of the relevant variables. `i is an
arbitrary constant. Thus, replacing (F.6) in (F.5)
z(t) = eA22(t−t0)z (t0) +
∫ t
t0
eA22(t−τ)A21
h∑
i=1
`ivi e
λiτ︸︷︷︸
scalar
dτ (F.7)
= eA22(t−t0)z (t0) +
h∑
i=1
`ie
A22t
∫ t
t0
e(λiI−A22)τdτA21vi (F.8)
= eA22(t−t0)z (t0) +
h∑
i=1
`i e
A22t (λiI − A22)−1︸ ︷︷ ︸
these terms commute
[
e(λiI−A22)t − e(λiI−A22)t0]A21vi (F.9)
= eA22(t−t0)z (t0)
+
h∑
i=1
`i (λiI − A22)−1
[
eλit − eA22(t−t0)eλit]A21vi (F.10)
= eA22(t−t0)
[
z (t0)−
h∑
i=1
`i (λiI − A22)−1A21vieλit
]
+
h∑
i=1
`i (λiI − A22)−1A21vieλit︸ ︷︷ ︸
forced response
(F.11)
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The analytical solution for the subsystem’s output is
y(t) = A12e
A22(t−t0)
[
z (t0)−
h∑
i=1
`i (λiI − A22)−1A21vieλit
]
+
h∑
i=1
`iA12 (λiI − A22)−1A21vieλit (F.12)
= A12e
A22(t−t0)
[
z (t0)−
h∑
i=1
`i (λiI − A22)−1A21vieλit
]
︸ ︷︷ ︸
natural response
+
h∑
i=1
`iH (λi) vie
λit
︸ ︷︷ ︸
forced response
(F.13)
where H (λi) = A12 (λiI − A22)−1A21. In the frequency domain, H(s) is the
transfer function of the subsystem which can be derived from Equation (F.2)
by applying Laplace transformation.
y(s) = H(s)r(s) where H(s) = A12 (sI − A22)−1A21 (F.14)
Note that if A22 is negative definite, in Equation (F.13), the natural response
will decay and the subsystem’s output will correspond to the forced response.
Moreover, assume ∃ M0 such that
y(t) =
h∑
i=1
`iH (λi) vie
λit ,M0
h∑
i=1
`ivie
λit = M0r(t) (F.15)
⇒ ∀i = {1, 2, ..., h}, (M0 −H(λi)) vi = 0 (F.16)
⇒M0 [v1, v2, ..., vh]︸ ︷︷ ︸
Vh
= [H(λ1)v1, H(λ2)v2, ..., H(λh)vh] (F.17)
A sufficient condition for M0 to exist is rank{Vh} = h. The solution for M0 is
unique if and only if rank{Vh} = h = n. If there are multiple solutions, i.e.,
h < n, degrees of freedom can be eliminated by considering additional con-
ditions to the problem. These conditions affect the convergence properties of
numerical techniques used to solve the set of equations. One condition that
has shown a good convergence is to consider a minimum norm for M0 [44].
Finally, a reduced order model is obtained as r˙(t) = (A11 +M0) r(t) (see
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Figure F.1). The main advantage of selective modal analysis is that the
eigenvalues associated to the relevant dynamics are the same in both the full
and reduced order model.
Example 1: A single real eigenvalue
Consider the following linear system and assume that the relevant mode
is the slowest one.  x˙1x˙2
x˙3

︸ ︷︷ ︸
x˙
=
 −4 1 10 −2 1
2 −1 −3

︸ ︷︷ ︸
A
 x1x2
x3

︸ ︷︷ ︸
x
(F.18)
In matrix form, eigenvalues and right- and left-eigenvectors of A are
Λ =
 λa 0 00 λb 0
0 0 λc
 =
 −4.618 0 00 −2 0
0 0 −2.382
 (F.19)
R =
 0.6826 −0.4472 −0.33610.2607 −0.8944 −0.8798
−0.6826 0 0.3361
 (F.20)
L = R−1 =
 1.3102 −2.2361 2.6614−0.6551 0 −1.3307
−0.4049 −2.2361 2.1532
 (F.21)
Mode of interest is λ1 = −2 (h = 1). Participation factors are defined by
pij =
|rij||lij|∑
∀i |rij||lij|
(F.22)
Here, pij is a measure of the participation of state i in the dynamic mode j.
Thus,
P =
 p11 p12 p13p21 p22 p23
p31 p32 p33
 =
 0.6667 1 0.32070.1273 0 0.4198
0.2060 0 0.2595
 (F.23)
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From Equation (F.23), x1 is the only state that participates in the mode of
interest (λ1 = −2). As a result,
r = x1 z =
[
x2
x3
]
(F.24)
A11 = −4 A12 =
[
1 1
]
A21 =
[
0
2
]
A22 =
[
−2 1
−1 −3
]
(F.25)
From Equation (F.17),
M0 = H(λ1) = A12 (sI − A22)−1A21
∣∣
s=λ1
= 2 (F.26)
Finally, the reduced order model becomes r˙(t) = (A11 +M0) r(t) = −2r(t).
In terms of the original variables,
x˙1(t) = −2x1(t) (F.27)
Note that the mode of interest is preserved.
Example 2: A pair of complex eigenvalues
Consider the following linear system and assume that the relevant mode
is the slowest one.  x˙1x˙2
x˙3

︸ ︷︷ ︸
x˙
=
 −5 1 20 −1 1
1 −1 −3

︸ ︷︷ ︸
A
 x1x2
x3

︸ ︷︷ ︸
x
(F.28)
In matrix form, eigenvalues and right- and left-eigenvectors of A are
Λ =
 λa 0 00 λb 0
0 0 λc

=
 −5.6274 0 00 −1.6863 + j0.4211 0
0 0 −1.6863− j0.4211
 (F.29)
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R =
 0.9409 −0.0601 + j0.2012 −0.0601− j0.20120.0715 0.7615 0.7615
−0.3309 −0.5227 + j0.3206 −0.5227− j0.3206
 (F.30)
L =
 0.8902 −0.3131 −0.5585−0.0418− j0.3912 0.6713− j0.9326 0.0262− j1.3139
−0.0418 + j0.3912 0.6713 + j0.9326 0.0262 + j1.3139
 (F.31)
Modes of interest are λ1 = λb = −1.6863+ j0.4211 and λ2 = λc = −1.6863−
j0.4211. The matrix of participation factors is
P =
 0.8410 0.0399 0.06090.0283 0.5318 0.5202
0.1307 0.4282 0.4189
 (F.32)
x2 and x3 have a high participation in the relevant modes. Thus,
r =
[
x2
x3
]
z = x1 (F.33)
A11 =
[
−1 1
−1 −3
]
A12 =
[
0
1
]
A21 =
[
1 2
]
A22 = −5 (F.34)
In this case, Equation (F.17) looks like M0 [v1, v2] = [H(λ1)v1, H(λ2)v2].
However, it suffers a subtle modification in order to consider a complex pair
of eigenvalues. Actually, just two equations are required. Note that four
equations are obtained by separating real and imaginary parts. As λ1 = λ
∗
2
and v1 = v
∗
2, two out of the four equations are redundant. Thus, it is enough
to consider
M0 [Re(v1), Im(v1)] = [Re (H(λ1)v1) , Im (H(λ1)v1)] (F.35)
Here, Re(·) and Im(·) take the real part and the imaginary part of the argu-
ment, respectively. With v1 = [0.7615,−0.5227 + j0.3206]T , λ1 = −1.6863 +
j0.4211, then M0 is calculated as
H(λ1) = A12 (sI − A22)−1A21
∣∣
s=λ1
=
[
0 0
0.297− j0.0377 0.594− j0.0755
]
(F.36)
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⇒ H(λ1)v1 =
[
0
−0.0601 + j0.2012
]
(F.37)
From Equation (F.35),
M0 =
[
0 0
−0.0601 0.2012
][
0.7615 0
−0.5227 0.3206
]−1
=
[
0 0
0.3517 0.6274
]
(F.38)
Finally, the reduced order model becomes
r˙(t) = (A11 +M0)r(t) (F.39)
⇒
[
x˙2
x˙3
]
=
[
−1 1
−0.6483 −2.3726
][
x2(t)
x3(t)
]
(F.40)
Note that relevant eigenvalues are preserved.
Example 3: More relevant states than relevant modes
(n > h)
Consider the following linear system and assume that the relevant mode
is the slowest one.  x˙1x˙2
x˙3

︸ ︷︷ ︸
x˙
=
 −3 1 20 −3 2
1 −1 −4

︸ ︷︷ ︸
A
 x1x2
x3

︸ ︷︷ ︸
x
(F.41)
In matrix form, eigenvalues and right- and left-eigenvectors of A are
Λ =
 λa 0 00 λb 0
0 0 λc
 =
 −2 0 00 −4 + j1 0
0 0 −4− j1
 (F.42)
R =
 0.8729 0.3536− j0.3536 0.3536 + j0.35360.4364 0.7071 0.7071
0.2182 −0.3536 + j0.3536 −0.3536− j0.3536
 (F.43)
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L =
 0.9165 −0.2828− j0.5657 −0.2828 + j0.56570 0.7071 + j0.7071 0.7071− j0.7071
0.9165 −0.2828 + j0.8485 −0.2828− j0.8485
 (F.44)
The mode of interest is λ1 = λa = −2. The matrix of participation factors is
P =
 0.8 0.2150 0.21500 0.4808 0.4808
0.2 0.3041 0.3041
 (F.45)
The states that participate in the mode of interest are x1 and x3. Thus,
r =
[
x1
x3
]
z = x2 (F.46)
A11 =
[
−3 2
1 −4
]
A12 =
[
1
−1
]
A21 =
[
0 2
]
A22 = −3 (F.47)
M0 is calculated following the same steps as in the previous examples.
H(λ1) = A12 (sI − A22)−1A21
∣∣
s=λ1
=
[
0 2
0 −2
]
(F.48)
⇒ H(λ1)v1 =
[
0.4364
−0.4364
]
(F.49)
In this case with one mode of interest and two relevant states, Equation
(F.17) looks like
M0
[
0.8729
0.2182
]
︸ ︷︷ ︸
Vh
=
[
0.4364
−0.4364
]
︸ ︷︷ ︸
H(λ1)v1
(F.50)
It turns out that this system of equations is undetermined and additional
conditions are required to estimate M0. Typically, an objective as in opti-
mization problems is considered. There are many different choices to deter-
mine M0. As an additional condition, use the minimum norm matrix for
M0. It implies that the solution of Equation (F.17) is obtained by using the
133
pseudoinverse of Vh as [44]
M0 = [H(λ1)v1, ..., H(λh)vh]Vh
+ (F.51)
Here, V +h corresponds to the pseudoinverse of Vh. For our particular example,
M0 = H(λ1)v1V
+
h =
[
0.4364
−0.4364
][
0.8729
0.2182
]+
(F.52)
=
[
0.4364
−0.4364
] [
1.0783 0.2696
]
=
[
0.4706 0.1176
−0.4706 −0.1176
]
(F.53)
⇒ A11 +M0 =
[
−2.5294 2.1176
0.5294 −4.1176
]
(F.54)
Then, the reduced order model becomes
x˙1 = −2.5294x1 + 2.1176x3 (F.55)
x˙3 = 0.5294x1 − 4.1176x3 (F.56)
The eigenvalues of the model are −2 and −4.6471. The relevant mode is
preserved. The other mode has no significant value.
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APPENDIX G
NEW ENGLAND TEST SYSTEM
The New England test system has 10 SGs, 39 buses, 34 lines, 12 transformers
and 19 static loads. Loads and bus definition are presented in Table G.1. Bus
39 is defined as an infinite bus in dynamic simulations (the generator con-
nected at that bus has no dynamic associated). Transformers are connected
between the following buses: 2-30, 6-31, 10-32, 12-11, 12-13, 19-20, 19-33,
20-34, 22-35, 23-36, 25-37, 29-38. All transformers have a transforming ratio
of 1. Their parameters are shown together with line parameters in Table
G.2. With respect to SGs, a two-axis model with X ′d = X
′
q is considered.
In addition, an IEEE Type-1 exciter and a linear speed governor with droop
are considered (Figures G.1 and G.2). Their parameters, identical at every
SG, are
KA = 200 [pu] TCH = 0.05 [s]
TA = 0.04 [s] TSV = 0.1 [s]
KE = 1 [pu] RD = 0.05 [pu]
TE = 0.7 [s]
KF = 0.08 [pu]
TF = 0.8 [s]
The dynamic data of the synchronous generators are shown in Table G.3.
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Table G.1: Bus data of the New England test system
Bus No Bus Type PD [MW ] QD [Mvar]
1 PQ 0 0
2 PQ 0 0
3 PQ 322 2.4
4 PQ 500 184
5 PQ 0 0
6 PQ 0 0
7 PQ 233.8 84
8 PQ 522 176.6
9 PQ 0 0
10 PQ 0 0
11 PQ 0 0
12 PQ 7.5 88
13 PQ 0 0
14 PQ 0 0
15 PQ 320 153
16 PQ 329 32.3
17 PQ 0 0
18 PQ 158 30
19 PQ 0 0
20 PQ 628 103
21 PQ 274 115
22 PQ 0 0
23 PQ 247.5 84.6
24 PQ 308.6 -92.2
25 PQ 224 47.2
26 PQ 139 17
27 PQ 281 75.5
28 PQ 206 27.6
29 PQ 283.5 26.9
30 PV 0 0
31 PV 9.2 4.6
32 PV 0 0
33 PV 0 0
34 PV 0 0
35 PV 0 0
36 PV 0 0
37 PV 0 0
38 PV 0 0
39 SWING 1104 250
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Table G.2: Branch data of the New England test system
From To From To
Bus Bus
R [pu] X [pu] B [pu]
Bus Bus
R [pu] X [pu] B [pu]
1 2 0.0035 0.0411 0.20961 14 15 0.0018 0.0217 0.10980
1 39 0.0010 0.0250 0.22500 15 16 0.0009 0.0094 0.05130
2 3 0.0013 0.0151 0.07716 16 17 0.0007 0.0089 0.04026
2 25 0.0070 0.0086 0.04380 16 19 0.0016 0.0195 0.09120
2 30 0 0.0181 0 16 21 0.0008 0.0135 0.07644
3 4 0.0013 0.0213 0.06642 16 24 0.0003 0.0059 0.02040
3 18 0.0011 0.0133 0.06414 17 18 0.0007 0.0082 0.03957
4 5 0.0008 0.0128 0.04026 17 27 0.0013 0.0173 0.09648
4 14 0.0008 0.0129 0.04146 19 20 0.0007 0.0138 0
5 6 0.0002 0.0026 0.01302 19 33 0.0007 0.0142 0
5 8 0.0008 0.0112 0.04428 20 34 0.0009 0.0180 0
6 7 0.0006 0.0092 0.03390 21 22 0.0008 0.0140 0.07695
6 11 0.0007 0.0082 0.04167 22 23 0.0006 0.0096 0.05538
6 31 0 0.0250 0 22 35 0 0.0143 0
7 8 0.0004 0.0046 0.02340 23 24 0.0022 0.0350 0.10830
8 9 0.0023 0.0363 0.11412 23 36 0.0005 0.0272 0
9 39 0.0010 0.0250 0.36000 25 26 0.0032 0.0323 0.15930
10 11 0.0004 0.0043 0.02187 25 37 0.0006 0.0232 0
10 13 0.0004 0.0043 0.02187 26 27 0.0014 0.0147 0.07188
10 32 0 0.0200 0 26 28 0.0043 0.0474 0.23406
12 11 0.0016 0.0435 0 26 29 0.0057 0.0625 0.30870
12 13 0.0016 0.0435 0 28 29 0.0014 0.0151 0.07470
13 14 0.0009 0.0101 0.05169 29 38 0.0008 0.0156 0
137
Figure G.1: IEEE Type-1 exciter.
Figure G.2: Linear speed governor with droop.
Table G.3: Dynamic data of the New England test system
Bus PG Vref
No. [MW] [pu]
T ′d0 [s] T
′
q0 [s] H [s] Xq [pu] Xd [pu] X
′
d [pu]
30 250.00 1.020 9.80 1.00 42.0 0.1000 0.0690 0.0310
31 0.00 1.008 6.56 1.50 30.3 0.2950 0.2820 0.0697
32 650.00 1.008 5.70 1.50 35.8 0.2495 0.2370 0.0531
33 632.00 1.000 5.69 1.50 38.6 0.2620 0.2580 0.0436
34 508.00 1.000 5.40 0.44 26.0 0.6700 0.6200 0.1320
35 650.00 1.008 7.30 0.40 34.8 0.2540 0.2410 0.0500
36 560.00 1.000 5.66 1.50 26.4 0.2950 0.2920 0.0490
37 540.00 1.020 6.70 0.41 24.3 0.2900 0.2800 0.0570
38 830.00 1.065 4.79 1.50 34.5 0.2106 0.2050 0.0570
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APPENDIX H
DAMPING RATIO
For simplicity, consider that a single SG, modeled by its classical model [29],
is connected to an infinite bus. Here, the SG’s internal voltage (flux linkage)
is assumed constant. In addition, the effect of damper windings is considered
by a damping torque TD = D∆ω. Thus,
2H
ωs
dω
dt
=
2H
ωs
d2δ
dt2
= Tm − (Te(δ) + TD) (H.1)
Linearize Equation (H.1) around the equilibrium point δ0 to obtain:
2H
ωs
d2∆δ
dt2
+D
d∆δ
dt
+K∆δ = 0 (H.2)
⇒ d
2∆δ
dt2
+
ωsD
2H
d∆δ
dt
+
ωsK
2H
∆δ = 0 (H.3)
The characteristic equation of this differential equation is µ2 + ωsD
2H
µ +
ωsK
2H
= 0, whose solution gives the following modes:
µ1,2 = −ωsD
4H
±
√(
ωsD
4H
)2
− ωsK
2H
(H.4)
As we are interested in oscillating modes, assume that the modes are complex
conjugates, i.e., µ1,2 = µx ± jµy where µx = −ωsD4H and µy =
√
ωsK
2H
− µ2x.
Using the real and imaginary part of the modes, Equation (H.3) can be
re-written as
d2∆δ
dt2
+ 2(−µx)d∆δ
dt
+
(
µ2x + µ
2
y
)
∆δ = 0 (H.5)
d2∆δ
dt2
+ 2
(
−µx√
µ2x + µ
2
y
)√
µ2x + µ
2
y
d∆δ
dt
+
(
µ2x + µ
2
y
)
∆δ = 0 (H.6)
Define σ = −µx√
µ2x+µ
2
y
as damping ratio and Ωn =
√
µ2x + µ
2
y =
ωsK
2H
as the
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undamped natural frequency. Note that if damping is neglected, Equation
(H.3) would have the modes µ = ±Ωn. In terms of the damping ratio and
undamped natural frequency, the equation of motion becomes
d2∆δ
dt2
+ 2σΩn
d∆δ
dt
+ Ω2n∆δ = 0 (H.7)
which has the following modes of oscillation: µ1 = −σΩn + j
√
1− σ2Ωn and
µ2 = −σΩn − j
√
1− σ2Ωn. Note that µx = −σΩn and µy =
√
1− σ2Ωn.
The solution of the equation of motion is of the form ∆δ(t) = Aeµ1t +Beµ2t
with ∆δ(t = 0) = ∆δ0 and ∆δ˙(t = 0) = 0 as boundary conditions. Note that
∆δ(t = 0) = 0 if the system remains in equilibrium. Thus,
∆δ(t = 0) = A+B = ∆δ0
∆δ˙(t = 0) = Aµ1 +Bµ2 = 0
⇒ A =
(µy+jσΩn)
2µy
∆δ0 =
(µy−jµx)
2µy
∆δ0
B = (µy−jσΩn)
2µy
∆δ0 =
(µy+jµx)
2µy
∆δ0
Then,
∆δ(t) =
∆δ0
2µy
e−σΩnt
[
2(µy − jµx)ejµyt + 2(µy + jµx)e−jµyt
]
=
∆δ0
µy
eσΩnt [µy cos(µyt) + µx sin(µyt)]
=
∆δ0
µy
√
µ2x + µ
2
ye
σΩnt
[
µy√
µ2x + µ
2
y
cos(µyt) +
µx√
µ2x + µ
2
y
sin(µyt)
]
(H.8)
Define φ as the complementary angle of the mode µ1 so that cos(φ) =
µy√
µ2x+µ
2
y
and sin(φ) = µx√
µ2x+µ
2
y
. Therefore,
∆δ(t) =
∆δ0
cos(φ)
eσΩnt [cos(φ) cos(µyt) + sin(φ) sin(µyt)]
=
∆δ0
cos(φ)
eσΩnt cos(µyt− φ)
=
∆δ0
cos(φ)
e
−σ√
1−σ2
µyt
cos(µyt− φ) (H.9)
Equation (H.9) is an approximated solution of the motion of the SG
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Table H.1: Attenuation of oscillating modes for different damping ratios
and different times
σ T 2T 3T
1% 93.91% 88.19% 82.82%
3% 82.81% 68.58% 56.79%
5% 73.01% 53.31% 38.92%
7% 64.35% 41.40% 26.64%
around an equilibrium point. Now, consider a stable equilibrium point.
When the system is perturbed, i.e., ∆δ0 6= 0, the amplitude of oscillations
are reduced to e
−σ√
1−σ2
µyt× 100% of its initial value at time t. The oscillating
period is T = 2pi
µy
. Thus, the reduction of oscillations at time T , 2T and
3T for different damping ratios is as shown in Table H.1. Thus, when the
damping ratio is 5%, the oscillation is damped to about 39% of its initial
value in three oscillation periods. In general, modes are not critical if they
have at least a damping ratio of 5%.
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APPENDIX I
WIND FARM DATA
Two wind farms are considered: Wind Farm A has 20 WTGs and Wind
Farm B has 50 WTGs. The diagrams are shown in Figures I.1 and I.2. The
wind farm’s network parameters are presented in Tables I.1 and I.2. Data
is partially obtained from [36]. For simplicity, the step-up transformers of
WTGs are neglected. Therefore, the WTG’s parameters presented in this
appendix are already referred to the high voltage side of the omitted WTGs’
transformers (23 [kV ]). In addition, the parameters of all WTGs are assumed
to be identical and are as follows:
Xs = 3.5547 [pu] SWTG = 5 [MVA]
Xr = 3.5859 [pu] Qref = 0 [Mvar]
Xm = 3.5092 [pu] B = 1.321× 10−3 [pu s3/m3]
Rs = 0.1015 [pu] C = 1.066× 10−8 [pu s3]
Rr = 0.0880 [pu] D = 0.1667 [−]
KP1 = 1 [pu] KI1 = 5 [pu]
KP2 = 1 [pu] KI2 = 5 [pu]
KP3 = 1 [pu] KI3 = 5 [pu]
KP4 = 1 [pu] KI4 = 5 [pu]
H = 4 [s]
(I.1)
Note that if the system’s power base, Sb, is different than SWTG, then Xs,
Xr, Xm, Rs, Rr, KI2, KI4, KP2 and KP4 have to be scaled as
Parameternew [pu] = Parameterold [pu]
Sb
SWTG
(I.2)
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Figure I.1: Wind Farm A’s diagram.
In addition, the H-constant of inertia and the turbine’s parameters B and C
have to be scaled too as
Hnew [s] = Hold [s]
SWTG
Sb
(I.3)
Bnew [pu s3/m3] = Bold [pu s3/m3]
SWTG
Sb
(I.4)
Cnew [pu s3] = Cold [pu s3]
SWTG
Sb
(I.5)
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Figure I.2: Wind Farm B’s diagram.
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Table I.1: Parameters of the Wind Farm A’s network
From bus To bus R [pu] X [pu] B [pu]
1 PCC 0.0020 0.0400 0.0100
1 2 0.0002 0.0040 0
2 8 0.0185 0.0204 0.0014
2 14 0.0990 0.1050 0.0052
3 4 0.0125 0.0133 0.0007
4 5 0.0137 0.0075 0.0003
4 10 0.0890 0.0391 0.0008
5 6 0.0208 0.0114 0.0004
7 12 0.0211 0.0093 0.0002
8 9 0.0294 0.0129 0.0003
9 10 0.0225 0.0099 0.0002
10 11 0.0488 0.0214 0.0004
11 12 0.0344 0.0151 0.0003
12 13 0.0458 0.0201 0.0004
14 15 0.0120 0.0127 0.0006
15 16 0.0189 0.0200 0.0010
16 17 0.0225 0.0124 0.0004
16 20 0.0694 0.0305 0.0006
17 18 0.0250 0.0137 0.0005
19 20 0.0120 0.0127 0.0006
20 21 0.0381 0.0168 0.0004
21 22 0.0706 0.0310 0.0006
22 23 0.0693 0.0305 0.0006
145
Table I.2: Parameters of the Wind Farm B’s network
From Bus To Bus R [pu] X [pu] B [pu]
1 PCC 0.0020 0.0400 0.0100
1 2 0.0002 0.0040 0
2 13 0.0185 0.0204 0.0014
2 23 0.0552 0.0630 0.0034
2 33 0.0990 0.1050 0.0052
3 4 0.0125 0.0133 0.0007
4 5 0.0137 0.0075 0.0003
4 15 0.0890 0.0391 0.0008
5 6 0.0208 0.0114 0.0004
7 16 0.0555 0.0244 0.0005
8 9 0.0125 0.0133 0.0007
8 18 0.0320 0.0120 0.0004
9 10 0.0135 0.0075 0.0003
10 11 0.0140 0.0133 0.0007
11 12 0.0136 0.0075 0.0003
13 14 0.0294 0.0129 0.0003
14 15 0.0225 0.0099 0.0002
15 16 0.0488 0.0214 0.0004
16 17 0.0802 0.0352 0.0007
17 18 0.0400 0.0200 0.0004
18 19 0.0400 0.0200 0.0004
19 20 0.0400 0.0200 0.0004
20 21 0.0400 0.0200 0.0004
21 22 0.0400 0.0200 0.0004
23 24 0.0400 0.0200 0.0004
24 25 0.0400 0.0200 0.0004
25 26 0.0400 0.0200 0.0004
26 27 0.0400 0.0200 0.0004
27 28 0.0400 0.0200 0.0004
28 29 0.0400 0.0200 0.0004
29 30 0.0400 0.0200 0.0004
30 31 0.0400 0.0200 0.0004
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Table I.2: Continued
From Bus To Bus R [pu] X [pu] B [pu]
31 32 0.0400 0.0200 0.0004
33 34 0.0120 0.0127 0.0006
34 35 0.0189 0.0200 0.0010
35 36 0.0225 0.0124 0.0004
35 44 0.0694 0.0305 0.0006
36 37 0.0250 0.0137 0.0005
37 38 0.0400 0.0200 0.0004
38 39 0.0400 0.0200 0.0004
39 40 0.0400 0.0200 0.0004
40 41 0.0400 0.0200 0.0004
40 51 0.0320 0.0120 0.0004
41 42 0.0400 0.0200 0.0004
43 44 0.0120 0.0127 0.0006
44 45 0.0381 0.0168 0.0004
45 46 0.0706 0.0310 0.0006
46 47 0.0693 0.0305 0.0006
47 48 0.0400 0.0200 0.0004
48 49 0.0400 0.0200 0.0004
49 50 0.0400 0.0200 0.0004
51 52 0.0400 0.0200 0.0004
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