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структуры программы. Имеется возможность определить условия эффективной 
работы комплекса, а также максимальное значение числа процессоров для по-
добных структур. 
Заключение 
Предлагаемый программный комплекс содержит три модели типовых 
многопроцессорных систем. Он используется при выполнении лабораторных 
работ по дисциплине «Высокопроизводительные вычислительные системы» 
студентами направлений 230100 и 231000. Имитационные модели разработаны 
с использованием универсальных сред (Delphi и C++). Они являются упрощен-
ными и воспроизводят основные элементы структур и режимов функциониро-
вания объектов, что обеспечивает простоту усвоения материала и позволяет оп-
ределять наиболее оптимальные параметры структур и режимов. Важной осо-
бенностью моделей является визуализация исследуемых процессов. Она обес-
печивает максимальную наглядность и оптимальный режим обучения. 
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Значительная часть современных бизнес-процессов происходит с исполь-
зованием информационных технологий. При этом обработка данных, исполь-
зуемых или порожденных такими процессами, происходит в центрах обработки 
данных. Согласно определению Ассоциации производителей в области теле-
коммуникаций (TIA), центр обработки данных (далее ЦОД) — это здание (или 
его часть), включая оборудование для обработки данных, размещенное в ма-
шинном зале, вспомогательную инженерную инфраструктуру (управление 
электропитанием, обеспечение бесперебойного и резервного питания), комму-
никационное оборудование, системы создания необходимых условий окру-
жающей среды (охлаждение, осушение, очистка воздуха), системы пожароту-
шения, средства обеспечения безопасности [1]. 
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Большая мощность вычислительного и вспомогательного оборудования 
приводит к значительному объему потребляемой электрической энергии, стои-
мость которой составляет около 40% общих эксплуатационных затрат ЦОД, что 
является сдерживающим фактором для широкого их применения. В то же вре-
мя, значительная часть ЦОД является не загруженными задачами (в связи с ре-
зервом мощности, заложенным на стадии создания ЦОД), а нагрузка во време-
ни имеет нестационарный характер. Это позволяет проводить исследования по 
экономии энергозатрат. 
Современное оборудование ЦОД, включая сервера и системы хранения 
данных, имеет ряд режимов функционирования, среди которых, как правило, 
присутствуют так называемые режимы пониженного энергопотребления. Для 
описания состояний энергопотребления устройств применяется спецификация 
ACPI, поддерживаемая большинством производителей оборудования [2]. Стан-
дарт ACPI позволяет согласованно производить действия по снижению энерго-
потребления как на уровне базовой (аппаратной) системы управления оборудо-
ванием BIOS, так и на уровне операционной системы (ОС). Работа вычисли-
тельного оборудования рассматривается в ACPI как переход между режимами, 
каждый из которых характеризуется уровнем энергопотребления и степенью 
готовности к работе [3]. Режимы работы подразделяются на глобальные и ло-
кальные. Глобальный режим характеризует степень готовности системы вце-
лом. Режим G0 соответствует режиму готовности, однако в этом режиме от-
дельные устройства могут переходить в режим снижения энергопотребления. В 
частности, доступны режимы C0, C1, C2 и C3 для центрального процессора 
(ЦП) системы. Режим G1 представляет собой режим сна. В этом режиме вы-
числения приостанавливаются. Стандарт ACPI различает 4 режима сна 
(S1,S2,S3,S4), каждый из которых характеризуется величиной энергопотребле-
ния и скоростью возвращения в режим G0 (больший номер режима соответст-
вует меньшему энергопотреблению и большему времени выхода в режим го-
товности). Кроме того, значительная часть современных центральных процес-
соров поддерживает методы снижения частоты процессора. Важно отметить 
также, что энергопотребление вспомогательного оборудования (такого как ис-
точники бесперебойного питания, системы охлаждения) зависит от энергопо-
требления вычислительной инфраструктуры. Это означает, что наибольшего 
прироста экономии можно достигнуть путем снижения энергопотребления вы-
числительных ресурсов. 
Отметим некоторые современные программные разработки, позволяю-
щие достигать указанного снижения энергопотребления. Система Intelligent 
Power Software Suite компании Eaton [4] позволяет управлять электрическими 
устройствами в режиме реального времени. Платформа Avocent (Emerson) 
Trellis [5] компании Avocent (подразделения крупнейшего поставщика электро-
оборудования Emerson) представляет собой программно-аппаратный комплекс 
управления инфраструктурой ЦОД. Trellis позволяет проводить вычислитель-
ные эксперименты по изменению конфигураций ЦОД, вести непрерывный мо-
ниторинг сети датчиков функционирования оборудования, управлять энерго-
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эффективностью ЦОД, а также управлять распределением времени обслужи-
вающего персонала. Программная система Prognose [6] компании Romonet по-
зволяет проводить прогнозирование поведения ЦОД при измененных режимах 
функционирования, таких как измененная конфигурация оборудования, повы-
шенная вычислительная нагрузка. 
Основным сдерживающим фактором для получения указанной экономии 
является необходимость поддержания заданного уровня качества обслужива-
ния. Действительно, в случае отсутствия указанных ограничений целесообразно 
перевести всю инфраструктуру ЦОДа в максимальный режим сна, а в случае 
необходимости оказания услуг использовать минимальное число серверов 
(один процессор одного сервера). Подобные схемы используются в некоторых 
менеджерах расписаний задач операционной системы Linux [7]. Однако боль-
шинство коммерческих ЦОДов указывают некоторые характеристики доступ-
ности оборудования для пользователей в договоре на обслуживание, что не по-
зволяет применить такие «грубые» методы. Таким образом, единственным спо-
собом для повышения экономии электроэнергии без нанесения значительного 
ущерба качеству обслуживания является применение методов прогнозирования 
нагрузки ЦОДа. При этом в случае построения достаточно надежного прогноза, 
можно заранее готовить требуемое «будущим» задачам количество ресурсов, 
минимизируя риск нарушения условий договора. 
Вычислительный кластер (ВК) является примером ЦОД. Особенность ВК 
состоит в том, что множество вычислительных ресурсов (процессоры, опера-
тивная память, системы хранения, быстрая коммуникационная сеть) восприни-
маются пользователями ВК как единый аппаратный ресурс. Доступ к ВК осу-
ществляется удаленно через локальную сеть организации, либо глобальную 
сеть Интернет в режиме разделения нагрузки между пользователями с исполь-
зованием менеджера очередей. Работа с кластером ведется в режиме сессии, 
в течение которой пользователь осуществляет постановку заданий, затем может 
прервать сессию в ожидании результата. Отметим, что ВК являются лидерами 
по энергопотреблению среди ЦОДов. 
В [8] предложена модель прогнозирования нагрузки ЦОД с разделяемым 
между  пользователями  доступом. Обозначим  время на-
чала сессии доступа и  продолжительность сессии с номером  для пользо-
вателя . Активные в момент времени  сессии пользователя  (т.е. такие, что 
) порождают поток заявок, каждая из которых характери-
зуется временем прихода , требуемым временем обслуживания  (кото-
рое может быть заранее неизвестно, либо известно приближенно) и, возможно, 
дополнительными параметрами (ограничениями на ресурсы). Предположим, 
что каждое устройство имеет несколько режимов,  (режим обычной работы), 
 (РПЭ, больший индекс соответствует большей экономии). Режиму  
соответствует величина минимального времени использования этого режима  
(  связано с временем ухода и возвращения из состояния ). Если в момент 
времени  в системе имеется свободный ресурс из  устройств, а в момент  
в соответствии с прогнозом ожидается уменьшение свободного ресурса уст-
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ройств (например, в результате прихода новой заявки) на  единиц, то на осно-
вании прогноза  необходимо построить вектор , такой 
что , в котором  есть количество устройств, которое необхо-
димо перевести в состояние , а также вектор , состоя-
щий из моментов выхода из состояний . Целесообразно производить по-
строение прогноза в момент освобождения ресурсов (окончания обслуживания 
заявки) и корректировать прогноз в следующие ключевые моменты: приход или 
уход очередной заявки, начало или окончание сессии пользователя. 
Рассмотрим систему, в которой очередь пуста. Тогда в момент построения про-
гноза  пользователь  является активным, если найдется индекс  такой, 
что , в противном случае пользователь неактивен. Для 
активного пользователя  прогнозируется возможное время до прихода бли-
жайшей заявки от данного пользователя, параметры заявки, а также длитель-
ность активной сессии. Для каждого неактивного пользователя прогнозируется 
длительность периода неактивности пользователя, а также время прихода бли-
жайшей заявки и параметры заявки. При этом предполагается отсутствие сес-
сий без постановки задачи в очередь. Тогда прогнозируемые значения  мо-
гут быть вычислены как значения функционалов 
 , 
где  есть вектор ближайших прогнозируемых приходов заявок пользовате-
лей  после момента времени , а  есть вектор прогнозируемых уменьшений 
ресурсов. В простейшем случае можно полагать . Функционал 
 можно определить аналогично. Отличие случая с непустой очередью за-
ключается в том, что кроме вычисления прогнозируемых векторов 
 приходов ближайших заявок и размеров уменьшения ресурса 
, необходимо также прогнозировать ближайшее время завершения вычис-
ления очередной заявки (среди заявок, уже занимающих ресурсы). 
Предложенная методика может быть использована ретроспективно для 
оценки возможного эффекта от внедрения системы по имеющимся лог-файлам 
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Распространенные WEB технологии (PHP, ASPX, NodeJs, Python, …) яв-
ляются скриптовыми и удовлетворительно работают при низких нагрузках на 
сервер. При повышении нагрузки требуется горизонтальное масштабирование 
серверного оборудования, то есть создания серверных ферм, что влечет за со-
бой значительное удорожание поддержки таких сайтов. Таким образом, можно 
выделить основные недостатки скриптовых WEB языков:  
1) низкая производительность на один сервер – предопределено динамической 
структурой скриптовых языков программирования; 
2) снижение эффективности кеширования контента и значительное увеличение 
трудоемкости разработки при горизонтальном масштабировании системы 
(увеличении количества серверов). 
Технология Java выходит за рамки скриптовых языков. Однако использо-
вание Java локализовано в так называемом Enterprise секторе для корпоратив-
ных приложений, а самым массовым WEB языком, в настоящее время, является 
PHP. 
Одними из наиболее крупных потребителей и движущей силой PHP тех-
нологии являются FaceBook и Vkontakte (Россия). Однако, даже перед этими 
компаниями достаточно давно остро встал вопрос недостаточной производи-
тельности применяемых ими технологий. 
Рассмотрим историю решения вопроса производительности информаци-
онных систем FaceBook [1] (состояние вопроса на 2009 год). В 2010 компания 
опубликовала технологию HipHop [2], суть которой состояла в транcляции язы-
ка PHP в код на C++ с последующей его компиляцией, что позволило поднять 
