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In this article we examine the effect of linear feedback control u(t) = 
((:;:::I), k) ( , =*,I,, i1.s~~ in the hyperbolic distributed parameter control system 
By means of a reduction to canonical form similar to the one already familiar for 
finite-dimensional systems we show this system to be equivalent to the con- 
trolled difference-delay system 
s 
2- at + 2) = e”?-(t) + PC2- 4 IO + s) ds + u(t). 0 
The theory of nonharmonic Fourier series is then employed to investigate the 
placement of eigenvalues in the closed loop system. Boundary value control 
and canonical form for observed systems are also studied. 
INTRODUCTION 
The purpose of this paper is to study the problem of spectral determination 
via linear state feedback for a particular, simple class of hyperbolic control 
systems. These systems are two-dimensional, first order equations of the form 
where A(x) is a continuous 2 x 2 matrix and g(x) = ($[:1) is a two-dimensional 
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vector function in L2[0, 21. The symbol u denotes a scalar control function. We 
will be concerned with solutions of (0.1) which obey boundary conditions 
%W(Q 4 + hF(O, t) = 0, I a0 I2 + I bo I2 f 0, (O-2) 
a&l, t) + b,w(l, t) = 0, I a1 I2 + I 6, I2 # 0. (O-3) 
We will also have occasion to consider the case wherein the term g@) u(t) in 
(0.1) is replaced by zero while the boundary condition (0.3) becomes 
u,w(l, t) + bp(l, t) = u(t), (O-4) 
a case of “boundary value control.” 
With certain additional restrictions on a, , b. , a, , b, in (0.2) (0.3), the equa- 
tion (O.l), with u(t) = 0, has solutions (w(x, t), D(X, t)) such that the operators 
S(t):L*([O, 11; E2) -+C([O, 11: ES) 
constitute a group of bounded operators onL2( [0, I]; E2) for - co < t < co with 
generator 
defined on the domain 
D= [(I) E H’([O, 11; E2) j a,w(O) + bob = a&l) + b,v(l) = 01 * 
It will be seen in Section 3 that Lo has spectrum 
o(L,) = {q 1 q = a + 2jd + U(l/j), j = 0, fl, 52 ,... 3 
for some complex 01. 
Suppose now that the control u(t) in (0.1) is determined by a linear feedback 
relation 
u(t) = s,’ k(x)* (;;; ;;) dx (O-5) 
for some two-dimensional vector function k EL*([O, 11; E*). The result is a 
“closed loop” system 
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wherein the “dyadic” --g(x) $ K(f)* ($i,$,‘) df has been added to the equation. 
Associated with (0.6) is the group of bounded operators s,(t) with generator 
and spectrum pi , j = 0, &l , f2 ,.... We ask: what values can we assign to the [, 
by appropriate choice of the feedback vector function k? 
We will show in Section 6 that the pj can be assigned any distinct values 
whatsoever, provided that 
where the numbers gj represent the expansion coefficients of g with respect 
to the eigenfunctions of the operator L, . A similar (and, in fact, improved) 
result is obtained in the case of boundary value control (0.4). 
Our work here is a natural extension of the eigenvalue assignment problem 
for finite-dimensional control systems 
ti=Aw+Gu (0.7) 
where it is desired to specify the spectrum of the matrix A f GK in the closed 
loop system 
ti=(A+GK)w (0.8) 
realized by setting u = Kw [12, 241. The familiar result here is that this can 
be done at will proved that the pair A, G is controllable; analogous to the 
conditiong, # 0, j = 0, f I, 12 ,... in our case. The present work also represents 
an improvement over the author’s earlier attempts [18, 191 to relate control- 
lability of hyperbolic systems to stabilization and the problem of spectral 
determination for the generator. Recent work in the area of stabilization for 
higher-dimensional hyperbolic systems [15, 20, 231, suggests that analogous 
results for these systems may eventually be forthcoming. Some remarks con- 
cerning possible extensions of our theory are provided in Section 7. 
The problem of eigenvalue assignment, or spectral determination, for (0.7), 
(0.8) is resolved by reducing the system to a more easily analyzed canonical 
form-which in fact is the Frobenius form long familiar in matrix theory [6]. 
We carry out an analogous reduction to canonical form in our infinite-dimen- 
sional system and the reducing transformations are easily seen to be the counter- 
parts of those employed in the finite-dimensional situation once we provide an 
appropriate interpretation for them. Because this interpretation is of some 
importance we will briefly review the finite-dimensional theory for the recursion 
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equation (whose control theory in many ways bears more resemblance to that 
of (0.1) than does the theory of the differential system (0.7)) 
W k+l = Awk + .t?k T wk E E”, uk E El. (0.9) 
We will also find it convenient to review canonical forms for observed systems 
yk+l = cyk, 
w =h*yk, 
and, later, to develop analogous forms for observed systems 
(0.10) 
(0.11) 
(0.12) 
(0.13) 
dual to the control systems (0.1). 
1. REVIEW OF FINITE-DIMENSIONAL RESKTLT~ 
Before beginning the main body of our article it will be instructive to review 
known results concerning canonical forms and eigenvalue assignment for finite- 
dimensional control systems governed by linear differential or recursion equa- 
tions. These results are, of course, very well known and may be found, e.g., in 
[12]. A particularly detailed treatment appears in [24] together with further 
references. In this paper, in order to avoid complexities which might make our 
presentation obscure, we will confine our attention to scalar observations and 
controls. We have indicated that the linear recursion model is most appropriate 
for comparison with (0.1) (0.2), (0.3) but the differential equation case can be 
treated essentially simultaneously. 
We consider then the linear continuous observed system 
and the corresponding linear discrete observed system 
?)k.+1 == cy, , j’k E E”, 
wk = h*yk , up E E’. 
Paired with these are the linear continuous control system 
(1.2) 
(1.3) 
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and the linear discrete control system 
wk+l = Awk + g”k, WkEEn, &Et?. (1.4) 
We introduce the following assumptions. 
OBSERVABILITY ASSUMPTION. 
rank 
CONTROLLABILITY ASSUMPTION. 
rank(A+lg, Amv2g ,..., Ag, g) = n. 
When C = A*, g = h the systems (1 .I) and (1.3) are dual to each other, as 
are (1.2) and (1.4). In this case the above assumptions are readily seen to be 
equivalent. 
Let us begin our discussion with the system (1.2). We assume some y,, E F 
is given, but not known to us a priori. The solution (yk) to (1.2) with the given 
initial vector is allowed to develop and we record the observations wk = h*yk , 
h = 0, 1, 2 ,.... Since yk = Cky, , we have 
Yo = OYO * (1.5) 
The Observability Assumption implies that the “observation matrix” 0 is 
nonsingular. Thus we may define the “reconstruction matrix” 
R = 0-l. 
Multiplying (1.5) on the left by R we have 
. 
CANONICAL FORMS 191 
The matrices 0 and R establish a linear isomorphism between states y,, and 
observation sequences w,-~ , ~,-a ,..., wr , w,, of length 7t. Let us think of y,, as 
lying in En and the corresponding observation sequence as lying in en. The 
discrete dynamical system (1.2) is carried over, via 0, into a transformed system 
in En, which is 
+j,c+l = OCRqI’I, > (1.6) 
Now 
wk = h*R- % - (1.7) 
. 
Since the last n - 1 rows of OC are the same as the first n - 1 rows of 0 = R-l, 
we clearly have 
OCR = 
where ef is the jth row of the n x n identity matrix. On the other hand, h* 
is the last row of 0 = R-l, so 
If we now write 
h*R = ef . 
h*C”R = (-cl, -c2 ,..., -c,wl, -c,) 
the system (1.6), (1.7) in J??n becomes 
%+1 - - -Q,, U-8) 
wk = e*+jjik = ijkn (last component of +jk), (1.9) 
where 
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has characteristic polynomial 
c(h) = hfi + f cp--k, 
k=l 
For want of a better term we shall follow Gantmacher [6, Vol. I, Chap. VII, 
Section 51 and refer to (1.8), (1.9) as the obse~oation normal form. To obtain what 
is usually called the obstmxztion canonical form we introduce the matrix 
Since N is nilpotent (N” = 0), we have 
Letting 
(1 .S), (1.9) becomes 
7 =(I+N)+j 
%+l =&k > (1.11) 
wk = eX(I + IV)-l7, = e,*vk, (1.12) 
where 
0 0 *.. 
1 0 1.. 0 I;;-, 
e= 
i i 
; ; ; . (1.13) 
0 0 -** 0 -c2 
0 0 a** 1 -ci 
There are numerous reasons why the canonical form (1.1 l), (1.12), (1.13) is 
important. One of the most significant arises from the fact that in filtering theory 
one frequently modifies the system (1.11) to 
7k+l = c7k + e"k (1.14) 
with some appropriate vector GE En. Using (1.12), (1.14) becomes 
7,+, = (Q + &3 7r. (1.15) 
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Now, letting the components of e be 8, j = I,2 ,..., n, 
whose characteristic polynomial 
can be assigned arbitrary complex zeros by choosing C appropriately. Thus 
various types of dynamical behavior can be achieved for (1.13). 
For (1 .I) the reduction to normal form 
$ = &j, 
w = efij, 
is again accomplished via y = Rij, with R = O-l, 0 as in (1.5). Then 
75 = (I i rV))l~ produces 
The matrices c, i? are the same as in (1 .lO) and (1.13) and the form of e is 
important for the same reason as cited above. Note in this case, however, that 
the map 
q E 011 
takes the state vector y into the vector +j E en whose components are the suc- 
cessive derivatives of the observation w = h*y, i.e., 
Now we pass to control systems. Beginning with (1.4) we let U, , u1 ,..., 1c,,_r 
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be a sequence of scalar control vaIues. Starting with w, = 0, this control sequence 
produces the state 
UO 
% 
wu, = (A’+‘g, A”-2g ,..., Ag,g) 
i 1’ 
i = uu. (1.16) 
h-2 
%-1 
Our controllability assumption makes U nonsingular, so we may define 
s = u-1. 
We may view S as the “steering matrix” for the system since, given w,, E En, 
240 
241 (4 =u= swn %a-2 %A-1 
provides the unique control sequence steering (1.4) from 0 to w, in n steps. 
Again, the linear isomorphism Wj = U[, carries the control system (1.4) in En 
into a transformal system in Em (the space of control sequences now) 
Now S = U-l and, since 
A U = (Ang, An-‘g, . . . , A2g, Ag) 
shows that the last n - 1 columns of AU are the first n - 1 columns of U, we 
have 
SAU = (SA”g, e, , e2 ,..., e,-,). 
On the other hand g is the nth column of U so 
Sg = e, . 
Finally we let 
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and we see that (1.17), the transformed control system in the space of control 
sequences, has the form 
with 
(1.18) 
(1.19) 
-an 0 0 1.. 0 
We shall refer to (1.18) as the control normal fwm for (1.4). When A - C* the 
matrix here is the adjoint of the matrix C occurring in the observation canonical 
form. Passage to the control canonical form is effected by setting 
Again, M is nilpotent and 
(Z + M)-1 = I - M 
The control canonical form is then 
0 0 
0 0 . . 
1 1 
I$. = (I + M) cj . . . 
i 0 
i.9 
f M2 . . . (-1)‘“~1’ MT+-‘. 
&+, = (I + M)-l AjZ + M) & + (I + M)-l enuj = & + e,uj , 
0 1 0 . . . 
0 0 1 . . . 
; i ; 
0 0 0 . . . 
-an -(p-l -an-2 . . . -a2 -,I 
(1.20) 
(1.21) 
(1.22) 
The significance of this form lies in the fact that it enables us to see with 
facility the effect of a linear feedback control 
ui = k*<, = (kl , ii2 ,..., k,) &. 
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For with this specification of II the closed loop system becomes 
and 
5j+l = (A + e,k*) 5j 
0 1 0 
0 0 1 
a + f&k* = ; 
0 b b 
---a” + K, --aeel + k2 - aB2-2 + K, 
whose characteristic polynomial 
. . . 0 
. . . 0 
. . . i 
. . . --a’ + t;, 
(1.23) 
an + i (aj - L&-j) 2-j 
j=l 
can be assigned any desired roots by appropriate choice of the feedback 
functional A*. 
The continuous control system (1.3) is transformed in exactly the same way to 
The point which we wish to stress in connection with the reduction to 
canonical form of both (1.2) and (1.4) is th e nature of the preliminary trans- 
formations 
+j = oy, 
[ = SW, 
respectively, which carry the system state space into the space of observation 
sequences in the first instance and the space of control sequences in the second 
instance, so that the transformed systems act within these latter spaces. This 
interpretation of the reduction to observation or control normal form, respect- 
ively, provides the key to generalization of this process to more general systems. 
The hyperbolic system (0.1) will be treated in this manner in the sequel. 
2. EIGENVALUES, BIORTHOGONAL SEQUENCES, CONTROLLABILITY 
If we look for solutions of 
(2.1) 
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which obey (1.2), (1.3) and take the form 
we arrive at the eigenvalue problem for the operator L,: 
(2.4 
It is instructive to consider first of all the case where A(x) = 0. We then have 
#S(x) = cleuZ + c2e-~2, 
9(x) = cle”5 - c2e-ox 
for some scalar constants cr , c2 . Substituting these expressions in (2.3) we find 
( 
a0 + 60 a0 - 60 
P(a, + 6,) e+(ul - 6,) H 1 
5 EO 
’ c2 
The condition for a nonzero solution c, , c2 is that the determinant should 
vanish, which reduces to the condition 
go _ (a1 - 61) (a0 + 60) _ 
- (a, - 6,) (a, - 6,) - y. (2.4) 
We will assume that the right-hand side, y, of (2.4) is neither zero nor infinite. 
Then we have an infinite collection of eigenvalues el, , k = 0, 51, &2,..., given 
by 
6, = 3 log y + liVi z.CE 01 + krri, (2.5) 
where log y refers to the principal value of the logarithm. 
Using methods of the type found in [I, 2, 8, 93 and many other places, one 
can show that for arbitrary differentiable A(x) the eigenvalue problem (2.2), (2.3) 
for the operator Lo has eigenvalues al, , k = 0, f 1, &2,... obeying the asymp- 
totic relation 
We will assume in this paper that the Do all have single multiplicity. Sufficient 
198 DAVID L. RUSSELL 
conditions for this to be true are given in [l]. Corresponding to these eigenvalues 
are two-dimensional eigenfunctions 
$k(x) = ($y;) , k = 0, fl, 3x2 ,... 
forming a Riesz basis for the spaceD([O, 11; E2) (a Riesz basis is the image of an 
orthonormal basis under a bounded and boundedly invertible linear trans- 
formation). Every element (w, V) EL”([O, 11; E2) has an expansion 
convergent in L2([0, 11; E2) and th ere are positive numbers d, D such that 
If we introduce the adjoint operator L*, defined by 
L*o (Z) = - (; :, ; ($ + A(x)* (Z) 
(2.7) 
(2.8) 
on the domain D* C L2([0, 11; EZ) consisting of function pairs (z) E W([O, 11; E2) 
which obey boundary conditions 
w@> - %w = 0, a;y(l) - 6,2(l) = 0 (2.9) 
its eigenvalues are 15~ , k = 0, &l, f2 ,... with corresponding eigenfunctions 
Correctly scaled, the x+G~ form the dual basis for L2([0, I]; P), satisfying the 
biorthogonality relations 
and the coefficients ck in the expansion (2.7) are given by 
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We are ready now to consider the controllability problem for (0. 1). Let the 
initial state 
(2.10) 
be prescribed and let it be required to find u EP[O, 21 (we know from earlier 
work [16, 17, 191 that a time interval of length 2 is minimal and sufficient for 
controllability) such that the solution (t) of (O.l), (0.2), (0.3) satisfies 
Letting (F) be a solution of the adjoint system 
(2.12) 
satisfying boundary conditions of the form (2.9) we find (see [19] for details) 
that, taking inner products in C*([O, I]; E2), 
(2.13) 
where g(x) = (${$ is the control distribution function in (0.1). Since (2.12) 
has the form (cf. (2.8)) 
it has solutions of the form 
Y(X? t> i 1 4x, t) = ecT”(T--t) CkW i 1 4k”W - 
Employing these solutions in (2.13) an d assuming for g(x) the expansion 
(2.14) 
we find that (2.10) and (2.11) can be satisfied if and only if 
s 
1 
ck =gk co”%(t) dt, k = 0, fl, &2 ).... (2.15) 
0 
409/62/1-14 
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If we take g(x) z 0 but employ boundary value control (0.4) this equation is 
replaced by 
where 
ck =tk 
s 
l e0”(2-t) 
u(t) 4 k = 0, 51, f2,... (2.16) 
0 
jk = a;lQU, al # 0, 
= b;l+,yl), b, $10. 
Because the ok have the form (2.6) we can use the substantial body of theory 
on nonharmonic Fourier series [13, 14, 17, 211 to see that the functions eQ@-), 
K = 0, &l, f2,... form a Riesz basis for P[O, 21. The dual basis consists of the 
unique sequence (pk) of functions in L2[0, 21 which satisfy the biorthogonality 
relations 
(e,+), pc)d[o*21 = Jo2 eqkttit) pX) dt = 8;. (2.18) 
Setting 
@> = kj, ~Pk@h u(t) = kg$P*(t) 
in (2.15), (2.16), respectively, those moment problems are solved. The condition 
that u E L2[0, 21 is, respectively, 
2 2 
< 03, < Co. (2.19) 
With a very simple argument it can be shown that the tk are bounded and 
bounded away from zero. Thus the second inequality in (2.9) is equivalent to 
i.e., all final states (2.11) in L*([O, 11; E2) can be achieved with a boundary 
control u eL2[0, 21. The first inequality in (2.19) is satisfied if and only if the 
ck have the form 
ck = dkL?k 9 k = 0, 51, +2,... 
with xzBb_, 1 dk I2 < CO. In particular ck = 0 when g, = 0. A dense set of 
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terminal states (2.11) can be reached with controls u EL~[O, 21 just in case we 
have the “approximate controllability” condition 
g, f 0, k = 0, &I, &2 ).... 
This condition is analogous to the controllability assumption of Section 1. 
The results of this section can also be interpreted in terms of observability in 
accord with the general duality theory of observation and control [5]. We will 
carry this out in Section 4. 
3. A DIFFERENCE-DELAY EQUATION 
Let us consider a collection of complex numbers pk having a form similar to 
that given for the ok in Section 2: 
pk = fl + hi + vk , k = 0, &l, *2,... (3.1) 
with z:km_-m j vk j2 < CD. We form the exponential functions eokt and we let 
r(t) denote a linear combination of these: 
m 
r(t) = C rkeDkt. 
k=-a, 
If the rk satisfy the condition Cf-, ] kr, I2 < cc (so that r(t) E H&,) then r(t) 
has a well-defined value for each t and we can consider differences 
r(t + 2) - e’%(t) = 2 rk(e2’lc - e2’) e@. 
k=-cc 
(3.2) 
In this paper we assume the p, to be distinct. Then as in Section 2, the expo- 
nentials epn(2-t) form a Riesz basis for Lz[O, 21 and there is a unique dual Riesz 
basis consisting of functions qk E Lz[O, 21 satisfying the biorthogonality relations 
(ePkt2-‘), qt)Lxa[o,21 = J2 ePrtzet) qp) dt = 8:. (3.3) 
0 
Since the pk satisfy (3.1) one verifies easily that 
,z, 1 e20k - e2’ I2 < cc 
and we may define a function q(t) EL~[O, 21 by 
q(t) = 2 (e20k - ez6) qk(t). 
kc--m 
(3.4) 
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s” q(2 - s) r(s + t) ds = j’ r(2 - s + t) q(s) ds 
0 0 
= ,E, ,% rkepkt(eBPe - e”‘) lo2 epk(‘-” q(s) ds 
= ,z, jm rkeDkt(e20e - ezR) 6 k = ,I= rk(e20k 
and (3.2) reduces to the difference-delay equation 
r(t + 2) - e2%(t) = j2 q(2 - s) r(t + s) ds. 
0 
e”B) ePkt 
(3.5) 
If we put T(S, t) = r(t + s) then r(s, t) satisfies (in an appropriately generalized 
sense) the partial differential equation 
arjat = ar/as (3.6) 
and (3.5) becomes a “Stieltjes type” (cf. [3, lo]) boundary condition 
r(t, 2) - e2b(t, 0) = I2 q(2 - s) r(t, s) ds. (3.7) 
0 
Now compute 
a 2 
at, I e-2Re(@)s j r(t, s)12 ds - 2Re@) lo2 1 e-b(t, s)12 ds 
= Jo2 le+Re@)s (m v + v r(t, s)) + aepTls)s / r(t, s)l2\ ds 
= e-4Re(B) [ r(t, 2)12 - j r(t, O)j” 
= 1 r(t, 0) + e-28 Jo2 ~(2 - s) r(t, s) ds I2 - I r(t, ON” 
-- 
= / e-20 Jo2 q(2 - s) r(t, s) ds I2 + r(t, 0) e-28 IO2 q(2 - s) r(t, s) ds 
+ ec20 Jo2 q(2 - s) r(t, s) dsr(t, 0) 
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from which we conclude via the Schwartz inequality that for some B, > 0 
a 2 
at, f e-2Re(B)s / r(t, s)12 ds 
5: B, c’ e-2Re(B)s ] r(t, s)j2 ds + 2 1 r(t, eczfls2 p(2 - s) r(t, s) ds 1 
0 ” 
:g B, 1’ e-ZReG7’)s 
0 
/ r(t, s)l” ds + j r(t, O)]” + / e-28 Io2 4(2 v(t, s) ds 12. 
(3.8) 
Koting that (3.6) implies that, for t > T, 
r(t, 0) = Y(T, t - T), 
(3.8) may be integrated to give 
s 
2 
0 
eczRefBJs 1 Y(T + 2, s)12 ds < Kl Jo2 e-2Re(B)s 1 ~(7, s)i” ds 
T+tL 2 -G B, I s e-zRe(B)s 1 Y(T + U, s)“~ ds da 7 0 
and from this it follows readily that 
J2 1 r(t, s)12 ds < Meut j2 I ~(0, s)j2 ds, t 3 0, 
0 0 
for some M > 0, p real. This bound together with the density in Hl[O, 21 of 
functions satisfying the boundary condition (3.7) enables us to see that (34, 
with the given domain, generates a bounded semigroup (in fact we can easily 
see that it is a group), G(t), on L2[0, 21. We may then speak of “solutions” of 
(3.6), (3.7) for arbitrary ~(0, s) inL2[0, 21 or solutions of (3.5) for arbitrary initial 
T(S), 0 < s < 2, which lie inL2[0, 21. 
Let the operator dr/ds with domain consisting of H1[O, 21 functions which 
satisfy (3.7) be denoted by T. Consider then the operator 
T*r^ = -(df/ds) + ec2Bq(2 - s) +(O) (3.9) 
defined on the domain consisting of those functions P E Hl[O, 21 which satisfy 
the boundary condition 
f(2) = ec2b(0). (3.10) 
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We compute 
= (Y, T*r^) - e-2@ Jo2 r(s) 42 - s) ds T(O) + (e-“+(2) - r(O)) f(O) 
= (Y, T*i) - e--z~~z Y(S) 4(2 - s) ds r^(o) + e-2@ (L2 q(2 - s) Y(S) ds) Y^(O) 
= (Y, T*r^). 
Since both T and T* are readily shown to have dense domain and to be closed 
operators, we conclude T* is the adjoint of T, as the notation anticipates. 
Since T generates a group G(t) in L2[0, 21, T* generates the adjoint group G(t)* 
and, for +o(~) arbitrary in L”[O, 21 we may identify G(t) f’,(s) with the generalized 
solution of 
S/i% = -(@/ih) + e-2Bq(2 - s) f(O), (3.11) 
i(t, 2) = e-“V(t, 0), (3.12) 
i(0, s) = to(s). (3.13) 
Finally, for this section, we note the following fact. Let qc ,.4 = 0, fl, &2,... 
denote the biorthogonal functions defined in (3.3). For any finite sum with 
K>lkl: 
we have 
= pm = (r, ii, qc(2 - *>I = P&, Q& - -1). 
We conclude then that (TY, 442 - a)) extends to a continuous linear functional 
defined for all Y eL2[0, 21. Hence 442 - *) belongs to the domain of T* and is, 
in fact, the eigenfunction of T* which corresponds to the eigenvalue pC of T*, 
just as e*@ is the eigenfunctions of T corresponding to the eigenvalue pk , as one 
readily verifies. In particular qc(2 - .) satisfies (3.10), i.e., 
qt(0) = e-25qt(2) or 
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It may be verified readily that the results of this section apply equally well to 
repeated eigenvalues plc with corresponding generalized eigenfunctions e“@, 
seD@ ,..., +-lepbs, where pLk denotes the multiplicity of pa, provided (3.1) still 
holds (which implies, of course, that only finitely many fk are multiple eigen- 
values and the multiplicity is finite in each case). An indication of the manner 
in which the biorthogonal functions are constructed in such a case appears in 
[17]. It should be emphasized, however, that in such an eventuality the indexing 
of the pa in (3.1) must take the multiplicity of pie into account, i.e., if, say, pa 
has multiplicity 3 then pa = pa ==p5 and the next, presumably distinct, eigenvalue 
will be designated p6 , etc. 
4. THE CANONICAL FORM FOR THE OBSERVED HYPERBOLIC SYSTEM 
We begin with the development of the normal and canonical forms associated 
with a certain observed linear system. While the theory for observed systems is 
equivalent, via duality, to that for control systems, its formulation is a little 
more straightforward in that no inhomogeneous term appears in the partial 
differential equation. So we treat this subject first. We consider the partial 
differential system 
(4.1) 
with boundary conditions 
w(O, 0 + 4P(O9 t) = c&l, t) + @(I, t) = 0 (4.2) 
and (cf. (2.4)) 
(Cl - 4 (co + 4) 
(Cl + 4) (co - 4) = y 
with F finite and nonzero. Associated with this system is the linear observation 
functional 
where h is an element of the space L2([0, 11; ZP). 
As in Section 2, (4.1) has solutions 
e”5b&), k == 0, +1, $-2,... 
with 
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and these pK are assumed distinct. The vector functions 
are normalized so as to form a Riesz basis for the space L2([0, I]; E2). We then 
have 
h = f h,+, 
k=-m 
with 
41hl12G f lh,12~~ll~l12 
k=-m 
(4.4) 
for some positive numbers d, D. 
Each generalized solution ($$~) of (4. I), (4.2) corresponding to an initial state 
($ in L2([0, 13; E2): 
has the expansion 
This enables us to establish equivalence between such solutions of (4.1), (4.2) 
and solutions of the infinite set of linear scalar initial value problems 
4ddt = PkYk 9 Y,(O) = i+k 9 k = 0, Al, +2 )..., 
whose solution (yk(t)} E P for each t. The observation (4.3) becomes 
(4.5) 
w(t) = 2 hkEkYk(t). 
k=--m 
(4.6) 
We will assume the observability condition 
h, f 0, h = 0, &I, &2 ).... (4.7) 
If instead of taking the form (4.3), the observation w is given by 
w(t) = ely(l, t) + &CL t>, det (4-g) 
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then in (4.6) we obtain coefficients & which, rather than being square summable 
as indicated by (4.4), h ave the property of being bounded and bounded away 
from zero, uniformly for all k. Then 
w(t) = T l&y&) 
k=-m 
is not in general defined for each t but (4.5) together with the properties of the 
exponential functions eDnt discussed in Section 3 shows w(t) to be square 
integrable on each finite interval. 
To actually construct the observation normal form we use the state to observa- 
tion map analogous to the matrix 0 defined in (1.5) of Section 1. Equations (4.5) 
and (4.6) show that for (T 3 0 we have 
4t + u) = f hkeukoyk(t), 
k=-cc 
thereby associating with the state (yk(t)} E P the observation function w(t + u). 
We define (cf. (4.9, (4.6)) 
7j(t, U) = f hke’Oruyk(t), 
k=--m 
0 < u <, 2, t >3 0, (4.9) 
which we denote by 
75(4 .> = O(iYkW 
As described in Section 3, we let the functions &s) in L2[0, 21 form the biortho- 
gonal sequence in that space relative to the functions eoa(2-s), i.e., 
c 2 ep~(2-s) qt(s) ds x 82. '0 
Then the map inverse to 0 is 
defined by 
{Yk@)> == &(t, .I 
yk(t) = h,’ [” ~~(2 - u) fj(t, u) do. 
JO 
The map 0 takes P onto the dense subspace H of L2[0, 21 consisting of sequences 
zTVp__, qkeosU for which Cz=-, 1 &hlc I2 < co. R maps H back onto F. In the 
case of boundary observation (4.8) where the square summable h, are replaced 
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by the /ik which are bounded away from zero and infinity, 0 is a Hilbert space 
isomorphism from P onto L2[0, 21. 
Now compute, using (4.5), (4.9), 
This identity holds in the, classical sense if 
,z, ( hJk?k 1 <*; 
otherwise it must be interpreted in the context of the theory of distributions. 
We adjoin to this partial differential equation, i.e., to 
agat = a+yau, (4.11) 
the boundary condition 
fj(t, 2) = e2%j(t, 0) + 1” 4(2 - u) T(t, u) da 
0 
(4.12) 
where 
do) = kzm k”“, - e2B) qkb), (4.13) 
as discussed in Section 3. The partial differential equation (4.1 I) and boundary 
condition (4.12) constitute the observation normal form for the linear system 
(4.1), (4.2). The observation relation (4.3) becomes 
w(t) = f hkyk(t) = f hkeokoyk(t) = ;i(& 0). 
12z-a k--E 
(4.14) 
It should be noted that (4.1 l), (4.12), (4.14) are independent of the particular 
coefficients h, in (4.6) and continue to have the same form for boundary observa- 
tion (4.8). However, for a given solution of (4.1), (4.2) (or, equivalently, of (4.5)) 
the degree of regularity of the solution +j(t, CJ) of (4.1 l), (4.12) varies, improving 
as the h, decay more rapidly. 
To pass to the observation canonical form we now let (cf. (4.13)) 
dt, 0) = $6 u) - f" q(avj(t, T) dr. 
-0 
(4.15) 
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Then 
-- 
~(t, 2) = q(t, 2) - j2 4(2 - T) 7j(t, T) dT = e2%j(t, 0) -= e2%(t, 0) 
0 
so the boundary condition (4.12) is replaced by 
~(t, 2) = e2@T(t, 0). 
The computation 
(4.16) 
=- a (fj(t, 0) - s,ou Q(cr q(t, T) d’) - ; (+j(t, 4 - IOU 4(a +j(t, 4 d7) at 
a7jk 0) r?r?(t, 4 =---- 
at au I 
u9(o3pT 
0 
+ 4(o) +j(t, 0) - [ ; q(u - T> j(t, T) dT 
= (using (4.11) and integration by parts) 
dT - [&’ - T> ‘+, T)]::: + q(o) fj(t, 0) 
shows that (4.11) is replaced now by 
a77(4 4 ws 4 = Q(o) r)(t 0) --- 
at au , * (4.17) 
Equations (4.17) and (4.16) constitute the observation canonical form for (4.1), 
(4.2) and should b e compared with (1.13) of Section 1. From (4.15) we see that 
the observation relation remains 
4) = dt, 0). (4.18) 
It is quite possible to discuss spectral modification in the context of the 
present section, in the same vein as developed in (1.14)ff of Section 1. We choose, 
however, to carry out this program in the control context of the next section. 
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5. THE CANONICAL FORM FOR THE CONTROLLED HYPERBOLIC SYSTEM 
Let ( $E$/) be a generalized solution of (O.l), (0.2), (0.3). If we develop in 
eigenfunchon series (cf. (2.7)) 
(5.1) 
and let g(x) have the development (2.14) then we find that the wk(t), 
k = 0, fl, &2,... satisfy 
dw,/dt = (Tewk + g,@(t). (5.2) 
These gk are, of course, replaced by the ik of (2.17) in the case of boundary 
control. Assuming w*(O) = 0, K = 0, fl, +2,... the control to state map at 
time t = 2 is (cf. (1.16)) 
w,(2) = g, lo2 eor(2-s)(~) ds, K = 0, *1, *2 ).... 
The first step in derivation of the control normal form is to use this map to 
define a new dependent variable [: 
wk(t) = g, lo2 e?(*-‘)[(t, s) ds, t>,O, k=O,&l, &2 ).... (5.3) 
We abbreviate this relationship by 
{t+(t)} = u([(t, *)), u:L2[o, 23 + p. 
Letting pk(t), k = 0, &l, 12 ,... denote the biorthogonal functions defined in 
(2.18) and assuming the controllability condition 
gk f O> K = 0, &l, -&2,... 
the inverse map for U is 
qt, s) = f Jf$p,(t) 
k=-m 
(5.4) 
which we designate by 
56 '> = S({wk(t)))' 
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The linear transformation U carries L2[0, 21 into a dense subspace G C P, 
consisting of sequences {wk} such that 
and S carries G onto L2[0, 21. In the case of boundary control (0.4), (2.17) we 
have G = L” since the & are bounded away from 0. The differential equation 
satisfied by [(t, s), at least in the generalized sense, is obtained formally as 
follows: 
& s) -= * dw,(t)ldt _ 
a c L=--m g, pk(s) = ,~Ec ( ukwk(tk; gk(t) j Pr(s) 
= ,% (jkso2 e”k(2--S)[(t, s) dsj P (3) t U(t) ,i, Pkb) y , - 
= ,g [-E(t, 2) + e2”“@, 0) + @)I p&) 
Now we proceed as in Section 3, noting that 
for some p EL~[O, 21, since the p, form a Riesz basis for that space. Thus 
_- -t p(s) t(t, 0) + f [e2akt, 0) - cctt 2, -+ u(t)l Pk(s)a 
I---I 
If we suppose that the boundary condition 
[(t, 2) = e20[(t, 0) + u(t) (5.6) 
is satisfied and observe that the formulas (5.3) and (5.4) for U and S indicate that 
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we obtain 
- = fg) + p(s) [(t, 0). at, 4 - at (5.7) 
Equation (5.7) together with the boundary condition (5.6) constitute the control 
normal form for (5.2) or equivalently, for (O.l), (0.2), (0.3). The above formal 
development will be justified later in this section. 
To pass to the control canonical form we set (cf. (1.20)) 
t(t, s) = %(t, s) - j-os~$=l r;(t, 4 dt. 
Then (5.6) together with {(t, 0) = [(t, 0) gives 
r;(t, 2) = S(t, 2) + s2p(2 - 7) r;(t, 7) d7 
0 
= e2%(t, 0) + (t) + Jo2P(2 - 7) I(& 7) dT 
(5.8) 
which supplies the boundary condition for [(t, s). Equation (5.7) now becomes 
0 = $ (5(t, 4- j-; p(s &, T> d’) 
- ; (t(t, 4 - Jo8 P(S W, 4 dT) - P(S) ((4 0) 
= (integrating by parts in the second integral) 
xv, 4 ar;(t, 4 =--~-~osp~-‘(%!$-%!&T 
at as 
+ $0 gt, $1 - P(O) 5(4 4 + P(s> 5k 0) - P(S) at, 0) 
aat, 4 am 4 ~~--.--j-~p(r(%&%&+~~ 
at as 
Thus (a{(t, s)/&) - (XJt, s)/as) satisfies the integral equation 
am 4 am 4 ’ - ac(ty d - - - - s, as p(s - 7) (7 - 
a!$, d - at a7 
dT = o 
whose only solution is 
am 4 am 4 = o 
-ai----- * i% 
(5.10) 
Equation (5.10) and the boundary condition (5.9) constitute the control canonical 
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form for (5.2), or, equivalently, for (O.l), (0.2), (0.3). Up to this point we can 
only claim that it has been obtained formally. Certainly the weakest link in our 
argument occurs in (5.6), since that condition has not been shown to be a logical 
consequence of the preceding arguments. We will use the rest of this section to 
justify the above development and its conclusions. 
We begin this process by analyzing the nature of the solutions of (5.7) (5.6). 
LEMMA 5.1. Consider the equations 
” &, 4 at = v + p(s) [(t, O), (5.11) 
l(t, 2) = e2?t(t, 0)+ u(t), (5.12) 
GO> 4 = lo(4 (5.13) 
wherein we assume p, [ E L2[0, 21 and u E L2[0, T] for every T > 0. These equations 
have a unique generalized solution [(t, s), t >, 0, 0 < s < 2 with % E C([O, T], 
L2[0, 21) m each interval [0, T] and 
@‘, .> = G,(T) %o + G,(T) u 
where G,(T) is a strongly continuous group of bounded operators on L2[0, 21 and 
G,(t): L2[0, T] + L2[0, 21 is a bounded linear operator for rach T. 
Proof. Equation (5.11) may be reinterpreted in terms of integration along 
characteristic lines t + s = constant (cf. [4, Chap. VI): 
&, 4 = to@, s + t) + Jot P(S + t - 7) &-, 0) dT, t 3 0. (5.14) 
In particular, for s = t, 0 < t < 2 we have 
t(t, 0) = to(t) + j%t - 4 &, 0) dT 
0 
which we immediately recognize as a Fredholm equation with Volterra kernel 
for [(t, 0), t E [0, 21. Thus ((t, 0) is determined by g(t) and it is well known that 
the map [, --+ [(., 0) is a bounded linear operator on L2[0, 21. Once l(t, 0) has 
been thus determined, [(t, s) can be obtained by integration, using (5.11) and 
(5.12) in the region 0 < t < 2, 0 < s < 2. Indeed, we have (5.14) for t > 0, 
0 < s < 2, t + s < 2, and 
Qt, s) = e2Qt - (2 - s), 2) + (t - (2 - s)) 
+ L?-d 
P(s + t - T) &, 0) dT, t>,O, o<s<2, t+s;32. 
(5.15) 
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The formulas (5.14) and (5.15) provide an explicit rendering of G,(t) and Gz(t) 
for 0 < t < 2 from which the stated properties of [ are easily obtained. The 
solution can be continued to arbitrarily large t by repeating the above analysis 
in intervals [2, 41, [4, 61, [6, 81, etc. 
Consider now the observed system 
(5.16) 
(5.17) 
&Y(O, t) - Q(o, t) = 0, qy(1, t) - &z(l, t) = 0 (5.18) 
obtained by setting C(X) = A(x)* in (4.1), h(x) = y(x) in (4.3), and taking 
c,, = aa, c, = 4 , d,, = -6,, , dl = -5, in (4.2). When we reduce this observed 
linear system to the form (4.5), (4.6) we have 
pk =ak? h, =g,. 
Denoting a solution of (4.5), as just noted, by {yk(t)} and a solution of (5.2) by 
{w,(t)) an easy computation (see [19]) shows 
(tw#% {Y,(o))),z - ({w,(o)h {Yk(T)>)@ = IoT @) dT - t> 4 (5.19) 
w(t) being given by (4.6). 
Consider now the maps 
;I@, ') = o{yk(t)h 
{WkWl = aIt, *> 
defined by (4.9), (5.3), respectively. For any function t(s) EP[O, 21 let 
(Z[) (s) = 5(2 - s). (5.20) 
A brief computation shows that the adjoint of 0, 0”: L2[0, 21 --+ .P, is given by 
o* = u.z, 
and, since Z is unitary we also have 
u* = L-0. 
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Making use of these adjoint relationships in (5.19) we find 
Here +j(t, s) is obtained from {rk(t)}, which is, in turn, obtained from (4.1), 
(4.2), following the procedure of Section 4. We know, therefore, that +j(t, S) 
satisfies 
2fj(t, syat = a?$, syas, (5.22) 
I- 
+j(t, 2) = e”%j(t, 0) + J9 q(2 - s) ij(t, s) as. 
0 
(5.23) 
Comparing (4.13) and (5.5) and noting that in our present case pk = ak, 
p = 6, we see that q(2 - s) = ~(2 - s) and hence (5.23) becomes 
fj(t, 2) = e25j(t, 0) + J-‘p(2 - s) +j(t, s) ds. 
0 
(5.24) 
The observation is (cf. (4.14)) 
w(t) = 7j(t, 0). (5.25) 
Now let [(t, s) be the solution of (5.11), (5.12), (5.13) with 
where [(O, s) = U-r{w,(O)} = S{wB(0)) is the function appearing in (5.21). 
The following computations may be justified by appealing to the theory of 
distributions or by approximating [ and +j by smooth solutions. 
-$- Jo2 [(t, s) +j-(T - t, 2 - s) ds 
rz 
s 
’ ?$+j(T - t, 2 - s) ds f s,’ @, s) ‘= -2; 2 - ‘) ds 
0 
= (cf. (5.22)) 
409/62/1-15 
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= 
s 
’ +i(T - t, 2 - s) ds + s,” [(t, s) aJ(T -if,’ 2 - ‘) ds 
0 
= X(4 s) 
as jj(T - t, 2 - s) ds 
+ l(t, 2) ip - t, 0) - ll4 0) fj(T - t, 2) 
= (cf. (5.11), (5.12)) = [(t, 0) /lp(s)+j(T - r, 2 - s) ds 
0 
+ ljt, 0) [e%j(T - t, 0) - +j(T - t, 2)] + u(t) ?j(T - 4 0) 
= I&, o) lo2 (p(s) +j( T - t, 2 - s) - ~$2 - $1 +j( T - t, 4) ds 
+ u(t)?j(T - t, 0) = u(t)ij(T - t, 0). 
Integrating with respect to t and using (5.13) and (5.25) we have 
(%(TY *I,‘i@ 2 - ‘))Ly,,,21 - (t(o, *>, fj(T, 2 - .))LzLo,23 = I’ u(t) w(T - t) dt. 
0 
Subtracting (5.26) from (5.21) we have 
(5.26) 
km -1 - PK *>qa 2 - 9)p[o,2, = 0. (5.27) 
Since we can take ij(O,2 - *) in (5.26) to be an arbitrary element of the dense 
subspace H of L2[0, 21, we conclude 
thus establishing rigorously that [(t, s) does indeed satisfy (5.6), (X7), as our 
earlier formal calculations have anticipated. 
The passage from (5.6), (5.7) to (5.9), (5.10) via (5.8) may be justified by 
approximating [(t, s) by smooth solutions of (5.6), (5.7) so the canonical form 
(5.9), (5.10) is now established. 
6. SPECTRAL DETERMINATION VIA LINEAR FEEDBACK 
We return now to the system (0.1) of Section 1 with the boundary conditions 
(0.2) and (0.3) (or (0.4) if b oundary control is used). With linear feedback 
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we obtain the closed loop system (0.6). Referring to the material of Sections 2 
and 5, we have 
u(t) = f KTeo,(t), (6.2) 
j=--m 
where the wj(t) have been defined in (5.1) and the k, are the expansion coeffi- 
cients of k EP([O, I]; E2) with respect to the basis {yj) defined in Section 2. 
When we pass to the system (5.6), (5.7) with state [(t, s) the feedback relation 
(6.2) (equivalently (6.1)) becomes (cf. (5.3)) 
(6.3) 
where 
is an element of L2[0, 21. In fact, if {A,}, (gj} are both square summable we have 
&,(2 - s) continuous on [0,2]. In the case of boundary control (0.4), (2.16), 
(2.17) the gj are replaced by the &. which are bounded but not square summable 
and in that case we can only conclude, using the square summability of the k, , 
that &(2 - s) eL2[0, 21. Finally, denoting the linear transformation (5.8) by 
(I + M), (6.3) now becomes 
LEMMA 6.1 .I 
(I $- kf>* e”‘- = $$(2 - *), j = 0, &I, 12 )... (6.4) 
or, equivalently, 
(I + M)e”j’ = jTj, j = 0, +l, &2 ,.... (6.7) 
Proof. AS in the work of Section 3 (see paragraph preceding (3.9)) let T 
denote the operator 
(~5) = ailas 
1 See Note added in proof. 
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defined on the domain in L2[0, 21 consisting of functions t; E H’[O, 21 which 
satisfy the boundary condition 
C(2) = @W) + j-o2~(2 - 4 5(s) ds. 
We have seen in Section 3 that the adjoint of T is the operator 
T*l = -(@as) + e-2Ep(2 - s) g(O) 
defined on the domain consisting of functions [ E H1[O, 21 which satisfy the 
boundary condition 
l(2) = e-q(o). 
If we let u(t) EG 0, [(t, s) = [(t, 2 - s) in (5.11), (5.12) we have 
4 aat, ale 4 
as = - as 
---L- + e-aq42 - s) [(t, O), (6.8) 
Qt, 2) = ec2Qt, 0). (6.9) 
Clearly the semigroup associated with (6.8), (6.9) has generator T*. Letting Zr 
be defined by (.ZrJ) (s) = ((2 - ) s we conclude that the semigroup associated 
with (5.11), (5.12) has generator Z;T*Z; . On the other hand, taking the trans- 
formation (5.8), i.e., I + M, into account the generators T and T associated 
with (5.6), (5.7) and (5.9), (5.10) (with u E 0), respectively, must be related by 
T = (I + M)-l p(l+ M) 
and we conclude, therefore, that 
T = (I + M)-l ZIT*Zl(I + M). 
(Note that this is not a similarity transformation because Zr is antilinear rather 
than linear.) Since the eigenfunctions of T are the functions e”j’l the eigen- 
functions of T* are the functions $42 - .) (with associated eigenvalue uj). 
We conclude therefore that 
or 
Z;(I + M) euf’ = $42 - *) 
(I + Al) e”j’ = p!J), 
which is (6.7). Thus 
((I + M) eoj*, ebj(2-.))L2Lo.21 = Sjk 
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so that 
(e’, (I + &I)* e~~(2-.))La[o,21 = Sjk 
from which (6.6) follows. 
Using this lemma with (6.4) we conclude 
(I $ M)* #Gg(2 - *) = (I + M)* 5 hjfjeej(2-') 
j=-, 
(6.10) 
Then (6.5) becomes 
= f kigjpj(2 - .) EE k,(2 - .). 
j,-m 
u(t) = (5, h (2 - .))rsIo,21 = I ’ 442 - s) &, s) ds. 
(6.11) 
0 
We now return to the system (5.9), (5.10) and substitute (6.11) for u(t) in (5.9), 
thereby obtaining the closed loop system (equivalent to (0.6), (0.2), (0.3)) 
a&, wt = a&, s)/as, (6.12) 
5(7,2) = e”“C(t, 0) + (” (~(2 - 7) t A,(2 - 7)) 5(t, T) dT, (6.13) 
‘0 
which should be compared with (1.23). M oreover, we have the formula (cf. (5.5), 
WON 
p(2 + kJ2 - T) = g (fZ20k - en’ $- kjgj)pk(2 - 7). 
j=-, 
We are now in a position to prove the main result of this paper. 
THEOREM 6.2. Let {pj} be a sequence of distinct complex numbers satisfying 
(6.14) 
Then there exists a function h E L2([0, 11, E2) (cf. 6.1)) such that the eigenwalues of 
the closed loop system (6.12), (6.13) are pj , j = 0, &l, f2 ,.... 
Proof. Following the material of Section 3, linear combinations of the form 
r(t) = 5 CjePjt, 
j=-ca 
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with pj satisfying the inequality (6.14), satisfy the equation 
r(t + 2) = e%(t) + J“ 4(2 - s) r(t + s) ds 
0 
where 
4(2 - s) = f (e20e - e2a) q~(2 - s), (6.15) 
s 
2 
4/(2 - s) eDjs ds = Sj. (6.16) 
0 
To realize the pi as eigenvalues of the system (6.12), (6.13), therefore, it is 
necessary and sufficient that we should have 
K,(2 - s) = 4(2 - s) - p(2 - s). (6.17) 
Let us estmate the coefficients of the right-hand side of (6.17) when expanded 
in terms of the biorthogonal functions ~~(2 - s). Since we already know this 
precisely for ~(2 it is enough to look at 4(2 - s). If 
4(2 - s) = 5 d,pj(2 - s) 
j=-, 
then, clearly 
dj= 2 s e”j”q(2 - s) ds = 0 I 2 e’j’q(2 ds + 0 s 2 (e”@ - e”j”) 4(2 - s) ds 0 
= (cf. (6.19, (6.16)) (es@ - e2* ) + Jo2 ((j g eTs d7) 4(2 ds 
= (e% - e2a ) + lo2 (s’ se” d7 4(2 - s) ds. % I____ 
The integral here clearly has absolute value 
dj~/~02(~~seTsd~)q(2ds~ <~021~o~eT8d~~/9(2~ds 
G 21’2 I uj’- Pi I suP I eT8 I II 41/~2a[o,21 Y 
7 
where the sup is taken over the straight line segment joining 09 and pr in the 
complex plane. From the asymptotic form (2.6) for the uj together with (6.14) 
we infer that this sup is uniformly bounded for all i. Therefore we have 
dj = e2’j - e2” + O(I ai - pi I), 1jI-f~. 
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Then using (5.5) we conclude from (6.17) that 
where 
I 4 I = O(l Oi - Pj I)9 ljl-+co. 
Referring to (6.10) we see that & must be equal to Kjgi so that 
from which it follows that the R, are square summable (and hence K in (6.1) 
yields a continuous functional of the state (,“)) just in case (6.14) is true. Since 
it does not appear easy to show that there is any positive dwith / di - (ezoj - 3”) 
3 d / uj - pi 1 . Hence (6.14) h as only been shown to be a sufficient condition 
here, rather than a necessary condition. 
We remark that while the above theorem has been established for distinct 
aj and distinct pj , it is quite easy (but cumbersome of description) to extend the 
result to include finitely many aj having finite multiplicities pj and finitely many 
pj having finite multiplicities vj , provided the criteria spelled out at the end of 
Section 3 are met. 
The case of boundary control deserves special mention. Assuming it takes 
the form 
qw(l, q + b,$l, t) = u(t), (6.18) 
we shall suppose u(t) to be synthesized by a linear feedback law 
where k EL”([O, I]; IF+) ad 
unless k, = k, = 0. The boundary condition (6.18) then becomes 
(~1 - 4) ~(1, t) + (b, - k,) ~(1, t) =z s,’ k(x)* c;$’ ;;I dx. (6.20) 
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What we might call the “base point” for the eigenvalues is the complex number 
where (cf. (2.4)) 
y(hl , h,) = (a1 - bl - (4 - kd k% + &J 
(Ql + h - (4 + h2)) @cl - M * 
From this we see that or@, , k,) can be determined as any desired complex 
number by appropriate choice of k1 and k, . Replacing a, by a, - K, , 6r by 
b, - k, we have returned to the case where the system takes the form (O.l), (0.2), 
(0.3) with u(t) determined by 
u(t) = jol h(x)* (;k ;) dx. 
As noted in Section 2, this case can be subsumed under the one already con- 
sidered, replacing the square integrable gj by coefficients & which are bounded 
away from 0 and co. The condition (6.14) then becomes 
f 1 pj - Uj 1' < CO 
j=-m 
and we have the following result. 
THEOREM 6.3. Consider the boundu~y control system (O.l), (0.2), (0.4). By 
approprtite choice of hI , h, satisfying (6.19) and h EL*([O, 11, E2) the closed loop 
system (O.l), (0.2), (6.20) can be ussigned eigenvalues 
pj=O!+j7Ti+olj, j = 0, fl, &2 ,..., 
where 01 is any complex number and 
fj 1 aj I*< oc). 
j=-uJ 
It is shown in [I91 that if k, and K, are selected so that 
6 - hl = bl - h, # 0 
then K(X) EL*([O, 11; E2) can be found so that all solutions of (O.l), (0.2), (6.20) 
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vanish identically for t 3 2. This yields a “deadbeat” control law which has no 
counterpart in finite-dimensional control systems 
& = Ax i- bu 
but is a familiar and well studied phenomenon in the case of the discrete system 
X k+l = Ax, + bu, . 
(See [ 11, 221 for further details.) 
7. CONCLUDING REMARKS 
It should be clear that the study carried out in the foregoing sections of this 
article does not exhaust the possibilities inherent in the method. By “the method” 
we mean the use of the control to state operator, called U in this paper, followed 
by a convolution transformation of the type I + M, to reduce a controllable 
distributed parameter system to a canonical form wherein certain properties 
of the system will be more amenable to analysis. Certainly one goal must be to 
carry out this procedure for a general system without specific reference to 
eigenfunctions, etc. Here, however, a certain caveat is in order. It must be 
regarded exceptional that there should exist a one to one linear control to state 
map U from a space L2([0, T], En) to the state space of the control process. 
In most cases U will have to be defined on a subspace z of P([O, T], E”) in 
order to make it a one-to-one map. This will always be true for parabolic 
control systems, for example, where no minimal control interval exists and it 
will be true for hyperbolic systems involving several different wave speeds [16]. 
The normal form obtained with the transformation U will have z as an invariant 
subspace when u(t) = 0. The resulting canonical forms will necessarily have 
somewhat greater complexity than is the case in the present article. Even if we 
take the scalar hyperbolic system. 
(aw/aP) - (Pwpx2) = g(x) u(t), O<x<l, t>o, 
w(0, t) Et w( 1, t) 5 0 
the domain of U becomes {u EL”[O, 21 1 s: u(t) dt = O}. The canonical systems 
in this and other hyperbolic cases where z is a proper subspace of L2([0, l] ; Em) 
can be expected to correspond to groups whose generators are operators of the 
form studied in [3, lo], e.g., wherein the domain is described by means of 
“Stieltjes” boundary conditions together with certain linear side conditions. 
We remark also that the case of multiple eigenvalues, in the original uncon- 
trolled (u(t) E 0) system or in the closed loop system remains inadequately 
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explored for the hyperbolic systems studied in this paper. As remarked in 
Sections 3 and 6, however, we expect this work to be a fairly straightforward 
extension of what we have carried out here. 
Note added in proof. Lemma 6.1 should be corrected so that (6.6), (6.7) read 
(I + M)* t?f(2-.) = bjpj(2--), j = 0, +l, 42, ... 
(I + M) e”j‘ = 6&j , j = 0, * 1, +2, ..‘, 
where, for some positive numbers b, B, 
b<Ib,I<B,j=O,=k1,&2 ,.... 
The existence of b, B follows from the boundedness and bounded invertibility of Z + M. 
No essential change in the subsequent analysis results. 
Additional references: (Canonical forms for ordinary differential systems.) 
P. BRUNOWSKY, A classification of linear controllable systems, Kybernetiku 6 (1970), 
173-188. (Relationship between hyperbolic equations and delay-difference equations.) 
K. L. COOKE AND D. W. KRUMME, Differential-difference equations and nonlinear 
initial-boundary value problems for linear hyperbolic partial differential equations, 
J. Math. Anal. Appl. 24 (1968), 372-387. 
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