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ARONSZAJN TREES, SQUARE PRINCIPLES, AND
STATIONARY REFLECTION
CHRIS LAMBIE-HANSON
Abstract. We investigate questions involving Aronszajn trees, square princi-
ples, and stationary reflection. We first consider two strengthenings of (κ) in-
troduced by Brodsky and Rinot for the purpose of constructing κ-Souslin trees.
Answering a question of Rinot, we prove that the weaker of these strength-
enings is compatible with stationary reflection at κ but the stronger is not.
We then prove that, if µ is a singular cardinal, µ implies the existence of a
special µ+-tree with a cf(µ)-ascent path, thus answering a question of Lu¨cke.
1. Introduction
In this paper, we address recent questions of Rinot and Lu¨cke involving trees
and square sequences. We begin by reviewing the cast of characters.
A partial order (T,<T ) is a tree if, for all t ∈ T , the set predT (t) := {s ∈ T |
s <T t} is well-ordered by <T . We often abuse notation and refer to such a tree as
T rather than (T,<T ). If T is a tree and t ∈ T , then htT (t) = otp(predT (t), <T ).
For an ordinal α, Tα is the set of t ∈ T such that htT (t) = α, and the height of
the tree, ht(T ), is the least α such that Tα = ∅. T<α, T≤α, etc. are defined in the
obvious way. A subset b of a tree T is a chain in T if b is linearly ordered by <T .
If a chain b in T is downward closed under <T , it is called a branch through T . A
branch b through a tree T is a cofinal branch if, for all α < ht(T ), b ∩ Tα 6= ∅. A
subset of T is an antichain if its elements are pairwise <T -incomparable. If κ is an
infinite, regular cardinal and T is a tree, then T is a κ-tree if ht(T ) = κ and, for all
α < κ, |Tα| < κ. If T is a κ-tree and T has no cofinal branch, then T is said to be
a κ-Aronszajn tree.
We will be interested in two particular types of κ-Aronszajn trees: κ-Souslin
trees and special κ-trees.
Definition 1.1. Let κ be an uncountable, regular cardinal. A κ-Souslin tree is a
κ-Aronszajn tree with no antichains of size κ.
The following definition is due to Todorcevic. In what follows, if T is a tree of
height κ and S ⊆ κ, then T ↾ S is
⋃
{Tα | α ∈ S}, equipped with the restriction of
<T .
Definition 1.2 (Todorcevic, [22]). Suppose κ is an uncountable, regular cardinal
and T is a tree of height κ.
(1) If S ⊆ κ and r : T ↾ S → T , then r is regressive if, for every non-minimal
t ∈ T ↾ S, r(t) <T t.
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(2) If S ⊆ κ, S is non-stationary with respect to T if there is a regressive
r : T ↾ S → T such that, for every t ∈ T , there is µt < κ and a function
ct : r
−1(t)→ µt such that ct is injective on chains in T .
(3) T is special if κ is non-stationary with respect to T .
If κ = µ+ for some cardinal µ, then it can be shown that this coincides with the
classical definition stating that a tree T of height κ is special if there is a function
f : T → µ that is injective on chains in T . It is easily seen that a special tree
cannot have a cofinal branch and also cannot be Souslin.
We will be using a variety of square principles. The earliest such principle was
introduced by Jensen [9]; the generalization given here is due to Schimmerling.
Definition 1.3 (Schimmerling, [19]). Suppose µ and λ are cardinals. A sequence
~C = 〈Cα | α < µ+〉 is a µ,<λ-sequence if:
(1) for all α < µ+, Cα is a set of clubs in α with 0 < |Cα| < λ;
(2) for all α < β < µ+ and all C ∈ Cβ , if α ∈ acc(C), then C ∩ α ∈ Cα;
(3) for all α < µ+ and all C ∈ Cα, otp(C) ≤ µ.
µ,<λ is the assertion that there is a µ,<λ-sequence. µ,<λ+ is typically denoted
µ,λ, µ,1 is typically denoted µ and is Jensen’s original square principle, and
µ,µ, also investigated by Jensen, is often denoted 
∗
µ and is known as weak square.
An immediate consequence of condition (3) in the definition of µ,<λ is that, if
~C is a µ,<λ-sequence, then ~C does not have a thread, i.e. a club D ⊆ µ+ such that,
for every α ∈ acc(D), D ∩α ∈ Cα. A weakening of µ, due to Todorcevic, replaces
this order-type restriction with its anti-thread consequence.
Definition 1.4 (Todorcevic). Suppose κ is a regular, uncountable cardinal and
λ > 1 is a cardinal. A sequence ~C = 〈Cα | α < κ〉 is a (κ,< λ)-sequence if:
(1) for all α < κ, Cα is a set of clubs in α with 0 < |Cα| < λ;
(2) for all α < β < κ and all C ∈ Cβ, if α ∈ acc(C), then C ∩ α ∈ Cα;
(3) there is no club D ⊆ κ such that, for all α ∈ acc(D), D ∩ α ∈ Cα.
(κ,< λ) is the assertion that there is a (κ,< λ)-sequence. (κ,< λ+) is typically
denoted (κ, λ), and (κ, 1) is typically denoted (κ).
There are many connections between square principles and higher Aronszajn
trees. Todorcevic (see [23]) proved that, if κ is a regular, uncountable cardinal, then
(κ,< κ) implies the existence of a κ-Aronszajn tree. Earlier results of Jensen,
Solovay, Gregory, and Shelah combine to show that, if µ is uncountable, then GCH+
µ implies the existence of a µ
+-Souslin tree. In addition, ∗µ is equivalent to the
existence of a special µ+-tree.
The last player in our story is stationary reflection. Recall that, if κ is a regular,
uncountable cardinal, S ⊆ κ is stationary, and α < κ is an ordinal of uncountable
cofinality, then S reflects at α if S ∩ α is stationary in α. S reflects if there is
α < κ such that S reflects at α. Refl(S) is the assertion that, whenever T ⊆ S
is stationary, then T reflects. If S is a collection of stationary subsets of κ and
α < κ has uncountable cofinality, we say S reflects simultaneously at α if, for every
T ∈ S, T reflects at α. We say S reflects simultaneously if there is α < κ such
that S reflects simultaneously at α. If λ is a cardinal and S ⊆ κ is stationary, then
Refl(< λ, S) is the assertion that, whenever S is a collection of stationary subsets
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of S and |S| < λ, S reflects simultaneously. As usual, Refl(< λ+, S) will be denoted
by Refl(λ, S).
Aronszajn trees and square sequences can be seen as instances of incompact-
ness: κ-Aronszajn trees have branches of every length less than κ but no branches
of length κ, and square sequences of length κ cannot be extended to have length
κ+1. Stationary reflection and strengthenings thereof, on the other hand, are man-
ifestly compactness principles and are therefore at certain odds with the existence
of Aronszajn trees and square sequences. For example, a folklore result states that
µ implies the failure of Refl(S) for every stationary S ⊆ µ+. Much work has
been done investigating the extent to which certain compactness and incompact-
ness principles can or cannot hold simultaneously; we continue this line of research
here.
Our notation is, for the most part, standard. We use [8] as a reference for all
undefined notions. If A is a set of ordinals, we use acc(A) to refer to {β ∈ A \ {0} |
sup(A ∩ β) = β} and let nacc(A) = A \ acc(A). If λ < κ are cardinals and λ is
regular, then Sκλ = {β < κ | cf(β) = λ}. S
κ
<λ, S
κ
≤λ, etc. are defined in the obvious
way.
1.1. Souslin tree constructions. There have been a vast array of constructions
of κ-Souslin trees that have differed based on the identity of κ and any additional
properties desired of the constructed tree. In recent work (see [1]), Brodsky and
Rinot unify these constructions under a single framework. In the process, they
isolate certain strengthenings of (κ,< λ) that incorporate guessing properties.
Definition 1.5 (Brodsky-Rinot, [1]). Suppose κ is a regular, uncountable cardinal,
λ, θ > 1 are cardinals, and S is a non-empty collection of stationary subsets of κ.
〈Cα | α < κ〉 is a ⊠
−
θ (S, < λ)-sequence if:
(1) for all α < κ, Cα is a set of clubs in α with 0 < |Cα| < λ;
(2) for all α < κ and all C ∈ Cα, otp(C) ≤ θ;
(3) for all α < β < κ and all C ∈ Cβ, if α ∈ acc(C), then C ∩ α ∈ Cα;
(4) for every cofinal A ⊆ κ and every S ∈ S, there is β ∈ S such that, for all
C ∈ Cβ , sup(nacc(C) ∩ A) = β.
⊠−θ (S, < λ) holds if there is a ⊠
−
θ (S, < λ)-sequence. If θ = κ, then θ is omitted from
the notation. If S ⊆ κ is stationary, we write ⊠−θ (S,< λ) instead of ⊠
−
θ ({S}, < λ).
⊠−θ (S, λ) and ⊠
−
θ (S) are defined in analogy with (κ, λ) and (κ).
The following is proven in [1].
Proposition 1.6. Suppose κ is a regular, uncountable cardinal, λ > 1 is a cardinal,
and ~C = 〈Cα | α < κ〉 is a ⊠−(κ,< λ)-sequence. Then ~C is a (κ,< λ)-sequence.
Proof. Suppose for sake of contradiction that D is a thread through ~C. Let A =
acc(D). Since ~C is a ⊠−(κ,< λ)-sequence, there is β < κ such that sup(nacc(C) ∩
A) = β for all C ∈ Cβ . Fix such an β. Then β ∈ acc(D), so there is C ∈ Cβ such
that C = D ∩ β. But then nacc(C) ∩ A = β ∩ nacc(D) ∩ acc(D) = ∅, which is a
contradiction. 
Brodsky and Rinot also introduce a further strengthening of ⊠−θ (S, < λ). Before
we give its definition, we need some notation.
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Definition 1.7 (Brodsky-Rinot, [1]). Suppose D is a set of ordinals and σ is an
ordinal. succσ(D) is, intuitively, the set of the first σ “successor elements” of D.
More precisely, succσ(D) = {δ ∈ D | for some j < σ, otp(D ∩ δ) = j + 1}.
Definition 1.8 (Brodsky-Rinot, [1]). Suppose κ is a regular, uncountable cardinal,
λ, θ > 1 are cardinals, and S is a non-empty collection of stationary subsets of κ.
〈Cα | α < κ〉 is a ⊠θ(S, < λ)-sequence if:
(1) for all α < κ, Cα is a set of clubs in α with 0 < |Cα| < λ;
(2) for all α < κ and all C ∈ Cα, otp(C) ≤ θ;
(3) for all α < β < κ and all C ∈ Cβ, if α ∈ acc(C), then C ∩ α ∈ Cα;
(4) for every sequence 〈Ai | i < κ〉 of cofinal subsets of κ and every S ∈ S,
there is β ∈ S such that, for all C ∈ Cβ and all i < β, sup({α < β |
succω(C \ α) ⊆ Ai}) = β.
As before, we omit θ if θ = κ and write ⊠θ(S,< λ) instead of ⊠θ({S}, < λ). ⊠(S, λ)
and ⊠(S) are defined in the obvious way.
Remark 1.9. In clause (4) of the definitions of ⊠−θ (S, < λ) and ⊠θ(S, < λ), the
existence of a single β ∈ S is easily seen to be equivalent to the existence of
stationarily many such β ∈ S.
Brodsky and Rinot use these principles, together with ♦(κ) (which follows from
GCH for successor cardinals κ > ω1) to construct κ-Souslin trees with various
additional properties.
Theorem 1.10 (Brodsky-Rinot, [2], [1], [3], respectively). Suppose κ is a regular,
uncountable cardinal.
(1) ⊠−(κ,< κ) +♦(κ) implies the existence of a κ-Souslin tree.
(2) ⊠−(NS+κ ) +♦(κ) implies the existence of a coherent κ-Souslin tree (see [1]
for the definition of coherence in this setting).
(3) ⊠(κ) + ♦(κ) implies the existence of a κ-Souslin tree that contains a λ-
ascent path for every infinite cardinal λ < κ (see Definition 1.15 for the
definition of a λ-ascent path).
One salient difference between the constructions of Brodsky and Rinot and pre-
vious constructions is that the new constructions make no explicit use of a non-
reflecting stationary subset of κ, while all known previous ♦-based constructions
do. This led Rinot to ask the following question.
Question 1.11 (Rinot, [15]). Let κ be a regular, uncountable cardinal. Is GCH+
⊠−(κ) + Refl(κ) consistent? What about GCH+⊠(κ) + Refl(κ)?
Here, we answer the first question in the affirmative and the second question
in the negative. Upon learning of our affirmative answer, Rinot asked if, in case
κ = µ+ where µ is a singular cardinal, we can also arrange for ∗µ to hold. This is
of interest for two reasons. First, the presence of ∗µ allows one to draw stronger
consequences from ⊠−(κ) (see [2]). Second, by a result from [17], if µ is strong
limit, 2µ = µ+, and ∗µ holds, then forcing to add a Cohen subset of µ
+ necessarily
adds a non-reflecting stationary set. Therefore, if ∗µ were to also hold in a model
of GCH + ⊠−(κ) + Refl(κ), the stationary reflection would be quite fragile. We
answer this affirmatively as well. In particular, we prove the following theorems.
Theorem 1.12. Assuming the consistency of certain large cardinals, the following
are consistent:
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(1) GCH +⊠−(NS+ℵω+1) +⊠
−
ℵω
({S
ℵω+1
ℵn
| n < ω}, ω) + Refl(ℵω+1);
(2) GCH +⊠−(NS+ℵ2) + Refl(S
ℵ2
ℵ0
);
(3) GCH+♦(κ)+⊠−(NS+κ )+Refl(κ), where κ is the least inaccessible cardinal.
Remark 1.13. We also get the relevant instance of ♦ in (1) and (2) of Theorem
1.12, as it follows there from GCH. In addition, there is nothing special about ℵω+1,
ℵ2, or the least inaccessible in Theorem 1.12. They are used for concreteness only,
and self-evident modifications of the proof will allow the reader to obtain similar
results for other successors of singular cardinals, successors of regular cardinals,
and inaccessible cardinals, respectively.
In addition, we will obtain similar results about the consistency of wider ⊠ se-
quences together with simultaneous stationary reflection, indicating that the exis-
tence of a κ-Souslin tree is in general compatible with a high degree of simultaneous
stationary reflection.
Theorem 1.14. Suppose κ is a regular, uncountable cardinal and ⊠(κ) holds. Then
Refl(Sκω) fails.
However, we will show that ⊠(κ) is consistent with Refl(κ \ S) for some non-
reflecting stationary S ⊆ Sκω.
A small note is in order here. Very soon after the author proved Theorem 1.12,
Rinot proved in [16] that, if κ ≥ ℵ2 is a successor cardinal, then GCH+(κ) actually
implies ⊠−(κ), in which case the positive answer to the first part of Question 1.11
follows directly from work of Hayut and the author in [7]. Our results here remain
of interest, though, in that they provide a strengthened version of ⊠−(κ) (namely
⊠−(NS+κ )) and also work for inaccessible values of κ.
1.2. Ascending paths in trees. The following definition is a generalization of
the notion of a cofinal branch through a tree.
Definition 1.15. Suppose T is a tree and ht(T ) = κ. Let λ > 0 be a cardinal.
(1) A sequence 〈bγ : λ → Tγ | γ < κ〉 is an ascending path of width λ through
T if, for all α < β < κ, there are η, ξ < λ such that bα(η) <T bβ(ξ).
(2) A sequence 〈bγ : λ → Tγ | γ < κ〉 is a λ-ascent path through T if, for all
α < β < κ, there is η < λ such that, for all η ≤ ξ < λ, bα(ξ) <T bβ(ξ).
It is clear that a λ-ascent path is also an ascending path of width λ. The notion
of a λ-ascent path is due to Laver and stems from his work in [12].
One of the reasons special trees are of interest is that they are robustly branchless,
i.e. if κ is a regular, uncountable cardinal and T is a special tree of height κ, then
T fails to have a cofinal branch in any outer model in which κ remains a regular
cardinal. Extending this idea, Shelah, building on work of Laver and Todorcevic,
proved that the existence of certain ascent paths also precludes a tree from being
special.
Theorem 1.16 (Shelah, [21]). Suppose λ < µ are infinite cardinals such that λ is
regular and cf(µ) 6= λ. Suppose T is a tree of height µ+ and T has a λ-ascent path.
Then T is not special.
Todorcevic and Torres Pe´rez, in [24], prove a stronger result that is further
generalized by Lu¨cke in [13] to show that, in many cases, the weaker requirement
that T not have an ascending path of narrow width is enough to stop T from being
special.
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Theorem 1.17 (Lu¨cke, [13]). Suppose λ < κ are infinite cardinals such that κ is
regular and is not the successor of a cardinal µ such that cf(µ) ≤ λ. Suppose T is a
tree of height κ and S ⊆ Sκ>λ is a stationary set that is non-stationary with respect
to T . Then T does not have an ascending path of width λ.
In particular, if T is a tree of height κ, κ is not the successor of a cardinal of
cofinality ≤ λ, and T has an ascending path of width λ, then T is not special.
This leads naturally to the following question.
Question 1.18 (Lu¨cke, [13]). Is it consistent that there is a singular cardinal µ
and a cardinal λ such that cf(µ) ≤ λ < µ and there is a special tree T of height µ+
that has an ascending path of width λ?
We will answer this question affirmatively, in fact showing that a stronger state-
ment follows fromµ but not fromµ,2. More precisely, we will prove the following.
Theorem 1.19. Suppose µ is a singular cardinal.
(1) If µ holds, then there is a special µ
+-tree with a cf(µ)-ascent path.
(2) It is consistent that µ,2 holds and, for every regular λ < µ, if T is a tree
of height µ+ with a λ-ascent path, then T has a cofinal branch.
Clause (2) of Theorem 1.19 is due to Shani and is proven in [20]. The proof
there goes through an argument about fresh subsets of ordinals in ultrapowers. We
provide a different proof here, using work of the author from [10]. In the model
we will construct for clause (2) of Theorem 1.19 (as well as in that constructed by
Shani in [20]), we will have 2µ = µ+. In [1], Brodsky and Rinot show that, if µ is
singular, then µ + 2
µ = µ+ implies ⊠(µ+) + ♦(µ+). Therefore, by clause (3) of
Theorem 1.10, µ + 2
µ = µ+ implies the existence of a µ+-Souslin tree that has
a λ-ascent path for every infinite cardinal λ < µ. This shows that Brodsky and
Rinot’s result is optimal in the sense that the existence of such a Souslin tree does
not follow from µ,2 + 2
µ = µ+.
Versions of clause (2) of Theorem 1.19 also hold for successors of regular car-
dinals and inaccessible cardinals. This provides an example of a case in which
µ,2 is compatible with a compactness principle that is denied by µ. As an-
other example of such a result, Sakai shows in [18] that, if µ is a regular, un-
countable cardinal, then µ,2 is compatible with the Chang’s Conjecture variation
(µ+, µ) ։ (ω1, ω), whereas results of Todorcevic (see [23]) imply that, for any
cardinal ν < µ, (µ+, µ)։ (ν+, ν) implies the failure of µ.
2. Forcing preliminaries
In this section, we introduce some forcing posets that will be useful for us. We
start by looking at an indexed strengthening of µ,cf(µ), studied in [4] and [5].
Definition 2.1 (Cummings, Foreman, and Magidor [4]). Suppose µ is a singular
cardinal. A sequence 〈Cα,i | α < µ+, i(α) ≤ i < cf(µ)〉 is a indµ,cf(µ)-sequence if the
following conditions hold:
(1) for every α < µ+, i(α) < cf(µ);
(2) for every α < µ+ and i(α) ≤ i < cf(µ), Cα,i is club in α;
(3) there is an increasing sequence of regular cardinals, 〈µi | i < cf(µ)〉, cofinal
in µ, such that, for all α < µ+ and i(α) ≤ i < cf(µ), otp(Cα,i) < µi;
(4) for all α < µ+ and i(α) ≤ i < j < cf(µ), Cα,i ⊆ Cα,j ;
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(5) for all α < β < µ+ and i(β) ≤ i < cf(µ), if α ∈ acc(Cβ,i), then i(α) ≤ i
and Cβ,i ∩ α = Cα,i;
(6) for all limit α < β < µ+, there is i < cf(µ) such that i(α), i(β) ≤ i and
α ∈ acc(Cβ,i).
indµ,cf(µ) holds if there is a 
ind
µ,cf(µ)-sequence.
indµ,cf(µ) can be introduced by a natural forcing poset.
Definition 2.2. Suppose µ is a singular cardinal and ~µ = 〈µi | i < cf(µ)〉 is an
increasing sequence of regular cardinals, cofinal in µ. Then Sind~µ is the forcing poset
whose conditions are all s = 〈Csα,i | α ≤ γ
s, i(α)s ≤ i < cf(µ)〉 such that:
(1) γs < µ+;
(2) for all α ≤ γs, i(α)s < cf(µ);
(3) for all α ≤ γs and i(α)s ≤ i < cf(µ), Csα,i is club in α and otp(C
s
α,i) < µi;
(4) for all α ≤ γs and i(α)s ≤ i < j < cf(µ), Csα,i ⊆ C
s
α,j ;
(5) for all α < β ≤ γs and i(β)s ≤ i < cf(µ), if α ∈ acc(Csβ,i), then i(α)
s ≤ i
and Csβ,i ∩ α = C
s
α,i;
(6) for all limit α < β ≤ γs, there is i < cf(µ) such that i(α)s, i(β)s ≤ i and
α ∈ acc(Csβ,i).
Sind~µ is ordered by end-extension.
The following lemma is proven in Section 9 of [4].
Lemma 2.3. Suppose µ and ~µ are as in the previous definition.
(1) Sind~µ is cf(µ)-directed closed.
(2) Sind~µ is < µ-strategically closed.
(3) If G is Sind~µ -generic over V , then, in V [G],
⋃
G is a indµ,cf(µ)-sequence.
There is also a natural forcing notion to add a (κ)-sequence.
Definition 2.4. Suppose κ is a regular, uncountable cardinal. S(κ) is the forcing
poset whose conditions are all s = 〈Dsα | α ≤ γ
s〉 such that:
(1) γs < κ;
(2) for all α ≤ γs, Dsα is club in α;
(3) for all α < β ≤ γs, if α ∈ acc(Dβ), then Dβ ∩ α = Dα.
S(λ) is ordered by end-extension.
The following lemma is standard. A proof can be found in [11].
Lemma 2.5. Suppose κ is a regular, uncountable cardinal.
(1) S(κ) is countably closed.
(2) S(κ) is κ-strategically closed.
(3) If G is S(κ)-generic over V , then, in V [G],
⋃
G is a (κ)-sequence.
We now introduce posets designed to add threads to these square sequences.
Definition 2.6. Suppose µ is a singular cardinal and ~C = 〈Cα,i | α < µ+, i(α) ≤
i < cf(µ)〉 is a indµ,cf(µ)-sequence. Let i < cf(µ). T0,i(
~C) is the forcing poset whose
conditions are all Cα,i such that α < µ
+ is a limit ordinal and i(α) ≤ i. T0,i(~C) is
ordered by end-extension, i.e. Cβ,i ≤ Cα,i iff α ∈ acc(Cβ,i).
8 CHRIS LAMBIE-HANSON
Definition 2.7. Suppose κ is a regular, uncountable cardinal and ~D = 〈Dα | α <
κ〉 is a (κ)-sequence. T1( ~D) is the forcing poset whose conditions are all Dα such
that α < κ is a limit ordinal. T1( ~D) is ordered by end-extension.
Lemma 2.8. Let µ be a singular cardinal, let κ = µ+, and let ~µ = 〈µi | i < cf(µ)〉
be an increasing sequence of regular cardinals, cofinal in µ. Let S0 = S
ind
~µ and
S1 = S(κ). Let ~˙C be a name for the 
ind
µ,cf(µ)-sequence added by S0, and let
~˙D be
a name for the (κ)-sequence added by S1. Let i < cf(µ), let T˙0,i be a name for
T0,i(~C), and let T˙1 be a name for T1( ~D). In V , (S0× S1) ∗ (T˙0,i × T˙1) has a dense
µi-directed closed subset.
Proof. Let U be the set of ((s0, s1), (t˙0, t˙1)) ∈ (S0 × S1) ∗ (T˙0,i × T˙1) such that:
• γs0 = γs1 =: γ;
• i(γ)s0 ≤ i;
• s0  “t˙0 = C
s0
γ,i”;
• s1  “t˙1 = Ds1γ ”.
The verification that U is dense and µi-directed closed is a straightforward combi-
nation of the proofs of Lemma 9.6 from [4] and Proposition 3.11 from [11]. 
We will also need some basic facts about the approachability ideal I[κ] for regular,
uncountable κ. The reader is referred to [6] for a wealth of information about I[κ].
Relevant to us is the fact that I[κ] is a normal ideal on κ extending the non-
stationary ideal and the following fact, due to Shelah.
Fact 2.9. Suppose λ < κ are regular cardinals, and suppose S ⊆ Sκ<λ is stationary
and S ∈ I[κ]. Suppose moreover that P is a λ-closed forcing notion. Then S
remains stationary in V P.
If µ is an uncountable cardinal, then APµ is the assertion that µ
+ ∈ I[µ+].
3. Souslin trees with stationary reflection
In this section, we prove Theorem 1.12. We prove (1) in detail and indicate how
to modify the argument for (2) and (3).
Suppose that, in a model V0 of ZFC, 〈λn | n < ω〉 is an increasing sequence of
cardinals such that λ0 = ℵ0 and, for all 0 < n < ω, λn is supercompact. Assume
GCH holds. Let µ = sup({κn | n < ω}), and let κ = µ+. Define a forcing iteration
〈Pm, Q˙n | m ≤ ω, n < ω〉, taken with full supports, by letting, for all n < ω, Q˙n
be a Pn-name for Coll(λn, < λn+1). Let P = Pω, let G be P-generic over V0, and
let V = V0[G]. For n < ω, let P˙
n be such that P ∼= Pn ∗ P˙n and let Gn and Gn
be the generic filters induced by G on Pn and P
n, respectively. In V , we have the
following situation:
• λn = ℵn for all n < ω;
• µ = ℵω;
• κ = ℵω+1;
• GCH holds;
• APℵω holds.
The first four items follow from standard arguments. For the proof of APℵω , see
[14].
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Lemma 3.1. Suppose n < ω and, in V , U is an ℵn+1-directed closed forcing poset.
Then, in V U, Refl(Sκ<ℵn) holds. In fact, for every stationary S ⊆ S
κ
<ℵn
, S reflects
at an ordinal β ∈ Sκℵn .
Proof. Let j : V0 → M witness that λn+1 is |P ∗ U˙|-supercompact. Since |Pn| <
λn+1, we can lift j to j : V0[Gn] → M [Gn]. j(Qn) = Coll(λn, < j(λn+1)). By
standard arguments, a lemma from [14] implies that j(Qn) ∼= P
n ∗ U˙∗ R˙, where R˙ is
a name for a λn-closed forcing poset. Thus, letting H be U-generic over V0[G] and
I be R-generic over V0[G ∗H ], we can lift j further to j : V0[Gn+1]→M [G ∗H ∗ I].
Since j(Pn+1 ∗ U˙) is j(κn+1)-directed closed in M [G ∗H ∗ I], we can find a lower
bound (q∗, u∗) ∈ j(Pn+1) to {j((q, u)) | (q, u) ∈ Gn+1 ∗H}. Then, letting G+ ∗H+
be j(Pn+1 ∗ U˙)-generic over V0[G ∗H ∗ I] with (q∗, u∗) ∈ G+ ∗H+, we can extend
j once more to j : V0[G ∗H ]→M [G ∗H ∗ I ∗G+ ∗H+].
Suppose for sake of contradiction that, in V0[G ∗H ], S is a stationary subset of
Sκ<ℵn that does not reflect at any ordinal in S
κ
ℵn
. Then, in M [G ∗H ∗ I ∗G+ ∗H+],
j(S) is a stationary subset of j(κ) that does not reflect at any ordinal in S
j(κ)
ℵn
.
In particular, if η = sup(j“κ), then, in M [G ∗ H ∗ I ∗ G+ ∗ H+], cf(η) = ℵn, so
j(S) ∩ η is non-stationary in η. Let D be club in η such that otp(D) = λn and
D ∩ j(S) = ∅. Let E = {α < κ | j(α) ∈ D}. Then E ∩ S = ∅ and, since j is
continuous at points of cofinality < λn, E is club in κ. Thus, S is non-stationary
in V0[G ∗ H ∗ I ∗ G+ ∗ H+]. In V0[G ∗ H ], S is a stationary subset of Sκ<ℵn . In
V0[G], S
κ
<ℵn
∈ I[κ]. Since H does not change any cofinalities below ℵn, we still have
Sκℵn ∈ I[κ] in V0[G∗H ]. In particular, S ∈ I[κ]. Moreover, I ∗G
+∗H+ is generic for
λn-closed forcing, so, by Fact 2.9, S remains stationary in V0[G ∗H ∗ I ∗G+ ∗H+],
which is a contradiction. 
Work now in V . Let ~µ = 〈ℵi+1 | i < ω〉, let S0 = Sind~µ , and let S1 = S(κ). Let
S = S0 × S1.
In V S, let ~C = 〈Cα,i | α < κ, i(α) ≤ i < ω〉 be the generic indµ,ω-sequence intro-
duced by S0, and let ~D = 〈Dα | α < κ〉 be the generic (κ)-sequence introduced
by S1. For i < ω, let T0,i = T0,i(~C), let T1 = T1( ~D), and let T(i) = T0,i × T1. By
Lemma 2.8, S ∗ T˙(i) has a dense ℵi+1-directed closed subset.
The proof of the following lemma is as in Lemma 9.8 of [4].
Lemma 3.2. Let i < j < ω. In V S, define a map πij : T(i)→ T(j) by letting, for
all (Cα,i, Dβ) ∈ T(i), πij((Cα,i, Dβ)) = (Cα,j , Dβ). Then πij is a projection.
Definition 3.3. In V S or any forcing extension thereof, we say that a subset S ⊆ κ
is fragile if, for all i < ω, T(i) “S is non-stationary in κ.”
Remark 3.4. If i < j < ω, S ⊆ κ, t ∈ T(i), and t T(i) “S is stationary.”, then,
as πij is a projection, πij(t) T(j) “S is stationary.” Thus, if S is not fragile, then,
for all sufficiently large i < ω, there is t ∈ T(i) such that t T(i) “S is stationary.”
In V S, recursively define posets 〈Rη | η ≤ κ+〉 and names 〈S˙η | η < κ+〉 such
that:
(1) for all η < κ+, S˙η is an Rη-name for a fragile subset of κ;
(2) for all η < κ+, conditions of Rη are all functions r such that:
(a) dom(r) ⊆ η;
(b) |dom(r)| ≤ µ;
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(c) for all ξ ∈ dom(r), r(ξ) is a closed, bounded subset of κ and r ↾ ξ Rξ
“r(ξ) ∩ S˙ξ = ∅”;
(3) for all η < κ+, if r0, r1 ∈ Rη, then r1 ≤ r0 if:
(a) dom(r0) ⊆ dom(r1);
(b) for all ξ ∈ dom(r0), r1(ξ) end-extends r0(ξ).
Let R = Rκ+ . We will show that each Rη is κ-distributive and, therefore, for
all η < κ+, Rη+1 ∼= Rη ∗ CU(κ \ S˙η), where CU(T ) is the standard forcing poset
for shooting a club through T . Also, standard arguments show that R has the
κ+-c.c. Therefore, by employing a sufficient bookkeeping apparatus in our choice
of 〈S˙η | η < κ+〉, we may arrange so that, in V S∗R˙, for all T ⊆ κ, if T is fragile,
then T is non-stationary.
Moving back to V , for each η < κ+ and i < ω, let E˙η,i be an S ∗ R˙η ∗ T˙(i)-name
for a club in κ disjoint from S˙η. If i < j < ω, then, since πij is a projection from
T(i) to T(j) in V S, we may also consider E˙η,j as an S ∗ R˙η ∗ T˙(i)-name and assume
that 
S∗R˙η∗T˙(i)
“E˙η,i ⊆ E˙η,j .”
Lemma 3.5. For all i < ω and η ≤ κ+, S ∗ R˙η ∗ T˙(i) has a dense ℵi+1-directed
closed subset.
Proof. The ideas of this proof are largely derived from the ideas in Section 10 of
[4]. For sake of completeness and because we have simplified some aspects of the
arguments in [4], we present the proof in some detail.
For i < ω, let U0,i be the dense ℵi+1-directed closed subset of S ∗ T˙(i) given in
the proof of Lemma 2.8. For η < κ+ and i < ω, let Uη,i be the set of (s, r˙, t˙) ∈
S ∗ R˙η ∗ T˙(i) such that:
• (s, t˙) ∈ U0,i;
• s decides the value of r˙, i.e. there is a function r ∈ V such that s  “r˙ = rˇ”;
• for all ξ ∈ dom(r), (s, r˙ ↾ ξ, t˙) 
S∗R˙ξ∗T˙(i)
“max(r(ξ)) ∈ E˙ξ,i.”
The verification that Uη,i is ℵi+1-directed closed is straightforward. It is thus
sufficient to show that it is dense. We do this by induction on η, simultaneously
for all i.
If η = 0, this follows from Lemma 2.8. Suppose 0 < η ≤ λ+, i < ω, and we
have proven that, for all ξ < η and all j < ω, Uξ,j is dense in S ∗ R˙ξ ∗ T˙(j). Fix
(s0, r˙0, t˙0) ∈ S ∗ R˙η ∗ T˙(i). We may assume that (s0, t˙0) ∈ U0,i and, since S is
κ-distributive, that s0 decides the value of r˙0 to be some r0 ∈ V . We will find
(s, r˙, t˙) ≤ (s0, r˙0, t˙0) with (s, r˙, t˙) ∈ Uη,i.
Case 1: η = ξ + 1. By the inductive hypothesis, we can find (s1, r˙1, t˙1) ≤
(s0, r˙0 ↾ ξ, t˙0) such that (s1, r˙1, t˙1) ∈ Uξ,i and there is α > max(r0(ξ)) such that
(s1, r˙1, t˙1)  “α ∈ E˙η,i.” Now form (s, r˙, t˙) by letting (s, t˙) = (s1, t˙1) and letting r˙
be such that s  “r˙ ↾ ξ = r˙1 and r˙(ξ) = r0(ξ) ∪ {α}.” (s, r˙, t˙) is easily seen to be in
Uη,i.
Case 2: cf(η) ≥ κ. In this case, dom(r) is bounded below η, so there is some
ξ < η such that (s0, r˙0, t˙0) ∈ S ∗ R˙ξ ∗ T˙(i), and we may simply invoke the inductive
hypothesis for ξ.
Case 3: ℵ0 ≤ cf(η) < µ. Let j < ω be such that i ≤ j and cf(η) < ℵj . Let
γ0 = γ
s0 , and note that s0  “t˙0 = C
s0
γ0,i
.” Let t˙∗0 be such that s0  “t˙
∗
0 = C
s0
γ0,j
and note that (s0, r˙0, t˙
∗
0) ∈ S ∗ R˙η ∗ T˙(j). Let 〈ξk | k < cf(η)〉 be an increasing,
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continuous sequence of ordinals, cofinal in η. Recursively construct a sequence of
conditions 〈(sk, r˙k, t˙k) | k < cf(η)〉 such that:
• for all k < cf(η), (sk, r˙k, t˙k) ∈ Uξk,j ;
• for all k < cf(η), (sk, r˙k, t˙k) ≤ (s0, r˙0 ↾ ξk, t˙∗0);
• for all k0 < k1 < cf(η), (sk1 , r˙k1 , t˙k1) ≤ (sk0 , r˙k0 , t˙k0);
The construction is straightforward by the inductive hypothesis and the closure of
the relevant posets. Now 〈(sk, r˙k, t˙k) | k < cf(η)〉 is a decreasing sequence in Uη,j ,
so, by the closure of Uη,j , we may find a lower bound, (s
∗, r˙, t˙∗) ∈ Uη,j . Now,
using the fact that πij is a projection in V
S, we may find (s, t˙) ∈ U0,i such that
(s, t˙) ≤ (s0, t˙0) and (s, πij(t˙)) ≤ (s∗, t˙∗). Now, using the fact that, for all ξ < η,

S∗R˙ξ∗T˙(i)
“E˙ξ,i ⊆ E˙ξ,j , ” we have that (s, r˙, t˙) ∈ Uη,i and (s, r˙, t˙) ≤ (s0, r˙0, t˙0). 
Let H be S-generic over V , and let I be R-generic over V [H ]. We now argue
that V [H ∗ I] satisfies the requirements of (1) in Theorem 1.12. It is easily seen
that, as GCH holds in V , it holds in V [H ∗ I] as well. We must therefore verify
Refl(ℵω+1), ⊠
−(NS+ℵω+1), and ⊠
−
µ ({S
κ
ℵn
| n < ω}, ω).
Lemma 3.6. Refl(κ) holds in V [H ∗ I]. In fact, for every i ≤ j < ω and every
stationary S ⊆ Sκ<ℵi , S reflects at an ordinal in S
κ
ℵj
.
Proof. Since, for every stationary S ⊆ κ, there is i < ω such that S ∩ Sκ<ℵi is
stationary, it suffices to prove the second statement. Thus, fix i ≤ j < ω and a
stationary S ⊆ Sκ<ℵi . By the construction of R, since S is stationary in V [H ∗ I], S
is not fragile. Therefore, we may find ℓ > max(i, j) and t ∈ T(ℓ) such that t  “S
is stationary.” Let J be T(ℓ)-generic over V [H ∗ I] with t ∈ J . S is thus stationary
in V [H ∗ I ∗J ]. By Lemma 3.5, V [H ∗ I ∗J ] can be viewed as a forcing extension of
V by an ℵℓ+1-directed closed forcing notion. Therefore, by Lemma 3.1, since ℓ > j,
S reflects in V [H ∗ I ∗ J ] at an ordinal in Sκℵj . Since V [H ∗ I] and V [H ∗ I ∗ J ] have
the same ordinals of cofinality ℵj , this holds in V [H ∗ I] as well. 
Recall that ~D = 〈Dα | α < κ〉 is the generic (κ)-sequence introduced by S. An
easy genericity argument, which we omit, yields the following proposition.
Proposition 3.7. Suppose γ < δ < κ, with γ a limit ordinal. Then there is β < κ
such that γ ∈ acc(Dβ) and δ ∈ nacc(Dβ).
Lemma 3.8. In V [H ∗ I], ~D is a ⊠−(NS+κ )-sequence.
Proof. Suppose not. This means that there is a cofinal A ⊆ κ and a stationary
S ⊆ κ such that, for all α ∈ S, sup(nacc(Dα) ∩ A) < α. By Fodor’s Lemma,
we can find a fixed α0 < κ and a stationary S0 ⊆ S such that, for all α ∈ S0,
sup(nacc(Dα) ∩ A) = α0. S0 is not fragile, so we can find i < ω and t ∈ T(i) such
that t  “S0 is stationary in κ.” Let γ < κ be such that, letting t = (t0, t1), we
have t1 = Dγ . Let δ = min(A \ (γ + 1)). By Proposition 3.7, there is β < κ such
that γ ∈ acc(Dβ) and δ ∈ nacc(Dβ). Let t
∗
1 = Dβ, and let t
∗ = (t0, t
∗
1) ≤ t. Let J
be T(i)-generic with t∗ ∈ J . Let T =
⋂
(t¯0,t¯1)∈J
t¯1. T is a thread through ~D and
β ∈ acc(T ). Therefore, for every α ∈ acc(T )\β, δ ∈ nacc(Dα)∩A, so, in particular,
α 6∈ S0. Thus, acc(T ) \ β witnesses that S0 is non-stationary in κ, contradicting
the fact that t  “S0 is stationary in κ.” and t ∈ J . 
Lemma 3.9. In V [H ∗ I], ~C is a ⊠−µ ({S
κ
ℵn
| n < ω}, ω)-sequence.
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Proof. We first deal with Sκℵ0 . Work in V . Let A˙ be an S∗R˙-name for an unbounded
subset of κ, and let (s, r˙) ∈ S×R˙, with s = (s(0), s(1)). We will find (s∗, r˙∗) ≤ (s, r˙)
and β ∈ Sκω such that (s
∗, r˙∗) 
S∗R˙ “for all i˙(β) ≤ i < ω, sup(nacc(C˙β,i)∩ A˙) = β.”
Let U = Uκ+,0, the countably closed dense subset of S ∗ R˙ ∗ T˙(0) isolated in the
proof of Lemma 3.5. We will recursively define a decreasing sequence 〈(sn, r˙n, t˙n) |
n < ω〉 from U and an increasing sequence of ordinals 〈αn | n < ω〉.
To start, fix (s0, r˙0, t˙0) ∈ U such that (s0, r˙0) ≤ (s, r˙). Next, suppose n < ω and
(sn, r˙n, t˙n) has been defined and rn is the function in V such that sn S “r˙n = rˇn.”
Assume we have arranged that, for all m < n, αm has also been defined and αm <
γsn(0). Find (s∗n, r˙
∗
n) ≤ (sn, r˙n) and αn > γ
sn(0) such that (s∗n, r˙
∗
n) S∗R˙ “αn ∈ A˙.”
Let γ∗ = γs
∗
n(0), and let γ = γ∗ + ω. We now define sˆn(0) ≤ s∗n(0) with γ
sˆn(0) = γ.
To do this, we only need to specify i(γ)sˆn(0) and C
sˆn(0)
γ,i for all i(γ)
sˆn(0) ≤ i < ω. We
let i(γ)sˆn(0) = 0. Let m < ω be least such that m ≥ n and γsn(0) ∈ acc(C
s∗n(0)
γ∗,m ). If
i ≤ m, then let C
sˆn(0)
γ,i = C
sn(0)
γsn(0),i
∪{γsn(0), αn}∪{γ∗+ ℓ | ℓ < ω}. If m < i < ω, let
C
sˆn(0)
γ,i = C
s∗n(0)
γ∗,i ∪{γ
∗+ℓ | ℓ < ω}. The point is that, for all i ≤ n, αn ∈ nacc(C
sˆn(0)
γ,i ).
Let sˆn(1) = s
∗
n(1), and let
˙ˆtn be such that sˆn S “
˙ˆtn(0) = C
sˆn(0)
γ,0 and
˙ˆtn(1) =
t˙n(1).” Then (sˆn, r˙n,
˙ˆtn) ≤ (sn, r˙n, t˙n). Find (sn+1, r˙n+1, t˙n+1) ≤ (sˆn, r˙n,
˙ˆtn) such
that (sn+1, r˙n+1, t˙n+1) ∈ U and continue the construction.
At the end of the construction, let (s∗, r˙∗) be a lower bound for 〈sn, r˙n | n < ω〉.
In particular, we can assume that, letting β = sup({γsn(0) | n < ω}), we have
i(β)s
∗(0) = 0 and, for all i < ω, C
s∗(0)
β,i =
⋃
n<ω C
sn(0)
γsn(0),i
. Also, (s∗, r˙∗) 
S∗R˙ “{αn |
n < ω} ⊆ A˙” and, for all i < ω, {αn | i ≤ n < ω} ⊆ nacc(C
s∗(0)
β,i ). Therefore,
(s∗, r˙∗) 
S∗R˙
“ for all i < ω, sup(nacc(C˙β,i) ∩ A˙) = β, ” as desired.
Now suppose 0 < n < ω. In V [H ∗ I], let A be an unbounded subset of κ.
Let SA = {β ∈ S
κ
ω | for all i(β) ≤ i < ω, sup(nacc(Cβ,i) ∩ A) = β}. By the case
n = 0, SA is stationary, so, by Lemma 3.6, there is γ ∈ Sκℵn such that SA reflects
at γ. For every i(γ) ≤ i < ω, there are unboundedly many β ∈ acc(Cγ,i) ∩ SA, so
sup(nacc(Cγ,i ∩ A) = γ. Therefore, ~C is a ⊠
−
ℵω
({S
ℵω+1
ℵn
| n < ω}, ω)-sequence. 
This completes the proof of (1) of Theorem 1.12. We next quickly sketch the
proofs of (2) and (3). Suppose that, in V , GCH holds, κ is a regular, uncountable
cardinal, T is a stationary subset of κ, and Refl(T ) holds in any forcing extension
by a κ-directed closed forcing poset of size ≤ κ. By arguments from [7], this can be
forced with κ = ℵ2 and T = S
ℵ2
ℵ0
from a weakly compact cardinal and with κ being
the least inacessible cardinal and T = κ from an inaccessible limit of supercompact
cardinals.
Let S = S(κ). In V S, let ~D be the generically-added (κ)-sequence, and let
T = T1( ~D). In V
S, define a poset R exactly as in the proof of (1) of Theorem 1.12.
In particular, in V S∗R˙, if S ⊆ κ and T “S is non-stationary, ” then S is already
non-stationary in V S∗R˙. We will also have the following Lemma, proven in the same
way as Lemma 3.5.
Lemma 3.10. In V , S ∗ R˙ ∗ T˙ has a dense κ-directed closed subset.
Let G be S-generic over V , and let H be R-generic over V [H ]. The proof that, in
V [G ∗H ], Refl(T ) holds is similar to the proof in (1) and can be found in [7]. The
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proof that ~D is a ⊠−(NS+κ )-sequence in V [G ∗H ] is exactly as in the proof of (1).
Thus, by either letting κ = ℵ2 and T = S
ℵ2
ℵ0
or letting κ be the least inaccessible
cardinal and T = κ, the following lemma will complete the proofs of (2) and (3) of
Theorem 1.12.
Lemma 3.11. ♦(κ) holds in V [G ∗H ].
Proof. In V [G∗H ], for every β < κ, we define Aβ ⊆ β as follows. For all α < β < κ,
let α ∈ Aβ iff β + α+ 1 ∈ Dβ·2. We claim that, in V [G ∗H ], ~A = 〈Aβ | β < κ〉 is a
♦(κ)-sequence.
Work in V and, for all β < κ, let A˙β be a canonical name forAβ . Let (s, r˙) ∈ S∗R˙,
let A˙ be an S∗R˙-name for an unbounded subset of κ, and let C˙ be an S∗R˙-name for
a club in κ. We will find (s∗, r˙∗) ≤ (s, r˙) and β < κ such that (s∗, r˙∗) 
S∗R˙ “β ∈ C˙
and A˙ ∩ β = A˙β .”
Let U be the κ-directed closed dense subset of S ∗ R˙ ∗ T˙. Define a decreasing
sequence 〈(sn, r˙n, t˙n) | n < ω〉 of conditions from U and an increasing sequence of
ordinals 〈αn | n < ω〉 below κ satisfying the following requirements.
(1) (s0, r˙0) ≤ (s, r˙).
(2) For all n < ω, (sn+1, r˙n+1) decides the value of A˙ ∩ γsn .
(3) For all n < ω, γsn < αn < γ
sn+1 and (sn+1, r˙n+1)  “αn ∈ C˙.”
The construction is straightforward. Let β = sup({αn | n < ω}) = sup({γsn | n <
ω}), and use the closure of U to find a lower bound (sω, r˙ω) for 〈(sn, r˙n) | n < ω〉
with γsω = β. Then (sω, r˙ω) decides the value of A˙∩β to be some B ⊆ β and forces
β to be in C˙. It is now easy to build a condition s∗ ≤ sω such that γs
∗
= β · 2 and
Ds
∗
β·2 is the ordinal closure of {β+α+1 | α ∈ B}. Let r˙
∗ = r˙ω . Then (s
∗, r˙∗) ≤ (s, r)
and (s∗, r˙∗) 
S∗R˙
“β ∈ C˙ and A˙ ∩ β = A˙β .” 
We can also get the consistency of certain instances of ⊠−(κ, λ) with some
amount of simultaneous stationary reflection. In [7], Hayut and the author prove
the consistency, from large cardinals, of an indexed version of (κ, λ) together with
simultaneous stationary reflection. In particular, in all of these models in which κ
is either a successor of a singular cardinal or inaccessible, an examination of the
proofs in [7], together with the arguments of Lemma 3.6, implies that, for all car-
dinals µ ≤ ν < κ with ν regular, if S ⊆ Sκ<µ is stationary, then S reflects at an
ordinal in Sκν . A straightforward modification of the proofs of Lemma 3.9 (where
the length of the recursive construction in the proof is equal to λ, the width of
the square sequence) and Lemma 3.11 then shows that, in the models from [7], the
indexed (κ, λ)-sequence is in fact a ⊠−({Sκν | ν regular, λ ≤ ν < κ}, λ)-sequence.
In all cases, GCH can easily be arranged in the final model, so we can thus obtain,
for example, the following results (the reader is referred to [7] for details).
Corollary 3.12. Suppose there is a weakly compact cardinal. For i < 2, there is
a forcing extension in which GCH, ⊠−({Sℵ2ℵk | i ≤ k < 2},ℵi), and Refl(< ℵi, S
ℵ2
ℵ0
)
hold.
Corollary 3.13. Suppose there are infinitely many supercompact cardinals, and let
m < ω. There is a forcing extension in which GCH and ⊠−({S
ℵω+1
ℵn
| m ≤ n <
ω},ℵm) hold and Refl(< ℵm, S
ℵω+1
<ℵn
) holds for all n < ω.
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Corollary 3.14. Suppose κ is an inaccessible limit of supercompact cardinals, with
〈λi | i < κ〉 an increasing sequence of supercompact cardinals below κ. For ℓ < κ,
there is a forcing extension in which κ is the least inacessible cardinal, λi remains a
regular cardinal for all i < κ, and GCH, ♦(κ), ⊠−({Sκδ | δ regular, λℓ ≤ δ < κ}, λℓ),
and Refl(< λℓ, κ) hold.
In light of item (1) from Theorem 1.10, these corollaries show that, for regular,
uncountable κ > ω1, the existence of a κ-Souslin tree is compatible with a high
degree of simultaneous stationary reflection at κ. In addition, in [2], Brodsky and
Rinot show that, if κ is < δ-inaccessible, i.e. λξ < κ for all λ < κ and ξ < δ, then
⊠−(Sκ≥δ, < κ) + ♦(κ) implies the existence of a δ-complete κ-Souslin tree. In the
presence of appropriate cardinal arithmetic, then, our corollaries can yield highly
complete Souslin trees.
4. Stronger guessing principles
In this section, we look at the relationship between ⊠(κ) and stationary reflec-
tion. We start by proving Theorem 1.14. We actually prove the following slightly
stronger result.
Theorem 4.1. Suppose κ is a regular, uncountable cardinal, Refl(Sκω) holds, and
~C = 〈Cα | α < κ〉 is a (κ)-sequence. Then there is a club E ⊆ κ such that, for
every β ∈ κ, {α < β | succω(Cβ \ α) ⊆ E} = ∅. In particular, ⊠(κ) fails.
Proof. Let T = {α ∈ Sκω | acc(Cα) is bounded below α}.
Claim 4.2. T is non-stationary.
Proof. Fix β ∈ Sκ>ω, let D0 = acc(Cβ), and let D1 = acc(D0). D1 is club in β
and, for every α ∈ D1, we have Cβ ∩ α = Cα and sup(acc(Cβ ∩ α)) = α. In
particular, D1 ∩ T = ∅. Therefore, T does not reflect and, since Refl(Sκω) holds, T
is non-stationary. 
Thus, there is a club E ⊆ κ such that E ∩ T = ∅. Let β < κ, and suppose that
there is α < β such that succω(Cβ \ α) ⊆ E. Let δ = sup(succω(Cβ \ α)). Then
Cβ ∩ δ = Cδ, so max(acc(Cδ)) ≤ α < δ, and therefore δ ∈ T . But δ is also a limit
point of E and hence in E, contradicting the fact that E ∩ T = ∅. Thus, E is as
specified in the statement of the theorem. 
However, this is in some sense the only obstacle to the consistency of GCH +
⊠(κ) + Refl(κ). For example, we can prove the following theorem.
Theorem 4.3. Suppose there are infinitely many supercompact cardinals. Then
there is a forcing extension in which GCH holds and there is a non-reflecting sta-
tionary set T ⊆ S
ℵω+1
ω such that, letting S := ℵω+1\T , we have both ⊠(NS
+
ℵω+1
↾ S)
and Refl(S).
Proof. The proof is similar to those in Section 3, so we will omit some repeated
arguments. Let V be the model from the beginning of Section 3 obtained by
collapsing infinitely many supercompact cardinals to be the ℵn’s for 0 < n < ω.
Let µ = ℵω and κ = ℵω+1. By standard arguments, Refl(κ) holds in any forcing
extension of V by a κ-directed closed forcing poset.
Let S = S(κ). Let G be S-generic over V . In V [G], let ~C = 〈Cα | α < κ〉 be the
generically-added (κ)-sequence, and let T = T1(~C). Let T = {α < κ | acc(Cα)
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is bounded below α}. By an easy genericity argument, T is a stationary subset of
Sκω and, by the arguments in the proof of Theorem 4.1, T does not reflect. In V [G]
and any forcing extension thereof, we say a stationary subset S ⊆ κ \ T is fragile if
T “S is non-stationary.” In V , let T˙ be a canonical S-name for T .
As in Section 3, define in V [G] a poset R so that, in the extension by R, any
fragile subset of κ \ T is non-stationary. Let 〈Rη | η ≤ κ+〉, 〈S˙η | η < κ+〉, and
〈E˙η | η < κ+〉 be as defined in Section 3, so that, for all η < κ+, S˙η is an Rη-name
for a fragile subset of κ \ T and E˙η is an Rη ×T-name for a club in κ disjoint from
S˙η. As in Section 3, we have that, in V , S ∗ R˙ ∗ T˙ has a dense κ-directed closed
subset, U, consisting of all (s, r˙, t˙) such that:
• there are r, t ∈ V such that s  “r˙ = rˇ and t˙ = tˇ”;
• γs = sup(t);
• for all ξ ∈ dom(r), (p, r˙ ↾ ξ, t˙)  “max(r(ξ)) ∈ E˙η.
Let H be R-generic over V [G]. V [G ∗ H ] will be our desired model. Let S =
κ \ T . GCH easily holds in V [G ∗H ], and arguments exactly as in Section 3 show
that Refl(S) holds. To finish the proof, it will thus suffice to show that ~C is a
⊠(NS+κ ↾ S)-sequence. To this end, the following lemma will be useful.
Lemma 4.4. In V [G∗H ], suppose γ < κ is a limit ordinal and A is an unbounded
subset of κ. Then there is a limit ordinal δ < κ such that γ ∈ acc(Cδ) and succω(Cδ\
(γ + 1)) ⊆ A.
Proof. Work in V . Let A˙ be an S ∗ R˙-name for A, and let (s, r˙) ∈ S ∗ R˙. We will
find (s∗, r˙∗) ≤ (s, r˙) forcing the conclusion of the lemma.
Without loss of generality, assume that γs ≥ γ. Recursively construct a decreas-
ing sequence 〈(sn, r˙n, t˙n) | n < ω〉 from U together with an increasing sequence of
ordinals below κ, 〈ηn | n < ω〉, satisfying the following conditions.
(1) (s0, r˙0) ≤ (s, r˙);
(2) for all n < ω, letting rn and tn be the elements of V specified in the
definition of U, we have that sup({γsn} ∪ {max(rn(ξ)) | ξ ∈ dom(rn)}) <
ηn < min({γsn+1} ∪ {max(rn+1(ξ)) | ξ ∈ dom(rn+1)});
(3) for all n < ω, (sn+1, r˙n+1)  “ηn ∈ A˙.”
The construction is straightforward. Let δ = sup({ηn | n < ω}), and define
(s∗, r˙∗) as follows. First, let s∗ = 〈Cs
∗
α | α ≤ δ〉, where, for α < δ, C
s∗
α = C
sn
α for
some n < ω such that α ≤ γsn and Cs
∗
δ = C
s∗
γ ∪ {γ} ∪ {ηn | n < ω}. Then s
∗ ∈ S
and s∗ ≤ sn for all n < ω.
Let X =
⋃
n<ω dom(rn), and let r
∗ be a function such that dom(r∗) = X and,
for all ξ ∈ X , r∗(ξ) = {δ}∪
⋃
{rn(ξ) | ξ ∈ dom(rn)}. Let r˙∗ be an S-name such that
(p∗)  “r˙∗ = r∗.” It is straightforward to verify, by induction on ξ ∈ X∪{κ+}, that
(s∗, r˙∗ ↾ ξ) ∈ S ∗ R˙ξ and (s∗, r˙∗ ↾ ξ) ≤ (sn, r˙n ↾ ξ) for all n < ω. This verification
uses the fact that, since max(acc(Cs
∗
δ )) = γ < δ, we have s
∗  “δ ∈ T˙ , ” and,
therefore, for all ξ ∈ dom(r∗), (s∗, r˙∗ ↾ ξ)  “δ 6∈ S˙ξ.” But now (s∗, r˙∗) ≤ (s, r˙) and
forces that δ is as desired in the statement of the lemma. 
Towards a contradiction, suppose that, in V [G ∗H ], S0 ⊆ S is stationary, ~A =
〈Ai | i < κ〉 is a sequence of unbounded subsets of κ, and S0 and ~A witness
that ~C is not a ⊠(NS+κ ↾ S)-sequence. By two applications of Fodor’s Lemma,
we can find a stationary S′ ⊆ S0, and fixed i
∗, ζ∗ < κ such that, for all β ∈ S′,
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sup({α < β | succω(Cβ \ α) ⊆ Ai∗) = ζ∗. Since S′ is not fragile, there is t0 ∈ T
such that t0 T “S
′ is stationary.” Let γ < κ be such that t = Cγ . Without loss
of generality, γ > ζ∗. Use Lemma 4.4 to find a limit ordinal δ < κ such that
γ ∈ acc(Cδ) and succω(Cδ \ (γ + 1)) ⊆ Ai∗ . Let t∗ = Cδ. Then t∗ ≤ t. Let I be
T-generic over V [G ∗ H ] with t∗ ∈ I. Let D =
⋃
I. D is a club in κ and, for all
β ∈ acc(D) \ δ, sup({α < β | succω(Cβ \ α) ⊆ Ai∗) ≥ γ + 1 > ζ∗. In particular,
(acc(D) \ δ)∩S′ = ∅, so S′ is non-stationary in V [G ∗H ∗ I], contradicting the fact
that t∗ ∈ I, t∗ ≤ t, and t  “S′ is stationary.” 
5. Trees with narrow ascent paths
In this section, we prove Theorem 1.19. We first show that indµ,cfµ suffices to
obtain a special µ+-tree with a narrow ascent path.
Theorem 5.1. Suppose µ is a singular cardinal and indµ,cf(µ) holds. Then there is
a special µ+-tree with a cf(µ)-ascent path.
Proof. Let 〈Cα,i | α < µ+, i(α) ≤ i < cf(µ)〉 be a indµ,cf(µ)-sequence. If β = α+ 1 <
µ+ is a successor ordinal, we may assume that i(β) = 0 and Cβ,i = {α} for all
i < cf(µ). We will define a special µ+-tree using Todorcevic’s method of minimal
walks.
Suppose α < β < µ+ and i(β) ≤ i < cf(µ). Then the ith minimal walk from β
to α is a finite sequence of pairs 〈(βm, im) | m < ni(α, β)〉, decreasing in the first
coordinate, satisfying α < βm ≤ β and i(βm) ≤ im < cf(µ) for all m < ni(α, β),
constructed by recursion on m as follows:
• β0 = β and i0 = i;
• if (βm, im) is defined and α ∈ Cβm,im , then let ni(α, β) = m + 1 and stop
the construction;
• if (βm, im) is defined and α 6∈ Cβm,im , then let βm+1 = min(Cβm,im \ α)
and let im+1 = i(βm+1).
Define the projection of this walk, pri(α, β), to be the sequence 〈Cβm,im ∩ α |
m < ni(α, β)〉, and define the trace of the walk, tri(α, β), to be the sequence
〈otp(Cβm,im ∩ α) | m < ni(α, β)〉. For convenience, define pri(α, α) = ∅ = tri(α, α)
for all α < µ+ and i < cf(µ).
We now prove some basic facts about these sequences. Recall first the Kleene-
Brouwer ordering <KB on
<ωµ, the set of finite sequences from µ. If σ and τ are
distinct elements of <ωµ, then σ <KB τ iff either σ end-extends τ or σ(m) < τ(m),
where m is the least natural number such that σ(m) 6= τ(m).
Lemma 5.2. Suppose α0 < α1 < β < µ
+ and i(β) ≤ i < cf(µ).
(1) tri(α0, β) <KB tri(α1, β).
(2) If α1 and β are limit ordinals and α1 ∈ acc(Cβ,i), then pri(α0, α1) =
pri(α0, β).
Proof. We show (1). For k < 2, let 〈(βkm, i
k
m) | m < ni(αk, β)〉 be the i
th minimal
walk from β to αk.
Case 1: For all m < ni(α1, β), Cβ1m,i1m ∩ [α0, α1) = ∅. In this case, (β
0
m, i
0
m) =
(β1m, i
1
m) for all m < ni(α1, β), β
0
ni(α1,β)
= α1, and therefore tri(α0, β) end-extends
tri(α1, β).
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Case 2: Otherwise. Let m be least such that Cβ1m,i1m ∩ [α0, α1) 6= ∅. Then
(β0ℓ , i
0
ℓ) = (β
1
ℓ , i
1
ℓ) for all ℓ ≤ m, Cβ0ℓ ,i0ℓ ∩ α1 = Cβ0ℓ ,i0ℓ ∩ α0 for all ℓ < m, and
otp(Cβ0m,i0m ∩ α0) < otp(Cβ0m,i0m ∩ α1), so, again, tri(α0, β) <KB tri(α1, β).
(2) follows directly from the definitions. 
Lemma 5.3. Suppose α0 < α1 < β0 < β1 < µ
+ and i(β0), i(β1) ≤ i < cf(µ).
Suppose also that pri(α1, β0) = pri(α1, β1). Then pri(α0, β0) = pri(α0, β1).
Proof. Let n = ni(α1, β0) = ni(α1, β1). For k < 2, let 〈(βkm, i
k
m) | m < n〉 be the i
th
minimal walk from βk to α1. Let 〈Dm | m < n〉 = pri(α1, β0) = pri(α1, β1).
Suppose first that, for all m < n, Dm ∩ [α0, α1) = ∅. In this case, we have
pri(α0, β0) = pri(α1, β0)
⌢pri(α1)(α0, α1) = pri(α0, β1), and we are done. Oth-
erwise, let m < n be least such that Dm ∩ [α0, α1) 6= ∅. Let γ = min(Dm \ α0).
Then pri(α0, β0) = pri(α1, β0) ↾ m
⌢〈Dm ∩ α0〉⌢pri(γ)(α0, γ) = pri(α0, β1). 
Lemma 5.4. Fix α < µ+, and let Dα = {Cβ,i ∩ α | β < µ+, i(β) ≤ i < cf(µ)}.
Then |Dα| ≤ µ.
Proof. Suppose D ∈ Dα. If α is limit and sup(D) = α, then D = Cα,i for some
i(α) ≤ i < cf(µ). Otherwise, let γ = max(acc(D)). Then D is the union of Cγ,i for
some i(γ) ≤ i < cf(µ) and a finite subset of α. In either case, there are at most µ
choices for D. 
We are now ready to define our desired µ+-tree, T . Elements of T will be all
sequences of the form 〈tri(α, β) | α ≤ α∗〉, where α∗ < β < µ+ and i(β) ≤ i < cf(µ).
If s, t ∈ T , then s <T t iff t end-extends s. T is thus manifestly a tree of height µ+
and, for all α∗ < µ+, Tα∗ is precisely the set of sequences in T of length α
∗ + 1.
Claim 5.5. T is a µ+-tree, i.e. |Tα∗ | ≤ µ for all α
∗ < µ+.
Proof. Fix α∗ < µ+. By Lemma 5.3, for all α∗ < β < µ+ and all i(β) ≤ i < µ+,
〈tri(α, β) | α ≤ α∗〉 is determined by pri(α
∗, β). Since pri(α
∗, β) is a finite sequence
from Dα∗ , Lemma 5.4 implies that |Tα∗ | ≤ µ. 
Claim 5.6. T is special.
Proof. Let f be a bijection from µ<ω to µ. By (1) of Lemma 5.2, each element
of T is a <KB-increasing sequence from µ
<ω. In particular, each element of T is
an injective sequence, so the function t 7→ f(t(max(dom(t))) witnesses that T is
special. 
Claim 5.7. T has a cf(µ)-ascent path.
Proof. For α∗ < µ+, let βα∗ = α
∗ + ω. Define 〈bα∗ : cf(µ) → Tα∗ | α∗ < µ+〉 as
follows. If α∗ < µ+ and i < i(βα∗), let bα∗(i) be an arbitrary element of Tα∗ . If
i(βα∗) ≤ i < cf(µ), then let bα∗(i) = 〈tri(α, βα∗) | α ≤ α∗〉.
Fix α0 < α1 < µ
+. Let i∗ < cf(µ) be least such that βα0 ∈ acc(Cβα1 ) (if
βα0 = βα1 , i
∗ is simply i(βα0)). By (2) of Lemma 5.2, for all α ≤ α0 and all i
∗ ≤
i < cf(µ), tri(α, βα0) = tri(α, βα1). Thus, for all i
∗ ≤ i < cf(µ), bα0(i) <T bα1(i),
so 〈bα∗ | α∗ < µ+〉 is a cf(µ)-ascent path. 
Clause (1) of Theorem 1.19 now follows from the following result.
Theorem 5.8. Suppose µ is a singular cardinal and µ holds. Then 
ind
µ,cf(µ) holds.
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Proof. Suppose ~D = 〈Dα | α < µ+〉 is a µ-sequence. Since µ is singular, we may
assume that otp(Dα) < µ for all α < µ
+. Let 〈µi | i < cf(µ)〉 be an increasing
sequence of regular, uncountable cardinals, cofinal in µ. We will define a indµ,cf(µ)-
sequence ~C = 〈Cα,i | α < µ+, i(α) ≤ i < cf(µ)〉 such that, for all α < µ+ and
all i(α) ≤ i < cf(µ), otp(Cα,i) < µi. The construction is by induction on α,
maintaining the following inductive hypotheses:
• for all α < µ+, i(α) is the least i < cf(µ) such that otp(Dα) < µi;
• for all α < µ+, acc(Dα) ⊆ acc(Cα,i(α)).
Thus, suppose β < µ+ is a limit ordinal and we have defined 〈Cα,i | α < β, i(α) ≤
i < cf(µ)〉. i(β) is the least i < cf(µ) such that otp(Dβ) < µi. We now consider
three separate cases.
Case 1: sup(acc(Dβ)) = β. In this case, note that, for all α ∈ acc(Dβ), we
have otp(Dα) < otp(Dβ) < µi(β), so we have i(α) ≤ i(β). For all i(β) ≤ i < cf(µ),
let Cβ,i =
⋃
α∈acc(Dβ)
Cα,i. To see that otp(Cβ,i) < µi, note that, by the inductive
hypothesis, we have that otp(Cα,i) < µi for all α ∈ acc(Dβ). Also by the inductive
hypothesis, if α0 < α1 are both in acc(Dβ), then, since α0 ∈ acc(Dα1), we have
Cα1,i ∩ α0 = Cα0,i for all i(β) ≤ i < cf(µ). Therefore, every initial segment of Cβ,i
has order type < µi. Since acc(Dβ) is a cofinal subset of Cβ,i and otp(Dβ) < µi,
this implies that otp(Cβ,i) < µi. All of the other requirements in the definition of
indµ,cf(µ) and the inductive hypotheses are straightforward to verify.
Case 2: β is a limit of limit ordinals and sup(acc(Dβ)) < β. In this case,
cf(β) = ω. Let 〈αn | n < ω〉 be an increasing sequence of limit ordinals, cofinal
in β, such that, if otp(Dβ) 6= ω, then α0 = sup(acc(Dβ)). Let 〈in | n < ω〉 be
a strictly increasing sequence of ordinals below cf(µ) such that i0 = i(β) and, for
0 < n < ω, we have {αm | m < n} ⊆ acc(Cαn,in). Fix i such that i(β) ≤ i < cf(µ),
and let us define Cβ,i. If there is n < ω such that i ∈ [in, in+1), then let Cβ,i =
Cαn,i ∪ {αℓ | n ≤ ℓ < ω}. If i ≥ sup({in | n < ω}), then let Cβ,i =
⋃
n<ω Cαn,i. It
is straightforward to verify that this satisfies our requirements.
Case 3: β = α + ω for some limit ordinal α. Let α0 = sup(acc(Dβ)) (if
otp(Dβ) = ω, let α0 = ω). Let i
∗ < cf(µ) be the least i such that i(β) ≤ i
and α0 ∈ acc(Cα,i) (if α0 = α, let i∗ = i(β)). For i(β) ≤ i < i∗, let Cβ,i =
Cα0,i∪{α0}∪{α+n | n < ω}. For i
∗ ≤ i < cf(µ), let Cβ,i = Cα,i∪{α+n | n < ω}.
It is again straightforward to verify that this satisfies all of our requirements and
thus completes the construction of our indµ,cf(µ)-sequence. 
For our proof of clause (2) of Theorem 1.19, the following definitions will be
useful.
Definition 5.9. Suppose λ < κ are regular cardinals and c : [κ]2 → λ.
(1) c is subadditive if, for all α < β < γ < κ:
(a) c(α, γ) ≤ max(c(α, β), c(β, γ));
(b) c(α, β) ≤ max(c(α, γ), c(β, γ)).
(2) c is unbounded if, for all unbounded A ⊆ κ, c“[A]2 is unbounded in λ.
Suppose λ < κ are regular cardinals, T is a tree of height κ with no cofinal
branch, and 〈bγ : λ → Tγ | γ < κ〉 is a λ-ascent path through T . Define a function
c : [κ]2 → λ by letting, for all α < β < κ, c(α, β) be the least η < λ such that, for all
η ≤ ξ < λ, bα(ξ) <T bβ(ξ). Then c is easily seen to be an unbounded subadditive
function. Therefore, the non-existence of unbounded subadditive functions from
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[κ]2 to λ will suffice to prove that all trees of height κ with a λ-ascent path must
have a cofinal branch.
Recall next the following definition.
Definition 5.10. Let λ < κ be regular cardinals. D = 〈D(i, β) | i < λ, β < κ〉 is a
λ-covering matrix for κ if the following hold:
(1) for all β < κ,
⋃
i<λD(i, β) = β;
(2) for all β < κ and i < j < λ, D(i, β) ⊆ D(j, β);
(3) for all β < γ < κ and i < λ, there is j < λ such that D(i, β) ⊆ D(j, γ).
If D is a λ-covering matrix for κ, D is called locally downward coherent if, for all
X ∈ [κ]≤λ, there is γX < κ such that, for all β < κ and i < λ, there is j < λ such
that D(i, β) ∩X ⊆ D(j, γX).
The following covering property was introduced by Viale in his proof that the
Singular Cardinals Hypothesis follows from the Proper Forcing Axiom (see [25]).
Definition 5.11. Let λ < κ be regular cardinals, and let D be a λ-covering matrix
for κ. CP(D) holds if there is an unbounded A ⊆ κ such that, for all X ∈ [A]≤λ,
there are i < λ and β < κ such that X ⊆ D(i, β).
CP(κ, λ) is the assertion that CP(D) holds whenever D is a locally downward
coherent λ-covering matrix for κ. CP∗(κ) is the assertion that CP(κ, θ) holds for
every regular θ with θ+ < κ.
Lemma 5.12. Suppose λ < κ are regular cardinals, CP(κ, λ) holds, and c : [κ]2 →
λ is subadditive. Then c is not unbounded.
Proof. Define D = 〈D(i, β) | i < λ, β < κ〉 by letting, for all i < λ and β < κ,
D(i, β) = {α < β | c(α, β) ≤ i}. We claim that D is a locally downward coherent
λ-covering matrix for κ. Items (1) and (2) in the definition of a covering matrix
are immediate. To show (3), fix β < γ < κ and i < λ. Let j = max(c(β, γ), i). By
subadditiviy of c, D(i, β) ⊆ D(j, γ). To show that D is locally downward coherent,
fixX ∈ [κ]≤λ. We claim that γX = sup{α+1 | α ∈ X} is as desired in the definition.
We thus fix β < κ and i < λ and find j < λ such that D(i, β) ∩ X ⊆ D(j, γX).
If β ≤ γX , then we are done by (3) in the definition of a covering matrix. Thus,
suppose β > γX . Let j = max(c(γX , β), i). By subadditivity of c, if α ∈ D(i, β)∩X ,
then c(α, γX) ≤ j, so D(i, β) ∩X ⊆ D(j, γX).
By CP(κ, λ), there is an unbounded A ⊆ κ such that, for all X ∈ [A]≤λ, there
are i < λ and β < κ such that X ⊆ D(i, β). We claim there is i < λ such that
c“[A]2 ⊆ i, which will show that c is not unbounded.
Suppose this is not the case. Then, for every i < λ, there are αi < βi in A
such that c(αi, βi) ≥ i. Let X = {αi, βi | i < λ}. X ∈ [A]≤λ, so there are
i∗ < λ and β∗ < κ such that X ⊆ D(i∗, β∗). This means that, for all i < λ,
we have c(αi, β
∗), c(βi, β
∗) < i∗. By subadditivity, c(αi, βi) < i
∗. In particular,
c(αi∗ , βi∗) < i
∗, which is a contradiction. 
In [10], we prove that, assuming the consistency of large cardinals, CP∗(µ+) is
compatible with µ,2 for uncountable µ and, for inaccessible κ, CP
∗(κ) is compati-
ble with (κ, 2). We therefore obtain the following corollaries, the second of which
yields clause (2) of Theorem 1.19 (again, ℵω+1 is used just for concreteness; similar
results can be obtained at other successors of singular cardinals). In all cases, we
can easily arrange for GCH to hold in the forcing extension.
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Corollary 5.13. Suppose µ < κ are regular, uncountable cardinals, with κ measur-
able. There is a forcing extension, preserving all cardinals ≤ µ, in which κ = µ+,
µ,2 holds, and, for all regular λ < µ, there is no unbounded subadditive function
c : [κ]2 → λ.
Corollary 5.14. Suppose there are infinitely many supercompact cardinals. There
is a forcing extension in which ℵω,2 holds and, for all n < ω, there is no unbounded
subadditive function c : [ℵω+1]2 → ℵn.
Corollary 5.15. Suppose κ is an inaccessible limit of supercompact cardinals.
There is a cardinal-preserving forcing extension in which κ remains inaccessible,
(κ, 2) holds, and, for all regular λ < κ, there is no unbounded subadditive func-
tion c : [κ]2 → λ.
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