The GA0 distribution is assumed as the universal model for multilook amplitude SAR imagery data under the Multiplicative Model. This distribution has two unknown parameters related to the roughness and the scale of the signal, that can be used in image analysis and processing. It can be seen that Maximum Likelihood and moment estimators for its parameters can be influenced by small percentages of "outliers"; hence, it is of outmost importance to find Robust Estimators for these parameters. One of the best-known classes of robust techniques is that of M-estimators, which are an extension of the Maximum Likelihood estimation method. In this work we derive the M-estimators for the parameters of the GA0 distribution, and compare them with maximum likelihood estimators with a Monte Carlo experience. It is checked that this robust technique is superior to the classical approach under the presence of corner reflectors, a common source of contamination in SAR images. Numerical issues are addressed, and a practical example is provided.
Introduction
The statistical modeling of Synthetic Aperture Radar (SAR) imagery has provided some of the best tools for the processing and understanding of this kind of data.
Among the statistical approaches the most successful is the Multiplicative Model.
This model offers a set of distributions that, with a few parameters, are able to characterize most of SAR data. This model is presented, for instance, in [1] , and extended in [2] .
This extension is a general and tractable set of distributions within the Multiplicative Model, used to describe every kind of SAR return. It was then called a Universal Model, and its properties are studied in [3, 4, 5] .
In this paper the problem of estimating the parameters of this extension, namely of the G 0 A distribution, is studied for the single look (the noisiest) situation. Two typical estimation situations arise in image processing and analysis, namely large and small samples, being the latter considered in this work. The small samples problem arises in, for instance, image filtering where with a few observations within a window a new value is computed.
Statistical inference with small samples is subjected to many problems, mainly bias, large variance and sensitivity to deviations from the hypothesized model. This last issue is also a problem when dealing with large samples.
Robustness is a quite desirable property for estimators, since it allows their use even in situations where the quality of the input data is not perfect [6, 7, 8] . Most image processing and analysis procedures (filtering, classification, segmentation etc.) use spatial data. Even experienced users are unable to guarantee that all the input data are free of spurious values and/or structures.
A situation where this occurs is in the presence of corner reflectors. These devices, which are essential for data calibration, produce a return which is quite higher than the rest of the image. If data from a corner reflector enter a non-robust estimation procedure, the results may be completely unreliable. M-estimators have been mainly used for symmetric data, being [7, 8] two very relevant exceptions. In this application they are computed, implemented and assessed for speckled imagery that, as will be seen in next section, follow laws whose densities can be highly asymmetric. Since speckle noise also appears in ultrasound B-scan, sonar and laser images, the procedures here presented have potential application in all these techniques.
Notation and Model Definition
In the following, 1 A will denote the indicator function of the set A, i.e.
The single-look G 0 A (α, γ) distribution is characterized by the following probability density function:
Multilook, intensity and complex versions of this distribution can be seen in [2] .
The polarimetric (multivariate) extension of the G 0 distribution is presented in [9] .
The parameter α in eq. (1) In the following it will be assumed that α < 0 and γ > 0. Calling
The cumulative distribution function of such random variable is given by
This will be used to compute an estimator based on order statistics. In [5] a relation between a more general version of the G 0 A (α, γ) law and Snedekor's F distribution is shown that allows writing eq. (3) as a function of the cumulative distribution function of the latter.
The moments of a G
This distribution can be derived as the square root of the ratio of two independent random variables: one obeying a unitary-mean exponential distribution (which conveys the speckle noise in one look) and one following a Γ(α, γ) distribution, related to the unobserved ground truth, the backscatter. Densities of the 
Following Barndorff-Nielsen and Blaesild [10] , it is interesting to see these densities as log probability functions, particularly because the G 0 A law is closely related to the class of Hyperbolic distributions [11] . Figure 3 shows 
and by 
.
Moment estimation is extensively used in remote sensing applications [2] , mainly because it is inexpensive from the computational point of view and analytically tractable in most situations. In the presence of corner reflectors, though, severe numerical instabilities were observed. In previous works (see [12] , for instance) it is shown that moment and maximum likelihood estimators have many optimal properties when the observations,
. , x N are outcomes from independent, identically distributed random variables, with common density f (·, (α, γ)). Among these properties, maximum likelihood estimators are asymptotically unbiased, i.e., if X 1 , . . . , X N is a sequence of independent, identically distributed random variables with common density
and γ ML,N → γ. Nevertheless, good performance is neither warranted with finite samples nor if the sample does not obey precisely the hypothesis. A common departure from classical hypothesis is the contamination by a percentage of "outliers", i.e., when some of the observed data come from a different distribution.
"Corner reflectors" can be considered outliers in SAR imagery. These are physical artifacts in the sensed area that return most of the power they receive.
The image in these areas is dominated by the biggest possible values admitted by the storage characteristics, and their effect is typically limited to a few pixels.
Corner reflectors are either placed on purpose, for image calibration, due to manmade objects, such as highly reflective urban areas, or the result of double-bounce reflection [1] .
Since the routines that compute both ML and M estimators require initial guesses, the unstable (and, therefore, unacceptable) behavior of moment estimators demanded the use of another technique. A procedure based on analogy using order statistics and moments [13] , defined in the following for α < −1, was used.
distributed the median of the scaled random variable Y = X/E(X) can be computed using eq. (3):
This scaled median does not depend on γ, soα can be estimated using the sample median q 2 (y), where y = (x i /x) i , using standard numerical tools. An estimate of γ using the first order moment can be then computed aŝ
This estimator of α derived from eq. (6) and the one computed for γ through eq. (7) will be called mixed estimator for (α, γ), and denoted (α MIX ,γ MIX ).
In the following ML and M estimators will be assessed in two situations: the pure model, when no contamination is present, and cases where outliers simulating a corner reflector enter the data.
The contamination model here considered is defined as a sequence of independent, identically distributed random variables X 1 , . . . , X N with common distribu- In order to quantitatively assess the sensitivity of ML estimators in our case, using the strong law of large numbers on eq. (5) and assuming γ = 1, it is imme- 
M-Estimators
These estimators offer an useful alternative when small proportions of values may be far from the bulk of data. A good survey on these estimators and their use in practical situations can be seen in [7] . The difficulty in our case arises due to 
where s 1 and s 2 are given in eq. (2), and ψ b 1 and ψ b 2 are
with x ∈ R and i = 1, 2. Note that making these functions the identity and c 1 = c 2 ≡ 0, equations (9) reduce to the familiar system of likelihood equations. (9) are defined in such way that
N is a sequence of asymptotically unbiased estimators of (α, γ), i.e., 
where V denotes variance, with 0.9 ≤ e i ≤ 0.975 for example. This restriction imposes that the variance of the robust estimators will not surpass those of the maximum likelihood ones in more than a certain factor. The computation of these parameters is done in Appendix C.
In order to assess the finite sample behavior of the proposed estimators consider the situation where N observations from independent identically distributed We studied four models that will be identified as (1), . . . ,α(R)}. This is computed for every Table 2 : Model 2 ( = 0.01) and three situations. In all the tables it can be seen that M estimators are almost as good as ML estimators when there is no contamination, while in the presence of outliers M estimators exhibit smaller absolute relative bias and smaller mean squared error.
As α is smaller (the observed region is more homogeneous), estimation becomes Table 4 : Model 4 ( = 0.10) and three situations. less reliable. This is probably due to the shape of the likelihood function, that becomes flat and, therefore, is hard to find its maximum location. The bigger the proportion of contamination the worse the behavior of both estimators, but M estimators remain consistently closer to the true value than ML estimators, as expected.
As an application, the image shown in Figure 7 is analyzed. Windows of size 9 × 9 are used to estimate the background parameters over a trajectory that spans from the upper left corner to the lower right corner. This trajectory passes through the three corner reflectors of the image, which are clearly seen as white spots. 
Conclusions and Future Work
There are numerical problems with the computation of these estimators for certain parameters. For small samples there is often no solution, being this situation more critical for small values of α, i.e., for homogeneous areas. This issue will be further investigated in future works.
As it can be seen from the tables, in the pure model (Model 1), the behavior of the robust estimators is as good as the maximum likelihood ones, as it is expected.
In the contaminated situations (Models 2 and 3), we can see that estimation by moments or maximum likelihood methods is poor.
It is relevant to notice that under a very small contamination or a very small deviation from the model the behavior of the classical estimators is not reliable.
This work will continue computing the M-estimators for the multilook case, i.e., for the n > 1 situation and for polarimetric (multivariate) data. An alternative approach using alpha-stable distributions [14] is also possible, but at the expense of loosing the interpretability of the parameters that stem from the multiplicative model. 
and, therefore,
As
, and
such that
This occurs when exp(2αb) > bα + 1 and c 0 must satisfy
If this is not the case, i.e. if exp(2αb) < bα + 1, then c must be greater than
. Thus 0 < A < B and then,
In this situation, c 0 satisfying I 1 (α, c 0 , b) = 0 is given by c 0 = α 
where (11) is given by: 
then c < −α − γb 2 , and ; then (1 − α) is the solution of (11) .
C Computation of Tuning Parameters
The 
C.1 Computation of V ((α, γ) M L )
Let us denote
where F (α, γ) is the cumulative distribution function of a random variable having The matrices M and Q are computed taking into account all the cases that define the functions c i , i = 1, 2, and solving explicitly the integrals.
