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I. INTRODUCTION 
If we are concerned with a mechanical real and autonomous system, with n 
degrees of freedom, which has an equilibrium solution, and if the nonlinear 
Hamiltonian equations are holomorphic in a neighborhood of the equilibrium, 
Liapunov’s theorem (see, e.g., Siegel or Nemytskii-Stepanov) ascertains the 
existence of families of periodic solutions under certain conditions. More 
precisely, if the 2n eigenvalues X, , . . . , h, , 4, , . .., -X, of the linear approxim- 
ation are distinct, if X, is a pure imaginary number, and if none of the hi/h, 
(i = 2,..., n) is an integer (nonresonance condition), then there exists in a 
neighborhood of the equilibrium a family of real periodic solutions, depending 
on a parameter E. If E tends to zero, the orbits tend to the equilibrium and 
the period to 2~/\ X, I. 
An interesting application of this theorem was obtained by Deprit and 
Delie [3] in the restricted three-body problem. The problem, when linearized 
in the vicinity of the triangular Lagrangian equilibrium points, has four 
distinct eigenvalues fin I , iin, when the mass ratio is in the open interval 
IO, $(l - 1/@/9)[. As n, is larger than n, , there exists a family of short 
periodic solutions whose period tends to 2rr/n, when the initial conditions 
approach the equilibrium position. On the other hand, if n, is different from 
Kn, (K an integer) Liapunov’s theorem insures the existence of long periodic 
solutions. But in the resonance case n, = Kn, , the theorem cannot be applied. 
One might be tempted to generalize this theorem to the resonant cases, 
but Siegel showed a counterexample where X, = 2h, for which the generali- 
zation is false. Let us consider the problem with two degrees of freedom 
where the Hamiltonian is 
f+l> U2,% 7 2 - 2 2, ) yq + $) - (u22 + ws2) + WlU2 + i&l2 - 7h2)v2 , 
* On leave at the University of California at Berkeley. 
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where sr and ne are the conjugate momenta of the variables ur and ua . The 
eigenvalues are 
A, = -A, = i, 
A, = --A, = 2i, 
and as X,/h, = 4 is a noninteger, Liapunov’s theorem gives a family of 
periodic solutions 
u1 = 0, 
VI = 0, 
u2 = 01 cos 2t - p sin 2t, 
v2 = a sin 2t + 1 cos 2t. 
Moreover Siegel proved that all other solutions are nonperiodic and there- 
fore there exists no other family. Using the same idea, we showed in Ref. [S] 
how the family of long period solutions disappears at pa when II, = 2nr in 
the restricted problem. In those two examples the ratio of the eigenvalues is 
two. 
Recently, Berger generalized Liapunov’s theorem using methods of global 
analysis. His theorem is: 
Let us consider a Hamiltonian of the following form: 
where 
H(u, v) = $11 v 112 + &lml +F(u), 
1. u is a vector with n components and v its conjugate momentum; 
2. F(u) is an even V function; 
3. f(u) = gradF is locally Lipschitzian so that 
IlfW _ o; -- 
IICJ IItl/l 
4. GZ is a positive definite self-adjoint constant matrix with 71 eigenvalues 
h12,..., hn2. 
If there exist p eigenvalues not necessarily distinct but equal to k2Xi2 (k an 
integer), then there exist at least p distinct one-parameter families ZQ(C) 
(i = l,...,p) of periodic orbits with periods T,(C). As E tends to zero, those 
families tend to the equilibrium and the periods to 2~/\ hi I. Moreover, if 
F(u) is analytic and real, Us and Ti( E are continuous in a neighborhood of ) 
the equilibrium. Unfortunately, the restrictions on the Hamiltonian do not 
allow us to apply the theorem to the restricted problem, because the corre- 
505/9/2-7 
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sponding equations have gyroscopic terms and the potential is not an even 
function of the variables. On the other hand, this theorem is existential and 
does not give any constructive procedures. 
Very recently Henrard [5] found for problems with two degrees of freedom 
a formal normalization in the resonant cases. He discovered in this way that 
when A, = AA, (K is an integer >4), there may appear one or three families 
of long periodic orbits according to the sign of a quantity that he assumed 
different from zero. These results are formal in the sense that they apply to 
a truncated Hamiltonian function. 
We establish in this paper a generalization of Liapunov’s theorem when 
one eigenvalue 4 = Kh, (K is an integer 34) if a certain number R(K) is 
different from zero. This number is a function only of the resonance ratio 
and of some coefficients of the third and fourth orders of the Hamiltonian. 
The proof is given by establishing formal series of the Laurent type that solve 
the problem and then proving their convergence in a neighborhood of the 
equilibrium. The application of this theorem to the restricted three-body 
problem can be found in Ref. [9]. 
II. THE LINEAR TRANSFORMATION 
Let a conservative Hamiltonian system in Ran for which the origin is an 
equilibrium exist. If the Hamiltonian function is analytic in a neighborhood 
of the origin, it may be written 
H(w) = $wQ?w + f H,(w) 
n&=3 
where w is a column whose elements wi (1 < i < 2n) are the coordinates of 
the point in the phase space, G!? is a squared real and symmetric matrix 
(2n x 2n), and H,(w) is a homogeneous polynomial of degree m. The equa- 
tions of the motion are 
55 = f(w) = >aw + f’(w) (1) 
where the vectorf’(w) is composed of the analytic functionsfi(w) (1 < i < 2n) 
whose expansions begin by quadratic terms. 3 is the matrix 
(-“in 2) 
where 0, and e’?* are, respectively, zero and unit n x n matrices. 
Let us recall some properties of the linear system for which a proof can 
be found in Seigel’s book (Ref. [IO]). 
ti=9aw (2) 
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1. To each eigenvalue X of the matrix 9&? corresponds its opposite --X 
[lo, p. 791. So we can choose the indices in such a way that ~+i = --hi. 
We suppose that the eigenvalues are distinct and nonzero. The matrix of the 
eigenvalues can be written 
2. There exists in our assumptions a linear complex canonical transfor- 
mation [lo, p. 801 
V-1 : R2n --+ C2’+, 
w = %z, 
so that the new Hamiltonian function is 
where the components of the vector z are X, ,..., x,, , yr ,..., yti. So this trans- 
formation puts the linear part of equations (1) into the diagonal form 
2 = &), (3) 
or 
Jii = X,X, + g,‘(Z) 
Yi = -‘Ji + $+it2> (1 < i <n). 
(4) 
3. The equations (1) are real, so the eigenvalues are conjugate and at 
each index k corresponds and index 1 such that 
A, = A, , 
so there exists a relation between the columns ci of % (see Ref. [lo, p. 77]), 
I? = pg”, 
where pk is a complex number such that pkpl = 1. For each 1, the I-th line of 
the matrix 8 = U-re thus has zeros everywhere except at the k-th place, 
where you tind &. 
As we are interested only in real solutions in Rs” we only have two look 
at the submanifold of C2” mapped by ‘X-1. The points of this subspace have 
the property 
2 = 92, (5) 
or 
21 = fTipk . (6) 
As the second members of the equations are 
g(2) = bp-‘f(a) (7) 
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and as f has real coefficients, we have 
j(z) = v-lf(%), 
where g(z) is the analytic function of x for which the coefficients of the expan- 
sion are conjugate of those of g(z). From (7) one has also 
g(Lxz) = elf(%) 
and thus 
gvw = JJq(4, 
or 
g(z) = LJ@(R-12). (8) 
III. PERIODIC SOLUTIONS 
In addition to the preceding assumptions on the eigenvalues of 9GY, we 
suppose also that A, is a pure imaginary number. So if xi0 is an arbitrary com- 
plex constant, the curves of C2n, 
xl(t) = xlOeAlt, 
xi(t) = 0 (2 < i < 4, 
y&) = Pn+l%e+t, 
Y&) = 0 (2 G i d 4, 
are solutions of the linear approximation of equations (3) and their points 
have the property (6). So their images under the isomorphism V are real 
periodic solutions of (2) with period 2+ A, I. 
If no ratio hi/h, (2 < i < n) is integral (nonresonance condition), Liapunov 
showed that this one-parameter family was the first approximation of a 
family of real, periodic, and analytic solutions for the nonlinear equations (1). 
We extend this theorem to the resonant cases: 
THEOREM. Let a real, autonomous, and canonical system, analytic in a 
neighborhood of a singular point, be given. If all the eigenvahes of the linear 
approximation are distinct, if one of them, for example A, , is a pure imaginary 
number and if there exists one other eigenvalue, for example A, , equal to kX, 
(k > 4), then there exists a family of realperiodic solutions depending analytically 
on a real parameter E in a nesghborhood of the singular point if the number R(k) 
HAMILTONIAN RESONANT EQUILIBRIUM 305 
is diffment fLom zero. R(k) depends only on k and on certain Hamiltonian 
function coeflcients of the third and fourth orders. If E tends to zero, the solutions 
of the family tend to equilibrium and the period, also an analytic function of E, 
tends to 24 A, 1. Moreover, the$rst approximation of the solution is the same as 
in the nonresonant cases. 
If we write the expansions of the Hamiltonian function and of the second 
members of (3) according to the integer exponents of the variables .zi , 
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As we are concerned with a one-parameter family, we will reduce the 2n 
variables to one 4. The initial variables have to be continuous functions of 5 
and [, while the unknown [ has to verify the differential equation 
l = 4, (9) 
where OL has to be a continuous function of 5 and [. The system (3) becomes 
bY (9) 
~cx5+a”g=g(r), 
a5 
(10) 
and this system of partial differential equations may be written from (4) as 
% a[ + axi g - &Xi zzz gi’(s), 
al 
% ff[ + B EC + x,y, = gh+&) 
(11) 
a4 
(1 < i <n). 
1. Formal series 
A formal solution of the equations is constructed, 
Ptq=l 
where the coefficients are complex and the exponents p and q belong to the set Z 
of integers 2 or < 0, and their sum belongs to the set N of positive integers. 
We substitute these expansions in the equations (11) and we obtain the 
coefficients by identification of the terms [pp. If we do this substitution, the 
second members become 
gi’(z) = i &:,,PP 
9+9=2 
(1 < i < 2n). 
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As g’(z) has no linear term, its m-th order in 5, 5 will be a function only of the 
(m - 1) first orders of the solution; on the other hand the m-th order of the 
solution will appear at the order m only in the left side of the equations and 
so we will find the unknowns by a recursive method. Moreover we require 
that the coefficients are chosen in such a way that we have 
So by (5) the solution will have a real image under the mapping g. We choose 
for the first order 
and we have a solution with the required property. 
We now assume that by induction we obtained a solution with property (13) 
up to the order (m - 1) for xd and yr and up to the order (m - 2) for (Y. 
If we denote by hi,, the coefficient of [PO ( p + q = m) in the i-th equation 
known from the preceding orders of the solution, we calculate 
m-2 
La = &a - (14) 
a. Properties of the known coeficients at the order m 
PROPOSITION. The coe@ients at the m-th order, known from the preceding 
ones of the solution, are bound by the relations 
h 1.94 = PZi;,,a, - (15) 
Let us remember that the indices k and I are those for which we have X, = 
A, . From (11) one gets 
de-a, n> = %‘W-w, m. 
By the assumptions of the induction on z and as g’(z) has no linear term, 
we have up to the order m 
g’wl5i> = %‘W 5)) 
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and thus 
(P + Q = 4. 
On the other hand, we have by the induction 
~Z,P-r,e-r = PZ~k,W.9--r (1 < r). 
So we prove the relation by using the expression (14). 
b. Determination of the m-th order coefficients 
We call the indices 1 and (n. + 1) fundamental, 2 and (n + 2) singular, and 
the others ordinary. We qualify as critical the exponents p and q such that 
(P-4) = Ith. 
Coejkients of ordinary indices 
As the first order is zero for those indices, one obtains by identification of 
the coefficients of t;pp in the equations (11) 
HP - q)h - &Pi,,, = him, 
C(P - Qh + UYi,w = k+i.lw (3 <idn;p,qEZ,P+q=m). 
As hi is not a multiple of ;\r , the solution is 
z - k,m - tp -“p;‘;: - A, (K an ordinary index, p + q > 2), 
and by the property (15), the coefficients of ordinary indices have the required 
property 2Z,9q = %zk.qp . 
Coe@Gnts of fundamental indices 
As only xi and y1 have a first order, only the equations with those indices 
will introduce at the odd orders m the coefficient of the (m - I)-th order of 01. 
So we find 
(P - q - 1) &,,, + %~+m-1 = h,,,, 9 
(P - 4 + 1) 4Ylm7 + GL+1%n-1 = hn+1m (P,qEZ,P+q=m), 
where &5 is the Kronecker symbol. 
If (p - 1) f q, one has 
X 1.m = lp -;*: 1) Al (P,qEZP+q= 4 (17,) 
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Ifp f (Q - l), one has 
If (p - 1) = 4, i.e., ifp = (m + 1)/2 and Q = (~tl - 1)/2 for m odd, one has 
%+l = Al m+l rn--l 
*2 - 2 
and we choose ~i,(~+i),~,(~-~),~ equal to zero. 
If p = (q - l), i.e., if p = (m - I)/2 and 4 = (m + I)/2 for m odd, one 
has 
%-1 = Plh n+,,E?g ?.y (182) 
and we choose yr, (m-1),2,(m+i)12 equal to zero. 
The property (15) h s ows that there is no ambiguity in the two determina- 
tions of 01,-i and that the coefficients x1,Pg and yl,Pq have the required 
property (13). 
Coefficients of singular indices 
The equations are the same as for ordinary indices, 
[(P - 4P* - h21X2.81 = h2m 9 
0 - 4h + ~2lY2m = hn+,m (p,q~Z,p +Q =m). 
For the noncritical exponents, the solution is the same as (16) and so has 
the required property. For the critical exponents, there is a solution if and 
only if 
h -0 (p-q=h) 2.m - 
because hn+2, D,B (p - Q = --K) is zero with h2,Dp (p - p = k) by the property 
(15). For the critical exponents, if the second members are zeros, then you can 
choose arbitrarily x2,9p and determine y2,aa by (13). We will show in the next 
section how appropriate choices for x2,pp allow to annul the h2,Pg . 
c. Calculus of the second order of the solutions 
By our first-order choice, only the following monomials will have a nonzero 
second order: 
Xl 
2 = 42 + .*., 
XlYl = Pn+&z + ...9 
-- 
Y12 = (Pn+J2 5” + **.a 
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So the second members of the equations begin by 
-- 
gi’ = Gi.(z:P + Gi.(ral)~n+& + %y,s)(pn+J2 Cz + ... . 
As k is different from 0 or 2, there is no critical exponent at this order and the 
coefficients of the solutions are easy to find, 
G n+i.kq*) Gn+i, (olvI)Pn+l G 
Yi.20 = 
n+i. b12hGl)2 
(24 + hi) 
; Yi,ll = 
h 
; Yi.02 = - (24 - Xi) - 
The second order of 01 is determined by the third order of the second members; 
moreover by (18,) only the terms in t2[ are useful: 
-- 
Xl% = pn+15”5 + ..-r 
HAMILTONIAN RESONANT EQUILIBRIUM 311 
- 2 Pn+l G,+,,(&k, 2) 
3 Xl 1 
If the coefficients Gi of the equations are expressed as functions of those 
of the Hamiltonian function K(z), one sees that 0~~ is a pure imaginary number 
because the calculation shows 
2. Annulment of the critical exponent coe@ients 
The critical exponents are p = (m + k)/2 and q = (m - A)/2 for h, and 
p = (m - k)/2 and q = (m + k)/2 for hn+2. They appear at the orders m 
with the same parity as k. For the orders lower than k the critical exponents 
are negative so their coefficients are zero, as it is possible to expand the 
solution up to the order (k - 3) with only positive exponents and the expan- 
sion is possible until the order (k - 1). In fact, we will introduce at the order 
(k - 2) an arbitrary coefficient ~~,(~-r),-r t;k-lc-l which is allowed because 
hs~~-~),-~ is zero by the choice of the (k - 3) first orders. We will prove that 
~~,(~-r),-r may be chosen such that h2,k0 is zero. 
More generally, suppose by induction that we can solve the problem up to 
the order m of same parity ask; then we introduce at the order m an arbitrary 
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coefficient ~a,(~+~) ,a, crnMk) 1s. For simplicity, xs~~+~) ,s, (m--k) I8 will be written 
a and 
Y 2 m-k m+k = Pn+ZX1 mfk m-k 
'2 2 '2 2 
will be written b. 
THEOREM. If R(k) is d$ferent f rom zero, there is one and only one a such 
that the singular index coeficients of the critical exponents are zero at the order 
(m + 2). 
We will calculate the orders m, (m + I), and (m + 2) and look especially at 
the roll played by a and b. So it is useful to separate in the coefficients those 
terms which depend on a and b from those which are independent of a and b. 
The latter we denote by a star notation. Up to the order m one has 
n-!-k m-k 
x2 = x2* + al 2 5 2 , 
m-k mtk 
~2 =y2* 4-K 
---i- 
2 5 
At the order (m + 1) only the products by x1 and y, contain a and b, 
mf2tk m-k -_- 
xlx2=x1x2*+a< 2 5 2, 
mi-k m+2-k _-- 
y1x2 = ylx2* + at%d 2 5 2 , 
n+2-k m+k -_- 
~1~2 = xly2* + b5 2 5 2 , 
m-k m+2+k -- 
~1~2 =YIY~* + bi%+15 2 4 2 . 
As we are interested in the annulment of 
m+2+k mtf-k --- 
h 2e m+2+k mt2-k 5 2 5 2 , ~- 
2 2 
xly2 and yry, are useless at the (m + I)-st order because they cannot generate 
terms in {(m+2+k) /2%(m+2-k) 12. B y substitution of these functions in the second 
members of the equations, the known coefficients of order (m + 1) are ob- 
tained, 
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where g:* is independent of a. As the formula for hi is similar, the solution 
up to the (m + l)-st order is 
miltk m-k 
-5-T 
5 
m+ltk m-k 
Gn+i, (qs2) --- 
2 5 2 
As hi is different from f(k + 1) h, , f(K - l)h, (k 3 4), all the coefficients 
are finite. So it is possible to obtain the coefficient of [(m+2+k)12~(m+2-k)f2 in 
the following functions: 
- ‘%,(rzvI) 
(i # l>, 
(i # 11, 
(i f I), 
(i # 1). 
Gi.(qr,) 
X2% : (x2%)* - qzl -g---- (i f 21, 
- 
X2Yi : (xzYd* + Phil 
G+i (zg~ 
;. (i f 21, 
z - 
XZ%Yl : (x2%Yl)* + %+1 * 
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The five last terms are obtained by multiplication of the second order by 
the m-th one. Introducing all these function in the second members of the 
equations, one gets 
- 
g' m+Z+k mf2-k = af%+l G 2. 2 2,hwJ 2 
+g’* - 7 m+z+k m+z--8 ’ 
2 2 
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Finally, by (14) one still has to subtract ((m + k)/2)a2 + ((m - k)/2) a.Ja 
and as we showed aa = -Es, one finds ka@. So we have 
h mf2fk m-K&k = h* 2. -- 2, m+2+k m+2-k + p~R(kh 
2 2 a 2 
where h&,,+z+k),a(m+z-k~,a is determined by the (m + I)-st orders of the 
solution and is independent of a and b. So if R(k) is different from zero, 
there exists one and only one value of a that annuls the singular index coeffi- 
cients of the critical exponents at the order (m + 2), 
X 2 (p,+lRW m+lc m-k = a = -h; m+22+k m+;-k 
*2 2 
It is very important for the convergence that R(k) be independent of the order 
m. It is a function only of certain coefficients of third and fourth orders of K(z) 
and therefore of H(w). Therefore if H(w) possesses those terms, R(k) can be 
zero only for exceptional values of the integer k. So, if R(k) is different from 
zero, at every order m of the same parity as k it is possible to choose the arbitrary 
coefiient a to annul the two singular index coeficients of the critical exponents in 
the second members of the order (m + 2). Then the equations of the (m + 2)-st 
order are solvable and the solution still contains an arbitrary parameter. So 
we are in the same situation two orders later and therefore we can continue 
the expansion as far as we want it. 
3. Property of the series a 
A formal vectorial solution is obtained for the partial differential equations 
(11). If the series are substituted in the Hamiltonian function, 
K’(5,cJ = Kc4 D, 
we obtain a formal Laurent series in two variables without independent or 
linear terms, 
PROPOSITION. The function K’(5, [) is a formal Taylor series in the product 
<r;rJ. 
Because the second members of the equations (10) derive from the 
Hamiltonian function K(z), one obtains 
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and thus the formal equation 
i3K’ aK’ _- 
-&F--- 
x al a5 = O. 
(20) 
From the beginning of the expansion of K(z) and from the first order of the 
solution, K’([, [) begins with a second-order term h,p!&& so the proposition 
is true at the order two. If we suppose the proposition true up to the order 
(m - l), we’ have for p + q < m - 1 and p # q, KPQ = 0. At the m-th 
order, the equation (20) gives 
m-2 
UP - 4) Klf2 + 2 HP - ) r a2, + (4 - r>~2Tl&T,-, = 0 (P + 4 = 4. 
T=l 
for p different from q, /$,-r,-, = 0, and so ka, = 0. 
THEOREM. The coeficients of the formal series 01 are pure imaginary numbers. 
From the last proposition one has 
and by (20) one obtains the formal equation 
01= --cu. (21) 
So the right hand members (14) of the equations may be written 
m-2 
hi,,, = &w - (P - 4) f ~2?4,9--TP--7 * (22) 
5-=l 
4. Uniform convergence of the expansions 
a. Bounds of the coe$&nts 
Using (22) in (18), one finds for the series 01 
m-2 
l%l~lg;,,+2~l+ i l%lly&2~~m_~rl’ (233 
2 2 r=1 2 2 
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On the other hand, the graphs of the two mappings: R + C 
1 
X--+ 
xh, - A$ ’ 
have a vertical asymptote for x = A&, . So the mappings: Z -+ C 
(P-q)-+ (P - qlh -& ’ 
(P - 9) + 
P--4 
(P - 4) 4 - xi 
are bounded unless i = 2 or (n + 2) and p - q = K or 4. Let us call p 
the maximum of the bounded functions and of the numbers l/j p,+$(K)[, 
WI ~n+d’Wl, ami 1. 
From (19), it is easy to bound the singular index coefficients of the critical 
exponents of the order m > (k - 2), 
m+4-k 
m+2--2r-i.k m+2-27-k (241) 
2 
1 z,+2, m-k m+k I d p I g;;2. m+;-k m+2+k I 
2 2 2 
m+4-k 
. m+2-2r-k m+2-2rfk 1) (242) 
2 2 
and for all the other coefficients such that p + q > 2, (16) gives 
m-2 
I 3 Tm I G P I &, I + P f I a2r I I %.l?--7*--r I. 
T=l 
(25) 
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b. Majorant series 
Let us introduce the following Taylor series with positive coefficients: 
45) = f I 52, I t2’ (p, Q non critical exponents of i is a singular index). 
T=l 
The series Z(5) and A([) begin with second-order terms and the critical 
terms’ sum K(t) begins with a term of order (k - 3) > 1. By the construc- 
tion, we can also define polynomials of order (m + 2) .Z$+s([), of order 
(m + 1) AZ+,({), and of order (m - 3) K&a([), obtained by annuling the 
coefficients of the critical exponents at the order m of same parity as k. The 
first two have the same coefficients than Z(C) and A(5) up to the order (m - 1); 
the third is identical to K(t) up to the order (m - 2). 
PROPOSITION. The series A(J), Z,(l), and K(5) converge absolutely in 
a disk centered at the origin of the complex plane. 
We use the majorante functions method of PoincarC. By summation of the 
elements in the inequalities (23) and (25), one obtains 
(p, 4 noncritical if i is singular) 
The 81. zw are the coefficients obtained by substituting in the second members 
of the equations (11) for the variables z, their expansions in functions of 5 
and c. If majorante functions of gi(e) are taken in which we substitute to .z~ 
majorante functions, expansions in t; and < will be obtained in which the 
coefficients will be greater than 1 gi,,, I. But the gc’(s) are analytic functions 
in a neighborhood of the origin and their expansions begin with quadratic 
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terms. Then there exists a majorante series (see, e.g., Ref. 14, p. 4451) in an 
hypersphere of radius R, contained in the domain of convergence where 
and so 
(1 + I Pn+l I) t-45) + WI < I.40 +a) 
+ 2wwu + I Pn+L I)5 + -a) + (1 + I P&z I) W(5)12 
1 - $ [Cl + I Pn+l If 5 + Z(5) + (1 + I Pn+z I)t-q31 
and for the same reason 
2n/.&[(l + I Pnll I) 5 + -C+,(5) + (1 + I Pn+l I) rKLm2 
1 - 4 ([l + I Pn+l I) 5 + .C+&) + (1 + I Pn+l I) 5G?t-,i5)1~ 
Let us introduce the formal series 
and the (m + I)-degree polynomial G+&), obtained by a similar formula 
from A$+,([) and .2$+,(&J. As we have the inequalities 
there exists a constant N such that 
F(c) <N [P(n + ‘(l +F(n + K(r;))2 
1 - Ml + W) + K(O) 
1, 
Eventually we define a formal series that majorizesF(<) and [(l +F([)+K(c)), 
‘70 = 5 + F(C) + W(5) + K(5) + 5m3, 
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and a (m + l)-order polynomial G$+,([) obtained from 
It is clear that G2(<) major&es (F(c) + <K(t) + F2(Q and 25F([) + 251((c) + 
[P(iJ + 25F(5) K(c) + <K2([). If the square in the numerator is calculated, 
one obtains 
If the constant 8N is called c, the important inequalities are found, 
G(5) Q c G2(5) + 2(5 + W)) 4 - cG([) ’ 
G;+,(5) < c G%(C) + 25 + Kkd5)) 4 - cG;+,(S) ’ 
Now if we consider the equation 
G’(5) = c G’2(5) + 2(5 + WI) 
4 - cG’(5) ’ 
(26) 
(27) 
for which the only solution, zero at the origin, is 
G’(5) = ; - ; [l - c2([ + K(Q)]““, 
G’(t) is a majorante formal serie of G(c). For if we denote K(t) = Czr kip, 
the first term of G’(l) is (c/2)(1 + k&, w h ereas by (26) the first term of G(iJ 
is smaller. If we suppose by induction that the coefficients of G(c) are smaller 
than those of G’(c) up to the (WZ - I)-st order, it is also true for the coefficient 
of order m. For this coefficient in G’(t;) * g 1s iven in the equation (27) by a 
polynomial function of the first (m - 1) coefficients of the expansion and the 
coefficients of K(t), whereas the similar coefficient of G(t) should be smaller 
than the same polynomial function of smaller quantities. By a similar proof, 
if we introduce the formal series 
G&;,(l) = ; - ; [l - ~~(1 + ~:-&>>I”” (28) 
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for the solution of the functional equation 
GA;&) = c GA$(5) + 2(5 + Kt+X)) 4 - cG&;,(C) ’ 
we have 
On the other hand, the relations (24) allow us to find an upper bound for 
the coefficients of the critical exponents, 
(1 + I Pn+l I) &-,5m+2 < %I+2 /PA:+,(l)(l + I Pn+l I) KL(5) 
+ &.M[(l + I Cl) 5 + -&z+,(5) + (1 + I PJ) uGL(01 2 
1 - $ [(l + I Pn+l I) 5 + z:+,(5) + (1 + I Pn+l I) Kz-&)I I ’ 
where the notation O,+,( f(s)} means that we take the (VZ + 2)sst order of 
f(t). But we also have, 
Q OnI+1 /c G,%(5) + 25 + Ki-45)) 
4 - cG:+,(L’) I 
Gr?%) + 2(5 + c--3(5)) 
4 - cG:+~(~) I 
= O,+,(G~~,(~)}. 
By the formula (28), we obtain G&+,(t) as a function of K$-s(t). But as 
IQ-,([) is in fact the polynomial obtained by truncating the series K(4) at 
the order (m - 2), one finds by an easy calculation for m > 4 
I 1 k,,&?’ < %+I - - C ; [I - ~“(5 + K(5))1”“1 - ; km+,Pfl 
- ; (1 + k,) tk,,,[” - $ k2~2k,-,5-1 - g (1 + IQ2 t2k,,, 15-1. 
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Next we add the terms of all the orders, being careful about the first orders 
where K,, , k, , and k,+l can be kl and k, , 
5”wJ < ; - ; [I - c2(5 + qw2 - ; qz) 
-- ; (1 + k,) W(5) - $ k,i2K(5) - $ (1 $ k,)2 [“K(t) 
+ $ h2Li + z [(2h + l)( 1 + Q2 + I] L13 + $ k,k,P 
+ f (RI2 - 1) t2 - ; 5. 
Eventually, we consider the functional equation 
[2X(() = ; - ; [l - c”(t: + X(r))]“” - f X(r;) 
- ; (1 + Xl) 5X(0 - $ ~252x(5) - g (1 + Xl)’ L12X(5) 
+ $ x2254 + g [(2x, - 1)(1 + x1)2 + l] 5” + $ x1x253 
+ $ (Xl2 - 1) 5” - ; 5. (29) 
A formal solution X(t) = x1{ + x252 + *a* can be obtained by induction as 
a power series without independent terms and by a proof similar to the one 
used for G’(4) one can see that X(c) is a major-ante series of K(5). But X(t) 
is in fact a branch root of an algebraic equation 
where as(O) = c2/4, a*(O) = a,(O) = 0. W eierstrass’ preparation theorem 
(see, e.g., Ref. [4, p. 3041) ensures the existence of a convergence disk around 
the origin with a nonzero radius. So the series K(t) will also converge in this 
domain. Therefore there is a convergence disk for G’(t), for C(t), and for 
F(c), and so there exists a disk of radius p centered at the origin where the 
series A(c), Z,(t), and K(l) converge absolutely. 
c. Uniform Convergence Theorem 
THEOREM. The series ~$4, c) and z,({, c) are expansions of functions 
unifmmly convergent in a disk around the origin. Moreover they are in this 
domain continuous functions qf the vartbble 5. 
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The series A({) and &({) are absolutely convergent in the disk of radius 
p, so the moduli of their terms are smaller than the constant and positive 
terms of the convergent series A@‘) and Z&I’) (0 < p’ < p) in the disk of 
radius p’. Clearly it will be the same for the series of functions a([, l) and 
z&, [), which will converge in this disk (see, e.g., Ref. [2, p. 4481). And as 
the functions [p&p + q > 1) of the series are continuous functions of the 
variable 5, their sums a([, [) and a,((, [) are continuous functions of 4 in 
the disk p’ < p. 
5. The family of periodic solutions 
From (21), ([[) is a constant of the motion for 
The pure imaginary function a([[) is also a constant of the motion which we 
write as iw and the solution of (9) is 
where &, is an integration constant whose modulus is less than p’. Let us put 
.$, = re+‘; if we choose to = I&J the solution is 
The constant of motion (r;T> is 8 and we obtain a family of periodic solutions 
whose period 27r/w tends to 241 Ar 1 as E tends to 0. Therefore the initial 
variables eu, are real Taylor series of E, absolutely convergent for E < p’, 
and their coefficients are periodic functions of the time. Eventually as k > 4, 
the first approximation is the same as in the nonresonant cases and the theorem 
is completely proved. 
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