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A fundamental phenomenon in particle physics is the absence of massive objects in our
universe: Dark Matter. A promising candidate that could explain these observations
are sterile neutrinos with a mass of several keV/c2. While it is presumed that sterile
neutrinos do not interact via the weak force, they, due to their mass, still partake in
neutrino oscillation.
Consequently, it is experimentally possible to investigate their imprint in beta-decay
experiments, such as the Karlsruhe tritium neutrino experiment (KATRIN). A dedicated
search for sterile neutrinos however ensues a steep increase in the electron rate and thus
requires the development of a new detector system, the TRISTAN detector. In addition,
as the imprint of sterile neutrinos is presumably < 10−7, systematic uncertainties have to
be understood and modeled with high precision.
In this thesis systematics prevalent at the detector and spectrometer section of KATRIN
will be discussed and their impact to a sterile neutrino sensitivity illuminated. The derived
model is compared with data of the current KATRIN detector and with characterization
measurements of the first TRISTAN prototype detectors, seven pixel silicon drift detectors.
It is shown that the final TRISTAN detector requires a sophisticated redesign of the
KATRIN detector section. Moreover, the combined impact of the back-scattering and
electron charge-sharing systematic lead to an optimal detector magnetic field of Bdet =
0.7 . . . 0.8 T, which translates to a pixel radius of rpx = 1.5 . . . 1.6 mm (s. sc. 7.2).
The sensitivity analysis discusses individual effects as well as the combined impact of
systematic uncertainties. It is demonstrated that the individual effects can be largely
mitigated by shifting the tritium beta-decay energy spectrum above the beta-decay
endpoint. In contrast, their combined impact to the sensitivity leads to an overall
degradation and only mixing amplitudes of sin2 θ < 3 · 10−6 would be reachable, even in
an optimized case with very low and homogeneous detection deadlayer zdl = 20± 1 nm
(s. sc. 7.1). Assessing sterile neutrino mixing amplitudes of sin2 θ < 10−7 thus requires
disentangling of systematic effects. In a future measurement this could be for example
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While first ideas on the nature of matter, consisting of elementary particles, date back
several millennia [Ter03], it was not before the 19th century that scientists were able
to test these experimentally [Zub11]. In the 20th century, accelerated by the success
of high-energy experiments, a consistent model of elementary particles was formed: the
Standard Model of Particle Physics (SM) [Eck19]. It contains both, fundamental matter
particles (fermions) and interaction particles (bosons). With the discovery of the Higgs
boson in 2012 [Aad12; Cha12] all elementary particles contained in the SM were discovered.
This should, in principle, mark the completeness of the SM. Interestingly, a stark contra-
diction to that resides in the fermion sector: a particle known from radioactive decay, the
neutrino. Whilst the SM assumes neutrinos to be massless, experiments in the 1980s proved
otherwise [Mik86]. Observations of solar, atmospheric as well as reactor and accelerator
neutrinos contributed to a model of neutrino oscillation, wherein the existence of masses
is a mandatory prerequisite.
To this day the absolute neutrino mass has yet to be determined. With KATRIN, a
tritium beta-decay based experiment situated in Karlsruhe (Germany), particle masses
down to 200 meV (90% CL) will be tested [Ang05]. Similar to the predecessor experiments
at Mainz and Troitsk, but improving the sensitivity by a factor of 10, a non-observation of
a finite neutrino mass would yield a new experimental upper limit.
Another remarkable feature of neutrinos is related to their spin-momentum property: the
particle handedness or chirality in the massless limit. Typically, one would assume all
interactions to be independent of chirality. An investigation of 60Co beta-decay in the
1950s [Wu57], albeit, has lead to the concept of “parity violation” and to the understanding
that neutrinos with right-handed chirality do not seem to exist.
A new paradigm would be the existence of sterile neutrinos [Sha13; Adh16], hypothetical
particles introduced as counterparts to standard neutrinos. They are assumed to be
right-handed in nature and non-interacting with standard matter – literally “sterile”. If,
however, sterile neutrinos take part in neutrino oscillations, one might find their imprint
in beta-decay-like experiments.
KATRIN, with its high statistics tritium beta-decay source, is ideally matched for investi-
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gating sterile neutrinos in the keV mass range. Contrary to the nominal operation mode,
focusing on the region close to the endpoint, sterile neutrinos require the examination
of the full beta-decay spectrum. Most notable, this entails a redesign of the detector
and data acquisition system, referred to as TRISTAN project. In the envisioned silicon
detector upgrade the number of pixels increases to roughly 3500, reaching statistical sterile
neutrino sensitivities down to sin2 θ = 10−7 [Mer19].
Major design criteria for TRISTAN stem from the mode of operation: measuring the
energy of tritium beta-decay electrons. Roughly, it encompasses charge deposition [Ren11;
Kor16], charge collection [Alt19; Urb19], as well as DAQ [Dol16; Des19]. An electron
impinging on the detector creates measurable electron-hole-pairs, i.e. charges, along its
scattering path inside the detector. These are then drifted to electrodes on the sides and
the measured electric current allows for an estimation of the incident electrons kinetic
energy.
In the first chapters of this thesis, the current status of neutrino physics (s. ch. 2), the
KATRIN experiment (s. ch. 3) and the future detector upgrade TRISTAN for subsequent
sterile neutrino investigation (s. ch. 4) are introduced.
Chapter 5 is centered around simulation and modeling systematic effects prevalent at
the detector section of KATRIN. The model comprises individual electron trajectory
simulations as well as analytic back-scattering and -reflection, charge sharing, electronic
noise and pile-up. At first the systematics are characterized (s. sc. 5.2) and then their
influence to the observed electron energy response is discussed (s. sc. 5.3).
In chapter 6 measurements with the seven-pixel TRISTAN prototype detector are presented.
Both spectra from x-rays and electrons are shown and compared with the model.
The impact of detector systematics to the design of the TRISTAN upgrade is illuminated
in chapter 7. It is based on first principles from the electromagnetic field settings at
KATRIN as well as an in-depth sensitivity study (s. sc. 7.1).
The last chapter 8 addresses the influence of detector-related systematics to the sterile
neutrino search with first KATRIN data.
Chapter 2
Neutrino Physics
Following a historical timeline, in this chapter the postulation and the experimental
discovery of neutrinos is discussed. Afterwards, a central concept of neutrino physics, the
phenomenon of flavor oscillation, is explained [Fuk03; Zub11; Obe19]. Lastly, the current
Standard Model of particle physics (SM) [Tan18; Eck19] and how it could be extended in
the neutrino sector is outlined [Dre13; Adh16; Boy19].
2.1 History
The history of neutrinos is strongly tied to advances in particle and quantum physics of
the late 18th and early 19th century.
The dawn of modern particle physics began with the discovery of electrons in 1897.
Independently, E. Wiechert [Wie97] and J. J. Thomson [Tho97] investigated the emission
of cathode rays. By subjecting the cathode ray to varying electric potentials and magnetic
fields they proved its negative charge and measured its mass. The particle character of
electrons was deduced from the fact that their measurements were independent of the
cathode material.
In 1911 the subatomic particle nature of atoms was established by E. Rutherford [Rut11].
He observed the scattering profile of alpha particles off a gold foil. To allow scattering
angles up to 190◦ an atom must contain a heavy and positively charged nucleus. Two
years later, together with N. Bohr, an atomic model was introduced [Boh13]. Therein
atoms should consist of heavy, positively charged nuclei that are orbited by much lighter,
negatively charged electrons.
Steering away from a pure particle nature, the 1920s lead to the discovery of quantum
physics. Experiments, such as the Stern-Gerlach experiment [Ger22] were the incentive to
describe the quantum nature of particles. Notably, L. de Broglie [Bro26] described the
particle-wave dualism, W. Heisenberg [Hei25] formulated a mathematical model, and E.
Schro¨dinger [Sch26] adapted the theory to construct the quantum model for the hydrogen
atom.
Only thereafter neutrinos were first proposed, marking the start of neutrino physics.
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Figure 2.1: Differential electron
energy spectrum from beta-decay.
The maximum rate and energy are
normalized to one. In the early 19th
century a discrete, mono-energetic
energy distribution was expected
(red). On the contrary, experi-
ments measured continuous beta-
decay spectra (black), which lead














In 1930 W. Pauli [Pau30] tried to explain long-standing discrepancies in beta-decay
experiments [Cha14]. In a letter to the Technical University of Zurich, he hypothesized
the existence of ghost-like particles, which he addressed as “neutron” - later renamed to
neutrino. Pauli suggested a decaying atom would emit, in addition to the known electron,
a light unobserved particle. The decay energy would be shared among the two, which
would conform with the observed continuous energy spectra of electrons (s. fig. 2.1).
J. Chadwick in 1932 then discovered the “real” neutron [Cha32]. He found neutrons to
be charge-less and slightly heavier than protons. Moreover he deduced that an atomic
nucleus is made up of both protons and neutrons. Two years later, E. Fermi formulated a
quantum theory of beta-decay [Fer34]. Therein the beta-decay of an atom is driven by the
decay of a single nucleon:
n → p + e− + νe , (2.1)
where a neutron n decays into a proton p, an electron e− and a neutrino ν - here more
specifically labeled as electron antineutrino νe.
Roughly 22 years after their postulation, indirect evidence for neutrinos was found in
electron capture reactions on argon atoms: 37Ar + e− →37 Cl + νe [Rod52]. With a
time-of-flight measurement G. Rodeback and J. Allen measured the recoil energy ECl of
the produced chlorine atoms. The observed discrete recoil energy ECl = 9.67 eV matched
well the hypothesis of a two-particle process.
The direct discovery of neutrinos happened in 1956 in an experiment by F. Reines and
C. Cowan [Cow56]. Situated next to a nuclear reactor, providing an abundance of
antineutrinos νe, their goal was to search for the products of inverse beta-decay
νe + p → n + e+ . (2.2)
In their detector, both the neutron n and the positron e+ were causing characteristic
gamma rays. Positrons promptly produce gamma rays upon annihilation with electrons,
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whereas the gamma signal from neutrons is delayed as their capture on cadmium atoms
happens only after several scatterings in the detector bulk. Analyzing delayed time
coincidences between two events allowed for background discrimination and enabled the
discovery.
Theory of weak interaction
During the 1950s the concept of neutrinos further evolved. Of central importance was the
formulation of an underlying theory of weak interactions. Urged by puzzling observations
of kaon decay, the so-called τ − θ puzzle [Da54], the physicists T. Lee and C. Yang [Lee56]
started to question if parity is conserved in weak interactions.
In a cryogenic experiment headed by C.-S. Wu in 1957, the decay properties of polarized
60Co atoms was investigated [Wu57]. Applying an external magnetic field and other
means to orient the spin direction of 60Co atoms, Madame Wu could show that the decay
preferably leads to the emission electrons in the direction opposite to the nuclear spin.
A similar result was reported by R. Garwin, L. Lederman and M. Weinrich within the
same month [Gar57], through the investigation of the decay of pi-mesons.
One year later, the Goldhaber experiment measured the helicity of neutrinos [Gol58]. In
particular the electron capture of 152Eu was investigated. The direction of the emitted
photons of the daughter atom 152Sm led to the conclusion that neutrinos display a negative
helicity H = −1.
In 1958, incorporating the distinct neutrino helicity in Fermi’s theory of interaction, the
V-A theory (vector minus axial vector) was introduced. It was first presented by E.
Sudershan and R. Marshak [Sud94], and later by R. Feynman and M. Gell-Mann [Fey58].
S. Glashow [Gla59], A. Salam [Sal59] and S. Weinberg [Wei67] further advanced the theory
by formulating a model of unified electroweak interaction in the mid-1960s. A major
prediction of their theory was the existence of massive gauge bosons W± and Z, responsible
for mediating weak interaction between particles that carry weak charge.
At CERN several experiments set out to investigate these bosons. In 1973 first evidence
of a Z boson mediated neutral current reaction was presented by the Gargamelle bubble
chamber experiment [Has73]. Ten years later, at the SPS proton-antiproton collider,
all three “electroweak” massive bosons were directly discovered by the UA1 and UA2
experiments [Arn83; Bag83; Ban83]. At the electron-positron collider LEP, the number
of neutrino flavors Nν was experimentally determined in 1989 by the ALEPH [Dec89],
DELPHI, L3 and OPAL collaborations. They investigated the decay width of the Z boson
and reported a value Nν = 2.984± 0.0082 in a joint analysis [Ale05].
Neutrino flavors and oscillation
The first ideas on neutrino flavor oscillation date back to 1956, when B. Pontecorvo
hypothesized that a muonium, i.e. a bound state of an antimuon µ+ and an electron e−,
might transform, with respect to neutrinos and the weak interaction, to its antiparticle
(µ− & e+) [Pon57]. Over the following years, with notable contributions of Z. Maki, M.
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Nakagawa and S. Sakata [Mak62], the conceptual framework of neutrino flavor oscillation
was shaped.
Until 1962 it was questioned whether neutrinos from beta-decay (νe) and pion decay (νµ)
are one and the same particle. J. Steinberger, M. Schwartz and L. Lederman could first
proof the inequality of the two particles [Dan62]. Using spark chambers, they investigated
the tracks of electrons and muons, originating from pion and kaon decays. The mesons
were created by focusing a 15 GeV proton beam, from the Brookhaven AGS, on a beryllium
target.
The last neutrino flavor was measured only in 2001 by the DONUT experiment [Kod01].
Using the ring accelerator Tevatron at Fermilab, they investigated neutrino-induced tracks
of charged particles in an emulsion-based detector.
On the non-accelerator side in 1968, the Homestake experiment of R. Davis was prone to
a first effect from neutrino oscillation [Dav68]. The experiment counted the number of
37Ar atoms that formed due to incident solar neutrinos. Comparing the experimental rate
to prevalent flux estimations from J. Bahcall a deficit of roughly two third was observed.
This finding is often called the solar neutrino deficit and was theoretically explained 20
years later by the MSW-effect (S. Mikheyev, A. Smirnov and L. Wolfenstein). It describes
matter-induced neutrino oscillation [Wol78], that is resonantly enhanced in the solar matter
[Mik86].
Another major event, marking the dawn of astroparticle physics occurred on February
24th 1987. Several solar neutrino experiments, most prominently the water Cerenkov
detector Kamiokande [Hir87], measured a sharp excess in neutrinos, from the core-collapse
super-nova SN1987A. Interestingly, this event played a vital role in understanding the
impact of neutrinos during the collapse of late-phase stellar objects.
While the absolute mass scale of neutrinos is yet to be measured, neutrino oscillation
experiments determined the mass splittings and mixing angles. Notable are:
 the Super Kamiokande experiment in Japan, which investigated oscillations of
atmospheric neutrinos νµ → x in 1998 [Fuk98].
 the MINOS [Mic06] and K2K [Ahn06], later followed by Opera [Aga10] and T2K
[Abe14], experiments. They investigated high-energy neutrino beams in the νµ-
disappearance and νe-appearance channels.
 the Double Chooz [Abe12], Daya Bay [An12] and Reno [Ahn12] experiments. Within
a few months they published their findings on reactor neutrino oscillations νe → x in
2012.
2.2 Standard Model
The Standard Model of particle physics (SM) describes the baryonic matter of our universe
by elementary particles, referred to as fermions. Similarly, forces between them are conveyed











































































































































































Figure 2.2: Illustration of elementary
particles in the SM, with matter parti-
cles (fermions) and interaction particles
(bosons). The SM assumes neutrinos to
be massless and right-handed neutrinos to
be non existent (adapted from [Sha13]).
by another set of elementary particles, the bosons. Altogether they are discriminated by
their rest mass, electric charge and spin (s. fig. 2.2).
The SM counts twelve fermions subdivided in three mass generations, each containing a
doublet of quarks and leptons. Higher mass generations can decay into the corresponding
lighter sets, thus leaving us with (u, d) & (νe, e) as the prevalent matter constituents in
the universe. In addition a fermion f with the same mass but opposite electric charge is
called anti-fermion f and lastly fermions are also distinguished by their helicity, being
either left- or right-handed.
Neutrons and protons correspond to (valence) quark triplets, e.g. the proton has two up
quarks and one down quark. While bound states of triplets are called baryons, there exist
also mesons: bound doublets of a quark and an antiquark (q , q ), a prominent meson being
the pion pi+ = (u, d).
The SM includes three fundamental forces of nature, conveyed by its interaction particle
and charge: the strong force by gluons g which couple to color charge (red, blue, green), the
weak force by W- and Z-bosons coupling to the weak charge, and lastly, electromagnetism
by photons that couple to electric charge.
The weak force plays a special role, as it only couples to neutrinos with left-handed helicity,
denoted by blanks in figure 2.2. In the SM right-handed neutrinos are assumed to be
non-existent and neutrino masses collectively set to zero.
Symmetries in the Lagrangian
The SM is a quantum field theory, where elementary particles are represented by fields and
observable quantities determined by applying non-commutable operators (e.g. momentum
operator P ) to the fermion fields ψ. Based on the principle of least action, the fields and
their derivatives make up the Lagrangian density L.
A special property in the Lagrange formalism is derived from Noether’s theorem [Noe18].
E. Noether showed that conservation laws in physics (e.g. conservation of energy) are
directly connected to transformations of the Lagrangian density that leave it invariant.
Or, differently phrased, conservation laws are connected to symmetries in the Lagrange
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density.
Global symmetries for the whole SM Lagrangian are described by the Poincare´ group.
It includes translations, rotations as well as boosts. It ensues energy, momentum and
angular-momentum conservation. In contrast, local transformations of the Lagrangian
are called gauge symmetries. Each interaction in the SM follows the global as well as an
individual local symmetry.
The strong interaction is represented by an SU(3) gauge symmetry and color charge
conservation. Electromagnetism and the weak interaction are jointly described by the
SU(2)xU(1) symmetry. W-, Z- bosons and photons convey the interaction, with the
conserved quantities weak isospin and hypercharge.
Notably, the current set of Lagrangians in addition follow a global U(1) symmetry, with
baryon and lepton number as conserved quantities. This signifies, that at each point in
time an interaction must not change the number of leptons or quarks.
Investigations on new physics often imply the search of new symmetries and Lagrangian
terms. Interestingly, the SU(3)xSU(2)xU(1) symmetry in its most general form slightly
differs from SM Lagrangian. Concerning neutrinos, additional terms include a Dirac and
Majorana mass.
Beyond SM
Almost all observed phenomena in nature can be explained as excitations of quantum
fields. The recent discoveries of the top quark, the tau neutrino and the Higgs boson
further set the SM on an exalted experimental ground. In spite of that, the SM fails to
encompass a quantum theory of gravity. Instead, general relativity is treated as a classical
background. In addition, the SM is not able to explain several observational facts [Dre13]:
 Dark Matter: Starting with F. Zwicky in 1933 [Zwi33], astrophysical observations
have established that the contribution of baryonic matter only corresponds to roughly
16% of all gravitating masses in the universe [Agh18]. The missing 84% is referred to
as Dark Matter (DM). Currently, DM is assumed to consist of unknown elementary
particles (e.g. WIMPs, axions or sterile neutrinos).
 Dark Energy (DE) is behind the accelerated expansion of the universe. While a
constant expansion rate was measured in 1929 by E. Hubble [Hub29], its accelerated
behavior was only discovered in the 1990s (e.g. [Paa92]). Similar to DM, DE
contributes to the measurable energy-mass content of the universe. Both are described
in the Lambda Cold Dark Matter (Λ-CDM) model of cosmology [Agh18].
 Matter-antimatter asymmetry describes the question, why our universe is devoid
of antimatter. According to the Big Bang theory from Lemaitre in 1927 [Lem27],
matter and antimatter should be produced equally. Criteria for generating these
asymmetries were postulated by A. Sakharov in 1967 [Sak67].





Figure 2.3: Exemplary Feyn-
man diagrams of the weak in-
teraction. The neutral current
reaction via Z boson exchange,
similar to scattering, leaves the
particles unchanged. Charged
currents via W+/W− bosons
and transform quarks and lep-
tons into their weak iso-doublet
partners.
 Neutrino flavor violation: solar neutrino observations first uncovered the theory
of flavor oscillation (s. sc. 2.1). It requires non-zero masses and allows flavor changes.
2.3 Flavor and mass
Neutrinos are extremely light neutral particles, that only interact via weak interactions
(s. fig. 2.3). In the late 20th century, experiments making use of the flavors (νe, νµ, ντ )
measured an oscillatory flavor change pattern.
Neutrino oscillation
The framework of neutrino mixing, based on the works B. Pontecorvo, Z. Maki, M.
Nakagawa and S. Sakata (s. sc. 2.1), depicts neutrinos occurring in flavor eigenstates,
taking part in the weak interaction, as well as mass eigenstates, describing their propagation














where να (α = e, µ, τ) denotes the three neutrino flavor eigenstates and νi (l = 1, 2, 3)
the mass eigenstates. Thus, each flavor is formed by a specific superposition of the mass
states.
Flavor change probabilities Pαβ of an α flavored neutrino can be calculated using prop-
agation of mass eigenstates |να(t)〉 and subsequent projection onto the new flavor state
〈νβ|.
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Figure 2.4: Neutrino oscillation
probabilities Pαβ along the ratio
L/E, distance over neutrino energy.
In blue the probability Pee of the
νe flavor survival for the three neu-
trino flavor model is depicted. Cor-
respondingly, in black the simplified
probability P eµee in the two neutrino
approximation, i.e. only νe and νµ












































Here E denotes the neutrino energy, L the distance to the source and mi are the mass
eigenvalues. As the mass eigenstates are orthonormal, 〈νj|νi〉 yields the Kronecker delta
δij. Moreover the relativistic limit was used. Often flavor oscillations are discussed in a
simplified scenario with only two different neutrino flavors (τκ) and mass eigenstates:








with the difference of squared masses ∆m2αβ = m
2
α − m2β and mixing angle θ between
the flavor eigenstates. In figure 2.4 both the simplified two and standard three neutrino
oscillation probabilities are shown. A combined analysis of current experimental parameters
can be found in [Est19].
As the sign of ∆m223 is yet to be determined, two different mass ordering scenarios are
distinguished: the normal ∆m223 > 0 and the inverted ∆m
2
23 < 0 mass hierarchy (s. fig.
2.5).
For the scope of this thesis it is important to note that oscillation experiments are not
sensitive to the absolute mass scale of neutrinos.
Neutrino mass
The laboratory based methods to asses the mass scale is separated in single and double beta-
decay experiments. It is complemented by cosmological and astrophysical observations.
To date these approaches only yield upper limits:




flavor Figure 2.5: Depending on the sign of the
squared mass difference ∆m223 from atmo-
spheric neutrinos, two different scenarios
of mass ordering are feasible. In the nor-
mal hierarchy scenario the lightest neu-
trino mass eigenstate is given by ν1, and
in the inverted case by ν3. Each mass
eigenstate is a superposition of different
neutrino flavors, illustrated in green (νe),
orange (νµ) and violet (ντ ) colors.
 Beta-decay : The most model independent approach is the investigation of the electron
spectrum from single beta-decay n → p + e− + νe. As mass and energy are related
via E = mc2, a massive neutrino would reduce the maximal possible kinetic energy




|Uei|m2νi ≤ 1.1 eV (95%CL). (2.6)
 Neutrinoless double-beta-decay : In case neutrinos are their own antiparticles, the
observation of a zero neutrino double beta-decay (0νββ) would point to a special
scenario where two “neutrinos” annihilate within the nucleus. A calorimetric mea-
surement of the summed kinetic electron energy from double beta-decay would then
consist of two components: a continuous part for the 2νββ process and a mono
energetic part 0νββ at the endpoint. An evaluation from KamLAND-Zen has given









∣∣∣|Uei|2 · eiδMi∣∣∣mi ≤ 0.05-0.16 eV (90%CL). (2.7)
 Cosmology : Based on the Λ-CDM model of cosmology it is possible to extract
information of neutrino masses. The Planck satellite experiment results on the CMB
together with data from gravitational lensing and baryonic acoustic oscillations gives
a combined upper limit of [Agh18]
∑
ν
mν ≤ 0.12 eV (95%CL). (2.8)
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 Supernovae: Lastly, the arrival times from supernovae explosions within our galactic
neighborhood allow to infer neutrino masses. In core collapse models of supernovae
the bulk of neutrinos are emitted over a short interval of a few seconds only. Knowing
the distance to the explosion thus allows to determine the neutrino mass. An analysis
on data from the SN1987A event yields an upper limit of [Lor02]
mνe ≤ 5.7 eV (95%CL). (2.9)
A notable investigation that combines the above experimental findings in a joint model
obtains a more conservative upper limit of
∑
νmν < 0.26 eV 95% CL [Lou19].
2.4 Sterile neutrinos
From a theoretical point of view experimental results on neutrino mass and mixing lead to
two prominent questions:
 why are neutrino masses so small (mass puzzle) - more than 108 times lighter than
an electron - and
 why is flavor mixing so large (flavor puzzle) - Upmns matrix without distinct shape.
While it is in principle possible to add new gauge symmetries to the Lagrange density,
more fundamental theories should be able to address the above questions while at same
time minimize the introduction of new parameters.
Seesaw mechanism and the νMSM
A well known extension to the Lagrangian to answer the mass puzzle is provided by the
seesaw mechanism (type 1), which introduces right-handed sterile neutrinos. Technically,
the same singlet terms known from weak interaction but with switched chiralities are
added to the Lagrangian.
The Lagrange mass term generated by the Higgs mechanism after electroweak symmetry


























+ h.c. , (2.10)
with the left-/right-handed neutrino fermion fields νL/R, the Dirac mass mD and the
Majorana mass MM. Switching to mass eigenstates diagonalizes A and predicts the mass
eigenvalues
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Direct sterile neutrino experiments
Fixed Target β-decay Collider
Figure 2.6: Depiction of the right-
handed sterile neutrino mass range
and corresponding influence to neu-
trino physics, cosmology as well as par-
ticle physics. A sterile neutrino with a
mass m4 = O(keV) would explain low
neutrino masses via the seesaw mecha-
nism and establish a candidate for DM.
Experimentally this mass range is ac-










Assuming mD/MM  1 gives the two disproportionate solutions λ+ ≈ MM and λ− ≈
−m2D/MM. Literally similar to a seesaw, increasing the Majorana mass MM leads to a
smaller mass eigenstates λ−. Thus the smallness of a neutrino mass eigenvalue mL = λ−
could be explained by a right-handed partner with mass eigenvalue mR = λ+.
While this mechanism works down to sterile masses mR > O(keV ) (s. fig. 2.6), it requires
a right-handed partner for each neutrino with non-zero mass. In total, three right-handed
neutrino singlets correspond to 18 new parameters: three Majorana masses, three diagonal
Yukawa couplings, six mixing angles as well as six CP-violating phases.
A notable theory based on low-scale seesaw mechanism is the neutrino minimal standard
model (νMSM) [Asa05a; Asa05b]. By fine tuning the parameters it tries to explain current
observational facts and problems within a single framework. In it, the three right-handed
neutrinos are responsible for neutrino oscillation. Two of them have degenerate masses
below the electroweak scale and produce the baryon asymmetry in the universe. The third
neutrino represents warm DM (WDM). Its mass is chosen in the keV/c2 range, with tiny
mixing angles to SM left-handed neutrinos (s. fig. 2.6).
Cosmology
Since the 1930s an ever-increasing suite of astrophysical observations points to the existence
of Dark Matter (DM). Its imprint, referred to as missing mass, manifests on all spatial scales
in the universe: in rotation curves of spiral galaxies [Cor00]; through the velocity dispersion
of stars and galaxies [Fab76]; in galaxy clusters through x-ray mass determination (e.g.
bullet cluster [Clo06]) and (weak) gravitational lensing [Tay98]; in the amount of formed
galaxies [Kly99]; and, on the cosmic scale, in distinct anisotropies of the cosmic microwave
background (CMB) [Hin12].
Over the years baryonic matter (black holes, red stars) was ruled out as a candidate for
DM, and similarly modified theories of gravitation [Sko06] fail to fit all data. Currently,
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Figure 2.7: Constraints on sterile neutrino sensitivity. Solid lines correspond to more
robust, model-independent assumptions. In contrast, marked with dashed lines, limits
are displayed that depend on the implied production mechanism. The empty white
region around m4 = 3 keV and sin
2 θ = 10−11 signifies the most viable parameters for
sterile neutrino WDM candidate (adapted from [Boy19]).
the best guess is that DM is constituted of a yet unknown elementary particle. One
assumes they have been produced at the start of the universe and must be hence long-lived
enough to survive till today. Furthermore, since direct search experiments fail to measure
a genuine signal, DM candidates must have an exceedingly small interaction with baryonic
matter. Current studies show that DM particles with masses of several keV/c2 would be
able to explain astrophysical observations (e.g. [Lov12; Adh16; Boy19]).
By definition, a light right-handed sterile neutrino fits these criteria. Typically, it is defined
by its mixing angle sin2 θ to standard neutrinos and by its mass m4. Sensible parameters
for sterile neutrinos as WDM particle is illustrated in figure 2.7. The listed constraints
come from
 phase space considerations, i.e. assuming maximal density of fermionic gas within
Pauli’s exclusion principle,
 non-observation of x-ray lines, from sterile neutrino decays via νs → ν + γ ,
 production mechanisms, where a standard thermal production yields a lower limit
and, a combination thermal+resonant mechanism results in upper and lower bounds,




The Karlsruhe Tritium Neutrino experiment (KATRIN) is ideally suited to investigate,
both, the light SM neutrino mass as well as the mass of a hypothetical light right-handed
sterile neutrino.
Building up on the experience from its predecessors, the Los Alamos [Rob91], Mainz
[Kra05] and the Troitsk [Ase11] experiments, a collaboration together with KIT as host
laboratory was formed. The letter of intent [Osi01] from 2001 and the design report in
2005 [Ang05] illustrate the working principle and key features of KATRIN. Notably, the
requirement of a high luminosity tritium source led to the decision to build the experiment
at “Tritium Laboratory Karlsruhe” (TLK) [Bor06; Bor11], which was already operating at
that time.
While the pre-spectrometer arrived already in 2003 and the main spectrometer (MS) in
2006, other components were not delivered before 2015. The CPS and WGTS were thus
the last to be connected to the 70 m long beam line. With the “first light” measurement
campaign 2016, the functionality of KATRIN was successfully tested [Are18a]. The
commissioning and calibration phase was rounded up with a dedicated Krypton campaign
in 2017 [Are18b] and a first tritium run at low purity in 2018 [Ake19a]. The recent science
run [Ake19b] is presented in more detail in section 3.4.
In this chapter the concept of KATRIN, its experimental setup and model, and lastly the
current status is presented at first. The detector upgrade to search for sterile neutrinos is
later discussed in a separate chapter (s. ch. 4).
3.1 Concept
KATRIN is optimized to the spectroscopy of electrons from tritium beta-decay and to
search for the imprint of neutrino masses therein. The projected mass sensitivity after an
effective measurement time of three years is meff = 200 meV (90% CL). This translates
to a total experiment time of about 5 years, i.e. including yearly maintenance periods
[Ang05].
The experimental setup of KATRIN is fundamentally adjusted to the kinematics of the
15
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Figure 3.1: (a) Energy spectrum of electrons originating from tritium beta-decay. The
maximum differential rate is normalized to unity. A non-zero neutrino mass leads
to a slight modification in the region close to the spectrum endpoint E0 ≈ 18.6 keV,
illustrated in (b). Compared to the whole spectrum, the last 30 eV where the neutrino
signature is most distinct constitutes a tiny fraction of all events: only 1 out of about
100 million decay events.
beta-decay kinetic energy spectrum (s. fig 3.1a). A non-zero neutrino mass reduces the
maximal observable kinetic energy of electrons and in addition distorts the spectral shape
in the last few eV below the kinematic energy endpoint E0. This requires the electrons
energy to be preserved along the entire experimental setup and to be measured with eV
precision. Moreover, as the count rate is drastically reduced close to the endpoint, a high
luminosity beta-decay source is required.
Three criteria make tritium a well suited β-emitter: first, its energy endpoint is low enough
E0 ≈ 18.6 keV to apply precision electric potentials [Mye15]; second, its beta-decay half-life
time t1/2 ≈ 12 a [Luc00] facilitates both the source stability as well as high decay rates
[Ott08]; and third, tritium beta-decay is super-allowed, which simplifies the mathematical
description [Ott08].
3.2 Beamline
KATRINs experimental setup is divided in two major sections: the source and transport
section (STS) as well as the spectrometer and detector section (SDS) (s. fig. 3.2).
The STS must provide a stable, high luminosity tritium source and ensure lossless electron
guidance to the spectrometers. It is further subdivided into: Rear Section (RS), windowless
gaseous tritium source (WGTS), differential pumping section (DPS) and finally the
cryogenic pumping section (CPS).
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Figure 3.2: Overview of the 70 m long KATRIN beamline. From left to right it encom-
passes the Rear Section (RS), windowless gaseous tritium source (WGTS), differential
pumping section (DPS), cryogenic pumping section (CPS), pre-spectrometer (PS),
main spectrometer (MS), focal plane detector (FPD) and the data acquistion (DAQ)
system. The monitor spectrometer (MonSpec) is situated in a neighboring building.
pre-spectrometer (PS), main spectrometer (MS), monitor spectrometer (MonSpec) and
the focal plane detector (FPD), which includes the data acquistion (DAQ) system.
Rear section
The RS is situated at the upstream end of the beamline [Bab14]. A gold coated Rear
Wall (RW) hast the task to define the plasma potential and to keep the source potential
stable. In order to compensate possible space charge effects the RW can be illuminated by
ultra-violet light (UV) [Sch16b; Kuc18].
The RW acts as “beam dump” for > 99% of the electrons. A Beta-Induced X-ray
Spectroscopy (BIXS) system makes us of this effect to monitor the in-situ activity of the
tritium source [Roe13].
Lastly, an electron gun is attached to the RS. It features adjustable electron rates, energies
and angles [Bab14; Sch16b]. Together with dipole magnetic fields the complete KATRIN
beamline can be calibrated. The electron gun has been successfully used for measuring
the transmission function of the spectrometer [Beh17] as well as the electron energy loss
function for inelastic scattering of electrons off tritium molecules in the source [Han17].
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Tritium source
Almost all of the tritium molecules propagate only within the inner 10 m of the 16 m long
WGTS. While tritium is inserted at its center and pumped out on both ends, this part only
represents a small section of the closed tritium loop operation. Together with pressure
controls, purification and monitoring devices it forms the Loop System (LS) [Bor06; Stu10;
Pri15]. An exemplary monitoring device therein is the LAser RAman spectroscopy (LARA)
system [Sch13; Fis14].
Of special emphasis for the energy measurement of beta-decay electrons is the thermal
motion of the injected molecules. In order to reduce their movement the WGTS is designed
as a cryostat. Surrounded by multiple cooling stages, the 10 m long beam-tube is stabilized
at about 30 K [Ang05; Gro11].
Along the WGTS beam-tube several superconducting magnets are operated at about 3 T.
They are tuned for maximal longitudinal homogeneity to provide identical conditions in
the source. The magnets at both ends are optimized to allow adiabatic electron motion to
the neighboring sections [Are18c].
Transport section
The transport section must guarantee an adiabatic magnetic guidance of beta-decay
electrons, while removing tritium molecules. The first task is achieved via multiple super
conducting magnets around 5 T [Are18c] and the second task via a two-staged pumping
approach located in the WGTS, DPS and CPS [Ang05]. In combination the amount of
tritium is reduced by more than 14 orders of magnitude [Jan15].
The turbomolecular pumps on both ends of the WGTS remove roughly 99% of the tritium
molecules. In downstream direction, the removal is further magnified by the DPS. It
consists of five 1 m long superconducting magnets [Kos12; Jan15; Hac15]. Its second
and fourth section are tilted and thus create a chicane in the beamline that block the
transmission of neutral particles. Again turbomolecular pumps are used to remove residual
tritium molecules, reducing the overall flow through the DPS by a factor of 105 [Jan15].
Within the 7 m long CPS the tritium flow is further reduced by a factor of > 107 [Gil10;
Jan15]. It consists of seven super conducting magnets, and similarly has a chicane between
the second and forth segmentation. The CPS inner wall is covered with a layer of argon
frost operated at 3 K. Neutral tritium molecules that touch the wall are adsorbed and
before the argon layer reaches a predefined activity the frost layer is renewed [Roe19].
Charged tritium ions in contrast can be blocked by applying electric potentials. In addition,
the DPS houses dipole electrodes that reflect positive ions, and a (non-functional) Fourier
Transformation Ion Cyclotron Resonance (FTICR) unit [Ubi09] that allow regulation of
the ion flux [Hac17; Are18a; Kle19b].
Finally, at the downstream end of the CPS a vacuum port allows the insertion of the
Condensed Krypton Source (CKrS) and the Forward Beam Monitor (FBM). The FBM
can be inserted and moved across the beamline laterally [Ell17]. In spite of the significant










Figure 3.3: Schematic display of the MAC-E filter principle of the MS. Electrons
enter from the STS on the left. If their aligned momentum is larger than the applied
retarding potential Uret, they may reach the FPD. The best filter process occurs at
the analyzing plane (dotted line), where the magnetic field reaches its lowest value
(adapted from [Ang05]).
recently replaced by a 7 pixel TRISTAN detector [Urb19].
Spectrometers
As a whole the KATRIN setup hosts three spectrometers: the PS, MS and the MonSpec.
They are all based on the same high-pass energy filter principle, i.e. magnetic adiabatic
collimation with electrostatic (MAC-E) filter (s. fig. 3.3). Electron momenta are collimated
in longitudinal direction, while at the same time experiencing an increasing electrostatic
potential. If their longitudinal momenta overcome the largest retention voltage Uret at
the position of maximum collimation (Ekin ' Uret) they are transmitted through the
spectrometer, otherwise they are reflected back.
The PS is operated at a smaller potential. Its task is to reduce the electron flux into
the MS and thereby diminishes the background created by scattering from electrons off
residual gas in the MS [Ang05]. Historically, the PS acted as a prototype for the bigger
MS and proved that the stringent vacuum requirements of p < 10−11 mbar can be met
[Fla03; Pra12].
Energy filtering of beta-decay electrons is performed in the center of the MS. The region of
minimum magnetic field ~B and maximum retardation | ~E| = q · Uret is called the analyzing
plane. The magnetic field is shaped by the low field correction system (LFCS) and a
specialized earth magnetic field compensation system (EMCS) [Glu13; Erh18]. Along
the building stationary and, directly attached to the LFCS, several mobile sensor units
(MobSU) are installed for inferring the magnetic flux [Osi12; Rei13; Erh16; Let18].
The retarding potential is formed by the vessel potential, i.e. the voltage of the entire
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outer hull of the MS, and the offset applied to the inner electrode system (IE) [Val10]. As
the IE is operated at a more negative potential, negatively charged electrons created at the
vessel surface are blocked. This concept, in concert with the magnetic guidance, shields
the fiducial spectrometer volume from secondaries induced by cosmic rays or electrons
from radioactive decays in the hull [Wan09].
The high voltage system is equipped with sophisticated power supplies that a are tuned to
reach ppm level stability (parts per million) [Kra16]. The accuracy is monitored by a self
designed voltage divider [Thu09; Bau13] as well as the MonSpec, which is situated in a
separate building but shares the high voltage vessel potential with the MS. The MonSpec
is designed to continuously scan over a conversion line from 83mKr and thereby accurately
infer the high voltage [Zbo13; Erh14; Sle15; Are18b]. In 2020 the MonSpec detector will
upgraded with a second-generation TRISTAN detector system.
Detector and data acquistion
At the downstream end of the KATRIN beamline is the detector and DAQ part. It is
designed to count electrons that overcome the MS retarding potential and impinge on
the installed focal plane detector (FPD). The detector is encased by a post acceleration
electrode (PAE) structure, which shapes an electric field for incoming electrons and
accelerates them by 10 kV [Ang05; Sch14; Ams15] (s. fig. 3.4).
The FPD consists of a silicon based pin-diode multi-pixel detector. Similar in layout
to a dartboard, it is structured in 148 evenly sized 44 mm2 segments. Except for the
bulls-eye with 4 pixels, all other rings are subdivided in twelve pixel. Intrinsically the
FPD measures the charge deposition of incident particles and thus also their initial energy
with a resolution (FWHM) of several keV [Ams15].
The detector section also houses a muon veto system, a vacuum port for inserting monitoring
and measurement devices (e.g. a radioactive source), and the first stage amplification
electronics. As electric boards and cables would increase the pressure around the FPD
and propagate to the MS, they are mounted in a separated chamber directly behind the
detector. To decouple the high voltage potential from the DAQ, the electric signal is
converted to an optical signal before being shaped and analyzed in the DAQ rack [Ang05;
Ams15].
Adopted from the Pierre Auger observatory, the DAQ rack is divided into several first
level trigger (FTL) cards and a single second level trigger (STL) card [Gem01]. While
the STL is solely required for initializing the 10 FTL cards, the latter are responsible
for signal conversion and shaping. The FTLs sample at 20 MHz with a 12 bit precision










Figure 3.4: Schematic view of the detector part from KATRIN. Electrons are guided
along the magnetic field lines (green), accelerated by the PAE (blue) and registered
at the FPD (orange). Preamplification electronics (dark red) are mounted behind the
detector.
3.3 Model
The measured energy of electrons at KATRIN is fundamentally based on the beta-decay
of tritium and the rate is thus described by Fermi’s Golden Rule [Dir27; Fer50]. It yields










· M · F (Z,E) · pe · (E +me) · (E0 − E) (3.2)
incorporating the neutrino mass independent factors from weak coupling, the Fermi
constant GF and Cabbibo angle θC, the nuclear transition via the matrix element M, and
the electron phase space contribution, with pe ,me being its momentum respective rest
mass. The Fermi function F (Z,E) describes the Coulomb interaction between outgoing
electrons and the daughter nucleus [Ott08]. For the KATRIN analysis energy-independent
proportionality factors are absorbed by normalizing to the expected tritium source activity,
which is derived from the WGTS column density ρd and the life time τ of tritium.
Neutrino oscillation results allow to incorporate the mixing element Uei to the mass
eigenstates mi, while the ensuing phase space factors are to be summed over:








(E0 − E)2 −m2i ·Θ(E0 − E −mi) (3.3)
≈ H(E)
√
∆E2 −m2eff ·Θ(E0 − E −meff) . (3.4)
The observable is the effective neutrino mass m2eff =
∑3
i=1 |Uei|2 ·m2i in the case of three
neutrino mixing Nν = 3. The description via an “effective neutrino mass” reflects the
smallness of neutrino mass splittings known from neutrino oscillation relative to the
eV-scale energy resolution of KATRIN. Accordingly, one is not able to resolve individual
mass decay rate branches in the beta-decay electron spectrum.
In figure 3.1a the differential energy spectrum for a set of effective masses is illustrated.
The dependence of the phase space distortion as function of E0−E in equation 3.3 explains
the necessity to measure close to the spectral endpoint E0. Moreover, it implies small
signal rates and the requirement of an excellent energy resolution O( eV).
Transmission function
The KATRIN MS achieves the requited resolution by applying the MAC-E filter prin-
ciple [Ang05]. It is based on the adiabatic movement of electrons along the prevalent
magnetic field lines and the conservation of the magnetic moment µ (in non-relativistic
approximation).
E = E‖ + E⊥ = E‖ − ~µ ~B −→ E⊥ ∝ | ~B| . (3.5)
The cyclotron motion component of electrons perpendicular to the magnetic field E⊥ is
thus directly related to the local field strength | ~B|: a decrease in the magnetic field leads
to an increase of the longitudinal, parallel component and allows applying electrostatic
fields. The energy resolution ∆E/E is then defined by the ratio of maximal magnetic field

















Here ∆E signifies the resolution of the MS and only electrons with energies Ekin / qUret
overcome the electrostatic potential in the analyzing plane and are transmitted through
the spectrometer.
For E = 18.6 keV electrons created isotropically in the WGTS, BPCH = 6 T and Ba =
6 · 10−4 T, the resolution in the MS is thus ∆E ≈ 0.93 eV1. In the case of electrons without
1The technical examples are based on parameter values specified in the design report [Ang05]. At
present values of 0.7 times their nominal value are chosen.
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perpendicular component, i.e. emitted only in longitudinal direction, this values becomes
∆E ≈ 0 eV.
Similarly, electrons experience an increase in their perpendicular momentum component
when moving along increasing magnetic field strengths. As an electron’s transversal energy
component E⊥ does not exceed the total energy, it is reflected when being created with a













= sin2 ϑmax (3.7)
Source electrons are created at Bs = 3.6 T. The largest magnetic field is given by the
pinch magnet Bs = 6 T in the MS. As a consequence electrons that are emitted under
angles of ϑ > ϑmax = 50.77
◦ from beta-decay are magnetically reflected and do not reach
the detector.
In summary beta-decay electrons are only transmitted through the MS when their kinetic
energy is larger than the retarding potential E > qUret at the analyzing plane, and if their
momenta lie in the forward pointing acceptance cone ϑ < ϑacc = ϑmax where magnetic
reflection is avoided. For an isotropic source it is possible to write the transmission
probability T (E, qUret) of the MS in analytic form [Ang05; Gro15; Beh17; Kle19]




dϑ T (E, qUret, ϑ) · sinϑ (3.8)
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, 0 ≤ E − qUret < ∆E
1 , E − qUret > ∆E
. (3.9)
At fixed retarding potential Uret, the number of electrons that is transmitted through
the MS is counted (s. fig. 3.5a). Scanning across different Uret for a certain time
∆t ∼= ∆t(Uret), also called Measurement Time Distribution (MTD), yields the integral







· T (E, qUret) ·∆t(qUret) . (3.10)
The most basic MTD would be to allow equal measurement times for all potentials Uret
within the relevant spectrum region [E0 − 40 eV, E0]. An example for the region of a
few eV around the endpoint for ten potential set points is depicted in figure 3.5b2. The
MTD used in neutrino mass runs is primarily optimized with respect to the neutrino mass
2Effects of final state excitations are neglected
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Figure 3.5: (a) Illustration of the KATRIN transmission as a function of surplus
energy. The depiction corresponds to ∆E ≈ 0.93 eV spectrometer resolution. (b)
Differential (blue) and integral (orange) beta-decay electron energy spectrum close to
the spectrum endpoint. The integral spectrum is based on the depicted transmission
function and a flat MTD with 0.5 eV steps. The dashed lines represent the influence
of non-zero neutrino masses meff = 1 eV.
sensitivity and thus most of the measuring time is spent in a region of a few eV below the
endpoint. Additional set points at low Uret and at potentials slightly above the spectrum
endpoint are requited to improve constrain the overall normalization respective to the
background rate [Ang05; Kle14].
Response function
The full model further accommodates a large set of theoretical corrections to the differential
spectrum (e.g. nuclear recoil, molecular final states) as well as systematic effects (e.g.
Doppler shift, synchrotron radiation) [Ang05; Ott08; Gro15; Sei19; Kle19].
Experimental effects are incorporated in the so-called response function R(. . . ), which can
be modified to include systematics dependent on parameters such as time and temperature.







·R(E, qUret, . . . ) ·∆t(qUret) . (3.11)
For KATRIN the response function is the result of folding the MS transmission with source
scattering, the latter describing inelastic scattering from beta-decay electrons off tritium

















calc: single scatter, s = 1
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Figure 3.6: RS electron gun data
(cyan) and model (black) over the elec-
trons surplus energy E−qUret. The top
shows the response function. Its de-
rived form for isotropic electrons (red)
and the contribution from MS trans-
mission (green) is also added. The
bottom uses time-of-flight (TOF) in-
formation to extract the energy loss
function and shows single scattering in
orange (adapted from [Ake19b]).












Here, source scattering is described by the probability P (θ) and its energy loss function
f() for an electron to scatter once within its flight through the source. fs() signifies the
energy loss function for multiple scattering, i.e. its s-times self convoluted form. Electrons
that do not scatter do not lose energy f0() = δ().
3.4 Status
After years of preparation and commissioning, KATRIN took the last step and measured
electrons from tritium beta-decay during the so called “First Tritium” campaign in 2018.
There, it could successfully be demonstrated that all requirements, except for background
rate Γbkg, are within their limits or better [Ake19a].
The experiment was operated at nominal column density of ρd = 5 · 10−17 cm−2, using
a reduced 1 %DT tritium content with 99% D2 gas. In particular it was demonstrated
that the WGTS can be stabilized at the 10−3/h-level. Moreover, the RS electron gun was
used to measure the response function of the entire apparatus (s. fig. 3.6 (top)). A novel
time-of-flight (TOF) measurement with a pulsed electron gun source allowed to obtain the
electron loss function (s. fig. 3.6 (bottom)).
The first regular science neutrino mass measurements lasted from April 10 to May 13
in 2019, internally referred to as the “KATRIN Neutrino Mass 1” campaign (KNM1)
[Ake19b]. The WGTS was operated at ρd = 1.11 · 10−17 cm−2, with a very high tritium
purity of T = 0.976. During the campaign an integral tritium beta-decay spectrum was
measured with retarding energies qUret within the range [E0 − 90 eV, E0 + 50 eV]. The
MTD as well as the measured integral spectrum are illustrated in figure 3.7.
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Figure 3.7: Illustration of the mea-
sured count rate (top), the residuals
relative to the model (middle) and
the applied MTD (bottom) over re-
tarding energies qUret. The data
(black dots) is well represented by
the model (blue line), as residuals
fall within the statistical and sys-
tematic uncertainty bounds (blue
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data (1σ errors x50)
To prevent the influence of a bias in the entire analysis chain, the measured data was
blinded with a smeared final state distribution (FSD) and the full analysis was performed
by three teams with independent fitting routines. At first a “twin MC data-set” allowed
the teams to benchmark their code. Following in a weak-long analysis workshop and a
sufficient understanding of systematic effects, the go-ahead to analyze the “real” data was
given.
The “MC data” is generated by combining the source scattering model with a subse-
quent particle propagation software, called KASSIOPEIA [Fur17]. The tracking model
incorporates slow control readings from magnetic currents and electric potentials.
The reported value of the observable m2eff = −1.0+0.9−1.1 eV2/c4 represents a 1σ fluctuation
from the expectation of meff = 0 eV. Applying the robust Lokhov-Tkachov method [Lok15]
allows to derive an upper limit on the effective neutrino mass of meff ≤ 1.1 eV/c2 at 90% CL.
The best fit of the spectral endpoint is given for E0 = (18573.7± 0.1) eV [Ake19b].
In the following years KATRIN will continue its tritium beta-decay measurements on a
regular basis of three measurement campaigns per year. The projected goal is meff ≤
0.2 eV/c2 at 90% CL. A first task to achieve this is to reduce the prevalent non-Poissonian
background from Radon [Ake19b].
Chapter 4
TRISTAN upgrade
A viable new field of research of KATRIN is centered on the investigation of non-standard
neutrinos with masses in the keV range, namely sterile neutrinos (s. sc. 2.4) [Mer15a;
Mer15b]. Tritium beta-decay allows the exploration of neutral fermions with masses up to
≈ 18.6 keV/c2, limited by the kinematic endpoint. In contrast to the nominal operation
mode of KATRIN, the search for a sterile neutrinos signature requires the measurement of
the entire tritium beta-decay electron energy spectrum.
This chapter first discusses the concept of such an investigation. The second part is
centered on the technical realization of the projected detector system, explaining the
working principle of SDDs and the DAQ system (s. sc. 4.2). Lastly, the status of the
current detector design is presented (s. sc. 4.3).
4.1 Concept
Assuming neutrino mixing to hold for sterile neutrinos, one can look for an additional
mass eigenstate m4 contributing to the phase space factor of neutrinos (s. eq. 3.3). In







(E0 − E)2 −m2eff ·Θ(E0 − E −meff)
+ sin2 θ ·
√
(E0 − E)2 −m24 ·Θ(E0 − E −m4)
) (4.1)
gains an additional term. Here the neutrino mixing matrix element Ue4 yields the factor
sin2 θ while the three standard neutrino mass eigenstates are jointly represented with an
effective mass meff and an effective mixing cos
2 θ = 1− sin2 θ (s. eq. 3.4).
An example of such a sterile neutrino imprint in a differential electron spectrum with
unrealistically large mixing is shown in figure 4.1. While an additional mass eigenstate
would result in a overall rate reduction, the source stability and systematic effects at
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Figure 4.1: Kinematic energy spectrum of electrons from tritium beta-decay. The
spectra are normalized with respect the case if massless neutrinos (blue). A hypothet-
ical sterile neutrino would introduce an additional decay branch and manifest below
E0 −m4 with an admixture of sin2 θ. Here a sterile mass of m4 = 8 keV and a large
mixing of sin2 θ = 30% is selected (orange).
KATRIN only allow the analysis of a sterile neutrino imprint due to its change of the
spectral shape, most notably the kink at E0 −m4.
The sensitivity to detect a sterile neutrino is governed by the mixing amplitude sin2 θ and
also depends on its mass m4 (s. sc. 2.4). In order to be accessible with KATRIN, the
sterile neutrino mass eigenstate would have to fall into the few keV/c2 mass range. A
challenge its the expected tiny mixing amplitude sin2 θ ≤ 10−7, if we consider that the
sterile neutrino is the sole DM particle.
For a sterile neutrino search using beta-decay electrons this entails . . .
1. . . . a source with high luminosity. The statistical uncertainty of a counting experiment
is described by a Poisson distribution and thus the sensitivity driven by the total
standard deviation sin2 θ ∝ σ = √N = √Γ ·∆t of the number N of decays observed.
Both the decay rate Γ and the measurement time ∆t affect the statistical uncertainty
via their square root value [Mer15a].
2. . . . that model deviations through systematics must be understood and/or mitigated
with great precision. The information of a sterile neutrino is encoded by the steep
rise in electron rate at E0−m4 (s. fig. 4.1). Consequently, effects that lead to signal
smearing or add discontinuities require special attention. For example effects that
lead to Gaussian-like smearing must be reduced by requiring an energy resolution of
FWHM ≤ 500 eV[Mer15b].
The tritium source of KATRIN is well suited for a sterile neutrino search and allows testing
masses up to m4 ≤ 18.6 keV/c2. From bare statistics, a three-year measurement with
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maximal source strength of Γsrc = 10
11 Bq would allow to reach a statistical sensitivity
down to sin2 θ = 10−8 [Mer15a].
Measuring the entire beta-decay spectrum with KATRIN would translate to a MS retarding
potential of Uret = 0 kV and a detector rate of Γdet = 10
10 cps. The FPDs system, however,
was designed for rather low rates and its dynamic range is limited to roughly Γdet < 10
6 cps.
Using the FPD would thus require a rate reduction by 4 orders of magnitude. Also, it
would be affected by the rather moderate energy resolution of roughly FWHM ≈ 2 keV.
While it would be possible to use the excellent energy resolution of the spectrometer, this
would correspond to an integral scan and cut-off spectrum information at Ekin < qUret and
thus would lead to reduced sensitivity [Mer15b].
In order to reach best sterile neutrino sensitivity a new detector and readout system is
required. In addition to featuring an improved energy resolution and high rate compatibility,
the system must be compatible with ultra high vacuum pressures O(10−10 mbar) and












Figure 4.2: Schematic to depict the different steps from the initial charge creation
to the final energy determination of an incident electron. Electrons (black) start
on the left and are magnetically guided (green) to the detector. They deposit their
energy in a multitude of scatterings in the silicon bulk and create electron-hole pairs,
with a slight probability for them to back-scatter (gray) or that created Silicon x-ray
excitations escape (red line). The charge carriers in the silicon bulk (electrons or
holes) form a thermally expanding charge cloud (blue area), which deforms while
drifting along the electric field lines (blue lines) to the readout electrode. Finally the
collected charge signal is amplified, digitized, shaped and analyzed (gray boxes).
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Figure 4.3: Schematic energy bands for holes (white balls) and electrons (black dots)
within two differently doped silicon bulks (left). Joining the two in the middle (right)
leads to an electron-hole exchange and ensues shifted energy bands (adapted from
[Lut07]).
4.2 Technical realization
The detection principle of the TRISTAN detector is based on pn-junctions known from
electric diodes. The bulk of a semiconductor functions as the particle detection medium
while two opposing surfaces are operated as electrodes to shape an electric field. An external
particle traveling through the detector scatters off atoms in the bulk and thereby creates
electron-hole pairs that are collected by the electrodes. Particle detection and energy
determination is then accomplished by electronically measuring the current flow. The
readout encompasses amplification, signal shaping and digitization in separate processes
[Lut07]. An example of the entire signal creation process is illustrated in figure 4.2.
Detector
Semiconductors typically come in crystalline form with their atoms being periodically
structured, forming a characteristic lattice. The physical properties of charge carriers,
more specifically of free electrons and holes, are described by the band model. Therein the
electronic properties depend on charge carriers within the conductance band, denoted by
the minimal energy EC. Typically only valence electrons with an energy EV may enter
the conduction layer due to thermal or external excitation.
Thermal excitation can be discussed on the basis of the Fermi-Dirac distribution, which
depends on temperature T and the Fermi energy EF, and by distributing the electron
energies within momentum space. In order to use a semiconductor as a detector, the Fermi
energy is shifted by introducing impurities into the bulk or near the surface. This process
is called doping and it leads to a shift of the Fermi energy level. Compared to intrinsic
semiconductors, a positive dotation leads to a negative shift EF < Ei and vice versa for
a negative dotation. P-doping gives an excess of holes while n-doping gives electrons as
charge carriers. Joining two differently doped regions together results in recombination of
free holes and electrons near the contact area (s. fig. 4.3). This region thus becomes void









Figure 4.4: Illustration of a pn-junction based silicon detector (left). Applying high
reverse bias potentials depletes the bulk from prevalent charges (left top) and allows
to measure newly created electron hole pairs from external sources (left bottom).
Scaling up the detector size while also reducing the readout point contact size requires
shaping of the inner electric field via so-called drift rings (right).
of mobile charge carriers.
By applying an external voltage to the pn-junction, the size of the charge-free region can
be either decreased or increased. For particle detection it is best to fully deplete the bulk
of free charge carriers. Consequently, a negative potential Udep is applied to the p-doped
side. In addition this increases the electric field within the bulk and allows for a quick
collection of created charge carriers by an external particle that passes through the bulk
(s. fig. 4.4).
In order to shrink the readout electrode while increasing the detector area, the electric
field in the bulk has to be shaped accordingly: electrons have to drift “side ways” [Gat84].
Silicon drift detectors (SDD) are based on this principle. On the readout side, several
drift electrodes are added and powered at different, increasing potentials. They encase the
central point contact and affect the charge collection process dependent on the particles
point of incidence (s. fig. 4.4). Charge carriers created in the center of the detector travel
in a straight line to the electrode, whereas for charges created at a distance to the electrode
have an increased collection path.
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Figure 4.5: (a) Schematic of active amplifier with active reset adapted from [Lut07].
(b) Typical signal waveform Uout in analog digital units (adu). The detector is denoted
by its capacity Cd, the gray box denotes a dedicated reset circuit for discharging the
feedback capacity Cf at a given threshold Ures = 2
10 adu, i.e. before saturating the
ADC (here 10 bit). Leakage currents induce a slope in the output voltage (black) and
events in the detector show a step-like increase (blue).
Amplification
The advantage of a reduced readout electrode size is the subsequent decrease of the








where Qin is the amount of charges created by an external particle in the detector, Cin is the
electronics capacity to ground and Cf the feedback capacity of the amplifier. The output
voltage Uout is proportional to the input Uout = −AUin. For an effective charge amplification
the capacitive load is chosen smaller than the input impedance: Cd < (A + 1)Cf + Cin
[Lut07].
In figure 4.5a an electronic schematic of the charge sensitive amplifier is illustrated. As the
capacitor Cf charges over time (s. fig. 4.5b), it is mandatory to include a reset mechanism.
The so-called continuous reset consists of a parallel resistor Rf , which ensues an exponential
decay shape with a decay time of τ = Rf · Cf . The reconstruction of a particle energy in
this case is consequently affected by modeling of τ and thus by production uncertainties
on Rf and Cf .
Alternatively it is possible to use active reset schemes. These require special integrated
circuits that “manually” reset the capacitor after it reaches a certain voltage. This adds a
small time frame where incoming signals will not be detected. The feedback is continuously
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charged by leakage currents from the detector, which adds a slope to the output voltage.
Charge collection from external events happen within a few ns.
Shaping
The deposited energy in the detector is inferred by the voltage increase Uout caused by an
external particle (s. fig. 4.5b). The measured energy, however, is affected by statistical
fluctuations. The spread of the observed energy is described by the energy resolution:





where the term σfano is the co-called Fano-noise contribution and σnoise describes the impact
of voltage fluctuations, electronic noise.
Fano-noise stems from the energy deposition process of incident particles, the scattering
off lattice atoms in the detector bulk. A part of this energy will end-up exciting valence
electrons and thus elevate charge carriers into the conductance band. As the energy loss in
silicon is limited by discrete energy levels of the atoms, the number of created electron-hole
pairs diverges from a classical Poisson distribution and ensues the so-called Fano factor f





where Ein is the deposited energy of the incident particle and Eeh the mean energy for
creating electron-hole pairs. In silicon one finds the constants f = 0.115 and Eeh = 3.63 eV.
For an incident electron with energy of Ein = 10 keV the detector energy resolution is thus
limited by Fano-noise to FWHM > 152 eV.
The contribution of electronic noise largely depends on various experimental parameters,
such as temperature and biasing voltage. Typically, the point contact of an SDD is
directly connected (as close as possible) to the amplifier, for example by wire bonds of
a few millimeter length. The distance can be further reduced, thus improving the noise
performance, by integrating signal amplification electronics into the detector substrate
[Lec96; Lec01; Lut07].
In general one distinguishes electronic noise according to the periodic time structure visible
in the output voltage Uout(t), or differently phrased by their dependency on the frequency
f . To compensate uncertainties from electronic noise with high frequencies, the signal is
extracted by averaging over several voltage values before and after the event.
An exemplary averaging schema is the trapezoidal filter. It describes two averaging
intervals with P -voltages separated by an F -samples long gap. The difference of the two
averages is proportional to the energy of the particle
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The proportionality constant can derived by calibration measurements and the discrete
values P&F are translated into the so called shaping time tsh and the flattop/gap time tft.
Filters can be implemented as analogue electric components as well as encoded digitally.
Independent thereof, the calculated event energy is often recorded with respect to the
digital n bit representation, requiring the conversion of potentials to digital values. This
is performed by analogue-digital-converters (ADC). Two core properties of an ADC is
its clock cycle, which determines the voltage sampling speed, and the resolution, which
corresponds to the number of bits an given potential is converted to.
4.3 Status
The effort of redesigning the KATRIN detector section as well as the DAQ system is
referred to as the TRISTAN project, short for TRitium Investigation on STerile (A)
Neutrinos1. The development is organized in an R&D like fashion with several different
institutions in Germany (KIT, IPE, MPP, TUM, HLL), Italy (XGLab, UNIMIB and
PoliMi) and recently the US (CMU). While the physics runs will be performed at the
KATRIN beamline, the MPP is centrally involved in the design and commissioning of the
system. The detectors (s. fig. 4.6) are produced by the HLL and the DAQ electronics are
designed by XGLab, PoliMi and IPE.
The final detector is projected to consist of 21 modules positioned side-by-side in a grid.
Each module consists of an array of hexagonally shaped Silicon Drift Detectors (SDD),
which are connected to dedicated amplification and DAQ boards. Finally, each SDD,
referred to as a detector pixel, has its individual amplification line which feeds an electric
signal of an electron into a separated ADC and a module-wide DAQ channel [Mer19].
The first modules with this SDD technology and dedicated DAQ systems will become
available and are expected to be commissioned in 2020. Most importantly, a module
will be mounted at the monitor spectrometer. It signifies an important milestone for
TRISTAN as it provides a KATRIN-like spectrometer-detector setup on a smaller scale.
The insights gained there will be tied to several R&D fields: modeling, SDD design, cooling,
electronic amplification, DAQ programming and vacuum specifications. Of special interest
are long-term measurements of the detector response, i.e. its energy resolution, and its
time dependence.
Since 2016 the first SDD prototypes have been tested. They consist of detectors with
seven hexagonally shaped cells, forming one inner and six outer pixels. Several cell sizes
1The abbreviation is not unique and several different forms are eligible. Safe to say, the team focusing
on sterile neutrinos and the ensuing detector upgrade for KATRIN are internally labeled TRISTAN.
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Figure 4.6: Schematics of the TRISTAN detectors. The first production (upper half)
included SDDs with varying cell diameters 2rpx = 2/1/.5/.25 mm and numbers of drift
rings (black). The readout anode is in the center (blue) and the guard ring (red) marks
the boundary to the rest of waver. Bundled on detector boards (individual pixels
only outlined), the detectors come each with seven pixels. In the bottom the current
production line is illustrated. It is based on 2rpx = 3 mm SDD pixels with integrated
nJFET (red) amplifiers. The detector arrays come with varying pixel numbers. The
largest with npx = 166 represents the first prototype for the final TRISTAN modules.
It misses two corner pixels to facilitate instrumentation.
(rpx = 0.125/0.25/0.57/1 mm) and different production technologies were investigated
[Kor16; Alt19; Sie19]. These detectors have proved the overall feasibility of this new
design. In particular, an exceptionally good energy resolution FWHM = 139 eV (5.9 keV
gammas at −30◦C) was achieved, while the energy non-linearity was found to be below
0.1%. Finally, a small electronic noise could be confirmed at high frequencies O(MHz)
[Mer19].
The achievable sterile neutrino sensitivity with such a detector is illustrated in figure 4.7.
The tritium source is designed to provide decay rates of Γsrc = 10
11 Bq, which would
translate to electron count rates of roughly Γdet = 10
10 cps at the detector and a sensitivity
of sin2 θ = 10−8 [Mer15a]. An increase in luminosity is prohibited due to inelastic scattering
in the source as well as extended tritium handling.
A minimalist approach would be to use KATRIN as is, i.e. without hardware modifications.
In this scenario, the FPD would clearly be the limiting factor, as the DAQ was specifically
developed for low count rates. Assuming a tolerable detector count rate of Γdet = 10
5 cps,
ensues an overall rate reduction by five orders of magnitude. The sensitivity would thus be
smaller and this approach is thus more interesting as an intermediary step. An exemplary
short-scale, i.e. measurement time of several weeks, sensitivity analysis is illustrated in
figure 4.7.
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Figure 4.7: Statistical sensitivity (90% CL) for a sterile neutrino search with KATRIN.
The theoretical best sensitivity is limited by the overall statistics of the tritium source
(dashed). Reducing the rate by a factor 100 will allow to operate of the TRISTAN
detector (blue). In the present setup, a reduction of more than 105 would be required
to use the existing FPD (orange) for a differential spectrum measurement. Current
laboratory limits (hatched) are well below sin2 θ = 10−4 (adapted from [Mer19]).
Even with the TRISTAN detector being optimized for higher signal rates, recent analyses
of pile-up and source scattering suggest a source strength reduction by a factor of 100. The
projected sterile neutrino sensitivity is hence limited to about sin2 θ = 10−7, corresponding
to an effective measurement time of three years [Mer19].
Chapter 5
Modeling
As sterile neutrinos are to be investigated with admixtures of sin2 θ = 10−7, systematics
have to be tested with high precision. In this chapter a model is presented that focuses
on effects related to the detector section and combines simulated data with analytic
descriptions.
The first section (s. sc. 5.1) presents the simulation framework KASSIOPEIA and gives a
short overview of particles propagation at the detector section of KATRIN. The investigated
systematics are introduced in-detail in section 5.2. Here, the presented detector response
reflects the current realization with the FPD.
Section 5.3 focuses on a semi-analytical approach that allows time-efficient calculation of
the detector response. A novel simulation-interpolation approach is introduced, which is
essential for the TRISTAN detector characterization as well as the systematic sensitivity
studies presented in the subsequent chapters.
5.1 Simulation framework
KASSIOPEIA is a modular particle tracking framework entirely written in C++. It was
originally developed to track multi-keV energy electrons for KATRIN and features complex
geometries as well es efficient algorithms for electromagnetic field derivation [Fur17].
KASSIOPEIA
Individual particles are defined by inherent values, such as mass m and electric charge q,
as well as parameters that are dynamically changing, such as momentum ~p and position ~x.
In order to facilitate the creation of secondaries and ease surface and bulk interactions,
the whole simulation process is structured into steps, tracks, events and runs.
 Step: The smallest hierarchy in the simulation is a step. It signifies a single evolution
step of a particle’s dynamic variables from their initial to the final state. A particle’s
movement ~xin → ~xfi is calculated with respect to the surrounding environment’s
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= <<d e f i n e name=”path” value=” f o l d e r /”/> <!== XML: VAR ==>
<i n c lude name=” [ path ] magnet . xml”/> <!== &NESTING ==>
<geometry> <!== GEO: OBJECTS ==>
<c y l i n d e r s p a c e name=” world ” z1=”=5” z2=”5” r=”2”/>
<space name=” wor ld space ” node=” world ”>
<space name=” f i l e m a g n e t s ” t r e e=” magnet space ”/>
</ space>
</geometry>
<k a s s i o p e i a> <!== SIM : MAGNETS ==>
<k s f i e l d e l e c t r o m a g n e t name=” f i e l d magne t ”>
<z o n a l h a r m o n i c f i e l d s o l v e r />
</ k s f i e l d e l e c t r o m a g n e t>
<!== . . . (E=FIELDS , FORCES, e t c . ) ==>
</ k a s s i o p e i a>
Listing 5.1: Exemplary code of typical KASSIOPEIA simulation configuration file.
C++-objects and their parameters are accessible through xml-tags and their attributes.
<geometry> marks a namespace and the container class <space> is filled with geometric
objects. The XML-parser classes related to <include> and <define> allow nesting of
multiple configuration files, respective variable definitions, therein.
matter, interactions and fields. On each step a complex decision tree is evaluated:
“New object entered?”, “Continue simulation/Terminators?”, “Write output?”, etc.
 Track: A track expresses a particle’s evolution from creation to termination and
consists of a multitude of steps. A particle is either directly created by the user
with so-called “generators”, or it is being created as a secondary particle due to
interactions (e.g. ionization) or artificially (e.g. if transmitted through or reflected
off an object’s surface).
 Event: An event is directly created by the “generators” defined by the user. It
combines the tracks and steps of the primary simulation particle(s) and all its
subsequent secondaries.
 Run: The highest level of organization is defined within a run. It represents a single
simulation execution and consists of multiple user-defined events.
The definition of the whole simulation is specified by the user within configuration files,
following the syntax of the extensible markup language (XML). Such a file generally starts
with the definition of geometrical objects, within <geometry> . . . </geometry> tags, followed
by o the overall definition of a particle’s generation and interactions within <kassiopeia>
. . . </kassiopeia> tags (s. lst. 5.1).
In KASSIOPEIA the particle’s propagation is implemented within trajectory classes. A
notable algorithm for calculating a charged particle’s movement along electromagnetic field
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exact trajectory adiabatic trajectory
Figure 5.1: Electron propagation along a magnetic field line in the KASSIOPEIA
framework. The particle’s cyclotron motion depends on its pitch angle and its trajec-
tory is simulated in small ’exact’ steps aligned with its path. A quicker implementation
projects the particles position on the magnetic field line and reconstructs the true
position every other ’adiabatic’ step.
lines is the adiabatic trajectory. It differs from a typical exact calculation by advancing
the particle along a modified momentum vector. The adiabatic trajectory is based on
the assumption that low energy particles move in a periodic cyclotron motion around
magnetic field lines. Instead of following their exact circular path, the adiabatic trajectory
propagates only the movement of the guiding center. The real position is determined with
respect to magnetic drift and the initial circular motions phase (s. fig. 5.1).
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Simulation geometry
The simulation results presented in this thesis are based on KASSIOPEIA and make use
of an axial-symmetric KATRIN model. The geometry includes the SDS electrodes and
magnets with high accuracy. This simulation focuses solely on detector systematics and
the STS can be neglected in order to decrease computation time. Electrons are generated
in the PS instead.
The simulated chamber at the position of the PS section hence completes the simulation
geometry in downstream direction. It functions as a smooth transition for the electromag-
netic fields, where the first magnet is used to emulate the field strength of the tritium
source: Bps,1 = Bsrc.
Just like in the source, electrons are generated isotropically within the magnets center
with energies according to tritium beta-decay:
rin ∈ [0 m, rps1) homogeneous
ϕx,in ∈ [−180◦, 180◦) homogeneous
zin ≈ −16.5 m
Ein ∈ [qUret, E0) beta-decay/uniform
ϕp,in ∈ [−180◦, 180◦) isotropic
ϑp,in ∈ [0◦, ϑacc] isotropic
(5.1)
Here the initial radial position of the simulated particles corresponds to homogeneously
distributed disc and its size is based on the conservation of the magnetic flux φ =
Bsrc · pir2src = Bps1 · pir2ps1.
In order to reduce computation time only electrons with energies above or equal to the
retarding potential Ein ≥ qUret and only polar angles pointing in forward direction within
the cone of magnetic acceptance ϑp,in ≤ ϑacc are generated.
In total two different geometries where investigated:
1. A standard KATRIN geometry with electromagnetic field settings according to the
“1.6 keV” run during the First Tritium campaign (s. tb. A.1). In addition two
different electron generators are investigated: tritium beta-decay electrons which
were started in the center of the tuned first PS magnet, as well as a Rydberg
background scenario, where electrons are generated the volume of the MS with low
initial energies O(eV).
2. A slightly modified geometry for the future TRISTAN detector [Kor16; Mer19].
The SDD array is positioned a few centimeters d1 = zSDD − zdet,1 downstream of
the detector magnet, its vacuum chamber as well as the PAE are enlarged, and a
second detector magnet is added at d2 = zdet,2 − zSDD != d1. The two magnets are
simulated assuming identical magnetic field strengths Bdet,1 = Bdet,2, which ensures
perpendicular magnetic field lines at the detector surface.
A typical simulation of electrons traveling in downstream direction is illustrated in figure
5.2. Here the effects of the electric qUret and magnetic reflection ϑacc are highlighted.
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Figure 5.2: Simulated electron trajectories in the SDS with respect to First Tritium
settings. Electrons are initialized at −16.5 m with conditions similar to the WGTS.
Their tracks are colored red if they are transmitted through the MS and blue if they
are electrically (Uret) or magnetically (Bpch) reflected. A close up of the DS is shown
in figure 5.3.
The track simulation is terminated either if an electron travels in upstream direction and
exceeds the axial position z < zin or if it loses all its energy Ekin < 110 eV.
The energy loss is governed by electron interactions within the silicon bulk of the detector
(s. sc. 5.2.1). Internally it is defined as a cylinder consisting of pure silicon with a special
set of interactions. The simulated geometry is further sub-divided into a fiducial volume so
that only interactions within this volume account for the registered kinetic energy by the
detector. For the FPD the fiducial volume starts at zdl = 100 nm into the bulk [Sch14].
A specialty in the simulation is the splitting of tracks upon transmission into the detector’s
surface as well as into the fiducial volume. It allows for an offline analysis of simulated
electron tracks. Especially the effect of back-scattering off the detector leads to a complex
position and timing structure (s. sc. 5.2.2) of subsequent detector hits (s. fig. 5.3).
For KATRIN back-scattered electrons travel in upstream direction and are mostly (s. sc.
5.2.2) magnetically (Bdet,Bpch) or electrically reflected (Upae,Uret) back to the FPD.
Accordingly, these particles will deposit their energy multiple times within the detector
and thus create a more complex event structure. For the FPD, this structure is function
of its 148 pixels and the DAQ system’s event time discrimination tmin = 2 · tsh + tft.
5.2 Detector related systematics
The complex nature of electromagnetic guidance as well as the subsequent detector
scattering inhibit a description with an analytic formula alone. As a consequence, the
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back-scattering & -reflectionescape
Figure 5.3: Detailed view of simulated electron trajectories including an electron back
reflection schema. Electrons originating from the WGTS are colored in red. Tracks of
electrons that back-scatter off the FPD and are electromagnetically reflected back to
it are colored in blue. In more than 90 % of all cases they are reflected electrically
(Upae,Uret) or magnetically (Bdet,Bpch) and only a small fraction escapes into the STS.
following analysis comprises both: a part based on simulation as well as an analytic part.
Simulations are used in order to derive a realistic energy deposition spectrum of the
incident electrons and has three major steps:
 The initial electromagnetic guidance of electrons to the detector (s. a.),
 the energy deposition process of electrons by scattering off silicon in the detector
(see 5.2.1), and
 the subsequent electromagnetic guidance of detector back-scattered electrons (see
5.2.2).
The analytic part of the response modeling is based on four systematic effects:
 The charge creation process governed by Fano-like noise (see 5.2.1),
 the process of subsequent charge-sharing across neighboring detector pixels (see
5.2.3),
 the contribution of electronic noise (see 5.2.4), and
 the impact of signal pile-up (see 5.2.4).
In the following the above effects are discussed in detail and their impact to the observed
energy response is illuminated. The simulation scenario of detector back-scattering closely
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reflects measurement conditions during the First Tritium campaign. Consequently, the
presented exemplary energy responses are based on FPD specifications [Eno19; Ake19a]:
deadlayer zdl = 100 nm, energy resolution FWHM = 2.7 keV and DAQ timing tmin = 3.6µs.
5.2.1 Electron scattering in silicon
The program KESS, an acronym for KATRIN electron silicon scattering, was specifically
developed for the investigation of energy deposition within the detector and is fully
integrated in KASSIOPEIA. It features elastic as well as inelastic scattering processes.
Several interactions such as photo ionization, delta rays, Auger cascades and surface
transmissions are implemented [Ren11].
Scattering profile
Electrons deposit their energy via a multitude of scattering processes. On each interaction
they lose some energy and change their direction they travel in. As a consequence the
flight path of an electron in the bulk is quite “erratic” and might lead to it exiting the
detector, referred to as back-scattering. Thus only some part of the initial kinetic energy
Ein is deposited while the rest escapes with the back-scattered electron Ebs:
Edep(Ein, ϑp,in) = Ein − Ebs(Ein, ϑp,in) . (5.2)
Scattering is non-trivially dependent on the initial energy as well as on the incident angle
relative to the surface normal ϑp,in [Ren11]. For now the energy dependence is discussed
and only perpendicular incidence ϑp,in = 0
◦ considered.
The simulated detector response for a Ein = 30 keV is illustrated in figure 5.4b. The effect
of back-scattering splits the energy spectrum into two separate regions. Electrons that
deposit their whole energy in the detector show a delta-like peak, whereas electrons that
have undergone back-scattering show contribute to a low-energy tail.1
In figure 5.4b individual simulated trajectories are illustrated. Each corner in the electron
track signifies an interaction in the bulk. As scattering and energy loss are stochastic
processes the depth and lateral spread of individual electron tracks sharply diverge. While
some deposit their whole energy in the bulk, others travel less than a µm and back-scatter
after a timescale of ps.
A common approach for characterizing a particle’s trajectory in a medium is their energy
loss per unit distance, the stopping power S(E) = dE/dx. For ions with energies
E = O(MeV) the stopping power is mathematically described by the Bethe-Bloch formula
[Bet30]. The energy loss curve reaches a maximum just before the particle is fully stopped,
which is referred to as Bragg peak [Bra05].
1Here the simulation of secondary electrons was suppressed. They are more likely to exit the detector
with a few O(100 eV) and thus slightly spread the delta-like peak to lower energies.
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(b) trajectories in silicon
Figure 5.4: (a) Deposited energy histogram of Nsim = 10
4 electrons scattering in silicon
and (b) subset of 200 individual electron trajectories simulated with KESS. Electrons
are initialized at (0µm, 0µm) with perpendicular incidence ϑp,in = 0
◦ and constant
energy Ekin = 30 keV. For illustration the partial energy deposition of electrons that
back-scatter is highlighted in orange - for a single track on the right. Similarly for non
back-scattering in blue. The impact of skewed particle incidence ϑp,in = 15/30/45/60
◦
is visually approximated by a rotated detector surface (dashed).
The simulated stopping power of low-energy electrons in vertical and lateral direction
for perpendicular incidence is illustrated in figure 5.5a respective 5.5b. An electron with
Ekin = 3 keV will deposit half its energy within the first z ≈ 150 nm into the detector. On
average it is fully stopped at a depth of z ≈ 200 nm and similarly in lateral direction for
x ≈ 1µm.
The simulated stopping power may be expressed in terms of a polynomial function fitted
to the simulated data (s. fig. A.2a):
z50%/nm ≈ 2.45 · (Ein/keV)2 + 18.1 · (Ein/keV) + 5.75 (5.3)
In case of electrons with a kinetic energy of Ein = 20 keV, which impinge perpendicular
onto the detector ϑp,in = 0
◦, they will deposit on average half of their energy within the
first z50%(20 keV) = 1.3µm into the detectors bulk. Similarly the radial spread of the
deposited energy has on average half the energy lost within a distance of r50% ≈ 1.1µm to
the initial impingement position.
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Figure 5.5: Cumulative energy deposition of electrons in silicon along the detectors
depth (left) and lateral direction x (right). The stopping power corresponds to point
where the the energy loss of back-scattered electrons leads to a plateau below one.
Different simulated electron energies Ekin are represented in color.
Deadlayer
An important characteristic of electron energy measurements with solid state detectors,
including SDDs, is the detection deadlayer. It describes region near the surface where
created electron-holes are not or only partly collected.
On an atomic level the surface of the detector consists of a small layer of oxidized silicon
SiO2. It forms in a natural way when the detector is exposed to air. As this layer is
electrically insulating charge carriers are not collected and the layer contributes a dead
region. Further inside the bulk electron-hole pairs start to feel the inner electric fields
created by the electrodes. Close to the surface charge collection is however influenced by
the doping profile. A Gaussian profile with a mean at µ = 50 nm depth would lead to low
charge collection efficiencies at shallow depths z < µ and quickly converge to 100% for
z > µ [Lec98; Pop00].
In this thesis a basic effective model was assumed, neglecting depth-dependent charge
collection. In the simulation the silicon bulk is divided into a fiducial detector volume that
starts at a certain depths z > zdl, and all interactions in the insensitive part z < zdl are
discarded. The measured energy is thus diminished by the amount lost in the deadlayer
Edl:
Emeas = Edep − Edl = Ein − Ebs − Edl . (5.4)
In figure 5.6a the influence of a non-zero detection deadlayer to the detector response is
depicted. In particular electrons that do not back-scatter would still lose some energy
within the deadlayer and might be even stopped entirely therein. The amount lost in the
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(b) deposition along detectors depth
Figure 5.6: Impact of a detector deadlayer on ()a) the measured electron energy
spectrum and (b) the average energy deposited in slices along the detectors depth z.
A non-zero deadlayer zdl = 100 nm broadens the registered energy peak Ein = 30 keV
of non back-scattered electrons (shaded blue). For comparison the energy deposition
along the depth of the detector is fitted with a Gaussian (red dashed).
deadlayer depends on its thickness (s. fig. 5.6a) and in case of zdl = 100 nm electrons
would lose on average about 340 eV therein.
Using parameterization 5.3 the kinetic energy where the impact of the deadlayer starts to









21.62 − 4 · 2.36 · (36.4− zdl/nm)
2 · 2.36 . (5.5)
Thus a deadlayer thickness zdl = 50 nm (100 nm) ensues that low-energy electrons with
roughly Ein = 1.9 keV (3.5 keV) would lose on average half of their total energy within the
deadlayer.
Energy response
Finally, silicon detectors are not sensitive to the deposited energy but the number of charge
carriers Neh created within the sensitive bulk. This leads to a small energy dependent
broadening over the entire energy spectrum (s. eq. 4.4).
Analytically Fano-like broadening may be incorporated by an energy dependent convolution
approach or by randomly drawing the number of created electron-hole pairs. Both are




−→ µ = Emeas & σ =
√
fEehEmeas . (5.6)
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Figure 5.7: Simulated energy response of Ekin = 30 keV electrons for statistics of
Nsim = 10
6 (black). The introduction of Fano-noise broadens the non back-scattering
region (blue shaded) and is less visible in the back-scattering part (orange shaded).
In figure 5.7 a simulation with Nsim = 10
6 electrons, a deadlayer of zdl = 100 nm and
perpendicular incidence ϑp,in = 0
◦ is depicted. The underlying simulation processes include
the tracking of ionized secondary electrons and leads to an increase at the lowest energies
Emeas ≈ 0 keV. Apparently, Fano-like noise has a higher contribution at large energies and
visibly broadens the peak at Emeas ≈ Ekin.
A complication of the measured energy response is the electrons incidence angle onto the
detector. On average it may be described by a tilt of its trajectory within the bulk (s.
fig. 5.4b). In the effective deadlayer model this procedure would virtually enlarge its
movement therein:
zvirtdl ≈ zdl/ cos(ϑp,in) , (5.7)
where the incidence angle ϑp,in is defined with respect to the surface normal vector -
perpendicular incidence ϑp,in = 0
◦.
In particular the detector response for non back-scattered electrons may be approximated
by this virtual deadlayer thickness (s. fig. 5.8).
In summary, the response of electron scattering off silicon is coarsely distinguished between
the fraction (1− Pbs) that deposits all of the energy in the bulk and the fraction Pbs that
deposits only some part of its initial energy and escapes the detector. The former shows a
sharp maximum at the incident energy Ekin, while the latter gives a tail to lower energies.
The insensitive region at the first 100 nm of the detector largely suppresses low-energy
electrons Ekin / 3.5 keV. For higher energies the suppression decreases and the response
can be described by a one-sided broadening and shift of the maximum deposited energy to
lower values. This effect is further accentuated by a skewed particle incidence ϑp,in 6= 0◦.
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zdl = 100 nm, ϑ = 0
◦
zdl = 140 nm, ϑ = 0
◦
zdl = 100 nm, ϑ = 45
◦
Figure 5.8: Simulation of the detector energy response to Nsim = 10
6 electrons with
Ekin = 30 keV. The case zdl = 100 nm and ϑp,in = 0
◦ is given in black and the
fraction of (non) back-scattered electrons is shaded in (blue) orange. An increase of
the deadlayer zdl = 140 nm (green) and similarly a skewed incidence ϑp,in = 45
◦ (red)
result in a broadening of the non back-scattered peak.
5.2.2 Electron back-scattering and -reflection
Electron scattering off silicon atoms ensues a probability Pbs that the incident electron
back-scatters. The back-scattered electron is described by its energy Ebs as well as the
direction ϑp,bs, forming a two dimensional distribution ρbs:
Pbs(Ein, ϑp,in)
>10 keV≈ 20% + [Pbs(ϑp,in)− Pbs(0◦)] (5.8)
ρbs(Ebs, ϑp,bs) ≡ ρbs(Ebs, ϑp,bs, Ein, ϑp,in) . (5.9)
Both are depended on the incident electrons energy Ein and angle ϑp,in [Ren11] as well as
on the orientation of crystal layers in the silicon detector [Ber02] (s. fig. A.3).
At KATRIN back-scattered electrons experience a strong magnetic Bsur and an electric
potential U = Upae + UBF prevalent at the detector surface. According to ρbs they would
travel in upstream direction where they undergo a magnetic field change induced by
the detector and pinch magnet (Bdet,Bpch) and similarly a electric potential field change
induced by the detector bias, the PAE and the MS retardation potential (UBF,Upae,Uret)
(s. fig. A.4).
Similarly to the MS transmission function, the magnetic and electric potentials act like
a transmission barrier. Electrons that are back-scattered with low energies Ebs or under
shallow angles ϑp,bs
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Ebs < qUpae + qUBF & Ebs < qUret
180− ϑp,bs < ϑpchacc & 180− ϑp,bs < ϑdetacc
(5.10)
are electromagnetically reflected back to the detector (s. fig. 5.3), whereas the transmitted
electrons escape to the RW.
Back reflection
The probability of being reflected back to the detector Pref depends on the back-scattered
parameters ρbs and its evolution along the electric retardation (Upae,Uret) and adiabatic
magnetic guidance (Bdet,Bpch). Although the reflection is a combination of both fields, it










Depending on the exact reflection mechanism, electrons travel further upstream so that
their inter-event time back onto the detector will show characteristic peaks (s. fig. 5.9b).
The shortest inter-event times ∆t < 0.3µs are associated to magnetic reflection P detref within
the detector magnet. Next, a sharp peak is visible at ∆t = 0.3µs, which corresponds to
the position of the PAE and represents electric reflection P paeref . In a similar fashion the
impact of the pinch magnet ∆t ≈ 0.6µs and the retardation voltage ∆t ' 0.9µs become
visible.
Back-scattered electrons that are back-reflected will re-hit the detector at a new location.
In contrast to the inter-event time, the positional change at the detector ∆x is less affected
by the reflection mechanism (s. fig. 5.9a). In adiabatic approximation the particles
movement is separated into a cyclotron component ~xL around the magnetic field as well
as the drift of the guiding center xgc [Fur17]. The position change at the detector is then
given as
∆x = |~xL + ~xgc| ,with (5.12)
















~B × ~∇B . (5.14)
Here ~E and ~B are the electromagnetic fields defined with respect to the guiding center
and γ is the relativistic Lorentz factor. At the SDS the positional change of the cyclotron
component is larger and the drift of the guiding center ensues a radially increasing clockwise
displacement [Kor16].
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Figure 5.9: Tritium beta-decay electrons with “1.6 keV” run field settings: position
change ∆x = xfi − xin (a) and inter-event time ∆t = tfi − tin (b) for electrons that
back-scatter off the detector (xin, tin) and are back-reflected onto it (xfi, tfi) (s. fig.
5.3). Both slightly depend on the retarding potential values Uret.
In order to determine the detector energy response, the position change has to be compared
to the detector pixel geometry and the inter-event time to DAQ energy filter. A back-
scattered electron would only show as two events, if the position change moves the
second hit to a neighboring detector pixel or if the subsequent hit in the same pixel is
distinguishable by the DAQs filter.
For the FPD in the tritium beta-decay scenario with “1.6 keV” run field settings . . .
 . . . the overall multiplicity of individual beta-decay electrons is illustrated in figure
5.10a. Electrons that do not back-scatter and electrons that back-scatter but re-
hit the same pixel are illustrated at a multiplicity of zero. The fraction of high
multiplicities m ≥ 1 is around 1% and is more pronounced for high retarding
potentials Uret (s. eq. 5.12) as well as FPD pixels in the outer rings, since the pixels
at the rim are thinner compared to the inner counterparts.
 . . . the inter-arrival time of electrons is illustrated in figure 5.10b. Here electrons
that deposit their contribute to the peak at t = 0µs, whereas back-scattering with
subsequent back-reflection creates non zero inter-arrival times. The maxima related
to the point of reflection are smeared by multiple scattering processes. The inter-
arrival times are independent of Uret and centered around t ≈ 0.3µs. Only a small
fraction ≈ 0.1% of electrons contribute to larger values t ' 0.4µs.
Comparing the minimum discrimination time
tmin = 2 · tsh + tft = (3.2 + 0.2)µs (5.15)
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Figure 5.10: Tritium beta-decay “4 keV” run: Overall multiplicity (a) and inter-arrival
times (b) of simulated electrons. Here three exemplary retarding potential settings
are depicted in color. In addition the multiplicity shows the same distribution but for
the innermost FPD rings (+bullseye). The inter-arrival time is calculated relative to
the first impingement on the detector and the peak at t = 0µs thus corresponds to
the ≈ 80% of electrons that don’t back-scatter.
of the FPD system with the simulated inter-event time and inter-arrival times shows that
back-reflected electrons are not discriminated by the DAQ system. Instead the short
timings O(0.3µs) are more likely to impact the energy determination of the DAQ system
(s. sub-sc. 5.2.4).
Electron escape
An important characteristic of back-scattering is the fraction Pesc of electrons that escape
into the STS part and are not back-reflected Pref to the detector. The escape fraction is
determined by counting the number of electrons that escape after their first back-scattering





= Pbs,1(1− Pref ,1) + Pbs,1Pref ,1Pbs,2(1− Pref ,2) + . . . .
(5.16)
Here Nin represents the number of electrons that initially reach the detector and Nesc are
all events that exit the MS in upstream direction. Similarly, the number may be expressed
by the recursive sum of i-times back-scattering Pbs,i and back reflection Pref ,i.
Electrons escaping into the STS are most likely only stopped within the RW. The small
fraction that back-scatters off the RW is unlikely to be registered at the detector as it is
suppressed by magnetic reflection (Brw,Bpch) and retardation (Uret). Electron escape thus
signifies a real loss of rate that has to be accounted for.
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f(x) = −2.266e-6 x2 + 1.300e-3 x+ 9.766e-1
sim. (σstat ×10)
Figure 5.11: Displayed is the fraction of back-reflected electrons Pref . Electrons that
are not reflected will escape detection with the probability Pesc = 1− Pref . A second
order polynomial fit is given in black.
In figure 5.11 the fraction of electron escape for different simulated retardation potentials
Uret is illustrated as the fraction 1− Pesc.
As back-scattered electrons have lost some energy within the detector, the fraction of
electron escape becomes zero at the spectrum endpoint Pesc(qUret = E0) = 0. In contrast a
potential of Uret = 14.6 kV = E0−4 keV ensues that roughly Pesc = 0.5 % of back-scattered
electrons escape. Due to reflection at the magnets and the PAE (s. fig. 5.9b), the overall
fraction of electron escape is limited to
Pesc / 30% · Pbs ≈ 6% . (5.17)
Energy response
For multiple back-reflection processes the measured energy in the detector must account
for the number of times i that an electron hits the detector:
E(i)meas = E
(i)







in = Ekin. The overall amount of energy deposited in the
detector for an electron that is stopped (E
(m)
bs = 0) or that escapes (E
(m)
bs = Eesc) on its
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Figure 5.12: Simulated beta-decay electron response with respect to back-reflection.
The blue graph represents the total amount of energy that electrons deposit in the
sensitive silicon bulk. Back-scattering is marked on track level in KASSIOPEIA and
consequently leads to more low energy events (green). Lost energy Eesc due to electron
escape is colored in orange and the measured fraction colored red.
The overall measured energy is reduced by m-times passing through the deadlayer as well
as the energy Eesc lost by electrons that escape to the STS.
An exemplary energy spectrum Uret = 14.6 kV for the FPD is shown in figure 5.12. The
underlying simulation framework allows for an investigation of Emeas on several levels:
 The response at track-level is dominated by the effect of silicon scattering and shows
the characteristic low energy tail and peak (s. fig. 5.8).
 On event-level back-reflection suppresses the back-scattered energy tail while ensuing
an increased loss in the detection deadlayer (s. eq. 5.19).
 The 148 pixels of the FPD in concert with the DAQ filter length tmin = 3.6µs gives
a spectrum shape situated in-between the pure track- and event-level response.
 Independent of the event structure is the energy loss Eesc due to back-scattering
escape. In KASSIOPEIA this contribution is selected via terminator flag and the
loss occurs at the highest ≥ qUret + qUpae + qUBC.
In summary the detector response at KATRIN is strongly affected by the electromagnetic
settings, by the detector geometry and by the DAQ timing. In particular, the inter-event
time as well as the position change have to be considered. Notably, the guiding center
drift (s. eq. 5.14) which introduces a radial dependent position change.
The consequences of back-reflection are encoded in equation 5.19: the back-scattering
low-energy tail is suppressed E
(i)
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5.2.3 Pixel charge-sharing
Another characteristic of silicon detectors is related to the profile of the created charge
carriers and the propagation of charges while traveling to the readout electrode. In silicon
an incident electron with Ekin = 30 keV will roughly create Neh = 8 · 103 electron-hole
pairs (s. sc. 4.2). The spatial distribution of these charges is referred to as charge cloud
and its dimensions are described by the charge cloud radius rcc.
Both the FPD and the TRISTAN detectors are sub-divided into pixels. If an incident
particle impinges within a distance ∆x to an adjacent pixel, the charge cloud may cover
both pixels sot that the charges are split among the two readout electrodes (∆x < O(rcc)).
Overall the expansion of the charge cloud is affected by the initial energy deposition profile
from electron-silicon scattering (s. sc. 5.2.1) and by the charge clouds expansion during
the drift to the electrodes [Gat84; Gat87] - described by thermal diffusion as well as electric
repulsion.
 Thermal diffusion is a temperature dependent stochastic scattering process of charge
carriers during charge collection. It may be described as a Gaussian broadening of
the cloud over time









where µ signifies the mobility and D the diffusion coefficient of charge carriers in
silicon [Gat87]. The charge cloud radius can be identified by the standard deviation
of the Gaussian broadening and in some detector scenarios it is possible to remove
the time dependence and replace it with the bias potential UBF applied to the back
frame and the detector wafer thickness d [Ini07]
σ =
√




For a d = 450µm thick detector operated at room temperature T = 300 K and
UBF = −100 V, gives a standard deviation of σ = 10µm. The same applies for a
drift time of tdrift = 20 ns and diffusion coefficient of D = 36 cm
2/s.
 The charge spread due to mutual repulsion can be approximated by describing the
created charge carriers Neh (Ekin/Eeh) with a basic spherical model. The resulting






·Neh · tdrift , (5.22)
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with the absolute permittivity  = 0 · r. For the case of a tdrift = 20 ns drift time
and an electron energy of Ekin = 30 keV (Neh = 8 · 103) a radius of r = 20µm is
expected [Gat87].
The assumption of an initial spherical charge cloud however is not appropriate as
charges are created along the elongated path of the incident particle. For electrons
individual tracks are spread over several µm (s. fig. 5.4b).
 The initial energy deposition profile is given by scattering from the incident particle
off silicon atoms in the detector, as discussed in 5.2.1. The overlap to a neighboring
pixels would be then determined by its lateral distribution (s. A.1). The simulated
average 90% energy deposition volume is approximately given by a second order
polynomial:
x90%/nm = 3.47 · (Ekin/keV)2 + 24.7 · (Ekin/keV)− 25.9 . (5.23)
In case of a Ekin = 30 keV electron 90% of the charges would be thus created within
a lateral distance of ≤ 3.84µm to the point of impact.
In addition to the above effects one has to distinguish between the drift of electrons or
holes to the readout electrode. The FPD is based on hole collection parallel to the surface
normal. The TRISTAN detectors are based on electron collection and charges experience
an additional lateral drift field component. Such a field will electrically guide charges away
from the pixel boundary. At the boundary between pixels the lateral electric field however
cancels out.
To study this effect first charge-sharing estimates were performed in [Sch14] for the FPD
and in [Alt19; Urb19] for the TRISTAN prototype detectors (s. also [Gat84; Gat87; Mat02;
Ini07]).
In figure 5.13 the standard deviation from thermal diffusion, the radius from mutual
repulsion and the energy deposit quantile from scattering are illustrated for different drift
times as well as electron energies.
For a direct comparison of the effects it is vital to transform σ, r and x90% to a common
quantity. A sensible way to achieve this is the definition of the charge cloud radius via the
coverage of the respective distributions.
Model
In this thesis only charge-sharing of two pixels is modeled and the charge cloud is assumed
to be defined solely by a normal distribution N (x, µ, σ) along a single given axis x. The
charge cloud radius rcc is than defined as
rcc = FWHM/2 =
√
2 ln 2 · σ . (5.24)
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Figure 5.13: Charge cloud distribution width over the drift time for a silicon based
detector with electron collection. The energy dependence is given in color for electric
repulsion (solid lines) as well as scattering (dashed lines). For diffusion its standard
deviation σ (black), for electric repulsion the sphere radius r and for scattering x90%
are illustrated.
As a consequence charge-sharing events are only counted as such, once the number Ncs of
charge carriers that spill over to a neighboring pixel exceed a certain threshold, here at
roughly 12% of the created charges.
Mathematically, the number of charges shared depends on the relative distance ∆x of a
particle’s incidence to the pixel boundary
Ncs = Neh · η(∆x) = Neh
∫ ∞
∆x
N (x, µ, σ)dx (5.25)
where η is defined as the fraction of shared charges.


















where η−1 denotes the inverse function (s. eq. 5.25) and dP
d∆x
describes the positional
distribution of particle incidence. A homogeneous detector illumination will give a constant
factor dP
d∆x
= 1/s, according to a uniform distribution with width s.
The fraction of charge-sharing η, its inverse η−1 as well as the final differential thereof can
easily be calculated numerically. For a given window length of s = 2 mm the resulting
probability is illustrated in figure 5.14.
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Figure 5.14: Probability density of the charge-sharing fraction η, for uniform particle
incidence s = 2 mm and normal-distributed charge cloud.
Finally, the detector geometry is included via normalization. It was assumed that the
uniform approximation holds for all positions along a pixel’s perimeter Lpx. The expected












Here the integration boundaries for the normalization are rough estimates of the charge
cloud’s coverage within the radius rcc (s. eq. 5.24).
Energy response
The number of charges shared with neighboring pixels Ncs directly results in a reduction
of the measured energy
Emeas = Ekin − Ebs − Edl − Ecs , (5.28)
where the shared energy is Ecs ≡ Ecs(∆x) = Eeh ·Ncs(∆x). As a consequence, the detector
will measure two separate events related to the same initial particle, but with two distinct
energies
Emeas,1 = Emeas and Emeas,2 = Ecs . (5.29)
In figure 5.15 the resulting detector response is illustrated. The model includes the analytic
model of charge-sharing as well as the simulated effect of electron scattering in silicon and
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Figure 5.15: Simulated beta-decay electron response with respect to detector scattering,
back-scattering and charge-sharing. Event (track) level simulation is depicted in orange
(green) and the response without charge-sharing is shown as dotted lines (3%/Nbin-
effect visible around Ekin = 5 keV).
back-scattering off the detector. On average roughly 3% charge-sharing events is expected
for a charge cloud radius of rcc = 20µm at the FPD (s. fig. A.11).
The addition of charge-sharing to the response leads to a small broadening of the non
back-scattered regions and a slight rate increase at low energies E < Edep/2. In principle it
is possible to discriminate events related to charge-sharing by applying energy- (E1 +E2 ≈
Ekin) and time-coincidence (t2− t1 < 0.2µs) filters. This approach however fails for events
below the detector threshold E1,2 < Ethres.
5.2.4 Electronic signal shaping
The last step in the detection chain is the determination of current flow by the DAQ
system (s. sc. 4.2). Roughly the DAQ chain can be divided into three stages: amplification,
digitization and signal filter [Vel19].
 Signal amplification occurs at several position in the DAQ chain. To ensure high
fidelity and stability the first amplification is performed close to the detector. Sys-
tematics related to this stage are electronic noise as well as cross-talk between
geometrically close readout channels.
 Signal digitization represents the transition from a continuous voltage to a discrete
binary form. An import systematic for sterile neutrino investigation at this stage
results from non-linearity of this transformation [Dol16; Dol17].
 The signal increase related to the energy deposit is gathered by applying signal
filters, for example by a trapezoidal filter. An essential systematic introduced at this
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stage is signal pile-up, describing the occurrence of two events within the energy
reconstruction time tmin = 2 · tsh + tft.
The influence of each effect on the measured energy spectrum depends on the exact
realization of the detector and DAQ system. A detailed characterization of the DAQ-
effects for the FPD were performed in [Sch14] and for TRISTAN in [Des19].
Electronic noise
The detector response of electronic noise is considered with respect to constant normal
distributed noise and the energy determination assumed to scale linear with the signal
voltage. The registered energy hence similarly follows a scaled normal distribution
Emeas ∝ N (µ, σ) . (5.30)
Analytically, the impact to the entire energy spectrum Γ(E) is included via convolution
Γ(Emeas) =
∫
dE Γ(Emeas − E) · N (Emeas, σ) . (5.31)
The resulting energy response for a resolution of FWHM = 2.6 keV is illustrated in figure
5.16. The influence of electronic noise is most prominent at sharp structures in the energy
spectrum. Both the signature of the MS retardation potential at Emeas ≈ qUret + qUpae
and the energy threshold at Ethres = 0 keV are broadened.
In addition the size of electronic noise σ ensues a lower limit for detecting events. The
detection threshold Ethres is typically chosen around 2σ. Depending on the implementation
of the trigger logic in the DAQ, the signal discrimination has to be applied before or after
the noise convolution.
Signal pile-up
The signal processing within the DAQ is driven by the ADC’s sampling rate as well as by
the energy filter settings. If two incident particles impinge within a shortly after another
∆t, a small probability will exist that the two events are indistinguishable ∆t < tmin. They
would be thus registered as a single event with a combined energy.
This process is referred to as signal pile-up with a probability Ppu. For a constant count







The simplest form of pile-up is the exact addition of two separate events from tritium
beta-decay. This can be described through self convolution of the electron spectrum Γ(E)
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Uret = 14.60 kVFPD
event
track
Figure 5.16: First tritium “1.6 keV” run Uret = 14.6 kV: Simulated beta-decay
electron response with respect to detector scattering, back-scattering, charge-sharing
and electronic noise FWHM = 2.6 keV. Event (track) level simulation is depicted in
orange (green) and the response without electronic noise is shown in dotted line style.
Γ = (1− Ppu) · Γ + Ppu ·
∫
dτ Γ(E − τ) · Γ(E) . (5.33)
This approach however neglects:
1. The exact timing between two events. Compared with the DAQ filter flattop time
only the smallest time differences t2 − t1  tft can be approximated by a simple
summation of the individual energies. For a intermediate times t2 − t1 ≈ O(tft) a
the registered energy is reduced E < E1 + E2 [Eno14; Eno19; Des19].
2. The signal rise-time trise is dependent on the charge cloud’s drift within the detector
and the signal amplification stage2. Its influence to the energy determination is
mitigated by choosing an appropriate flattop time in the trapezoidal filter setting
tft > trise.
3. The inter-event time of back-scattered electrons (s. sc. 5.2.2). For the simulated
setup it is around ∆t = O(0.1µs) (s. fig. 5.9b). Similarly, its influence may be
mitigated for an appropriate choice of the flattop time tft > ∆t.
Overall the exact energy response of signal pile-up depends on the pixel rate Γpx from
tritium beta-decay as well as on the inter-event times ∆t from back-reflection. For high
count rates Γpx, systematic effects that increase the number of perceived events (e.g.
2rise-times of trise = O(20 ns) were measured with a TRISTAN detector (s. sc. 6.3.4).
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charge-sharing) would have to be considered. Still, the correct choice of the trapezoidal
filter parameters (tsh,tft) allow to mitigate the impact of systematics.
For modeling the detector response it would be best to include signal pile-up on the
track-level by running subsequent electronic signal simulations. Such an investigation was
performed for the FPD (s. fig. A.10). As an outcome one can state that the applied
trapezoidal filter of the FPD leads to an underestimate of the registered energy, it broadens
and shifts the spectrum response to lower energies ∆E = O(100 eV).
5.2.5 X-rays
The interaction of x-rays with silicon is of special interest as detector energy calibrations
are often based on x-ray emitters with well-known spectral lines. In addition, silicon
detectors are affected by x-ray escape, as de-excitation of silicon lattice atoms creates
characteristic x-rays with energies of Ekin = 1.74 keV.
For x-rays with kinetic energies below Ekin = 100 keV their interaction with silicon is
dominated by photoelectric absorption [Ber10]. They transfer their entire energy to a
prime electron, which subsequently deposits energy via multiple scatterings off silicon.
The main difference between an incident x-ray and electron is thus the depth z into the
detector where the conversion occurs. The exact position is not fixed but rather given by
an exponential attenuation distribution I(z)
I(z) = I0 · e−z/λ , (5.34)
where I0 denotes the total incident intensity and λ is the so called attenuation length. For
z = λ the intensity drops by a factor of 1/e = 37%. The attenuation length is material and
energy dependent. For silicon an incident x-ray with Ekin = 1/5/10/20 keV the attenuation
length is given as λ = 3.5/18/132/1000µm [Ber10]. Relating the attenuation length to the
detector properties, its detection deadlayer O(50 nm) and the wafer thickness d = 450µm,
allows to infer the characteristic behavior for x-rays.
In figure 5.17 the energy dependent attenuation lengths [Ber10] are used to evaluate the
fraction of the incident beams intensity at different positions into the silicon bulk (s.
eq. 5.34. The lower energy limit Ekin = 1 keV is a consequence of the higher increasing
uncertainties in the database.
The fraction of interactions within the deadlayer reflects the characteristic energy transition
of Ekin = 1.74 keV, as they occur close enough to the surface a small fraction of the resulting
x-rays will escape the bulk. It is visible that only low energy gammas Ekin < 5 keV are
affected by the detection deadlayer < 6% (zdl = 100 nm).
For increasing energies the interaction points first shifts to the second half of the detectors
bulk (at Ekin = 13.6 keV) and at Ekin = 17.2 keV half of the x-rays won’t interact in the
detector at all but are transmitted. For an x-ray that deposits its energy at half depth
into the detector z = d/2, one would expect a subsequent twice reduction of the charge
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Figure 5.17: Energy dependent fraction of incident x-rays that interact within the
detection deadlayer (blue), that interact within the first half of the silicon bulk
(orange), and, that are transmitted without interacting at all d = 450µm (green). For
visibility the interaction in the deadlayer is scaled by 10 and three different deadlayer
thicknesses zdl = 20/50/100 nm (dotted/dashed/solid) are depicted.
clouds drift time tdrift and consequently a smaller charge cloud radius and thus an impact
to charge-sharing (s. sec. 5.2.3).
The detector response model to incident x-rays is implemented as simplified fashion, where
an incident x-ray will deposit its entire energy within the sensitive detector bulk, the
detection deadlayer as well as electron back-scattering become irrelevant. Charge-sharing
is only modeled for low energy x-rays Ekin < 10 keV, where the first interaction occurs
closer to the surface.
Ex-raymeas = Ein − Ecs (5.35)
The escape of silicon transition x-rays is modeled by a basic superposition of a second
spectrum that is shifted by Ekin = 1.74 keV and occurs with a certain probability P
Si
esc:
Γ(E) = Γ(E) · (1− P Siesc(E)) + Γ(E − 1.74 keV) · P Siesc(E) . (5.36)
This approach however neglects subsequent interactions of Ekin = 1.74 keV x-rays close to
surface.
5.3 Semi-analytical description
The differential sterile neutrino search with KATRIN requires the modeling of the observed
electron energy spectrum with high precision. In addition, in order to apply the model for
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sensitivity studies and online-analyses quick evaluation times are necessary.
In this section a first approach to combine the above systematics, excluding back-reflection,
into a joint model is discussed (s. sc. 5.3.1). In order to incorporate an accurate and
time-efficient response calculation of electron scattering in silicon, a novel technique is
presented (s. sc. 5.3.2). It is based on a generic approach for transforming simulated data
into a continuous empiric model with several free parameters.
5.3.1 Implementation
A core concept of the analytic description is the response function formalism (s. eq. 3.11),
where each systematic effect contributes a characteristic response. In the code this is
implemented with respect to their discrete form along the energy axis:
Γ(E) −→ ~Γ and ~Γsyst = Rsyst · ~Γ . (5.37)
Here “·” implies the matrix multiplication of a response matrix Rsyst associated to a
certain systematic with the discrete energy spectrum ~Γ.
In order to facilitate the computation event timings and electron back-reflection are
neglected.
1. At first an initial energy spectrum Γ(E) is constructed. For tritium beta-decay
electrons the formalism from equation 3.1 is used, whereas mono energetic lines are
created using Gaussian profile with defined mean µ = Ekin, standard deviation σ
and a normalization factor n. The sum over several Gaussian distributions Ni is




ni · N (E, µi, σi) ,with
∑
i
ni = 1 . (5.38)
The composite energy spectrum is first normalized to unity and subsequently scaled
to a given detector rate Γdet and measurement time tmsr
~N = Γdet · tmsr ·
~Γ
|~Γ| . (5.39)
2. The first systematic considered is the initial scattering of electrons off silicon lattice
atoms in the detectors bulk. The model is based on the simulation interpolation
approach (s. sub-sc. 5.3.2), where KESS simulations are performed along a discrete
three dimensional grid of input parameters: the incident energy Ekin, the angle of
incidence ϑp,in, and a fixed detector deadlayer zdl.
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For simulating x-rays, the scattering response is scaled by the probability Pscat and
switched off for Pscat = 0%. In this scenario, the contribution of Fano-like noise is
integrated separately:
~Γscat,fano = Rscat+fano · ~Γ · Pscat + Rfano · ~Γ · (1− Pscat) . (5.40)
The simulation interpolation database currently includes types of responses: the
entire detector response, the response to back-scattered electrons and the response
to electrons that do not back-scatter (e.g. s. fig. 5.18).
3. The impact of charge-sharing is considered with respect to the analytic function
described in subsection 5.2.3. Its response is internally normalized to give two events
for an electron that shares its charge. The spectrum with charge-sharing is calculated
according to
~Γcs = Rcs · ~Γscat,fano ·
3
2




Here the factor 3/2 is given by the numeric implementation of the response function.
The integral of the charge-sharing probability P (η) is evaluated such that a coverage
of 33.33% is given for η ∈ [0.12, 0.88]. The range corresponds to the initial charge
cloud coverage rcc = FWHM/2 of the normal distribution.
Likewise to the scattering flag, applying a charge-sharing probability Pcs = 0 % will
switch the response off. Furthermore it is possible to specify, that only the energy
spectrum of charge shared electrons is modeled. This allows for a direct comparison
of the charge-sharing model, in conjunction with a DAQ model, to measurements.
4. Electronic noise is implemented separately for its impact on the trigger and energy
smearing. This enables modeling DAQ systems where trigger- and energy-readout
are handled by independent filters.
The trigger results in an energy threshold Ethres for registering electrons. It is
implemented using the cumulative of a normal distribution Φ(E, µ, σ). Its mean
corresponds to the energy threshold Ethres = µ, while the standard deviation σ allows
modeling sharp trigger cut-off as well as smooth transitions:
Γthres,i = Φi · Γcs,i . (5.42)
The energy smearing is calculated using a response matrix derived from a normal
distribution N (E, µ, σ)
~Γnoise = Rnoise · Γthres . (5.43)
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5. Lastly, signal pile-up is considered in a simplified manner, where the underestimation
of pile-up event energies due to insufficient pulse overlap is neglected. This assumption
holds for sufficiently good pile-up rejection [Des19].
The convolution is performed for the energies E ∈ [0, Emax] according to equation
5.33. The defining property of pile-up is the minimal time resolution tmin and results,
together with the detector rate Γdet, in the probability for pile-up to occur Ppu (s.
eq. 5.32).
5.3.2 Simulation interpolation
While simulations allow for in-detail studies of complex geometries and parametric ~p =
p1, p2, p3, . . . dependencies, their accuracy σsim is limited by the number Nsim of simulated
particles:
σsim = σstat + σsyst '
√
Nsim . (5.44)
A quantitative comparison with measurement thus demands a high number of simulated
particles. As Nsim is directly proportional to the calculation time, modeling via simulation
is rendered infeasible for live measurements and sensitivity studies.
In order to retain the advantages of simulations two mechanisms are used:
 spline-interpolation of simulated responses along axis x for reducing σsim, and
 shape-interpolation of precalculated splines along ~p for a continuous model.
Time efficiency is achieved by caching the spline-interpolated simulated responses into a
database. The calculation time is given by the shape-interpolation step.
In the following the simulation-interpolation approach is explained with respect to electron
scattering in silicon. Here the energy response x = Edep of Nsim = 10
7 simulated electrons
is of interest. The simulation is repeated at different parameters in a discrete three
dimensional grid p1 × p2 × p3 of incident electron energies p1 = Ekin, incident angles
p2 = ϑp,in and deadlayer thicknesses p3 = zdl:
Ekin/keV ∈ [0.5, 1.0, . . . , 10, 11, 12, . . . , 50] ,
ϑp,in/
◦ ∈ [0, 5, . . . , 90] , and
zdl/nm ∈ [0, 10, . . . , 200] .
(5.45)
Overall, the simulation database thus contains 60 × 19 × 21 ≈ 24k spline-interpolated
energy responses.
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Figure 5.18: Spline interpolation (red) of the simulated energy deposition (black):
highlighted in blue are deposits of electrons that are stopped in the detector, whereas
the orange part corresponds to electrons that back-scatter.
Spline interpolation
The first step of the modeling approach comprises simulating Nsim electrons with fixed
parameters. The energy response is then binned and spline-interpolated with respect to
its characteristic features. For fast changing shapes it is advisable to spline-interpolate
the logarithm of the response instead.
In figure 5.18 the detector simulation resulting from KESS with an added Fano-like noise
convolution step is depicted. The shape is largely defined by the steep increase of the non
back-scattering peak and its width σnonbs..
The illustrated electron energy response corresponds to a simulation with parameters
(Ekin = 20 keV, ϑp,in = 0
◦, zdl = 100 nm) and its output energy response histogram was
chosen in accordance to the expectations at KATRIN:
Nbin = 4096 and E ∈ [0 keV, 50 keV] . (5.46)
Here the energy range E is derived from the maximal energy expected at KATRIN
Emaxdep ≈ E0 + qUpae, and the number Nbin of histogram bins takes the specific shape of the
energy response into account: the width σnonbs. of the sharp non back-scattering peak at
Edep ≈ Ekin. The lower limit is given by the deadlayer broadening as well as the added
Fano-like noise convolution (s. eq. 4.4).
For achieving a sufficient description at all different simulated energy responses it is
demanded, that the bin width ∆E should be small enough to have at least five bins within
the non back-scattering peak:
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Figure 5.19: Normalized response matrix for a given set of deadlayer zdl = 50 nm and
incident angle ϑp,in = 0
◦. Each energy on the y-axis, ie. each row, translates to a
simulated MC simulation for a different incident energy, where each point is divided







' 10 −→ Nbin '
50 · 103
15.2
= 3300 . (5.47)
Repeating the simulation and spline interpolations along the energy p1 = Ein axis then
yields the typical discrete response matrix as illustrated in figure 5.19.
At this end another spline interpolation step is performed: namely, the interpolation of
the normalization along the incident energy Ekin axis (s. fig. 5.20).
Shape interpolation
The second step of the modeling approach transforms the discrete parameter ~p axis into
a continuous form. This is achieved by shape interpolating between two neighboring,
previously calculated spline interpolations.
Defining the shape of a curve via its coordinates (x, y), allows to shape interpolate its new
form at pˆ1 from the neighboring splines (x1, y1) and (x2, y2):
x =








Here n is chosen as such that pˆ1 directly lays between the two precalculated splines
pˆ1 ∈ [p1,n, p1,n+1].















Figure 5.20: Fraction of simulated electrons that deposit their energy in the detector
with respect to the spline interpolation (red). Each line corresponds to a simulation of
10 million electrons for fixed parameters of the incident energy Ein = 1/2/3/ . . . keV,
deadlayer zdl = 50 nm and incident angle ϑp,in = 0
◦. Additionally, the shape interpo-
lated spectra are illustrated in gray. The overall normalization illustrated in the top
follows a spline interpolation along different simulated energies Ein.
To increase the precision of the shape interpolation, it is important to consider the exact
form of the underlying curve. For the detector energy response the curve was split at
the peak position of the non back-scattering peak and the shape interpolation performed
separately on both halves.
In figure 5.20 several shape-interpolated responses and the neighboring spline-interpolated
spectra are illustrated. The shape-interpolation enables a continuous description of the
investigated system along the parameter p1 = Ein. This step is responsible for the low
evaluation time of the semi-analytical model: O(200µs).
Additional parameter dependencies p2/p3/ . . . are included by repeating the shape-inter-
polation along a second/third/. . . axis. However, they add complexity to the calculation
and the evaluation time tcalc thus scales exponentially with the number d of parameters
tcalc = O(200µs) · 2d−1 . (5.49)
An example for the simulation-interpolation result is illustrated in figure 5.21, where the
response model is evaluated at 65 arbitrary incident energies Ekin, polar angles ϑp,in and
deadlayer thicknesses zdl.
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Figure 5.21: Example set of energy spectra evaluated according to the simulation-
interpolation approach and based on KESS simulations. Starting at a set of parameters
(zdl = 100 nm, E = 20 keV, ϑ = 0
◦), the deadlayer is first reduced to zdl = 50 nm
(blue), then the incident energy increased to E = 40 keV (orange), and finally the
incident angle increased ϑ = 45 ◦ (green). In total the figure shows 120 different
simulation-interpolated energy responses.
Accuracy
The overall database of spline-interpolated simulations amounts to a reasonable compressed
size of 35 MB. Combined with the shape-interpolation technique along the parameters
~p = (Ein, ϑp,in, zdl) it yields evaluation times of roughly O(1 ms).
This allows to use the model for live comparisons of measurements and sensitivity analyses,
where - depending on the incident energy distribution - the model would be repeatedly
called to build a response matrix (s. sc. 5.3.1).
In chapter 6 the comparison with measurement data shows, that the interpolations give a
quite good fit with data. Still, the technique described above is but a first approach for
modeling the detector response. Regions within the grid of parameters ~p as well as the
simulation itself could be further improved:
 For low simulated incident electron energies Ekin < 5 keV an increasing fraction of
electrons lose their entire energy within the detection deadlayer. The energy response
thus is based on smaller statistics and the relative uncertainty of the simulation
increases. This could be compensated by increasing the number of simulated electrons
in this region.
 For small deadlayer thicknesses the peak width of non back-scattered electrons
decreases. In consequence, the spline-interpolation is more sensitive towards in-
dividual energy response bins in the peak and thus more sensitive to statistical
fluctuations. This was partially compensated by including Fano-like noise and could
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be further improved by extending the shape-interpolation to next-to-next neighbors
(e.g. pˆ1 ∈ [p1,n−1, p1,n, p1,n+1]).
 Inherently the simulation is based on a set of interactions and assumptions. The
accuracy of the simulation-interpolation is thus predetermined by the simulation itself.
For KESS improvements can, for example, be made by including the energy-loss of
elastic scatterings [Ren11].
5.4 Conclusion
The presented detector response model is based on various first order systematics prevalent
at the detector section of KATRIN. As illustrated in figure 4.2, the entire response would
have to consider the propagation and energy deposition of electrons from tritium beta-
decay. Moreover, the model should include a detailed description of charge collection as
well as the DAQ step.
Particle propagation and energy deposition in silicon was investigated based on MC
simulations with KESS [Ren11] and KASSIOPEIA [Fur17]. The process of charge collection
in the detector is approximated by introducing a discrete detection deadlayer zdl and by
considering the movement of charges solely with respect to their spilling into neighboring
pixels, i.e. charge-sharing. Investigated DAQ effects include a basic model electronic noise,
energy threshold as well as signal pile-up.
Section 5.2 introduces the above systematics, while in parallel focusing on the detector
response of the FPD. Of special interest for tritium beta-decay measurements with KATRIN
is the process of electron back-scattering and back-reflection 5.2.2. The energy response
and its influence to the detection efficiency is further described in chapter 8.
Notably, a detailed eV precision of the underlying simulations requires improvements in
KESS. In particular, elastic electron-silicon scattering should include energy-losses and
silicon lattice orientations as well as tracking of x-rays could be implemented.
The description of electron back-scattering (s. fig. A.3) would profit from this especially in
the region close to the spectrum endpoint, where the smallest energy-loss in the detector
would lead to the suppression of back-reflection.
Section 5.3 focuses on a time-efficient description of the detector response. To do so a
database of simulated responses is created and the response evaluated using the simulation-
interpolation technique. While this approach signifies a first step in direction of a detector
model, enabling online analysis (s. ch. 6) as well as sensitivity studies (s. ch. 7.1), a future
model should include electron back-reflection as well as a description of charge-sharing at
the intersection of three pixels.
Chapter 6
Characterization
Central to a sterile neutrino search at KATRIN is the TRISTAN detector upgrade and its
characterization. In particular, a deep understanding of the detector response to incident
electrons is mandatory.
In this chapter the measured energy response to incident x-rays (s. sc. 6.2) as well as to
electrons (s. sc. 6.3) is investigated and compared with predictions from the semi-analytical
response model (s. sc. 5.3).
6.1 Detector system
For the first prototyping step several detectors were produced by HLL, which differ in pixel
size and doping techniques for reducing the detection deadlayer at the detectors entrance
window. The measurements presented in the following are based on the rpx = 1 mm
sized detector with standard entrance window technology. It is referred to as the “F-02”
detector, according to the nomenclature of the HLL production.
The detector comes on a small 8 mm by 8 mm die (s. fig. 4.6) and is glued to the back of
a PCB with slightly smaller sized cut-out. The charge sensitive amplifiers, CUBEs from
XGLab, are accommodated on the same board and soldered directly next to the cut-out
region. They are connected to the SDDs readout electrode via a few mm long wire bounds.
Similarly, electric potentials are supplied via wire bonds from the PCB to the detector and
amplifiers (s. fig. 6.1b). Except for the bonds to the biasing and back-frame potentials,
all the electronics are placed on the back side of the detector board.
For ease of experimental operation the detector board is fixated on to a bigger base plate
that can be inserted into a mount (s. fig. 6.1a). For operation the detector requires
four voltages: back frame UBF ≈ −100 V, back contact UBC ≈ −110 V, inner drift ring
UR1 ≈ −20 V and the outer drift ring URX ≈ −90 V voltage. Here UBC functions as a
hurdle separating the SDD from the rest of the die and the two drift voltages automatically
define the potentials for the other rings via integrated diodes between the rings.
On the detector board all signal and power supplies lines are connected to a 26 pin socket
strip with a 2 mm pitch. Via a ribbon cable the board can be thus connected to another
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(a) nominal: illumination side (b) flipped: back side
Figure 6.1: Picture of the detector board with mounted seven pixel rpx = 1 mm
TRISTAN detector. The board is screwed to a copper base plate that, similarly to a
cartridge, can be inserted into a copper mount. The four screw holes on the mounts
top allow fixing an aluminum aperture. The nominal operation mode is illustrated in
(a). The base plate protrudes two thirds out of the cartridge, showing the illumination
side of the detector. In (b) the base plate is flipped around to show the backside of
the detector, revealing the seven CUBE preamplifiers and the ribbon cable connector.
device, the biasing board (s. fig. 6.2). It encompasses second stage amplifiers, reset
electronics for the CUBEs and several voltage trimmers for configuration.
A nine pin D-Sub connector links to an external low noise power source. Thereof two lines
are reserved for high power and supplied to the detector. Consequently, fine tuning the
detector voltages is performed via voltage trimmers, using two trimmers to split one high
voltage line for UBF-UBC and similarly for UR1-URX.
Lastly, the amplified signal from the readout anodes trace to SMA sockets on the biasing
board. Via coaxial cables these are then connected to the pulse processing and digitization
component: the DANTE box from XGLab. In the setup used, the box includes seven
interconnected pulse processor boards, synchronizing their timing to the first processors
clock[XGL18].
Each processor comes with a 16 bit ADC that samples at 16 ns. Online the signal is
interpolated for a virtual 8 ns sampling. Subsequently two trapezoidal filters are applied:
one for the standard energy determination and another for more precise time triggering,
referred to as fast-filter (s. eq. 4.5).
For DANTE the energy filter peaking tpk and flattop tft times can be freely chosen in
multiples of 32 ns samples, likewise for the fast-filter in multiples of 8 ns. The advantage
of this combination is a drastic improvement for rejecting signal pile-up, as the minimum
time resolution is given by the quicker fast-filter tmin = 2 · tff,pk + tff,ft settings (s. eq. A.9)
[Des19]. With respect to electronic noise the fast-filter is however less accurate and thus
the energy resolution at the detection threshold is thus given by the fast-filter.
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Figure 6.2: Overview photograph showing the detector mount with a radioactive
source holder screwed in place onto the aperture plate. The ribbon cable links to
the detector biasing board, that is similarly mounted on a grounded base plate. It
supplies reset electronics for the CUBEs and distributes various voltages and signals.
The power cable (red) is connected to the board via a D-Sub plug with nine pins.
The amplified signal is then passed over SMA coaxial cables to the DANTE box (top
left). Here a single line is connected to an oscilloscope (top right).
Another feature of the pulse processor is the so called maximum rise-time rejection.
Internally it is derived from the area below the fast-filter output. This allows to further
reduce the minimum time tmin resolution, improving the discrimination of pile-up and
charge-sharing events.
6.2 Response to x-rays
A good way to characterize SDDs is the use of x-rays from radioactive sources. Their sharp
spectral lines allow calibrating the recorded signal amplitudes and calculate an accurate
value for the initial energy. Unlike electrons, x-rays penetrate far into the detector and are
thus not affected by the deadlayer nor by back-scattering 5.2.5. On-site measurements
were performed with the radioactive isotopes 241Am (s. fig. A.14a) and 55Fe. For model
comparisons, however, low energy x-rays from 55Fe are much better suited.
55Fe decays via electron capture into 55Mn, leaving an empty electronic K shell, which
is subsequently filled by electrons from higher orbitals. Three characteristic x-rays are
distinguishable: ELkin = 0.64 keV (0.66%)
1, E
Kα1+2
kin = 5.90 keV (24.5%) and E
Kβ1+3
kin =
6.49 keV (2.85%) [Jun08].
This corresponds to attenuation lengths of λ = 3.5/29/37µm and leads to x-ray interactions
1X-rays from the L orbital typically fall below the energy threshold and are not observed.
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within the first λ/d / 10% (d = 450µm) of the detector and only a small fraction < 0.18%
of interacts within the first 50 nm (s. fig. 5.17). The two effects allow to reduce the impact
of the deadlayer and back-scattering, while still being sensitive to the full charge collection
process. In consequence x-rays from 55Fe are well suited for investigating charge-sharing.
Inter-event time
Experimentally investigating charge-shared events requires the analysis of short time
coincidences between neighboring pixels. In the used setup the DAQ returns the event
times and amplitudes for each pixel separately. In the analysis the output is thus manually
merged into a joint form 6.1. As each pixel comes with individual clock-cycles a small
timing correction toffch between readout channels is applied.
Table 6.1: Exemplary, time sorted event structure (toff2 − toff0 < 1) that is used for
analyzing measurements. The individual channels are related to a physical pixel,
the timing corrected and the measured amplitude A calibrated to an energy, using
a channel dependent function Ecalch . Typically, the central pixel is wired to channel
0 of the DAQ and the other pixel are connected in a clockwise motion, starting at
the north-pixel (1=nn,2=ne, . . . ). Assuming an incident energy Ekin = 10 keV, then
event 1 and 2 are subject to charge-sharing (E1 + E2 = Ekin = 10 keV), while event 6
and 7 are purely coincidental E6 + E7 > Ekin.
event channel pixel clock time amplitude energy
1 2 ne 2 2+toff2 60 E
cal
2 (60)
2 0 cc 1 1+toff0 42 E
cal
0 (42)
3 1 nn 19 19+toff1 105 E
cal
1 (105)
4 4 ss 50 50+toff4 98 E
cal
4 (98)
5 0 cc 100 100+toff0 100 E
cal
0 (100)
6 4 ss 120 120+toff4 99 E
cal
4 (99)
7 6 nw 122 122+toff6 90 E
cal
6 (90)
. . . . . . . . . . . . . . . . . . . . .
The correction is derived from analyzing the inter-event times ∆t observed in each pixel,
which should be ideally centered around ∆t = 0 for a homogeneous detector illumination.
A measurement of the inter-event times ∆t, including a correction of toffch ≈ Nch · 5.9µs, is
depicted in figure 6.3a. Here, depending on order of detecting the coincident event in a
given pixel, the arrival times are considered positive for first registering the event and a
negative sign is applied −∆t if it triggers second.
In order to focus on timing of charge-shared events, an energy cut E1 +E2 ∈ [5 keV, 8 keV]
on the sum of individual events was applied. This allows for a decent discrimination
of random coincidence, which showed oscillatory noise with a frequency of 12.5 MHz.
This noise slightly affects the timing of each clock separately and thus leads to a spread
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Figure 6.3: (a) inter-event times charge-shared electrons measured with 55Fe x-rays.
The time is given in multiples of the DAQ samples. (b) Illustration of the count rate
of each detector pixels as well as the number of events Ncs with short coincidence
times tcoin < 0.2µs to a following event in the adjacent pixel. For visualization Ncs is
scaled by 100.
in the observed inter-event times. The fitted normal distribution shows that the most
charge-sharing events occur within short time frame < 21 ns = 2.58 · 8 ns.
For visualizing the fraction of charge-shared events measured in each pixel the investigation
of the observed count-rate is required. In figure 6.3b the detected rates in each pixel as
well as the rate of charge-shared events is depicted. For selecting coincident events related
to charge-sharing only small inter-event times of ∆t < 0.2µs = tcoin are considered. The
order of the inter-event times is given by showing only the rates of the pixel that triggers
first.
The pixel map nicely demonstrates, that the number of charge-shared events in the central
pixel is approximately twice the amount compared to the outer pixels (nn, ne, etc.), as it
has twice the number of neighboring pixel. However this does not imply that outer pixels
are less affected by charge-sharing. Charge-sharing may still occur on all six sides of the
hexagonal shaped pixels. It is just not possible to investigate the rate with a coincidence
measurement.
The probability for charge-sharing to occur is based on a homogeneous incident of particles
on the entire detector (s. eq. 5.27). Here x-rays illuminate the detector homogeneously
but with a small offset to the central pixel and a roughly 10% radial rate decrease to outer
pixels, both originating from the positioning of the source at about 1 cm distance to the
detector.
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Figure 6.4: Self calibrated x-ray energy spectrum from 55Fe. The energy response of
the different detector pixels are given in color and the fitted energy response for pixel
“nw” is given in black.
Response
Assuming a homogeneous incidence, the response model can be compared with measured
energy response (s. fig. 6.4). Here, the response of the central pixel was omitted, due to a
characteristic noise component that, in combination with the fast-filter settings, lead to a
shift in the measured spectrum (s. fig. A.15).
The fitted model includes the two x-ray lines from 55Fe as well as their respective silicon
x-ray escape peaks Ekin − 1.7 keV. In addition an x-ray line according to the transition
energy of argon E
Kα1,2
kin = 2.96 keV is included. It originates from
55Fe x-ray scattering
off argon molecules in ambient air. The observed excess of 0.1% can be estimated by
multiplying the fraction of argon molecules in air (≈ 1%) with the probability (≈ 30%) to
excite argon with 55Fe x-rays and the probability (≈ 30%) of argon x-rays to reach the
detector2.
As discussed above, keV-scale x-rays penetrate far enough into the bulk to suppress the
influence of the detection deadlayer as well as the back-scattering of secondary electrons.
Consequently the observed low energy tail is fully described by charge-sharing. Accordingly,
only the response contribution of electronic noise and charge-sharing are considered (s. sc.
5.3). Fitting to the measurement gives a charge-sharing probability of Pcs = 8.0± 0.4 %.
According to equation 5.27, this translates to a charge cloud radius of rcc = 19±1.2µm, the
uncertainty being related to the accuracy of the pixel rate estimation Γpx = 12.6± 0.3 kcps.
Although charge-sharing across three pixels was not modeled, its impact should be small.
One, since a probability for them to occur is (s. eq. 5.27) is limited by the charge cloud
2The source is situated at about 1 cm distance to the detector and an attenuation length λ = 2.3 cm
for 5.9 keV x-rays was used.
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radius, here < 0.3%. And two, since the used detection threshold of Ethres = 2.2 keV was
chosen high enough to suppress the impact of a the three-split energy Ethres > 6.4 keV/3.
6.3 Response to electrons
In contrast to x-rays, the response of electrons is largely affected by their initial energy
and incident angle. These two parameters strongly influence the energy-loss within the
insensitive detector region, the detection deadlayer (s. sc. 5.2.1), as well as probability for
back-scattering of the detector (s. sc. 5.2.2). For the detector characterization, hence, a
high-precision electron source is required.
In this section the detector response to electrons is investigated using a scanning electron
microscope, see 6.3.1. In addition to the incident angle and kinetic energy, the microscope
allows for focusing the electron beam from a few mm down to a few nm in size. While
illuminating the entire detector gives the most realistic energy response (s. sc. 6.3.2), a
focused beam allows studying the detector response at different positions: at the center
of an SDD the response is mostly given by the scattering process (s. sc. 6.3.3), whereas
the response at the intersection of two pixels is dominated by pixel charge-sharing (s. sc.
6.3.4).
6.3.1 Scanning electron microscope
The electron source is the commercial scanning electron microscope (SEM) “JSM-IT300”
from JEOL [Jeo19]. It is situated at HLL and was used in previous studies to investigate
the detection deadlayer [Sie19].
Overall the SEM features electron energies within Ekin ∈ [0.3 keV, 30 keV], variable beam
spot sizes from O(nm) to O(mm), as well as an eucentric goniometer stage. The stage
allows the probes displacement over several mm as well as its rotation ϕ ∈ [0, 360◦] and
tilt ϑ ∈ [−10◦, 90◦]. The detector is screwed onto a special specimen holder, which in turn
can be easily slid into a central position on the stage.
With the available hardware and software it is only possible to illuminate two dimensional
regions on the probe. These regions are referred to as photos and come with different
presets for scanning rasterization w × h and time tscan: by default a sensible frame of
1280×960 px and the highest time of tscan = 160 s was chosen. By varying the magnification
parameter of the SEMs the photographs frames width and height can be easily modified:
a value of mag = 103 thus corresponds to a frame size of 64× 48µm.
In figure 6.5a a picture of the SEMs vacuum chamber is given. The detector is mounted in
the center and moreover has the radioactive calibration source holder (red) placed directly
on top of it. While it is removed during SEM operation, the source allows to verify in-situ
influence of electronic noise.
In fact the SEM is not optimized for low-noise operation and largely affected the detected
signal waveforms, introducing several oscillatory noise components. The best performance
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(a) SEM chamber (b) electron photo
Figure 6.5: (a) Photograph of the internal vacuum chamber with a mounted detector
in the center. The red source holder for 241Am is removed during electron scans. (b)
Electron photo of the rpx = 1 mm large “F-02” detector taken with the SEM.
was achieved by electrically decoupling the detector holder from the positioning stage
and sharing the detectors ground line with an encompassing aluminum cover. Similarly,
the ribbon cables connecting the bias board to the detector board were shielded with
aluminum and insulated with black tape.
Lastly, the SEMs electron rate is changed via the filament current Ifil. For high values
Ifil = O(nA) it is possible to visually inspect the detector with electrons, as depicted in
figure 6.5b. Here the SDD is operated at nominal bias potentials, which results in a visible
glow of the entrance window. Furthermore, the depicted guiding lines were used to center
the detector with respect to the middle of the rasterization frame.
In figure 6.6 an exemplary rasterization schema is superimposed to the measured pixel map.
Here the scanning framing is chosen large enough for homogeneous detector illumination.
The scan begins at the upper left corner moves along the grid from left-to-right and
line-by-line. During a typical measurement the filament current Ifil = 1.5 ± 0.1 pA was
adjusted to ensure electron rates of Γdet = 10
4 cps. The uncertainty reflects minor current
adjustments with respect to the used acceleration voltage.
The detector TRISTAN detector “F-02” was operated at UBF = −105 V, UBC = −100 V,
URX = −90 V and UR1 = −20 V. Notably, the feedback reading of the inner electrode
differed from the external voltage applied and −30 V measured. The energy calibration
was performed based on an one hour long measurement with 241Am (s. fig. A.14a).
6.3.2 Homogeneous illumination
At KATRIN the initial electrons are homogeneously created within the STS. Correspond-
ingly, after traveling along the beamline, they will thus homogeneously impinge onto the
detector. With the SEM a homogeneous illumination is achieved at low magnifications

















Figure 6.6: Count rates of the individual detector pixels and charge-shared rate scaled
by 100. A rasterization of the measurement with the SEM is artistically depicted with
black crosses. In total scan includes a grid of 1280× 960 individual pixels within the
illustrated gray shaded frame.
mag = 15 as illustrated in figure 6.6. Notably, the measured rates show a ≈ 10% decrease
from the on one side. This hints to a slight asymmetric scanning procedure of the SEM.
Charge-sharing
Similar to the characterization of charge-shared events performed with x-rays (s. sc. 6.2),
the investigation of short inter-event times allows selecting charge-shared events. The
initial energy Ein ≈ Emeas of the incident electron can be reconstructed by summation of
the individual measured energies of the two pixels Emeas ≈ E1 + E2.
Drawing the recorded energies for events with short time coincidences in a scatter plot,
thus allows to visually locate charge-shared events along a diagonal line. For electrons
with perpendicular incidence and energy Ein = 20 keV, an exemplary measurement is
illustrated in figure 6.7a. Here only events with inter-event times smaller tcoin = 0.2µs are
selected, which suppresses random coincidences. The observed excess at low energies is
partly related to a electrons that back-scatter Emeas −Ebs off the detector, and partly due
to electrons that hit the detector at the intersection of three pixels, triple charge-sharing.
In the measurement (s. fig. 6.7a) the number of low energy coincidences amounts to
roughly N(Edep < 19 keV)/
∑
N = 34% of all coincident events. Assuming a rough back-
scattering probability of 20% would predict a 14% contribution of triple charge-shared
events. Multiplied with the probability of twin charge-sharing the magnitude of triple
charge-sharing is thus O(0.1%).
In order to further discriminate twin and triple charge-sharing, the energy response of all
charge-sharing events is selected with consideration of short time coincidences between
two respective three events (s. fig. 6.7b). Here the contribution of back-scattering was
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(a) energy scatter















Figure 6.7: Coincidence time analysis for tcoin = 0.2µs in the central pixel. In (a)
the observed energy in the center is plotted over the energy of the coincident event.
Here events registered first (second) in the center pixel are blue (orange). The energy
spectrum of all signals that fall into the diagonal band
∑
Ei ∈ [19 keV, 20 keV] is
illustrated in (b). In addition the model expectation for twin (black) and the histogram
of triple charge-sharing (orange) is given.
suppressed by only selecting coincident events Ei where the sum of individual pixels∑
Ei ∈ [18 keV, 20 keV] add to the initial electrons energy.
The measurement is in excellent agreement with the modeled response (s. fig. 6.7b).
Here only the response of electrons that deposit their entire energy in the detector are
considered within the model, the analytical response of electron back-scattering is excluded
(s. sc. 5.3). Fitting the modeled response to the data gives a charge-sharing probability of
Pcs = 7.6± 0.5 %. The uncertainty is directly correlated with the expected count rate Γ,
here the rate was estimated by counting energies above a certain threshold Emin:







Typically, all registered events should be counted and Emin = 0 keV chosen. However, for
charge-sharing boundaries smaller than Emin ≈ 1/2 · Edep would ensue counting charge-
shared events twice. As a compromise a lower bound of Emin = 5± 2 keV is selected which
results in a rate of Γpx = 554± 50 cps. Translated to the charge cloud radius (s. eq. 5.27)
a value of rcc = 18.1± 1.2µm is obtained. Compared to the characterization with x-rays
(rcc = 19 ± 1.2µm), the radii agree within their uncertainties. This suggests that the
charge cloud radius is dominated by thermal diffusion for energies below Ekin = 20 keV.
Assuming the same charge cloud radius for triple charge-sharing events, one can calculate
its probability as Pcs = 6 · (2rcc)2/Apx = 0.25% (cf. eq. 5.26). This compares to roughly
0.09% detected coincident events in the measurement (s. fig. 6.7b). A more accurate
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Figure 6.8: Energy spectrum of Ekin = 20 keV electrons measured at the SEM with
the “F-02” detector. Incident electrons homogeneously illuminate the entire detector
(s. fig. 6.6). The spectra of the different pixels are given in color and the model given
in black.
comparison would require a more detailed triple charge-sharing model, in particular the
influence of the detection threshold Ethres on the three-split energies Emeas/3.
Energy response
As triple charge-sharing is not considered in the modeled response, the excess rate becomes
visible in the model comparison of the full measured energy spectrum, see figure 6.8.
Here, instead of performing a fit to the data, all parameters were derived from calibration
measurements. For example the energy resolution to electronic noise FWHMnoise = 181 eV
is derived from a fit of the noise peak at E = 0 keV:
Γpx = 550 cps , UBC = −100 V , tmin = 0.11µs ,
Ethres = 1 keV , FWHMnoise = 181 eV , FWHMff = 360 eV ,
Pcs = 8.3 % , zdl = 65 nm and ϑp,in = 0
◦ .
(6.2)
A characteristic rate estimation is visible just below the silicon escape peak E ≈ 17 keV.
This is likely related to the simulated scattering model, which incorporates a discrete
deadlayer, and where x-ray escape was not considered. It is further discussed in the
following section.
Overall the modeled response is in good qualitative agreement with the measurement.
Notably, the model assumption of energy-lossless signal pile-up correctly describes the
pile-up peak at Emeas = 39 keV. The largest discrepancies are mostly related to neglecting
triple charge-sharing in the model and lead to a shape distortion < 50%.
82 CHAPTER 6. CHARACTERIZATION















Ein = 30 keV
Ein = 20 keV
Ein = 15 keV
model
Figure 6.9: Normalized energy spectrum of Ekin = 15/20/30 keV (blue/orange/green)
electrons measured with the “F-02” detector at the SEM. The black solid (dotted)
lines are the corresponding model description and based on a zdl = 65 nm (zdl = 40 nm)
detection deadlayer.
6.3.3 Pixel center
In order to separately investigate the detection deadlayer model, the incident electron spot
was focused onto the center of the central pixel. The SEM was operated at mag = 9500,
corresponding to a region of 13.47× 10.11µm, and the measurement repeated for different
acceleration voltages Uacc = 15/20/30 kV.
As charge-sharing only occurs close to a neighboring pixel, the modeled energy response
solely contains the response to scattering in silicon and electronic noise. Model parameters
are either directly determined from DAQ settings (Ethres, tmin, etc.) or, for the energy
resolution, by fitting the noise peak at E = 0. In figure 6.9 the measured spectra and the
predicted model results are presented.
The only free model parameter is the detection deadlayer thickness zdl. Assuming a
large value zdl = 65 nm leads to a rate overestimation directly below the silicon x-ray
escape peak, in case of electron with incident energy Ekin = 20 keV the excess is visible at
E ≈ 17 keV. In contrast, a thin deadlayer zdl = 45 nm better describes the minimum, but
ensues a mismatch of the peak broadening, as it is affected by the reduced energy loss in
the deadlayer Edl. In conclusion the discrete deadlayer cab be determined only with large
uncertainties zdl = 53± 14 nm.
Previous measurement by [Sie19] at the SEM electron similarly investigated the energy
response at the pixel center. Due to large electronic noise, they were however insensitive
to this dip. In consequence, this suggests improving the model of electron scattering in
silicon and directly translates into improving underlying simulation in KESS (s. sc. 5.3).
A reason for the observed discrepancy is connected to modeling of x-rays. Currently, KESS
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Figure 6.10: Signal waveforms
recorded with the DANTE pulse
processor for Ekin = 10 keV electrons
impinging close to the boundary
between the “center” and “north”
pixel of the “F-02” detector. Two
exemplary signal waveforms are
given, in blue for an event in the
“center” pixel, and in addition a
model fitted (black).
does not include x-ray trajectories and thus two individual simulations with different
incident energies where performed. The response is then calculated by superimposing
the two spectra: Γ(Ekin) + P
Si
esc · Γ(Ekin − 1.7 keV) (s. sc. 5.3). Another reason for the
discrepancy is the discrete detection deadlayer model (s. sub-sc. 5.2.1). A more realistic
scenario would have to consider a continuous deadlayer and the underlying charge-collection
process.
6.3.4 Pixel boundary
Electron charge-sharing can be investigated in detail by narrowly focusing the electron
beam and measuring the signal waveform at different distances to the intersection of
two pixels. In a SEM characterization measurement this is achieved by applying a focus
magnitude of mag = 400. The scanning frame 320× 240µm was horizontally aligned with
the straight boundary between two pixels, such that the registered rate in both pixels was
approximately equal. Moreover, the frame height h = 240µm was chosen large enough
to cover a decently large part of the expected charge-sharing region in both directions
h/2 > 5 · rcc.
Instead of the previously discussed energy spectra and timing a new analysis approach
was applied: modeling of the signal waveform. Aside from event timing and amplitude,
this method allows to investigate the signal rise-time.
The data was taken in the “wavelist-mode” of the DANTE pulse processors, which records
the processors energy estimate, the events timing as well as a snapshot of the underlying
signal waveform - 400 samples of the digital output voltage. The waveform does not
include the online interpolation and it is given with respect to 16 ns-sampling, a time-frame
corresponds to 6.4µs.
Unfortunately a coincidence analysis with the recorded data in the “wavelist-mode” is
hardly possible, as only a fraction of the expected charge-sharing events 0.3% fall within
the coincidence time tcoin = 0.2µs. This is likely related to the increased data throughput
in the readout mode and thus introduces an artificial dead time after each event.
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(a) scatter: energy - position (b) scatter: rise-time - position
Figure 6.11: Scatter plot of event energy (a) and signal rise-time (b) over scanning
position of the SEM. The measurement was performed at the intersection of two pixels
with Ekin = 10 keV electrons and the “F-02” detector. Both E and trise are derived
by fitting the recorded signal waveforms. Here blue dots are events in the “center”
pixel.
In figure 6.10 exemplary signal waveforms in two neighboring pixels are given. The model
is based on a sigmoid function, jointly developed with [Des19]. The model is normalized in
such a fashion, that the signals rise-time trise is defined as the time it takes for the signal
amplitude to increase from 10% to 90%: trise = t90% − t10%.
Compared to the “center” pixel, the illustrated waveform of the “north” pixel shows a
visibly higher rise-time trise = 62 ns as well as a slightly lower signal amplitude amp = 823.
This corresponds to the distance ∆x to the pixel boundary where the incident electron
hits the detector and is better illustrated in the scatter plot of energy E (s. fig. 6.11a) or
rise-time trise (s. fig. 6.11b) over scanning position ∆x.
The scatter plots show a distinct impact on the recorded energy and rise-time starting at a
distance of ∆x = −40µm from the pixel boundary and ending at ∆x = 40µm. Similarly,
a small rate increase is visible at ∆x = −80µm in the projections on scanning position.
In contrast, this increase is asymmetric and performing the same SEM scan in reverse
direction instead showed a rate increase in the other pixel. This hints to a systematic
effect of the SEM’s scanning procedures.
A caveat of the measurement is spread of the measured energies respective rise-times.
At various distances events with the same energy (rise-time) are observed; for example
the events with an energy E = 2 keV are measured in the central pixel at distances of
∆x ∈ [−40, 0]. One contribution to this spread is an imperfect alignment of the frame with
respect to the boundary. Another process that adds to the spread is the charge deposition
process. It leads to a broadening of a few µm (s. fig. ??). Lastly, the SEM’s scanning
procedure consists of rows and pixels. The dimension of such a pixel, or differently phrased
the size of the incident electron beam, contributes to the observed spread.
Of particular interest for charge-sharing is the position were the charge cloud reaches across
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the pixel boundary (s. sub-sc. 5.2.3). The cloud radius rcc is defined as half the width
rcc = FWHM/2 of the underlying distribution. In terms of the charge-shared fraction
it begins at ≈ 12% charge loss and ends at ≈ 88%. Neglecting the spread induced by
alignment and scattering, a cloud radius of roughly rcc = 25± 10µm can be determined.
A notable result of this measurement is that all charge-sharing events show a distinct
increase of the signal rise-time. Within ∆x ∈ [−40, 40] the fitted timing is larger than
twice its nominal value
tcsrise ' 2 · tnomrise = 2 · 25 ns . (6.3)
The largest observed rise-times for twin charge-sharing events is trise = 150 ns. A similar
measurement was performed for electrons with an energy of Ekin = 20 keV (s. fig. A.17b)
as well as for electrons that impinge at the intersection of three pixels (s. fig. A.18b).
In consequence, the signal rise-time is an optimal parameter for triggering charge-shared
events.
6.4 Conclusion
In the previous sections the energy response for a rpx = 1 mm detector “F-02” with
standard deadlayer technology was investigated. The measurements were performed with
x-ray and electron sources and obtained energy responses were compared to prediction
with the semi-analytical model (s. sc. 5.3).
Characterization measurements with x-rays (s. sc. 6.2) were in particular used to calibrate
the detector and to characterize charge-sharing. Especially low energy x-rays E < 10 keV
from 55Fe are preferred, as they penetrate deep enough into the detector to neglect the
detection deadlayer and back-scattering, while interacting close enough to the surface
to show the impact of charge collection. Comparison with semi-analytical model allows
determining the charge cloud radius to rcc = 19± 1.2µm.
Using electrons for characterization requires high-precision source with well determined
beam parameters, such as the incident energy and angle of electrons. Of similarly
importance is the ability to focus the electron onto a small areas, which may be used to
separately investigated detector bulk (deadlayer) from pixel boundary (charge-sharing)
effects.
Illuminating the entire detector homogeneously (s. sc. 6.3.2) best emulates the final
operation conditions at KATRIN. As the charge-sharing model was derived with respect
the homogeneity assumptions, a coincidence analysis allowed to independently determine
the charge cloud radius to rcc = 18.1 ± 1.2µm for Ekin = 20 keV electrons. Within the
uncertainty this value agrees with the radius obtained from x-ray characterization. In
addition the analysis permitted to investigate triple charge-sharing events - currently not
implemented in the model. Compared to data, the modeled energy response hence shows
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an underestimation of the low-energy spectrum. Moreover a small dip below the silicon
x-ray escape is visible.
This feature was further investigated by focusing the beam on the center of the detector
pixel (s. sc. 6.3.3). This suppress the influence of charge-sharing and allow to directly
compared the energy deposition model - more accurately, the energy response determined
from simulating electron scattering off silicon with KESS. Although a good agreement
was found for a discrete deadlayer thickness of zdl = 65 nm, the dip is better described by
zdl = 40 nm. In consequence the discrete deadlayer model only allows to infer an average
value of zdl = 53± 14 nm with a large uncertainty. A reduced uncertainty thus requires
improvements in the underlying KESS simulation software: a continuous deadlayer model
as well as the propagation of x-rays should be considered.
Lastly, the electron beam was focused onto the pixel boundary (s. sc. 6.3.4). Here a
novel analysis approach was performed by fitting the signal shape directly to the recorded
signal waveforms. The result showed that charge-sharing occurs within the distance
∆x/µm ∈ [−40, 40] to the pixel boundary. In addition the fit allows to characterize the
signal rise-time of charge-shared events and values up to trise = 150 ns where measured. In
comparison electrons that impinge at |∆x| > 40µm - electrons that do not charge-share -
show a signal rise-time of about trise = 25 ns. Assuming that a future DAQ system registers
the signal rise-time, this would allows discriminating charge-shared events from events
that undergo pile-up or back-reflection.
6.5 Further electron sources
For characterizing TRISTAN detectors at KIT a dedicated laboratory was built within
the scope of this thesis. In addition to the detector system, described in section 6.1, the
laboratory hosts two different electron sources: the high-intensity electron gun (s. sc.
6.5.1) and the photo-electric electron gun (s. sc. 6.5.2). In the following the two setups
are briefly introduced, focusing on the experimental features.
6.5.1 High-intensity electron gun
For characterizing the detector response to electrons the incident electron energies Ekin as
well as their polar angle ϑp,in have to be well defined. With respect to DAQ systematics,
it is in addition required to test rate dependent effects.
An electron source that features almost mono energetic (FWHM = 0.5 eV) electrons
Ekin ∈ [0.2 keV, 20 keV] and large variety in rate Γ ∈ [1 cps, 1016 cps] (I < 1 mA) is the
“EGF-3104” electron gun from Kimball Physics [Kim15]. It can be mounted onto the
standardized CF40 vacuum flanges and is usable in extreme ultra high vacuum[Hub15].
Internally the electrons are generated on a tantalum cathode by an electric heating current
Icat. The cathode and several beam forming electrodes (grid Ugrd, focus Ufoc and first
anode U1an) are encased by an electrode that is operated at high voltage Uacc. It functions
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(a) top view (b) front view
Figure 6.12: Picture of the high-intensity electron gun vacuum setup from the top
(left) and from the front (right). The detector is mounted on in the center of the
vacuum cross and may be rotated around the vertical axis.
as the acceleration voltage and has to be considered relative to the electric potential at the
detector. The produced electrons exit the electron gun in a forward cone with and opening
angle of θ ≈ 22◦ [Hub15] and are accelerated onto the detector with energies relative to
the back-frame potential UBF.
In order to enable measurements with different incident polar angles the experimental
vacuum setup has been completely redesigned. The detector is mounted a rotatory vertical
axis in the center of a CF100 double cross. The electron gun is directly aligned to the
detectors central pixel and situated at a distance of roughly 13 cm (s. fig. 6.12a). First
measurements with different electric potentials as well as incident angles were performed.
A notable affect of the electron gun was observed at the following potentials:
Ugrd = 5 V , Ufoc = 100 V , U1an = 500 V ,
Uacc/kV ∈ [−0.2,−20] and UBF = −112 V .
(6.4)
The recorded energy spectrum is illustrated in figure 6.13a. Instead of a single electron
peak at E = qUacc + qUBF, two separate maxima at position E1 = qUacc + qUfoc + qUBF
and E2 = qUacc − qUfoc + qU1an − qUBF were observed (s. fig. 6.13a). The effect is least
pronounced for the central pixel and it shows a significant higher rate, which leads to
the assumption that some of the observed electrons scatter off or originate from the
electrodes. Experimentally, this effect could be mitigated by varying the electron gun
potentials. A good setting was achieved by increasing the potential at the focus electrode
to Ufoc = −500 V and by setting U1an to zero.
The used “F-12” detector has a radius of rpx = 0.5 mm and comes with standard deadlayer
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Figure 6.13: Electron energy spectrum measured with the “F-12” detector at the
high intensity electron gun setup (a) and the total counts registered illustrated in the
pixel map (b). The model depicted in (a) (black) implements the the various electric
potentials inherent to the electron gun, notably the registered shift of between the
two observed maxima U1an.
technology. A caveat of the measurements is that the detector could not be operated,
due to an electric short, at nominal supply potentials. Instead the outer drift ring URX
was powered to URX = −21.9 V and the inner drift ring to UR1 = −30 V. Thereby the
inner ring functions as a barrier and some charges are collected by the outer ring. In effect
the sensitive area of the pixels shrank to small fraction.
This should lead to a reduced rate Γpx as well as an increase of charge loss (s. eq. 5.27).
However, a coincidence based analysis is not possible here, as the charge loss occurs close
to the pixel center and not at the boundary. Using the constant charge cloud radius
rcc = 19µm the charge-sharing fraction can be translated to an effective pixel radius of
rpx = 0.15 mm. As a consequence the wrong drift ring settings result in an effective area
of only 9% = (0.15/0.5)2 of the total.
While a fit with the semi-analytical model has been tried, the high correlation of fitted
parameters do not allow to estimate the detector properties consistently. In order to
separate systematics further calibrations are required. For example separating deadlayer
induced broadening from electronic noise can be accomplished by analyzing the noise peak
(s. e.g. 6.9).
Overall the setup is suited for characterization measurements, as the electrons impinge
homogeneously and almost perpendicular onto the detector O(1). In addition the setup
shows good noise conditions, here FWHM = 307 eV at Emeas = 19.7 keV. For future
investigations the capability to rotate the detector should be considered and the optimized
electron gun potentials used.
6.5. FURTHER ELECTRON SOURCES 89
(a) photo electric electron gun (b) detector mounting flange
Figure 6.14: (a) Picture of the entire photo electric electron gun setup. Electrons are
generated on high voltage Uacc in the bottom right corner and magnetically guided
along the setup to the detector flange on the top left. (b) Close up of the detector
flange with mounted detector and its encasing.
6.5.2 Photo electric electron gun
Another source for electrons that has been commissioned is based on the photo electric
absorption of ultraviolet light on a gold [Kas98] coated quartz glass in vacuum (s. fig.
6.14a). As an ultraviolet light source λ/nm ∈ [185, 400] the deuterium lamp “L6565” from
Hamamatsu is used.
The gold layer and mounting structure are directly operated on high voltage Uacc/kV ∈
[0, 30] and used to accelerate the electrons to high energies. The vacuum setup is designed
in an angled fashion φ = 120◦, in order to suppress a direct illumination of the detector
with ultraviolet light. Consequently, electrons are magnetically guided throughout the
setup. In particular the setup includes (s. A.13)
 the rotation magnet, that guides electrons around the angle,
 the two focus magnets, encasing the angle and acting as a magnetic lens,
 the 75 cm long transport magnet, for focusing the beam, and
 two dipole coils, displacing the electron beam in x/y direction.
A picture of the setup is given in figure 6.14a and a close-up of the mounting flange in
6.14b.
An exemplary measurement with the “F-12” detector and Ekin = 20 keV electrons is
depicted in 6.15a. It shows a good energy resolution FWHM = 305 eV and, similar to the
high-intensity electron gun (s. sc. 6.5.1), an increased charge-sharing probability Pcs due
to the inverted drift ring potentials of the detector.
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Figure 6.15: Electron energy spectrum (a) and pixel map (b) measured by the “F-12”
detector within the photo electric electron gun. The incident electron beam has
an energy of Ekin = 20 keV and its cross section corresponds the size of the pixels
diameter.
The measured high rates in the central pixel suggest an electron beam size of roughly
r ≈ 5 mm, the same size as the pixel geometry. The spot size is directly related to the
dimension of the gold coated quartz glass r ≈ 4.5 mm. The beam’s size can be further
reduced by fine-tuning the magnetic field currents, however, a high-precision electron spot
would require an upgrade of the currently installed power supplies.
Chapter 7
Detector design
The sterile neutrino search at KATRIN is strongly tied to the capabilities of the detector
and DAQ system that is currently developed within the TRISTAN project. It is envisioned
that the detector system will consist of npx = 3486 pixels with individual readout channels.
The development is separated into several production milestones npx = 7/166/3486.
In this chapter the impact of detector systematic effects (s. ch. 5) to the sterile neutrino
search with KATRIN is discussed in two steps:
 Based on the semi-analytical model from section 5.3 the sterile neutrino sensitivity
for various parameters and uncertainties is calculated (s. sc. 7.1). Both the impact
of all individual systematic uncertainties and their combined effect is investigated.
 Based on the outcome of these sensitivity studies, an optimal electromagnetic field
setting is discussed (s. sc. 7.2). A direct consequence field configuration is the pixel
size for the future TRISTAN detector and the available space for instrumentation.
7.1 Sterile neutrino sensitivity
While previous studies on sterile neutrino sensitivities [Mer15a; Mer15b] illustrated the
feasibility of discovering sterile neutrinos with KATRIN, the analyses did not include the
influence of systematic uncertainties.
The estimation of systematic uncertainties is achieved using the covariance approach
[Las15; Dol17]. By default the presented studies show 90% CL contours and the overall
normalization is given in accordance with [Mer19]. The expected detector rate, the number
of pixels, and the measurement time are fixed to
Γdet = 10
8 cps , npx = 3486 and tmeas = 3 y . (7.1)
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Table 7.1: Values for ∆χ2 corresponding to a confidence level % CL and Gaussian
coverage in terms of multiple standard deviations (std. dev.). The parameter m
denotes the number of estimated parameters.
∆χ2
C.L. (%) std. dev. (σ)
m=1 m=2 m=3
68.27 1.000 1.00 2.30 3.53
90.00 1.645 2.71 4.61 6.25
95.00 1.960 3.84 5.99 7.82
95.45 2.000 4.00 6.18 8.03
99.00 2.576 6.63 9.21 11.34
99.73 3.000 9.00 11.83 14.16
7.1.1 Procedure
The sensitivity estimation is based on a maximum likelihood approach [Tan18]. The
likelihood of L(H) describes how probable it is, that measured data at x matches a given
hypothesis H:
L(H) = P (x|H) . (7.2)
A typical extension is the introduction of multiple, independent measurements x→ x =
(x1, ..., xn), i.e. binned data, where all measurements follow the same hypothesis, i.e. the
same probability density function H → f(x|θ), with a set of parameters θ = (θi, ...θm).





Rewriting this equation under the assumption of normal distributed , i.e. f(xi,θ) →
exp(−(Ndata,i −Nmodel(xi,θ))2/2/σ2data,i), yields the so-called χ2 method:








Note that the natural logarithm is used as it facilitates numerical calculation, as well as a
factor −2 multiplied, implying a minimization process for χ2 instead of the maximization
for L(θ). Doing an expansion of χ2 in a single parameter θ around its true value θˆ, one
finds, that
χ2(θ) = χ2(θˆ ± σθˆ) = χ2(θˆ) + 1 = χ2min + ∆χ2 (7.5)
has tangent planes at constant values ∆χ2. These allow for a geometrical relation between
∆χ2 and θ. One often speaks of these planes as confidence levels. The percentage is
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calculated according to the coverage of the normal distribution. In table 7.1 typical values
of ∆χ2 for different numbers of parameters m are noted.
Nuisance parameters
A possibility to include systematic uncertainties, is by using so-called nuisance parameters
ν. They are part of the model and assumed free during the minimization of χ2. Thereby
χ2 is reduced and the impact of model parameters tested. Assuming an asymptotic data
set for the measurement [Cow11], i.e. neglecting statistical fluctuations, and deriving it
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Figure 7.1: Statistical sensitivity to a sterile neutrino at confidence level of 90% CL
(blue) and 99% CL (orange). ∆χ2 is marginalized over the background rate Γbkg, the
electron detector rate Γdet, and the spectrum endpoint of tritium beta-decay. The
90% CL will be reused in later illustrations and referred to as reference sensitivity.
In figure 7.1 a sterile neutrino sensitivity analysis with θ = (m4, sin
2 θ) and ν =
(Γdet,Γbkg, E0) was performed. Γdet is the total rate at the detector, Γbkg a constant
background rate and E0 the spectrum endpoint. Based on [Mer19], the measurement was
derived with respect to ν′ = (Γdet = 10
8 cps,Γbkg = 1 cps, E0 = 18575 eV) and as a null
hypothesis θ′ = (m4 = 0 keV, sin
2 θ = 0) the non existence of sterile neutrinos is assumed.
The figure shows a maximal sensitivity at roughly m4 = 12 keV, this relates to the nuisance
parameter Γdet. Similar to the overall normalization, it implies a shape-only analysis.
Accordingly, the sterile neutrino signature is less prominent at the edges of the beta-decay
electron energy spectrum.
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Covariance matrix
Relaxing the assumption of bin-to-bin uncorrelated data requires a vectorized approach
and thus the usage of a covariance matrix
V = Cov[~y] = E[(~y − ~µ)] · (~y − ~µ)T ] , (7.7)
where “E[ ]” denotes the expectation value of a variable (its mean value), ~µ = (E[y1], ..E[yn])
is a vector of expectations and “·” specifies the matrix product, yielding V of size n× n.










with V −1 being the inverse of the covariance matrix.
Mathematically, the covariance matrix is derived from ncov repeated binned measurements
D = ( ~Ndata,1, ..., ~Ndata,ncov):
V (θ′|~η′) = Cov[D(θ′|~η′)] , Dij = Γdata,i(θ′|η′j) . (7.9)
Here ~η′, an ncov long vector of nuisance parameters, was introduced. They allow an
investigation of systematic uncertainties by modifying the generated binned measurements
and thereby the calculated covariance matrix. A viable choice for the k-th nuisance
parameter ~η′k is a normal distribution with mean µ = ηˆk and a standard deviation of
σ = 10% · ηˆk.





































Figure 7.2: Covariance matrix of the beta-decay electron energy spectrum with
Uret = 20 kV post acceleration electrode and ncov = 5000 number of MC repetitions
(left). In contrast, on the right the evolution of its diagonal elements at different values
of ncov is shown. For illustration, the covariance matrix is displayed with exaggerated
energy bins ∆E = 1.25 keV.
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In figure 7.2a such a covariance matrix and its fluctuations for different numbers of ncov is
illustrated. Notably, the figure shows the impact of statistical fluctuations, which is a fully
bin-to-bin uncorrelated effect.
7.1.2 Individual study
The systematic sensitivity for sterile neutrinos is studied by calculating a covariance
matrix based on systematic parameters p as well as their uncertainties σp. The spectrum
calculation is based on the semi-analytical model (s. sc. 5.3) and the influence of
 electronic noise (FWHMnoise, σFWHMnoise , Ethres, σEthres),
 signal pile-up (tmin, σtmin),
 charge-sharing (Pcs, σPcs), and
 silicon scattering (zdl, σzdl , σϑp,in)
are discussed. In addition, different acceleration voltages Uret are considered.
7.1.2.1 Electronic noise
Electronic noise occurs on the waveform level and introduces fluctuations in the observed
signal (s. sc. 5.2.4). Two effects are described in the model: spectrum broadening due to
the energy resolution FWHMnoise and the trigger threshold Ekin > Ethres.
In figure 7.3a their impact to a shifted Upae = 20 kV beta-decay spectrum is illustrated.
The influence of the energy resolution is especially pronounced at the position of detection
threshold Ethres, at the starting region of the beta-decay spectrum Upae, and at the spectrum
endpoint E0 + qUpae.
A sensible parameter for the energy resolution is derived from the waveform sensitivity
studies in [Mer15b], requiring a resolution better than FWHM = 300 eV. The modeled
response only considers electronic noise FWHM ∼= FWHMnoise (no Fano-noise, no dead-
layer). The energy threshold is directly connected to the resolution of electronic noise
and here a value of Ethres = 1000 eV ≈ 3 · FWHMnoise is chosen. For voltage fluctuations
a systematic uncertainty of σ = 20 eV is selected, a conservative value compared to per
mil level accuracy of monitoring devices at KATRIN. Together with a default scenario
Upae = 0 kV, the analysis parameters are:
Upae = 0 kV , FWHMnoise = 300± 20 eV and Ethres = 1000± 20 eV . (7.10)
The spectrum calculation is now repeated for ncov = 1000-times for the two parameters.
However, on each calculation the resolution is randomly selected from a normal distribution
with N (µ = FWHMnoise, σFWHMnoise) respective N (µ = Ethres, σEthres) for the detection
threshold. Based on the set of ncov-calculated energy spectra the covariance matrix is
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Figure 7.3: (a) Impact of electronic noise to the beta-decay electron energy spectrum
measured at the detector. The spectra are normalized to the maximum of the scenario
of no noise and the dotted lines illustrate the applied threshold values Ethres. (b)
Covariance matrix for FWHMnoise = 300 ± 20 eV, Ethres = 1000 ± 20 eV and with
ncov = 500 repetitions. Here an additional post acceleration of Upae = 20 kV and
constant background rate of Γbkg = 1 cps are considered.
determined (s. fig. 7.3b). Similar to the impact of electronic noise to the beta-decay
spectrum, uncertainties lead to large covariance matrix elements where bin-to-bin count
rate differences are large: at Ethres, at qUpae and at qUpae+E0. In contrast, at the maximum
position qUpae + 2.5 keV of the beta-decay spectrum the covariance is accordingly small.
The underlying structure at all three position is especially strong pronounced in the
correlation matrix in A.19a.
Subsequently the sterile neutrino sensitivity is calculated based on equation 7.8. Here two
spectra are compared, a case without and a case with sterile neutrinos (m4, sin
2 θ). Re-
peating the calculation for different masses and mixing amplitudes along a two dimensional
grid gives the systematic sensitivity illustrated in figure 7.4.
With the parameter set in equation 7.10 a loss of the sensitivity at larges masses is observed.
This is related to the signature of the sterile neutrino: large masses lead to a signature
below the energy threshold m4 · c2 ≥ E0 − Ethres and are undetectable. The broadening
due to the energy resolution affects an energy range of O(300 eV) and thus affects the
sensitivity up to masses of m4 > 14 keV. Notably, a sterile neutrino signature close to the
endpoint m4 < 14 keV is not affected by electronic noise, which is related to the small
count rates.
In order to investigate how the sensitivity develops for different model parameters the
covariance calculation and sensitivity study is repeated, modifying a single parameter
at-a-time compared to the default set in equation 7.10:
 Uncertainties : Improving the uncertainty on electronic noise to σFWHMnoise = σEthres =
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Upae = 0 kV
FWHM = 300± 20 eV
thres = 1000± 20 eV
reference
systematic
- σfwhm,thres = 1 eV
- Upae = 2 kV
- Upae = 20 kV
- Upae, σfwhm,thres
Figure 7.4: Electronic noise sterile neutrino sensitivity study. The reference sterile
neutrino sensitive, based on statistical uncertainties only, is shown in blue. The impact
of electronic noise with default parameters (upper left) is shown in orange. Green, red
and pink highlight different mitigation scenarios, where one parameter of the depicted
parameters changes from default. The sensitivity is fully recovered for Upae = 2 kV,
FWHMnoise = 300± 1 eV and Ethres = 1000± 1 keV (black).
1 eV only slightly mitigates the observed sensitivity loss at large masses m4 · c2 ≈
E0−Ethres. Interestingly, the small uncertainties allow to peer - due to the broadening
of the energy resolution - into the spectral shape below the detection threshold
Ethres = 1000 keV and thus some sensitivity is recovered.
 Acceleration voltage: Accelerating the electrons from beta-decay by Upae = 2 kV
results in an almost full recovery of the sensitivity. The reason being, that the
acceleration is chosen high enough to shift the sterile neutrino signature above the
influence of energy resolution and threshold Ethres + FWHM < qUpae + E0 −m4. A
further increase of voltage Upae = 20 kV does not improve the sensitivity.
 Optimized : Combining an acceleration voltage of Upae = 2 kV with low systematic
uncertainties σFWHMnoise = σEthres = 1 eV allows for a full recovery of the sterile
neutrino sensitivity.
In summary, the influence of systematic uncertainties from electronic noise to the sterile
neutrino sensitivity can be reduced by selecting acceleration potentials larger than the
prevalent noise qUpae > Ethres + FWHMnoise and by monitoring voltages that affect an
electron’s energy with an accuracy of σ = 1 V.
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Figure 7.5: (a) Impact of signal pile-up to the detected beta-decay electron energy
spectrum for different minimal discrimination times tmin = 0/0.2/1.0µs (blue/orange/-
green). The spectra are normalized to the maximum of the reference: no pile-up (blue).
Applying a post acceleration Upae = 20 kV, shifts the region of pile-up events above
the spectrum endpoint (green). (b) Respective covariance matrix at Upae = 20 kV and
tmin = 1.0± 0.1µs.
7.1.2.2 Signal pile-up
Signal pile-up occurs when two events hit the detector quickly ∆t < O(1µs) after another.
As the measured signal is indistinguishable by the DAQ, the detected energy is a superpo-
sition of the individual E = E1 + (∆t) · E2 events. In the pile-up model the energy-loss
of pile-up events  = 1 was neglected. Measurements with DANTE performed in chapter 6
and separately by [Des19] are in good agreement with this assumption.
The probability for pile-up to occur is based on the incident rate at each pixel Γpx and
on the chosen signal filter settings, defined by the minimal event discrimination time tmin
(s. eq. 5.32 & 7.1). The expected influence of pile-up to the registered electron energy
spectrum is illustrated in figure 7.5a. Notably, smaller discrimination times tmin lead to an
exponentially scaled reduction of the probability and the minimal energy of pile-up events
is given by twice the acceleration voltage:
E = (E1 + qUpae) + (E2 + qUpae) ≥ 2 · qUpae (7.11)
Applying a large acceleration potential qUpae ≥ E0 thus leads to a separation in the observed
energy spectrum: pure beta-decay electrons have energies Ekin ∈ [qUpae, qUpae+E0], whereas
events that are affect by signal pile-up have a minimal energy of Ekin ≥ 2qUpae (s. fig.
7.5a).
In order to estimate the expected uncertainty on tmin it is important to consider both, the
precision of the future DAQs system as well as the stability of KATRINs tritium source
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ts = 1± 0.1µs
reference
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- σtmin = 0.01µs
- Upae = 10 kV
- Upae = 20 kV
Figure 7.6: Systematic impact of signal pile-up to a sterile neutrino investigation at
KATRIN. The reference model without pile-up is given in blue. In orange its projected
systematic impact is given: default parameters Upae = 0 kV and tmin = 1 ± 0.1µs.
The dashed and dotted lines vary a single parameter thereof (σtmin or Upae).
Γsrc. The latter affects the pile-up probability in the same fashion as tmin and is thus
directly correlated. A conservative 10% = σtmin uncertainty was assumed.
Uncertainties on the minimum discrimination time translate to uncertainties on the pile-up
probability. In the energy spectrum the amplitude of the pure beta-decay part increases for
small tmin, whereas the amplitude of the piled-up spectrum region decreases. In conclusion
this leads to an uncertainty in the scaling of the two spectral regions, which is directly
visible in the covariance matrix (s. fig. 7.5b).
The sensitivity analysis is shown in figure 7.6, with the default parameters
Upae = 0 kV and tmin = 1.0± 0.1µs . (7.12)
The largest impact to the sensitivity is visible at low masses m4 < 10 keV, which corre-
sponds to sterile neutrino signatures closer to the spectrum endpoint. This is related to the
minimum energy of pile-up events (s. eq. 7.11). For Upae = 0 kV the beta-decay and the
pile-up spectra overlap and the position of the maximum shifts from 2.5 keV (beta-decay)
to twice the energy E = 5 keV. The influence of pile-up broadens and shifts the observed
spectrum. This process has a larger impact at regions where the initial beta-decay has low
count rates, i.e. closer to the spectrum endpoint.
The sensitivity analysis is repeated by changing only a single parameter at-a-time from
the default set in equation 7.12:
 Uncertainty : Improving the accuracy to 1% = σtmin does not show any improvement
in the sensitivity.
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Figure 7.7: (a) Impact of charge-sharing to the tritium beta-decay spectrum with
Upae = 20 kV. The pure beta-decay spectrum is given in blue and the in orange
a spectrum with Pcs = 10 % charge-sharing is shown. (b) Covariance matrix with
respect to Pcs = 10± 1 % and Upae = 20 kV.
 Acceleration voltage: Increasing the acceleration voltage to Upae = 10 kV similar
does not improve the sensitivity. However, accelerating the electron by more than
the spectrum endpoint qUpae > E0 leads to a full recovery of the sensitivity. In this
case the minimal pile-up energy is large enough to separate the beta-decay signature
region from the pile-up spectrum.
In conclusion, pile-up requires high post-acceleration voltages, larger than the spectrum
endpoint qUpae > E0.
7.1.2.3 Charge-sharing
Charge-sharing occurs if an incident electron hits the boundary between pixels. The initial
energy is hence similarly split Ein → (E1, E2) and two separate events observed. In the
model charge-sharing between two pixels and for a homogeneous incidence are considered
(s. sc. 5.2.3). Characterization measurements however showed, that triple charge-sharing
leads to measurable spectrum distortion and should be included in the future (s. fig. 6.7b).
The impact of charge-sharing to the beta-decay energy spectrum is depicted in figure 7.7a.
Three regions are notable: high count rates at low energies E < 1 keV, an almost flat
shape for E ∈ [1 keV, qUpae] and a slight rate reduction for E ∈ [qUpae, qUpae + E0].
Based on equation 5.27, assuming a pixel radius of rpx = 1.5 mm and a charge cloud
radius rcc = 20µm, one expects a charge-sharing probabiltiy of Pcs = 5.6 %. For a more
conservative estimate a slightly higher value Pcs = 10 % was selected. As the determination
of the probability depends on the estimation of the overall rate a large 10% uncertainty is
chosen. The covariance matrix in figure 7.7b reflects the discussed three regions.
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Upae = 0 kV
Ethres = 1 kV
Pcs = 10± 1 %
reference
systematic
- Pcs = 5%
- σPcs = 0.1%
- Ethres = 0.2 keV
- Upae = 2 kV
Figure 7.8: Sterile neutrino sensitivity with respect to charge-sharing. The reference
model without charge-sharing is given in blue. In orange its projected systematic
impact is given, using Upae = 0 kV, Ethres = 1 keV and Pcs = 10 ± 1 %. The other
90% CL curves differ by a single parameter from this set (e.g. Pcs = 5 % in green).
Uncertainties on the charge-sharing probability show the largest impact at low energies
E < 1 keV. This region is however not accessible in a typical measurement, due to
the energy threshold. For the sensitivity analysis, presented in figure 7.6, the default
parameters hence also include a fixed energy threshold:
Upae = 0 kV , Ethres = 1 keV and Pcs = 10± 1 % . (7.13)
Consequently the sensitivity is lost at sterile neutrino masses m4 > E0 − Ethres below
the energy threshold. Over the range m4 ∈ [9 keV, E0 − Ethres] the sensitivity is slowly
recovered. Translated to the sterile neutrino signature the range corresponds to energies
E ∈ [0, E0/2]. As charge-sharing results in split energies, the entire beta-decay spectrum
contributes to the observed charge-shared spectrum at low energies. Uncertainties on the
charge-sharing probability thus impact the low-energy region more.
The sensitivity analysis was repeated by changing a single parameter at-a-time from the
default set in equation 7.13:
 Probability : Decreasing the charge-sharing probability to Pcs = 5 % does not improve
the sensitivity.
 Uncertainty : Similarly, a smaller uncertainty σ = 0.1% does not show any improve-
ment.
 Energy threshold : Reducing the energy threshold to Ethres = 200 eV improves the
sensitivity. Here the reduced threshold allows the optimization process to asses the
“first region” of charge-sharing E < 1 keV. During the optimization the steep increase
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Figure 7.9: (a) Impact of electron scattering in the silicon to the beta-decay electron
energy spectrum with Upae = 20 kV. The pure beta-decay spectrum is given in blue.
A deadlayer zdl = 50 nm and perpendicular incidence ϑp,in = 0
◦ is shown in orange.
The exemplary impact of a deadlayer with zdl = 200 nm is shown in green and for
angle of ϑp,in = 45
◦ in red. (b) Covariance matrix with respect to Upae = 20 kV,
zdl = 50± 5 nm and ϑp,in = 0± 5 ◦.
allows for better model comparisons and is thus less impacted by the shape-only
analysis, i.e. less impacted by the minimization process of the detector rate Γdet.
 Acceleration voltage: Increasing the acceleration voltage to Upae = 2 kV = Ethres +
1 keV allows for a full recovery of the sensitivity. This is similarly related to
the optimization process, the shape-only analysis. In this scenario, however, the
acceleration voltage leads to a small range E ∈ [Ethres, qUpae] = [1 keV, 2 keV] that is
solely related to charge-sharing. This region constrains the marginalization of the
detector rate Γdet and leads to the full recover of the sensitivity.
In conclusion, charge-sharing requires low energy threshold values Ethres < 1 keV and a
post-acceleration voltage large enough Upae > Ethres to constrain the shape-only analysis.
7.1.2.4 Scattering
The last systematic that is discussed is the energy deposition process of the incident
electrons. The model is based on simulated energy responses with KESS (s. sc. 5.2.1) and
the simulation interpolation approach (s. sc. 5.3.2). In summary the model describes the
energy deposition of electrons in silicon. Two model parameters where investigated: the
detection deadlayer zdl and the incident angle ϑp,in of electrons.
The impact of scattering to the beta-decay spectrum is presented in figure 7.9a. Comparing
the realistic scenario of deadlayer thickness zdl = 50 nm and perpendicular incidence
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ϑp,in = 0
◦ to a pure beta-decay spectrum, a count rate reduction of about 20% is visible
at the position of the maximum. This is related to electron back-scattering, they deposit
only a small fraction of their initial energy within the detector1. The measured energy is
further reduced by an energy loss in the detection deadlayer
Emeas(Ein, ϑp,in) = Ein − Ebs(Ein, ϑp,in)− Edl(Ein, ϑp,in) . (7.14)
Moreover, the measured energy depends on the initial energy Ein, and incident angle
ϑp,in. For example, electron with an energy Ein = 3 keV will lose their entire energy in a
zdl = 100 nm thick deadlayer (s. sub-sc. 5.2.1).
For calculating the covariance matrix, the model is evaluated ncov = 1000-times at different
deadlayer thicknesses zdl = 50± 5 nm and incident angles ϑp,in = 0± 5 ◦. In contrast to
the previous systematic effects, scattering off silicon is not modeled in an analytic fashion
but instead by the simulation interpolation approach (s. sc. 5.3.2). As it is fundamentally




The uncertainties of the simulation interpolation become visible in the covariance matrix
as periodic structures with 1 keV spacing (s. fig. 7.9b). The period matches with the
underlying simulated responses and is visible at E ∈ [qUpae, qUpae + E0]. As each modeled
response is connected with small simulation uncertainties σisim, the calculation process of
the covariance matrix (s. eq. 7.7) leads to an increase of the total uncertainty. This effect
is further expressed at electron energies Ein < 5 keV, where they are more likely to lose
their entire energy in the deadlayer and thus lead to a reduction of events in the simulated
response Nsim ↘ (σsim/Nsim ↗).
The impact of these uncertainties are however suppressed by the χ2 formalism in the
sensitivity analysis (s. eq. 7.8). Here the scattering response is calculated only once. By
calculating the difference of the spectrum with and without a sterile neutrino, the model
uncertainties cancel-out. Lastly, the marginalization of the detector rate Γdet leads to an
averaging of the covariance matrix.
In contrast to the previous studies, a large acceleration voltage is chosen by default.
The detector deadlayer zdl = 50 nm is selected in accordance to the characterization
measurements in section 6.3.3, and a 10% uncertainty assumed. The incidence of electrons
is simplified: instead of a distribution a constant value ϑp,in = 0
◦ is used. As the
incidence angle is connected to detector and electromagnetic-field alignment, a conservative
uncertainty of σ = 5◦ is considered for the incidence angle.
For the sensitivity analysis, presented in figure 7.10, the default parameters are:
Upae = 20 kV , zdl = 50± 5 nm and ϑp,in = 0± 5 ◦ . (7.15)
1Back-reflection is not considered
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ϑin = 0
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Figure 7.10: Impact of scattering to a sterile neutrino sensitivity. The reference statistic
sensitivity without scattering is given in blue. Including the scattering response for
the inscribed parameters (top left; Upae = 20 kV, zdl = 50 ± 5 nm, ϑp,in = 0 ± 5 ◦)
is shown in orange. All other 90% CL curves vary in a single parameter from this
parameter set.
The uncertainty on the deadlayer zdl and on the incident angle ϑp,in lead to significant
sensitivity loss over the entire mass range. High sterile neutrino masses m4 > 10 keV
correspond to a signature in the lower energy region E ∈ [qUpae, qUpae + 10 keV]. Here the
spectrum broadening by Fano-like noise FWHMfano(20 keV) = 215 eV and the detection
deadlayer affect the sensitivity. In addition, at masses m4 > 5 keV the sterile neutrino
signature is obscured by the low energy-tail of back-scattered electrons. The sensitivity is
only recovered at low masses m4 > 5 keV.
The sensitivity analysis is repeated by changing only a single parameter at-a-time from
the default set in equation 7.15:
 Acceleration voltage: Decreasing the acceleration voltage to Upae = 5 kV does not
show a significant impact to the sensitivity. However, at lower potentials the minimum
electron energy decreases and results in lower Fano-noise FWHMfano(5 keV) = 108 eV.
Reducing the voltage further to Upae = 0 kV shows a drastic sensitivity loss. In
this case the detection deadlayer acts like a threshold for low energy electrons.
Moreover, the shape-only analysis - marginalization over the detector rate Γdet- can
not distinguish the pure beta-decay spectrum from the low energy contribution of
electron back-scattering.
 Deadlayer thickness : Reducing the deadlayer thickness to zdl = 20 nm results in an
overall improvement of the sensitivity. A low deadlayer significantly reduces the
energy loss, which translates into smaller impact on the spectrum broadening due to
uncertainties on deadlayer and incident angle.
7.1. STERILE NEUTRINO SENSITIVITY 105
 Alignment : Improving the uncertainty of the incident angle to σ = 1◦ gives a
similar improvement of the sensitivity. Its uncertainty affects the description of
back-scattering energy tail and also leads to a virtual deadlayer (s. fig. 7.9a).
In addition the uncertainty on the incident angle was switched off σ = 0◦, which
does not significantly change the sensitivity.
 Homogeneity : Lastly, a reduced uncertainty on the detector deadlayer σ = 1 nm was
investigated. In this scenario the sensitive is mostly recovered. This is related to the
reduced uncertainty on the spectrum broadening due to the deadlayer.
Further decreasing the uncertainty on the deadlayer σ = 0 nm leads to an almost
fully recovery of the sensitivity.
In conclusion, for improving the sensitivity to electron scattering at least an acceleration
voltages of Upae > 5 keV is required. Equally important is the production of detectors with
thin deadlayers zdl ≤ 20 nm, to characterize the deadlayer homogeneity to σzdl ≈ 1 nm,
and to determine the detector alignment with a σϑp,in = 1
◦ precision.
7.1.3 Combined study
In the final sterile neutrino measurement a multitude of systematic effects are superimposed
to give the registered response. This however leads to large distortions of the measured
spectrum and consequently requires a joint analysis. Here the impact of scattering, charge-
sharing, electronic noise and signal pile-up are considered and uncertainties on all model
parameters investigated together. The model calculation is based on the semi-analytical
approach presented in section 5.3.
In the previous section 7.1.2 it was demonstrated that the shape-only sensitivity analysis
requires a small region where the pure beta-decay spectrum may be separated from the
impact of systematic effect (s. 7.1.2.3). This could be achieved, for example, by applying
an electron acceleration voltage. In the combined approach this separation will become
more complicated as scattering & charge-sharing both contribute a spectrum tail at low
energies Emeas < Ein, whereas signal pile-up folds this part back to the energy region
E ∈ [qUpae, qUpae + E0] of beta-decay electrons. In addition, electronic noise limits the
measured spectrum above the detection threshold Ethres and thus complicates measuring the
characteristic increase of charge-sharing Emeas < 1 keV. Lastly, electronic- and Fano-noise
lead to a broadening of the entire energy spectrum.
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Figure 7.11: Combined impact of detector systematic effects to the tritium beta-decay
electron energy spectrum (orange). The pure tritium spectrum given in blue. In
addition the contribution of charge-sharing (green), pile-up (red) and the low energy
scattering tail (violet) is depicted as shaded areas. For the illustration a zero detection
threshold was applied Ethres = 0 keV.
Without systematic uncertainties
Before discussion of systematic uncertainties, the effect of a perfectly known response is
compared to the purely statistical sensitivity. In this first step following parameters are
assumed
Upae = 20 kV , FWHMnoise = 300 eV , Ethres = 1000 eV ,
Pcs = 10 % , zdl = 50 nm and ϑp,in = 0
◦ .
(7.16)
Figure 7.12 shows that even a perfectly known detector response degrades the sterile
neutrino sensitivity:
 Acceleration voltage: In the case of zero acceleration voltage Upae = 0 kV the high
mass regions m4 > 10 keV are especially strongly affected. This stems mainly from
the influence of electronic noise (s. sc. 7.1.2.1), further increased by the energy loss
in the detection deadlayer and by electron back-scattering.
 Pile-up: At low sterile neutrino masses m4 < 10 keV the contribution of signal
pile-up is dominant and improving the minimum discrimination time to tmin = 0.2µs
slightly improves the sensitivity.
 Back-scattering : At all masses a small 10% sensitivity degradation is visible. This is
mostly related to electron back-scattering (s. fig. 7.10).
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- Upae = 10 kV
- Upae = 0 kV
- tmin = 0.2µs
- no pile up
- no pile up,
no scattering
Figure 7.12: Impact of the systematic spectrum response to the statistical sterile
neutrino sensitivity. As a reference the sensitivity with the pure beta-decay is given
in blue. The default parameters for the detector systematic are inscribed in the figure
and the relating 90% CL given in orange. The other curves differ in a single parameter
thereof.
For a full recovery of the sensitivity, the contribution of electron scattering to the modeled
detector response has to be switched off.
With systematic uncertainties
In a next step, the impact of uncertainties in the detector response are investigated. Here
the following uncertainties are considered simultaneously - a derivation for each value is
discussed in section 7.1.2:
Upae = 20 kV , FWHMnoise = 300± 20 eV , Ethres = 1± 0.02 keV ,
tmin = 1± 0.1µs , Pcs = 10± 1 % , zdl = 50± 5 nm and ϑp,in = 0± 5 ◦ .
(7.17)
A covariance matrix (s. fig. 7.13) was generated by simulating ncov = 1000 spectra,
while varying simultaneously all above-mentioned input parameters for each calculation.
According to the different energy ranges the covariance matrix is dominated by other
systematic effects: at E ∈ [Ethres, qUpae] by charge-sharing and back-scattering, at E ∈
[qUpae, qUpae + E0] by the energy resolution and at E ∈ [qUpae + E0, 2 · qUpae + E0] by
signal pile-up.
The combined systematic sensitivity study is presented in figure 7.14. The uncertainties
on the systematic parameters lead to a stark degradation of sterile neutrino sensitivity.
The analysis was repeated several times, changing only a single parameter at-a-time from
the default set in equation 7.17:
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Figure 7.13: Impact of detector systematics to the covariance matrix. The systematic
parameters and their uncertainties are given in equation 7.17.
 Acceleration voltage: Four different acceleration voltages have been investigated.
An increase from Upae = 0 kV to Upae = 10 kV improves the separation of the
detection threshold and charge-sharing. Increasing to Upae = 20 kV allows for a
better discrimination of the pure beta-decay spectrum and signal pile-up. And the
last step, increasing to Upae = 30 kV, improves the sensitivity at best by the factor
2. This related to the improved discrimination of systematics, but, to some degree,
affected negatively by the increase of Fano-noise.
 Alignment : Improving the uncertainty on the incident angle σϑp,in = 1
◦ shows an
overall improvement on the sensitivity.
 Homogeneity : A reduced deadlayer uncertainty σzdl = 1 nm leads to a similar
improvement of the sensitivity.
 Detector scattering : Combining a good alignment σϑp,in = 1
◦ with good homogene-
ity σzdl = 1 nm gives a further improvement to the sensitivity. With an overall
degradation of approximately a factor 2.
In order to further improve the sensitivity all parameters and their uncertainties where
optimized2:
Upae = 30 keV ± 1 eV , FWHMnoise = 150± 1 eV , Ethres = 500± 1 eV ,
tmin = 100± 10 ns , Pcs = 10± 1 % , zdl = 20± 1 nm and ϑp,in = 0± 1 ◦ .
(7.18)
2Here the energy resolution of electronic noise is specifically denoted by FWHMnoise. In combination
with Fano-noise the joint resolution for electrons is FWHM = 260 eV.
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Upae = 20± 0.001 kV
FWHM = 300± 20 eV
thres = 1000± 20 eV
tmin = 1± 0.1µs
Pcs = 10± 1 %
zdl = 50± 5 nm
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- Upae = 10 kV
- Upae = 30 kV
- σϑ = 1◦
- σdl = 1 nm
- zdl = 20± 1 nm, σϑ = 1◦
optimized
Figure 7.14: Combined impact of detector systematics to the sterile neutrino sensitivity.
The reference sensitivity without systematics is colored blue. The model parameters
for the combined systematic sensitivity (orange) are inscribed in the figure. The other
lines represent variations of the accordingly changed parameters. In addition a highly
optimized scenario (black) is given: the underlying parameters are listed in equation
7.18.
Compared to the reference case, the optimized systematic sensitivity shows a degradation
by factor of 1.5. However, the influence of electronic noise at masses of m4 ≈ E0, which
corresponds to a sterile neutrino signature at E ≈ qUpae, is more strongly affected.
In summary, the combinated study of systematic uncertainties shows that every detector
parameter has to be optimized to high precision (s. eq. 7.18). This corresponds to
live-monitoring and characterization tests during a future sterile neutrino measurement.
Compared to the individual study on systematic effects (s. sc. 7.1.2), the overall sensitivity
degradation is much larger if uncertainties are considered jointly.
However, additional measurements for discriminating systematics from one-another would
majorly improve the sensitivity. For example, by vetoing events with large signal rise-times
(s. sc. 6.3.4) the impact of charge-sharing could be suppressed. A discrimination of
systematic effects based on event-level monitoring would allow to suppress their impact to
the sterile neutrino sensitivity.
7.2 Detector magnetic field
The design of a viable detector for a sterile neutrino search with KATRIN is largely
dependent on the envisioned electron rates and the reduction of systematics. A consequence
is that the detector requires npx = 3500 pixels to handle the high detector rates (s. sc. 4).
It is expected that the entire detector section of KATRIN requires a redesign, with an
emphasis on optimizing the magnetic and electric field settings. As the TRISTAN detector
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size increases compared to the FPD, it has to be positioned behind the detector magnet
and an additional magnet is required to ensure perpendicular field lines at the position of
the new detector [Kor16].
In the following an optimal magnetic field for the detector position is discussed – with
consideration of back-scattering and charge-sharing – and the impact to the re-design of
the detector section for TRISTAN shown.
At KATRIN the magnetic field is optimized to allow adiabatic transport of electrons
throughout the setup. As a consequence the conservation of magnetic flux φ directly
relates the local magnetic field B to the area A of the electron beam
φ = const. = B · A ←→ A = BsrcAsrc
B
. (7.19)
The size of the detector is thus driven by the local magnetic field Bdet at its position and
the area of the detector pixels - in circular approximation - given by









A reasonable magnetic field can be derived with consideration of detector charge-sharing
(s. subs. 5.2.3) and back-scattering (s. subs. 5.2.2).
Charge-sharing
Charge-sharing is optimized by relating the charge cloud expansion to the detector pixels
size. In approximation the probability of charge-sharing Pcs is given by the charge clouds
area r2ccpi = 40µm
2pi coverage along the pixels perimeter Lpx (s. eq. 5.25), leading to an
inverse proportionality Pcs ∝ 1/rpx.
Assuming the conservation of magnetic flux (s. eq. 7.20) throughout the beamline, charge-
sharing can be related to the pixel size, which is determined by the fixed number of




In figure 7.15 the magnetic field dependence is illustrated. In addition the energy of the
incident electron Ein ≈ E0 + qUpae is incorporated by adding the average radial scattering
position (s. fig. A.2a) to the constant charge cloud radius rcc = 20µm in quadrature.
The probability of charge-sharing increases with the magnetic field and approaches zero at
low values Bdet, implying small magnetic fields for the final setup.
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Figure 7.15: Analytic estimation of charge-sharing at different detector magnetic fields
and post acceleration voltages. Charge-sharing is mostly independent of Upae, which
translates to the contribution of scattering and an electrons incident energy. Lower
magnetic fields translate to large detector pixels and reduced charge-sharing.
Back-scattering
Electron back-scattering off the detector is optimized with respect to the initial interaction
as well as ensuing interactions of back-scattered electrons.
In order to reduce the influence of detector back-scattering the angle of incidence should
be close to perpendicular [Ren11; Kor16]. In addition electrons with non-perpendicular
incidence experience a virtual increase of the detector deadlayer and thus an increased
energy loss Edl.
At KATRIN the incidence angle of an electron is affected by magnetic focusing and
reflection (s. eq. 3.7) as well as by boosting the parallel kinetic energy component E‖ of





2 + 2me(Ekin,‖ + qUpae)
)
. (7.21)
Due to magnetic focusing from the pinch magnet Bpch = 6 T to the magnetic field at the
detector Bdet = 3.6 T the incidence angle is restricted to ϑp,in / 50.77◦. Insuring that low
energy electrons travel through the deadlayer puts a lower limit to the post acceleration
electrons. For zdl = 50 nm at least Upae = 2 kV is required. This also slightly decreases
the polar angle to ϑp,in / 45.6◦.
Optimally the detector should be situated in low magnetic fields and high post acceleration
voltages. To be independent of their initial kinetic energy exceedingly high acceleration
voltages qUpae  E0 would be required.




(a) back-reflection position change
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1.1 ·∆xana ≈ ∆x95%sim < rpx
Upae = 0 keV
Upae = 10 keV
Upae = 20 keV
Upae = 30 keV
(b) magnetic field dependence
Figure 7.16: (a) Illustration of an incident electron hitting at a detector pixel corner. If
the cyclotron radius of back-scattered and back reflected electrons is a multiple of the
pixel radius, the number of pixel that could be reached vastly increases. (b) Analytic
estimation of maximal expected position change ∆x ≈ 1.4 · rL due to cyclotron motion
of back-scattered and back reflected electrons at the detector system for different
magnetic field strengths at the detector. The colors represent different acceleration
voltages for electrons. For verification several simulations with different settings were
performed and the plot includes an upper limit of their 95% position change quantiles
1.1 ·∆x95%/rpx (points).
Back-reflection
Subsequent events of back-scattered electrons re-impinge onto the detector within a certain
inter-event-time ∆t = O(1µs) and at slightly shifted position ∆x = O(1 mm). ∆x depends
on the local electromagnetic setup, which influences the cyclotron motion as well as the
drift of the adiabatic guiding center (s. eq. 5.12).
In order to analytically estimate the positional change the drift component is approximated





· 1.4 , (7.22)
where me is the electrons rest mass, c the speed of light and γ the relativistic boost factor.
For verification the position change was also simulated in KASSIOPEIA, giving a good
agreement at high acceleration voltages Upae = 10/20/30 kV (s. fig. 7.16b).
The position change is especially relevant with consideration of multi-pixel events (s. fig.
7.16a). Back-scattering occurs with a probability of Pbs(ϑp,in) ≥ 20%, being more likely for
shallow incidence angles ϑp,in. Therefore it is possible that a single electron back-scatters
multiple times nbs off the detector. Electrons with nbs ≥ 1 (s. fig. 5.10a) thus deposit
their kinetic energy in multiple hits and might impinge on different detector pixels. This
increases detector rate and translates to higher DAQ throughput. Even more if multi-pixel
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events are considered with next-to-next pixel coincidences. Lastly, background electrons
that back-scatter off the acceleration electrodes are more likely to hit the detector, if they
are back-reflected with large position changes. A conservative requirement for TRISTAN
detector is to ensue small position changes relative to the pixels radius
∆x/rpx / 1 . (7.23)
In figure 7.16b the fractional position change ∆x/rpx is given. It uses the described
analytic estimations as well as a dedicated simulation with KASSIOPEIA for verification.
The simulation has two detector magnets that are tuned in tandem B1 = B2 = 5 T
to give perpendicular field lines at shifted detector positions and a field strength of
Bdet = 0.6/0.7/1 T at the detector surface. The vacuum chamber is correspondingly
enlarged [Kor16].
The fractional position change increases inversely proportional to the magnetic field
strength Bdet. Consequently, decreasing the position change requires large magnetic fields
Bdet > 0.5 T and low post acceleration voltages Upae.
Summary
Both, charge-sharing and back-scattering show a dependence on the detector magnetic field
Bdet and prefer low magnetic fields. On the other hand high magnetic fields are preferred
by the argument that position change of back-reflected electrons should be limited to
less than a pixel radius. Combined this gives a magnetic field of Bdet ≥ 0.3 T for a zero
acceleration voltage Upae = 0 kV.
The post acceleration voltage should be chosen large enough for electrons to overcome
the detection deadlayer. While high values in addition boost the parallel component of
electrons and thereby decrease the incidence angle, this leads to an increase of the position
change.
In summary optimizing back-scattering and charge-sharing at the same time suggests low
magnetic fields at the detector, limited to a minimum value. With respect to systematic
sensitivity studies post acceleration potentials between Upae = 20 . . . 30 kV are preferred.
This ensues magnetic fields of Bdet = 0.7 . . . 0.8 T and translates to SDD pixel radii of
rpx = 1.5 . . . 1.6 mm.
7.3 Conclusion
Design criteria for the future TRISTAN where examined with respect to magnetic field
optimizations as well as dedicated systematic sensitivity studies. The combination of both
allow constraining the parameters of the detector as well as optimizing the electromagnetic
fields.
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Sensitivity
The systematic sensitivity studies include the effects of electronic noise, signal pile-up,
charge-sharing and electron scattering.
Although signal pile-up only slightly affects the sensitivity (s. fig. 7.6), a full mitigation
requires operating the detector on high acceleration voltages qUpae > E0, separating the
beta-decay spectrum and piled-up region.
The energy deposition in silicon (scattering) showed the largest impact on the sensitivity
(s. fig. 7.10). In order to reduce sensitivity degradation, modest acceleration potentials
Upae > 5 kV are required. A further improvement is achieved, if, with almost equal
importance, the deadlayer thickness zdl, its homogeneity σzdl and the alignment σϑp,in is
optimized and monitored with high precision. Improving a single of these parameters would
ensue a decent recovery of sensitivity to sterile neutrinos. Experimentally, a decent result
would be achieved by improving the detection deadlayer to a thickness of zdl < 20 nm, or
by monitoring homogeneity with σzdl ≈ 1 nm respective σϑp,in ≈ 1◦ accuracy.
Uncertainties on potential fluctuations of σ = 1 V on electronic noise and acceleration
voltage were tested. Compared to the keV range relevant for the sterile neutrino search,
their impact is rather small. However a low detection threshold Ethres ≈ 300 eV, especially
for reducing the impact of charge-sharing, is important to improve sensitivity. As the energy
threshold is related to electronic noise, an excellent energy resolution FWHMnoise ≤ 150 eV
is vital3. Low electronic noise is equally necessary for discriminating triple charge-sharing
events (s. sc. 6.2 & 6.3.2) and for the wavelet-based sensitivity analysis [Mer15b].
Of special importance to the sterile neutrino sensitivity are the combined impact of
systematic uncertainties (s. fig. 7.14). For example the detector response is at low
energies E < (qUpae +E0)/2 affected by uncertainties of charge-sharing as well as electron
back-scattering. This translates to large elements in the covariance matrix and strongly
affects the sensitivity - the shape-only analysis by marginalization over the detector rate
Γdet.
In order to mitigate this effect, acceleration voltages larger than the spectrum endpoint
qUpae > E0 are important. The requirement stems from signal pile-up, where the minimum
energy of pile-up events is limited by E > 2 · qUpae. High potentials separate the pile-up
spectrum from the pure beta-decay spectrum and improve the sensitivity to the sterile
neutrino signature.
However, the combined study shows that even strongly optimized detector parameters as
well as their uncertainties leads to a sensitivity degradation by a factor 1.5. In consideration
of additional systematic effects, such as ADC non-linearity [Dol17], it is important to
further discriminate systematic effects from the sterile neutrino signature in the pure
beta-decay spectrum. This would suppress the influence systematics and thus allow to
reduce the analysis to a smaller subset of effects. At best the remaining systematic effects
are easily discriminated from one-another, leading back to an individual sensitivity study
3This refers to electronic noise broadening only. Combined with Fano-like noise at Ein = 20 keV the
energy resolution is 262 eV.
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for each effect.
An exemplary parameter for triggering charge-shared events is the measurement of the
signal rise-time (s. sc. 6.3.4). Accidental pile-up and events from back-reflection could be
separated based on model predictions: the inter-event-time of back-reflected electrons for
example shows characteristic features (s. sc. 5.2.2).
Detector system
Another approach for constraining the detector system is given in section 7.2, where
back-scattering, back-reflection and charge-sharing were discussed with respect to the
prevalent magnetic field settings. Assuming acceleration voltages Upae = 20 . . . 30 kV
above the spectrum endpoint, an optimal magnetic field strength Bdet = 0.7 . . . 0.8 T is
determined. Based on magnetic flux conservation this ensues an optimal the SDD pixel
size of rpx = 1.5 . . . 1.6 mm.
The principle used in this optimization considers only small position changes ∆x < rpx of
back-scattered and back-reflected electrons. An advantage of this principle is that event
triggering in the DAQ only has to consider neighboring events. Moreover it further allows
vetoing of background electrons generated close to the detector and thus enables a “golden
pixel” selection.
With respect to the low magnetic field strength and the space requirement of operating
about 3500 pixel in vacuum, it is likely that the TRISTAN detector will be placed roughly
1 m to behind the current position of the FPD. In addition a second magnet will be
operated in tandem, ensuing perpendicular magnetic field lines (s. fig. 7.17).
Based on simulations with KASSIOPEIA the available space for instrumentation is limited
∆z = 60 cm between the two detector magnet cryostats. Moreover electric and magnetic
field operation requires special material selection and safety margins, which further reduces
the available space. However, some space for operation is available in radial direction
between the cryostats as well as along the beamline after the 2nd detector magnet.
The detector, though, must also fulfill vacuum criteria imposed by the KATRIN MS. The
spectrometer is operated at p ≈ 2 · 10−11 mbar and is directly connected with the detector
chamber. It is thus important to restrict additional gas load of detector components. In
order to improve vacuum conditions additional vacuum pumps, material selection and
a gas-flow optimized design are considered. As a consequence most of the DAQ and
instrumentation instruments have to be operated outside the detector chamber.
At the current step of the technical design efforts only the first stage amplification is
performed within vacuum and the rest of the DAQ system operated in ambient-air. To
further improve the gas load criteria the acceleration electrode is designed as a mask that
restricts molecular flow from detector components in direction of the MS.










Figure 7.17: Schematic of the KATRIN DS with respect to a future sterile neutrino
search TRISTAN detector upgrade. As a reference the current FPD position is marked
in orange. The 166px modules are colored in shades of brown and 21 placed side by
side in a 5× 5 grid. Dotted outlines depict components that have yet to be designed:
an additional detector magnet, the detector chamber (blue), additional vacuum pumps,
and first stage electronics (gray). Most likely the vacuum chamber will be operated
on high voltage and some electronics mounted directly behind the detector within
vacuum.
Chapter 8
Sterile neutrinos with First Tritium
run
Of particular interest for the KATRIN sterile neutrino measurement during the first tritium
campaign is the experience gained from a 1.6 keV deep spectroscopic scan into the tritium
beta-decay spectrum (Uret ≥ E0 − 1.6). The measurement was performed with the FPD
and the sterile neutrino analysis is centered on an integral measurement [Koe19; Hub20].
This chapter focuses on the probability for measuring an incident electron with the FPD,
the detection efficiency. In contrast to previous assumptions [Ang05; Ams15], the efficiency
shows a small retardation potential dependency (s. sc. 5.2.2). For the sterile neutrino
search it must be thus considered as an additional systematic uncertainty.
8.1 Stability run and model comparison
A core measurement for calibrating the FPD detection efficiency is the stability run with
number 40970. It was performed at a retardation potential of Uret = 16.975 kV, with the
same electromagnetic field settings as the “1.6 keV” run (s. tb. A.1).
The measured FPD response is illustrated in figure 8.1a. It shows the normalized ring-wise
energy spectra of the stability run. The normalization factor of the maximum position is
shown in figure 8.1b.
Remarkably the energy spectra of the outer rings show an increased count rate at low
energies. This dependency mostly originates from the FPD’s radial geometry (the innermost
ring has a perimeter of L1 ≈ 17 mm, whereas the outermost ring almost twice as large
L12 ≈ 50 mm) which affects the probability that back-scattered electrons hit a neighboring
pixel (s. fig. 5.10a) as well as the probability of charge sharing (s. fig. A.11).
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(b) FPD pixel map
Figure 8.1: (a) Measured energy spectra of the various detector rings (in color) and for
the FPD (black) in its entirety. In addition a Gaussian peak fit is added in red. For
comparison the spectra are normalized to one at the peak position. (b) Illustration of
the normalization factor. Detector pixels with high rates are referred to as the golden
pixel selection.
Inter-event-time
The modeling framework consists of a simulation part and a subsequent analysis 5.2. In
summary the model encompasses:
 Simulation: Electromagnetic tracking of Nsim = 10
6 simulated electrons within the
SDS. Events are generated in the first PS magnet with energies according to the
tritium beta-decay spectrum (s. tab. A.2). The silicon scattering framework includes
a detector deadlayer of zdl = 100 nm thickness.
 Analysis: The output from the simulation is processed to include Fano-noise. The
detector event structure is based on the FPD pixel geometry and the timing resolution
tmin = 2 · tsh + tft = 3.6µs. Multiple energy depositions from events that back-scatter
are combined if they are back-reflected to the same pixel and hit the pixel within
the time ∆t < tmin. Lastly, the impact of charge sharing (s. fig. A.11) and electronic
noise with FWHM = 2.6 keV is accounted by using response functions (signal pile-up
is not included).
An important quantity for the analysis is the simulated inter-event-time for back-scattered
electrons that are reflected back to the detector. In figure 8.2 the simulated and measured
inter-event-time of back-reflected electrons is depicted. For experimentally measuring
inter-event-times smaller than the time resolution of the FPD, a selection of specific
detector pixels and a specific energy region is investigated in the data.
An energy cut of E ∈ [0, 14 keV] removes coincident electron events originating from
tritium beta-decay, while the pixel selection - central four FPD pixels - narrows the data
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Figure 8.2: Comparison of the modeled inter-event-time for back-scattered electrons
(blue) and the inter-event times measured with the FPD (black). The measurement
only represents a selection of electron energies Ein ∈ [0, 14 keV] and events that are
detected in the central four pixels of the FPDs. The distribution is accordingly scaled
and a statistical uncertainty depicted.
down to electrons that back-scatter of one of the pixels and are subsequently back-reflected
an adjacent pixel. Together the expected number of counts scales by a factor of 0.5 · 4/100.
Here the rate reduction in the outer pixels lead to the factor of 100 (s. fig. 8.1b).
The model shows a prominent peak at ∆t = 0µs, which relates to electrons that do
not back-scatter. In the data these events are excluded as only coincident events were
selected. In contrast, the measured timing is affected by electrons that are affected by
charge-sharing. This leads to an increase of short time O(20 ns) and was not considered
in the model.
Overall the model is in good agreement with the measured data. Moreover, the analysis
proves that it is possible investigate detector back-scattered electrons in-situ.
Radial dependence
The two effects, back-scattering and back-reflection, directly influences the observed energy
response. A comparison of the modeled and measured energy spectrum in the first and
tenth FPD ring is illustrated in figure 8.3.
Model parameters were chosen according to monitoring devices (e.g. Uret = 16.975 kV)
or from similar characterizations measurements (e.g. deadlayer zdl = 100 nm [Sch14]).
The charge cloud radius is extracted from a measurement of [Sch14], who determined
a probability of Pcs = 1.5 % in the first ring and Pcs = 2.6 % in the tenth ring of the
FPD. This would correspond to a charge cloud radius of rcc = 12µm (s. fig. A.11). The
detection threshold is not considered, as it would hide the spectrum shape for E < Ethres
energies below it.
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Figure 8.3: Modeled energy response for a potential Uret = 17 kV at the FPD and
Nsim = 10
6 simulated electrons. In blue (orange) the average spectrum of the first
(tenth) ring is depicted. The model includes silicon scattering, back-reflection, charge-
sharing, and electronic noise. In addition the respective measured spectra are overlayed
in black.
Similar to the data, the model predicts an increase in count rate at low energies for outer
FPD detector rings. Quantitatively the low-energy tail as well as the peak-width are
underestimated. This is likely related to the energy-loss of peak pile-up (s. fig. A.10).
While charge-sharing also contributes to the low energy-tail, a charge cloud radius as large
as rcc = 100µm would be necessary (s. fig. A.11) to explain the observed increase.
Rydberg background
With regards to the back-scattering and back-reflection, a special Rydberg background
scenario was investigated (s. app. A.3). It is based on highly exited hydrogen atoms,
co-called Rydberg atoms, emanating from the steel vessels into the volume of the MS, due
to sputtering processes of α-emitters. Background electrons are then created by ionization
of Rydberg atoms via black body radiation [Tro19].
These electrons are expected to be generated isotropically in the entire MS vessel with
low kinetic energies O(meV). Accordingly, their energy distribution at the detector
(Upae = 10 kV) depends on the axial position of creation qUret(zin) and shows a small
energy spread ∆E / 0.5 keV (s. fig. A.8a):
Ebkg = qUret(zin) + qUpae + UBF . (8.1)
Most important, Rydberg electrons are not affected by back-scattering escape Pesc = 0 %.
A consequence of the maximum energy: even the smallest energy-loss in the detector lead
to back-scattering energies below the retardation potential and thus back-reflection.
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Figure 8.4: (a) Schematic depiction of the ROI and extrapolation mechanism. A
single energy response at Uext = 17 kV (black) is used to extrapolate an efficiency for
arbitrary Uret (gray) by instead shifting E
∗
min the ROI bound (orange). (b) Relative
modeled efficiency roi · esc for a set of simulated retardation voltages Uret (black). The
respective extrapolated results are given for different approaches: sliding lower and
upper bound equally (blue), sliding the lower bound (orange), and scaling the lower
bound (green, s. eq. 8.5). In dashed line-style solely roi is given and the cross-hair
marks Uext respective rel(Uext).
8.2 Detection efficiency
In order to veto background events, the energy spectrum registered with the FPD is sepa-
rated into a “region of interest” (ROI) and only events with energies Emeas ∈ [Emin, Emax]
in this region are counted.
The detector efficiency is hence defined by the number Nroi of events in this region divided














However Ntot is a priori only known in simulations. In the experiment assessing Ntot
would require high-precision modeling of systematics with special care for the unobserved
spectrum part below the detection threshold.
Consequently the measurement of the detector response only allows to infer a relative
efficiency rel, typically normalized to the spectrum endpoint (s. fig. 8.4a). At KATRIN
rel is further separated into [Eno19]
det = abs · rel = abs · roi · esc · pu , (8.3)
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where roi defines the relative counts within the ROI, esc describes the escape of detector
back-scattered electrons (s. fig. 5.11) and pu gives the correction for accidental signal
pile-up (s. eq. 5.32).
The calculated systematic probabilities are directly connected to the efficiency by syst =
1 − Psyst. Lastly, the absolute efficiency abs is close to unity and absorbed by the
normalization factor in sensitivity analyses.
Region-of-interest efficiency
A complication for an experimental determination of roi is the low electron rates at
the spectrum endpoint Uret ≈ qE0. A solution to determine the efficiency is thus based
on extrapolating the efficiency from a single detector response performed at distance
qUret − E0 > 1 keV to the endpoint.
The extrapolation mechanism assumes that the shape of detector response is in first order
independent of the retardation potential (s. fig. 8.4a). A single measurement at fixed
potential Uext is performed and the extrapolated efficiency determined by modifying the










For KATRIN analyses the so-called sliding-mechanism is implemented, where both bound-
aries are shifted by Uext−Uret. As the kinetic energy observed with the FPD is determined
E0 + qUpae by the spectrum endpoint and post-acceleration, it is more reasonable to fix
the upper boundary E∗max = Emax.
Another option is to use a scaling based modification of the ROI boundaries:
E∗min = Emin ·
Uext + Upae
Uret + Upae
and E∗max = Emax . (8.5)
Based on a modeled detection efficiency this extrapolation schema gives the best fit (s. fig.
8.4b) and allows to retain the absolute modeled efficiency (s. fig. A.22)
det(Uret) ≈ det(Uext)|EmaxE∗min + [Pesc(Uext)− Pesc(Uret)] , (8.6)
by including the probability of electron escape Pesc in summation.
Based on the scaling mechanism from equation 8.5, the efficiency roi for each detector
pixel is calculated. The boundaries are Emin = 14 keV and Emax = 32 keV and the result
is illustrated in figure 8.5.
The depicted averaged efficiency of the golden pixel selection1 shows a reasonable agreement
with respect to model considerations (s. sc. 5.4). In particular, the energy-loss of peak
pile-up would reduce the efficiency and pixel dependent effects would have to be considered.
1Detector pixels with low statistics are excluded from the analysis.
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Figure 8.5: Scaling approach based extrapolated ROI efficiency for each detector
pixel. In black the averaged value for the golden pixel selection (black) and in red the
averaged modeled efficiency det/esc (red) is super-imposed.
At a distance of 1 keV below the endpoint the efficiency roi is reduced to 99.875%. Due to
the high statistics within the ROI, the systematic uncertainty is estimated by calculating
the sample variance of extrapolated efficiencies for the set of golden pixels. The uncertainty
is unity at the endpoint and 0.04% at 1 keV below the endpoint. A conservative uncertainty
of σ = 0.1% · (1− roi) is thus suggested.
Sensitivity
For the systematic sterile neutrino analysis the quantitative value as well as the uncertainty
thereon have to be considered. A summary plot for the three relative efficiency factors
(roi, esc, pu) is given in figure 8.6.
As accidental pile-up is rate dependent its impact increases further into the spectrum
and reaches 99.95% at 1 keV below the endpoint. Its uncertainty depends on the rate
estimation and is determined as σ = (1− pu) · 18% [Eno19].
The modeled efficiency for electron escape at E0 − 1 keV gives a value of 99.89%. In
order to estimate the uncertainty, the energy distribution of back-scattered electrons was
compared to data from [Ber02] (s. fig. A.3). Here the spectra agree within an uncertainty
of σ = 6.8%. Assuming a similar accuracy for the simulated angular distribution of
back-scattered electrons gives an uncertainty of σ = 10% (summed in quadrature) and
σ = 13.6% (absolute sum). For the analysis a conservative uncertainty of σ = 20%·(1−esc)
is suggested.
In order to determine the influence of the detection efficiency to the sterile neutrino
sensitivity, the systematic uncertainties are considered to be uncorrelated an added in
quadrature to the χ2-function (s. eq. 7.4). The spectrum model incorporates the
measurement-time-distribution of the integral scan as well as time-dependent fluctuations
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Figure 8.6: Relative detection efficiency of the FPD for a sterile neutrino search in
the “1.6 keV” run. The efficiency roi (blue) & pu (orange) are given with respect to
the average of the golden pixel selection.
of the live-monitoring devices during the “1.6 keV” run [Kat20]. Here the sensitivity
analysis is performed with respect to a single effective detector pixel - the golden pixel
selection - and the 81 integral scans stacked for each retarding potential.
The resulting modeled sensitivity is shown in figure 8.7. As the uncertainties on the
detection efficiencies increase with decreasing potentials Uret (s. fig. 8.6), the sensitivity
degradation increases at higher sterile neutrino masses m4 > 0.5 keV. The sensitivity loss
at m4 = 1 keV due to signal pile-up pu is about a factor 3 and a factor 2 for electron
escape. The low uncertainties on roi are smaller than the statistical fluctuations and thus
do not effect the sensitivity.
The large uncertainty on electron escape is based on the accuracy of the simulated response.
Consequently, its influence may be reduced by precision measurements - for example with
the RS electron gun. A dedicated simulation (s. fig. A.23a) shows that the probability for
electron escape depends both on the surplus energy ∆E as well as the initial polar angle
ϑp,in of electrons. In case of a surplus energy ∆E = 0 the escape probability is Pesc = 0 %,
while at ∆E = 2.5 keV & ϑp,in = 50
◦ it is Pesc = 3 %.
In contrast, the influence of signal pile-up depends on the event rate Γpx (s. eq. 5.32).
Its accuracy however is limited by rate stability of the tritium source. In addition to
the relative detection efficiency, the final sterile neutrino sensitivity investigation with
“1.6 keV” run data will incorporate systemic uncertainties for tritium source fluctuations,
electron back-scattering off the RW and magnetic trapping in the tritium source [Hub20;
Kat20].
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Figure 8.7: Estimated sterile neutrino sensitivity based on MC data with respect to
“1.6 keV” run settings [Kat20]. The statistical sensitivity at 90% CL is given in black
and the impact of uncorrelated uncertainties on the detection efficiencies is given in
color: in blue for roi, in orange for pu and in green for esc.
8.3 Conclusion
In this chapter the detector model was compared with a specific KATRIN calibration
measurement for the “1.6 keV” run, a science run dedicated to investigate sterile neutrinos
within the last 1.6 keV in the tritium beta-decay spectrum. In contrast to the previous
chapter, the semi-analytical model is based on KASSIOPEIA simulation with electro-
magnetic fields according to the SDS geometry (s. sc. 5.2). In particular, this includes
back-reflection of detector back-scattered electrons.
In section 8.1 the consequence of detector back-scattering and back-reflection was investi-
gated with respect to the inter-event-time as well as the position change for back-reflected
electrons. Both, short time coincidences and small position changes, may lead to the
indistinguishable detector events of a single incident electron. In accordance to the FPD’s
geometry, the spatial discrimination is better in the outer rings, which leads to an increase
of split events and thus results in a radial dependent energy response. This could be well
reproduced with the model. A future improvement of the semi-analytical FPD model
would have to include energy-loss of signal pile-up. In addition, further charge-sharing
characterization measurements are mandatory in order to determine its exact influence.
The impact of detector-related systematics to the integral spectrum is discussed in section
8.2. In contrast to former assumptions [Ang05; Ams15], it is shown that the detection
efficiency is both retardation potential as well as radial position depend. This stems
largely from back-reflection, which leads to a distortion of the differential spectrum within
the region-of-interest. Its contribution is extracted from an independent measurement at
Uret = 16.975 kV and it is demonstrated that a scaling based extrapolation approach is
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well-suited to recover the efficiency factor roi. Finally, the influence of uncertainties to the
sterile neutrino sensitivity is discussed. Uncorrelated uncertainties on electron escape as
well as signal pile-up limit the sensitivity to sterile neutrinos to about sin2 θ = 6 · 10−3 at
m4 = 1 keV. Notably, the uncertainty on electron escape may be reduced by dedicated
experimental measurements with the RS electron gun.
Chapter 9
Conclusion
Sterile neutrinos are defined by the generalized SM Lagrangian and may explain many
open questions in astroparticle physics. In particular a sterile neutrino mass eigenstate
with several keV/c2 and low mixing angles sin2 θ < 10−7 is a candidate for DM [Boy19].
Through neutrino oscillation such a particle affects the beta-decay energy spectrum and is
hence accessible to the KATRIN experiment. With an unmodified setup a spectroscopic
scan into the tritium beta-decay spectrum is, however, limited by the maximal count rate
of the FPD. A differential measurement at a by 105 reduced source strength - compared
to nominal KATRIN operation - would statistically reach sensitivities of sin2 θ = 5 · 10−5
after several weeks of measurement [Mer19].
Improving the sensitivity thus requires the redesign of the detector system with respect to
high count rates as well as excellent energy resolution. The TRISTAN detector system
that is currently developed is based on hexagonal SDD pixels and 21 modules with each
npx = 166 pixels are projected to operated as a joint detector with roughly npx = 3500
pixels. The optimized system enables the setup to improve the statistic sterile neutrino
sensitivity by several magnitudes, down to sin2 θ = 10−7 for an effective measurement time
of three years [Mer19].
While the tritium source strength would allow for a statistic sensitivity of sin2 θ = 10−8,
the experimental investigation is limited by systematic uncertainties [Mer19]. Within the
scope of this thesis several detector systematic effects have been investigated: electron
scattering within the detector, back-scattering off the detector as well as back-reflection to
it, charge sharing across pixel boundaries, electronic noise and lastly signal pile-up.
In chapter 5 the various systematics are introduced and a detector model is developed. Of
special notice is the simulation-interpolation approach that allows transforming simulated
responses into calculation-efficient mathematical expression.
Chapter 6 introduces the characterization measurements performed with seven pixel
TRISTAN detectors. The laboratory setups comprise high-precision calibration equipment
for investigating the detector response to x-rays as well as mono-energetic electrons. It
could be shown that the model conforms well with measurements. Improvements would
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entail the description of triple boundary charge-sharing, the inclusion of back-reflection
in the model, the tracking of x-rays in the simulation and also the implementation of an
energy-loss for elastic scattering of electron with silicon.
Design criteria for the final TRISTAN detector are evaluated in chapter 7. Here the
influence of systematics was investigated with respect to dedicated sensitivity study and
by magnetic field analyses:
 The sensitivity analysis discusses individual as well as the combined impact of
systematics. It is demonstrated that the individual effects can be largely mitigated
by shifting the tritium beta-decay energy spectrum by the maximal expected decay
energy qUpae ≥ E0. In contrast, the combination of systematic effects leads to a
sensitivity degradation by more than a factor of 3, even in an optimized case with low
and homogeneous detection deadlayer zdl = 20± 1 nm. Disentangling systematics,
for example by measuring the signal rise-time, is thus essential for the future sterile
neutrino measurement.
 Geometric constraints for the detector system where derived from electromagnetic
field considerations. Preventing large position displacement of back-reflected or
background electrons close to the detector restricts the magnetic field to Bdet =
0.7 . . . 0.8 T and translates to a pixel radius of rpx = 1.6 . . . 1.5 mm.
Finally, the “1.6 keV” run relevant for a first sterile neutrino sensitivity analysis is presented
in chapter 8. Focusing on the detector response to back-scattering, back-reflection and
charge-sharing, their impact to the observed event timing and recorded energy-spectra is
discussed. It was shown that a scaling based extrapolation mechanism is best suited for
identifying the ROI efficiency roi of the FPD and that back-scattered electron escape esc
should be investigated by dedicated calibration measurements. Moreover, the systematic
uncertainty on the detection efficiency limits the sterile neutrino sensitivity to about
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A.1 KESS simulation of electron scattering in silicon
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Figure A.1: Simulated energy deposition profile of Ekin = 30 keV electrons impinging
perpendicularly onto silicon. The simulation counts Nsim = 10
5 electrons. In (a) the
energy deposition is given for lateral slices along the x-axis and in (b) for slices in
radial direction. The integral of the distribution gives the incident energy minus the
energy lost due to back-scattering: Edep = Ein − Ebs.
















f(x) = 1.13x2 + 8.68x1 − 15.5
f(x) = 2.13x2 + 16.3x1 − 21.9





















f(x) = 3.47x2 + 24.7x1 − 25.9
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Figure A.2: Average simulated position until 50% (a) respective 90% (b) of the initial
electrons energy is deposited in silicon. Every point represents a separate KESS
simulation with Nsim = 10
5 electrons but for different incident energies Ekin. The
incident angle is fixed ϑp,in = 0
◦ and dotted lines represent second polynomial fits.
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Figure A.3: Back-scattering energy spectrum for initial electrons with Ekin = 20 keV
that impinge perpendicularly onto silicon. The KESS simulation (black) is based
on Nsim = 10
6 electrons. In color the spectra spectra for two special silicon lattice
orientations are given: anomalous absorption (blue) and transmission (orange) [Ber02].
At KATRIN electrons impinge with angles of about ϑp,in ∈ [0◦, ϑmax], with ϑmax
limited by reflection at the pinch magnet and the parallel boost by acceleration
voltage Upae. In effect this this should lead to a more amorphous response, between
anomalous absorption and transmission. The sample variance of the data average to
the simulated response gives an uncertainty of σ = 6.8%. More conservatively, an
uncertainty of σ = 10% is assumed.
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A.2 KASSIOPEIA configuration
Table A.1: Electromagnetic field configuration of the 4keV run during the first tritium
measurment campaign of KATRIN. The parameters are implemented within an axial
symmetric simulation framework. In the simulation the first PS magnet is used for
emulating the source magnetic field Bsrc and thus its current differs with respect to
the measurement.
component parameter comment
PS currents Ips,1 = 87.9 A, Ips,2 = 108.8 A Bps1 = Bsrc = 2.52 T
LFCS currents
Iac,1 = 48.2 A, Iac,2 = 49.5 A,
Iac,3 = 90.0 A, Iac,4 = 52.3 A,
Iac,5 = 52.0 A, Iac,6 = 27.8 A,
Iac,7 = 91.8 A, Iac,8 = 64.7 A,
Iac,9 = 63.0 A, Iac,10 = 13.4 A,
Iac,11 = 60.5 A, Iac,12 = 94.1 A,
Iac,13 = 10.1 A, Iac,14 = 1.1 A,
Iac,15 = 1.1 A
Bmin = 6 Gs
EMCS currents Ix = 7.85 A, Iy = 46.5 A
MS potentials
Uhull ∈ [−14.58 kV,−18.58 kV],
Uie = −200 V, Ucone = −40 V,
Uap = 0 V, Ugnd = 0 V
Uret = Uhull + Uie
DS currents Ipch = 60.9 A, Idet = 39.3 A Bpch = 4.2 T, Bdet = 2.52 T
DS potentials Upae = 10 kV, UBF = 120 V Uacc = Upae + UBF
Table A.2: KASSIOPEIA simulation electron generator parameters. Two scenarios are




electron energy Ein ∈ [qUpae, 18.6 keV] beta-decay Ein ∈ [0, 0.2 eV] uniform
momentum: azimuth ϕp,in ∈ [0◦, 360◦] isotropic
momentum: polar cosϑp,in ∈ [−1, 1] isotropic





position: azimuth ϕx,in ∈ [0◦, 360◦] homogeneous
position: axial zin = −16.465 m constant zin ∈ [−1.5 m, 11 m] uniform
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Figure A.4: Electromagnetic fields for a simulated electron along the axial position z.
The center of the MS is at z = 0 m. The exact currents and potentials are listed in
table A.1.
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A.3 Simulation of background electrons
(a) tritium beta-decay (b) Rydberg like background
Figure A.5: KASSIOPEIA position generator for the two separate simulation sce-
narios. Left tritium like electrons created in at the position of the first PS magnet.
Right: background like electrons originating from the downstream half of the MS, in
accordance to a Rydberg like background.
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Uret = 14.60 kV
Uret = 16.60 kV
Uret = 18.55 kV
(a) FPD position shift
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Uret = 14.60 kV
Uret = 16.60 kV
Uret = 18.55 kV
(b) FPD inter-event time
Figure A.6: Rydberg electron background: Position change ∆x = xfi − xin (left) and
inter-event times ∆t = tfi − tin (right) for electrons that exit the detector (xin, tin)
due to back-scattering but are back reflected onto it (xin, tin) (s. fig. 5.3). Both are
slightly dependent on the retarding potential values Uret.
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Uret = 14.60 kV
data
zin > 5 m
zin > 10 m
(a) incident energy











f(x) = 364x+ 2.06e4
f(x) = 298x+ 1.11e4
f(x) = 44.2x+ 1.85e3
data
zin > 5 m
zin > 10 m
(b) ring wise rate
Figure A.8: Rydberg background scenario: Energy and rate of electrons impinging
onto the FPD right after being generated. (a) The energy of background electrons
show a dependence on generators axial position zin. (b) Electron rate according to
the radial position of impact translated to the FPDs ring structure.












Uret = 14.60 kV
Uret = 16.60 kV
Uret = 18.55 kV
Nring < 3
(a) FPD event multiplicity
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Uret = 14.60 kV
Uret = 16.60 kV
Uret = 18.55 kV
(b) inter-arrival time
Figure A.7: Rydberg electron background: Overall multiplicity (left) and inter-arrival
times (right) of simulated electrons. Here three exemplary retarding potential settings
are depicted in color. In addition the multiplicity shows the same distribution but for
the innermost FPD rings (+bullseye). The inter-arrival time is calculated relative to
the first impingement on the detector and the peak at t = 0µs thus corresponds to
the ≈ 80% of electrons that don’t back-scatter.
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A.4 Signal waveform and filter output

















Figure A.9: Simulated waveform (blue) with a 8 ns samples and three separate events
at t = 1/3/4µs. Their incident energies are denoted by the gray dashed lines and
a fixed threshold is denoted in red. In addition the trapezoidal filter output of a
trapezoidal filter, using a peaking time of tenergypk = 0.768µs and t
energy
ft = 0.256µs
flattop, is depicted in orange. A four times faster filter would be able to discriminated


































































































































































































































































































































































































































































































































































































































































































































































































































A.5. FPD CHARGE SHARING 139






















Figure A.11: Charge sharing probability over ring number of the FPD, calculated
according to equation 5.25. Due to the geometry of the detector the pixels in the
bullseye and ring 1 have the lowest probability of charge sharing. A measurement of
charge sharing presented in [Sch14] measures a charge sharing probability of roughly
Pcs = 1.5 % for the center of the FPD. This would ensue a charge cloud radius of
roughly rcc = 12µm.
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A.6 Dimensions photo-electric electron gun
Figure A.12: Dimensions of the photo-electric electron gun.
Figure A.13: Dimensions of the focus and rotation magnets.
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A.7 Calibration and fast-filter variation







































Figure A.14: (a) Measured 241Am energy spectrum with the “F-02” detector. The
measurement was performed in the SEM environment and reflects the prevalent
electronic noise conditions. Americium has three prominent x-ray lines: Ekin =
13.9 keV (37%), Ekin = 26.3 keV (2.27%) and Ekin = 59.5 keV (35.9%) [Bas06]. From
the increased attenuation length at Ekin = 59.5 keV, it is expected that roughly 95.5%
of all x-rays aren’t registered but transmitted through the detector (s. fig. 5.17).
The peak at 0 keV is recorded by random sampling with DANTE and thus describes
contribution of electronic noise FWHM = 176 eV. The fitted normal distribution of
the above lines show an increase of the energy resolution according to its combination




fano. (b) Pixel map of the count rates for each pixel
- the coincident charge-shared rate is scaled by 100. Due to the additional spectral
lines - from excitation of ambient materials - distinguishing charge-shared events
becomes less accurate. This translates into an inaccurate determination of the time
correction factor toffch and is visible as slight asymmetries of the charge-shared rates for
neighboring pixels.
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tffpk = 32 ns, t
ff
ft = 32 ns
tffpk = 64 ns, t
ff
ft = 32 ns
tffpk = 96 ns, t
ff
ft = 32 ns
tffpk = 32 ns, t
ff
ft = 64 ns
tffpk = 64 ns, t
ff
ft = 64 ns
Figure A.15: Impact of the fast filters peaking tff,pk and flattop tff,ft time to the
measurement of an 55Fe x-ray source. Here for a representative pixel only. Both
parameters effect the region close the energy threshold as the fast filter is used for
event triggering. Furthermore the event discrimination time is given by the fast filter
tmin = 2·tff,pk+tff,ft and thus affect the observed spectrum above the EKβ1+3kin = 6.49 keV
line (cf. [Des19]).
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A.8 Pixel boundary measurements
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Figure A.16: Pixel boundary measurement with the “F-02” detector and the SEM
operated at mag = 400 (320× 240µm). The stage was moved and rotated to measure
twin charge sharing between four different pixels: cc-nn, cc-ss, cc-nw, and cc-se. (a)
shows the inter-event times of electrons and (b) the charge sharing fraction η. Here the
printed normalization n is defined as tmeas ·Γpx ·Pcs and σ describes the increase of the
charge clouds normal distribution: only the charges within ∆x ∈ [−σ, σ] are considered
(s. eqs. 5.25 & 5.26), for homogeneous illumination it is defined as σ = 3.5256.
(a) scatter: energy - position (b) scatter: rise-time - position
Figure A.17: Scatter plot of event energy (a) and signal rise-time (b) over scanning
position of the SEM. The measurement was performed at the intersection of two pixels
with Ekin = 20 keV electrons and the “F-02” detector. Both E and trise are derived
by fitting the recorded signal waveforms. Here blue dots are events in the “center”
pixel.
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(a) scatter: energy - position (b) scatter: rise-time - position
Figure A.18: Scatter plot of event energy (a) and signal rise-time (b) over scanning
position of the SEM. The measurement was performed at the intersection of three
pixels with Ekin = 10 keV electrons and the “F-02” detector. Both E and trise are
derived by fitting the recorded signal waveforms. Here blue dots are events in the
“center” pixel. Due to the “Y” shaped pixel intersection geometry a line scan with
SEM shows characteristic ramps.
A.9. SENSITIVITY STUDY CORRELATION MATRICES 145
A.9 Sensitivity study correlation matrices







































Figure A.19: (a) Electronic noise correlation matrix for FWHM = 300 ± 20 eV,
Ethres = 1000 ± 20 keV and with ncov = 500 repetitions. Here an additional post
acceleration of Upae = 20 kV and constant background rate of Γbkg = 1 cps are
considered. (b) Signal pile-up correlation matrix for a detector rate Γdet = 10
8 cps,
npx = 3500 number of pixels and a discrimination time of tmin = 1.0 ± 0.1µs. The
spectrum was post accelerated by Upae = 20 kV.







































(b) scattering off silicon
Figure A.20: (a) Charge sharing correlation matrix for Upae = 20 kV post acceleration,
a detection threshold of Ethres = 0 keV and Pcs = 10 ± 1 % probability for charge
sharing. (b) Scattering correlation matrix for Upae = 20 kV post acceleration, a
deadlayer of zdl = 50± 5 nm and ϑp,in = 0± 5 ◦ perpendicular incidence.
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Figure A.21: Correlation matrix with respect to a combination of detector related
systematics: silicon scattering, charge sharing, electronic noise and signal pile-up.
Here the spectrum is shifted due to post acceleration Upae = 20 kV.
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A.10 FPD detection efficiency

















Figure A.22: Modeled absolute detection efficiency det (black). In color the extrapo-
lation result of the cross-hair marked reference (Uext,det (Uext)) response is given for
three different approaches: sliding both boundaries (blue), sliding the lower boundary
(orange) and scaling the lower boundary (green). The dashed line represent the roi
only and the solid lines is corrected by electron escape (s. eq. 8.6).
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f(x) = −1.298e-5 x3 + 5.025e-4 x2 − 8.116e-3 x+ 9.985e1
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∆E = 0.2 keV
∆E = 0.5 keV
∆E = 1.0 keV
∆E = 1.5 keV
∆E = 2.0 keV
∆E = 2.5 keV
(b) Pref(ϑp,in)
Figure A.23: KASSIOPEIA simulation with mono-energetic Ein electrons, with
fixed initial polar angle ϑp,in and fixed retardation potential Uret = 18.6 kV.
The simulation was repeated for various surplus energies ∆E = Ein − Uret =
0.2/0.5/1.0/1.5/2.0/2.5 keV as well as initial polar angles ϑp,in = 0/5/ . . . /50
◦. The fig-
ures show the probability for back-scattered electrons to be back-reflected Pref = 1−Pesc
(dots). In (a) it is presented as a function of the surplus energy and of the polar angle
in (b). Errors reflect the statistical uncertainty for Nsim = 10
5 simulated electrons,




Λ-CDM Lambda Cold Dark Matter model, also referred to as standard cosmological
model.. 8, 11
νMSM neutrino Minimal Standard Model. 13
“F-02” TRISTAN seven pixel detector with rpx = 1 mm and standard entrance window
technology. 71, 78, 81–85, 141, 143, 144
“F-12” TRISTAN seven pixel detector with rpx = 0.5 mm and standard entrance window
technology. 87–90
ADC Analog to Digital Converter. 32, 34, 59, 72, 114
adu Analog Digital Unit. 32
boson Elementary particle for conveying interaction forces. 1
CKrS Condensed Krypton Source. 18
CMB Cosmic Microwave Background. 11, 13
CMU Carnegie Mellon University. 34
CPS Cryogenic Pumping Section. 15–18
CUBE charge sensitive preamplifier from XGLab. 71–73
D-Sub D-Subminiature. 72, 73
DANTE digital pulse processor from XGLab. 72, 73, 83, 98, 141
DAQ Data Acquisition (system). 2, 17, 20, 27, 34, 35, 41, 43, 50, 51, 53, 58–60, 64, 70,
74, 75, 82, 86, 91, 98, 112, 115, 138
DE Dark Energy. 8
DM Dark Matter. 8, 13, 14, 28, 127
149
150 Glossary
DPS Differential Pumping Section. 16–18
DS Detector Section. 41, 116, 133
EMCS Earth Magnetic field Compensation System. 19, 133
FBM Forward Beam Monitor. 18
fermion Elementary matter particle. 1
FPD Focal Plane Detector. 17, 19–21, 29, 35–37, 41–43, 50, 51, 53–55, 58, 59, 61, 70,
110, 115–122, 124, 125, 127, 128, 135, 136, 139
FPGA Field Programmable Gate Array. 20
FSD Final State Distribution. 26
FTICR Fourier Transformation Ion Cyclotron Resonance. 18
FTL First Level Trigger. 20
HLL HalbLeiterLabor Mu¨nchen (semiconductor laboratory) part of the MPG. 34, 71, 77
IE Inner Electrode system. 20
IPE Institute for Data Processing and Electronics. 34
KASSIOPEIA Particle tracking software developed at KATRIN. 37–40, 43, 53, 70, 112,
113, 115, 125, 133, 135, 147
KATRIN KArlsruhe TRitium Neutrino experiment. vii, 1, 2, 15–17, 19–22, 24, 26–29,
34–37, 40, 41, 43, 48, 53, 62, 66, 70, 71, 78, 85, 91, 95, 98, 99, 109–111, 115–117, 121,
122, 125, 127, 132, 133, 150
KESS Katrin Electron Silicon Scattering. 43, 44, 63, 66, 69, 70, 82, 86, 102, 131, 132
KIT Karlsruhe Institute of Technology. 15, 34, 86
KNM1 KATRIN Neutrino Mass (campaign). 25
KSETA Karlsruhe School of Elementary and Astroparticle Physics: Science and Tech-
nology. v
LARA LAser RAman spectroscopy system. 18
LFCS Low Field Correction System. 19, 133
LS Loop System. 18
Glossary 151
MAC-E Magnetic Adiabatic Collimation with Electrostatic filter. 19, 22
MC Monte Carlo. 26, 67, 70, 94, 125
MobSU Mobile Sensor Unit. 19
MonSpec Main Spectrometer. 17, 19, 20
MPP Max-Planck-Institute for Physics (Werner-Heisenberg-Institut) in Munich part of
MPG. 34
MS Main Spectrometer. 15, 17, 19, 20, 22–25, 29, 40, 41, 48, 51, 59, 115, 120, 133–135
MTD Measurement Time Distribution. 23–26
nJFET Negative Junction gate Field-Effect Transistor. 35
PAE Post Acceleration Electrode. 20, 21, 40, 48, 49, 52
PCB Printed Circuit Board. 71
PoliMi Politecnico di Milano (Polytechnic University of Milan). 34
ppm Parts Per Million. 20
PS Pre Spectrometer. 17, 19, 40, 118, 133, 135, 147
R&D Research & Developement. 34
ROI Region-Of-Interest. 121–123, 128
RS Rear Section. 16, 17, 25, 124, 126
RW Rear Wall. 17, 49, 51, 124
SDD Silicon Drift Detector. 27, 31, 33–35, 40, 45, 71, 73, 77, 78, 113, 115, 127
SDS Spectrometer and Detector Section. 16, 40, 41, 49, 118, 125
SEM Scanning Electron Microscope. 77–79, 81–84, 141, 143, 144
SM Standard Model of particle physics. It describes all matter and interactions as
elementary particles. 1, 3, 6–8, 13, 15, 127
SMA SubMiniature version A. 72, 73
STL Second Level Trigger. 20
STS Source and Transport Section. 16, 19, 40, 42, 51, 53, 78
152 Glossary
TLK Tritium Laboratory Karlsruhe. 15
TOF Time-Of-Flight. 25
TRISTAN TRitium Investigation on STerile (A) Neutrinos. vii, 2, 19, 20, 30, 34–37, 40,
54, 55, 59, 60, 71, 72, 78, 86, 91, 109, 110, 113, 115, 116, 127, 128
TUM Technische Universita¨t Mu¨nchen (Technical University of Munich). 34
UNIMIB Universita` degli Studi di Milano-Bicocca (University of Milano-Bicocca). 34
UV Ultra Violet. 17
WDM Warm Dark Matter. 13, 14
WGTS Windowless Gaseous Tritium Source. 15–18, 21, 22, 24, 25, 41, 42
XGLab X and Gamma ray electronics LAB, a spin-off company from the Politecnico di
Milano and currently part of BRUKER. 34, 71, 72
XML eXtensible Markup Language. 38
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