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Empirical Bayes estimation of a truncation








等の分野でよく用いられ,その性質も研究されている(Johnson et al. [JKB94], Arnold [Ar15]).
従来,切断母数 \gamma と自然母数  \theta をもつ片側切断指数型分布族 (one‐sided truncated expo‐
nential family of distributions, 略して oTEF) の分布から得られた大きさ  n の無作為標本





そして,  \gamma の補正 MLE, ベイズ推定量との漸近的比較も行う.
2. 片側切断指数型分布族と共役事前分布族
まず,  X_{1} ,  X_{2} , ,  X_{n} , をたがいに独立に,いずれも (Lebesgue 測度に関する) 密度
 p(x;\theta, \gamma)=\begin{array}{ll}
a(x)e^{\theta u(x)}/b(\theta, \gamma)   (\gamma\leq x<d) ,
0   （その他）
\end{array} (2.1)
をもつ片側切断指数型分布族  (oTEF)  \mathcal{P} の分布に従う確率変数列とする (Bar‐Lev [BL84],
[A17]). ただし,  -\infty\leq c<\gamma<d\leq\infty とし,  a(\cdot) は正値で,ほとんど至るところ連続とし,
 u(\cdot) は区間  (\gamma, d) 上で絶対連続で  du(x)/dx\not\equiv 0 とする.また,  \gamma\in(c, d) について
  \Theta(\gamma) :=\{\theta|0<b(\theta, \gamma) :=\int_{\gamma}^{d}a(x)e^{\theta
u(x)}dx<\infty\}
とし,任意の  \gamma\in(c, d) について  \Theta\equiv  \Theta (のは空でない開区間であると仮定する.次に,  \gamma
の事前密度として
 \pi(\gamma;\eta, \xi)=\begin{array}{ll}
\frac{\alpha(\gamma)e^{\eta w(\gamma)}}{\beta(\eta,\xi)}   (\xi\leq\gamma<d) ,
0   （その他）
\end{array} (2.2)
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となる oTEF の密度を取る.ただし,  c<\xi<d とし,  \alpha(\cdot) は正値で微分可能とし,  w(\cdot) は
区間  (\xi, d) 上で微分可能で  w'(\gamma)\not\equiv 0 とする.また,  \xi\in(c , のについて
 \mathcal{H}(\xi):= {   \eta|0<\beta(\eta, \xi)=\int_{\xi}ヨ  \alpha(\gamma)e^{\eta w(\gamma)}d\gamma<\infty } (2.3)
とし,任意の  \xi\in(c, d) について  \mathcal{H}\equiv \mathcal{H}(\xi) は空でない開区間であると仮定する.
いま,(2.1) より X:  =(X_{1} , X_{n}) の同時密度は
 f_{X}(x;\theta, \gamma)=\{\begin{array}{ll}
\frac{H_{i=1}^{n}a(x_{i})e^{\theta\Sigma_{i=1}^{n}u(x_{i})}}{b^{n}(\theta,
\gamma)}   (\^{i} \leq x_{(1)}, x_{(n)}<d) ,
0   （その他）
\end{array} (2.4)
になる.ただし,  x_{(1)}  := \min_{1\leq i\leq n}x_{i},  x_{(n)}:= \max_{1\leq i\leq n^{X}i} とする.このとき,(2.2), (2.4) よ
り Xの周辺密度は
 m(x|\theta, \eta, \xi):= りヨ   f_{X}(x;\theta, \gamma)\pi(\gamma;\eta, \xi)d\gamma
 = \frac{H_{i=1}^{n}a(x_{i})e^{\theta\Sigma_{\dot{x}=1}^{n}u(x_{i})}}
{\beta(\eta,\xi)}\int_{\xi}^{x_{(1)}}\frac{\alpha(\gamma)e^{\eta w(\gamma)}}






になる.ただし,  B(\theta, \eta, \xi)  := \int_{\xi}^{x_{(1)}}\alpha(\gamma)e^{\eta w(\gamma)}/b^{n}(\theta, \gamma)
d\gamma,  \chi_{A}(x) は集合  A の定義関数とす
る.このとき,  \theta が既知ならば  \pi_{\theta,\eta,\xi}(\cdot|x) は oTEF の密度になるので,事前分布族の oTEF
は oTEF  \mathcal{P} に対して共役事前分布族になる.
3. 経験的ベイズ推定
前節の設定の下で,Xの周辺密度 (2.5) は
  m(x;\theta, \eta, \xi)=\prod_{\dot{i}=1}^{n}a(x_{i})e^{\theta\Sigma_{i=1}^{n}u
(x_{i})}\int_{\xi}^{x_{(1)}}\frac{\pi(\gamma;\eta,\xi)}{b^{n}(\theta,\gamma)}
d\gamma (3.1)
になる.ここで,  \theta,  \eta を既知と仮定し,
  G(\xi)\cdot=\int_{\xi}^{x_{(1)}}\frac{\pi(\gamma;\eta,\xi)}{b^{n}(\theta,
\gamma)}  dî  (c<\xi<x_{(1)})
とおく.いま,(2.2) , (2.3) より  (\partial/\partial\xi)\log\beta(\eta, \xi)=-\pi(\xi;\eta, \xi) となるから  G'(\xi)=0 の解は
  \pi(\xi;\eta, \xi)\int_{\xi}^{x_{(1)}}\frac{\{\alpha(\gamma)/\alpha(\xi)\}
e^{\eta\{w(\gamma)-w(\xi)\}}}{\{b(\theta,\gamma)/b(\theta,\xi)\}^{n}}  dî  =l (3.2)
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の解となるから,これを  \xi=\hat{\xi}(x_{(1)}) とする.通常の経験的ベイズ法では  G(\xi) を最大にする
へ
 \xi=\xi^{*}(x_{(1)}) , すなわち Xの周辺密度 (3.1) を最大にする  \hat{\xi}^{*}(x_{(1)}) を用いて,2乗損失による
事後リスクを最小にする事後平均  E_{\theta,\eta,\xi}(\gamma|X) の  \xi に  \hat{\xi}^{*}(X_{(1)}) を代入したものを  \gamma の経験的
ベイズ(empirical Bayes, 略して EB) 推定量と定義している (Lehmann and Casella[LC98]).
ただし,   x_{(1)}=\min_{1\leq i\leq n}X_{i} とする.しかし,ここでは,(3.2) の解  \xi=\hat{\xi}(x_{(1)}) を用いて
  E_{\theta,\eta,\xi}( \gamma|X)=\int_{\xi}^{X_{(1)}}\gamma\pi_{\theta,\eta,\xi}
(\gamma|X)d\gamma (3.3)





となるから,[A17] の第6.3節と同様にして,  \tau_{(1)}  :=n(X_{(1)}-\gamma),  \tau_{n}:=n(\hat{\xi}-\gamma) とすれば
  \hat{\gamma}_{EB}=\gamma+\frac{1}{n} {   \int_{\tau_{n}}^{T_{(1)}}\frac{u\pi(\gamma+(u/n);\eta,\hat{\xi})}{b^{n}













とする.ここで,  C(\eta, \gamma)=\{\alpha'(\gamma)/\alpha(\gamma)\}+\eta w'(\gamma) とおく.
次に,  T_{EB} の漸近平均,漸近分散を求めよう.まず
  \hat{\xi}=\xi(X_{(1)})=\hat{\xi}(\gamma+\frac{T_{(1)}}{n})=\hat{\xi}(\gamma)+
\frac{T_{(1)}}{n}\hat{\xi}'(\gamma)+O_{p}(\frac{1}{n^{2}})
となる.ここで  \hat{\xi}'(\gamma)\neq 0 と仮定する.いま,  \hat{\xi}'(\gamma)>0 のとき,  \hat{\xi}=\hat{\xi}(X_{(1)})<\gamma は
吸1)  < \frac{n}{\xi'(\gamma)} (î—  \xi\hat{} (  \gamma))  +O_{p}( \frac{1}{n})=:nh(\gamma)+O_{p}(\frac{1}{n}) (3.7)
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と同等になる.なお,  h(\gamma)>0 であることに注意.一方,  T_{(1)} の漸近密度は
 f_{T_{(1)}}(t)=\{\begin{array}{ll}
ke-kt-\frac{1}{2n}(\frac{\partial}{\partial\gamma}\log k)(kt^{2}-2t)ke^{-kt}+
O_{p}(\frac{1}{n^{2}})   (t>0) ,




{\partial\gamma}\log k)+O(\frac{1}{n^{2}}) , (3.9)
  E_{\gamma}[(吸_{}1)-\frac{1}{k})^{2}]=\frac{1}{k^{2}}-\frac{4}{k^{3}n}
(\frac{\partial}{\partial\gamma}\log k)+O(\frac{1}{n^{2}}) (3.10)




  E_{\gamma}[\tilde{\pi}_{\eta,\hat{\xi}}(\gamma)]=C+O(\frac{1}{n^{2}}) (3.11)
になる.同様にして
  E_{\gamma}[\tilde{\pi}_{\eta,\hat{\xi}}(T_{(1)}-\frac{1}{k})]=O(\frac{1}{n}) (3.12)
になる.そこで,(3.5), (3.9), (3.11) より
 E_{\gamma}(T_{EB})=E_{\gamma}[T_{(1)}- \frac{1}{k}]+\frac{1}{kn}
(\frac{\partial}{\partial\gamma}\log k)E_{\gamma}[T_{(1)}-\frac{1}{k}]
 - \frac{1}{k^{2}n}\{\frac{\partial}{\partial\gamma}\log k-E_{\gamma}
(\tilde{\pi}_{\eta,\hat{\xi}})\}+O(\frac{1}{n^{2}})
 =- \frac{2}{k^{2}n}(\frac{\partial}{\partial\gamma}\log k)+\frac{1}{k^{2}n}C+O(
\frac{1}{n^{2}}) (3.13)
となる.さらに,(3.5),  (3.9)\sim(3.12) より
 E_{\gamma}(T_{EB}^{2})=E_{\gamma}[(T_{(1)}- \frac{1}{k})^{2}]+\frac{1}{k^{2}n}
E_{\gamma}[\tilde{\pi}_{\eta,\hat{\xi}}(T_{(1)}-\frac{1}{k})]
 + \frac{2}{kn}(\frac{\partial}{\partial\gamma}\log k)E_{\^{i}}[(T_{(1)}-
\frac{1}{k})(吸_{}1)-\frac{1}{k}+\frac{1}{k^{2}n}\tilde{\pi}_{\eta,\hat{\xi}})]
 - \frac{2}{k^{2}n}(\frac{\partial}{\partial\gamma}\log k)E_{\gamma}[T_{(1)}-
\frac{1}{k}]+O(\frac{1}{n^{2}})
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 = \frac{1}{k^{2}}-\frac{2}{k^{3}n}(\frac{\partial}{\partial\gamma}\log k)+
O(\frac{1}{n^{2}})
となるから,  T_{EB} の漸近分散は (3.13) より
VVî  (T_{EB})= \frac{1}{k^{2}}-\frac{2}{k^{3}n}(\frac{\partial}{\partial\gamma}\log 
k)+O(\frac{1}{n^{2}}) (3.14)





となり,  T_{EB} の漸近平均,漸近分散もそれぞれ (3.13) , (3.14) になる.よって (3.13) , (3.14)
より
  E_{\gamma}(kT_{EB})=-\frac{2}{kn}(\frac{\partial}{\partial\gamma}\log k)+\frac
{1}{kn}C+O(\frac{1}{n^{2}}) , (3.15)
 V_{\gamma}(kT_{EB})=1- \frac{2}{kn}(\frac{\partial}{\partial\gamma}\log k)+
O(\frac{1}{n^{2}}) (3.16)
になる.ただし,  C=C(\eta, \gamma)=\{\alpha'(\gamma)/\alpha(\gamma)\}+\eta w'(\gamma) とする.
4. 経験的ベイズ推定量とベイズ推定量,補正 MLE の比較
第2節の設定の下で,  \theta が既知のときに  \gamma の事前密度を  \pi(\gamma) とし,2乗損失と  \pi に関す
るベイズ推定量  \hat{\gamma}_{B,\theta} とすれば,
 T_{B,\theta}=n(\hat{\gamma}_{B,\theta}-\gamma)
 =吸  1)- \frac{1}{k}+\frac{1}{kn}(\frac{\partial}{\partial\gamma}\log k)T_{(1)}-
\frac{1}{k^{2}n}\{2(\frac{\partial}{\partial\gamma}\log k)-\pi_{(1)}\}+O_{p}
(\frac{1}{n^{2}}) (4.1)
となる ([A17] の第6.3節). ただし,  \pi_{(1)}=\pi_{(1)}(\gamma)  :=(\partial/\partial\gamma)\log\pi(\gamma) とする.また,  \gamma の
 MLE\hat{\gamma}_{ML} は  X_{(1)} となるので,それを偏り補正して
  \hat{\gamma}_{ML^{*}}^{\theta}:=X_{(1)}-\frac{1}{\hat{k}_{\theta}n}
とすると,  T_{(1)}^{*}=n(\hat{\gamma}_{ML^{*}}^{\theta}-\gamma) の確率展開は
 T_{(1)}^{*}= 吸  1)- \frac{1}{k}+\frac{1}{kn}(\frac{\partial}{\partial\gamma}\log k)T_{(1)}+
O_{P}(\frac{1}{n^{2}}) (4.2)
となる ([A17] の第4.3節参照). ただし,  \hat{k}_{\theta}=k(\theta, X_{(1)}) とする.このとき,(3.5), (4.1), (4.2)
より











になる.さらに,(3.16) と [A17] の第6.3節より,漸近分散について
 V_{\gamma}(kT_{EB})=V_{\gamma}(kT_{B,\theta})=V_{\gamma}(kT_{(1)}^{*})
 =1- \frac{2}{kn}(\frac{\partial}{\partial\gamma}\log k)+O(\frac{1}{n^{2}})
となる.よって,  \hat{\gamma}_{EB} , î \hat{} B,  \theta ,  \hat{\gamma}_{ML}^{\theta}。は漸近平均の  1/n のオーダーで異なるが,漸近分散につ
いては  1/n のオーダーまで等しいことが分かる.
例  X_{1},  X_{2} , ,  X_{n} , をたがいに独立に,いずれも密度
 p  (x;\theta, \^{i})  =  \{\begin{array}{ll}
\theta\gamma^{\theta}/x^{\theta+1}   (\gamma\leq x) ,
0   （その他）
\end{array}
をもつパレート分布に従う確率変数列とする.ただし,  \theta>0,  \gamma>0 とする.また,îが事
前密度
 \pi(\gamma;\eta, \xi)=\{\begin{array}{ll}
\eta\xi^{\eta}/\gamma^{\eta+1}   (\xi\leq\gamma) ,
0   （その他）
\end{array}
をもつパレート分布に従うとする.ただし,  \eta>0,  \xi>0 とする.ここで,  \theta,  \eta を既知とす




  \xi=(\frac{\eta}{n\theta})^{1/(n\theta-\eta)}x_{(1)}=:\hat{\xi}^{*}(x_{(1)}) (4.4)
のとき,  G(\xi) は最大値をとる.ゆえに,  \hat{\xi}^{*} はX の周辺密度 (3.1) を最大にし ,  \hat{\xi}^{*'}(\gamma)>0 と
なることに注意.また,(3.4), (4.4) より  \gamma のEB 推定量は





になる.ここで,   narrow\infty のとき  \hat{\gamma}_{EB}(X)/x_{(1)} }よ1に概収束する.いま,  \alpha'(\gamma)/\alpha(\gamma)=
 -1/\gamma,   w'(\gamma)=-1/\gamma となるから,
 C=C( \eta, \gamma)=-\frac{\eta+1}{\gamma}
となり,また,   k(\theta, \gamma)=\theta/\gamma となるから (3.15), (3.16) より  T_{EB}=n(\hat{\gamma}_{EB}-\gamma) について漸
近平均,漸近分散はそれぞれ
 E_{\gamma}( \frac{\theta}{\gamma}T_{EB})=\frac{1-\eta}{\theta n}+O(\frac{1}
{n^{2}}) ,




本稿では,切断母数  \gamma と自然母数  \theta をもつ片側切断指数型分布族において,  \theta が既知の場
合に îの経験的ベイズ推定量  \hat{\gamma}_{EB} を求め,その漸近平均,漸近分散を2次のオーダーまで
求めた.その際,事後密度が超母数 (hyperparameteO の推定量にも依存するために,通常
のベイズ推定量より面倒にはなるが,得られた結果は類似していて,  T_{EB}=n(\hat{\gamma}_{EB}-\gamma) の
漸近平均の  1/n のオーダーの項が事前分布の超母数に依存するが,その漸近分散は  1/n の
項までは事前分布には無関係になる.さらに,  \theta の未知の場合にも,  \gamma の経験的ベイズ推定
問題を考えることができるが,少し面倒になるであろう.
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