Abstract. In this paper we investigate families of iterated function systems (IFS) and conformal iterated function systems (CIFS) from a deformation point of view. Namely, we introduce the notion of Teichmüller space for finitely and infinitely generated (C)IFS and study its topological and metric properties. Firstly, we completely classify its boundary. In particular, we prove that this boundary essentially consists of inhomogeneous systems. Secondly, we equip Teichmüller space for (C)IFS with different metrics, an Euclidean, a hyperbolic, and a λ-metric. We then study continuity of the Hausdorff dimension function and the pressure function with respect to these metrics. We also show that the hyperbolic metric and the λ-metric induce topologies stronger than the non-metrizable λ-topology introduced by Roy and Urbanski and, therefore, provide an alternative to the λ-topology in the study of continuity of the Hausdorff dimension function and the pressure function. Finally, we investigate continuity properties of various limit sets associated with infinitely generated (C)IFS with respect to our metrics.
Introduction
Iterated function systems (IFS), introduced by Hutchinson [Hut81] in 1981 (the terminology is due to Barnsley, see e.g. [Bar93] ) and their generalisations conformal iterated function systems (CIFS) have been studied thoroughly in the last 25 years. Recently, there has been an increased interest to study families of (C)IFS instead of single (C)IFS (see e.g. [RU05, BBG, KS08] ). In particular, continuity of functions such as the Hausdorff dimension function or the pressure function on the space of (C)IFS have been investigated (see e.g. [RU05, RSU09] ). For this reason the space of infinitely generated (C)IFS (which satisfy certain separation conditions) has been equipped with a topology, called the λ-topology, which turned out not to be metrizable. To the best of our knowledge, a systematic approach to study families of (C)IFS following Teichmüller theory-ideas has not yet been introduced, with exception of the paper [KS08] where the moduli space of CIFS has been introduced. We also note that the work of McMullen and Sullivan [MS98] and Pinto et all (see e.g. [PRF08] and references therein) on Teichmüller theory for certain dynamical systems differ considerably from our approach. In particular, the language used in the forementioned works is very similar to the language of Teichmüller theory for Riemann surfaces. In this paper, we translate the ideas of Teichmüller theory into the language of iterated function systems and exclusively use the parameter space of (C)IFS.
It is well known that the Teichmüller space for a Riemann surface X is the space of (certain equivalent classes of) metrics on X, and is strongly related to the socalled parameter space. An important part of Teichmüller theory is the study of the boundary of Teichmüller space. In this paper we introduce Teichmüller space for IFS in any dimension and for CIFS in dimension d ≥ 3 with a given number of finite or countably infinite generators and satisfying certain separation conditions. This will be done using the parameter space of these iterated function systems. We then give a full classification of the boundary of Teichmüller space (see Theorems 3.4 and 4.1). It turns out that essentially this boundary consists of inhomogeneous systems. For finitely generated IFS, such inhomogeneous systems were introduced in [BD85, Bar89, Bar93, Bar06] and investigated further in [OS07, OS08a, OS08b] . Finitely generated inhomogeneous IFS originate from the study of condensed Julia sets which arise naturally as deformations of Julia sets for rational maps [BGH85] . The fact that the boundary essentially consists of inhomogeneous systems is in agreement with these earlier studies of deformations of Julia sets and clarifies how inhomogeneous systems arise naturally in the framework of Teichmüller theory for (C)IFS. To classify the boundary of Teichmüller space for CIFS, we extend the notion of inhomogeneous systems to finitely and infinitely generated CIFS. We also include a discussion of the inhomogeneous sets associated to inhomogeneous CIFS. In the sequel in preparation [HSb] we plan to extend these notions to (conformal) graph directed Markov systems.
It is natural to metricize Teichmüller space for (C)IFS. We will do this by introducing appropriate metrics on Teichmüller space for (C)IFS. One of these metrics arises naturally from a hyperbolic metric and the other one from an Euclidean metric. We also introduce the λ-metric, convergence with respect to which implies convergence in the λ-topology. We then show that the essential boundary of Teichmüller space for finitely generated IFS is exactly given by the completion with respect to the Euclidean metric (see Corollary 3.12). Furthermore, we show that a similar statement does not hold for CIFS. The hyperbolic metric allows us to distinguish different parts of the boundary of Teichmüller space for (C)IFS since we prove that, in contrast to the rest of the essential boundary, the part of the boundary consisting of inhomogeneous systems is infinitely far away from the interior with respect to the hyperbolic metric (see Propositions 3.11 and 4.3).
Finally, we study continuity of the Hausdorff dimension function and the pressure function with respect to the metrics introduced. In particular, we find that the Hausdorff dimension function for finitely generated IFS extends continuously with respect to the Euclidean metric to the essential boundary of Teichmüller space for IFS (see Theorem 6.1). Moreover, we show that the hyperbolic metric on Teichmüller space for infinitely generated IFS and the λ-metric on Teichmüller space for infinitely generated (C)IFS have indeed some very nice properties related to the λ-topology. More precisely, we prove that convergence with respect to the hyperbolic metric for IFS and the λ-metric for (C)IFS implies convergence with respect to the λ-topology (see Theorem 5.1 and Proposition 7.4). From this follows the continuity of the Hausdorff dimension function and the pressure function with respect to the hyperbolic metric for IFS and the λ-metric for (C)IFS (see Corollary 7.6). We conclude the paper by studying continuity properties of various limit sets associated with infinitely generated (C)IFS with respect to the metrics introduced (see Theorems 9.1, 9.2 and 9.3). These metrics induce very strong topologies in a 134 MARTIAL R. HILLE AND NINA SNIGIREVA sense that most of the maps we investigate in this paper are shown to be continuous with respect to our metrics and the maps which are shown to be discontinuous in general can only be made continuous with respect to the discrete metric. This shows that our metrics are good for studying deformations of (C)IFS.
Preliminaries
2.1. Iterated function systems. Let I ⊂ N be a finite index set and let S = {S i } i∈I be a set of contracting similarities on R d . The set S is called an Iterated Function System (IFS) [Bar89, Bar93] . The notion of an IFS extends readily to the notion of an Inhomogeneous Iterated Function System (IIFS) defined by S C = (S, C) where C is a compact subset of
Remark 2.1. In [BD85, Bar89, Bar93, Bar06] the system S C is called an Iterated Function System with condensation and the set C is called the condensation set.
In [Hut81] it was shown that there is a unique non-empty compact set L(S) ⊂ R d , called the self-similar set associated with the IFS S or the limit set generated by the IFS S, such that
Similarly, in [BD85] it was shown that there is a unique non-empty compact set L(S C ) ⊂ R d , called the self-similar set with condensation or the inhomogeneous self-similar set associated with the IIFS S C (see [OS07, OS08a, OS08b] ) or the inhomogeneous limit set generated by the IIFS S C , such that
To study the geometry of the limit set L(S) it is often useful to impose various natural separation conditions on S. We say that S satisfies the Strong Separation Condition (SSC) if S i (L(S)) ∩ S j (L(S)) = ∅ for all i, j ∈ I with i = j. We say that S satisfies the Open Set Condition (OSC) if there exists an open non-empty and
Similarly, to study the geometry of the inhomogeneous limit set L(S C ) it is useful to introduce the inhomogeneous version of SSC. We say that L(S C ) satisfies the Inhomogeneous Strong Separation Condition (ISSC) if the sets (S i (L(S C ))) i∈I , C are pairwise disjoint [OS07] . We say that S satisfies the Inhomogeneous Open Set Condition (IOSC) if there exists an open non-empty and bounded subset U of R d such that i∈I S i (U ) ⊆ U and the sets {S i (U )} i∈I , C are pairwise disjoint.
2.2. Conformal iterated function systems. An IFS S = {S i } i∈I is called conformal (CIFS) acting on the phase space X if the following conditions are satisfied:
(1) X is a compact connected subset of R d such that X = R d (X). Here, 
for all x, y ∈ X and all i ∈ I, where · X is the supremum norm taken over X. As in the case of IFS, the notion of CIFS extends readily to the notion of an Inhomogeneous Conformal Iterated Function System (ICIFS) defined by S C = (S, C) where C is a compact subset of X and Condition (2) reads as:
It is obviously possible that S i (X) ∩ S j (X) = ∅ for all i, j ∈ I with i = j. In this case we will say that S satisfies SSC. Similarly we say that S C satisfies ISSC if the sets (S i (X)) i∈I , C are pairwise disjoint. Clearly, we have that {S | S satisfies SSC} ⊂ {S} and {S C | S C satisfies ISSC} ⊂ {S C }.
Note that for d = 1, C 1 conformality means that the maps
and i is either the identity or an inversion. Here, O (d) denotes the orthogonal group. (A proof of this can be found, for example, in [BP92] where it is referred to as Liouville's Theorem (Theorem A.3.7).) 2.3. Infinite IFS and CIFS. So far we have only defined finitely generated IFS and CIFS. We now want to allow the index set I to be a countable infinite subset of N. In order to investigate infinitely generated function systems, we have to introduce the following limit sets. Before stating the next definition, we want to introduce the following notation. Let I n be the family of all finite strings i = i 1 , . . . , i n of length n with entries i j ∈ I and let I * := n∈N I n be the family of all finite strings. Also, let
n . We also note that we restrict ourselves to infinitely generated IFS with a bounded attractor. For these, we can always assume that there exists a phase space X (also sometimes called cell) such that S i (X) ⊂ X for all i ∈ I and X is the closure of an open set. Definition 2.2. For an IFS (or CIFS) S satisfying OSC with phase space X we define
Here, L dyn (S) denotes the closure of L dyn (S). We call L(S) the limit set, L dyn (S) the dynamical limit set and L J (S) the Jørgensen limit set.
Clearly, the set L dyn (S) can be identified with the set of infinite words I ∞ (cf. [Hil09] for details). Moreover, note that L dyn (S) is closed if S is finitely generated and that L dyn (S) is in general not closed if S is infinitely generated. Further note that L(S) is closed by definition.
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For an IIFS (or ICIFS), S C satisfying IOSC with phase space X and condensation set C ⊂ X, we define
Lemma 2.5. For an IIFS (or ICIFS), S C satisfying IOSC with phase space X and condensation set C ⊂ X, we have
We will show that
Hence, we have that O S (C) satisfies the following inhomogeneous self-similar equation
i∈I j∈I (n−1)
Let us now assume that x ∈ O S (C) \ O S (C). We then have
Since x is not in O S (C) and, in particular, x is not in C, we therefore have that
Note again that since x is not in O S (C) and in particular x is not in i∈I S i (C), we therefore have that x is either in
Thus assume that x ∈ i∈I S i (X) \ i∈I S i (C) . Clearly, there exists a sequence {x i } i∈I which converges to x such that
and we are finished. Therefore, suppose that x ∈ S i (X) for some i ∈ I. Then we have that either x ∈ L dyn (S) or x / ∈ L dyn (S). Hence to complete the proof, assume that x / ∈ L dyn (S). Note that for all > 0 there exists
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Here, in the final equation we have used an argument as before to conclude that
Finally, note that
This implies that
Hence we conclude that
Teichmüller space for (finite and infinite) iterated function systems
In this section we will introduce the notion of Teichmüller space for IFS. For any fixed (finite or infinite) alphabet I, let IFS(I) denote the space of all iterated function systems with alphabet I and let IIFS(I) denote the space of all inhomogeneous iterated function systems with alphabet I. Since contracting similarities on R d are of the form S i x = r i R i x + a i , with r i ∈ (0, 1), R i is an orthogonal matrix and a i ∈ R d for i ∈ I, we can represent each contracting similarity S i by the point
A natural way to change the properties of a given IFS is to change the contraction ratios r i or additive constants a i or orthogonal matrices R i of all or some of the contracting similarities. For example, if an IFS satisfies SSC, changing contraction ratios in a particular way will obviously lead to an IFS which does not satisfy SSC any longer. Motivated by this, we define the deformation space or Teichmüller space for IFS T (IFS(I)) by
T (IFS(I)) := {S ∈ IFS(I) | S satisfies SSC} .

It is natural to study the boundary ∂ T (IFS(I)) of T (IFS(I)) .
Definition 3.1. We say that a sequence
Let R denote the closure of R, i.e. R = R ∪ {±∞}. Clearly, we can have in
This is obviously an undesirable situation and we will not consider such cases for the rest of the paper. However, before stating our main theorem, we want to discuss two particular cases of interest. Therefore, define an extended condensation transformation Ξ :
, where | · | denotes the cardinality of a set. Now assume without loss of generality that 1 ∈ I. Let S be in T (IFS(I)) and rewrite
By letting r 1 tend to 1 we change S so that S converges pointwise to a system in ExIFS R d (I). Since S 1 tends to the isometry transformationŜ 1 x = R 1 x + a 1 when r 1 tends to 1 and since the sets {S i (L(S))} i∈I\{1} , S 1 (L(S)) have to stay pairwise disjoint while we increase r 1 to 1 we need to let r i → 0 and a i → ∞ for all i ∈ I \ {1} as r 1 → 1. Hence S converges pointwise to
Note that when |I| = 1 the system consists of one isometry and there are no extended condensation transformations. However, such systems are trivial and therefore for the rest of the paper we assume that |I| > 1.
Recall that for each IFS or IIFS on R d the limit set is bounded. However, a sequence
Therefore, there are IFS and IIFS on R d with unbounded limit set.
Definition 3.2. Define the essential boundary of T (IFS(I)) by
Definition 3.3. A set X is star-shaped with center c ∈ X, if for every x ∈ X the line segment {c
In order to prove our main results in this section we need to consider IFS satisfying OSC with an open set U being star-shaped. The next theorem gives a description of ∂ ess T (IFS(I)) .
Theorem 3.4. For |I| > 1 we have, (1) {S ∈ IFS(I) | S satisfies OSC but not SSC with a star-shaped open set U } ⊂ ∂ ess T (IFS(I)), (2) ∂ ess T (IFS(I)) \{S ∈ IFS(I) | S satisfies OSC but not SSC} ⊂ {S
Remark 3.5. From now on, we identify a limiting system S ∈ ∂ ess T (IFS(I)) of the form S = {S i } i∈I 1 ∪ {S i } i∈I 2 , where I 1 ∪ I 2 = I and r i = 0 if and only if i ∈ I 2 with the system {S i } i∈I 1 , i∈I 2 {a i } ∈ IIFS(I 1 ).
Proof.
(1) We believe that this fact is folklore. It can be seen as follows. To prove that {S ∈ IFS(I) | S satisfies OSC but not SSC with a star-shaped open set U } ⊂ ∂ ess T (IFS(I)) it suffices to show that for every S ∈ {S ∈ IFS(I) | S satisfies OSC but not SSC with a star-shaped open set U } there exists a sequence {S k } k∈N in T (IFS(I)) which converges pointwise to S. Fix an IFS S = {S i } i∈I satisfying the OSC but not SSC and let U be such an open star-shaped set. For k ∈ N sufficiently large and each i ∈ I there exists a contracting similarity
, and letting k → ∞ gives the desired result.
(2) Without loss of generality assume that 1 ∈ I. Let S be in T (IFS(I)) and
By letting r 1 tend to 0 we change S so that S converges pointwise to a system in ∂ ess T (IFS(I)) \{S ∈ IFS(I) | S satisfies OSC but not SSC} ⊂ {S C ∈ IIFS(J) | S C satisfies IOSC and J I} in the following way. Since S 1 tends to the condensation transformationS 1 x = a 1 when r 1 tends to 0 and since clearly the sets {S i (L(S {a 1 } ))} i∈I\{1} , {a 1 } are pairwise disjoint, we therefore have that S converges pointwise to S {a 1 } ∈ {S C ∈ IIFS(I \ {1}) | S C satisfies ISSC} ⊂ {S C ∈ IIFS(J) | S C satisfies IOSC and J I} as r 1 tends to 0. However we can also have that a 1 → a i for some i ∈ I \ {1} as r 1 → 0. In this case we would have that S converges pointwise to
) which converges pointwise to S = {S i } i∈I with S i being contracting similarities sharing the same fixed
Note that in this case S does not satisfy OSC and L(S) = {p}.
Without loss of generality assume that 1 ∈ I. Let {S k } k∈N = {{S i,k } i∈I } k∈N be a sequence in T (IFS(I)) which converges pointwise to {S 1 } ∪ {S i } i∈I\{1} with S 1 x = p and S i being contracting similarities sharing the same fixed point p for all 
. This discrepancy is due to the fact that in [KS08] the moduli space for IFS is seen from the point of view of CIFS. Namely, in [KS08] , IFS are acting on a phase space X which is kept fixed and therefore this phase space X cannot collapse to a point. This is exactly what happens if the sequence of IFS converges to a system in IFS p∈R
If we keep the phase space X fixed, then we can restate Theorem 3.4 as follows.
Theorem 3.7. Assume that the phase space X is star-shaped. Then for |I| > 1 we have,
Example 3.8. Let us consider T (IFS(I)) for I = {1, 2, 3}. In this case we can represent each contracting similarity by a point in the space R × (0, 1) × {1, −1} and therefore the parameter space for all three contracting similarities will have a dimension which is too big to visualize. Hence we fix S 1 and S 3 and vary only S 2 so that we can draw a two dimensional picture of the parameter space. Let S = {S 1 , S 2 , S 3 : R → R} with S 1 (x) = 1/3x, S 3 (x) = 1/3x + 2/3 and S 2 (x) = rx + a, r ∈ (0, 1), a ∈ R. Under these assumptions, one can easily check which pairs of (r, a) give rise to an element in Teichmüller space. More precisely, there are three different situations to check. Firstly, for a ∈ (0, 1) it is easily seen that S satisfies OSC if and only if r
Secondly, for a ≥ 1 one easily calculates that S satisfies OSC if and only if r ∈ (0, 1/3], a ≥ 1, with r ≤ 1 − Example 3.9. Let us give another example. This time, let I = {1, 2} and again fix S 1 (x) = 1/3x and vary S 2 (x) = rx + a, r ∈ (0, 1), a ∈ R. One easily verifies that S satisfies SSC for all r ∈ (0, 2/3) and all a ∈ R \ {0}. The corresponding part of Teichmüller space is represented in Figure 3 .0.2. The part of the boundary consisting of IFS satisfying OSC (but not SSC) is on the line r = 2 3 and the part of the boundary consisting of IIFS is exactly on the real line, i.e. r = 0. However, unlike in Example 3.8, there is a part of the boundary consisting of IFS with S 2 (x) = rx, i.e. a = 0. Note that these systems are actually in IFS p∈R d (I) and when additionally r = 0 in J I IIFS p∈R d (J). Furthermore, in this example one can see how systems with unbounded limit set occur. These are represented by the boundary "at infinity", i.e. for a = ±∞. consists of IIFS with condensation set C being a countable set. We now construct an example where we deform an affine IFS and obtain in the limit an IIFS with a nontrivial condensation set C. This indicates that the boundary of Teichmüller space for affine IFS includes IIFS with more interesting condensation sets and we study this in [HSa] . Let For the moment we assume that the alphabet I is finite. We will introduce two different metrics on T (IFS(I) ). We will use these metrics to analyze how far different parts of the essential boundary ∂ ess T (IFS(I)) are from any given IFS S ∈ T (IFS(I)). More precisely, we are interested in the following distance. Let S = {S i } i∈I be any IFS in T (IFS(I)) and let {S k } k∈N = {{S i,k } i∈I } k∈N be a sequence of IFS in T (IFS(I)) which converges pointwise to S in ∂ ess T (IFS(I)). Then we define the distance betweenS and S by
where for all k ∈ N we define the distance d T (IFS(I)) betweenS and S k by
It will become clear that d T (IFS(I)) (S, S k ) does not depend on the choice of {S k } k∈N . Therefore it suffices to define the distance between any two contracting similarities S 1 and S 2 . As above, let 
We now define the distance between two contracting similarities S 1 and S 2 in the following two ways. Firstly, we consider
Clearly (IFS(I) ). In the first case we clearly have that dist(S, S) < ∞ independent of the choice of {S k } k∈N .
In the second case we have that at least one of the contracting similarities S i,k in the sequence of IFS {S k } k∈N in T (IFS(I)) converges pointwise to a condensation transformation. In particular we then have that r i,k → 0 for some i ∈ I as k → ∞ and therefore dist(S, S) diverges since we compute: We fix a phase space X. Then we immediately have the following corollary to Proposition 3.11
Corollary 3.12. Assume that the phase space X is star-shaped. If I is finite and |I| > 1, then T (IFS(X, I)) ∪ ∂ osc ess T (IFS(X, I)) ∪ ∂ nosc ess T (IFS(X, I)) is complete with respect to the hyperbolic distance dist(S, S) (which is, in this case, a metric on T (IFS(X, I)) ∪ ∂ osc ess T (IFS(X, I)) ∪ ∂ nosc ess T (IFS(X, I))).
Secondly, we consider
It is easy to verify that (3.4) defines a metric on the space R d × (0, 1) × O(d) and hence (3.2) with d := d e defines a metric on the space T (IFS(I)) which we call the Euclidean metric d T (IFS(I))
. We only need to verify the triangle inequality since the rest of the properties required by a metric clearly hold. First assume that min{r 1 , r 2 } ≤ r 3 . We then have ((a 1 , r 1 ), (a 3 , r 3 ) ) + d man ((a 3 , r 3 ) , (a 2 , r 2 )) ((a 1 , r 1 ), (a 3 , r 3 
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Now suppose that min{r 1 , r 2 } > r 3 . Without loss of generality we can assume that r 3 < r 2 ≤ r 1 . Let ((a 1 , r 1 ), (a 2 , r 2 ) ((a 1 , r 1 ), (a 2 , r 2 ) 
Also, note that the part of the boundary ∂ T (IFS(I)) \∂ ess T (IFS(I)) is infinitely far away from T (IFS(I)) with respect to this metric. Hence, in this case T (IFS(I)) ∪ ∂ ess T (IFS(I)) is complete.
Until now we only introduced the metrics on T (IFS(I)) in the case of the index set I being finite. We will now introduce the metrics on T (IFS(I)) when I is infinite. Clearly, in the case of I being infinite, the sum in (3.2) may not converge. To take this into account, Roy and Urbanski [RU05] introduced the ρ ∞ -metric defined by
Following this approach we could modify the sum in (3.2) to (3.5)
However, this would have the following disadvantage. The weights 2 −i in combination with the minimum would allow the distance d(S i , S i ) to be extremely large for large enough i without having a big influence on (3.5) (see the example following Lemma 5.3 in [RU05] ). This is obviously a disadvantage if one wants to study convergence of a family of IFS. To avoid such problems we introduce the following metric. ForS, S ∈ T (IFS(I)) we define an extended metric d ex, T (IFS(I)) on the space T (IFS(I)) by
We define a metric d T (IFS(I)) on the space T (IFS(I)) when I is infinite by (3.7) d T (IFS(I)) (S, S) := d ex, T (IFS(I)) (S, S)
+ d ex, T (IFS(I)) (S, S) .
Remark 3.13. Note that when I is infinite we do not have an analogous statement to Proposition 3.11, since d T (IFS(I)) is always less than or equal to 1.
Teichmüller space for conformal iterated function systems
Following the approach from Section 3, in this section we will introduce the notion of Teichmüller space for CIFS. Thus for any fixed (finite or infinite) alphabet I and for any fixed phase space X, let CIFS(X, I) denote the space of all conformal iterated function systems with phase space X and alphabet I and let ICIFS(X, I) denote the space of all inhomogeneous conformal iterated function systems with phase space X and alphabet I. For CIFS we define the Teichmüller space T (CIFS(X, I)) by 
T (CIFS(X, I)) := {S ∈ CIFS(X, I) | S satisfies SSC} .
Recall from the introduction that for
Without loss of generality we can assume that 0 ∈ X and therefore c i = 0 for all i ∈ I. It is easily seen that the representation in (4.1) is unique. Also note that the set of {a i } i∈I is bounded since the images of X under S have to be a subset of the bounded set X. This is already the first difference to the case of IFS discussed in Section 3.
We will now show that the conformal map S i,k tends to the similarity map
If we change c i,k we also need to change s i,k in such a way that | c i,k − s i,k | is bounded from above for
i (X) to hold. Hence it is easily seen that
We
want to study the boundary ∂ T (CIFS(X, I)) of T (CIFS(X, I)) . First we introduce the notion of the essential boundary ∂ ess T (CIFS(X, I)) of T (CIFS(X, I))
as we did in Section 3. Since the set of {a i } i∈I is bounded, we have to do this differently to the case of IFS. Therefore we first clarify what are the pathological cases for ∂ T (CIFS(X, I) ) . We call a system S = {S i } i∈I pathological if we have that 1 ≤ |S i (x)| for some x ∈ X and for some i ∈ I. We exclude all such pathological systems from what we call the essential boundary ∂ ess T (CIFS(X, I)) of T (CIFS (X, I) ) . Let {S k } k∈N = {{S i,k } i∈I } k∈N be a sequence of CIFS in T (CIFS(X, I)) which converges pointwise to S = {S i } i∈I in ∂ T (CIFS (X, I) ) . Note that {S k } k∈N ∈ T (CIFS(X, I)) may converge to a system S ∈ ∂ T (CIFS(X, I)) which is not conformal in the sense that there does not exist an open connected set V with X ⊂ V ⊂ R d such that all maps S i , i ∈ I, extend to C 1 conformal diffeomorphisms of V into V. We exclude such cases from ∂ ess T (CIFS(X, I) ) as well.
The next theorem provides a complete description of the essential boundary ∂ ess T (CIFS(X, I) ). (
1) {S ∈ CIFS(X, I) | S does not satisfy SSC} ⊂ ∂ ess T (CIFS(X, I)) , (2) ∂ ess T (CIFS(X, I)) \{S ∈ CIFS(X, I) | S does not satisfy SSC} ⊂ {S C ∈ ICIFS(X, J) | J I}.
Proof. The proof is very similar to the proof of Theorem 3.4 and is therefore omitted. 
Metrics on T (CIFS(X, I)) for
. Following the approach from Section 3.1 we now define the distance between two conformal maps S 1 and S 2 in the following two ways ((a 1 , r 1 ), (a 2 , r 2 ) )
As before both (4.2) and (4.3) define a metric on the space
and are natural generalizations of (3.3) and (3.4). Following the approach for IFS, letS = {S i } i∈I be any CIFS in T (CIFS(X, I)) and let {S k } k∈N = {{S i,k } i∈I } k∈N be a sequence of CIFS in T (CIFS(X, I)) which converges pointwise to S = {S i } i∈I in ∂ ess T (CIFS(X, I)). For a finite alphabet I we define the distance betweenS and S by
where for all k ∈ N we define the distance d T (CIFS(X,I)) betweenS and S k by
If at least one of the conformal maps S i,k in the sequence of CIFS {S k } k∈N in T (CIFS(X, I) ) converges pointwise to a condensation transformation, i.e. 
This leads to the following proposition. (X, I) ) . However, since a sequence of CIFS might converge to a system which is no longer conformal, we do not have an analog of Corollary 3.12 for conformal systems.
Proposition 4.3. If I is finite andS, S ∈ T (CIFS(X, I)) ∪ ∂ ess T (CIFS(X, I)), then the hyperbolic distance satisfies dist(S, S) = ∞ if and only if
We will now introduce metrics on T (CIFS(X, I)) when I is infinite. As in Section 3.1, the sum in (4.5) may not converge. Hence in this case forS, S ∈ T (CIFS(X, I)) we define an extended metric d ex, T (CIFS(X,I)) on the space T (CIFS(X, I)) by
We define a metric d T (CIFS(X,I)) on the space T (CIFS(X, I)) when I is infinite by
Remark 4.5. Note that when I is infinite we do not have an analogous statement to Proposition 4.3, since d T (CIFS(X,I)) is always less than or equal to 1.
Convergence in the λ-topology vs. convergence with respect to d T (IFS(X,I))
Throughout this section we assume that the alphabet I is countably infinite. In [RU05] Roy and Urbaski introduced the notion of λ-topology. In this section we will show that convergence with respect to the hyperbolic metric d T (IFS(X,I)) implies convergence in the λ-topology. First we recall the definition of the λ-topology. Given a sequence of CIFS {S k } k∈N = {{S i,k } i∈I } k∈N and S = {S i } i∈I sharing the same alphabet I and the same phase space X we say that {S k } k∈N converges to S in the λ-topology if S k → S in the ρ ∞ -metric given by
and if there exist C > 0 and M ∈ N such that
for all i ∈ I and all k ≥ M . Here, · X denotes the supremum norm taken over X, that is S i X := sup x∈X S i (x) .
Thus for all k ≥ K we have
This completes the proof.
In [RSU09] it was shown that the λ-topology is not metrizable. However, Theorem 5.1 shows that in the case of IFS we have found a good metric which implies convergence in the λ-topology. Therefore, it seems to us that this metric should be studied further which we do in the next sections.
Continuity of Hausdorff dimension for IFS
In this section we will investigate the continuity of the Hausdorff dimension function. Let h = h S denote the Hausdorff dimension of the dynamical limit set
It is well known (see [Hut81] ) that if S satisfies OSC and that if I is finite, then the Hausdorff dimension h S of the dynamical limit set L dyn (S) is given by i∈I r h S i = 1 .
Theorem 6.1. If I is finite, then the Hausdorff dimension function
h : T (IFS(I)) ∪ ∂ ess T (IFS(I)) \ ∂ nosc ess T (IFS(I)) ∪ ∂ niosc ess T (IFS(I)) → [0, ∞), S −→ h S ,
is continuous with respect to the Euclidean metric d T (IFS(I)) .
Proof. Let {S
Let {h S k } k∈N be the corresponding sequence of the Hausdorff dimensions of the dynamical limit sets L dyn (S k ).
Case 2. S ∈ ∂ iosc ess T (IFS(I) ). We can write S k as S k = {S i,k } i∈I 1 ∪{S i,k } i∈I 2 , where I 1 := {i ∈ I | r i,k → r i = 0 as k → ∞ } and I 2 := {i ∈ I | r i,k → 0 as k → ∞} and I = I 1 ∪ I 2 . Therefore we can write S as S = S 1 ∪ S 2 where S 1 = {S i } i∈I 1 and S 2 = {a i } i∈I 2 . It now follows from Lemma 2.5 that the Hausdorff dimension h S of the dynamical limit set L dyn (S) is given by (IFS(I) ). Namely, we slightly change the above setting and consider an IFS with three generators and deform two of them. Hence, let S 1 and S 2 be as in Example 3.9 and S 3 =rx+ã,r ∈ (0, 1),ã ∈ R. In this case the Hausdorff dimension is given by 1 3 h + r h +r h = 1 for all parameters r, a,r,ã for which OSC is satisfied (we do not specify these parameters explicitly as it is not essential in this case). However when a =ã = 0 and additionallyr = 0 and r = 0, namely on ∂ niosc ess T (IFS(I)), the Hausdorff dimension is 0 and h 0 asr,ã, a → 0.
Remark 6.3. Theorem 6.1 holds for the packing dimension function as well.
Metrics on T (CIFS(X, I)) for all dimensions
In Section 4.1 we introduced metrics for the case d ≥ 3. In this section we want to introduce other metrics which can be used in all dimensions and compare them. Recall that forS, S ∈ T (CIFS(X, I)) with I being infinite we define an extended metric d ex, T (CIFS(X,I)) on the space T (CIFS(X, I)) by
To state our next results we need the following definition.
Definition 7.1 (Strong Convergence Property). LetS, S ∈ T((C)IFS(X, I)) with I being infinite. A metric d ex, T ((C)IFS(X,I)) is said to satisfy the Strong Convergence Property (SCP) if d(S
where d H denotes the Hausdorff distance.
We will use this observation in the next section. Note as well that
satisfies SCP if and only if d ex, T ((C)IFS(X,I)) satisfies SCP. We now verify which of the metrics we have introduced satisfy SCP.
Proposition 7.2. The following metrics satisfy SCP:
(
(1) Since X is bounded, we have that
where C > 0 is some constant, 
(3) The desired result follows immediately from the fact that
Definition 7.3 (Lambda Convergence Property). Let {S k } k∈N be a sequence of (C)IFS in T ((C)IFS(X, I)) and let S be in T ((C)IFS(X, I)). A metric d T ((C)IFS(X,I))
is said to satisfy the Lambda Convergence Property (LCP) if
We now verify which of the metrics we have introduced satisfy LCP.
Proposition 7.4. The following metrics satisfy LCP:
(1) The desired result follows immediately from Theorem 5.1 (2) The required result clearly follows from the definition of d λ , i.e. from equation (7.1).
In [RU05] the following theorem concerning the continuity of the pressure function was proven. Recall that the topological pressure P (t) = P S (t), t ≥ 0, is defined as follows. For every n ∈ N, set
Theorem 7.5 (see [RU05] ). For every t ≥ 0, the function Proposition 7.4 shows that in the case of CIFS we have found a good metric which implies convergence in the λ-topology. We will study this metric further in the next sections.
Set of accumulation points for (C)IFS
In this section we want to recall the notion of the set of accumulation points for (C)IFS and study its continuity properties.
Definition 8.1. For a (C)IFS S satisfying SSC we define the set of accumulation points Acc(S) by
Note that the notion of Acc(S) was first introduced (and extended to (C)IFS satisfying OSC) in [Hil11] and we refer there for further details. In order to prove the results in this section we need to recall the following theorem from [Hil11] .
Theorem 8.2 ([Hil11]). For S ∈ T ((C)IFS(X, I)) with I infinite, define
We then have that
Our next theorem states conditions under which the set of accumulation points is constant.
Theorem 8.3. Let S, T ∈ (C)IFS(X, I) with infinite I. If d T ((C)IFS(X,I)) (S, T) < 1 and d T ((C)IFS(X,I)) satisfies SCP, then we have
Acc(S) = Acc(T).
Proof. First note that if
Let x ∈ Acc(S) and let us choose a sequence {x i } i∈I such that x i ∈ S i (X) for each i ∈ I. Note that x ∈ Acc(S) implies that there exists a subsequence
Thus d(x, T i j (X)) → 0 as i j → ∞. Since T satisfies SSC, note that x ∈ T i j (X) cannot hold for more than one i j , which we denote by i 0 . But then we have the following:
But now this implies that x ∈ Acc(T) and hence Acc(S) ⊆ Acc(T). Similarly one shows that Acc(T) ⊆ Acc(S).
To state our next theorem we need the following definition. (
1) T ((C)IFS(X, I)) is disconnected if equipped with the metric d T ((C)IFS(X,I))
.
is constant on B(S, 1). (5) T ((C)IFS(X, I)) has uncountably many connected components.
Proof. First observe that
Let Q ∈ B(S, 1). This means that d ex, T (CIFS(X,I)) (S, Q) < ∞ and hence
Thus we have that Now note that for all a ∈ X we have that n . We define an IFS S n with 2 n + 5 generators by S n := S 0 ∪ i∈I n {F i }. Note that S n satisfies SSC. We define S := n∈N S n (see Figure 9 .0.1). Observe that by construction the set of accumulation points Acc(S) is exactly given by the set of the limit points of the finite IFS S 0 intersected with y-coordinate 
Theorem 9.2. Let T ((C)IFS(X, I)) be equipped with a metric d T ((C)IFS(X,I)) = d ex, T ((C)IFS(X,I)) 1+d ex, T ((C)IFS(X,I))
. 
If d T ((C)IFS(X,I)) satisfies (1) LCP, then T ((C)IFS(X, I)) → R, S → dim
