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Abstract. 2014 A numerical analysis of the retrieval behavior of an associative memory model where the memorized patterns are stored hierarchically is performed. It is found that the model is able to categorize errors. For a finite number of categories these are retrieved correctly even when the stored patterns are not. Instead when they are allowed to increase with the number of neurons their retrieval quality deteriorates above a critical category capacity.
J. Phys. France 50 (1989) [757] [758] [759] [760] [761] [762] [763] [764] [765] [766] [767] 1er AVRIL (Fig. la) they will be organized following a hierarchical structure given, for instance, by the tree of figure 1b. Several learning rules to store such correlated patterns have been proposed [5] [6] [7] [8] . Another motivation to study models with patterns classified according to categories is the expectation that also the errors in retrieval will exhibit the hierarchy. In the Hopfield model, when a exceeds its critical value ac the system is attracted to configurations with small overlaps with the stored patterns, a fact which indicates the deterioration of the network as an associative memory. What we want is a model able to retrieve well the average features of the set of patterns which belong to the same category. In this way, even when the attractors are spurious states with finite overlaps with several memorized patterns, these will belong to the same class and there will not be errors in category retrieval.
In this paper we perform a numerical analysis of the retrieval properties of both stored patterns and categories in the plane ( a , y ), with y the ratio between the number of categories and the number of neurons. This study reveals the existence of a region in that plane where the network confuses the patterns but it is still able to retrieve categories correctly. This occurs on the axis y = 0 but also for slightly larger values of r This result cames about from an analysis of the dynamical properties of the model. In reference [7] This work is organized as follows : in section 2 we present the model. In section 3 we define several probability distributions which will be useful to analyse the pattern and category retrieval. The numerical analysis and the discussion of the different regions in the plane ( a , y ) are given in section 4. Finally in section 5 we compare our results with those of references [7, 8] [5] ins pired on the microstructure of ultrametricity in the mean field theory of spin glasses [9] . It is also contained in a more general model based on the pseudoinverse rule [10] .
Once the initial state is chosen, the system relaxes according to and a sequential updating. 3 . Analysis of pattern and ancestor retrieval.
To study the retrieval properties of the model described in the previous section we shall use a set of probability distributions of the overlaps between the attractors and the stored patterns and their ancestors.
Starting from one of the memorized pattems, say { s (ao Po) } , the system will evolve to an attractor {S} . Its overlap with the stored states is in particular we will need m = m (-0 igo) and its distribution P (m Looking at what type of attractors tend to dominate for increasing N at fixed (a, y), we determined to which of the three regions A, B or C that point belongs.
Once a, y and N are given the geometric structure of the tree is determined. Apart from that we also need to define the distributions used in the branched stochastic process : P 1 (Y1 I yo) and P2 (y2 ( y1 ). We took them as Gaussians, with yo = 0 and we chose their dispersions such that q = 0.5. We show schematically in figure 2 where the regions A, B and C are located. Let us notice that since there must be at least two states in each category, the line « = 2 y sets a limit to the relevant region for this model.
We found a line a,,(y) which separates the region where the stored patterns (and consequently the ancestors) are retrieved well (region A) from the other two regions (B and C). For a &#x3E; a c the attractors have a small overlap m with the initial pattern. The change from m -1 to a smaller value is discontinuous. For y = 0 the system destabilizes at ac,(O) =.e 0.11 while for larger values of y, ac(y) increases rapidly to about 0.15.
The line ac(y) was determined by observation of the behavior of the distribution P (m ) as N increases. Not too above a c ( y ) this distribution appears peaked at m -1 for small N. As N increases this peak tends to decrease while another one at a smaller value of m appears. This is similar to the result reported in reference [4] On the line y = 0 the number of categories is kept fixed as the network is studied for different values of N. In order to determine whether there is a transition to a region with bad ancestor retrieval we evaluated the distributions PO (m (ao») and Pa (M) corresponding to the overlaps with the initial category and with the others respectively. We found good performance of the categories up to the largest value of a = 0.8 we considered on the axis figure 4 . The data for m(a0) still show a small dependence with N but they are consistent with a continuous transition to a region with bad ancestor retrieval at large, perhaps infinite, a. This is in agreement with the expectation that for a finite number of ancestors there is categorization of errors. Although not relevant for category retrieval, we From these figures it is clear that « = 0.14 is in region A, while a = 0.18 is in C. As we said before we cannot rule out completely the existence of a region like B in between ; this has been indicated by the dashed line in figure 2. Fig. 7 . -a) The distribution P (m ) for « = 0.14 and y = a /2. N = 1 000. The same distribution for «=0.18, y = a /2.
From our previous discussion we see that as y increases at fixed but large « the network goes from a region of good category retrieval to the region C just described. We determined [7, 8] . The 4. Work in progress about the calculation of the number of metastable states shows that this is indeed the case. This quantity is dominated by a saddle point where the overlap of the output with the wrong ancestors is zero [11] .
In reference [7] it is also found that the transition occurs at a c = 0.145. Our numerical data for y &#x3E; 0 seem to be in agreement with this. For y = 0 we obtain ac = 0.11, preliminary data show that the discrepancy is an effect of the different stochastic process we used in our simulation. Generating ancestors and memories in the way it was done in reference [7] we find a value of ac compatible with the one of Hopfield model. We performed our analysis for the simplest regular hierarchical tree where only two levels of categorization are present. It would be interesting however to see how the system works when more levels are included. In this case we think that when the number of categories and subcategories are kept fixed their retrieval will still remain good even for large a.
