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(transverse relaxation time). Condition (2)
can be easily shown to be satised, i.e., the equivalent
master equation satises condition (2), thus relations (3)
hold from the result derived by Gorini et al. Notice that,






usually observed experimentally [3, 14].
Recently, another interest has been raised in the
\strong" interaction between system and its environment
[17, 18]. In such cases, condition (2) does not gener-
ally hold and it seems that relations (3) are not satis-
ed either. However, master equations that are of the
Lindblad-type and have the inverse relaxation times that
satisfy (3) have been found [18], despite the fact that con-
dition (2) is not satised. This means that the condition
is not indispensable for relations (3) to hold and implies
that the latter hold more widely in the Lindblad-type
master equations. Then a natural question is how wide
the validity of relations (3) is. We shall show below that
they are valid in any Lindblad-type master equations for
2-level systems.
For a clear understanding, it would be convenient to
follow the argument given by Gorini et al. under con-




















































's are real parameters [20]. We can ex-










, in which h
i
's
are real parameters. Then the polarization components
M
i
(t) = tr (t)F
i
are easily shown to satisfy the general-
ized Bloch equation [7, 21],
d
dt








































which is equivalent to the Lindblad-type master equa-
tion (1) for 2-level systems. Since the completely positive
condition requires the matrix [C
ij
] (6) to be positive, the
diagonal matrix elements have to be positive, from which
the positivity of 
i








 0; (i; j; k) : a permutation of (1; 2; 3):
(8)
These relations, which are quite similar to Eqs. (3), hold
for any Lindblad-type master equations for 2-level sys-
tems. However, the inverse relaxation times  
i
(i =
1  3) are dened as the real parts of the eigenvalues
Re
i







's are not the same as  
i
's in general.





's, thus relations (3) are derived directly




(i = 1  3).
In what follows we generalize this result, i.e., we prove
Eqs. (3) without resort to condition (2). First the pos-
itivity of inverse relaxation times  
i
 0 (i = 1; 2; 3)
in Eqs. (3) must be satised, because a negative inverse
relaxation time would result in a contradiction against
the probability interpretation [23]. In order to prove the







; (i; j; k) : a permutation of (1; 2; 3); (9)
consider the following two cases separately: Case (i)
There are one real eigenvalue 
R






, conjugate to each other. Case
(ii) There are three real eigenvalues 
Ri
(i = 1  3).
From the above discussion, we know that the real parts




 0 in Case
(i) and 
Ri
 0 (i = 1  3) in Case (ii). In Case (i),
two of Eqs. (9) turns out to be equivalent to 
R
 0;





, trA=2  
R
: (10)
On the other hand, for any real ,
  
R
, f()  0 (11)
holds because f() = det(   A) = 0 has only one real




f() = 1. This means
that Eq. (10) is equivalent to
f(trA=2)  0: (12)
Thus Eqs. (9) are equivalent to Eq. (12), under the con-





in Case (i). Quite similarly, in Case (ii), an equivalent
condition to Eqs. (9) is shown to be given by Eq. (12)
provided all 
Ri
's are positive [24]. Then we have only
























































From Eq. (8), which is a consequence of the completely
positive condition, it is clear that this quantity is pos-
itive and the condition (12) dose hold. This completes
the proof of Eqs. (9), and hence relations (3) hold in any
3Lindblad-type master equations for 2-level systems, irre-
spectively of condition (2)( See appendix A for a dierent
proof of this).
We have shown that relations (3) hold for any
Lindblad-type master equations for 2-level systems.
Since the inverse relaxation times are physically mean-
ingful and experimentally observable quantities [14], the
relations may serve as an experimental test ground to
examine the validity of the Lindblad-type master equa-
tions. Furthermore, since the essential conditions for the
validity of relations (3) are Eqs. (8), which are direct con-
sequence of the requirement of the completely positive
condition, the relations may also give an experimental
test [25] for the validity of the completely positive con-
dition. Notice that a usage of completely positive condi-
tion, especially in a treatment of reduced dynamics with
initial correlations [26], is not fully justied [27]. Actu-
ally, it has shown [28] that the general form of a time
evolution map with an initial correlation is not of the
Kraus representation, which is the general form of the
completely positive linear map with trace and positive
preserving properties [3]. Moreover, if there exists a non-
unitary evolution that cannot be described in terms of
reduced dynamics, then the use of a completely positive
map for it might be illogical. In particular, in quantum
measurement theory, the mechanism of decoherence still
remains an open problem [29, 30]. From these points of
view, the role of such relations like (3) is considered to
be remarkable, for experiments may give us a convincing
answer. Notice that it is well known that the relation (5)
is conrmed experimentally in all known cases [3, 14].
We can say that, at least among these experiments, the
results support the validity of the Lindblad-type master
equation, and thus of the completely positive condition.
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APPENDIX A
In this appendix, we show more direct proof of rela-




=2 as before, but the positive
matrix [C
ij


























































's are real parameters, instead of
(6). Notice that the positive condition for matrix (A1)
requires C
ii
 0 (i = 1  3) (the positivity of diago-
nal elements of [C
ij
] ), which follows (8) as before, and
also [adjC]
ii
 0 (i = 1  3) (the positivity of diagonal

















especially for i = 3 [3].













's, the generalized Bloch equation for the
polarization componentsM
i
(t) = tr (t)F
i
is shown to be
d
dt
M (t) =  A
0























































Since all the elements of matrix A
0
2M (3) is real, there
is at least one real eigenvalue whose eigenvector is also
real. If we put a z-axis parallel to this eigenvector by
transforming F
i







































































We can prove relations (3) by evaluating these eigen-
values directly, subject to the positivity of the ma-


























)  0. For Case (a), we can























 0, which holds from (8). For





























































































































 0 [31] hold
from condition (8) and (A2). This completes the proof
of relations (3).
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