Algorithms and almost tight results for 3-colorability of small diameter graphs. by Mertzios,  G.B. & Spirakis,  P.G.
Durham Research Online
Deposited in DRO:
22 June 2015
Version of attached ﬁle:
Accepted Version
Peer-review status of attached ﬁle:
Peer-reviewed
Citation for published item:
Mertzios, G.B. and Spirakis, P.G. (2013) 'Algorithms and almost tight results for 3-colorability of small
diameter graphs.', in SOFSEM 2013 : theory and practice of computer science : 39th international conference
on current trends in theory and practice of computer science, Spindleruv Mlyn, Czech Republic, January
26-31, 2013. Proceedings. Berlin, Heidelberg: Springer, pp. 332-343. Lecture notes in computer science. (7741).
Further information on publisher's website:
http://dx.doi.org/10.1007/978-3-642-35843-229
Publisher's copyright statement:
The ﬁnal publication is available at Springer via http://dx.doi.org/10.1007/978-3-642-35843-229.
Additional information:
Use policy
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or charge, for
personal research or study, educational, or not-for-proﬁt purposes provided that:
• a full bibliographic reference is made to the original source
• a link is made to the metadata record in DRO
• the full-text is not changed in any way
The full-text must not be sold in any format or medium without the formal permission of the copyright holders.
Please consult the full DRO policy for further details.
Durham University Library, Stockton Road, Durham DH1 3LY, United Kingdom
Tel : +44 (0)191 334 3042 | Fax : +44 (0)191 334 2971
http://dro.dur.ac.uk
Algorithms and Almost Tight Results
for 3-Colorability of Small Diameter Graphs∗ †
George B. Mertzios1 and Paul G. Spirakis2,3
1 School of Engineering and Computing Sciences, Durham University, UK.
2 Department of Computer Science, University of Liverpool, UK.
3 Computer Technology Institute (CTI) and University of Patras, Greece.
Email: george.mertzios@durham.ac.uk, spirakis@cti.gr
Abstract. The 3-coloring problem is well known to be NP-complete. It is also well known that it
remains NP-complete when the input is restricted to graphs with diameter 4. Moreover, assuming
the Exponential Time Hypothesis (ETH), 3-coloring cannot be solved in time 2o(n) on graphs with n
vertices and diameter at most 4. In spite of extensive studies of the 3-coloring problem with respect to
several basic parameters, the complexity status of this problem on graphs with small diameter, i.e. with
diameter at most 2, or at most 3, has been an open problem. In this paper we investigate graphs with
small diameter. For graphs with diameter at most 2, we provide the first subexponential algorithm for
3-coloring, with complexity 2O(
√
n log n). Furthermore we extend the notion of an articulation vertex to
that of an articulation neighborhood, and we provide a polynomial algorithm for 3-coloring on graphs
with diameter 2 that have at least one articulation neighborhood. For graphs with diameter at most 3,
we establish the complexity of 3-coloring by proving for every ε ∈ [0, 1) that 3-coloring is NP-complete
on triangle-free graphs of diameter 3 and radius 2 with n vertices and minimum degree δ = Θ(nε).
Moreover, assuming ETH, we use three different amplification techniques of our hardness results, in
order to obtain for every ε ∈ [0, 1) subexponential asymptotic lower bounds for the complexity of
3-coloring on triangle-free graphs with diameter 3 and minimum degree δ = Θ(nε). Finally, we provide
a 3-coloring algorithm with running time 2O(min{δ∆,
n
δ
log δ}) for arbitrary graphs with diameter 3,
where n is the number of vertices and δ (resp. ∆) is the minimum (resp. maximum) degree of the input
graph. To the best of our knowledge, this is the first subexponential algorithm for graphs with δ = ω(1)
and for graphs with δ = O(1) and ∆ = o(n). Due to the above lower bounds of the complexity of
3-coloring, the running time of this algorithm is asymptotically almost tight when the minimum degree
of the input graph is δ = Θ(nε), where ε ∈ [ 1
2
, 1), as its time complexity is 2O(
n
δ
log δ) = 2O(n
1−ε log n)
and the corresponding lower bound states that there is no 2o(n
1−ε)-time algorithm.
Keywords: 3-coloring, graph diameter, graph radius, subexponential algorithm, NP-complete, Expo-
nential Time Hypothesis.
1 Introduction
A proper k-coloring (or k-coloring) of a graph G is an assignment of k different colors to the vertices
of G, such that no two adjacent vertices receive the same color. That is, a k-coloring is a partition
of the vertices of G into k independent sets. The corresponding k-coloring problem is the problem
of deciding whether a given graph G admits a k-coloring of its vertices, and to compute one if it
exists. Furthermore, the minimum number k of colors for which there exists a k-coloring is denoted
by χ(G) and is termed the chromatic number of G. The minimum coloring problem is to compute
the chromatic number of a given graph G, and to compute a χ(G)-coloring of G.
One of the most well known complexity results is that the k-coloring problem is NP-complete
for every k ≥ 3, while it can be solved in linear time for k = 2 [12]. Therefore, since graph coloring
has numerous applications besides its theoretical interest, there has been a considerable interest
in studying how several graph parameters affect the tractability of the k-coloring problem, where
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k ≥ 3. In view of this, the complexity status of the coloring problem has been established for many
graph classes.
It has been proved that 3-coloring remains NP-complete even when the input graph is restricted
to be a line graph [15], a triangle-free graph with maximum degree 4 [20], or a planar graph with
maximum degree 4 [12]. On the positive side, one of the most famous result in this context has been
that the minimum coloring problem can be solved in polynomial time for perfect graphs using the
ellipsoid method [13]. Furthermore, polynomial algorithms for 3-coloring have been also presented
for classes of non-perfect graphs, such as P6-free graphs [24] and AT-free graphs [25]. Here, a
graph G is a P6-free graph if G does not contain any path on 6 vertices as an induced subgraph.
Furthermore, a graph G is an AT-free graph if G does not contain any asteroidal triple, i.e. three
vertices where every two of them are connected by a path avoiding the neighborhood of the third
one. Although the minimum coloring problem is NP-complete on P5-free graphs, the k-coloring
problem is polynomial on these graphs for every fixed k [14]. Courcelle’s celebrated theorem states
that every problem definable in Monadic Second-Order logic (MSO) can be solved in linear time
on graphs with bounded treewidth [9], and thus also the coloring problem can be solved in linear
time on such graphs.
For the cases where 3-coloring is NP-complete, considerable attention has been given to devising
exact algorithms that are faster than the brute-force algorithm (see e.g. the recent book [11]). In
this context, asymptotic lower bounds of the time complexity have been provided for the main
NP-complete problems, based on the Exponential Time Hypothesis (ETH) [16,17]. ETH states that
there exists no deterministic algorithm that solves the 3SAT problem in time 2o(n), given a boolean
formula with n variables. In particular, assuming ETH, 3-coloring cannot be solved in time 2o(n)
on graphs with n vertices, even when the input is restricted to graphs with diameter 4 and radius 2
(see [19,22]). Therefore, since it is assumed that no subexponential 2o(n) time algorithms exist for 3-
coloring, most attention has been given to decreasing the multiplicative factor of n in the exponent
of the running time of exact exponential algorithms, see e.g. [5,11,21]. For a more detailed discussion
about ETH we refer to Section 2.
One of the most central notions in a graph is the distance between two vertices, which is the
basis of the definition of other important parameters, such as the diameter, the eccentricity, and the
radius of a graph. For these graph parameters, it is known that 3-coloring is NP-complete on graphs
with diameter at most 4 (see e.g. the standard proof of [22]). Furthermore, it is straightforward to
check that k-coloring is NP-complete for graphs with diameter at most 2, for every k ≥ 4: we can
reduce 3-coloring on arbitrary graphs to 4-coloring on graphs with diameter 2, just by introducing
to an arbitrary graph a new vertex that is adjacent to all others.
In contrast, in spite of extensive studies of the 3-coloring problem with respect to several basic
parameters, the complexity status of this problem on graphs with small diameter, i.e. with diameter
at most 2 or at most 3, has been an open problem, see e.g. [6, 8, 18]. The complexity status of
3-coloring is open also for triangle-free graphs of diameter 2 and of diameter 3. It is worthwhile
mentioning here that a graph is triangle-free and of diameter 2 if and only if it is a maximal triangle
free graph. Moreover, it is known that 3-coloring is NP-complete for triangle-free graphs [20],
however it is not known whether this reduction can be extended to maximal triangle free graphs.
Another interesting result is that almost all graphs have diameter 2 [7]; however, this result cannot
be used in order to establish the complexity of 3-coloring for graphs with diameter 2.
Our contribution. In this paper we provide subexponential algorithms and hardness results for
the 3-coloring problem on graphs with low diameter, i.e. with diameter 2 and 3. As a preprocessing
step, we first present two reduction rules that we apply to an arbitrary graph G such that the
resulting graph G′ is 3-colorable if and only G is 3-colorable. We use these reduction rules to reduce
the size of the given graph and to simplify the algorithms that we present. Whenever these two
reduction rules cannot be applied to a graph, we call this graph irreducible; for a detailed discussion
we refer to Section 2.
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For graphs with diameter at most 2, we first provide a subexponential algorithm for 3-coloring
with running time 2O(min{δ,
n
δ
log δ}), where n is the number of vertices and δ is the minimum degree
of the input graph. This algorithm is simple and has worst-case running time 2O(
√
n logn). To the
best of our knowledge, this is the first subexponential algorithm for graphs with diameter 2. We
demonstrate that this is indeed the worst-case of our algorithm by providing, for every n ≥ 1, a
3-colorable graph Gn = (Vn, En) with Θ(n) vertices, such that Gn has diameter 2 and both its
minimum degree and the size of a minimum dominating set is Θ(
√
n). In addition, this graph is
triangle-free and irreducible with respect to the above two reduction rules. Furthermore we define
the notion of an articulation neighborhood in a graph, which extends the notion of an articulation
vertex. For any vertex v of a graph G, the closed neighborhood N [v] = N(v) ∪ {v} is an articula-
tion neighborhood if G − N [v] is disconnected. We present a polynomial algorithm for 3-coloring
irreducible graphs G with diameter 2 having at least one articulation neighborhood.
For graphs with diameter at most 3, we establish the complexity of deciding 3-coloring, even for
the case of triangle-free graphs. Namely we prove that 3-coloring is NP-complete on irreducible and
triangle-free graphs with diameter 3 and radius 2, by providing a reduction from 3SAT. In addition,
we provide a 3-coloring algorithm with running time 2O(min{δ∆,
n
δ
log δ}) for arbitrary graphs with
diameter 3, where n is the number of vertices and δ (resp. ∆) is the minimum (resp. maximum)
degree of the input graph. To the best of our knowledge, this algorithm is the first subexponential
algorithm for graphs with δ = ω(1) and for graphs with δ = O(1) and∆ = o(n). Table 1 summarizes
the current state of the art of the complexity of k-coloring, as well as our algorithmic and NP-
completeness results.
k \ diam(G) 2 3 ≥ 4
3
1
1
1
(∗) NP-complete for bla
3 (∗) 2O(min{δ,
n
δ
log δ})-time minimum degree δ = Θ(nε), bla
3 algorithm for every ε ∈ [0, 1), even if NP-complete [22]
3 (∗) polynomial algorithm rad(G) = 2 and G is triangle-free and no 2o(n)-time algorithm
3 if there is at least one (∗) 2O(min{δ∆,
n
δ
log δ})-time
.
.
.
.
bla
3 articulation neighborhood algorithm bla
≥ 4 NP-complete NP-complete NP-complete
Table 1. Current state of the art and our algorithmic and NP-completeness results for k-coloring on graphs with
diameter diam(G). Our results are indicated by an asterisk (∗).
Furthermore, we provide three different amplification techniques that extend our hardness re-
sults for graphs with diameter 3. In particular, we first show that 3-coloring is NP-complete on
irreducible and triangle-free graphs G of diameter 3 and radius 2 with n vertices and minimum
degree δ(G) = Θ(nε), for every ε ∈ [12 , 1) and that, for such graphs, there exists no algorithm for
3-coloring with running time 2o(
n
δ
) = 2o(n
1−ε), assuming ETH. This lower bound is asymptotically
almost tight, due to our above algorithm with running time 2O(
n
δ
log δ), which is subexponential
when δ(G) = Θ(nε) for some ε ∈ [12 , 1). With our second amplification technique, we show that
3-coloring remains NP-complete also on irreducible and triangle-free graphs G of diameter 3 and
radius 2 with n vertices and minimum degree δ(G) = Θ(nε), for every ε ∈ [0, 12). Moreover, we
prove that for such graphs, when ε ∈ [0, 13 ), there exists no algorithm for 3-coloring with run-
ning time 2o(
√
n
δ
) = 2o(n
( 1−ε2 )), assuming ETH. Finally, with our third amplification technique, we
prove that for such graphs, when ε ∈ [13 , 12), there exists no algorithm for 3-coloring with run-
ning time 2o(δ) = 2o(n
ε), assuming ETH. Table 2 summarizes our time complexity lower bounds for
3-coloring on irreducible and triangle-free graphs with diameter 3 and radius 2, parameterized by
their minimum degree δ.
We note here that the way we use the term “parameterized by” should not be confused with the
way this term is being used in the context of parameterized complexity (such as in FPT algorithms).
In this paper we use the term “parameterized by” in the sense that our upper and lower bounds
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are given as a function of several parameters of the graph, such as the minimum degree δ, or the
maximum degree ∆.
δ(G) = Θ(nε): 0 ≤ ε < 1
3
1
3
≤ ε < 1
2
1
2
≤ ε < 1
.
.
.
.
Time complexity
.
.
.
.
no 2o(n
( 1−ε
2
)
)-time algorithm no 2o(n
ε)-time algorithm no 2o(n
1−ε)-time algorithm
.
.
lower bound:
.
. (cf. Theorem 13) (cf. Theorem 12) (cf. Theorem 11)
Table 2. Summary of the results of Theorems 11, 12, and 13: Time complexity lower bounds for deciding 3-coloring
on irreducible and triangle-free graphs G with n vertices, diameter 3, radius 2, and minimum degree δ(G) = Θ(nε),
where ε ∈ [0, 1), assuming ETH. The lower bound for ε ∈ [ 1
2
, 1) is asymptotically almost tight, as there exists an
algorithm for arbitrary graphs with diameter 3 with running time 2O(
n
δ
log δ) = 2O(n
1−ε log n) by Theorem 6.
Organization of the paper. We provide in Section 2 details about the Exponential Time Hy-
pothesis (ETH), as well as the necessary notation and terminology, our two reduction rules, and the
notion of an irreducible graph. In Sections 3 and 4 we present our results for graphs with diameter 2
and 3, respectively.
2 Preliminaries and notation
A theorem proving an NP-hardness result for a decision problem does not provide any information
about how efficiently (although not polynomially, unless P 6=NP) this decision problem can be solved.
In the context of providing lower bounds for the time complexity of solving NP-complete problems,
Impagliazzo, Paturi, and Zane formulated the Exponential Time Hypothesis (ETH) [17].
Exponential Time Hypothesis (ETH) [17]: There exists no algorithm solving 3SAT in time
2o(n), where n is the number of variables in the input CNF formula.
ETH is a strong hypothesis which might be true or not. In particular, if ETH is true then
it immediately follows that P 6=NP. In addition to formulating ETH, Impagliazzo, Paturi, and
Zane also proved the celebrated Sparsification Lemma [17], which has the following theorem as
a direct consequence. (This result is quite useful for providing lower bounds assuming ETH, as it
parameterizes the running time by the size of the input CNF formula, rather than only the number
of its variables.)
Theorem 1 ([16]). 3SAT can be solved in time 2o(n) if and only if it can be solved in time 2o(m),
where n is the number of variables and m is the number of clauses in the input CNF formula.
The following very well known theorem about the 3-coloring problem is based on the fact that
there exists a standard polynomial-time reduction from Not-All-Equal-3-SAT to 3-coloring* [22],
in which the constructed graph has diameter 4 and radius 2, and its number of vertices is linear in
the size of the input formula (see also [19]).
Theorem 2 ([19, 22]). Assuming ETH, there exists no 2o(n) time algorithm for 3-coloring on
graphs G with diameter 4, radius 2, and n vertices.
Notation.We consider in this article simple undirected graphs with no loops or multiple edges.
In an undirected graph G, the edge between vertices u and v is denoted by uv, and in this case u
and v are said to be adjacent in G. Otherwise u and v are called non-adjacent or independent. Given
a graph G = (V,E) and a vertex u ∈ V , denote by N(u) = {v ∈ V : uv ∈ E} the set of neighbors
*Note that there exists a polynomial-time reduction from 3SAT to Not-All-Equal-3-SAT, such that the size of
the output monotone formula is linear in the size of the input formula.
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(or the open neighborhood) of u and by N [u] = N(u) ∪ {u} the closed neighborhood of u. Whenever
the graph G is not clear from the context, we will write NG(u) and NG[u], respectively. Denote by
deg(u) = |N(u)| the degree of u in G and by δ(G) = min{deg(u) : u ∈ V } the minimum degree
of G. Let u and v be two non-adjacent vertices of G. Then, u and v are called (false) twins if they
have the same set of neighbors, i.e. if N(u) = N(v). Furthermore, we call the vertices u and v
siblings if N(u) ⊆ N(v) or N(v) ⊆ N(u); note that two twins are always siblings.
Given a graph G = (V,E) and two vertices u, v ∈ V , we denote by d(u, v) the distance of u and v,
i.e. the length of a shortest path between u and v in G. Furthermore, we denote by diam(G) =
max{d(u, v) : u, v ∈ V } the diameter of G and by rad(G) = minu∈V {max{d(u, v) : v ∈ V }} the
radius of G. Given a subset S ⊆ V , G[S] denotes the subgraph of G induced by S. We denote for
simplicity by G−S the induced subgraph G[V \S] of G. A subset S ⊆ V is an independent set in G if
the graph G[S] has no edges. Furthermore, a subset S ⊆ V is a clique if the graph G[S] has all (|S|2 )
possible edges among its vertices. A clique with t vertices is denoted by Kt. A graph G that contains
no Kt as an induced subgraph is called Kt-free. Furthermore, a subset D ⊆ V is a dominating set
of G if every vertex of V \D has at least one neighbor in D. For simplicity, we refer in the remainder
of the article to a proper k-coloring of a graph G just as a k-coloring of G. Throughout the article
we perform several times the merging operation of two (or more) independent vertices, which is
defined as follows: we merge the independent vertices u1, u2, . . . , ut when we replace them by a new
vertex u0 with N(u0) = ∪ti=1N(ui). In addition to the well known big-O notation for asymptotic
complexity, sometimes we use the O∗ notation that suppresses polynomially bounded factors. For
instance, for functions f and g, we write f(n) = O∗(g(n)) if f(n) = O(g(n) poly(n)), where poly(n)
is a polynomial.
In the following we provide two reduction rules that can be applied to an arbitrary graph G.
Throughout the article, we assume that any given graph G of low diameter is irreducible with
respect to these two reduction rules, i.e. that these reduction rules have been iteratively applied
to G until they cannot be applied any more. Note that the iterative application of these reduction
rules on a graph with n vertices can be done in time polynomial in n. The correctness of these two
reduction rules is almost trivial, therefore they could be considered as folklore. Such reductions are
well-known tools in exact exponential and parameterized algorithms.
Observe that, whenever a graph G contains a clique with four vertices as an induced subgraph,
then G is not 3-colorable. Furthermore, we can check easily in polynomial time (e.g. with brute-
force) whether a given graph G contains a K4. Therefore we assume in the following that all
given graphs are K4-free. Furthermore, since a graph is 3-colorable if and only if all its connected
components are 3-colorable, we assume in the following that all given graphs are connected. In
order to present our two reduction rules of an arbitrary K4-free graph G, recall first that the
diamond graph is a graph with 4 vertices and 5 edges, i.e. it consists of a K4 without one edge.
The diamond graph is illustrated in Figure 1(a). Suppose that four vertices u1, u2, u3, u4 of a given
graph G = (V,E) induce a diamond graph, and assume without loss of generality that u1u2 /∈ E.
Then, it is easy to see that in any 3-coloring of G (if such exists), u1 and u2 necessarily obtain the
same color. Therefore we can merge u1 and u2 into one vertex, as the next reduction rule states,
and the resulting graph is 3-colorable if and only if G is 3-colorable.
Reduction Rule 1 (diamond elimination) Let G = (V,E) be a K4-free graph. If the quadruple
{u1, u2, u3, u4} of vertices in G induces a diamond graph, where u1u2 /∈ E, then merge vertices u1
and u2.
Note that, after performing a diamond elimination in a K4-free graph G, we may introduce
a new K4 in the resulting graph. An example of such a graph G is illustrated in Figure 1(b).
In this example, the graph on the left-hand side has no K4 but it has two diamonds, namely on
the quadruples {u1, u2, u3, u4} and {u4, u5, u6, u7} of vertices. However, after eliminating the first
5
diamond by merging u1 and u4, we create a new K4 on the quadruple {u1, u5, u6, u7} of vertices,
cf. the graph of the right-hand side of Figure 1(b).
(a)
elimination
diamond
u1
u2 u3
u4
u5 u6
u7 u1
u2 u3 u5 u6
u7
(b)
Fig. 1. (a) The diamond graph and (b) an example of a diamond elimination of a K4-free graph, which creates a
new K4 on the vertices {u1, u5, u6, u7} in the resulting graph.
Suppose now that a graph G has a pair of siblings u and v and assume without loss of generality
that N(u) ⊆ N(v). Then, we can extend any proper 3-coloring of G − {u} (if such exists) to a
proper 3-coloring of G by assigning to u the same color as v. Therefore, we can remove vertex u
from G, as the next reduction rule states, and the resulting graph G−{u} is 3-colorable if and only
if G is 3-colorable.
Reduction Rule 2 (siblings elimination) Let G = (V,E) be a K4-free graph and u, v ∈ V , such
that N(u) ⊆ N(v). Then remove u from G.
Definition 1. Let G = (V,E) be a K4-free graph. If neither Reduction Rule 1 nor Reduction Rule 2
can be applied to G, then G is irreducible.
Due to Definition 1, a K4-free graph is irreducible if and only if it is diamond-free and siblings-
free. Given a K4-free graph G with n vertices, clearly we can iteratively execute Reduction Rules 1
and 2 in time polynomial in n, until we either find a K4 or none of the Reduction Rules 1 and 2 can
be further applied. If we find a K4, then clearly the initial graph G is not 3-colorable. Otherwise,
we transform G in polynomial time into an irreducible (K4-free) graph G
′ of smaller or equal size,
such that G′ is 3-colorable if and only if G is 3-colorable.
Observe that during the application of these reduction rules to a graph G, neither the diam-
eter nor the radius of G increase. Moreover, note that in the irreducible graph G′, the neighbor-
hood NG′(u) of every vertex u in G
′ induces a graph with maximum degree at most 1, since other-
wise G′ would have a K4 or a diamond as an induced subgraph. That is, the subgraph of G′ induced
by NG′(u) contains only isolated vertices and isolated edges. Furthermore, if G (and thus also G
′)
is connected and if G′ has more than two vertices, then the minimum degree of G′ is δ(G′) ≥ 2,
since G′ is siblings-free. All these facts are summarized in the next observation. In the remainder
of the article, we assume that any given graph G is irreducible.
Observation 1 Let G = (V,E) be a connected K4-free graph and G
′ = (V ′, E′) be an irreducible
graph obtained from G. If G′ has more than two vertices, then δ(G′) ≥ 2, diam(G′) ≤ diam(G),
rad(G′) ≤ rad(G), and G′ is 3-colorable if and only if G is 3-colorable. Moreover, for every u ∈ V ′,
NG′(u) induces in G
′ a graph with maximum degree 1.
3 Algorithms for 3-coloring on graphs with diameter 2
In this section we present our results on graphs with diameter 2. In particular, we provide in
Section 3.1 our subexponential algorithm for 3-coloring on such graphs. We then provide, for every n,
an example of an irreducible and triangle-free graph Gn with Θ(n) vertices and diameter 2, which is
3-colorable, has minimum dominating set of size Θ(
√
n), and its minimum degree is δ(Gn) = Θ(
√
n).
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Furthermore, we define in Section 3.2 the notion of an articulation neighborhood, and we provide our
polynomial algorithm for irreducible graphs G with diameter 2, which have at least one articulation
neighborhood.
3.1 An 2O(
√
n logn)-time algorithm for any graph with diameter 2
We first provide in the next lemma a well known algorithm that decides the 3-coloring problem on
an arbitrary graph G, using a dominating set (DS) of G [21]. For completeness we provide a short
proof of this lemma.
Lemma 1 ([21], the DS-approach). Let G = (V,E) be a graph and D ⊆ V be a dominating set
of G. Then, the 3-coloring problem can be decided in O∗(3|D|) time on G.
Proof. We iterate over all possible proper 3-colorings of D. There are at most 3|D| such colorings;
note that, if there is no proper 3-coloring of G[D], then clearly G is not 3-colorable. Fix now a proper
3-coloring of G[D]. If we want to construct a 3-coloring of G that agrees with this precoloring of
G[D], then for every vertex of G \D there will be only two possible colors that this vertex can use
in such a coloring (if one exists). Therefore, the question of whether this 3-coloring of G[D] can be
extended to a 3-coloring of G is a list 2-coloring problem, which can be solved in polynomial time
as it can be formulated as a 2SAT instance (a similar approach has been first used in [10], in the
context of coloring problems on dense graphs). Therefore, by considering in worst case all possible
3-colorings of the dominating set D, we can decide 3-coloring on G in time O∗(3|D|). ⊓⊔
In the next theorem we use Lemma 1 to provide an improved 3-coloring algorithm for the case
of graphs with diameter 2. The time complexity of this algorithm is parameterized by the minimum
degree δ of the given graph G, as well as by the fraction n
δ
.
Theorem 3. Let G = (V,E) be an irreducible graph with n vertices. Let diam(G) = 2 and δ be the
minimum degree of G. Then, the 3-coloring problem can be decided in 2O(min{δ,
n
δ
log δ}) time on G.
Proof. In an arbitrary graph G with n vertices and minimum degree δ, it is well known how to
construct in polynomial time a dominating set D with cardinality |D| ≤ n1+ln(δ+1)
δ+1 [2, 3, 23] (see
also [1]). Therefore we can decide by Lemma 1 the 3-coloring problem on G in time O∗(3n
1+ln(δ+1)
δ+1 ).
Note by Observation 1 that δ ≥ 2, since G is irreducible by assumption. Therefore the latter running
time is 2O(
n
δ
log δ).
The DS-approach of Lemma 1 applies to any graph G. However, since G has diameter 2 by
assumption, we can design a second algorithm for 3-coloring of G as follows. Consider a vertex
u ∈ V with minimum degree, i.e. deg(u) = δ. Since diam(G) = 2, it follows that for every other
vertex u ∈ V , either d(u, v) = 1 or d(u, v) = 2. Therefore N(u) is a dominating set of G with
cardinality δ. Fix a proper 3-coloring of G[N(u)]. Similarly to the proof of Lemma 1, note that
if we want to construct a 3-coloring of G that agrees with this precoloring of G[N(u)], then for
every vertex of G \ N(u) there will be only two possible colors that this vertex can use in such a
coloring (if one exists). We iterate now for all possible proper 2-colorings of G[N(u)] (instead of all
3-colorings of the dominating set as in the proof of Lemma 1). There are at most 2δ such colorings.
Similarly to the algorithm of Lemma 1, for every such 2-coloring of G[N(u)] we solve in polynomial
time the corresponding list 2-coloring of G−N [u]. Thus, considering at most all possible 2-colorings
of G[N(u)], we can decide the 3-coloring problem on G in time O∗(2δ) = 2O(δ).
Summarizing, we can combine these two 3-coloring algorithms for G, obtaining an algorithm
with time complexity 2O(min{δ,
n
δ
log δ}). ⊓⊔
The next corollary provides the first subexponential algorithm for the 3-coloring problem on
graphs with diameter 2. Its correctness follows by Theorem 3.
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Corollary 1. Let G = (V,E) be an irreducible graph with n vertices and let diam(G) = 2. Then,
the 3-coloring problem can be decided in 2O(
√
n logn) time on G.
Proof. Let δ = δ(G) be the minimum degree of G. If δ ≤ √n log n, then the 3-coloring problem
can be decided in 2O(δ) = 2O(
√
n logn) time on G by Theorem 3. Suppose now that δ >
√
n log n.
Note that log δ < log n, since δ < n. Therefore log δ
δ
< logn√
n logn
=
√
logn
n
, and thus n
δ
log δ < n
√
logn
n
,
i.e. n
δ
log δ <
√
n log n. Therefore the 3-coloring problem can be decided in 2O(
n
δ
log δ) = 2O(
√
n logn)
time on G by Theorem 3. ⊓⊔
Given the statements of Lemma 1 and Theorem 3, a question that arises naturally is whether the
worst case complexity of the algorithm of Theorem 3 is indeed 2O(
√
n logn) (as given in Corollary 1).
That is, do there exist 3-colorable irreducible graphs G with n vertices and diam(G) = 2, such
that both δ(G) and the size of the minimum dominating set of G are Θ(
√
n log n), or close to this
value? We prove that such graphs exist; therefore our analysis of the DS-approach (cf. Lemma 1 and
Theorem 3, see also [1–3,23]) is asymptotically almost tight in the case of 3-coloring of graphs with
diameter 2. In particular, we provide in the next theorem for every n an example of an irreducible
3-colorable graph Gn with Θ(n) vertices and diam(Gn) = 2, such that both δ(Gn) and the size of
the minimum dominating set of G are Θ(
√
n). In addition, each of these graphs Gn is triangle-free,
as the next theorem states. The construction of the graphs Gn is based on a suitable and interesting
matrix arrangement of the vertices of Gn.
Theorem 4. Let n ≥ 1. Then there exists an irreducible and triangle-free 3-colorable graph
Gn = (Vn, En) with Θ(n) vertices, where diam(Gn) = 2 and δ(Gn)= Θ(
√
n). Furthermore, the size
of the minimum dominating set of Gn is Θ(
√
n).
Proof. We assume without loss of generality that n = 4k2 + 1 for some integer k > 1 and we con-
struct a graph Gn = (Vn, En) with n vertices (otherwise, if n 6= 4k2 + 1 for any k > 1, we provide
the same construction of Gn with 4⌈
√
n
2 + 1⌉2 + 1 = Θ(n) vertices). We arrange the first n− 1 ver-
tices of Gn (i.e. all vertices of Gn except one of them) in a matrix of size 2k× 2k. For simplicity of
notation, we enumerate these 4k2 vertices in the usual fashion, i.e. vertex vi,j is the vertex in the
intersection of row i and column j, where 1 ≤ i, j ≤ 2k. Furthermore, we denote the (4k2 + 1)th
vertex of Gn by v0. We assign the 3 colors red, blue, green to the vertices of Gn as follows. The ver-
tices {vi,j : 1 ≤ i ≤ k, 1 ≤ j ≤ k} are colored blue, the vertices {vi,j : k + 1 ≤ i ≤ 2k, 1 ≤ j ≤ k}
are colored green, the vertices {vi,j : 1 ≤ i ≤ 2k, k + 1 ≤ j ≤ 2k} are colored red, and vertex v0 is
colored green.
We add edges among vertices of Vn as follows. First, vertex v0 is adjacent to ex-
actly all vertices that are colored red in the above 3-coloring of Gn. Then, the ver-
tices of jth column {v1,j , v2,j , . . . , v2k,j} and the vertices of the (2k + 1 − j)th col-
umn {v1,2k+1−j , v2,2k+1−j, . . . , v2k,2k+1−j} form a complete bipartite graph, without the edges
{vi,jvi,2k+1−j : 1 ≤ i ≤ 2k}, i.e. without the edges between vertices of the same row. Fur-
thermore, the vertices of ith row {vi,1, vi,2, . . . , vi,2k} and the vertices of the (2k + 1 − i)th
row {v2k+1−i,1, v2k+1−i,2, . . . , v2k+1−i,2k} form a complete bipartite graph, without the edges
{vi,jv2k+1−i,j : 1 ≤ j ≤ k} ∪ {vi,jv2k+1−i,ℓ : k + 1 ≤ j, ℓ ≤ 2k}. That is, there are no edges
between vertices of the same column and no edges between vertices colored red in the above 3-
coloring of Gn. Note also that there are no edges between vertices colored blue (resp. green, red),
and thus this coloring is a proper 3-coloring of Gn. The 2k× 2k matrix arrangement of the vertices
of Gn is illustrated in Figure 2(a). In this figure, the three color classes are illustrated by different
shades of gray. Furthermore, the edges of Gn between different rows and between different columns
in this matrix arrangement are illustrated in Figures 2(b) and 2(c), respectively.
It is easy to see by the construction of Gn that 3k ≤ deg(vi,j) ≤ 4k − 2 for every vertex
vi,j ∈ Vn \ {v0} and that deg(v0) = 2k2. In particular, deg(vi,j) = 3k (resp. deg(vi,j) = 4k − 2)
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kk
k k
v0
(a)
vi,1 vi,k vi,k+1 vi,2k
v2k+1−i,1 v2k+1−i,k v2k+1−i,k+1 v2k+1−i,2k
(b)
v1,j
vk,j
vk+1,j
v2k,j
v1,2k+1−j
v2k,2k+1−j
(c)
Fig. 2. (a) The 2k × 2k matrix arrangement of the vertices of Gn, where n = 4k
2 + 1, (b) the edges of Gn between
the ith and the (2k + 1− i)th rows, and (c) the edges of Gn between the jth and the (2k + 1− j)th columns of this
matrix arrangement. The three color classes are illustrated by different shades of gray.
for every vertex vi,j that has been colored red (resp. blue or green) in the above coloring of Gn.
Therefore, since k = Θ(
√
n), it follows that deg(vi,j) = Θ(
√
n) for every vi,j ∈ Vn \ {v0} and that
deg(v0) =
n−1
2 . That is, the minimum degree is δ(Gn) = Θ(
√
n).
Note now that the set {v0} ∪ {v1,1, v2,1, . . . , v2k,1} of vertices is a dominating set of G with
2k+1 = Θ(
√
n) vertices, since for every i = 1, 2, . . . , 2k, vertex vi,1 is adjacent to all vertices of the
(2k + 1 − i)th row of the matrix, except vertex v2k+1−i,1. Suppose that there exists a dominating
set D ⊆ Vn with cardinality o(
√
n), i.e. |D| =
√
n
f(n) , where f(n) = ω(1). Denote D
′ = D∪{v0}; note
that |D′| ≤
√
n
f(n) + 1. Then, since deg(vi,j) = Θ(
√
n) for every vertex vi,j ∈ Vn \ {v0}, the vertices
of D′ can be adjacent to at most
n− 1
2
+ |D′ \ {v0}| · Θ(
√
n) ≤ n− 1
2
+
√
n
f(n)
· Θ(√n) = n− 1
2
+
Θ(n)
f(n)
vertices of Vn \ D′ in total. However |Vn \ D′| ≥ n −
√
n
f(n) − 1 ≥ n −
√
n − 1 and n−12 + Θ(n)f(n) is
asymptotically smaller than n − √n − 1, since f(n) = ω(1). That is, the vertices of D′ (and thus
also of D) cannot dominate all vertices of Vn \D′ ⊆ Vn \D. Thus D is not a dominating set, which
is a contradiction. Therefore the size of a minimum dominating set of Gn is Θ(
√
n).
Now we will prove that diam(Gn) = 2. First note that for every vertex vi,j ∈ Vn \ {v0} we
have d(v0, vi,j) ≤ 2. Indeed, if vi,j is colored red, then vi,j is adjacent to v0; otherwise v0 and vi,j
have vertex v2k+1−i,2k as common neighbor. Now consider two arbitrary vertices vi,j and vp,q, where
(i, j) 6= (p, q). Since any two red vertices have v0 as common neighbor (and thus they are at distance
2 from each other), assume that at most one of the vertices {vi,j , vp,q} is colored red. We will prove
that d(vi,j , vp,q) ≤ 2. If p = i, then vi,j and vp,q lie both in the ith row of the matrix. Therefore
vi,j and vp,q have all vertices of {v2k+1−i,1, v2k+1−i,2, . . . , v2k+1−i,k} \ {v2k+1−i,j , v2k+1−i,q} as their
common neighbors, and thus d(vi,j , vp,q) = 2. If q = j, then vi,j and vp,q lie both in the jth column
of the matrix. Therefore vi,j and vp,q have all vertices of {v1,2k+1−j , v2,2k+1−j, . . . , v2k,2k+1−j} \
{vi,2k+1−j, vp,2k+1−j} as their common neighbors, and thus d(vi,j , vp,q) = 2. Suppose that p 6= i and
q 6= j. If p = 2k + 1 − i or q = 2k + 1 − j, then vi,jvp,q ∈ En by the construction of Gn, and thus
d(vi,j, vp,q) = 1. Suppose now that also p 6= 2k + 1− i and q 6= 2k+ 1− j. Since at most one of the
vertices {vi,j, vp,q} is colored red, we may assume without loss of generality that vi,j is blue or green,
i.e. j ≤ k. Then there exists the path (vi,j, v2k+1−i,2k+1−q, vp,q) in Gn, and thus d(vi,j , vp,q) = 2.
Summarizing, d(u, v) ≤ 2 for every pair of vertices u and v in Gn, and thus diam(Gn) = 2.
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Now we will prove that Gn is a triangle-free graph. First note that v0 cannot belong to any
possible triangle in Gn, since its neighbors are by construction an independent set. Suppose now
that the vertices vi,j, vp,q, vr,s induce a triangle in Gn. Since the above coloring of the vertices of
Vn is a proper 3-coloring of Gn, we may assume without loss of generality that vi,j is colored blue,
vp,q is colored green, and vr,s is colored red in the above coloring of Gn. That is, i, j ∈ {1, 2, . . . , k},
p ∈ {k + 1, k +2, . . . , 2k}, q ∈ {1, 2, . . . , k}, r ∈ {1, 2, . . . , 2k}, and s ∈ {k + 1, k + 2, . . . , 2k}. Thus,
since vi,jvp,q ∈ En, it follows by the construction of Gn that p = 2k + 1 − i. Furthermore, since
vp,qvr,s ∈ En, it follows that p = 2k+1− r or q = 2k+1− s. If p = 2k+1− r, then r = i (since also
p = 2k+1− i). Therefore vi,j and vr,s lie both in the ith row of the matrix, which is a contradiction,
since we assumed that vi,jvr,s ∈ En. Therefore q = 2k+1− s. Finally, since vi,jvr,s ∈ En, it follows
that r = 2k + 1 − i or s = 2k + 1 − j. If r = 2k + 1 − i, then r = p (since also p = 2k + 1 − i).
Therefore vp,q and vr,s lie both in the pth row of the matrix, which is a contradiction, since we
assumed that vp,qvr,s ∈ En. Therefore s = 2k + 1 − j. Thus, since also q = 2k + 1 − s, it follows
that q = j, i.e. vi,j and vp,q lie both in the jth column of the matrix. This is again a contradiction,
since we assumed that vi,jvp,q ∈ En. Therefore, no three vertices of Gn induce a triangle, i.e. Gn is
triangle-free.
Note now that Gn is diamond-free, since it is also triangle-free, and thus the Reduction Rule 1
does not apply on Gn. Furthermore, it is easy to check that there exist no pair vi,j and vp,q of vertices
such that N(vi,j) ⊆ N(vp,q), and that there does not exist any vertex vi,j such that N(vi,j) ⊆ N(v0)
or N(v0) ⊆ N(vi,j). That is, Gn is siblings-free, and thus also the Reduction Rule 2 does not apply
on Gn. Therefore Gn is irreducible. This completes the proof of the theorem. ⊓⊔
3.2 A tractable subclass of graphs with diameter 2
In this section we present a subclass of graphs with diameter 2, which admits an efficient algorithm
for 3-coloring. We first introduce the definition of an articulation neighborhood in a graph.
Definition 2. Let G = (V,E) be a graph and let v ∈ V . If G−N [v] is disconnected, then N [v] is
an articulation neighborhood in G.
We prove in Theorem 5 that, given an irreducible graph with diam(G) = 2, which has at least one
articulation neighborhood, we can decide 3-coloring on G in polynomial time. Note here that there
exist instances of K4-free graphs G with diameter 2, in which G has no articulation neighborhood,
but in the irreducible graph G′ obtained by G (by iteratively applying the Reduction Rules 1 and 2),
G′ − NG′ [v] becomes disconnected for some vertex v of G′. That is, G′ may have an articulation
neighborhood, although G has none. Therefore, if we consider as input the irreducible graph G′
instead of G, we can decide in polynomial time the 3-coloring problem on G′ (and thus also on G).
Theorem 5. Let G = (V,E) be an irreducible graph with n vertices and diam(G) = 2. If G has at
least one articulation neighborhood, then we can decide 3-coloring on G in time polynomial in n.
Proof. Let v0 ∈ V such that G−N [v0] is disconnected and let C1, C2, . . . , Ck be the connected
components of G − N [v0]. In order to compute a proper 3-coloring of G, the algorithm assigns
without loss of generality the color red to vertex v0. Suppose that at least one component Ci,
1 ≤ i ≤ k, is trivial, i.e. Ci is an isolated vertex u. Then, since u ∈ V \N [v0] and u has no
adjacent vertices in V \ N [v0], it follows that N(u) ⊆ N(v0), i.e. u and v0 are siblings in G.
This is a contradiction, since G is an irreducible graph. Therefore, every connected component Ci
of G−N [v0] is non-trivial, i.e. it contains at least one edge. Thus, in any proper 3-coloring of G (if
such exists), there exists at least one vertex of every connected component Ci of G−N [v0] that is
colored not red, i.e. with a different color than v0.
Suppose now that G is 3-colorable, and let c be a proper 3-coloring of G. Assume without loss
of generality that c uses the colors red, blue, and green (recall that v0 is already colored red). Let
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Ci, Cj be an arbitrary pair of connected components of G − N [v0]; such a pair always exists, as
G − N [v0] is assumed to be disconnected. Let u and v be two arbitrary vertices of Ci and of Cj,
respectively, such that both u and v are not colored red in c; such vertices u and v always exist,
as we observed above. Then, since diam(G) = 2, there exists at least one common neighbor a of
u and v, where a ∈ N(v0). That is, a ∈ N(v0) ∩ N(u) ∩ N(v). Therefore, since v0 is colored red
in c and u, v are not colored red in c, it follows that both u and v are colored by the same color
in c. Assume without loss of generality that both u and v are colored blue in c. Thus, since u and
v have been chosen arbitrarily under the single assumption that they are not colored red in c, it
follows that for every vertex u of G−N [v0], u is either colored red or blue in c. Furthermore, since
v0 has been assumed to be red and hence the neighbors of v0 use colors blue and green, each vertex
now has only two possible colors that it can use. This reduces the problem to the list 2-coloring
problem that can be solved in polynomial time (by reducing to the 2SAT problem). This completes
the proof of the theorem. ⊓⊔
A question that arises now naturally by Theorem 5 is whether there exist any irreducible 3-
colorable graph G = (V,E) with diam(G) = 2, which has no articulation neighborhood at all. A
negative answer to this question would imply that we can decide the 3-coloring problem on any
graph with diameter 2 in polynomial time using Theorem 5. However, the answer to that question
is positive: for every n ≥ 1, the graph Gn = (Vn, En) that has been presented in Theorem 4 is
irreducible, 3-colorable, has diameter 2, and Gn − N [v] is connected for every v ∈ Vn, i.e. Gn
has no articulation neighborhood. Therefore Theorem 5 cannot be used in a trivial way to decide
in polynomial time the 3-coloring problem for an arbitrary graph of diameter 2. We leave the
tractability of the 3-coloring problem of arbitrary diameter-2 graphs as an open problem.
4 Almost tight results for graphs with diameter 3
In this section we present our results on graphs with diameter 3. In particular, we first provide
in Section 4.1 our algorithm for 3-coloring arbitrary graphs with diameter 3 that has running
time 2O(min{δ∆,
n
δ
log δ}), where n is the number of vertices and δ (resp.∆) is the minimum (resp. max-
imum) degree of the input graph. Then we prove in Section 4.2 that 3-coloring is NP-complete
on irreducible and triangle-free graphs with diameter 3 and radius 2 by providing a reduction
from 3SAT. Finally, we provide in Section 4.3 our three different amplification techniques that
extend our hardness results of Section 4.2. In particular, we provide in Theorems 9 and 10 our
NP-completeness amplifications, and in Theorems 11, 12, and 13 our lower bounds for the time
complexity of 3-coloring, assuming ETH.
4.1 An 2O(min{δ∆,
n
δ
log δ})-time algorithm for any graph with diameter 3
In the next theorem we use the DS-approach of Lemma 1 to provide a 3-coloring algorithm for
the case of graphs with diameter 3. The time complexity of this algorithm is parameterized by the
minimum degree δ of the given graph G, as well as by the fraction n
δ
.
Theorem 6. Let G = (V,E) be an irreducible graph with n vertices and diam(G) = 3. Let δ and ∆
be the minimum and the maximum degree of G, respectively. Then, the 3-coloring problem can be
decided in 2O(min{δ∆,
n
δ
log δ}) time on G.
Proof. First recall that, in an arbitrary graph G with n vertices and minimum degree δ, we can
construct in polynomial time a dominating set D with cardinality |D| ≤ n1+ln(δ+1)
δ+1 [2]. Therefore,
similarly to the proof of Theorem 3, we can use the DS-approach of Lemma 1 to obtain an algorithm
that decides 3-coloring on G in 2O(
n
δ
log δ) time.
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The DS-approach of Lemma 1 applies to any graph G. However, since G has diame-
ter 3 by assumption, we can design a second algorithm for 3-coloring of G as follows. Con-
sider a vertex u ∈ V with minimum degree, i.e. deg(u) = δ. Since diam(G) = 3, we can parti-
tion the vertices of V \N [u] into two sets A and B, such that A = {v ∈ V \N [u] : d(u, v) = 2}
and B = {v ∈ V \N [u] : d(u, v) = 3}. Note that every vertex v ∈ A is adjacent to at least one vertex
of N(u). Therefore, since |N(u)| = δ and the maximum degree in G is ∆, it follows that |A| ≤ δ ·∆.
Furthermore, the set A ∪ {u} is a dominating set of G with cardinality at most δ∆ + 1. Thus we
can decide 3-coloring on G by considering in the worst case all possible 3-colorings of A ∪ {u}
in O∗(3δ∆+1) = 2O(δ∆) time by using the DS-approach of Lemma 1.
Summarizing, we can combine these two 3-coloring algorithms for G, obtaining an algorithm
with time complexity 2O(min{δ∆,
n
δ
log δ}). ⊓⊔
To the best of our knowledge, the algorithm of Theorem 6 is the first subexponential algorithm
for graphs with diameter 3, whenever δ = ω(1), as well as whenever δ = O(1) and ∆ = o(n). As we
will later prove in Section 4.3, the running time provided in Theorem 6 is asymptotically almost
tight whenever δ = Θ(nε), for any ε ∈ [12 , 1).
Note now that for any graph G with n vertices and diam(G) = 3, the maximum degree
∆ of G is ∆ = Ω(n
1
3 ). Indeed, suppose otherwise that ∆ = o(n
1
3 ), and let u be any vertex
of G. Then, there are at most ∆ vertices in G at distance 1 from u, at most ∆2 vertices
at distance 2 from u, and at most ∆3 vertices at distance 3 from u. That is, G contains at
most 1 +∆+∆2 +∆3 = o(n) vertices, since we assumed that ∆ = o(n
1
3 ), which is a contradic-
tion. Therefore ∆ = Ω(n
1
3 ). Furthermore note that, whenever δ = Ω(n
1
3
√
log n) in a graph with n
vertices and diameter 3, we have δ∆ = Ω(n
δ
log δ). Indeed, since ∆ = Ω(n
1
3 ) as we proved above,
it follows that in this case δ2∆ = Ω(n log n) = Ω(n log δ), since δ < n, and thus δ∆ = Ω(n
δ
log δ).
Therefore, if the minimum degree of G is δ = Ω(n
1
3
√
log n), the running time of the algorithm of
Theorem 6 becomes 2O(
n
δ
log δ) = 2O(n
2
3
√
logn).
4.2 The 3-coloring problem is NP-complete on graphs with diameter 3 and radius 2
In this section we provide a reduction from the 3SAT problem to the 3-coloring problem of triangle-
free graphs with diameter 3 and radius 2. Given a boolean formula φ in conjunctive normal form
with three literals in each clause (3-CNF), φ is satisfiable if there is a truth assignment of φ, such
that every clause contains at least one true literal. The problem of deciding whether a given 3-CNF
formula is satisfiable, i.e. the 3SAT problem, is one of the most known NP-complete problems [12].
Let φ be a 3-CNF formula with n variables x1, x2, . . . , xn and m clauses α1, α2, . . . , αm. We can
assume in the following without loss of generality that each clause has three distinct literals. We
now construct an irreducible and triangle-free graph Hφ = (Vφ, Eφ) with diameter 3 and radius 2,
such that φ is satisfiable if and only if Hφ is 3-colorable. Before we construct Hφ, we first construct
an auxiliary graph Gn,m that depends only on the number n of the variables and the number m of
the clauses in φ, rather than on φ itself.
We construct the graph Gn,m = (Vn,m, En,m) as follows. Let v0 be a vertex with 8m
neighbors v1, v2, . . . , v8m, which induce an independent set. Consider also the sets
U = {ui,j : 1 ≤ i ≤ n+ 5m, 1 ≤ j ≤ 8m} and W = {wi,j : 1 ≤ i ≤ n+ 5m, 1 ≤ j ≤ 8m} of ver-
tices. Each of these sets has (n+ 5m)8m vertices. The set Vn,m of vertices of Gn,m is de-
fined as Vn,m = U ∪W ∪ {v0, v1, v2, . . . , v8m}. That is, |Vn,m| = 2 · (n+ 5m)8m+ 8m+ 1, and
thus |Vn,m| = Θ(m2), since m = Ω(n).
The set En,m of the edges of Gn,m is defined as follows. Define first for every j ∈ {1, 2, . . . , 8m}
the subsets Uj = {u1,j , u2,j , . . . , un+5m,j} and Wj = {w1,j , w2,j, . . . , wn+5m,j} of U and W , respec-
tively. Then define N(vj) = {v0} ∪ Uj ∪Wj for every j ∈ {1, 2, . . . , 8m}, where N(vj) denotes the
set of neighbors of vertex vj in Gn,m. For simplicity of the presentation, we arrange the vertices of
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U∪W on a rectangle matrix of size 2(n + 5m)×8m, cf. Figure 3(a). In this matrix arrangement, the
(i, j)th element is vertex ui,j if i ≤ n+ 5m, and vertex wi−n−5m,j if i ≥ n+ 5m+ 1. In particular,
for every j ∈ {1, 2, . . . , 8m}, the jth column of this matrix contains exactly the vertices of Uj ∪Wj,
cf. Figure 3(a). Note that, for every j ∈ {1, 2, . . . , 8m}, vertex vj is adjacent to all vertices of the jth
column of this matrix. Denote now by ℓi = {ui,1, ui,2, . . . , ui,8m} (resp. ℓ′i = {wi,1, wi,2, . . . , wi,8m})
the ith (resp. the (n+ 5m+i)th) row of this matrix, cf. Figure 3(a). For every i ∈ {1, 2, . . . , n + 5m},
the vertices of ℓi and of ℓ
′
i induce two independent sets in Gn,m. We then add between the vertices
of ℓi and the vertices of ℓ
′
i all possible edges, except those of {ui,jwi,j : 1 ≤ j ≤ 8m}. That is, we
add all possible (8m)2 − 8m edges between the vertices of ℓi and of ℓ′i, such that they induce a
complete bipartite graph without a perfect matching between the vertices of ℓi and of ℓ
′
i, cf. Fig-
ure 3(b). Note by the construction of Gn,m that both U and W are independent sets in Gn,m.
Furthermore note that the minimum degree in Gn,m is δ(Gn,m) = Θ(m) and the maximum degree
is ∆(Gn,m) = Θ(n +m). Thus, since m = Ω(n), we have that δ(Gn,m) = ∆(Gn,m) = Θ(m). The
construction of the graph Gn,m is illustrated in Figure 3.
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v1 v2 . . .
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ℓi
ℓ′i
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Wj
jth column
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wn+5m,1
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Fig. 3. (a) The 2(n + 5m) × 8m-matrix arrangement of the vertices U ∪ W of Gn,m and their connections with
the vertices {v0, v1, v2, . . . , v8m}, (b) the edges between the vertices of the ith row ℓi and the (n + 5m + i)th row
ℓ′i in this matrix, and (c) the gadget with 8 vertices and 10 edges that we associate in Hφ to the clause αk of φ,
where 1 ≤ k ≤ m.
Lemma 2. For every n,m ≥ 1, the graph Gn,m has diameter 3 and radius 2.
Proof. First note that for any j ∈ {1, 2, . . . , 8m}, every vertex ui,j (resp. wi,j) is adjacent to vj.
Therefore, since vj ∈ N(v0) for every j ∈ {1, 2, . . . , 8m}, it follows that d(v0, u) ≤ 2 for every
u ∈ Vn,m \ {v0}, and thus Gn,m has radius 2. Furthermore note that d(vj , vk) ≤ 2 for every
j, k ∈ {1, 2, . . . , 8m}, since vj, vk ∈ N(v0). Consider now an arbitrary vertex ui,j (resp. wi,j) and
an arbitrary vertex vk. If j = k, then d(vk, ui,j) = 1 (resp. d(vk, wi,j) = 1). Otherwise, if j 6= k,
then there exists the path (vk, v0, vj , ui,j) (resp. (vk, v0, vj , wi,j)) of length 3 between vk and ui,j
(resp. wi,j). Therefore also d(vk, u) ≤ 3 for every k = 1, 2, . . . , 8m and every u ∈ Vn,m \ {vk}.
We will now prove that d(ui,j , up,q) ≤ 3 for every (i, j) 6= (p, q). If q 6= j, then there exists
the path (ui,j, vj , wp,j, up,q) of length 3 between ui,j and up,q. If q = j, then d(ui,j , up,q) = 2,
as ui,j , up,q ∈ N(vj). Therefore d(ui,j , up,q) ≤ 3 for every (i, j) 6= (p, q). Similarly we can prove
that d(wi,j , wp,q) ≤ 3 for every (i, j) 6= (p, q). It remains to prove that d(ui,j, wp,q) ≤ 3 for every
(i, j) and every (p, q). If p 6= i and q 6= j, then there exists the path (ui,j, vj , up,j, wp,q) of length 3
between ui,j and wp,q. If q = j, then d(ui,j , wp,q) = 2, since ui,j , wp,q ∈ N(vj). If p = i and q 6= j,
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then wp,q = wi,q, and thus ui,jwp,q ∈ En,m. Therefore d(uij , wpq) ≤ 3 for every (i, j) and every
(p, q), and thus Gn,m has diameter 3. ⊓⊔
Lemma 3. For every n,m ≥ 1, the graph Gn,m is irreducible and triangle-free.
Proof. First observe that, by construction, Gn,m has no pair of sibling vertices, and thus the Re-
duction Rule 2 does not apply to Gn,m. Thus, in order to prove that Gn,m is irreducible, it suffices
to prove that Gn,m is triangle-free, and thus also diamond-free, i.e. also the Reduction Rule 1 does
not apply to Gn,m. Suppose otherwise that Gn,m has a triangle with vertices a, b, c. Note that vertex
v0 does not belong to any triangle in Gn,m, since its neighbors N(v0) = {v1, v2, . . . , v8m} induce an
independent set in Gn,m. Furthermore, note that also vertex vj, where 1 ≤ j ≤ 8m, does not belong
to any triangle in Gn,m. Indeed, by construction of Gn,m, its neighbors N(vj) = {v0} ∪ Uj ∪Wj
induce an independent set in Gn,m. Therefore all the vertices a, b, c of the assumed triangle of Gn,m
belong to U ∪W . Therefore, at least two vertices among a, b, c belong to U , or at least two of them
belong to W . This is a contradiction, since by the construction of Gn,m the sets U and W induce
two independent sets. Therefore Gn,m is triangle-free. Thus Gn,m is also diamond-free, i.e. the Re-
duction Rule 1 does not apply to Gn,m. Summarizing, Gn,m is irreducible and triangle-free. ⊓⊔
We now construct the graph Hφ = (Vφ, Eφ) from φ by adding 10m edges to Gn,m as follows.
Let k ∈ {1, 2, . . . ,m} and consider the clause αk = (lk,1 ∨ lk,2 ∨ lk,3), where lk,p ∈ {xik,p , xik,p}
for p ∈ {1, 2, 3} and ik,1, ik,2, ik,3 ∈ {1, 2, . . . , n}. For this clause αk, we add on the vertices of
Gn,m an isomorphic copy of the gadget in Figure 3(c), which has 8 vertices and 10 edges, as
follows. Let p ∈ {1, 2, 3}. The literal lk,p corresponds to vertex gk,p of this gadget. If lk,p = xik,p ,
we set gk,p = uik,p,8k+1−p. Otherwise, if lk,p = xik,p , we set gk,p = wik,p,8k+1−p. Furthermore, for
p ∈ {4, . . . , 8}, we set gk,p = un+5k+4−p,8k+1−p.
Note that, by construction, the graphs Hφ and Gn,m have the same vertex set, i.e. Vφ = Vn,m,
and that En,m ⊂ Eφ. Therefore diam(Hφ) ≤ 3 and rad(Hφ) ≤ 2, since diam(Gn,m) = 3 and
rad(Gn,m) = 2 by Lemma 2. Observe now that every positive literal of φ is associated to a vertex
of U , while every negative literal of φ is associated to a vertex of W . In particular, each of the
3m literals of φ corresponds by this construction to a different column in the matrix arrangement
of the vertices of U ∪W . If a literal of φ is the variable xi (resp. the negated variable xi), where
1 ≤ i ≤ n, then the vertex of U (resp. W ) that is associated to this literal lies in the ith row ℓi
(resp. in the (n+ 5m+ i)th row ℓ′i) of the matrix.
Moreover, note by the above construction that each of the 8m vertices {gk,1, gk,2, . . . , gk,8}mk=1
corresponds to a different column in the matrix of the vertices of U ∪W . Finally, each of the 5m
vertices {gk,4, gk,5, gk,6, gk,7, gk,8}mk=1 corresponds to a different row in the matrix of the vertices
of U . We emphasize here that, by construction, each copy of the gadget of Figure 3(c) is an induced
subgraph of Hφ.
Observation 2 The gadget of Figure 3(c) has no proper 2-coloring, as it contains an induced cycle
of length 5.
Observation 3 Consider the gadget of Figure 3(c). If we assign to vertices gk,1, gk,2, gk,3 the same
color, we cannot extend this coloring to a proper 3-coloring of the gadget. Furthermore, if we assign
to vertices gk,1, gk,2, gk,3 in total two or three colors, then we can extend this coloring to a proper
3-coloring of the gadget.
The next observation follows by the construction of Hφ and by our initial assumption that each
clause of φ has three distinct literals.
Observation 4 For every i ∈ {1, 2, . . . , n + 5m}, there exists no pair of adjacent vertices in the
same row ℓi or ℓ
′
i in Hφ.
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Lemma 4. For every formula φ, the graph Hφ is irreducible and triangle-free.
Proof. First observe that, similarly to Gn,m, the graph Hφ has no pair of sibling vertices, and thus
the Reduction Rule 2 does not apply to Hφ. We will now prove that Hφ is triangle-free. Suppose
otherwise that Hφ has a triangle with vertices a, b, c. Similarly to Gn,m, note that the neighbors
of v0 in Hφ induce an independent set, and thus vertex v0 does not belong to any triangle in Hφ.
Furthermore, note by the construction of Hφ that we do not add any edge between vertices ui,j
and wi,j, where 1 ≤ i ≤ n + 5m and 1 ≤ j ≤ 8m. Therefore, similarly to Gn,m, the neighbors of
vj induce an independent set in Hφ, where j ∈ {1, 2, . . . , 8m}, and thus vj does not belong to any
triangle in Hφ. Therefore all the vertices a, b, c of the assumed triangle of Hφ belong to U ∪W .
Since Gn,m is triangle-free by Lemma 3, it follows that at least one edge in this triangle belongs
to Eφ \ En,m, i.e. to at least one of the copies of the gadget in Figure 3(c). Note that not all of
the three vertices a, b, c belong to the same copy of this gadget, since the gadget is triangle-free,
cf. Figure 3(c). Assume without loss of generality that vertices a and b (and thus also the edge
ab) of the assumed triangle of Hφ belong to the copy of the gadget that corresponds to clause αk,
where 1 ≤ k ≤ m. Then, since vertex c does not belong to this gadget, the edges ac and bc of
the assumed triangle belong also to the graph Gn,m. Therefore, since a, b, c ∈ U ∪W , it follows
by the construction of Gn,m that a and b belong to some row ℓi and c belongs to the row ℓ
′
i, or
a and b belong to some row ℓ′i and c belongs to the row ℓi. This is a contradiction, since no pair
of adjacent vertices (such as a and b) belong to the same row ℓi or ℓ
′
i in Hφ by Observation 4.
Therefore Hφ is triangle-free, and thus also diamond-free, i.e. the Reduction Rule 2 does not apply
to Hφ. Summarizing, Hφ is irreducible and triangle-free. ⊓⊔
We are now ready to state the main theorem of this section.
Theorem 7. The formula φ is satisfiable if and only if Hφ is 3-colorable.
Proof. We will first prove that Gn,m is always 3-colorable. Recall that both U and W are indepen-
dent sets in Gn,m, and that the only edges among the vertices of U ∪W in Gn,m are all possible
edges between the rows ℓi (that contains only vertices of U) and ℓ
′
i (that contains only vertices of
W ), except for a perfect matching between the vertices of ℓi and of ℓ
′
i. Consider three colors, say red,
green, and blue. We assign to vertex v0 the color red. Furthermore we assign arbitrarily the color
blue or green to each of its neighbors vj , 1 ≤ j ≤ 8m. For each of these 28m different colorings of
vertex v0 and its neighbors, we can construct 2
n+5m different proper 3-colorings of Gn,m as follows.
For every i ∈ {1, 2, . . . , n+5m}, we have at least two possibilities for coloring the vertices of ℓi and
of ℓ′i: (a) color all vertices of ℓi red, and for every vertex wi,j of ℓ
′
i, color wi,j blue (resp. green) if vj
is colored green (resp. blue), and (b) color all vertices of ℓ′i red, and for every vertex ui,j of ℓi, color
ui,j blue (resp. green) if vj is colored green (resp. blue). Therefore, there are at least 2
8m · 2n+5m
different proper 3-colorings of Gn,m, in which vertex v0 obtains color red.
(⇒) Suppose first that φ is satisfiable, and let τ be a satisfying truth assignment of φ. Given
this truth assignment τ , we construct a proper 3-coloring χφ of Hφ as follows. First assign to v0
the color red in χφ. By construction, this coloring χφ will be one of the above 2
8m · 2n+5m proper
3-colorings of Gn,m. That is, for every i ∈ {1, 2, . . . , n + 5m}, either all vertices of row ℓi are red
and all vertices of row ℓ′i are green or blue in χφ, or vice versa. For every i ∈ {1, 2, . . . , n+ 5m}, if
the vertices of row ℓi (resp. of row ℓ
′
i) are red in χφ, then we call row ℓi (resp. row ℓ
′
i) a red line.
Otherwise, if the vertices of row ℓi (resp. of row ℓ
′
i) are not red in χφ, then we call row ℓi (resp. row
ℓ′i) a white line. Furthermore, for every vertex ui,j (resp. wi,j) of a white line ℓi (resp. of a white
line ℓ′i), the color of ui,j (resp. of wi,j) in χφ is uniquely determined by the color of its neighbor vj
in χφ. That is, if vj is blue then ui,j (resp. wi,j) is green in χφ. Otherwise, if vj is green then ui,j
(resp. wi,j) is blue in χφ.
Let xi be an arbitrary variable in φ, where 1 ≤ i ≤ n. If xi = 0 in τ , we define row ℓi to be a
red line and row ℓ′i to be a white line in χφ, respectively. Otherwise, if xi = 1 in τ , we define row
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ℓ′i to be a red line and row ℓi to be a white line in χφ, respectively. Consider an arbitrary clause
αk = (lk,1 ∨ lk,2 ∨ lk,3) of φ, where lk,p ∈ {xik,p , xik,p} for p ∈ {1, 2, 3}. Furthermore consider the
copy of the gadget of Figure 3(c) that is associated to clause αk in Hφ. Recall by the construction
of Hφ that the literals lk,1, lk,2, and lk,3 correspond to the vertices gk,1, gk,2, and gk,3 of this gadget,
respectively. Since τ is a satisfying assignment of φ, at least one of the literals lk,1, lk,2, and lk,3
is true in τ . Therefore at least one of the vertices gk,1, gk,2, and gk,3 belongs to a white line in
χφ, i.e. at least one of them is green or blue in χφ. If one (resp. two) of the vertices gk,1, gk,2, gk,3
belongs (resp. belong) to a red line of χφ, then we color the other two (resp. the other one) green
in χφ. Otherwise, if all three of the vertices gk,1, gk,2, and gk,3 belong to a white line in χφ, then we
color gk,1, gk,2 green and vertex gk,3 blue in χφ. For every p ∈ {1, 2, 3}, if we color vertex gk,p green
(resp. blue) in χφ, then we color its neighbor v8k+1−p blue (resp. green) in χφ, cf. the construction
of the graph Hφ. Otherwise, if we color vertex gk,p red in χφ, then we color its neighbor v8k+1−p
either blue or green in χφ (both choices lead to a proper 3-coloring of Hφ).
Once we have colored the vertices gk,1, gk,2, gk,3 with two colors in total, we extend the col-
oring of these three vertices to a proper 3-coloring χk of the gadget associated to clause αk (cf.
Observation 3). Let p ∈ {4, 5, 6, 7, 8}. If gk,p is colored green (resp. blue) in χk, then we color its
neighbor v8k+1−p blue (resp. green) in χφ, and we define row ℓn+5k+4−p to be a white line and
row ℓ′n+5k+4−p to be a red line in χφ, respectively. Otherwise, if gk,p is colored red in χk, then
we define row ℓn+5k+4−p to be a red line and row ℓ′n+5k+4−p to be a white line in χφ, respectively.
Furthermore, in this case we color the neighbor v8k+1−p of gk,p either blue or green χφ (both choices
lead to a proper 3-coloring of Hφ). After performing the above coloring operations for every clause
αk, where 1 ≤ k ≤ m, we obtain a well defined coloring χφ of all vertices of Hφ. Note that in
this coloring χφ, all copies of the gadget of Figure 3(c) are properly colored with 3 colors. Further-
more, by construction this coloring χφ is also a proper 3-coloring of Gn,m. Therefore χφ is a proper
3-coloring of Hφ.
(⇐) Suppose now thatHφ is 3-colorable and let χφ be a proper 3-coloring ofHφ. Assume without
loss of generality that vertex v0 is colored red in χφ. We will construct a satisfying assignment τ of
φ. Consider an index i ∈ {1, 2, . . . , n + 5m} and the rows ℓi and ℓ′i of the matrix. Suppose that ℓi
has at least one vertex ui,j1 that is colored red and at least one vertex ui,j2 that is colored blue in
χφ. Then clearly all vertices of ℓ
′
i, except possibly of wi,j1 and wi,j2 , are colored green in χφ, since
they are adjacent to both ui,j1 and ui,j2 . Therefore all vertices of {v1, v2, . . . , v8m} \ {vj1 , vj2} are
colored blue in χφ. Thus, all vertices of (U ∪W )\ (Uj1 ∪Uj2 ∪Wj1 ∪Wj2) are colored either green or
red in χφ. However there exists at least one copy of the gadget of Figure 3(c) on these vertices, by
the construction of Hφ. That is, this gadget has a proper coloring (induced by χφ) with the colors
green and red. This is a contradiction by Observation 2. Thus, there exists no row ℓi with at least
one vertex colored red and another one colored blue in χφ. Similarly we can prove that there exists
no row ℓi (resp. ℓ
′
i) with at least one vertex colored red and another one colored blue or green in
χφ. That is, if at least one vertex of a row ℓi (resp. ℓ
′
i) is colored red in χφ, then all vertices of ℓi
(resp. ℓ′i) are colored red in χφ.
We will now prove that for any i ∈ {1, 2, . . . , n + 5m}, at least one vertex of ℓi or at least one
vertex of ℓ′i is red in χφ. Suppose otherwise that every vertex of the rows ℓi and ℓ
′
i is colored either
green or blue in χφ. Then, since the vertices of ℓi and of ℓ
′
i induce a connected bipartite graph, it
follows that all vertices of ℓi are colored green and all vertices of ℓ
′
i are colored blue in χφ, or vice
versa. Thus, in particular, for every j = 1, 2, . . . , 8m, vertex vj is adjacent to one blue and to one
green vertex (one from ℓi and the other one from ℓ
′
i). Thus, since χφ is a proper 3-coloring of Hφ,
it follows that vj is colored red in χφ. This is a contradiction, since v0 ∈ N(vj) and v0 is colored
red in χφ by assumption. Therefore, for any i ∈ {1, 2, . . . , n + 5m}, at least one vertex of ℓi or at
least one vertex of ℓ′i is colored red in χφ.
Summarizing, for every i ∈ {1, 2, . . . , n+ 5m}, either all vertices of the row ℓi or all vertices of
the row ℓ′i are colored red in χφ. We define now the truth assignment τ of φ as follows. For every
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i ∈ {1, 2, . . . , n + 5m}, we set xi = 0 in τ if all vertices of ℓi are colored red in χφ; otherwise, if all
vertices of ℓ′i are colored red in χφ, then we set xi = 1 in τ . We will prove that τ is a satisfying
assignment of φ. Consider a clause αk = (lk,1 ∨ lk,2 ∨ lk,3) of φ, where lk,p ∈ {xik,p , xik,p} for
p ∈ {1, 2, 3}. By the construction of the graph Hφ, this clause corresponds to a copy of the gadget
of Figure 3(c) in Hφ. Thus, since χφ is a proper 3-coloring of Hφ by assumption, the vertices of
this gadget are colored with three colors by Observation 2. Furthermore, not all three vertices
gk,1, gk,2, gk,3 have the same color in χφ by Observation 3. Moreover, note by the construction of
Hφ and by the definition of the truth assignment τ , that lk,p = 0 in τ if and only if vertex gk,p is
colored red in χφ, where p ∈ {1, 2, 3}. Thus, since the vertices gk,1, gk,2, gk,3 are not all red in χφ, it
follows that the literals lk,1, lk,2, lk,3 of clause αk are not all false in τ . Therefore αk is satisfied by
τ , and thus τ is a satisfying truth assignment of φ. This completes the proof of the theorem. ⊓⊔
The next theorem follows by Lemma 4 and Theorem 7.
Theorem 8. The 3-coloring problem is NP-complete on irreducible and triangle-free graphs with
diameter 3 and radius 2.
4.3 Time complexity lower bounds and general NP-completeness results
In this section we present our three different amplification techniques of the reduction of Theo-
rem 7. In particular, using these three amplifications we extend for every ε ∈ [0, 1) the result of
Theorem 8 (by providing both NP-completeness and time complexity lower bounds) to irreducible
triangle-free graphs with diameter 3 and radius 2 and minimum degree δ = Θ(nε). We use our first
amplification technique in Theorems 9 and 11, our second one in Theorems 10 and 13, and our
third one in Theorem 12.
Theorem 9. Let G = (V,E) be an irreducible and triangle-free graph with diameter 3 and radius 2.
If the minimum degree of G is δ(G) = Θ(|V |ε), where ε ∈ [12 , 1), then it is NP-complete to decide
whether G is 3-colorable.
Proof. Let φ be a boolean formula with n variables andm clauses. Using the reduction of Section 4.2,
we construct from the formula φ the irreducible and triangle-free graph Hφ = (Vφ, Eφ) where Hφ
has diameter 3 and radius 2. Furthermore |Vφ| = Θ(nm) by the construction of Hφ. Then, φ is
satisfiable if and only if Hφ is 3-colorable, by Theorem 7.
Let now ε ∈ [12 , 1). Define ε0 = ε1−ε and k0 = mε0 . Since ε ∈ [12 , 1) by assumption, it follows that
ε0 ≥ 1. We construct now from the graph Hφ the irreducible graph H1(φ, ε) with diameter 3 and
radius 2, as follows. First we add 8m new vertices v0,1, v0,2, . . . , v0,8m. For every vertex vj in Hφ,
where j ∈ {1, 2, . . . , 8m}, we remove vj and introduce 2k0 new vertices Aj = {v′j,1, v′j,2, . . . , v′j,k0}
and Bj = {v′′j,1, v′′j,2, . . . , v′′j,k0}. The vertices of Aj and of Bj induce two independent sets in H1(φ, ε).
We then add between the vertices of Aj and of Bj all possible edges, except those of {v′j,pv′′j,p : 1 ≤
p ≤ k0}. That is, we add k20 − k0 edges between the vertices of Aj and Bj , such that they induce
a complete bipartite graph without a perfect matching between Aj and Bj. Furthermore we add
all k0 edges between v0 and the vertices of Aj . Moreover we add all 2(n + 5m) · k0 edges between
the 2(n+5m) vertices of Uj ∪Wj (i.e. the jth column of the matrix arrangement of the vertices of
U ∪ V ) and the k0 vertices of Aj. Finally we add all k0 edges between v0,j and the vertices of Bj,
as well as all (8m− 1)k0 edges between v0,j and the vertices of Aj′ , where j′ ∈ {1, 2, . . . , 8m} \ {j}.
Denote the resulting graph by H1(φ, ε). The replacement of vertex vj by the vertex sets Aj and Bj
in H1(φ, ε) is illustrated in Figure 4.
Observe that, by this construction, for every j ∈ {1, 2, . . . , 8m}, all neighbors of vertex vj in the
graph Hφ are included in the neighborhood of every vertex v
′
j,p of Aj in the graph H1(φ, ε), where
1 ≤ p ≤ k0. In particular, Hφ is an induced subgraph of H1(φ, ε): if we remove from H1(φ, ε) the
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Uj ∪Wj
in Hφ:
vj
v0
(a)
Uj ∪Wj
in H1(φ, ε):
k0 = m
ε0
Aj Bj
v0,jv0,j′v0
(b)
Fig. 4. (a) The vertex vj with its neighbors N(vj) = {v0} ∪ Uj ∪Wj in the graph Hφ and (b) the vertex sets Aj
and Bj that replace vertex vj in the graph H1(φ, ε); here j
′ is an arbitrary index from {1, 2, . . . , 8m} \ {j}.
vertices of ({v0,j} ∪Bj ∪Aj) \ {v′j,1}, for every j ∈ {1, 2, . . . , 8m}, we obtain a graph isomorphic to
Hφ, where v
′
j,1 of H1(φ, ε) corresponds to vertex vj of Hφ, for every j ∈ {1, 2, . . . , 8m}. Note that,
similarly to Hφ, the graph H1(φ, ε) has radius 2, since d(v0, u) ≤ 2 in H1(φ, ε) for every vertex u
of H1(φ, ε) − {v0}.
We now prove that H1(φ, ε) has diameter 3. First note that the distance between any two
vertices of ∪8mj=1Aj is at most 2, since they all have v0 as common neighbor. Consider two arbitrary
vertices a ∈ Aj and b ∈ Bj′, where j, j′ ∈ {1, 2, . . . , 8m}. If j = j′ then either a and b are adjacent or
there exists another vertex a′ ∈ Aj \ {a} such that a and b are connected with the path (b, a′, v0, a)
of length 3. If j 6= j′ then a and b have v0,j as a common neighbor, i.e. their distance is 2. Consider
now two vertices b ∈ Bj and b′ ∈ Bj′. If j = j′ then b and b′ have v0,j as a common neighbor, i.e.
their distance is 2. If j 6= j′ then there exists at least one vertex a′ ∈ Aj′ such that b and b′ are
connected with the path (b, v0,j , a
′, b′) of length 3. That is, the distance between any two vertices
of ∪8mj=1Aj ∪8mj=1 Bj is at most 3.
Consider an arbitrary vertex a ∈ ∪8mj=1Aj and an arbitrary vertex ui,j ∈ U (resp. wi,j ∈W ). If a
and ui,j (resp. wi,j) are not adjacent inH1(φ, ε), there exists the path (a, v0, v
′
j,1, ui,j) (resp. the path
(a, v0, v
′
j,1, wi,j)) of length 3 between a and ui,j (resp. wi,j). Consider an arbitrary vertex b
′ ∈ Bj′
and an arbitrary vertex ui,j ∈ U (resp. wi,j ∈ W ). If j = j′ then b′ and ui,j (resp. wi,j) have at
least one common neighbor a′ ∈ Aj′ , i.e. their distance is 2. If j 6= j′ then b′ and ui,j (resp. wi,j)
are connected with the path (b′, v0,j′ , v′j,1, ui,j) (resp. the path (b
′, v0,j′ , v′j,1, wi,j)) of length 3. That
is, the distance between any vertex of ∪8mj=1Aj ∪8mj=1 Bj and any vertex of U ∪W in H1(φ, ε) is at
most 3.
Consider now an arbitrary vertex v0,j. This vertex has every vertex of Aj′ , where j
′ ∈
{1, 2, . . . , 8m} \ {j}, as common neighbors with v0, i.e. d(v0,j , v0) = 2. Furthermore, for every
j′ ∈ {1, 2, . . . , 8m} \ {j}, there exists the path (v0,j , v′′j,2, v′j,1, v0,j′) of length 3 between the vertices
v0,j and v0,j′ . Note that, by construction of H1(φ, ε), the distance between v0,j and every vertex
of ∪8mj=1Aj ∪8mj=1 Bj is at most 2. Thus, since every vertex of U ∪ W is adjacent to at least one
vertex of ∪8mj=1Aj , it follows that the distance between v0,j and every vertex of U ∪W is at most 3.
Finally, since Hφ is an induced subgraph of H1(φ, ε), it follows by Lemma 2 that also d(z, z
′) ≤ 3
in H1(φ, ε), for every pair of vertices z, z
′ ∈ U ∪W . Therefore H1(φ, ε) has diameter 3.
Recall now that for every j ∈ {1, 2, . . . , 8m}, vertex vj of Hφ has been replaced by the vertices
of Aj∪Bj in H1(φ, ε). Furthermore, recall that the vertices of Aj∪Bj induce in H1(φ, ε) a complete
bipartite graph without a perfect matching between Aj and Bj. Therefore there exists no pair of
sibling vertices in Aj ∪ Bj, for every j ∈ {1, 2, . . . , 8m}. Similarly there exists no pair of sibling
vertices among {v0, v0,1, v0,2, . . . , v0,8m}. Furthermore it can be easily checked that H1(φ, ε) has no
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triangles, and thus it has no diamonds. Thus, since Hφ is irreducible by Lemma 4, it follows that
H1(φ, ε) is irreducible as well.
We now prove that H1(φ, ε) is 3-colorable if and only if Hφ is 3-colorable. Suppose first that
H1(φ, ε) is 3-colorable. Then, since Hφ is an induced subgraph of H1(φ, ε), it follows immediately
that Hφ is also 3-colorable. Now suppose that Hφ is 3-colorable, and let χ be a proper 3-coloring of
Hφ. Assume without loss of generality that v0 is colored red in χ. We will extend χ into a proper
3-coloring of H1(φ, ε) as follows. First we color all vertices {v0,1, v0,2, . . . , v0,8m} red. Consider the
vertex vj of Hφ, where 1 ≤ j ≤ 8m. Since v0 is colored red in χ, it follows that vj is colored either
blue or green in χ. If vj is colored green in χ, then we color in H1(φ, ε) all vertices of Aj green and
all vertices of Bj blue. Otherwise, if vj is colored blue in χ, then we color in H1(φ, ε) all vertices of
Aj blue and all vertices of Bj green. It is now straightforward to check that the resulting 3-coloring
of H1(φ, ε) is proper, i.e. that H1(φ, ε) is 3-colorable. That is, H1(φ, ε) is 3-colorable if and only
if Hφ is 3-colorable. Therefore Theorem 7 implies that the formula φ is satisfiable if and only if
H1(φ, ε) is 3-colorable.
By construction, the graph H1(φ, ε) has N = 2(n + 5m)8m+ 8m · 2k0 + 8m+ 1 vertices, where
k0 = m
ε0 . Thus, since m = Ω(n) and ε0 ≥ 1, it follows that N = Θ(m1+ε0). Therefore m =
Θ(N
1
1+ε0 ), where N is the number of vertices in H1(φ, ε). Furthermore, the degree of each of the
vertices {v0, v0,1, v0,2, . . . , v0,8m} in H1(φ, ε) is Θ(m · k0) = Θ(m1+ε0), the degree of every vertex
v′j,p in H1(φ, ε) is Θ(n+m+ k0) = Θ(m
ε0), the degree of every vertex v′′j,p in H1(φ, ε) is Θ(k0) =
Θ(mε0), and the degree of every vertex ui,j (resp. wi,j) in H1(φ, ε) is Θ(m+k0) = Θ(m
ε0). Therefore
the minimum degree of H1(φ, ε) is δ = Θ(m
ε0). Thus, since m = Θ(N
1
1+ε0 ), it follows that δ =
Θ(N
ε0
1+ε0 ), i.e. δ = Θ(N ε).
Summarizing, for every ε ∈ [12 , 1) and for every formula φ with n variables and m clauses, we
can construct in polynomial time a graph H1(φ, ε) with N = Θ(m
1+ε0) (i.e. N = Θ(m
1
1−ε )) vertices
and minimum degree δ = Θ(mε0) (i.e. δ = Θ(N ε)), such that H1(φ, ε) is 3-colorable if and only if φ
is satisfiable. Moreover, the constructed graph H1(φ, ε) is irreducible and triangle-free, and it has
diameter 3 and radius 2. This completes the proof of the theorem. ⊓⊔
In the next theorem we provide an amplification of the reduction of Theorem 7 to the case of
graphs with minimum degree δ = Θ(|V |ε), where ε ∈ [0, 12).
Theorem 10. Let G = (V,E) be an irreducible and triangle-free graph with diameter 3 and ra-
dius 2. If the minimum degree of G is δ(G) = Θ(|V |ε), where ε ∈ [0, 12), then it is NP-complete to
decide whether G is 3-colorable.
Proof. Let G1 = (V1, E1) be an arbitrary irreducible and triangle-free graph with diameter 3 and
radius 2, such that G1 has n vertices and minimum degree δ(G1) = Θ(
√
n). Note that such a graph
G1 exists by the construction of Hφ in Section 4.2 (see also Theorems 7 and 9). For simplicity,
we arbitrarily enumerate the vertices of G1 as v1, v2, . . . , vn. Let ε ∈ [0, 12 ). Define ε0 = ε1−ε and
k0 = n
ε0 . Since ε ∈ [0, 12) by assumption, it follows that ε0 ∈ [0, 1). We now construct from the
graph G1 the irreducible graph G2(ε) with diameter 3 and radius 2 as follows. First we intro-
duce n + 1 new vertices v0, v0,1, v0,2, . . . , v0,n. For every i ∈ {1, 2, . . . , n}, we add 2k0 new vertices
Ai = {v′i,1, v′i,2, . . . , v′i,k0} and Bi = {v′′i,1, v′′i,2, . . . , v′′i,k0}. The vertices of Ai and of Bi induce two
independent sets in G2(ε). We then add between the vertices of Ai and of Bi all possible edges,
except those of {v′i,ℓv′′i,ℓ : 1 ≤ ℓ ≤ k0}. That is, we add k20 − k0 edges between the vertices of Ai and
Bi, such that they induce a complete bipartite graph without a perfect matching between Ai and
Bi. Moreover we add all k0 edges between vi and the vertices of Ai, as well as all k0 edges between
v0 and the vertices of Ai. Finally we add all k0 edges between v0,i and the vertices of Bi, as well
as all (n− 1)k0 edges between v0,i and the vertices of Ai′ , where i′ ∈ {1, 2, . . . , n} \ {i}. Denote the
resulting graph by G2(ε).
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Observe that, by construction, G1 is an induced subgraph of G2(ε). Furthermore, G2(ε) has
N = n+n · 2k0 +n+1 vertices, and thus N = Θ(n1+ε0). Therefore n = Θ(N
1
1+ε0 ), where N is the
number of vertices in G2(ε). Furthermore, the degree of each of the vertices {v0, v0,1, v0,2, . . . , v0,n}
in G2(ε) is Θ(n · k0) = Θ(n1+ε0), the degree of every vertex v′i,ℓ in G2(ε) is Θ(n+ k0) = Θ(n), the
degree of every vertex v′′i,ℓ in G2(ε) is Θ(k0) = Θ(n
ε0), and the degree of every vertex vi ∈ V1 in
G2(ε) is at least δ(G1)+ k0 = Θ(
√
n+nε0). Therefore, for every ε0 ∈ [0, 1), the minimum degree of
G2(ε) is δ = Θ(n
ε0). Thus, since n = Θ(N
1
1+ε0 ), it follows that δ = Θ(N
ε0
1+ε0 ), i.e. δ = Θ(N ε). Note
that the graph G2(ε) has radius 2, since d(v0, u) ≤ 2 in G2(ε) for every vertex u of G2(ε)− {v0}.
We now prove that G2(ε) has diameter 3. First note that the distance between any two vertices
of ∪ni=1Ai is at most 2, since they all have v0 as common neighbor. Consider two arbitrary vertices
a ∈ Ai and b ∈ Bi′ , where i, i′ ∈ {1, 2, . . . , n}. If i = i′ then either a and b are adjacent or there
exists another vertex a′ ∈ Ai \ {a} such that a and b are connected with the path (b, a′, v0, a) of
length 3. If i 6= i′ then a and b have v0,i as a common neighbor, i.e. their distance is 2. Consider
now two vertices b ∈ Bi and b′ ∈ Bi′ . If i = i′ then b and b′ have v0,i as a common neighbor, i.e.
their distance is 2. If i 6= i′ then there exists at least one vertex a′ ∈ Ai′ such that b and b′ are
connected with the path (b, v0,i, a
′, b′) of length 3. That is, the distance between any two vertices
of ∪ni=1Ai ∪ni=1 Bi is at most 3.
Consider an arbitrary vertex vi ∈ V1 and an arbitrary vertex a ∈ Ai. If i = i′ then vi is adjacent
with a in G2(ε). Otherwise, if i 6= i′, there exists the path (a, v0, v′i,1, vi) of length 3 between a and
vi. Consider an arbitrary vertex vi ∈ V1 and an arbitrary vertex b′ ∈ Bi′ . If i = i′ then b′ and vi
have at least one common neighbor a′ ∈ Ai′ , i.e. their distance is 2. If i 6= i′ then b′ and vi are
connected with the path (b′, v0,i′ , v′i,1, vi) of length 3. That is, the distance between any vertex of
∪ni=1Ai ∪ni=1 Bi and any vertex of V1 in G2(ε) is at most 3.
Consider now an arbitrary vertex v0,i. Similarly to the proof of Theorem 9, v0,i has every
vertex of Ai′ as a common neighbor with v0, where i
′ ∈ {1, 2, . . . , n} \ {i}. That is, d(v0,i, v0) = 2.
Furthermore, for every i′ ∈ {1, 2, . . . , n} \ {i}, there exists the path (v0,i, v′′i,2, v′i,1, v0,i′) of length 3
between the vertices v0,i and v0,i′ . Note that, by construction of G2(ε), the distance between v0,i
and every vertex of ∪ni=1Ai ∪ni=1 Bi is at most 2. Thus, since every vertex of V1 is adjacent to at
least one vertex of ∪ni=1Ai, it follows that the distance between v0,i and every vertex of V1 is at
most 3. Finally, since G1 is an induced subgraph of G2(ε) and G1 has diameter 3 by assumption,
it follows that also d(z, z′) ≤ 3 in G2(ε) for every pair of vertices z, z′ ∈ V1. Therefore G2(ε) has
diameter 3.
Recall that for every i ∈ {1, 2, . . . , n} the vertices of Ai∪Bi induce in G2(ε) a complete bipartite
graph without a perfect matching between Ai and Bi. Therefore there exists no pair of sibling
vertices in Ai ∪ Bi, for every i ∈ {1, 2, . . . , n}. Similarly there exists no pair of sibling vertices
among {v0, v0,1, v0,2, . . . , v0,n}. Furthermore it can be easily checked that G2(ε) has no triangles,
and thus it has no diamonds. Thus, since G1 is irreducible by assumption, it follows that G2(ε) is
irreducible as well.
We now prove that G2(ε) is 3-colorable if and only if G1 is 3-colorable. If G2(ε) is 3-colorable,
then clearly G1 is also 3-colorable, since G1 is an induced subgraph of G2(ε). Now suppose that G1
is 3-colorable, and let χ be a proper 3-coloring of G1 that uses the colors red, blue, and green. We
will extend χ into a proper 3-coloring χ′ of G2(ε) as follows. Consider the vertex vi ∈ V1, where
1 ≤ i ≤ n. If vi is colored red or blue in χ, then we color all vertices of Ai green and all vertices
of Bi blue in χ
′. Otherwise, if vi is colored green in χ, then we color all vertices of Ai blue and
all vertices of Bi green in χ
′. Finally, we color all vertices {v0, v0,1, v0,2, . . . , v0,n} red in χ′. It is
now straightforward to check that the resulting 3-coloring χ′ of G2(ε) is proper, i.e. that G2(ε) is
3-colorable. That is, G2(ε) is 3-colorable if and only if G1 is 3-colorable.
Summarizing, for every irreducible graph G1 with diameter 3 and radius 2, such that G1 has n
vertices and minimum degree δ(G1) = Θ(
√
n), we can construct in polynomial time a graph G2(ε)
with N = Θ(n1+ε0) (i.e. N = Θ(n
1
1−ε )) vertices and minimum degree δ = Θ(N ε), such that G2(ε)
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is 3-colorable if and only if G1 is 3-colorable. Moreover, the constructed graph G2(ε) is irreducible
and has diameter 3 and radius 2. This completes the proof of the theorem, since it is NP-complete
to decide whether G1 is 3-colorable by Theorem 9. ⊓⊔
Therefore, Theorems 9 and 10 imply that, for every ε ∈ [0, 1), the 3-coloring problem remains
NP-complete for irreducible and triangle-free graphs G = (V,E) with diameter 3 and radius 2,
where the minimum degree δ(G) is Θ(|V |ε). However, Theorems 9 and 10 do not provide any
information about how efficiently (although not polynomially, assuming P 6=NP) we can decide 3-
coloring on such graphs. We provide in the next three theorems subexponential lower bounds for the
time complexity of 3-coloring on irreducible and triangle-free graphs with diameter 3 and radius 2.
Moreover, the lower bounds provided in Theorem 11 are asymptotically almost tight, due to the
algorithm of Theorem 6.
Theorem 11. Let ε ∈ [12 , 1). Assuming ETH, there exists no algorithm with running time 2o(
N
δ
) =
2o(N
1−ε) for 3-coloring on irreducible and triangle-free graphs G with diameter 3, radius 2, and N
vertices, where the minimum degree of G is δ(G) = Θ(N ε).
Proof. Let ε ∈ [12 , 1) and define ε0 = ε1−ε . In the reduction of Theorem 9, given the value of ε
and a boolean formula φ with n variables and m clauses, we constructed a graph H1(φ, ε) with
N = Θ(m1+ε0) vertices and minimum degree δ = Θ(mε0). Therefore δ = Θ(N
ε0
1+ε0 ), i.e. δ = Θ(N ε).
Furthermore the graph H1(φ, ε) is by construction irreducible and triangle-free, and it has diame-
ter 3 and radius 2. Moreover φ is satisfiable if and only if H1(φ, ε) is 3-colorable by Theorem 9.
Suppose now that there exists an algorithm A that, given an irreducible triangle-free graph G
with N vertices, diameter 3, radius 2, and minimum degree δ = Θ(N ε) for some ε ∈ [12 , 1), decides 3-
coloring on G in time 2o(
N
δ
). Then A decides 3-coloring on input G = H1(φ, ε) in time 2o(Nδ ) = 2o(m).
However, since the formula φ is satisfiable if and only if H1(φ, ε) is 3-colorable, algorithm A can
be used to decide the 3SAT problem in time 2o(m), where m is the number of clauses in the given
boolean formula φ. Thus A can decide 3SAT in time 2o(m). This is a contradiction by Theorem 1,
assuming ETH. This completes the proof of the theorem. ⊓⊔
Theorem 12. Let ε ∈ [13 ,12). Assuming ETH, there exists no algorithm with running time
2o(δ) = 2o(N
ε) for 3-coloring on irreducible and triangle-free graphs G with diameter 3, radius 2,
and N vertices, where the minimum degree of G is δ(G) = Θ(N ε).
Proof. We provide for the purposes of the proof an amplification of the reduction of Theorem 7. In
Section 4.2, given a boolean formula φ with n variables and m clauses, we constructed the graph
Hφ, which is irreducible and triangle-free by Lemma 4. By its construction in Section 4.2, the
graph Hφ has Θ(m
2) vertices. Furthermore, the degree of vertex v0 in Hφ is Θ(m). The degree of
every vertex vj in Hφ is Θ(n+m) = Θ(m), where j ∈ {1, 2, . . . , 8m}. Finally, the degree of every
vertex ui,j (resp. wi,j) in Hφ is Θ(m), where i ∈ {1, 2, . . . , n+5m} and j ∈ {1, 2, . . . , 8m}. Therefore
the minimum degree of Hφ is δ = Θ(m).
Let ε ∈ [13 ,12) and define ε0 = 1ε − 2. Note that ε0 ∈ (0, 1], since ε ∈ [13 , 12). We construct now
from Hφ a graph H2(φ, ε) as follows. Consider the rows ℓi and ℓ
′
i of the matrix arrangement of the
vertices U ∪W of Hφ, where i ∈ {1, 2, . . . , n + 5m}. For every i ∈ {1, 2, . . . , n + 5m}, we extend
row ℓi by new (m
1+ε0 − 8m) vertices {ui,8m+1, ui,8m+2, . . . , ui,m1+ε0}. Denote the resulting row of
the matrix with the m1+ε0 vertices {ui,1, ui,2, . . . , ui,m1+ε0} by ℓ̂i. Similarly, we extend row ℓ′i by
new (m1+ε0 − 8m) vertices {wi,8m+1, wi,8m+2, . . . , wi,m1+ε0}. Denote the resulting row of the ma-
trix with the m1+ε0 vertices {wi,1, wi,2, . . . , wi,m1+ε0} by ℓ̂′i. Furthermore, add all necessary edges
between vertices of ℓ̂i and of ℓ̂′i, such that they induce a complete bipartite graph without a perfect
matching. For simplicity of notation, denote by U ′ = {ui,j : 1 ≤ i ≤ n+ 5m, 1 ≤ j ≤ m1+ε0} and
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W ′= {wi,j : 1 ≤ i ≤ n+ 5m, 1 ≤ j ≤ m1+ε0} the vertex sets that extend the sets U and W , respec-
tively. Moreover, similarly to the notation of Section 4.2, denote U ′j = {u1,j , u2,j , . . . , un+5m,j} and
W ′j = {w1,j, w2,j , . . . , wn+5m,j}, for every j ∈ {1, 2, . . . ,m1+ε0}. Then, the vertices of U ′j ∪ W ′j
contain the vertices of the jth column in the (updated) matrix arrangement of the vertices
of U ′ ∪ W ′. Similarly to the construction of the graph Hφ (cf. Section 4.2), we add for every
j ∈ {8m+1, 8m+2, . . . ,m1+ε0} a vertex vj that is adjacent to U ′j ∪W ′j ∪{v0}. Denote the resulting
graph by H2(φ, ε).
Now, following exactly the same argumentation as in the proof of Lemma 4 and Theorem 7, we
can prove that: (a) H2(φ, ε) has diameter 3 and radius 2, (b)H2(φ, ε) is irreducible and triangle-free,
and (c) the formula φ is satisfiable if and only if H2(φ, ε) is 3-colorable.
By the above construction, the graph H2(φ, ε) has N = 2(n+5m) ·m1+ε0 +m1+ε0 +1 vertices.
Thus, since m = Ω(n), it follows that N = Θ(m2+ε0). Furthermore, the degree of vertex v0
in H2(φ, ε) is Θ(m
1+ε0). The degree of every vertex vj in H2(φ, ε) is Θ(n+m) = Θ(m), where
j ∈ {1, 2, . . . ,m1+ε0}. Finally, the degree of every vertex ui,j (resp. wi,j) in H2(φ, ε) is Θ(m1+ε0),
where i ∈ {1, 2, . . . , n + 5m} and j ∈ {1, 2, . . . ,m1+ε0}. Thus the minimum degree of H2(φ, ε)
is δ = Θ(m). Therefore, since N = Θ(m2+ε0), it follows that δ = Θ(N
1
2+ε0 ) = Θ(N ε), where N is
the number of vertices in the graph H2(φ, ε).
Suppose now that there exists an algorithm A that, given an irreducible triangle-free graph
G with N vertices, diameter 3, radius 2, and minimum degree δ = Θ(N ε) for some ε ∈ [13 , 12),
decides 3-coloring on G in time 2o(δ). Then A decides 3-coloring on input G = H2(φ, ε) in time
2o(δ) = 2o(m). However, since the formula φ is satisfiable if and only if H2(φ, ε) is 3-colorable,
algorithm A can be used to decide the 3SAT problem in time 2o(m), where m is the number of
clauses in the given boolean formula φ. Therefore A can decide 3SAT in time 2o(m). This is a
contradiction by Theorem 1, assuming ETH. This completes the proof of the theorem. ⊓⊔
Theorem 13. Let ε ∈ [0, 13). Assuming ETH, there exists no algorithm with running time
2
o(
√
N
δ
)
= 2o(N
( 1−ε2 )) for 3-coloring on irreducible and triangle-free graphs G with diameter 3, ra-
dius 2, and N vertices, where the minimum degree of G is δ(G) = Θ(N ε).
Proof. Let ε ∈ [0, 13) and define ε0 = ε1−ε . In the reduction of Theorem 10, given the value of ε and
an irreducible graph G1 with diameter 3 and radius 2 such that G1 has n vertices and minimum
degree δ(G1) = Θ(
√
n), we constructed an irreducible graph G2(ε) with N = Θ(n
1+ε0) vertices and
minimum degree δ = Θ(nε0). Therefore δ = Θ(N
ε0
1+ε0 ), i.e. δ = Θ(N ε). Furthermore the graph G2(ε)
has by construction diameter 3 and radius 2. Moreover G1 is 3-colorable if and only if G2(ε) is 3-
colorable by Theorem 10.
Suppose now that there exists an algorithm A that, given an irreducible triangle-free graph
G with N vertices, diameter 3, radius 2, and minimum degree δ = Θ(N ε) for some ε ∈ [0, 13),
decides 3-coloring on G in time 2
o(
√
N
δ
)
. Then A decides 3-coloring on input G = G2(ε) in time
2
o(
√
N
δ
)
= 2o(
√
n). However, since G1 is 3-colorable if and only if G2(ε) is 3-colorable, algorithm A
can be used to decide 3-coloring of G1 in time 2
o(
√
n), where n is the number of vertices in the given
graph G1. This is a contradiction by Theorem 11, assuming ETH. This completes the proof of the
theorem. ⊓⊔
5 Concluding remarks
In this paper we investigated graphs with small diameter, i.e. with diameter at most 2, and at
most 3. For graphs with diameter at most 2, we provided the first subexponential algorithm for
3-coloring, with complexity 2O(
√
n logn). This time complexity is asymptotically the same as the
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currently best known complexity for the graph isomorphism (GI) problem [4]. Thus, as the 3-
coloring problem on graphs with diameter 2 has been neither proved to be polynomially solvable
nor to be NP-complete, it would be worthwhile to investigate whether this problem is polynomially
reducible to/from the GI problem. Furthermore we presented a subclass of graphs with diameter 2
that admits a polynomial algorithm for 3-coloring. An interesting open problem for further research
is to establish the time complexity of 3-coloring on arbitrary graphs with diameter 2. Moreover, the
complexity of 3-coloring remains open also for triangle-free graphs of diameter 2, or equivalently,
on maximal triangle-free graphs.
For graphs with diameter at most 3, we established the complexity of 3-coloring, even for
triangle-free graphs, which has been an open problem. Namely we proved that for every ε ∈ [0, 1),
3-coloring is NP-complete on triangle-free graphs of diameter 3 and radius 2 with n vertices and
minimum degree δ = Θ(nε). Moreover, assuming the Exponential Time Hyporthesis (ETH), we
provided three different amplification techniques of our hardness results, in order to obtain for
every ε ∈ [0, 1) subexponential asymptotic lower bounds for the complexity of 3-coloring on triangle-
free graphs with diameter 3, radius 2, and minimum degree δ = Θ(nε). Finally, we provided a 3-
coloring algorithm with running time 2O(min{δ∆,
n
δ
log δ}) for arbitrary graphs with diameter 3, where
n is the number of vertices and δ (resp. ∆) is the minimum (resp. maximum) degree of the input
graph. Due to our lower bounds, the running time of this algorithm is asymptotically almost tight,
when the minimum degree if the input graph is δ = Θ(nε), where ε ∈ [12 , 1). An interesting problem
for further research is to find asymptotically matching lower bounds for the complexity of 3-coloring
on graphs with diameter 3, for all values of minimum degree δ.
References
1. N. Alon. Transversal numbers of uniform hypergraphs. Graphs and Combinatorics, 6:1–4, 1990.
2. N. Alon and J. H. Spencer. The Probabilistic Method. John Wiley & Sons, 3rd edition, 2008.
3. V. Arnautov. Estimation of the exterior stability number of a graph by means of the minimal degree of the
vertices. Prikl. Mat. i Programmirovanie, 11:3–8, 1974.
4. L. Babai and E. M. Luks. Canonical labeling of graphs. In Proceedings of the 15th annual ACM symposium on
theory of computing (STOC), pages 171–183, 1983.
5. R. Beigel and D. Eppstein. 3-coloring in time O(1.3289n). Journal of Algorithms, 54(2):168–204, 2005.
6. M. Bodirsky, J. Ka´ra, and B. Martin. The complexity of surjective homomorphism problems – A survey. Discrete
Applied Mathematics, 160(12):1680–1690, 2012.
7. B. Bolloba´s. The diameter of random graphs. Transactions of the American Mathematical Society, 267(1):41–52,
1981.
8. H. Broersma, F. V. Fomin, P. A. Golovach, and D. Paulusma. Three complexity results on coloring Pk-free graphs.
In Proceedings of the 20th International Workshop on Combinatorial Algorithms (IWOCA), pages 95–104, 2009.
9. B. Courcelle. The monadic second-order logic of graphs I: Recognizable sets of finite graphs. Information and
Computation, 85(1):12–75, 1990.
10. K. Edwards. The complexity of colouring problems on dense graphs. Theoretical Computer Science, 43(2–3):337–
343, 1986.
11. F. V. Fomin and D. Kratsch. Exact exponential algorithms. Texts in Theoretical Computer Science. An EATCS
Series. Springer, 2010.
12. M. R. Garey and D. S. Johnson. Computers and intractability: A guide to the theory of NP-completeness. W.H.
Freeman, 1979.
13. M. Gro¨tschel, L. Lova´sz, and A. Schrijver. Polynomial algorithms for perfect graphs. In Topics on Perfect Graphs,
volume 88, pages 325–356. 1984.
14. C. T. Hoa`ng, M. Kamin´ski, V. V. Lozin, J. Sawada, and X. Shu. Deciding k-colorability of P5-free graphs in
polynomial time. Algorithmica, 57(1):74–81, 2010.
15. I. Holyer. The NP-completeness of edge-coloring. SIAM Journal on Computing, 10:718–720, 1981.
16. R. Impagliazzo and R. Paturi. On the complexity of k-SAT. Journal of Computer and System Sciences, 62(2):367–
375, 2001.
23
17. R. Impagliazzo, R. Paturi, and F. Zane. Which problems have strongly exponential complexity? Journal of
Computer and System Sciences, 63(4):512–530, 2001.
18. M. Kamin´ski. Open problems from algorithmic graph theory. In 7th Slovenian International Conference on
Graph Theory, 2011. Available at http://rutcor.rutgers.edu/~mkaminski/AGT/openproblemsAGT.pdf .
19. D. Lokshtanov, D. Marx, and S. Saurabh. Lower bounds based on the Exponential Time Hypothesis. Bulletin
of the EATCS, 84:41–71, 2011.
20. F. Maffray and M. Preissmann. On the NP-completeness of the k-colorability problem for triangle-free graphs.
Discrete Mathematics, 162:313–317, 1996.
21. N. Narayanaswamy and C. Subramanian. Dominating set based exact algorithms for 3-coloring. Information
Processing Letters, 111:251–255, 2011.
22. C. H. Papadimitriou. Computational complexity. Addison-Wesley, 1994.
23. C. Payan. Sur le nombre d’absorption d’un graphe simple. Cahiers Centre E´tudes Recherche Ope´r, 17:307–317,
1975.
24. B. Randerath and I. Schiermeyer. 3-colorability ∈ P for P6-free graphs. Discrete Applied Mathematics, 136(2–
3):299–313, 2004.
25. J. Stacho. 3-colouring AT-free graphs in polynomial time. Algorithmica, 64(3):384–399, 2012.
24
