The enhanced power graph Pe(G) of a group G is a graph with vertex set G and two vertices are adjacent if they belong to the same cyclic subgroup. In this paper, we consider the minimum degree, independence number and matching number of enhanced power graphs of finite groups. We first study these graph invariants for Pe(G) when G is any finite group, and then determine them when G is a finite abelian p-group, U 6n = a, b : a 2n = b 3 = e, ba = ab −1 , the dihedral group D 2n , or the semidihedral group SD 8n . If G is any of these groups, we prove that Pe(G) is perfect and then obtain its strong metric dimension. Additionally, we give an expression for the independence number of Pe(G) for any finite abelian group G. These results along with certain known equalities yield the edge connectivity, vertex covering number and edge covering number of enhanced power graphs of the respective groups as well.
Introduction
The notion of power graph of a group was introduced as a directed graph by Kelarev and Quinn in [17] and was later extended to semigroups in [18, 19] . The undirected power graph or simply the power graph of a semigroup, which is the underlying undirected graph of the above, was first studied in [10] . The power graph P(G) of a group G is an undirected and simple graph whose vertices are the elements of G and two vertices are adjacent if one of them is a power of the other.
For any group G, it was shown in [10] that P(G) is connected if and only if G is periodic. Moreover, when G is finite, P(G) is complete if and only if G is a cyclic group of order one or prime power. Cameron and Ghosh [9] proved that two finite abelian groups with isomorphic power graphs are isomorphic. More generally, Cameron [8] proved that if two finite groups have isomorphic power graphs, then their directed power graphs are also isomorphic. Many other interesting results on power graphs have been obtained in literature, see [13, 20, 23, 24] and the references therein. Additionally, we can refer to the survey paper by Abawajy et al. [2] for various results and open problems on directed/undirected power graphs.
In the remainder of the paper, graphs considered are undirected and simple. For any group G, the enhanced power graph P e (G) of G is a graph whose vertices are the elements of G and two vertices are adjacent if they belong to the same cyclic subgroup. The enhanced power graph of a group was introduced by Aalipour et al. [1] . It can be observed that for any group G, the graph P(G) is a spanning subgraph of P e (G). The following result characterizes the equality of these graphs. Lemma 1.1 ([1] ). For any finite group G, P e (G) = P(G) if and only if every cyclic subgroup of G has prime power order.
In [1] , the clique number of enhanced power graphs were obtained in terms of orders of elements of the corresponding groups. Hamzeh et al. [16] derived the automorphim group of enhanced power graphs of finite groups. In [5] , Bera and Bhuniya characterized the abelian groups and the nonabelian p-groups having dominatable enhanced power graphs. Ma and She [21] investigated the metric dimension of enhanced power graphs of finite groups. Zahirović [30] et al. supplied a characterization of finite nilpotent groups whose enhanced power graphs are perfect. In addition to enhanced power graph, other variants of power graphs have been considered recently, see [4, 6] .
The cyclic graph of a semigroup S is a graph whose vertex set is S and two vertices u and v are adjacent if u, v = w for some w ∈ S. It can be observed that the notion of enhanced power graph and cyclic graph coincide when S is a group. Cyclic graphs have been studied for groups and semigroups in [3, 14, 22] .
In the next section, we state necessary fundamental notions and recall some existing results. Then in Section 3, we investigate various structural properties of the enhanced power graph of a finite group G. We determine the minimum degree and independence number of P e (G). Then we obtain the matching number of P e (G) when G is of odd order and its bounds when G is of even order. In Subsection 3.1, we obtain the matching number of P e (G) when G is any finite p-group (p is prime), and the independence number and strong metric dimension of P e (G) when G is a finite abelian p-group. Accordingly, if G is any finite abelian group, we give an expression of the independence number of P e (G). In Sections 3.2 to 3.4, we first prove that P e (G) is perfect and then compute the aforementioned graph invariants of P e (G) when G is U 6n , D 2n or SD 8n , respectively. In view of Lemma 2.5 and Lemma 3.1, these results determines the edge connectivity, vertex covering number and edge covering number of P e (G) as well.
Preliminaries
Consider a group G with the identity element e. If H is any subgroup of G, we simply write H ≤ G. The exponent of G is the least common multiple of orders of its elements. An involution (if exists) in G is an element of order 2. Given an equivalence relation ρ on a set A, we refer to an equivalence class under ρ in A simply as a ρ-class.
For any x ∈ G, x is the cyclic subgroup of G generated by x. For any x, y ∈ G, we write x ≈ y if x = y . Observe that ≈ is an equivalence relation on G. We denote by [x] the ≈-class containing x. Note that [x] is precisely the set of generators of x . For any n ∈ N, consider Z n , the group of integers modulo n. We denote by Z m n the group obtained by taking direct product of m copies of Z n . Lemma 2.1 ([28, Theorem 5.
2.4]). A finite group G is nilpotent if and only if G is isomorphic to a direct product of its Sylow subgroups.
For integers a and b, we denote their greatest common divisor by (a, b). The following result about the Euler's totient function φ is well known (for instance, see [7] ). Lemma 2.2. For any integer n ≥ 3, φ(n) is even.
Consider a graph Γ. The vertex set and edge set of Γ are denoted by V (Γ) and E(Γ), respectively. If two vertices u and v are adjacent, we write u ∼ v, otherwise, u ≁ v. If a is any vertex or edge of Γ, we denote by Γ−a the subgraph of Γ obtained by deleting a. A block B in Γ is a maximal connected subgraph such that B − v is connected for all v ∈ V (B). A clique in a graph Γ is a set of vertices that induces a complete subgraph. The maximum cardinality of a clique in Γ is called the clique number of Γ and it is denoted by ω(Γ). The chromatic number χ(Γ) of a graph Γ is the smallest positive integer k such that the vertices of Γ can be colored in k colors so that no two adjacent vertices share the same color. The graph Γ is perfect if ω(Γ ′ ) = χ(Γ ′ ) for every induced subgraph Γ ′ of Γ. Recall that the complement Γ of Γ is a graph with same vertex set as Γ and distinct vertices u, v are adjacent in Γ if they are not adjacent in Γ. A subgraph Γ ′ of Γ is called hole if Γ ′ is a cycle as an induced subgraph, and Γ ′ is called an antihole of Γ if Γ ′ is a hole in Γ.
Theorem 2.3 ([12]). A finite graph Γ is perfect if and only if it does not contain hole or antihole of odd length at least 5.
It is known that e is adjacent to all other vertices of P e (G) for any finite group G. A consequence of this is the following.
Remark 2.4. For any finite group G, e does not belong to the vertex set of any hole of length greater than 3, or any antihole of P e (G).
We use Ramark 2.4 without explicitly referring to it. The minimum degree of Γ, denoted by δ(Γ), is the minimum of degrees of vertices of Γ. An independent set of Γ is a set of vertices none two of which are adjacent in Γ. The independence number α(Γ) of Γ is the largest cardinality of an independent set of Γ. A matching of Γ is a set of edges such that no two of them are incident to the same vertex. The matching number α ′ (Γ) of Γ is the maximum cardinality of a matching. A vertex cover of Γ is a set of vertices that contains at least one endpoint of every edge in Γ. The vertex covering number β(Γ) of Γ is the minimum cardinality of a vertex cover. An edge cover of Γ is a set E of edges such that every vertex of Γ is incident to some edge in E. The edge covering number β ′ (Γ) of Γ is the minimum cardinality of an edge cover in Γ. We have the following equalities involving the these four invariants.
Let G be a group. For any A ⊆ G, we denote by P e (A), the subgraph of P e (G) induced by A. The neighbourhood N (x) of a vertex x is the set all vertices adjacent to x in P e (G). Additionally, we denote
For any x ∈ G with o(x) ≥ 3, the set [x] of vertices is a clique in P e (G). Since For vertices u and v in a graph Γ, we say that z strongly resolves u and v if there exists a shortest path from z to u containing v, or a shortest path from z to v containing u. A subset U of V (Γ) is a strong resolving set of Γ if every pair of vertices of Γ is strongly resolved by some vertex of U . The least cardinality of a strong resolving set of Γ is called the strong metric dimension of Γ and is denoted by sdim(Γ). For vertices u and v in a graph Γ, we write
Notice that that ≡ is an equivalence relation on V (Γ). We denote by v the ≡-class containing a vertex v of Γ. Consider a graph Γ whose vertex set is the set of all ≡-classes, and vertices u and v are adjacent if u and v are adjacent in Γ. This graph is well-defined because in Γ, w ∼ v for all w ∈ u if and only if u ∼ v. We observe that Γ is isomorphic to the subgraph R Γ of Γ induced by a set of vertices consisting of exactly one element from each ≡-class. Subsequently, we have the following result of [20] with ω(R Γ ) replaced by ω( Γ). When Γ = P e (G) for some group G, we denote Γ by P e (G). Also, we denote its vertex set by G.
We often use the following fundamental property of enhanced power graphs without referring to it explicitly. Lemma 2.7 ([5, 22] ). For any finite group G, the graph P e (G) is complete if and only if G is cyclic. Proposition 4] ). Let G be a finite group, and S be the set of vertices of P(G) that are adjacent to all other vertices. If |S| > 1, then one of the following occurs.
(i) G is cyclic of prime power order,and S = G, (ii) G is cyclic of non-prime-power order n and S consists of the identity and the generators of G, (iii) G is generalized quaternion and S contains the identity and the unique involution.
We end this section with the following property of power graphs of finite p-groups. 
Main results
This section contains the results obtained in this paper. We first consider the minimum degree, independence number and matching number of enhanced power graphs of arbitrary finite groups. Then we determine these graph invariants and strong metric dimension for abelian p-groups, U 6n , D 2n and SD 8n in respective subsections. Moreover, we prove the enhanced power graph of each of U 6n , D 2n and SD 8n is perfect.
If the diameter of any graph is at most 2, then its edge connectivity and minimum degree are equal (cf. [27] ). A consequence of this is the following result. We begin with minimum degree of enhanced power graphs of finite groups. In light of Lemma 3.1, the following determines the edge connectivity of P e (G) as well. Proof. Let µ(G) denote the number of maximal cyclic subgroups of G. If x and y are two elements generating two different maximal cyclic subgroups of G, then they are non-adjacent in P e (G). As a result, α(P e (G)) ≥ µ(G). Now consider an independent set S in P e (G). Recall that any group can be written as union of its maximal cyclic subgroups. Since a maximal cyclic subgroup induces a clique in P e (G), no two members of an independent set in P e (G) belong to the same maximal cyclic subgroup. As a result, α(P e (G)) ≤ µ(G). Thus we conclude that α(P e (G)) = µ(G).
Next let G be nilpotent and P i be a Sylow-p i subgroup of G for 1 ≤ i ≤ r. By Lemma 2.1, we gave G = P 1 P 2 · · · P r . Then H is a maximal cyclic subgroup of G if and only if H = H 1 H 2 · · · H r , where H i is a maximal cyclic subgroup of P i for 1 ≤ i ≤ r (see [11] ).
Let
Therefore, if the number of maximal subgroups of P i is m i , then α(P e (G)) = m 1 m 2 · · · m r .
In view of Lemma 2.5(i), we have the following consequence of Theorem 3.3. Corollary 3.4. For any finite group G, the vertex covering number β(P e (G)) = |G| − µ(G), where µ(G) is the number of maximal cyclic subgroups of G.
We next compute values and bounds of matching number of enhanced power graphs of finite groups. Theorem 3.5. Let G be a finite group. If G is of odd order, then the matching
where t is the number of involutions in G.
Proof. First let G be of odd order. Observe that for distinct
Hence M := ∪ x∈G\{e} M x is a matching of order |G| − 1 2 in P e (G). On the other hand, the order of a largest matching in a graph of order n is n 2 . Hence we get α ′ (P e (G)) = |G| − 1 2 . Now suppose G is of even order. Then it has at least one involution, say y. We denote the edge with ends e and y by ǫ.
, where t is the number of involutions in G. Additionally, as α ′ (P e (G)) ≤ |G| 2 holds trivially, we get the desired inequality when G is of even order.
Considering Lemma 2.5(ii), we have the following corollary of Theorem 3.5.
Corollary 3.6. Let G be a finite group. If G is of odd order, then the edge covering
From the two preceeding results, for any finite group G with an unique involution,
Recall that for any prime p, a finite p-group G has exactly one subgroup of order p if and only if G is cyclic, or p = 2 and G is generalized quaternion (see [28] ). This facts along with Lemma 2.1 yield the following corollary. Now we investigate various structural properties of enhanced power graphs of the groups under consideration.
Finite p-group.
In this subsection, p denotes a prime number. Following Lemma 1.1, power graphs and enhanced power graphs coincide for finite p-groups. We therefore consider the former in the following. Let G be a finite p-group. Then P(G) is perfect, since more generally, the power graph of any finite group is perfect (see [15] ). It is known that a finite abelian group G is isomorphic to a unique direct product of cyclic groups of prime power order. In this product, let τ (G) be the order of the smallest cyclic group. Then the following is a consequence of Theorem 3.2. Before proceeding further, we are required to fix some notations. Notations 3.9. Consider a prime p and positive integers α 1 > · · · > α s and m 1 , . . . , m s . For any 1 ≤ j ≤ s, we denote n j = p j i=1 miαi , r j = j i=1 m i , and that n = n s and r = r s . Additionally, we write n 0 = 1 and r 0 = 0 for consistency.
We derive the independence number of the power graph of a finite abelian pgroup in the next theorem. To state as well as to prove it, we follow Notation 3.9 throughout.
As every finite abelian group is a direct product of cyclic groups of prime power order, assume in the following that G ∼ = Z m1 p α 1 × · · · × Z ms p αs for any finite abelian p-group G.
Theorem 3.10. For any finite abelian p-group G, the independence number
We denote the set of all maximal cyclic subgroups of G by M = M(G). Then by Theorem 3.3, α(P(G)) = |M|. Now, to compute |M|, we shall partition M as follows. For x ∈ G, we denote the ith component of x by x i . For any maximal cyclic subgroup x of G, observe that (x i , p) = 1 for at least one 1 ≤ i ≤ r. For any
Hence,
(1)
Consequently, the proof follows for t ≤ m 1 .
For remaining of the proof, we take t > m 1 , that is, k > 1. We observe that
From (1), we get
Additionally,
Therefore, we have
This concludes the proof of the theorem.
Since every abelian group is nilpotent, from Lemma 2.1 and Theorem 3.10, we have the following corollary.
Corollary 3.11. For any finite abelian group G with the Sylow subgroups P 1 , P 2 , . . . , P r of G, the independence number α(P e (G)) = r i=1 µ(P i ), where µ(P i ) can be computed using Theorem 3.10 for 1 ≤ i ≤ r.
The following theorem computes the the matching number of enhanced power graphs of finite groups. 
Proof. For p > 2, the result follows from Theorem 3.5. So for the rest of the proof, we take p = 2.
Observe that the only common vertex between any two distinct blocks in P(G) is e. Thus the number of blocks in P(G) coincides with the number of components of P(G\{e}). Following Lemma 2.9, every block in P(G) has exactly one vertex of order two. So that the number of blocks in P(G) coincides with the number of involutions, say t, in G. Moreover, in light of Lemma 2.2, the number of vertices in any block in P(G) is even. Finally, as |M G | = |G| − (t + 1) 2 + 1 = |G| − (t − 1) 2 , the proof follows.
Theorem 3.13. Let G be any finite abelian p-group with exponent p α . Then the strong metric dimension of P e (G) is
Proof. The proof is straightforward when G is cyclic. Now let G be noncyclic. Then G ∼ = C 1 × · · · × C r for some cyclic p-groups C 1 , . . . , C r , r ≥ 2. Consider two distinct elements x = (x 1 , x 2 , . . . , Then as x ∼ y, there exists an integer t with p | t such that y = x t . We have the following cases. Case 1. x i = e for some fixed 1 ≤ i ≤ r. We define an element z = (z 1 , z 2 , . . . , z r ) such that z i is an element of order p in C i and z j = x j for 1 ≤ j ≤ r, j = i. Then notice that o(z) = o(x) and z = x . As a result, z ≁ x. However, as y = z t , we have z ∼ y. This contradicts our assumption that N [x] = N [y]. Case 2. x j = e for all 1 ≤ j ≤ r. Let 1 ≤ k ≤ r be such that o(x k ) ≤ o(x j ) for all 1 ≤ j ≤ r. We define an element w = (w 1 , w 2 , . . . , w r ) such that w k = x k p β−1 +1 , where o(x k ) = p β , and w j = x j for 1 ≤ j ≤ r, j = k. Then y = w t , so that w ∼ y. Moreover, as o(w) = o(x), we have w = x s for some (s, p) = 1. Accordingly, Now consider a clique C in P(G) with at least two vertices. Then for any pair of distinct vertices x, y in C, we have o(x) = o(y). Additionally, for any x ∈ G, we have o(x) = p i for some 0 ≤ i ≤ α. Thus ω( P(G)) ≤ α + 1. Since G is p-group of exponent p α , there exists z ∈ G of order p α . We observe that { e} ∪ { z p i : 0 ≤ i ≤ α − 1} is a clique in P(G). Therefore, we get ω( P(G)) = α + 1 and subsequently, sdim(P(G)) = |G| − (α + 1), by Theorem 2.6.
The group U 6n .
For n ≥ 1, the group U 6n of order 6n is given by the presentation U 6n = a, b : a 2n = b 3 = e, ba = ab −1 .
We first study the structure of U 6n and then investigate properties of P e (U 6n ). Since ba = ab −1 , for any 0 ≤ i ≤ 2n − 1, we have
Thus every element of U 6n \ a is of the form a i b j for some 0 ≤ i ≤ 2n − 1 and 1 ≤ j ≤ 2. Moreover, for any 0 ≤ i ≤ 2n − 1,
Consequently, we have the following remarks. From the presentation of U 6n and by mathematical induction, we have
In the rest of this section, we shall write n = 3 k t for integers k ≥ 0 and t > 0 such that 3 ∤ t.
By Remark 3.17 and (3), we have the following lemma.
For the remainder of this subsection, we shall denote
Thus we have
We observe that that {b, a 2·3 k } ⊂ a 2·3 k b ∩ a 2·3 k b 2 . As consequences, we have the following remarks. 
Since o(a) = 2n, we have the following remark.
In view of (2) and (3), we have the following lemma.
Proof. By (3), we have (a 2·3 i b) j ∈ P i ∩ a if and only if j = 3l for some l. Then
Proof. (i) Since P i = a 2·3 i b , we have (a 2·3 i b) 3 k−i t = e. If l < 3 k−i t, then by (3) and Remark 3.14, (a 2·3 i b) l = e. So that |P i | = 3 k−i t. Now we observe that o(a 2·3 i+1 ) = 3 k−i−1 t. Thus we get |P i \ a | = 2 · 3 k−i−1 t, by Lemma 3.23. Similarly, 
Proof. (i) If possible, let x ∈ U 6n \P i . Then in view of (4), we have the following cases. (4), Lemma 3.24(i) ). Clearly, 3 ∤ p and 3 ∤ q. Otherwise, x ∈ a , a contradiction. If p ≡ 1(mod 3) and q ≡ 2(mod 3), then by (3), x = a 2·3 i ·p b and x = a 2·3 i ·q b. Since p, q ≤ 3 k−i t, we have 2 · 3 i · p ≤ 2n and 2 · 3 i · q ≤ 2n. Consequently, a 2·3 i ·p b = a 2·3 i ·q b gives p = q, which is not possible. Similarly, we get p = q for the case p ≡ 2(mod 3) and q ≡ 1(mod 3), again a contradiction. For the case p ≡ 1(mod 3) and q ≡ 1(mod 3), we have x = a 2·3 i ·p b and x = a 2·3 i ·q b 2 . Consequently, b ∈ a , a contradiction. We get a similar contradiction for the case p ≡ 2(mod 3) and q ≡ 2(mod 3).
Case 2. x ∈ P j with j = i. If j = k + 1, then by Remark 3.15, we have x = a l b for some odd l. Since j = i, we get either x = a l ′ b or x = a l ′ b 2 for some even l ′ , a contradiction. Similarly, we get a contradiction when i = k + 1. 1(mod 3) and v ≡ 1(mod 3), we have x = a 2·3 i ·u b and x = a 2·3 j ·v b. Since u ≤ 3 k−i t and v ≤ 3 k−j t, we have 2 · 3 i · u ≤ 2n and 2 · 3 j · v ≤ 2n. Consequently, a 2·3 i ·u b = a 2·3 j ·v b gives 2 · 3 i · u = 2 · 3 j · v. Without loss of generality, we assume that i < j. Now, we get u = 3 j−i v implies 3 | u, a contradiction. Similarly, we arrive at a contradiction if u ≡ 2(mod 3) and v ≡ 2(mod 3).
Case 3.
x ∈ Q j with j = i. If j = k + 1, then by Remark 3.16, we get x = a m b 2 for some odd m. Since i = j, we have either x = a m ′ b or x = a m ′ b 2 for some even m ′ which is not possible. Similarly, we have a contradiction if i = k + 1. So, we assume that 0 ≤ i, j ≤ k. Then x = (a 2·3 i b) r ′ and x = (a 2·3 j b 2 ) s ′ for some r ′ ≤ 3 k−i t and s ′ ≤ 3 k−j t (see Lemma 3.24 (i)). Clearly, r ′ , s ′ are not divisible by 3. Otherwise, x ∈ a , a contradiction. For the case r ′ ≡ 1(mod 3) and s ′ ≡ 2(mod 3), we have
Without loss of generality, we assume that i < j. Now, we get r ′ = 3 j−i s ′ implies 3 | r ′ , a contradiction. Similarly, we get 3 | r ′ if r ′ ≡ 2(mod 3) and s ′ ≡ 1(mod 3). For r ′ ≡ 1(mod 3) and s ′ ≡ 1(mod 3), we have x = a 2·3 i ·r ′ b and x = a 2·3 j ·s ′ b 2 . Consequently, b 2 ∈ a , again a contradiction. We get a similar contradiction when r ′ ≡ 2(mod 3) and s ′ ≡ 2(mod 3).
(ii) The proof is similar to that of (i).
As a consequence of Proposition 3.25, we have the following lemma. Proof. Suppose x ∼ y for some y ∈ U 6n \P i . Then x, y ∈ z for some z ∈ U 6n . Note that z / ∈ P i and so x ∈ U 6n \P i , a contradiction of Proposition 3.25 (i). Since P i is a cyclic subgroup and x, y ∈ P i , the converse holds.
The proof of the following lemma is also similar.
The following proposition determines neighbourhoods of vertices of P e (U 6n ). (
On the other hand, if x ∈ U 6n \P i , then by Corollary 3.26, we have N [x] = P i , again a contradiction. This proves (i).
(ii) The proof is similar to that of (i). (iii) Let x = a i for some odd i. By (2), (3) and (4), we have a i / ∈ P j ∪ Q j for all 0 ≤ j ≤ k + 1. Consequently, a i ∼ x if and only if x ∈ a . Thus N [x] = a .
Now let x ∈ U 6n be such that N [x] = a . If x = a 2i for some i, then by (2), x ∈ ab . This implies x ∼ ab, which is a contradiction. Moreover, from (i) and (ii), we have x / ∈ (P i ∪ Q i )\ a . Thus x = a i for some odd i.
(iv) Let x ∈ P k ∩ a = a 2·3 k . By Remark 3.20, a 2·3 k ⊆ a 2·3 i for all 0 ≤ i ≤ k − 1. By Lemma 3.23, since P i ∩ a = a 2·3 i+1 = Q i ∩ a , we have a 2·3 k ∈ P i ∩ Q i for all 0 ≤ i ≤ k. Accordingly, x ∈ P i ∩ Q i for any 0 ≤ i ≤ k. Since P k+1 ∩ a = a 2 = Q k+1 ∩ a , we get x ∈ P k+1 ∩ Q k+1 . Thus x ∈ a ∩ (P i ∩ Q i ) for any i, 0 ≤ i ≤ k + 1. For any y ∈ U 6n , by (4), we have x ∼ y. Consequently, x is a dominating vertex of P e (U 6n ). Conversely, suppose x is a dominating vertex. Then x is adjacent with every element of P i and Q i for all 0
In order to prove this, by (2), we have x ∈ P k+1 ∩ Q k+1 . Clearly, x ∈ a . By Lemma 3.23, we have P j ∩ a = a 2·3 j+1 . Moreover, by Remark 3.20, x ∈ a 2·3 j+1 for all 0 ≤ j ≤ i − 1. Thus it follows that x ∈ P j . Similarly, one can observe x ∈ Q j .
Consequently, for any y ∈
Then in view of (4), we have either y ∈ P j \ a or y ∈ Q j \ a for some j, where i ≤ j ≤ k. If x ∼ y, then by Corollary 3.26 and Corollary 3.27, we have either x ∈ P j or x ∈ Q j . If x ∈ P j , then clearly x ∈ P j ∩ a = a 2·3 j+1 . Since j ≥ i, by Remark 3.20, we get x ∈ a 2·3 i+1 , a contradiction. Similarly, we get a contradiction when x ∈ Q j . Consequently, x ≁ y.
Hence if x ∼ y, then y ∈
Applying preceding results of this subsection, we now show that the enhanced power graph of U 6n is prefect.
Theorem 3.29. The enhanced power graph P e (U 6n ) is perfect.
Proof. In view of Theorem 2.3, it is enough to show that P e (U 6n ) does not contain a hole or antihole of odd length greater than or equal to five. First suppose that P e (U 6n ) contains a hole C given by x 1 ∼ x 2 ∼ · · · ∼ x l ∼ x 1 , where l ≥ 5. Then we have the following two cases and each of them ends up contradicting the fact that C is a hole. Case 1. x i / ∈ a for all i. In view of (4), we obtain either x 1 ∈ P j \ a or x 1 ∈ Q j \ a for some j. Without loss of generality, we suppose that x 1 ∈ P j \ a for some j. Since x l ∼ x 1 ∼ x 2 , by Lemma 3.26, we have x l , x 2 ∈ P j . Consequently, x l ∼ x 2 . Case 2. x i ∈ a for some i. Without loss of generality, we assume that x 1 ∈ a . Since x 4 is not adjacent with x 1 so by (4) , either x 4 ∈ P j \ a or x 4 ∈ Q j \ a for some j. Also, x 3 ∼ x 4 ∼ x 5 , by Lemma 3.26 and Lemma 3.27, we have either x 3 , x 5 ∈ P j or x 3 , x 5 ∈ Q j . We obtain x 3 ∼ x 5 . Now suppose C ′ is an antihole of length at least 5 in P e (U 6n ), that is, we have a hole y 1 ∼ y 2 ∼ · · · ∼ y l ∼ y 1 , where l ≥ 5, in P e (U 6n ). Then again we arrive at contradiction in each of the following cases. Case 1. y i / ∈ a for all i. Since y 1 / ∈ a , by (4), either y 1 ∈ P j \ a or y 1 ∈ Q j \ a for some j. Since y 1 ∼ y 3 and y 1 ∼ y 4 in P e (U 6n ). By Lemma 3.26 and Lemma 3.27, we get either y 3 , y 4 ∈ P j or y 3 , y 4 ∈ Q j . Thus we have y 3 ∼ y 4 in P e (U 6n ). Case 2. y i ∈ a for some i. Without loss of generality, we assume that y 1 ∈ a . Notice that we have y 1 ≁ y 2 in P e (U 6n ). Consequently, either y 2 ∈ P j \ a or y 2 ∈ Q j \ a . Moreover, y 2 ∼ y 4 and y 2 ∼ y 5 in P e (U 6n ), as C ′ is an antihole in P e (U 6n ). Thus either y 4 , y 5 ∈ P j or y 4 , y 5 ∈ Q j . As a result, x 4 ∼ y 5 in P e (U 6n ).
In the following theorem, we compute various graph invariants under consideration for P e (U 6n ). Theorem 3.30. For n ≥ 1, the following hold:
(i) The minimum degree of P e (U 6n ) is
(ii) The independence number of P e (U 6n ) is 2k + 4.
(iii) For n > 1, the matching number α ′ (P e (U 6n )) is 3n and α ′ (P e (U 6 )) = 2.
(iv) The strong metric dimension of P e (U 6n ) is 6n − k − 2.
Proof. (i) By Proposition 3.28, we have
As a result,
Let x ∈ U 6n . If k = 0, then clearly n = t. Then in view of (4) and from above,
Now take k > 0. From above we observe that deg(x) ≥ 3t − 1, and when x ∈ P k \ a , we have deg(x) = 3t − 1. Hence δ(P e (U 6n )) = 3t − 1.
(ii) Consider the set I = {a, ab, ab 2 
Then by Lemma 3.26 and Lemma 3.27, I is an independent set of size 2k + 4. If there exists another independent set I ′ such that |I ′ | > 2k + 4, then there exist x, y ∈ I ′ with the following possibilities: (a) x, y ∈ P i for some 0 ≤ i ≤ k + 1, or (b) x, y ∈ Q j for some 0 ≤ j ≤ k + 1, or (c) x, y ∈ a . For each case, we have x ∼ y, which is a contradiction. So that α(P e (U 6n )) = 2k + 4. (iii) The result is straightforward for n = 1. Now let n > 1. In order to prove that α ′ (P e (U 6n )) is 3n, we provide a partition of V (P e (U 6n )) into subsets of even size such that the subgraph induced by each subset is complete. Note that (4) can be written as
These sets on the the right hand side of above expression forms a partition of V (P e (U 6n )). For 0 ≤ i ≤ k, the subsets P i \ a and Q i \ a are of even cardinality (cf. Lemma 3.24 (i)). If n is even, then by Lemma 3.24, the subsets P k+1 \ a and Q k+1 \ a are of even size. Also, the subgraph induced by each subset of the given partition is complete. Consequently, α ′ (P e (U 6n )) = 3n.
Also, notice that the subsets on the right hand side of the following expression
forms a partition of V (P e (U 6n )). If n is odd, then by Lemma 3.24, size of each subset of this partition is even. Thus we have α ′ (P e (U 6n )) = 3n.
(iv) We denote
Then in view of the properties of U 6n derived earlier and Proposition 3.28,
For any x ∈ V 2 , we have x ∈ a . So that V 2 is a clique in P e (U 6n ), and thus ω( P e (R U6n )) ≥ k + 2. If possible, let C be another clique in P e (U 6n ) with |C| > k + 2. By Lemma 3.26 and Lemma 3.27, x ∼ y for every pair of distinct elements x, y in V 1 . Accordingly, V 1 is an independent set in P e (U 6n ). Then |V 1 ∩ C| ≤ 1, so that V 2 ⊂ C. In fact, comparing the cardinalities, |V 1 ∩ C| = 1. We denote
Moreover, a ∈ C, so that x ∼ a in P e (U 6n ). Then by Lemma 3.26 and Lemma 3.27, a ∈ P i or a ∈ Q i . Since this is a contradiction, we get ω( P e (U 6n )) = k + 2. Hence sdim(P e (U 6n )) = 6n − k − 2, by Theorem 2.6.
Dihedral group.
For n ≥ 3, the dihederal group D 2n of order 2n is given by the presentation D 2n = a, b : a n = b 2 = e, ab = ba −1 .
It is known that every element of D 2n \ a is of the form a i b for some 0 ≤ i ≤ n−1, and that a i b = {e, a i b}. In particular,
Theorem 3.31. The enhanced power graph of D 2n is perfect.
Proof. We apply Theorem 2.3 to prove the theorem. Let C be a hole of P e (D 2n ). We have deg(a i b) = 1, so that a i b / ∈ C for all 0 ≤ i ≤ n − 1. Thus the vertices of C belong to a . Since the subgraph induced by a is complete, C is a cycle of length three. Now let C ′ be an antihole of length at least 5 of P e (D 2n ). If possible, suppose that V (C ′ ) ∩ a = ∅. Then there exists
). This implies x 3 ∈ a . Similarly, there exists x 4 ∈ V (C ′ )\{x 1 , x 2 , x 3 } such that x 3 ≁ x 4 , x 1 ∼ x 4 and x 2 ∼ x 4 in P e (D 2n ). Note that none of these x ′ i s are e. As x 1 ∼ x 4 , we get x 1 ∈ a , whereas, x 3 ≁ x 4 yield x 1 ∈ a . Since this is impossible, V (C ′ ) ∩ a = ∅. That is, every element of V (C ′ ) is of the form a i b. However, the subgraph of P e (D 2n ) induced by the set {a i b : 0 ≤ i ≤ n − 1} is complete. This contradicts the fact that the length of C ′ is at least 5.
Consequently, the proof follows from Theorem 2.3.
Theorem 3.32. For n ≥ 2, we have the following results:
(i) The minimum degree of P e (D 2n ) is 1.
(ii) The independence number of P e (D 2n ) is n + 1.
(iii) The matching number of P e (D 2n ) is ⌈ n 2 ⌉. (iv) The strong metric dimension of P e (D 2n ) is 2(n − 1).
Proof. (i) Since the only vertex adjacent to a i b is e for any 0 ≤ i ≤ n − 1, the proof follows.
(ii) Observe that the set I = {a} ∪ {a i b : 0 ≤ i ≤ n − 1} is an independent set, and thus α(P e (D 2n )) ≥ n+1. If there exists an independent set I ′ such that |I ′ | > n+1, then we must have x, y ∈ I ′ such that x, y ∈ a . However, this results in x ∼ y, which is a contradiction. As a result, α(P e (D 2n )) = n + 1. (iii) If n is even, then observe that the size of maximum matching is n 2 which can be constructed from the complete graph induced by a . If n is odd, then the size of maximum matching is ⌈ n 2 ⌉ which can be constructed n−1 2 edges of a \{e} and one edge (ab, e) of H 1 . Therefore, α ′ (P e (D 2n )) = ⌈ n 2 ⌉. (iv) The ≡-classes in D 2n are e, a, b, ab, . . . , a n−1 b, where e = {e}, a = a \{e} and a i b = {a i b}. Then in view of the adjacency relation of elements of these classes in P e (D 2n ), we have P e (R D2n ) ∼ = K 1,n+1 . So that ω( P e (R D2n )) = 2. Hence sdim(P e (D 2n )) = 2(n − 1), by Theorem 2.6.
Semidihedral group.
For n ≥ 2, the semidihedral group SD 8n is a group of order 8n with presentation SD 8n = a, b : a 4n = b 2 = e, ba = a 2n−1 b .
We have
so that every element of SD 8n \ a is of the form a i b for some 0 ≤ i ≤ 4n − 1. We denote the subgroups H i = a 2i b = {e, a 2i b} and T j = a 2j+1 b = {e, a 2n , a 2j+1 b, a 2n+2j+1 b}. Then we have
Theorem 3.33. The enhanced power graph of SD 8n is perfect.
Proof. We utilize the notion of hole or antihole once again to prove the theorem. First suppose C is a hole of P e (SD 8n ). For any 0 ≤ i ≤ 2n−1, we notice deg(a 2i b) = 1, so that a 2i b / ∈ V (C). Since a 2n ∼ x for all x ∈ a ∪ T j , we have a 2n / ∈ V (C). Then we observe that N[x] = a if and only if x ∈ a \{e, a 2n }, and that N[x] = T j if and only if x ∈ T j \{e, a 2n }. Additionally, e / ∈ V (C) as well. Thus all vertices of C either belong to a \{e, a 2n } or T j \{e, a 2n }. As |T j \{e, a 2n }| = 2, we have V (C) ⊂ T j \{e, a 2n }. Accordingly, V (C) ⊆ a \{e, a 2n }. Hence the length of C is 3, as a induces a complete subgraph in P e (SD 8n ).
Next, if possible, let C ′ be an antihole of P e (SD 8n ) of length atleast five. Since a 2i b is adjacent with every element except e in P e (SD 8n ), and e / ∈ V (C ′ ), we have a 2i b / ∈ V (C ′ ). Now suppose V (C ′ )∩ a = ∅. Then there exists x 1 ∈ V (C ′ )∩ a such that x 1 ∼ x 2 in P e (SD 8n ) for some x 2 ∈ V (C ′ ). Then x 1 ≁ x 2 in P e (SD 8n ), so that x 2 ∈ T j \{e, a 2n } for some j. Since |V (C ′ )| ≥ 5, there exists x 3 ∈ V (C ′ )\{x 1 , x 2 } such that x 1 ∼ x 3 and x 2 ≁ x 3 in P e (SD 8n ). As a result, x 3 ∈ a \{e, a 2n }. Furthermore, there exists x 4 ∈ V (C ′ )\{x 1 , x 2 , x 3 } such that x 3 ≁ x 4 , x 1 ∼ x 4 and x 2 ∼ x 4 in P e (SD 8n ). Then x 1 ∼ x 4 and x 3 ≁ x 4 imply, respectively, that x 3 ∈ a and x 3 ∈ a . Since this is impossible, V (C ′ ) ∩ a = ∅. Consequently, every vertex of C ′ is of the form a 2i+1 b. However, for any 0 ≤ i ≤ 2n − 1, a 2i+1 b is adjacent to every vertex in {a 2j+1 b : 0 ≤ j ≤ 2n − 1}\{a 2i+1 b, a 2n+2i+1 b} in P e (SD 8n ). This contradicts our assumption that C ′ is an antihole of P e (SD 8n ) of length atleast five.
Following Theorem 2.3, we therefore conclude that P e (SD 8n ) is perfect. Now we investigate graph invariants of P e (SD 8n ) in the following theorem.
Theorem 3.34. For n ≥ 1, we have the following results: (i) The minimum degree of P e (SD 8n ) is 1.
(ii) The independence number of P e (SD 8n ) is 3n + 1 (iii) The matching number of P e (SD 8n ) is 3n.
(iv) The strong metric dimension of P e (SD 8n ) is 8n − 3.
Proof. (i) The proof follows from the fact that e is the only vertex adjacent to a 2i b for any 0 ≤ i ≤ 2n − 1.
(ii) Note that the set
is an independent set in P e (SD 8n ) so α(P e (SD 8n )) ≥ 3n + 1. If possible, suppose there exists an independent set I ′ such that |I ′ | > 3n + 1. Then there exist x, y ∈ I ′ such that x, y ∈ a , x, y ∈ H i for some i or x, y ∈ T j for some j. Since subgraphs induced by a , H i and T j , respectively forms a clique, we have x ∼ y for each of the possibility, a contradiction. Accordingly, α(P e (SD 8n )) = 3n + 1.
(iii) Let M be an matching in P e (SD 8n ). Consider the set U of endpoints of edges in M . We observe that a 2i b ∼ x if and only if x = e. As a result, |U | ≤ 6n + 1. However, as M is a matching, |U | is even. Then |U | ≤ 6n and thus |M | ≤ 3n. Now let ǫ i be the edge with endpoints a i , a 2n+i , and ǫ ′ j be the edge with endpoints a 2j+1 b, a 2n+2j+1 b. Then the set M ′ = {ǫ i : 0 ≤ i ≤ 2n − 1} ∪ {ǫ ′ j : 0 ≤ j ≤ n − 1} is a matching of size 3n in P e (SD 8n ). Hence we get α ′ (P e (SD 8n )) = 3n.
(iv) From the structure of SD 8n , we have SD 8n = { e, a 2n , a} ∪ { a 2i b : 0 ≤ i ≤ 2n − 1} ∪ { a 2j+1 b : 0 ≤ j ≤ n − 1}, where e = {e}, a 2n = {a 2n }, a = a \{e, a 2n }, a 2i b = {a 2i b}, and a 2j+1 b = {a 2j+1 b, a 2n+2j+1 b}. Furthermore, SD 8n \{ e, a 2n } is an independent set, and each of e and a 2n are adjacent to the rest of the vertices in P e (R SD8n ). Thus we get ω( P e (R SD8n ) = 3. Finally by Theorem 2.6, sdim(P e (SD 8n )) = 8n − 3.
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