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ABSTRACT
This is a short note that formally presents the matching model for
the theoretical study of self-adjusting networks as initially proposed
in [1].
1 BACKGROUND AND MOTIVATION
This note is motivated by the observation that existing datacenter net-
work designs sometimes provide a mismatch between some common
traffic patterns and the switching technology used in the network
topology to serve it. On the contrary, we make the case for a sys-
tematic approach to assign a specific type of traffic or flow to the
topology component which best matches its characteristics and re-
quirements. For instance, static topology components can provide a
very low latency, however, static topologies inherently require multi-
hop forwarding: the more hops a flow has to traverse, the more net-
work capacity is consumed, which can be seen as an “bandwidth tax,”
as noticed in prior work [2]. This makes these networks less fitted
at high loads: the more traffic they carry, the more bandwidth tax is
paid. Inspired by the notion of bandwidth tax, we introduce a second
dimension, called “latency tax” to capture the delay incurred by the
reconfiguration time of optical switches. For instance, rotor switches
reduce the bandwidth tax by providing periodic direct connectivity.
While this architecture performs well for all-to-all traffic patterns, it
is less suited for elephant flows created by ring-reduce traffic pattern
of machine learning training with Horovod. We note that static and
rotor topology components both form demand-oblivious topologies,
and hence, they cannot account for specific elephant flows. While
Valiant routing [3] can be used in combination with rotor switches
to carry large flows, this again results in bandwidth tax. This is the
advantage of demand-aware topologies, based on 3D MEMS optical
circuit switches, which can provide shortcuts specifically to such
elephant flows. However, the state-of-the-art demand-aware optical
switches have a reconfiguration latency of several milliseconds and
hence incur a higher latency tax to establish a circuit. Moreover,
demand-aware topologies might require a control logic that adds to
the latency tax. Thus, this latency can only be amortized for large
flows, which benefit from the demand-aware topology components
in the longer term.
2 TOR-MATCHING-TOR ARCHITECTURE
Given the above motivation for a unified network design, combin-
ing the advantages of static, rotor, and demand-aware switches, we
propose a two-layer leaf-spine network architecture in which spine
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Figure 1: Overview of TMT model.
switches can be of different types STATIC, ROTOR and DEMAND-
AWARE. Since this network architecture generalizes existing archi-
tectures such as RotorNet [2], in that it supports different types of
switches matching ToRs to each other, we will refer to it as the
ToR-Matching-ToR (TMT) network model.
More specifically, the TMT network interconnects a set of n
ToRs, {1, 2, . . . ,n} and its two-layer leaf-spine architecture com-
posed of leaf switches and spine switches, similar to [2, 4]. The n
ToR packet switches are connected using k spine switches, SW =
{sw1, sw2, . . . , swk } and each switch internally connects its in-out
ports via a matching. Figure 1 illustrates a schematic view of our
design. We assume that each ToR i : 1 ≤ i ≤ n has k uplinks, where
uplink j : 1 ≤ j ≤ k connects to port i in sw j . The directed outgoing
(leaf) uplink is connected to incoming port of the (spine) switch and
the directed incoming (leaf) uplink is connected to the outgoing port
of the (spine) switch. Each switch has n input ports and n output
ports and the connections are directed, from input to output ports.
At any point in time, each switch sw ∈ SW provides a matching
between its input and output ports. Depending on the switch type,
this matching may be reconfigured at runtime: The set of matchings
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Mj of a switch j may be larger than one, i.e.,mj = |Mj | > 1. Chang-
ing from a matching M ′ ∈ M to a matching M ′′ ∈ M takes time,
which we model with a parameter Rj : the reconfiguration time of
switch j. During reconfiguration, the links in M ′∩M ′′, i.e., the links
which are not being reconfigured, can still be used for forwarding;
the remaining links are blocked during the reconfiguration. Depend-
ing on the technology, different switches in SW support different
sets of matchings and reconfiguration times.
We note that the TMT network can be used to model existing
systems, e.g., Eclipse [5] or ProjecToR [6] which rely on a demand-
aware switches, RotorNet [2] and Opera [4] which relies on a rotor
based switches, or an optical variant of Xpander [7] which can be
built from a collection of static matchings.
3 THE MATCHING MODEL
This section presents a general algorithmic model for Self-Adjusting
Networks (SAN) constructed using a set of matchings. We mostly
follow [1]. We consider a set of n nodesV = {1, . . . ,n} (e.g., the top-
of-rack switches). The communication demand among these nodes is
a sequence σ = (σ1,σ2, . . .) of communication requests where σt =
(u,v) ∈ V × V , is a source-destination pair. The communication
demand can either be finite or infinite.
In order to serve this demand, the nodesV must be inter-connected
by a network N , defined over the same set of nodes. In case of
a demand-aware network, N can be optimized towards σ , either
statically or dynamically: a self-adjusting network N can change
over time, and we denote by Nt the network at time t , i.e., the
network evolves: N0, N1, N2, . . .
3.1 Matching
Then nodes are connected using k switches, SW = {sw1, sw2, . . . , swk }
and each switch internally connects its n in-out ports via a matching.
These matchings can be dynamic, and change over time. To denote
the matching on a switch i at time t we use M(i, t). At each time t our
network is the union of these matchings, Nt =M = ⋃ki=1M(i, t).
In general, not all switches are necessarily reconfigurable. Since,
reconfigurable switches tend to be more costly than static ones, a
network could gain from using some hybrid mix of switches.
3.2 Cost
The crux of designing smart self-adjusting networks is to find an
optimal tradeoff between the benefits and the costs of reconfigura-
tion: while by reconfiguring the network, we may be able to serve
requests more efficiently in the future, reconfiguration itself comes
at a cost.
The inputs to the matching based self-adjusting network design
problem is the number of nodes n, the number of switches (i.e.,
matchings) k, a set of allowed network topologies N (i.e., all net-
works that can be built from k matchings), the request sequence
σ = (σ1,σ1, . . . ,σm ), and two types of costs:
• An adjustment cost adj : N × N → R which defines the
cost of reconfiguring a network N ∈ N to a network N ′ ∈ N .
Adjustment costs may include mechanical costs (e.g., energy
required to move lasers or abrasion) as well as performance
costs (e.g., reconfiguring a network may entail control plane
overheads or packet reorderings, which can harm throughput).
For example, the cost could be given by the number of links
which need to be changed in order to transform the network.
• A service cost srv : σ × N → R which defines, for each
request σi and for each network N ∈ N , what is the price
of serving σi in network N . For example, the cost could
correspond to the route length: shorter routes require less
resources and hence reduce not only load (e.g., bandwidth
consumed along fewer links), but also energy consumption,
delay, and flow completion times, could be considered for
example.
Serving request σi under the current network configuration Ni
will hence cost srv(σi ,Ni ), after which the network reconfiguration
algorithm may decide to reconfigure the network at cost adj(Ni ,Ni+1).
The total processing cost of a demand sequence σ for an algorithm
A is then
Cost(A,N0,σ ) =
m∑
t=1
srv(σt ,Nt−1) + adj(Nt−1,Nt ) (1)
where Nt ∈ N denotes the network at time i.
3.3 Specific Metrics
3.3.1 Service Cost. In order to give a more useful description of
the performance of a self-adjusting network, we model the service
cost for each σi = (u,v) as the shortest distance between u and v on
the graph Ni , that is
srv(σt ,Nt ) = dNt (u,v) = d(σt ,Nt )
where dG (u,v) denotes the shortest path distance between u and v
on the graph G.
3.3.2 Adjustments Cost. Adjustments cost can depend on the
particular network modeled. We will discuss three particular cases
for adjustment costs and recall that our network graph at time t , Nt ,
is a union of the different matchings on each of our k switches. At
any time t , a switch can adjust its matching, causing a change in the
overall network’s topology.
• Edge Distance: The basic case where we define the adjust-
ments cost as propositional to the number of replaced edges
between each consecutive matchings of the same switch. Re-
call that we denote the matching of switch i at time t as
M(i, t), which denotes the set edges in the the matching. Let
the cost of a single edge be α then the adjustment cost for a
single switch is therefore α · |M(i, t + 1) \M(i, t)|, where S \T
denotes the set difference between S and T . For the entire
network, this turns out to be
adj(Nt−1,Nt ) = α
k∑
i=1
|M(i, t) \M(i, t − 1)|.
• Switch Cost: In this case, if a matching (switch) is changed,
it costs α regardless of the number of edge changes in the
matching. Let IS=T be an indicator function that denotes if
set S is equal setT . Then the adjustments cost for the network
is:
adj(Nt−1,Nt ) = α
k∑
i=1
IM (i,t )=M (i,t−1).
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• No Direct Cost: In this case the adjustment cost is zero
adj(Nt−1,Nt ) = 0
however the cost of reconfiguring the network is still incurred
through the inactivity of some of the edges during the ad-
justment itself. When some switch i changes its matching
from M(i, t) to M(i, t + 1), its edges will be unavailable, and
requests cannot be served using these edges until the adjust-
ment process is completed after some β units of time. Here,
we also consider two cases: (i) the entire switch (matching) is
unavailable for β time units, namely all its edges are inactive;
(ii) only the edges that are changing are inactive for β time
units. Let M∗(i, t) denote the set of active edges in matching
M(i, t) (or in swi ). Then for each time t we have:
Nt =
k⋃
i=1
M∗(i, t)
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