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Abstract
We present a randomized polynomial-time approximation algorithm for the ﬁxed linear crossing number problem (FLCNP). In
this problem, the vertices of a graph are placed in a ﬁxed order along a horizontal “node line” in the plane, each edge is drawn as
an arc in one of the two half-planes (pages), and the objective is to minimize the number of edge crossings. FLCNP is NP-hard, and
no previous polynomial-time approximation algorithms are known. We show that the problem can be generalized to k pages and
transformed to the maximum k-cut problem which admits a randomized polynomial-time approximation. For the 2-page case, our
approach leads to a randomized polynomial time 0.878 + 0.122 approximation algorithm for FLCNP, where  is the ratio of the
number of conﬂicting pairs (pairs of edges that cross if drawn in the same page) to the crossing number. We further investigate this
performance ratio on the random graph family Gn,1/2, where each edge of the complete graph Kn occurs with probability 12 . We
show that a longstanding conjecture for the crossing number of Kn implies that with probability at least 1 − 4e−2 , the expected
performance bound of the algorithm on a random graph from Gn,1/2 is 1.366 + O(/n). A series of experiments is performed to
compare the algorithm against two other leading heuristics on a set of test graphs. The results indicate that the randomized algorithm
yields near-optimal solutions and outperforms the other heuristics overall.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction and background
Linear graph layout involves placing a set of vertices along a horizontal “node line” and then adding edges as speciﬁed
by the interconnection pattern of the graph. Some examples of linear layout problems are the bandwidth problem [3],
the book thickness problem [1,17], the pagenumber problem [4,22], and the boundary VLSI layout problem [33].
Linear layout is important in several applications, e.g., sorting with parallel stacks [32], fault-tolerant processor array
design [28], in VLSI design problems involving single-column gate array layout [4], and in single row routing [27]
with the restriction that wires must not cross the node line. It also appears as a subproblem in the optimal layout
of communication networks, where management graphics display facilities such as CNMgraf incorporate crossing
minimization in the layout process [11]. It is also of importance in graph drawing and visualization applications, since
too many edge crossings impair the comprehensibility of a graphical diagram and reduce its aesthetic quality [18,7].
For surveys and more applications, see [2,34].
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Fig. 1. Fixed linear embedding of the complete graph K6 with: (a) 4 crossings; (b) L(K6) = 3 crossings.
Here, we study a restricted version of linear graph layout in which the vertex order is ﬁxed along the node line and
each edge is drawn as an arc in either page. The objective is to embed the edges so that the total number of crossings is
minimized (see Fig. 1). We will focus on the case where there are k = 2 pages available, although the general reduction
of the k-page case to the MAX k-CUT problem will also be described. We refer to this as the ﬁxed linear crossing
number problem (FLCNP) and denote the minimum number of crossings by L(G) for a graph G. For k > 2, we denote
the minimum crossing number with the vertices in a ﬁxed linear order by L,k(G).
FLCNP was shown to be NP-hard in [23]. A version of the problem in which the vertex positions are not ﬁxed is
studied in [25] and a heuristic is given for its solution. More recently, some genetic algorithms were proposed for the
“unﬁxed” version of the problem in [14], and some greedy heuristics were proposed in [15]. A related parameter is the
book crossing number of a graph G, k(G), where it is required to draw G in k pages, each edge on a single page, with
the minimum number of crossings [1,17,31]. Note that vertex positions are not ﬁxed and hence it is ﬁrst necessary to
ﬁnd an optimal ordering of vertices in order to determine k(G). Another version of the problem in which edges are
allowed to cross the node line is studied in [8,9].
There are few published results for FLCNP. Some heuristics and a branch-and-bound algorithm are given in [5]. In
[19], a deterministic approximation algorithm for the minimum-cut multicommodity ﬂow problem is given, which can
also be used to approximate a maximum bipartite subgraph of a graph. The latter problem can then be transformed
into FLCNP, where the size of the subgraph found corresponds to the number of pairs of conﬂicting edges placed in
opposite pages, and the number of edges deleted represents the number of crossings in the layout. The algorithm gives
an asymptotic performance bound of O(log3m) for a graph with m edges; hence, its performance is strictly dependent
on the size of the graph.
In this paper, we present a randomized approximation algorithm for FLCNP. Initially, we transform the problem to
the maximum-cut problem, which has been well studied in the literature (e.g., [12,26]). Then, using the methods of
randomized rounding and semideﬁnite programming discussed in [12], we show that the expected performance bound
of the algorithm is 0.8781 +0.122, where =|CG|/L(G) and CG is the set of “conﬂicting” pairs of edges in a graph
G, i.e., edges which cross if drawn in the same page. Recently, Zwick [37] has improved the bound slightly to 0.88–0.91
for graphs with relatively small cuts, i.e., less than 85% of their edges, where the actual improvement depends on the
percentage of edges in the maximum cut.
We also analyze the performance of our algorithm on a family of random graphsGn,1/2, where each edge of Kn occurs
with probability 12 . We show that Pr[2/(4/∗ − 1)+ O(/n)]4e−
2
, where ∗ = |CKn |/L(Kn). The conjectured
value of L(Kn) implies an asymptotic expected performance bound of 1.366 for Gn,1/2. Finally, we compare the
algorithm empirically with two other leading heuristics on a set of test graphs.
The algorithm serves as a useful method for computing L(G) and also for obtaining good linear 2-page layouts of
various networks. Also, a derandomized version of the algorithm can provide an upper bound for the planar crossing
number of a graph.
2. Deﬁnitions
Let (G) denote the planar crossing number of a graph G. In [29] it is shown that 2(G)(G). Observe that
L(G)2(G), since the achievement of minimum crossings is dependent on an optimal ordering of vertices on the
1 These values are truncated at three digits;  = min0  (2/)/(1 − cos )> 0.878, 0.122 = 1 − .
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Fig. 2. Edge crossing condition i < j < k < l.
node line. The book crossing number problem is closely related to the pagenumber problem. The pagenumber of a graph
is the minimum number of pages necessary to embed the edges of a graph (each edge on 1 page) without crossings.
It is known that outerplanar graphs comprise the 1-page embeddable graphs [1], that sub-Hamiltonian graphs, i.e.,
subgraphs of planar Hamiltonian graphs, are precisely the 2-page embeddable graphs [1], and that planar graphs are
4-page embeddable [35]. Nonplanar graphs, however, require at least 3 pages [1]. A recent survey of the pagenumber
and planar crossing number problems on various surfaces can be found in [30].
Let a graph G=(V ,E) where n=|V |, m=|E|. A 2-page drawing of a graph is represented by a vector A[ ] where for
each e ∈ E, A[e] is 1 (−1) if edge e is drawn in the upper (lower) page. Then edges e1=ik and e2 =j l cross in a drawing
if and only if 1 i < j < k < ln and both occur in the same page (see Fig. 2). We call e1 and e2 a conﬂicting pair. For a
graph G, we deﬁne the conﬂict set, CG, as the set of all conﬂicting pairs of edges in a 2-page drawing, i.e., CG={(ei, ej ):
edges ei and ej cross if drawn in the same page}. The deﬁnition can be easily extended to the case of k pages.
Throughout our discussion we assume good drawings of graphs, in which the following conditions hold:
1. an edge does not cross itself,
2. edges with common endpoints do not cross,
3. any intersection of two edges is a crossing rather than tangential,
4. no three edges have a common crossing, and
5. any pair of edges cross at most once.
It is a routine exercise to show that, for any graph G, there is a good drawing of G having the minimum number of
crossings.
3. A randomized algorithm for FLCNP
Given an undirected, unweighted graph G= (V ,E), the maximum k-cut problem (MAX k-CUT) is that of ﬁnding k
subsets of vertices S1, . . . , Sk that maximize the number of edges with endpoints in different subsets. FLCNP can be
transformed to the maximum 2-cut problem (MAX CUT) as follows: Given G=(V ,E), construct a graph G′=(V ′, E′),
where for each ei ∈ E, we associate a vertex ui in V ′, and for each pair (ei, ej ) ∈ CG, we associate an edge uiuj ∈ E′.
A 2-cut in G′ corresponds to a drawing of G where exactly those edges (vertices in G′) occurring in cut component Si are
drawn on page i for i = 1, 2. Observe that a crossing occurs if and only if a conﬂicting pair of edges occurs in the same
cut component. Fig. 3 illustrates the transformation for the graph K5. In Fig. 3a, the edges of G are labelled 1, . . . , 10.
Here, CG = {(5, 6), (7, 8), (7, 9), (5, 9), (6, 8)}, and hence there are ﬁve edges in graph G′ of Fig. 3b. Therefore, the
maximum 2-cut has size 4, as shown in Fig. 3c, and the dashed edge inside component S2 represents a crossing between
edges 6 and 8 of G. Hence, we have
number of non-cut edges + cut size = |CG|. (1)
By maximizing the cut size we are effectively placing as many conﬂicting pairs of edges as possible in opposite
pages of the layout, and hence minimizing the number of crossings. The problem is analogous to the maximum
bipartite subgraph problem (see [19]). Hence, for the case of k pages, ﬁnding L,k(G) is equivalent to ﬁnding the size
of a maximum k-cut of G′.
We outline the method for k = 2. Following the approach of [12], for each edge ei , 1 im, let xi = 1 (−1) if ei is
drawn in the upper (lower) page. Then FLCNP can be expressed as the following integer quadratic program:
maximize
1
2
∑
(i,j)∈CG
(1 − xixj )
subject to xi ∈ {−1, 1} ∀ei ∈ E. (2)
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Fig. 3. (a) Graph G for FLCNP; (b) graph G′ for MAX CUT; (c) cut components S1 and S2.
Finding the optimal solution to (2) is NP-hard, so we relax xi to be a multidimensional vector of unit norm. We obtain
vectors vi belonging to the m-dimensional unit sphereSm. This yields the following semideﬁnite program:
maximize
1
2
∑
(i,j)∈CG
(1 − vi · vj )
subject to vi ∈Sm ∀ei ∈ E. (3)
The algorithm proceeds as follows:
1. Solve (3), obtaining an optimal set of vectors vi ;
2. Let r be a random vector uniformly distributed on the unit sphere Sm;
3. Set S1 = {i : vi · r0} and S2 = {i : vi · r < 0}.
As described in [12] for MAX CUT, the expected value of the semideﬁnite program is at least 0.878 times the optimal
value of the integer program. The algorithm can be shown to run in time O(m4). For k > 2, the rounding method
described in [10] can be used to obtain a good k-cut from the optimal solution to the semideﬁnite program. We note
that the rounding method can be derandomized to yield an approximation as good as that given by the randomized
algorithm it is derived from (see [21]), although at the expense of greater complexity and slower speed.
4. Performance analysis
Although FLCNP is a minimization problem, by (1) we may recast it as a maximization problem by trying
to maximize the number of conﬂicting edge pairs which do not cross in the drawing. Let c denote the number
of edge crossings obtained by the approximation algorithm and m, the size of the associated cut. Let m∗ be the
optimum cut size. Then m∗ = |CG| − L(G) and m = |CG| − c. Thus, m0.878(|CG| − L(G)), and hence
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c=|CG|−m |CG|−0.878(|CG|−L(G))=0.122|CG|+0.878L(G). Dividing by L(G), we obtain the performance
ratio
c
L(G)
0.878 + 0.122, (4)
where  = |CG|/L(G). It should be emphasized, however, that 0.878 is an expected value and not a hard bound.
4.1. Random graphs
We consider the familyGn,1/2 of random graphs formed by independently including each edge of Kn with probability
1
2 . In view of (4), we are interested in the value of  = |CG|/L(G) for a random graph G. Unfortunately, the random
variables |CG| and L(G) are dependent, so we cannot simply take the ratio of their expected values. Using edge-
exposure martingales for |CG| and L(G) it is possible to show for all > 0 that
Pr
[
||CG| − E[|CG|]| 
24
√
3
n3
]
2e−
2 (5)
and
Pr
[
|L(G) − E[L(G)]| 
24
√
3
n3
]
2e−
2
. (6)
The details can be found in Appendix A. Thus, we can bound the likelihood that  differs substantially from the ratio
of the expectations:
Pr
[
 = |CG|
L(G)
 E[|CG|] + (/24
√
3)n3
E[L(G)] − (/24
√
3)n3
]
4e−
2
. (7)
We next derive E[|CG|] and bound E[L(G)]. The expected size of the conﬂict set is E[|CG|]=∑(i,j)∈CKnp(i)p(j)
where p(i) is the probability ( 12 ) of edge i occurring in the graph. Since |CKn | =
(
n
4
)
, we obtain E[|CG|] = 14
(
n
4
)
. To
bound E[L(G)], let G¯ denote the edge-complement graph of G, so G ∪ G¯ = Kn. Consider the drawing of Kn formed
by superimposing the optimal drawings of G and G¯. We classify the crossing pairs of edges (i, j) in this drawing into
the following three types:
1. both i and j occur in G,
2. both i and j occur in G¯,
3. i (j) occurs in G and j (i) occurs in G¯.
There are two ways to superimpose the pages of these drawings—they can be directly placed on top of one another,
or one drawing can be reﬂected about the node line. We will choose one at random with equal probability. By linearity
of expectations, the expected number of crossings in this drawing is the sum of the expected number of crossings of
each type. Observe that E[L(G)] = E[L(G¯)]. The expected number of type 3 crossings is
∑
(i,j)∈CKn
1
2
((p(i)(1 − p(j)) + (1 − p(i))p(j))) = 1
4
(n
4
)
,
where the factor 12 is the probability that this conﬂicting pair is in the same page after the random page superposition.
Adding these expectations, we have 2E[L(G)] + 14
(
n
4
)
L(Kn), and so E[L(G)] 12L(Kn) − 18
(
n
4
)
. Substituting
this bound in (7) yields
Pr
[

(1/4)
(
n
4
)+ (/24√3)n3
(1/2)L(Kn) − (1/8)
(
n
4
)− (/24√3)n3
]
4e−
2
.
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Fig. 4. A worst-case instance for the randomized algorithm.
This can be rewritten as
Pr
[
 2
4/∗ − 1 + O(/n)
]
4e−
2
,
where ∗ = |CKn |/L(Kn). A longstanding conjecture [13] is that L(Kn) = (Kn) = n4/64 + O(n3). If this is true,
then since |CKn | =
(
n
4
) = n4/24 + O(n3), we would have, after simplifying, Pr[4 + O(/n)]4e−2 . We tested
this probability estimate on 100 random samples from G10,1/2. The mean value of  observed was 5.29 with a standard
deviation of 1.47, suggesting that the constants hidden in the big-O notation above are not too large.
4.2. Worst-case instances
Although a worst-case analysis is not the main intent here, nevertheless, it is interesting to identify graphs which are
potentially problematic for the randomized algorithm. Such graphs would tend to have a very large ratio=|CG|/L(G).
It is not difﬁcult to construct graphs with few crossings but large |CG| value. As one case, consider the graph shown
in Fig. 4. There are 2n/2	 edges, {2i − 1, 2i + 1} in page 1 and {2i, 2i + 2} in page 2, for 1 i < n/2	. For these
edges, the number of conﬂicting edge pairs is 2n/2	 − 3. In addition, there are n − 1 edges along the node line
joining consecutive pairs of vertices and n − 3 remaining edges required to triangulate the two subgraphs. The latter
set of edges yields a minimum of (n − 3) conﬂicting pairs. Hence, the total number of conﬂicting edge pairs is at
least 2n − 7. Now, adding the dashed edge {2, 5} yields a graph with 1 crossing. Consequently, we obtain the ratio
 = |CG|/L(G) = (2n − 6)/1 = 2n − 6. Hence,  can be as large as (n).
5. Experimental results
In [5] eight different heuristics and a branch-and-bound algorithm for FLCNP were tested. Five of the heuristics use
various greedy strategies for adding edges to the embedding. The other three heuristics use dynamic programming,
a divide-and-conquer method, and a neural network approach, respectively. We tested the randomized approximation
algorithm (Random) against the two best heuristics on the same set of graphs. Several families of random graphs
were tested. For the Hamiltonian graphs, the vertices were ﬁxed along the node line in the order of a Hamiltonian
cycle. In addition to random Hamiltonian graphs, random cubic Hamiltonian graphs, and complete graphs, the test
graphs included some instances of networks proposed as models for parallel computing architectures. These included
hypercube, cube-connected cycles, shufﬂe-exchange, de Bruijn, folded cube, twisted cube, crossed cube, Hamming
cube, Kautz, wrapped butterﬂy, n×n torus, star, pancake, circulant, and pyramid graphs. Deﬁnitions of these networks
can be found in [20,36].
To implement Random, we used the algorithm for MAX CUT described in [12] as a basis and modiﬁed it for FLCNP.
We generated 10c random vectors per instance (where c is the number of conﬂicting edge pairs) and retained the best
solution. Greedy incrementally adds randomly selected edges to the page of fewest crossings. Neural is a sequential
algorithm that simulates the neural network model of parallel computation and is described in [6]. For heuristics Neural
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Fig. 5. Performance results for 182 test graphs.
Table 1
Composite ranking of algorithms for all 182 test graphs
Algorithm Total rank Average rank Total #crossings Average #crossings
Random 221 1.21 320,684 1762.0
Neural 250 1.37 319,888 1757.6
Greedy 322 1.77 320,522 1761.1
and Greedy, the best solution obtained from 10 trials per instance was used. All algorithms were implemented in the C
language on a DEC AlphaServer 2100A 5/300 workstation with 291 MHz cpu speed and 512 Mbytes of RAM.
In Fig. 5, we show the performance of the three methods on the 182 test graphs. For each method we plotted the
number of excessive crossings that the method had over the best method. We then divided this number by the size of the
conﬂict set in order to compare results on different sized graphs. The test graphs indicated along the x-axis of the plot
are in increasing order of size (ranging from 10 to 928 edges). The solid line plot for Random indicates that the method
outperforms the other two methods by a wide margin overall. The only signiﬁcant number of excessive crossings for
Random occurred in the interval 42–44 along the x-axis where the maximum excess was approximately 0.042. The
plot for Greedy is indicated by the symbol + and shows the excessive crossing values for each test graph size. As the
ﬁgure shows, Neural outperformed Greedy on most of the test graphs.
We also compared the algorithms according to a ranking scheme, where the rank of an algorithmA was deﬁned to
be k, 1k3, if A obtained the kth best solution among the three methods for a given instance. Table 1 shows the
overall rankings on all test graphs. Random had the lowest average rank (1.21), but interestingly had the highest total
number of crossings. The vast majority of these extra crossings occurred on a few of the larger test graphs.
It is also interesting to examine the degree of optimality of the algorithms in cases where the optimal solution is
known. Due to running time constraints, exact solutions were only feasible for graphs with up to about 50 edges.
Optimal solutions were obtained by the branch-and-bound algorithm for 96 of the 182 test graphs. Table 2 shows how
the three algorithms fared on these graphs. Random found the optimal solution in 93 cases. Its solution deviated from
the optimal by a total of ﬁve crossings in the remaining three cases, with an average deviation of 0.1 crossings. For the
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Table 2
Optimality deviation of algorithms for 96 test graphs
Algorithm #Optimal solutions Total deviation Average deviation Maximum deviation
Random 93 5 0.1 2
Neural 77 37 0.4 6
Greedy 48 186 1.9 13
classes of complete graphs, torii, de Bruijn, and hypercubic graphs (except hypercubes), Random found the optimal or
conjectured optimal solution for all test cases with known solutions.
6. Concluding remarks
The randomized algorithm outperformed the other heuristics on all but a few of the graphs tested. The algorithm
is useful in providing expected bounds for the book crossing number and planar crossing number of a graph as well
as for ﬁnding crossing-minimum layouts of parallel interconnection networks. Furthermore, using derandomization
techniques, the expected bounds can be transformed into hard bounds (see [21]). However, the solution quality depends
on the given ﬁxed ordering of vertices along the node line. If this ordering is not optimal then the minimum number of
crossings cannot be obtained. In future work, we plan to study the adaptation of the algorithm to the unﬁxed (free) linear
crossing number problem. In addition, it would be interesting to characterize the performance of the k-page version of
the algorithm on Gn,1/2 and other random graph families.
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Appendix A. Martingale analysis
In this Appendix we provide the details establishing Eqs. (5) and (6). We focus on (5) ﬁrst. Let the edges of Kn be
put in increasing order of conﬂict degree (the number of edges conﬂicted with), assuming the vertices of Kn are in the
prescribed order. Let I1, . . . , Im be edge indicator variables, where Ii =1 if edge i is in G. Let Xk =E[|CG| |I1, . . . , Ik].
The sequence {Xk} comprises a martingale. We claim that |Xk −Xk−1|k/12. There are at most |CKn |=
(
n
4
)
potential
conﬂicting pairs in G out of a possible
(
m
2
)
pairs of edges. Thus, a random pair of edges has a
(
n
4
)
/
(
m
2
)
< 112 chance of
conﬂicting. Since the edges have been ordered in increasing order of conﬂict, even if all I1, . . . , Ik−1 =1, the number of
conﬂicts added with edge k is not more than the overall average, so |Xk −Xk−1|k/12. Applying Azuma’s inequality
(see [24]), for all > 0,
Pr[||CG| − E[|CG|]|]2 exp
(
− 
2
2
∑m
k=1(k/12)2
)
= 2 exp
(
− 12
232
m(m + 1)(2m + 1)
)
2 exp
(
−12
232
2m3
)
.
Letting ′ = (12√3/2/m3/2) we have
Pr
[
||CG| − E[|CG|]| n
3
24
√
3
′
]
 Pr
[
||CG| − E[|CG|]| m
3/2
12
√
3/2
′
]
2 exp(−′2),
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where the ﬁrst inequality follows from the fact that m3/2 =(n2 )3/2 =(n(n−1)/2)3/2 <n3/2√2. This establishes Eq. (5).
Let Yk = E[L(G) |I1, . . . , Ik] form another martingale sequence. The number of new crossings added by uncovering
a new edge is at most the number of new conﬂicting pairs added, so |Yk − Yk−1|k/12. The same argument as above
establishes Eq. (6).
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