a b s t r a c t Objects in our environment are subject to manifold transformations, either of the physical objects themselves or of the object images on the retina. Despite drastic effects on the objects' physical appearances, we are often able to identify stable objects across transformations and have strong subjective impressions of the transformations themselves. This suggests the brain is equipped with sophisticated mechanisms for inferring both object constancy, and objects' causal history. We employed a dot-matching task to study in geometrical detail the effects of rigid transformations on representations of shape and space. We presented an untransformed 'base shape' on the left side of the screen and its transformed counterpart on the right (rotated, scaled, or both). On each trial, a dot was superimposed at a given location on the contour (Experiment 1) or within and around the shape (Experiment 2). The participant's task was to place a dot at the corresponding location on the right side of the screen. By analyzing correspondence between responses and physical transformations, we tested for object constancy, causal history, and transformation of space. We find that shape representations are remarkably robust against rotation and scaling. Performance is modulated by the type and amount of transformation, as well as by contour saliency. We also find that the representation of space within and around a shape is transformed in line with the shape transformation, as if shape features establish an object-centered reference frame. These findings suggest robust mechanisms for the inference of shape, space and correspondence across transformations.
Introduction
A fundamental task of human vision is object recognition. In general, the most important visual feature for object recognition is shape. However, the shapes of objects in our visual environment are subject to manifold transformations, from simple rigid changes like rotation or translation to complex non-rigid transformations like twisting, bending or biological growth. These transformations may be grouped into two broad classes: (i) transformations of the physical objects themselves and (ii) transformations of the object images on the retina. To identify objects across a wide range of viewing conditions, the visual system must be able to represent objects in a way that is robust across transformations from both classes. 1 Transformations from the first class result from movements and changes of objects, as for example in rolling balls, flying birds, shattering pots, or melting ice cream. In our visual environment movements and changes of objects are often intertwined, for example our limbs undergo non-rigid bending as we walk. Also, many transformations are typical for specific objects so that transformations alone can be powerful cues for object identity (as in biological motion; e.g., Cutting, 1982; Cutting & Kozlowski, 1977; Johansson, 1973) . Transformations from the second class result from movements of the observer's eyes, head, and body, as for example in smooth pursuit, turning the head, or movements towards or away from an object.
Many of these transformations have drastic effects on the object's physical appearance and its retinal image. Despite the fact that these transformations occur on a regular basis for objects in our visual environment, we perceive objects that are stable in space and time (object constancy; Cassirer, 1944) -as has also been demonstrated for natural images (Kingdom, Field, & Olmos, 2007) . Also, we often seem to have some idea about the type of transformation that has given an object its present physical form (causal history; Arnheim, 1974 Arnheim, , 1988 Leyton, 1989; Pinna, 2010) . Both object constancy across transformations and the inference of an object's causal history, are cornerstones of object perception. In this study, we investigate both the perception of object shape http://dx.doi.org/10.1016/j.visres.2015.04.011 0042-6989/Ó 2015 Elsevier Ltd. All rights reserved.
⇑ Corresponding author at: Justus-Liebig-University Giessen, General Psychology, Otto-Behaghel-Str. 10F, 35394 Gießen, Germany. Fax: +49 6419926119.
E-mail address: filipp.schmidt@psychol.uni-giessen.de (F. Schmidt). 1 This could be achieved by explicitly estimating and then compensating for transformations. For example, if an object is rotated, the visual system could explicitly recover the rotation and discount it. Another possibility is that the visual system effectively 'ignores' the transformations through the use of shape measurements that are invariant across the transformations. For example, it could rely on a variety of measurements, such as the area, or the distance of curvature extrema from the center of mass, which capture certain aspects of shape but which remain constant across rotations.
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Related work
Before we discuss some relevant findings, we will briefly describe the hierarchy of five groups of transformations that was established by Klein (1893) . This hierarchy is defined by the extent to which definitions and theorems of a geometry remain invariant under each group, and has been very useful for describing and integrating findings about transformations in visual perception (Bedford, 2001; Chen, 2005; Graf, 2010) . Without any transformation, all properties of a geometry remain invariant (e.g., square ? square). In the following, each of the higher-ranking groups includes all transformations of the lower groups. In the first group of Euclidean transformations, properties of size, angle, parallelism, collinearity, order, and connectivity remain invariant -transformations include translations, picture-plane rotations, and reflections (e.g., square ? rotated square). In the second group of Similarity transformations, the properties of the first group except size remain invariant -thus, transformations include expansions and extractions (e.g., square ? small square). In the third group of Affine transformations, the properties of the second group except angle remain invariant -transformations include stretching and compression of one axis, or rotation of one axis against the other (e.g., square ? parallelogram). In the fourth group of Projective transformations, the properties of the third group except parallelism remain invariant -transformations include projection (e.g., square ? trapezoid). In the fifth group of Topological transformations, the properties of the fourth group except collinearity remain invariant (i.e., order, connectivity) -transformations include space-curving (e.g., square ? circle). Finally, non-topological transformations have no invariant properties (e.g., square ? two circles).
Studies on object constancy employed a diverse number of experimental paradigms to measure the effects of numerous kinds of transformation (for reviews see Bedford, 2001; Chen, 2005; Graf, 2010) . Here, we will briefly discuss apparent motion paradigms and same-different paradigms together with some standard findings to illustrate typical experimental approaches in the field.
In apparent motion paradigms, sequential presentation of two stationary stimuli at different locations can result in the subjective impression of a single object undergoing motion from one location to the other. As apparent motion mostly occurs when the two stimuli are identical or similar, it is assumed that the two stimuli are interpreted as two glimpses of the same stimulus at two different times (Rock, 1983; Shepard, 1984) . Consequently, the apparent motion paradigm can be used to investigate under which conditions observers do perceive two shapes as instances of the same object (e.g., a shape and a transformed version of that shape). Bedford and Mansson (2010) used a competing motion paradigm to directly compare the probabilities with which different transformations induce apparent motion. Thus, the authors tested which transformations are preferred to others by the visual system. They observed that there is a preference to perceive motion between two stimuli that are transformed by Similarity transformations compared to topological transformation (square ? small square vs. square ? circle/triangle), and a preference to perceive motion between two stimuli that are transformed by topological transformations compared to non-topological transformation (square ? circle/triangle vs. square ? square with hole). These results suggest that the hierarchy of transformations by Klein (1893) might have an equivalent in visual perception (see also Todd, Weismantel, & Kallie, 2014) .
In same-different paradigms, a shape is presented simultaneously with a transformed version of that shape or simultaneously with another (sometimes reflected version of that) shape. Participants have to indicate as quickly as possible whether the two shapes are the same or different when allowing for affine transformations. A general finding is that participants' performance (e.g., response times) decreases with increasing transformational distance between a shape and its transformed version. By far the most studies focused on the effect of rotation, showing that response times increase with increasing angular departure between the two shapes (probably with exception of the principal axes, Lawson & Jolicoeur, 1999 ; for a review, see Shepard & Cooper, 1982) . Also, there is evidence for increasing response times with increasing size ratios (e.g., Bundesen & Larsen, 1975) , with increasing translational distance between the two shapes (e.g., Larsen & Bundesen, 1998) , or with increasing affine stretching or compression (Dixon & Just, 1978) .
In contrast to the effect of transformations on object constancy, there is much less research on the representation of the transformation itself. For most transformed objects, we not only know that it was transformed but we have also some idea about how it was transformed (i.e., about its causal history; Arnheim, 1974; Leyton, 1989; Pinna, 2010) . From a projected object, we might infer its depth plane and from a bent object the type of forces that were applied to it (Spröte & Fleming, 2016) . Thus, research on the causal history of objects is interested in the extent to which the current state of an object provides cues for the transformations that operated on it in the past. Leyton (1989) distinguished between the inference of causal history from a single shape (the 'first inference problem'), and the inference of intervening causal history between a pair of shapes that appear to be snapshots of the same shape at different stages of development (the 'second inference problem'). Inference of causal history from a single shape was investigated by Spröte and Fleming (2013) . They tested which geometrical features contribute to our perception of shapes as being ''bitten'', that is, as having a history of forceful excision of a piece. They found that the relative size and salience of concavities in a shape contribute strongly to our perception of this specific interpretation of the shape's causal history. The inference of causal history between a pair of shapes is somewhat less challenging because different stages can provide information about the dynamics of a transformational process. In fact, if the number of snapshots would be increased sufficiently, participants would be able to closely follow each stage of a transformation. However, even continuous motions can be ambiguous about transformations; for example, a rotating ellipse (or ellipsoid) can be seen as deforming non-rigidly (Jain & Zaidi, 2011; Weiss & Adelson, 2000; Zang, Schrater, & Doerschner, 2010) . It remains unclear to what extent participants that are presented with two snapshots can infer the transformation that produced one shape from the other.
A related research question is whether an inferred transformation is restricted to the representation of the transformed shape or whether it extends to the space around the shape. In other words, do participants represent space around a transformed shape in egocentric coordinates (e.g., with respect to their own body) or within a reference frame that is defined relative to that shape? In general, concepts of perceptual reference frames assume that transformations are discounted by imposing a frame of reference that establishes a coordinate system relative to which a shape is perceived (e.g., Rock, 1997) . According to this approach, recognition involves the adjustment of a reference frame to the orientation of a stimulus (Graf, Kaping, & Bülthoff, 2005; Jolicoeur, 1990) .
Evidence for the existence of object-centered (allocentric) reference frames comes from neurophysiology. Some patients with hemineglect, a neurological syndrome resulting from a unilateral lesion of the parieto-occipital cortex, show deficits in registering and interacting with the left side of objects or shapes. This left side is defined with respect to the shapes' principal axes and regardless of their position in the visual field (object-centered neglect; e.g., Driver et al., 1994; Driver & Halligan, 1991; Li, Karnath, & Rorden, 2014) . Here we seek to study in geometrical detail the perception of shape, space and transformations themselves, for simple rigid transformations (scaling and rotation). Specifically, we aim to measure how the visual system establishes correspondence between points across two snapshots of an object as it is subjected to a rigid transformation.
1.2. The dot-matching task: current study and earlier findings
In this paper, we measure the effect of transformations on representations of shape and space to test for object constancy, causal history, and transformation of space. In contrast to most previous studies that employed implicit measures of object constancy (i.e., perceived apparent motion, response times), we employ an explicit measure, the dot-matching task (Phillips et al., 1997) . We do not address the influence of spatial transformations on the quality or duration of object recognition (e.g., Graf, 2006) or the subjective differences in the ability to discount for spatial transformations (e.g., Newcombe & Shipley, 2012) . Rather, we investigate the influence of shape transformations on basic representations of shape and space.
The dot-matching task was introduced by Phillips et al. (1997) and is related to the dot placement task for measuring the representation of the interior structure of 2-D-shapes (Firestone & Scholl, 2014; Psotka, 1978) , the gauge figure task for measuring representation of 3-D-shapes (Cornelis, Van Doorn, & Wagemans, 2009; Mingolla & Todd, 1986) , and the same-different task for measuring effects of transformation on response times (Shepard & Metzler, 1971) . Using the task, we can test the ability of observers to identify corresponding points for a shape and a transformed version of that shape (i) on the contours of both shapes, and (ii) within and around both shapes.
Testing corresponding points on the contours allows us to make inferences about the representation of shape after transformation. By testing how well the results of participants correspond to the true physical transformation, we can measure the effect of the (amount of) transformation on the quality of perceived object constancy on a location-by-location basis. In other words, we can quantify how well participants can identify shape features irrespective of transformations (properties of the shape).
Testing corresponding points within and around the shapes allows us to draw conclusions about the representation of the transformation itself. If participants give responses in accordance with the transformation, they must have a representation of that transformation (i.e., must have inferred the spatial mapping between the shapes). If this inferred transformation also extends to the space within and around the shape, this would suggest that participants establish an object-centered reference frame for the transformed shape that extends beyond the shape. In other words, we can quantify how well participants can identify the transformation from a transformed shape (properties of the transformation), and whether this inferred transformation influences their representation of space.
The most relevant findings for our study stem from previous work using the dot-matching task Moran & Leiser, 2002; Phillips et al., 2003 Phillips et al., , 1997 . Surprisingly, only few studies have used the task; either to investigate the perception of smooth surfaces (Phillips et al., 1997 ; for a similar approach see Phillips et al., 2003) or 3D objects . These studies demonstrated that performance of observers is surprisingly high, including that across changes in viewing position. Phillips et al. (1997) showed that performance depended on the amount of structural information on smooth surfaces, and that performance was better in the spatial neighborhood of higher local surface curvature. The authors suggested that participants follow a strategy where they attend to salient viewpoint-invariant landmarks to triangulate the position of points after transformation. Phillips et al. (1997) did not systematically test for the effect of transformations but report no influence of a 20°slant (plus random rotation) of the surface. Consequently, they consider the perceived identities of individual surface points that were tested in their experiment as viewpoint invariant. Note that they did not present the surface and its slanted counterpart simultaneously but separated by a blank screen for 5 s, a configuration that may lead to spatial memory distortions (e.g., Werner & Diedrichsen, 2002) .
More recently, a single study used the dot-matching task to test the effect of different levels of slant on the perception of 2D shapes (Moran & Leiser, 2002) . In contrast to Phillips et al. (1997) , shapes and their transformed versions were presented simultaneously. Participants responded to points either within a square or within an irregular shape for different levels of slant (40°, 55°, and 70°). The authors reported lower performance for the square and for the highest degree of slant, compared to the irregular shape and lower degrees of slant. In line with Phillips et al. (1997) , they argue that perception is based on triangulation between salient landmarks, which are however not always preserved across the tested transformations (i.e., are not viewpoint-invariant).
Finally, the results from previous studies also suggest that participants in the dot-matching task use an object-centered frame of reference, as responses are not in line with an egocentric frame of reference (Phillips et al., 1997 (Phillips et al., , 2003 .
Here, we consolidate and extend these previous findings by using a simultaneous dot-matching task to study in geometrical detail the effects of rigid transformations on representations of shape and space. We focus on the Similarity transformations of rotation and scaling for 2D shapes. Rotations, together with translations and size scaling, are very prevalent in our visual environment. More complex transformations of objects can also often be broken down perceptually into Similarity transformations of their parts -so that the latter transformations are likely to play a relatively prominent role in visual perception (e.g., Cutting, 1982; Shepard, 1984) . Moreover, we wanted to test the dot-matching task with respect to transformations for which there are numerous results from other experimental paradigms. In that way, we can validate the paradigm by comparing our findings to previous ones (e.g., on the decreasing performance levels with increasing transformational distance). Finally, rotation and scaling transformations can be used to produce shapes and transformed versions of these shapes in which points transition from being inside to outside the shape or vice versa (within an egocentric frame of reference). This way, we can test conclusively whether participants in the dot-matching task use an egocentric reference frame or an object-centered reference frame: within an object-centered reference frame, points inside (or outside) a shape will still be inside (or outside) that shape after transformation.
Experiment 1
2.1. Methods 2.1.1. Participants 14 students from the Justus-Liebig-University Giessen, Germany (9 female, 5 male, ages 19-33), with normal or corrected vision participated in the experiment for financial compensation. Participants were debriefed after the final session and received an explanation of the experiment. All participants gave informed consent and were treated according to the ethical guidelines of the American Psychological Association. All testing procedures were approved by the ethics board at Justus-Liebig-University Giessen and were carried out in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki).
Stimuli
For Experiment 1, four base shapes were generated with Matlab using the same method as Cohen and Singh (2007) .
10 radial axes separated in polar angle by 36°were projected from the center of the screen. On each of these axes, a point was chosen randomly within bounds that produced a 10-point polygon with a diameter between 1.72°and 12.88°of visual angle. Each vertex of this polygon was subjected to a random angular offset between À5°and +5°, resulting in an angular separation of neighboring points between 26°and 46°. Finally, each shape was smoothed by fine-sampling the closed contour and convolving with a 1D Gaussian (cf. Cohen & Singh, 2007) . From a set of 10 random shapes, we selected four shapes that were the (i) least mirror symmetric, (ii) least similar to any recognizable object contour, and (iii) least similar to any of the other shapes. The four selected shapes are displayed in Fig. 1 -the maximal point-to-point distances on the shape contours are 9.74°, 10.63°, 9.04°, and 9.23°( for shape A, B, C, and D, respectively).
For each of these four base shapes, we produced 12 transformed shapes by Similarity transformations of rotation and scaling. We used four levels of clockwise rotation (by 20°, 40°, 80°, and 160°), four levels of scaling (by factors of 0.6, 0.8, 1.2, and 1.4), and four levels of combined rotation and scaling (by 20°and 0.6, 20°and 1.4, 160°and 0.6, and 160°and 1.4).
Procedure
Stimuli were presented on a Dell U2412 M monitor at a resolution of 1920 Â 1200 pixels, in black on a white background. Participants were seated about 90 cm away from the monitor. Stimulus presentation was controlled by Matlab, using the Psychophysics Toolbox extensions (Kleiner, Brainard, & Pelli, 2007) .
On each trial, the participant was presented with one of the four base shapes on the left side of the screen and simultaneously one of the corresponding transformed versions of the shape on the right side of the screen (with the center of mass aligned with the center of the left/right side of the screen). Somewhere on the contour of the base shape, a red dot (sample point, 0.14°) was presented. The participant should now indicate the corresponding position on the contour of the transformed shape by moving the mouse cursor (a green dot, 0.14°) to that position and hitting the mouse button. Whenever the green dot moved within 8 pixels of the contour, it was mapped onto the closest point on the contour, giving the impression of a 'magnetic' attraction that caused the dot to cling to the contour. Only responses on the contour of the transformed shape were allowed. After response, the sample point was replaced by another point somewhere else on the contour of the base shape. The base and transformed shapes remained on screen until the participant responded to 10 sample points. Then, in the next trial, some other base and transformed shape were presented.
Sample points for each participant were placed at equidistant positions around the perimeter of the contour, and they were shifted with respect to the sample points of the other participants so that the contour of each shape was sampled by 140 equidistant points (14 participants Â 10 sample points).
Stimuli and sample points were presented in quasi-random order so that the same shape was never presented on subsequent trials, and neighboring sample points were never presented consecutively.
Participants completed 12 blocks of four trials/shapes. There was no time limit but participants were instructed to take breaks only between blocks. As a result, in addition to the spatial locations of the responses (the primary dependent measure) we can also use mean response times as a coarse indicator of task difficulty, per participant, per shape, as well as per transformation.
We allowed our participants to take as much time as needed to make their judgments as accurately as possible. This is important because spatial memory begins to distort within 50 ms after looking at a stimulus (Werner & Diedrichsen, 2002) . Also, longer time allows for more frequent gazes back and forth between the stimulus and the location of stimulus reproduction, which in drawings has been found to be correlated with higher reproduction accuracy (Cohen, 2005) .
After completing the experiment, participants were asked which strategies they followed to decide on the position of their response (open format, followed by picking from a choice of strategies provided by the experimenter).
Data treatment and statistical methods
We calculated repeated-measures analyses of variance on mean response times per sample point with factors of base shape (S) and transformation (T). We report Greenhouse-Geisser-corrected p values and effect size g 2 (Levine & Hullet, 2002) , where 0.01 represents a small, 0.059 a medium, and 0.138 a large effect (Cohen, 1988) .
Second, we analyzed spatial response variables. In a first step, we defined an error measure by calculating the Euclidean distance between each response point and the correct response point (i.e., the transformed sample point).
2 Thus, we can visualize the difference between the geometrically correct response after transformation, and the participant's response. Then, we normalized this error measure by expressing it as a percentage of the perimeter of the transformed shape. In that way, we abstract from the differences between shape perimeters and, more importantly, between shape sizes (i.e., scaling factors). All our spatial analyses are based on this variable (mean error). For the basic analysis, we again calculated repeated-measures analyses of variance with factors of base shape (S) and transformation (T) with Greenhouse-Geisser-corrected p values and effect size g 2 .
Results and discussion
Participants reported using a number of basic strategies to solve the task. 13 participants oriented themselves on salient contour features, 11 mentally transformed the base shape together with the sample point, 6 placed some of the sample points with respect to the position of preceding sample points, and, interestingly, 5 participants interpreted the shapes as silhouettes of objects or animals to help identify their salient features. The diversity and nature of the reported strategies suggests that while the task is highly intuitive to perform, participants draw on a range of perceptual and cognitive faculties to determine their responses.
Mean Finally, for combined rotation and scaling, mean error again increased with increasing rotation angle, and was slightly larger for scaling down compared to up [F(3,39) = 6.59, p = .007, g 2 = 0.191] (Fig. 3, right panel) . No other effects were significant.
The pattern of differences between the base shapes was the same in all transformation groups (cf. Fig. 3 ). This implies that specific shapes allowed for better shape representations after transformation across all transformations. Also, performance decreased with increasing transformational distance between base shape and transformed shape, that is, with increasing rotation angle and increasing or decreasing scaling factor.
To provide an intuitive measure of how well the participants performed in the task, we compared the distribution of response errors with the distribution that would have occurred with random responses. This provides a form of lower bound on performance, as worse than random performance would indicate systematic errors that would require some awareness of (and avoidance of) the true correspondences. To this end, we used bootstrapping to determine 10,000 points on the contour of each transformed shape. We calculated the mean Euclidean distance between these points and each correct response point of that shape. Thus, we obtained an estimate of the mean error for each transformed shape and sample point that would be produced by random responses. We normalized this error measure by expressing it as a percentage of the perimeter of the transformed shape, just as we did with the participants' responses. As a result, we can directly compare the mean errors of participants with the mean errors of random responses for each shape and transformation. Fig. 4 shows the full distributions of participants' response errors and random response errors across all shapes and transformations. As it turns out, participants are far better than random responses, by a factor of around 30. This difference is strongly significant for all shapes [all T(1679) < À121.46, all p < .001] and transformations [all T(559) < À125.28, all p < .001].
Next, we tested whether the spatial pattern of errors was systematically related to the type of transformation. For example, it could be that participants underestimate the magnitude of the rotation, leading to a consistent direction of errors around the contour. In particular, we tested whether the direction of the mean error (relative to the transformed sample point) was different for the different transformations. To this end, we multiplied the mean error by 1 for clockwise and À1 for counter-clockwise displacement along the contour and performed one-sample T-tests on the resulting signed mean errors to test whether they were different from zero for any transformations. This was not the case [all T(559) < 1.95, all p > .052], implying that the mean errors were balanced between clockwise and counter-clockwise direction within each transformation. This tends to suggest that the small errors were observed were due more to noise than to a systematic misperception of correspondence. Fig. 1 . The four base shapes that were generated using the same method as Cohen and Singh (2007) . Finally, we tested whether the information content of the contour (Attneave, 1954 ) played a role in determining the response errors. The basic intuition was the following: high curvature regions of the contour contain more information and therefore present salient features that can be localized precisely, which may lead to more superior performance at such locations. For example, consider, a single sharp corner embedded in an otherwise circular contour. Whereas the circular portions of the contour are all identical -and therefore locally ambiguous -the corner is a unique and therefore unambiguous feature, potentially enabling precise matches. We therefore sought to test whether informative portions of the contour yielded better matches. To do this, we formalized contour information as surprisal along the contour (Feldman & Singh, 2005) . Surprisal increases with increasing deviations from a straightness, so that contour information is concentrated in regions of high magnitude of curvature ( Supplementary Fig. S1 ). We computed the contour information for the base shapes using code provided by Feldman and Singh (2005) , treating positive and negative curvature (i.e., convex and concave contour segments) either symmetrically (unsigned; Attneave, 1954; Norman, Phillips, & Ross, 2001) or giving negative curvatures more weight (signed; Feldman & Singh, 2005) . In both cases, we normalized the surprisal for each point on a contour with respect to the maximum surprisal on that contour (Fig. 5) .
Importantly, the local surprisal estimates depend on the size of the integration window, that is, on the number of neighboring points taken into account in computing the tangent direction at any given point. Because we had no a priori hypotheses about the size of this window, we calculated the surprisal for 99 window sizes (integrating 1-99% of the contour perimeter) ( Supplementary  Fig. S1 ). Then, we excluded all participants' errors above or below 2 standard deviations of the mean, and correlated the surprisal in each sample point with the response error at this point, separately for each transformation and each window of integration.
By comparing the magnitude of the correlation coefficients between different windows, we can test which size of the integration window fits our data best. Equivalently, we can also test whether the relationship between response errors and surprisal is stronger when surprisal is based on signed vs. unsigned contour information.
The negative correlation coefficients between response errors and signed as well as unsigned information are strongest for an integration window size between 5% and 20% of the perimeter of the contour for all transformations (Supplementary Fig. S2 ). This might suggest that the information integration across the contour on which the visual system might base its estimations of sample point positions after transformation is rather local than global. Also, correlations are almost invariably stronger (i.e., more negative) for the unsigned vs. the signed surprisal, in line with earlier findings showing that concavities or negative curvatures are not inherently more salient in perception than convexities (e.g., Bertamini, 2008) .
Nevertheless, overall, the relationship between surprisal and performance was only relatively weak (coefficients range between 0.12 and 0.27 for optimal windows of integration) and performance was good even in low surprisal portions of the contour. Although high surprisal features are likely to be localized very precisely, participants may also be able to use them to establish anchors for making accurate partitions of the space that falls between them, which would explain why high performance is also found in low surprisal contour regions. That is, participants do not have to determine contour locations by relying solely on the local curvature properties at each point in isolation. Instead, they can also define a given point's location relative to more distinctive reference points at some distance from that point. For example, participants could localize a point on a straight portion of the outline by measuring the ratio of distances between that point and the two local curvature maxima that flank it (e.g., 'the point 1/3 of the distance between those two corners' rather than 'the point with such-and-such a local curvature'). Such a strategy might explain why local surprisal per se is only a relatively weak predictor of performance.
Experiment 2
Experiment 2 was designed to answer the question of whether participants can infer the causal history between two shapes and whether the inferred transformation influences the representation of the space within and around the transformed shape.
Methods

Participants
14 students from the Justus-Liebig-University Giessen, Germany (7 female, 7 male, ages 19-34, 1 already participated in . Two example comparisons between surprisal predictions (i.e., contour information plots; red fillings) and response accuracy (blue fillings). Response accuracy is defined at sample point as the difference between 100 and the error as a percentage of the maximal error for that shape and transformation (so that at the point of maximal error there is no filling). For illustration purposes, we chose to display examples for an integration window size of 10% and unsigned surprisal, where correlations are relatively strong.
Experiment 1), with normal or corrected vision participated in the experiment for financial compensation. They gave informed consent and were treated as participants in Experiment 1. All testing procedures were approved by the ethics board at Justus-Liebig-University Giessen and were carried out in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki).
Stimuli
The four base shapes of Experiment 1 were subjected to three levels of transformation (rotation by 80°, scaling by a factor of 0.6, and combined rotation by 80°and scaling by 0.6).
Procedure
The experimental apparatus and environment were the same as in Experiment 1. On each trial, the participant was presented simultaneously with one of the four base shapes on the left side of the screen and one of the corresponding transformed shapes on the right side of the screen. At some point within the left side of the screen, a red dot (sample point, 0.14°) was presented. The participant's task was to indicate the corresponding position within the right side of the screen by moving the mouse cursor (a green dot, 0.14°) to that position and hitting the mouse button. Note that the participant's instruction did not refer to the contours in any way, and responses were allowed anywhere on the screen. After response, the sample point was replaced by another point. The base and transformed shapes stayed on screen until the participant had responded to 24 sample points. Then, in the subsequent trial, another pair of shapes was presented.
Sample points in Experiment 2 were defined on various positions inside and outside the base shape. In a first step, we defined six rays originating in each base shape's center-of-mass at angle brackets of 30°. On each ray, we defined four sample points with an increasing distance to the center-of-mass (cf. Fig. 6 ).
The first sample point on each ray was placed at the midpoint between the center-of-mass and the perimeter of a circumferential circle with a radius defined by the minimum distance between the center-of-mass and the perimeter of the base shape. The second sample point on each ray was placed at the midpoint between the first sample point and the perimeter of the base shape along that ray. The third sample point on each ray was placed at the midpoint between the second sample point and the perimeter of a circumferential circle with a radius defined by the maximum distance between the center-of-mass and the perimeter of the base shape. The fourth sample point on each ray was placed at the midpoint between the perimeter of the circle defined for placing the third sample point and the perimeter of a circle with 150% of that circle's radius.
As a result, the four sample points on each of the six rays are grouped such that the first point is always inside the shape before and after transformation, the second point is inside the shape before transformation but may be outside after transformation, the third point may be inside or outside before or after transformation, and the fourth point is outside the shape before and after transformation. In total, 126 sample points per participant were outside and 106 inside the shape before and after transformation, 50 were inside before and outside after transformation, and 6 were outside before and inside after transformation (i.e., 24.14% of sample points switch sides). Stimuli and sample points were presented in quasi-random order so that the same shape was never presented on subsequent trials.
Participants completed 6 blocks of two trials/shapes. Again, there was no time limit but participants were instructed to take breaks only between blocks. At the end, participants were asked for their response strategies.
Data treatment and statistical methods
Spatial response variables were analyzed by calculating the Euclidean distance between each response point and the correct response point without correcting for the perimeter of the transformed shape (because points are not sampled on the contour). As a consequence, the mean error is given in pixels. Other details of the analyses are equivalent to those in Experiment 1.
Results and discussion
As in Experiment 1, participants reported a number of basic strategies to solve the task. All 14 participants oriented themselves on salient contour features, 11 mentally transformed the base shape, 5 placed some of the sample points with respect to the position of preceding sample points, and a total of 9 participants interpreted the shapes as silhouettes of objects or animals to remember their salient features.
Mean response times were different between different transfor- sample points were distributed both inside and outside the base shapes and the shapes were not referred to in the instruction, all participants chose their responses with respect to the transformed shapes: they transformed the sample points in accordance with the shape transformation. As a consequence, 100% of sample points that would have switched from inside to outside the base shape had the participants used an egocentric rather than an object-centered reference frame produced a response that continued to lie inside the transformed shape. Similarly 98.81% of those that could have switched from outside to inside were seen as continuing to fall outside the transformed object. These effects can be seen in Fig. 6 , where confidence intervals (ellipses) virtually never cross shape contours, strongly suggesting that participants based their responses with respect to object-centered reference frames.
The mean error in the spatial responses (see Section 3.1.4) for the three different transformations across all shapes is displayed in Fig. 8 . The mean error was different between different transformations [F(2,26) = 173.51, p < .001, g 2 = 0.697], with the largest mean error for rotation, the smallest for scaling, and the mean error for the combined transformation in between. We also observed an interaction effect between base shape and transformation [F(6,78) = 3.98, p = .005, g 2 = 0.083], reflecting that a rotation by 80°produced less errors for shapes A, B compared to shapes C, D (Fig. 1) .
In a separate analysis, we analyzed differences in mean error for the different groups of sample points [F(3,39) = 208.85, p < .001, g 2 = 0.880] (Fig. 8) suggests that the object-based reference frames are established by the shapes' features.
When comparing response errors for sample points with respect to whether the sample points are inside or outside the shape before and after transformation, we also find marked differences. Specifically, mean errors were largest for sample points that were outside the shape before and after transformation (m = 67.78), followed by those that switch from inside to outside (m = 50.89), those that were inside (m = 30.20), and those that switch from outside to inside (m = 26.62) [F(3,39) = 71.94, p < .001, g 2 = 0.679]. This might also reflect an effect related to the total distance traveled by the points when subjected to the transformations.
As in Experiment 1, we tested response errors against a random response sampling. To this end, we used bootstrapping to determine 10,000 points within the area spanned by the smallest convex polygon containing all of a participant's responses in a given trial (i.e., the convex hull). Again, we calculated the mean Euclidean distance between these points and each correct response point of that shape to estimate the mean error for each transformed shape and sample point that would be produced by random responses. Fig. 9 shows the full distributions of participants' response errors and random response errors across all shapes and transformations. Participants are better than random responses by a factor of around 10. This difference is strongly significant for all shapes [all T(1007) < À69.41, all p < .001] and transformations [all T(1343) < À78.32, all p < .001].
To assess more directly how well participants estimated the transformations, we compared the actual transformation to the one that was necessary to transform the base shape sample points into the participants' responses. To this end, we performed a Procrustes analysis (e.g., Seber, 1984) , which determines the linear transformation that best transforms one set of points into another set. We did this separately for the sample points and responses in each shape and transformation, and restricted the linear transformation that was fit by the Procrustes analysis to translation plus Fig. 7 . For each shape (rows) and transformation (columns), panels show sample points after transformation (red dots) and participants' mean responses (green dots). Vectors and transparent layers are included to illustrate the differences between both. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 8 . Mean response errors (in pixels) for the three different transformations (rotation: red, scaling: blue, rotation and scaling: green) for the four different groups of sample points (increasing distance to centroid). Error margins denote standard errors of the mean. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) the actual transformation (i.e., only rotation, only scaling, or both). In that way, we can test how well the participant's responses mimic the actual transformations. Also, we can test whether the dissimilarity measure d is different from zero (defined as the comparison of the sum of squared deviations between the responses with the sum of squared deviations of the sample points). When comparing the analyses for the different groups of sample points, this undershoot increases with increasing distance to the centroid of the shape in rotation (Fig. 10, left panel) and in scaling (Fig. 10, mid panel) . For rotation and scaling both effects are combined (Fig. 10, right panel) . This may again reflect increasing uncertainty related to larger rather than smaller traversed distances. Nevertheless in all cases the transformation differed from the true physical transformation by only a few percent, implying that rigid transformations are robustly inferred both inside and outside objects.
General discussion
In this paper, we employed the dot-matching task (Phillips et al., 1997) to study in geometrical detail the effects of rigid transformations (rotation, scaling) on representations of shape and space to test for object constancy, causal history, and transformation of space. In the first experiment, participants looked at a base shape and a transformed version of that shape and picked corresponding points on the contours of both shapes. In the second experiment, participants picked corresponding points within and around the contours of both shapes. While the first experiment allows to measure the effect of the (level of) transformation on the quality of perceived object constancy on a location-by-location basis, the second experiment allows to test whether participants make inferences about the transformations between the two shapes (causal history) and whether they establish an object-centered reference frame for the transformed shape that extends beyond the shape.
Overall, we find that shape representations are remarkably robust against rigid spatial transformations of rotation and scaling. Participants' responses in both experiments indicated a high overall accuracy of shape representation after transformation -with respect to random responses as well as to the true physical transformation (Moran & Leiser, 2002; Phillips et al., 1997) .
At the same time, performance decreased with increasing transformational distance between base shape and transformed shape, that is, with increasing rotation angle and increasing or decreasing scaling factor (cf. Moran & Leiser, 2002) .
3 This finding replicates and extends results from earlier studies using more implicit response time measures (e.g., Bundesen & Larsen, 1975; Shepard & Cooper, 1982) . Although the dot-matching task is not explicitly designed to measure response times, we also find slower response times for increasing rotation angle between base shape and transformed shape, as reported in previous same-different or memory tasks (e.g., Cooper, 1975) . We do not replicate earlier findings of increasing response times with increasing scaling factor (results for similar scaling factors as used in our study are reported, for example, by Besner & Coltheart, 1976; Sekuler & Nash, 1972) . However, note that strong effects of scaling on response times have typically been observed only with much higher scaling factors (e.g., Bundesen & Larsen, 1975 ; included factors up to 5; but see Kubovy & Podgorny, 1981) . Thus, a wider range of scaling factors might also produce response time differences within the dot-matching task. For combined rotation and scaling, we found an unexpected interaction of both transformations on the spatial responses. For relatively small degrees of rotation (20°in Experiment 1; 80°in Experiment 2), we observed response errors for combined rotation and scaling that were smaller compared to scaling and larger compared to rotation. Thus, adding a small degree of rotation actually increased performance when responding to shapes that were scaled up or down. In contrast, for large degrees of rotation (160°i n Experiment 1), we observed response errors for combined rotation and scaling that were larger compared to scaling and to rotation. Note that this result was also reflected in response times in Experiment 2 but not in Experiment 1 (which did not produce any differences between different scaling factors). This might imply that a small degree of rotation induces more careful (and thereby more accurate) responses in participants. However, note that response times for combined rotation and scaling are not slower as those for rotation -which might have been expected for more careful responses.
In general, our findings are not in agreement with previous studies that reported additive effects of rotation and scaling on response times (Bundesen, Larsen, & Farrell, 1981; Larsen, 1985; Sekuler & Nash, 1972) . This should not be deemed too surprising since the dot-matching task is not a measure of mental processing per se but of shape perception and representation. How well participants can identify shape features across transformations given as much time as needed might be dissociated from the time necessary to generate underlying shape representations.
Thus, our experimental approach takes a different vantage point on shape perception across transformation as compared to previous studies with more implicit measures. As a result of the detailed geometric measurements, we could carry out analyses that revealed the role of shape features for the quality of shape representation after transformation Phillips et al., 1997) . Response errors in Experiment 1 are generally small but they are modulated by the surprisal at a given point on the contour. Responses to sample points at contour segments of higher surprisal (i.e., stronger changes in curvature) are significantly (if moderately) more accurate, and vice versa for sample points at segments of lower surprisal. This finding corresponds to previous findings of higher performance in the spatial neighborhood of higher local surface curvature on smooth 3D surfaces (Phillips et al., 1997) .
Although the relationship between surprisal and performance was only relatively weak (for a discussion see Section 2.2), we can still draw conclusions from this analysis. First, the size of the window of integration that yields the strongest correlation between surprisal and performance is between 5% and 20% of the contour perimeter, indicating a rather local than global window of integration. Second, the correlations are always stronger for unsigned surprisal in which convex and concave contour segments (i.e., of positive and negative curvature) are treated symmetrically (e.g., Attneave, 1954; Norman, Phillips, & Ross, 2001) . Assuming that the dot-matching task is a valid measure of shape representation, this finding indicates that the representation of shape is more accurate at points of higher surprisal, irrespective of whether the respective contour segment is situated within a convexity or a concavity. This is in line with a previous study that observed no differences in change detection performance between convexities and concavities in random dot stereograms (Bertamini, 2008) . Thus, our results might be a further indicator that the relative predominance of negative curvatures, that is derived from a mathematical definition of information (Feldman & Singh, 2005; Shannon, 1948) , might not be universal in visual perception (for a review and discussion see Bertamini & Wagemans, 2013) .
Besides detailed analyses with respect to the representation of shape after transformation, our results also allow for conclusions about the representation of that transformation and the space beyond the transformed shape. In the second experiment, participants responded as if space would have been transformed in accordance with the shapes. Although sample points were distributed both inside and outside the base shapes and the shapes were not referred to in the instruction, all participants transformed the sample points in accordance with the shape transformation. Virtually all sample points were set according to an object-centered reference frame so that points inside (or outside) a shape remained inside (or outside) that shape after transformation. In addition, participants' performance was very close to the objective physical transformation, showing that they correctly inferred the type (e.g., rotation) as well as the amount (e.g., 80°) of transformation. In other words, participants were able to infer the causal history between the two shapes, and to derive object-based reference frames from this, which then determined their representation of space. The agreement between these representations and the objective physical transformation leveled off with increasing distance to the shapes' contours . This is in accordance with what would be expected if the object-centered reference frames would be established by the shapes' features Phillips et al., 1997) .
As our study investigated the inference of causal history between two shapes, it was concerned with the 'second inference problem' (Leyton, 1989) . This problem is clearly more restricted than the 'first inference problem' which describes the inference of causal history from a single shape (see, e.g., Spröte & Fleming, 2013) . Nevertheless, the inference of causal history between two shapes might well characterize most inferences we make on a daily basis. For many objects, we have a memory representation of the 'canonical state' in which the object typically appears in our visual environment. For example, view-specific accounts of object recognition state that objects are encoded and stored as canonical views -those object images that are the most representative and give rise to the most accurate and fastest recognition performance (e.g., Blanz et al., 1999) . Efficiency of object recognition increases with increasing similarity between the encoded view of an object and its stored canonical representation (e.g., Jolicoeur, 1985) . Because this similarity depends on the amount to which an object is mis-oriented from the canonical perspective (i.e., rotated in picture plane or in depth), these findings can be regarded as another instance of decreasing object recognition performance with increasing transformational distance.
With respect to the inference of causal history between two shapes, we might consider the memory representation of an object's 'canonical state' the first shape and the encoded view of the object in our visual environment the second shape. The memory representation would then constitute the untransformed object to which the actual object would be compared. This can also be imagined for more complex, non-rigid transformations. For example, if we see a bitten cookie, we might perceive it as bitten because of an interplay of specific geometrical features (Spröte & Fleming, 2013) but also because we compare it to our memory representation of an untransformed, complete cookie. As a consequence, the 'first inference problem' can be considered a special case of the 'second inference problem' whenever we have prior experience with a shape or object.
Besides prior experience, other factors also play a role in the inference of causal history. Our perception of the materials of objects and our knowledge about these materials' typical behavior (Fleming, 2014) will render some transformations more likely than others (e.g., Landau & Leyton, 1999) . For example, a twist applied to a ductile material like metal, has a very different effect on shape than the same forces applied to a crumbly material like dry clay. Different factors can also conflict with each other, with surprising results. If a notched banana is placed on a brick such that the notch fits the edge of that brick, the banana is typically perceived as penetrating the brick when it is relatively higher on the vertical axis (i.e., on top of the brick; Gerbino & Zabai, 2003) . In this case, relative spatial position of an object is a stronger determinant of our inference of causal history ('the banana penetrated the brick') than our knowledge about typical material behavior.
The inference of causal history from a pair of shapes as investigated in our paper is related to and confirmed by research on analog transformations (for reviews see Graf, 2006; Zacks, 2008) . Analog transformations describe the finding that the representations of transformations proceed through intermediate points along the transformational path. For example, if two versions of a shape are presented at two orientations in a same-different paradigm, the pattern of response times suggests that participants, while preparing their response, pass through shape representations with intermediate orientations. Analog transformations have been reported for both rotation and scaling (e.g., Bundesen, Larsen, & Farrell, 1981) . The intermediate representations of shape in analog transformations can be understood as a representation of the causal history of shapes. Interestingly, analog transformations have also been reported for more complex transformations. In a priming paradigm, Kourtzi and Shiffrar (2001) presented two successive prime shapes, a base shape and a rotated and bent version of that shape (mimicking malleable objects that deform when they rotate). They reported priming effects on same-different responses to pairs of subsequent targets that were either at intermediate orientations or intermediate levels of bending relative to the primes. Kim, Effken, and Shaw (1995) presented a sequence of static samples from a transformational path with one sample left out (similarity, affine, and topological transformations). Participants had to complete the sequence by choosing between eight different alternatives for the excluded sample and performed between 61% and 88% (note, however, that performance strongly depended on the alternatives from which the participants could choose). These findings indicate that inference of causal history is not restricted to rigid transformations but is a general phenomenon in shape perception and shape understanding, that is also relevant when objects are transformed in complex, non-rigid way as in twisting, bending or biological growth.
Limitations
A limitation of our study is the small number of four different shapes. The characteristics of the shapes were also restricted by the stimulus generation method, which only allowed shapes with a single vertex on the centroid-contour axis. This resulted in shapes that can be described by continuous polar functions and do not include holes, spirals or intersections. It would be interesting to test in subsequent research whether the addition of such features interferes with the perception of shape, space or causal history when shapes are transformed. Also, we have selected our shapes as a result of weighing up the number of shape features (complexity; increases with more vertices and longer perimeter; e.g., Attneave, 1957; Vanderplas & Garvin, 1959) and sampling density (decreases with more vertices and longer perimeter). We piloted shapes with 5, 10, and 20 vertices and observed large-scale errors for shapes with 5 vertices, but no differences between errors for shapes with 10 and 20 vertices. The pattern of errors suggested that they were due to confusions between similar features (e.g., mistaking one 'limb' of the object for another), rather than systematic distortions of the underlying shape representation. This reflects a generalization of a formal limitation on the geometrical conditions under which transformations can be inferred. In the limit (e.g., if an object is rotationally symmetric, like a regular hexagon), rotations applied to the object are formally ambiguous, as different multiples of the rotation orientation would lead to identical images (for a similar argument see Phillips et al., 1997) . As a result of these considerations, we decided to use shapes with 10 vertices that have enough features to perceive applied transformations but are of relatively low complexity to allow for denser sampling. However, future studies should also investigate how the ability to discriminate features on the shape affects the consistency of correspondence judgments as the two should be systematically related (see Phillips et al., 1997) .
Conclusion and future directions
To conclude, we used the dot-matching task to study in geometrical detail the perception of shape, space and transformations themselves, for simple rigid transformations (scaling and rotation). Our results replicate and extend previous studies using the same paradigm (Moran & Leiser, 2002; Phillips et al., 1997) in demonstrating a remarkable human ability to discount for spatial transformations of objects in our environment that depends on shape features as well as the transformational distance between objects. Our observations also suggest that shape features establish object-centered reference frames that determine participants' representations of the space within and around transformed shapes. Together, these findings suggest sophisticated mechanisms for the inference of shape, space, and correspondence across transformations. In the future, we will use the dot-matching task to investigate more complex, non-rigid transformations (e.g., Todd, 1982 Todd, , 1984 , for which there is a renewed interest in the recent years (Atit, Shipley, & Tikoff, 2013; Resnick & Shipley, 2013; Spröte & Fleming, 2013 , 2015 .
