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Abstract 
In this study the potential of SEM-based prediction was investigated. Earlier research has suggested that 
SEM-based prediction was effective for simulated data in a model with 1 latent construct. In this 
simulation study a model with two latent constructs was tested. A situation in which a second test was 
added to a well performing first test was used to illustrate this prediction model. SEM was compared to 
multiple statistical learning based methods. Besides testing the accuracy of SEM prediction, this study also 
aims to provide insights on the incremental validity of an additional test by re-defining incremental validity 
as the percentage that average prediction error decreases when a second test is added. Overall, SEM was 
able to outperform a general linear model, lasso model and ridge model. Only a regression model based on 
the sum scores yielded slightly better results than SEM-based prediction. Limitations of this study contain 
the simulation design and the appearance of ‘Heywood Cases’. Future research should focus on providing 
more insights in SEM prediction and incremental validity. 
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1 Introduction 
 
Psychological tests are one of the most prominent contributions of psychology to society. A psychological 
test allows objective and standardized measurement of a person’s thoughts and behaviour (Urbina & 
Anastasi, 2007). The term Psychometrics was coined by Francis Galton at the end of the 19th century 
(Gillham, 2001). The first intelligence test developed by Galton was abandoned shortly after its 
development because no correlation between the test’s outcome and college success was found.  
Psychometrics is still a widely used term and one of the largest divisions of scientific psychology. 
Psychometrics now refers to the principles and constructs that are important for creating tests that are 
psychologically meaningful and trustworthy (Furr & Bacharach, 2008). 
When developing a test we want the data and results of this test to be both valid and reliable (Furr & 
Bacharach, 2008). Reliability indicates that the research has repeatable findings, meaning that if the study 
was conducted a second time, the results of the later research would be similar to the first research.  
Validity describes whether the results are credible and believable. There are many types of test validity 
such as validity measures about whether the content is appropriate for the test (content validity) and 
measures that concern relationships to other constructs (criterion validity). A sub-category of criterion 
validity is the predictive validity, which refers to the ability of a model to predict the score on a criterion 
measure. The intelligence test of Galton described above is an excellent example of a test that lacks 
predictive validity.  Another form of validity is incremental validity (Sackett & Lievens, 2008), which is a 
type of validity that is used to decide whether an additional psychometric assessment will provide an 
increase in predictive validity.  In this study we will focus on the predictive validity of a test and we will 
be investigating the predictive power of a model that contains two latent constructs. Hereby, we will also 
be investigating the incremental validity of the second test. 
The predictive validity is often reported as the R2 of the model, which is known as the coefficient of 
determination (Ivanescu et al., 2015). The R2 estimates how much of the total variance is explained by the 
predictors in a regression. The R2 is commonly expressed as a ratio from 0 to 1, with 1 being the highest 
predictive validity. The R2 of a regression model can be calculated with the total sum of squares (TSS) and 
the residual sum of squares (RSS): 
𝑅2 = 1 −
𝑅𝑆𝑆
𝑇𝑆𝑆
, 
Where  
𝑇𝑆𝑆 =  ∑(𝑦i  −  ?̅?)
2
𝑛
𝑖
, 
And  
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𝑅𝑆𝑆 =∑(𝑦𝑖  −  ?̂?𝑖)
2
𝑛
𝑖
 
In which n = sample size, 𝑦𝑖 = observed criterion variable, ?̅? = mean of the criterion. ?̂?𝑖 = predicted 
criterion variable and i indicates an individual case. One issue is that the R2 always increases when more 
variables are added to the regression model. Therefore the adjusted R2 was hypothesized as a better 
solution when there are more variables (Ivanescu et al., 2015; James, Witten, Hastie & Tibshirani, 2017, p. 
212).  
𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑. 𝑅2 = 1 −
𝑅𝑆𝑆/(𝑛 − 𝑝 − 1)
𝑇𝑆𝑆/(𝑛 − 1)
, 
In which p is the number of predictors. 
Another measure for predictive validity is the mean squared error (MSE) (Ivanescu et al., 2015). The MSE 
does not provide insights on the explained variance. Instead it represents the average difference between 
the observed and the predicted criterion variable, leading to the formula: 
𝑀𝑆𝐸 =  
1
𝑛
∑(?̂?𝑖 − 𝑦𝑖)
2
𝑛
𝑖
. 
In this case, a lower value of MSE corresponds with a better predictive validity. In this study the average 
prediction error will be used as a measure for predictive validity, which is similar to the MSE and 
explained later in this thesis. 
Incremental validity is often reported as the amount of variance explained increased by adding a second 
test (Hunsley & Meyer, 2003). The incremental validity could be described as the semipartial correlation 
of the predictor with the criterion variable. But for this study the incremental validity is defined as the 
percentage that the average prediction error decreases when a second construct is added. Because from a 
predictive perspective, an additional construct is only beneficial if it improves the rate of prediction of the 
criterion variable.  
1.1 Explanation vs prediction 
 
In statistical modelling there is a distinction to be made between two main purposes: explanation and 
prediction (Gregor, 2006). Explanation is primarily related to the identification of causal mechanisms 
underlying a phenomenon. In statistical terms, the primary aim of explanatory models is testing the faithful 
representations of the causal mechanisms by the statistical model and efficiently estimating unbiased 
parameters values from samples, which allow valid implications for the population parameters (Gregor, 
2006; Evermann & Tate 2016). Prediction on the other hand is the ability to predict values for new 
individual cases based on a statistical model whose parameters were estimated from a suitable training 
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sample (Evermann & Tate, 2016). Recent developments in the statistical learning field have led to a new 
view on prediction. Therefore the distinction between explanation and prediction have become more 
apparent (Shmueli, 2010). Models that were previously used as explanatory models can now also serve a 
predictive purpose. 
In a wide variety of different scientific fields such as psychology, environmental studies, economics and 
education, statistical models are used almost exclusively for explanatory purposes. Statistical models that 
hold high explanatory power are habitually presumed to also possess high predictive power (Shmueli, 
2010). While this assumption may hold in some cases, there is no guarantee of it being applicable in all 
explanatory models. Likewise, strong predictive models are not always well theoretically supported 
models. The chosen variables for the model could be theoretically supported, but the development of a 
predictive model is mainly by data, not theory.  
More recently, Yarkoni and Westfall (2017) argued that psychology related science would benefit from a 
more prediction aimed approach instead of keeping the current explanatory mind-set. They believe that one 
of the main reasons that psychologists have historically opted for explanatory science is that, in the recent 
past, the tools for successfully executing predictive science were not sufficiently understood and seldom 
deployed in the majority of fields in social and biomedical science. The relatively recent revolution of 
machine learning theory – which focusses on prediction of unobserved data and where explanation is 
rarely of interest – in addition to the rising availability of largescale datasets concerning human behaviour, 
has increased the availability and demand for predictive science.  
1.2 Structural Equational Modelling  
 
Structural Equational Modelling (SEM) is a widely used statistical path modelling technique. It could be 
described as a combination of factor analysis and regression or path analysis (Hox & Bechger, 2000). 
SEMs are characterized by relations between manifest and latent variables that are specified in terms of 
regression equations (a-symmetrical) or covariances (symmetrical). In a graphical display latent variables 
are presented as circular shapes and manifest variables as rectangles. Latent variables are unobservable 
variables whose realized values are hidden (Skrondal, 2017). The properties of the latent variables could be 
inferred indirectly using a SEM model linking observable manifest to the latent variables. One of the main 
benefits is the inclusion of multiple latent constructs. Because of the ability to contain two (or even more) 
latent constructs, SEM is perfectly fitted to provide insights in our current study.  
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Figure 1: Structural equational model on factors related to student’s academic performance. 
 
Figure 1 shows an example of a structural equational model. This model was based on a study by Mega, 
Ronconi & De Beni (2014), but it is a highly simplified and altered version with purely an illustrative 
purpose.  In this model academic achievement is based on two constructs: Self-regulated learning and 
Motivation. Based on the indicator variables the latent constructs values are determined. Factor loadings 
for the indicator variables are left out of the illustration, but Figure 1 shows that there is a positive 
influence of motivation on Academic Achievement (.32). Higher Self-regulated learning is also beneficial 
to Academic Achievement (.16). Self-regulated learning and Motivation are weakly correlated, as can be 
concluded by the arrow between the two constructs (.20). To put this in terms of incremental validity, 
imagine that a prior research had been conducted, which only included a test on self-regulated learning to 
predict academic achievement. The researches would have found that the relation between self-regulated 
learning and academic achievement was not strong enough to make adequate predictions. Therefore they 
added a second test on motivation which had a positive relation (.32) with the criterion variable (Academic 
achievement). A tradition researcher would then state that the incremental validity of the second test would 
be the semi-partial correlation between self-regulated learning and Academic achievement. 
In SEM the model is estimated in a way that the difference between the observed covariance matrix (S) 
and the model-implied covariance matrix is minimized (∑̂). Parameters are estimated based on Maximum 
Likelihood-estimation. Every path (formula) of the SEM implies a certain form of the covariance matrix of 
the observed variables. And in turn, the parameters are estimated as the values that aim to minimize the 
difference between the observed covariance matrix and the model implied covariance matrix. 
Traditionally, SEMs have almost exclusively been used for explanatory purposes, but in this study the 
SEM will be used as a predictive model. 
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1.3 Statistical Learning techniques 
 
Statistical learning can be best described as a set of tools for modelling and understanding complex 
datasets (James, Witten, Hastie & Tibshirani, 2017, p. 1). Statistical Learning is a division of applied 
statistics that arose in response to machine learning, emphasizing statistical models and assessment of 
uncertainty. Statistical learning methods do not contain latent variables. Where SEM requires prior 
specification, and thus requires theoretical input, of all paths between latent and manifest variables, 
statistical learning techniques do not.  
This study will only feature supervised Statistical learning techniques (Hastie, Tibshirani & Friedman, 
2009, p.10). In supervised learning, the main goal is the ability to predict an outcome measure based on a 
variety of input measures. Statistical learning techniques are used in a wide variety of fields for both 
economic and scientific purposes.  More modern-day statistical learning predictive modelling techniques 
are entirely data-driven. In this study we will use a selection of supervised learning techniques such as 
ridge and lasso regression, but also a regular linear regression model. These techniques were selected 
because they are commonly used, but also because of their appearance in a prior SEM vs Statistical 
Learning study (De Rooij et al., 2017). Besides these techniques, a regression model over the summed 
scores per latent construct will be performed. 
1.4 SEM prediction vs Statistical Learning prediction 
 
For this study about incremental validity we will focus on whether a Structural Equational Model with 
manually specified paths is better suitable to predict than the statistical learning methods. According to 
Evermann and Tate (2012, as cited in Evermann and Tate, 2016) estimated prediction by SEM models is 
inferior to prediction from Partial Least Squares Path Modelling and regression models.  In contrast, recent 
research (De Rooij et al, 2017) has shown that SEM outperforms statistical learning techniques based on 
prediction. This was tested in a SEM that included one psychological test (one latent construct with 
multiple indicators). All data in this study was simulated. For the purpose of this thesis, the one-factor 
design will be extended to a design with two latent variables. The prediction error of a SEM with two 
latent constructs will be evaluated. SEM prediction will be compared to several SL-techniques prediction, 
such as regular linear models and lasso/ridge regression. The aim of this study is to find out whether SEM 
models are rightfully overlooked in prediction studies or that they should be considered as a viable option 
for prediction. 
For this study we simulate data according to a 2-latent variable model. The first factor has a strong link to 
the criterion variable and in the second factor variations of strength in relation to the criterion variable will 
be used. In a more practical sense, imagine that we want to predict average grade over all courses a first-
year psychology student will acquire. In this case a decent prediction would be accurately able to predict 
the a grade that is in close range of the grade that the student actually achieves. Imagine that a previous 
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hypothetical research has shown that based on a student’s academic performance in high school a decent 
prediction of academic success in his first year could be made. In this case, the academic performance in 
high school could be best described as a strong factor. However, there is still room for improvement in this 
prediction and therefore the model could benefit from adding a second construct to the prediction method. 
The study director decides to add a test assessing the motivation and cognitive capabilities of the future 
first-years. In this case we are interested how much our prediction improves based on the addition of the 
second factor (performance on the new test), meaning that on average the predicted grade by the model 
with both tests is closer to the obtained average grade than the average predicted grade by the firs model.. 
To determine whether our prediction improves we’ll investigate whether the predictions in the model with 
2 tests has lower average prediction error than the model with only the first test. We know the first 
construct is a strong predictor, but have no information of the second construct. 
This study will therefore address two questions. Firstly, whether SEM is suited as a prediction model for a 
model with 2 latent constructs. Besides assessing the predictive performance of SEM. This study will also 
aim to provide insights in the incremental validity of a second test. The current study aims to discover in 
what conditions adding a second test would improve the predictive accuracy of a model.  
 
2 Method 
 
In this study we assess the effect of adding an additional test to a pre-existing test for prediction purposes. 
Therefore this study contains two constructs: One construct for the pre-existing test and one for the ‘new’ 
additional test. In this study the pre-existing test is considered to be a good predictor of the criterion 
variable. 
The quality of the prediction will be based on prediction error (PE) 
𝑃𝐸 =   
∑ (?̂?𝑖 − 𝑦𝑖)
2𝑁𝑡𝑒𝑠𝑡
𝑖
𝑁𝑡𝑒𝑠𝑡
 ,                            (1) 
in which PE is the sum of the squared difference between the predicted outcome (?̂?) and the true outcome 
as simulated by the model (y) divided by the test size (Ntest).   
In order to find out if a SEM with 2 latent constructs offers a viable option for prediction two experiments 
will be conducted. In the first experiment the predictive performance of a series of 2-factor SEM will be 
evaluated. In experiment 2 the performance of a regular 2-factor SEM will be compared to several 
statistical learning methods. The second experiment will feature a regular linear regression model, a 
regression with a L1 (Lasso) penalty and a regression with a L2 penalty (Ridge). In addition to a regular 
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regression in which y is regressed on all predictors 𝑥𝑗, an additional regression will be performed: a 
regression over the summed predictor scores per latent construct.  
. 
2.1 Data simulation 
 
In this study two experiments will be conducted in which we use a common data simulation framework. In 
these experiments the data will be simulated using a structural equational model such as shown in Figure 2. 
The first latent construct corresponds with the pre-existing test. In this study the pre-existing test is 
constant, meaning that the strength of the measurements and structural model will not vary. All 
modifications to the strength and measurements models described below therefore only apply to the ‘new 
test’.  
Figure 2 displays a model with P = 3 indicator variables per construct and one outcome variable (Y).  
Additional structural equational models using P = 5 and P = 10 for the ‘new test’ will also be evaluated. 
Different strengths of the measurements models (λ) will be used, varying between strong, medium and 
weak measurement models, in which λ are respectively .8, .5 and .3. The measurement model of the pre-
existing test is strong with λ = .8. Error variances of the indicator variables equal  𝜎𝑥𝑗
2  = 1 – λ2. The strength 
of the structural model (β2) will also be strong, medium or null with β2 ϵ {.4, .2, 0}. The structural model 
of pre-existing test will be very strong with β1 = .5. Finally, there is a correlation ρ ϵ {0, .3, .6} between the 
latent constructs. The values for the latent constructs ϴ1 and ϴ2 will both be drawn from their own standard 
normal distribution. The appendix contains the regression functions and the distribution of the unobserved 
random variables. 
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Figure 2: 2-factor SEM model with 3 indicator variables per latent construct 
Data will be simulated based on the values of λ, β and ϴr, with r corresponding to the latent factor. 
Meaning that r = 1  if j < 4 and r = 2 if j ≥ 4   
𝑥𝑗 = 𝜆𝑗𝛳𝑟 + 𝑒𝑗 , 𝑒𝑗  ~ 𝑁 (0,√1 − 𝜆𝑗
2 ) 
     
𝑦 = 𝑎𝑦+ 𝛽1𝛳1  + 𝛽2𝛳2 + 𝑒𝑦 , 𝑒𝑦 ~ 𝑁 (0, 1) 
Table 1     
R2 considering β and ρ   
β2 ρ = 0 ρ = .3 ρ = .6  
0 .20 .20 .20  
.2 .22 .26 .29  
.4 .29 .35 .39  
Note. Variance explained in R2 
 
 
Table 1 gives an overview of the explained variance of y, based on the beta coefficients and the correlation 
between the latent constructs. The total variance amounts to the variance of the coefficients plus the error 
variance (𝜎 = 1). The proportion of explained therefore is  
𝑅2 =
β1
2 + β2
2 + 2 𝛽1𝛽2𝜌
β1
2 + β2
2 + 2 𝛽1𝛽2𝜌 + 1 
.                           (2) 
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For this simulation study two data sets will be generated, a training set and a test set. In the training set the 
model will be fitted and parameter values will be estimated. The estimated parameter values of the training 
data will then be used to predict the value of y (?̂?) in the test data. Based on the difference between y and 
(?̂?)in the testdata, the prediction error will be calculated (see Eq. 1). The test set will always contain a 
sample size of 1000 (Ntest = 1000), while multiple training sets will be generated using n ϵ {100, 200, 
500}. 
The design of this study could be best described as a 3x3x3x3x3 design (P, λ, β, ρ and n). All experiments 
will be conducted in R. The lavaan-package will be used to estimate SEM-models and the glmnet-package 
will be used to estimate the penalized regression methods.  
  
13 
 
2.2 Experiment 1: Predictive performance of a Structural Equational 
Model 
 
In this experiment the predictive performance of the 2-factor SEM will be assessed. The SEMs as 
described in the section above will be evaluated.  
2.2.1 Structural Equational Model 
 
The SEM model will be fitted to the training data with a range of different P, λ’s, β’s ρ’s and n. Imagine 
there is a new observation (𝑥0, 𝑦0). Using the values of the observed indicator variables (𝑥0) we want to be 
able to make a prediction on the outcome variable (?̂?𝑖). The model will be fitted on the training data to its 
yielding estimates of the factor loadings (?̂?1,2,𝑗) , loadings on the criterion variable (?̂?1,2) plus a set of 
estimated intercepts for all manifest variables (?̂?1,2,𝑗, ?̂?𝑦). Based on the fitted values of the parameters a 
prediction function for the new criterion can be obtained 
?̂? = ?̂?𝑦 + ∑𝛾𝑗  (𝑥𝑗
0 − ?̂?𝑗)
3
𝑗=1
 +  ∑ 𝛾𝑗 (𝑥𝑗
0 − ?̂?𝑗)
𝑃+3
𝑗=4
. 
In which γ are the regression coefficients obtained from the implied covariance matrix (see Appendix 
6.1.3.2). In the appendix Il is introduced as the item-information otherwise known as the signal-noise ratio. 
The signal to noise ratio is 
𝐼𝐽 =
?̂?𝐽
2
?̂?𝑗
2, 
In which 𝛹𝑗 is the variance of the predictor. The test-information T, is the sum of the item-information per 
test with 𝑇1 = 𝐼1 + 𝐼2 + 𝐼3 and 𝑇2 = 𝐼4 + 𝐼5 +⋯+ 𝐼𝑃. If ρ = 0, meaning that the 2 tests are not 
correlated then 
?̂? = ?̂?𝑦 + ∑𝐶1
−1√𝐼𝑗  ?̂?1
?̂?𝑗
(𝑥𝑗
0 − ?̂?𝑗)
3
𝑗=1
 + ∑𝐶2
−1√𝐼𝑗?̂?2
?̂?𝑗
(𝑥𝑗
0 − ?̂?𝑗)
𝑃+3
𝑗=4
 
With  
𝐶1 = 𝑇1 + 1,  
𝐶2 = 𝑇2 + 1. 
In this case, the regression coefficient for the predictors belonging to the first factor is  𝛾𝑗 =
√𝐼𝑗 ?̂?1
?̂?𝑗
  and for 
the second factor 𝛾𝑗 = 𝐶2
−1 √𝐼𝑗?̂?2
?̂?𝑗
 . Meaning that the regression coefficient for a predictor belonging to the 
first factor gets larger as the ratio  
√𝐼𝑗 ?̂?1
?̂?𝑗
∶ 𝐶1becomes larger. Naturally, this is also generalizable to the 
regression coefficients of the predictors belonging to the second factor.  
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 If ρ ≠ 0, then the formula becomes more complicated. In Appendix 6.1.3.1 a full overview of the 
simplification steps and mathematics is available. Creating a prediction function was aided by H. 
Kelderman (personal communication, November 28, 2017). The prediction formula when there is a 
correlation between the two factors is  
?̂? = ?̂?𝑦 + 𝐿1∑
𝑥𝑗
0 − ?̂?𝑗
?̂?𝑗
3
𝑗=1
+ 𝐿2∑
𝑥𝑗
0 − ?̂?𝑗
?̂?𝑗
𝑃+3
𝑗= 4
. 
With  
𝐿1 =
𝑇2?̂?1Det(𝛷) + ?̂?2𝛷12 + ?̂?1𝛷11
𝐶
  and 𝐿2 =
𝑇1?̂?2Det(𝛷) + ?̂?2𝛷22 + ?̂?1𝛷12
𝐶
 , 
in which 
𝐶 =  𝑇1𝑇2Det(𝛷)+𝑇2𝛷22 + 𝑇1𝛷22. 
Given a new observation with (𝑥0, 𝑦0), the predicted y (?̂?) and the observed y allow the calculation of the 
prediction error. This procedure (data simulation and calculation of PE) is replicated a 100 times. The 
mean of the prediction error therefore is  
𝜇𝑃𝐸 =
∑ 𝑃𝐸𝑘
100
𝑘=1
100
.                                 (3) 
The 𝜇𝑃𝐸 of all combinations of P, λ, β, ρ and n will be plotted to visualize the average prediction error of 
the SEM under all conditions.  
 
2.3 Experiment 2: SEM vs Statistical Learning Techniques 
 
Since we are interested in the performance of SEM-based prediction in relation to regression based 
prediction we repeat the first experiment and also fit a series of statistical learning methods on the data.  
2.3.1 Regular Linear Model (LM) 
 
In predictive linear regression modelling the goal is to create a model to predict the response variable (y) 
using one or multiple independent variables (xj). This is done by generating a linear formula in which y is 
the sum of an intercept (α) plus coefficients (𝛽𝑗) multiplied with the independent variables. In which βj is a 
vector, 𝑥𝑗 is a predictor variable with j as an indicator of a variable and P is the total number of predictors. 
𝑦 = α +∑𝑥𝑗𝛽𝑗
𝑃
𝑗=1
+ 𝑒  
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The model in the equation can be fitted to the data and thereby the outcome of the response value can be 
calculated. In linear regression 𝛽′𝑠 are estimated by the least squares approach. The aim of least squares 
approach is to minimize the error of the squared residuals. The RSS (residual sum of squares) is defined as  
𝑅𝑆𝑆 =  𝑒1
2 + 𝑒2
2 +⋯+ 𝑒𝑛
2 
=   ∑(𝑦𝑖  − ?̂?𝑖)
2
𝑛
𝑖
, 
In which 𝑦𝑖 is the observed outcome and ?̂?𝑖  is the predicted outcome of the criterion variable of an individual 
case. The main interest of a predictive regression model is whether the ?̂?𝑖  value is accurate (meaning close 
to 𝑦𝑖) , as opposed to an explaining model in which the accuracy of 𝛽j is deemed of higher importance 
(Shmueli, 2010). 
2.3.2 Linear model over construct scores (SUM) 
 
This regression model is highly similar to the regular linear model in which every indicator variable has a 
unique regression coefficient. Unlike the regular linear model (LM) this model only has two regression 
coefficients, one for each latent construct. In this regression model y will be regressed on Z1 and Z2; in 
which Z1 contains the summed scores of predictors belonging to the first latent construct 𝑥1−3and Z2 those 
belonging to the second construct (𝑥4−(𝑃+3)). The regression equation that follows is  
𝑦 = 𝛼 + 𝑍1𝛽1 + 𝑍2𝛽2 + 𝑒. 
2.3.3 Shrinkage Methods 
 
Besides fitting regular regression models, this study will also include penalized regression models. This 
study will feature two penalized regression models Lasso and Ridge. Both Lasso and Ridge can be 
categorized as shrinkage methods. Shrinkage methods aim to reduce the variance of the predictions by 
trading it off with some bias. 
2.3.3.1 Ridge Regression (Ridge) 
 
Ridge regression  (James, Witten, Hastie & Tibshirani, 2017, p. 212) is a statistical learning method that 
includes shrinkage for prediction. In ridge regression a shrinkage penalty is added to the RSS. The least 
squares fitting procedure estimates of the intercept (α) and the coefficients 𝛽1, … , 𝛽j  by using values that 
aim to minimize the RSS. In which RSS is defined as 
𝑅𝑆𝑆 =∑(𝑦𝑖  −  α − ∑𝛽𝑗𝑥𝑖𝑗
𝑃
𝑗=1
)
2
.
𝑛
𝑖
 
16 
 
Ridge regression is highly similar to least squares regression, with the exception that the coefficients are 
estimated by minimizing a somewhat different quantity. Specifically, the ridge regression coefficient 
estimates ?̂?𝛿
𝑅 are the values that minimize 
𝑅𝑆𝑆 + 𝛿∑𝛽𝑗
2.
𝑃
𝑗=1
 
The ridge regression coefficient aims to make the fit good by making the RSS small, but simultaneously 
the second term (𝛿 ∑ 𝛽𝑗
2𝑃
𝑗=1 ) counters this by punishing coefficients that get too large. In this case 
𝛿 ∑ 𝛽𝑗
2𝑃
𝑗=1  is a shrinkage term with δ ≥ 0 as a tuning parameter. The tuning parameter (δ) serves to control 
the relative impact of the shrinkage parameter, by trading of the fit versus the size of the coefficient. If δ = 
0 then this regression would be similar to a regular least squares approach. However, as δ increases, the 
shrinkage penalty gains more impact and the regression coefficients will approach 0. Therefore choosing 
an optimal δ is crucial and can be done by performing cross-validation. In ridge regression all predictors 
have their own unique nonzero parameters. This leads to the disadvantage that while the shrinkage 
parameter sets the coefficients close to zero, it will not set them exactly to zero. Therefore, ridge regression 
does not omit any predictor, even when their influence is (almost) dismissible. While this does not hamper 
the accuracy of the prediction, it might lead to a lower interpretability of a model with a high number of 
predictors, this is where the lasso regression comes into play.  
2.3.3.2 The Lasso-Regression (Lasso) 
 
The Lasso regression (James, Witten, Hastie & Tibshirani, 2017, p. 219) is another form of a regularized 
least squares regression. The lasso coefficients ?̂?𝛿
𝐿 minimizes the quantity 
𝑅𝑆𝑆 + 𝛿∑|𝛽𝑗|
𝑝
𝑗=1
, 
In which RSS is calculated identically as in Ridge Regression but the penalty differs. Instead of the sum of 
squares of the coefficients, the lasso model opts for the absolute value of the coefficients. This penalty 
allows effect of forcing some coefficients to be exactly zero. But only, if the tuning parameter 𝛿 is 
sufficiently large. The lasso model is hence also known for its ability to perform variable selection. 
Likewise as in Ridge regression 𝛿 is chosen by means of cross-validation. Lasso models tend to 
outperform Ridge models when the model has a relatively small number of indicator variables with 
influential coefficients, and the rest of the indicator variable coefficients are very small or zero (James, 
Witten, Hastie & Tibshirani, 2017, p. 224). Ridge regression will perform better when there is a larger 
number of influential predictors with coefficients that are more similar in size. However, the number of 
important variables is never known a priori. Therefore it cannot be said that neither Lasso nor Ridge 
models consistently dominate the other. 
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2.4 Overview of prediction methods 
 
Experiment 2 will feature 5 prediction methods. Firstly, the SEM (identical as experiment 1). Besides the 
SEM prediction this experiment feature a selection of regular regression models, one model that features a 
regression over the indicator variables and a model in which the sum scores of the indicator variables will 
be regressed on the criterion.  This experiment will also feature two penalized regression models: Lasso 
and Ridge. In the penalized regression models 10-fold cross validation will be performed to calculate the 
optimal shrinking coefficient. Based on the estimates in the training data predictions will be calculated for 
the testdata. PE is calculated in the same way as for SEM (eq. 1). 
This procedure will be replicated a 100 times per regression method. Averages of the prediction error for 
all methods will then be calculated (eq. 3) and compared to the PE of SEM. 𝜇𝑃𝐸 of all methods will be 
assessed and the optimal method will be selected by the lowest 𝜇𝑃𝐸. Influences of P, λ, β, ρ and n on 𝜇𝑃𝐸 
will be assessed and prediction methods are compared. Based on the predictive performance of the 
methods, conclusions for future model selections will be drawn. Also the effect of the incremental validity 
will be obtained by interpreting the effect of the strength of the structural model. 
 
3 Results 
3.1 Preliminaries 
In order to be able to sufficiently give insights in the prediction performance of the SEM a few points have 
to be addressed. Firstly, fitting the SEM would occasionally result in an error in Lavaan. These errors were 
produced because of ‘negative estimated variances’ in the model. The number of warnings per 100 
replications is labelled as W. Since these kinds of errors, also known as ‘Heywood Cases’ (Kline, 2011) 
were expected to come up when fitting the SEM under certain conditions. Iterations that yielded such an 
error were omitted and 𝜇𝑃𝐸  of the model was calculated by including only cases that fitted the model 
without errors. Errors were predominantly occurring in cases with a ‘weak’ measurement model (λ = .3). 
But also occurred occasionally in models with a small training group (n = 100) and few predictors (P = 3). 
Values of W ranged between 0 – 19 with, μw = 1.44, First Quartile (Q1w) = 0, Median (Mw) = 0, Third 
Quartile (Q3w) = 0. In total, W = 0 in 186 of 243 cases (76,5 %). As the descriptive statistics show, the 
majority of the models had no problems with errors. 
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Figure 3: Histogram of Warnings 
 
Figure 3 shows the distribution of W when W > 0. In this graph it becomes clear that the number of errors 
is per model is often low < 5. The most extreme case of 19 errors is when n = 100, P = 3, λ = ’weak’, β2 = 
0 and there is no correlation. The number of warnings in 100 replications per conditions for all conditions 
can be found in the Appendix (Table 2). In Table 3 the average number of errors per condition can be 
found. Table 4 contains the ten models in which fitting the SEM resulted in the largest amount of errors. In 
these two tables it becomes clear that fitting a model with a ‘weak’ measurement model, a low amount of 
predictors (P = 3), a small training sample (n) seem to cause relatively more warnings. Also non-correlated 
latent factors seem to cause more problems for fitting the SEM. 
 
Table 3 
Average number of errors in 100 cases per condition 
P W  n  W  Λ W  β2 W  ρ W 
3 3.0  100 3.0  weak 3.9  0 1.8  none 2.1 
5 1.2  200 1.1  medium 0.4  medium 1.4  medium 1.2 
10 0.2   500 0.2   Strong 0   strong 1.1   strong 1.0 
Note: number of predictors (P), number of people in training group (n), measurement strength (λ), structural strength (β2), 
correlation strength (ρ) and average number of warnings per 100 cases (W). 
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Table 4 
10 models with largest number of warnings 
n P Λ β2 ρ W 
100 3 Weak 0 None 19 
100 3 Weak Medium Medium 17 
100 3 Weak 0 Medium 16 
100 3 Weak Strong None 14 
200 3 Weak 0 None 14 
100 3 Medium 0 None 13 
200 3 Weak Medium None 13 
100 5 Weak Medium None 13 
100 3 Weak Strong Medium 12 
100 3 Weak Medium None 12 
Note: number of predictors (P), number of people in training group (n), measurement 
strength (λ), structural strength (β2), correlation strength (ρ) and average number of 
warnings per 100 cases (W). 
 
3.2 Experiment 1  
 
Data was generated according to the measurement model (λ), structural model (β), number of predictors 
(P) , correlation (ρ)  between the latent constructs and the number of people in the training group (n). 
Based on all combinations between these variables (3 x 3 x 3 x 3 x 3) a total of 243 different conditions for 
the data simulation were created. All models were fitted a 100 times and average prediction error was 
calculated. The 𝜇𝑃𝐸 of all models can be found in Appendix (Table 2), Figure 4 is a graphical 
representation of the results of the average prediction errors as can be found in Table 2. 
Measurement model strength (λ) 
The first variable to be investigated is the effect of the strength of the measurement model (λ) on the 
average prediction error. In Figure 4, the horizontal axis represents the different values of λ and the vertical 
axis represents the average prediction error of the model. As the strengths of the measurement model 
increases, the average prediction error of the model drops. That a stronger measurement model leads to 
lower prediction error is true in all the tested models. However, the decrease in average prediction error 
between ‘weak’ and ‘medium’ strength models seems to be larger than the decrease between ‘medium’ and 
‘strong’ models.  
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Training group size (n) 
In Figure 4 the effect of the size of the training group (n) is straightforward and simply interpretable. As n 
increases the average prediction error decreases, meaning that a larger training group leads to lower 
average prediction error. This is true for all cases as the red line (n = 100) is constantly above the green 
line (n = 200), which is always above the blue line that represents the largest training group (n = 500).  
Structural model strength (β2) 
The strength of the structural model (β2) seems to have a negative influence on the average prediction error 
of the SEM. As the structural model increases (S), the error increases also. This effect can be found by 
comparing the plots horizontally in groups of 3. The plots on the left contains the models with a strong 
structural model, henceforth the plots on the right side are the weak structural models. Average prediction 
error seems to decrease with every horizontal step, meaning that when β2 decreases, so does the average 
prediction error. There seems to be no positive effect of adding a second test in all conditions. Instead, 
adding a second test increases average prediction error. 
Number of indicator variables (P) 
Models were also tested with a different number of predictors on the second latent construct. There seems 
to be a moderate effect of P, with more indicator variables leading to lower average prediction error. This 
conclusion was obtained by comparing the plots vertically. With each vertical step (a higher P) the overall 
average prediction error is moderately lower than its predecessor. However, this does not appear to be true 
in all cases. When the structural model is ‘weak’ P = 5, might slightly outperform P = 10. 
Correlation strength (ρ) 
In this plot, the correlation strength is given as C. The relation between correlation (ρ) and average 
prediction error seems to be very small to non-existent. This was interpreted by comparing a cluster of 
three plots, in which only the correlation is not constant. For example, in the lower right corner are the 
models with a ‘weak’ β2 and P = 10, but correlation between the 3 plots is different. In these three plots 
there does not seem to be a notable difference between the average prediction errors between those three 
plots. 
Overall conclusion 
The average prediction error is influenced by several of the variables that have been tested in this study. Of 
these factors, only correlation seems to have little to no effect on the prediction error. SEM prediction is 
most accurate when the model contains a ‘strong’ measurement model strength on the second latent 
variable (λ), a ‘weak’ structural model strength of the second latent variable (β2) a large number of 
predictors (P) and a large training sample (n).  
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3.3 Experiment 2 
 
Experiment 1 has shown the performance of the SEM model with 2 latent variables under different 
circumstances. In order to be able to determine whether SEM prediction is a viable option as a prediction 
model, the performance of SEM prediction will be compared to four other prediction models. In this 
experiment, the results of the first experiment will be compared to the predictive performance of a series of 
regression models. These models are: Linear Model, Lasso Model, Ridge Model, Linear model over the 
summed latent construct scores. All regression models were tested under identical circumstances as the 
SEM model. A table of the average prediction error of all models can be found in the Appendix, a 
graphical display of these results is found in Figure 5-7. Figure 5 is a graphical representation of the 
average prediction error for models with a ‘weak’ measurement model. Likewise, Figure 6 contains the 
average prediction error for ‘medium’ measurement models and Figure 7 those for ‘strong’ measurement 
models. The average prediction error per model in these plots are displayed on the vertical axis. The type 
of prediction model is plotted on the horizontal axis. The order of the horizontal axis from left to right is: 
SEM, SUM, Lasso, Ridge and finally LM 
Before comparing the average prediction error between the prediction models, it is important to investigate 
how the average prediction error behaves under specific conditions throughout the model. Prediction error 
in the model seems to behave mostly similar for all tested models. As measurement strength increases, the 
prediction becomes better. Also an increase in the structural model of the second latent construct leads to 
higher prediction errors in all models. Which means that a stronger second test does not benefit the 
prediction in all models. 
The direction of influence of the training group size is the same through all models, meaning that larger 
training groups lead to better predictions. Correlation seem to have no effect on the prediction error. The 
effect of amount of predictors describes a bit more attention. In experiment 1 we have concluded that in the 
cases that β2 was ‘weak’ P = 5 could slightly outperform P = 10. For the Lasso, Ridge and LM this seems 
to be true regardless of the strength of β2. For Lasso and Ridge regressions the optimal amount of 
predictors appears to be P = 5 followed by P = 10 and P = 3. Regular models do not perform better when 
the amount of predictors increases, instead prediction success declines when P increases.  
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As for the comparison of the models. The regular linear regression model seems to be the least suitable 
choice throughout all conditions, because it has the highest average prediction error. A prediction model in 
which the predictors all have their own non-penalized regression coefficient is the least preferable choice 
for these datasets. This model is followed by the penalized regression models, respectively the Lasso and 
Ridge regression models in terms of prediction accuracy. The SEM model and the SUM model are more 
similar when it comes to average prediction error. Differences between them are quite small, as can be 
seen in Figure 5-7. In these graphs the lines that connect the average prediction error from LVM to the 
SUM model are quite horizontal. A small dip in average prediction error does occur often from LVM to 
SUM, meaning that the SUM has a lower average prediction error than the SEM. The SUM method leads 
to lower average prediction error in all tested SEMs. However, the average difference of average 
prediction error between SUM and SEM is .0036. The SUM model therefore is the best prediction model 
in this case.   
The differences between the prediction models seem to be smaller when the data simulation was executed 
under more ‘preferable’ conditions, meaning that the average prediction error in general was lower. For 
example when the size of the training size was 500 instead of 100. When the training size is small, the 
average prediction error suffers in all models. The absolute differences between the average prediction 
error in less preferable conditions are larger than in cases that are closer to the optimum conditions.   
4 Discussion 
 
This study had two main goals. The first was aim of the study was to investigate the potential use of SEM 
as a prediction method in a model that contains two latent constructs. Earlier research has pointed out that 
SEM performed adequate as a prediction method in a study with one latent variable (De Rooij et al., 2017). 
The current study has also underlined the potential of SEM as a prediction model. SEM was able to 
outperform a regular linear model, lasso model and ridge model in terms of average prediction error. Only 
a regression model over the summed scores of the indicator variables per latent construct was able to 
perform marginally better than the tested SEM model. 
The second aim of this study was to provide insights on the incremental validity of a second test by 
interpreting the differences in average prediction error between the models. An unexpected result of the 
experiment was the diminished prediction performance of all models when β2 increases. The general 
expectation was that when the second test became stronger related with the criterion variable, the 
prediction of that criterion variable would become more accurate. Instead, the opposite was thus true. 
Average prediction error became larger for all prediction models when β2 increased. Therefore it is 
impossible to speak of an incremental validity of the added latent construct. Firstly, the simulation design 
was checked for possible errors that would cause this phenomenon. After thorough investigation, no 
possible cause was found. A small consolation is that this unexpected result was constant through all tested 
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models. This study was meant to simulate whether using a second test contributed to the prediction, but the 
prediction models in this study did not conclude that adding a second test to a well-performing first test 
improves the predictive validity. 
This design also makes two assumptions. Firstly, the first latent construct and the related factor loadings 
are constant and not adjusted throughout this study, because the first factor is described as a ‘test’ which 
characteristics were known prior to adding the second construct. Secondly, the first construct always 
contains stronger or similar measurement strength and a larger structural strength compared to the second 
construct. The reason the second test was always ‘inferior’ to the first test was a deliberate decision. It felt 
more congruent to real-life situations to use a stronger first test compared to the second, because if a better 
test was available as a first test, it would have been more realistic to use that one as a first test instead. 
4.1 Limitations 
 
Results of the first experiment have shown that the prediction in this SEM suffers from some severe 
problems. The prediction error of the model was mainly troubled when the measurement model of the 
second latent construct was weak (λ  = .3). Besides the measurement model of the model of the second test, 
a smaller training set had a negative effect on the prediction error. As average prediction error was 
determined over a 100 replications, individual cases were investigated to determine influential cases. It 
was soon found out that that fitting the SEM under certain conditions would occasionally (0 – 19%) 
produce an error in Lavaan. In hope to improve the average prediction error of the SEM, the cases in which 
an error has been produced were omitted from the study. As stated earlier, the presented results are those 
that omitted instances with warnings. Since the current study was a simulation study in which we had a 
large number of datasets available this was not a problem for the current study. However, if a study 
requires real data collection instead of simulated data, omitting a dataset and acquiring new data would be 
far too costly and time-consuming. 
An investigation of the cases with errors led to the discovery that errors were predominantly because of 
estimated negative error variances in an indicator variable. This is a well-known disadvantage of structural 
equation modelling that is also known as a ‘Heywood Case’ (Kline, 2011). A model that contained 
multiple errors in its hundred repetition was investigated (P = 5; n = 100;  λ = .3 ;  β2 = .2 ;  ρ = .3). 
Investigation directly made it clear that there were large differences in the values of the negative estimated 
variances. For example, in one case the estimated residual variance of 𝑥6 = -542.99 and in another 𝑥5= -
1.746.  
One of major causes for Heywood Cases is misspecification of the model, but since the data was simulated 
according to the model this is not a plausible cause. Heywood Cases are more evident in cases when factor 
loadings on a latent variable are ‘low’. This is in line with the current study since errors were mainly 
evident in designs that had a ‘weak’ measurement strength. Another common cause for ‘Heywood Cases’ 
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is that there is too few data to provide stable estimates, which could be an explanation of the higher 
number of Heywood cases when n = 100 and when there are less predictors (P = 3). This leads to the 
conclusion that SEM prediction might not be possible in studies that have a small sample size, few 
indicator and/or ‘weak’ links between indicator and latent variables. In those cases there is a high chance 
that fitting the model would result in a Heywood Case, therefore prediction is not desired. 
A simulation design is an excellent way to test our research questions, but downsides are also evident in 
this study. These limitations are in the design of the study, specifically one that is inherent to all simulation 
study designs. Since all data in this study is simulated according to strict prefixed settings it is unsure how 
well SEM would perform if real data was used. Simulating data provides strong control over the values 
and relations between variables, but simulating data also means that the predictors, criterion and latent 
constructs are only arbitrary numbers with lack of meaning. This in turn leads to a hampered 
interpretability of the results.  In this study all measurement loadings per construct were identical, in a real 
experiment the chances of that happening are as close to zero as can be. Also, this experiment contained 
only one setting for the first latent variable (λ’s = .8, β2 = .5 and P = 3) which remained constant during the 
whole experiment. In the future this experiment should also include more variations of strength in the first 
latent construct, as well as more variations of factor loadings per construct. 
Also, conclusions from this research are drawn from interpreting figures and not from statistical tests. 
Efforts to use statistical test to prove differences between the models and conditions often violated the 
assumptions of the comparison test. Since all possible combination of variables was replicated (close too) a 
100 times the averages of the prediction error is based on the mean of a very large number of observations. 
Therefore, conclusions drawn from the Tables and Figures are still reliable. 
4.2 Future directions 
 
In line with recent research in which SEM prediction slightly outperformed statistical learning based 
prediction methods in a one-factor model (De Rooij et al., 2017), this study shows also improved results 
for SEM based prediction in a design with two latent constructs. The research of De Rooij et al. (2017) 
tested a simpler model than the model used in this study. More research in multi-latent variable SEM 
prediction model has to be conducted. But the current study does indicate that SEM is to be considered as a 
viable prediction method over statistical learning based prediction methods. More and extensive research 
has to be done to discover the prediction potential in designs with 3 of more latent variables. 
The current study has failed to provide new insights on the incremental validity of a new test, since the 
second test was never associated with a better prediction. Unfortunately, this study was not able to provide 
new insights, but it does not mean that adding a second test to increase prediction accuracy never results in 
an increase in predictive validity. Describing the incremental validity not just as a term of added explained 
variance, but rather as a measure that underlines accuracy of the predictions, could still provide viable 
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information. Describing the incremental validity as a proportion in which the average prediction error 
decreases provides insights on how much the prediction rate actually improves. This study has underlined 
the need for future research to re-evaluate predictive and incremental validity in terms of prediction 
accuracy rather than explained variance. Future research should focus on defining and testing measures for 
incremental validity that focus on increased prediction rates.  On the subject of predictive validity we could 
state that SEM was more predictively valid than lasso, ridge and the regular regression model. Which does 
highlight the potential of using SEM as a prediction model. This study therefore has contributed to the 
development of SEM as a prediction model.  
SEM-based prediction is a new method in the field of prediction modelling and therefore all studies have 
been done with simulated data. To discover whether SEM is able to find a place amongst other prediction 
models it should also be tested with real data. I would suggest new prediction should not just feature 
traditional prediction, but could also include a SEM-based prediction if applicable. Comparing the models 
would then provide new information on how SEM behaves compared to other prediction models. This 
would gain insight in the performance of SEM based prediction modelling in real-life settings instead of it 
solely having theoretical proofs of usefulness.  
Literature 
 
Blunch, N. J. (2008). Introduction to Structural Equation Modelling Using SPSS and AMOS. Sage 
 Publishing. 
De Rooij, M., Dusseldorp, E., Fokkema, M., & Bakk, Z. (2017). A statistical learning perspective on 
 predictive validity. Submitted Paper. 
De Rooij, M., Verdam, M., Fokkema, M., Bakk, Z., & Kelderman, H. (2017) A structural equation 
 modelling approach to predictive validity. Submitted Paper. 
Evermann, J. & Tate, M. (2016). Assesing the predictive performance of structural equation model 
 estimators. Journal of Business Research, 69, 4565 – 4582. 
Furr, R. M. & Bacharach, V. R. (2008). Psychometrics: An Introduction. Thousand Oaks, CA: Sage 
Gillham, N. W. (2001). Sir Francis Galton and the birth of eugenics. Annual Review of Genetics. 35 , 83–
 101 
Gregor, S. (2006). The nature of theory in information systems. MIS Quarterly, 30, 611 – 642. 
Hastie, T., Tibshirani, R. & Friedman, J. (2009). Elements of Statistical Learning. New York, 
 NY:Springer. 
Hunsley, J. & Meyer, G. J. (2003). The Incremental Validity of Psychological Testing and Assessment: 
30 
 
 Conceptual, Methodological, and Statistical Issues, Psychological Assesment, 15, 446 – 455. 
Ivanescu, A.E., Li, P., George, B., Brown, A.W., Keith, S.W., Raju, D. & Allison, D.B. (2016). The 
 importance of prediction model validation and assessment in obesity and nutrition 
 research. International Journal of Obesity, 40, 887–9 
James, G., Witten, D., Hastie, T. & Tibshirani. R. (2017). Elements of Statistical Learning (8th Ed.). New 
 York, NY:Springer.  
Hox, J. J. & Bechger, T. M. (2000). An introduction to Structural Equational Modelling, Family Science 
 Review, 11, 354 – 373. 
Kline, R. B. (2011). Principles and practices of structural equation modeling (3rd Ed). New York, NY: 
 Guilford Press 
Mega, C., Ronconi, L. & De Beni, R. (2014). What makes a good student? How emotions, self-regulated 
 learning, and motivation contribute to academic achievement. Journal of Educational 
 Psychology, 106, 121 -131. 
Sackett, P. R. & Lievens, F. (2008). Personnel selection. Annual Review of Psychology, 59, 419-450 
Shmueli, G. (2010). To Explain or to Predict. Statistical Science, 25, 289 – 310.  
Shmueli, G. & Koppius, O. (2011). Predictive analytics in information system research. MIS Quarterly, 35, 
 553 – 572. 
Skrondal, A. (2007). Latent variable modelling: A survey. Scandinavian Journal of Statistics, 34, 712 – 
 746.  
Urbina, S. & Anastasi, A. (1997). Psychological testing (7th ed.). Upper Saddle River, NJ: Prentice Hall. 
Yarkoni, T., & Westfall, J. (2017). Choosing prediction over explanation in psychology: Lessons from 
 machine learning. Psychological Science. In Press.  
31 
 
Appendix A 
 
Math 
This section contains all calculations, distributions and regression functions 
Regression functions 
Regression functions based on a 2 factor model with 3 indicator variables per latent construct 
𝑥1 = 𝛼1 + 𝜆1𝜃1 + 𝑒1  
𝑥2 = 𝛼2 + 𝜆2𝜃1 + 𝑒2  
𝑥3 = 𝛼3 + 𝜆3𝜃1 + 𝑒3  
𝑥4 = 𝛼4 + 𝜆4𝜃2 + 𝑒4  
𝑥5 = 𝛼5 + 𝜆5𝜃2 + 𝑒5  
𝑥6 = 𝛼6 + 𝜆6𝜃2 + 𝑒6  
 
Distribution of the unobserved random variables 
 
𝑒𝑦 ~ 𝑁(0, 𝜗𝑦
2) 
𝑒1 ~ 𝑁(0, 𝜗1
2) 
𝑒2 ~ 𝑁(0, 𝜗2
2) 
𝑒3 ~ 𝑁(0, 𝜗3
2) 
𝑒4 ~ 𝑁(0, 𝜗4
2) 
𝑒5 ~ 𝑁(0, 𝜗5
2) 
𝑒6 ~ 𝑁(0, 𝜗6
2) 
𝜃1 ~ 𝑁(0, 1) 
𝜃2 ~ 𝑁(0, 1) 
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Matrix Algebra 
 
For cases with non-zero correlation 
Matrix notations are RAM notation. 
The expected covariance matrix of a 2 factor model with 3 indicators per factor 
           y            x1          x2            x3          x4            x5            x6         𝜃1            𝜃2 
∑ = 
∗
 
 
(
 
 
 
 
 
 
 
 
 
𝜎yy
2 𝜎yx1
2 𝜎yx2
2 𝜎yx3
2 𝜎yx4
2 𝜎yx5
2 𝜎yx6
2 𝜎yθ1
2 𝜎yθ2
2
𝜎x1y
2 𝜎x1x1
2 𝜎x1x2
2 𝜎x1x3
2 𝜎x1x4
2 𝜎x1x5
2 𝜎x1x6
2 𝜎x1θ1
2 𝜎x1θ2
2
𝜎x2y
2 𝜎x2x1
2 𝜎x2x2
2 𝜎x2x3
2 𝜎x2x4
2 𝜎x2x5
2 𝜎x2x6
2 𝜎x2θ1
2 𝜎x2θ2
2
𝜎x3y
2 𝜎x3x1
2 𝜎x3x2
2 𝜎x3x3
2 𝜎x3x4
2 𝜎x3x5
2 𝜎x3x6
2 𝜎x3θ1
2 𝜎x3θ2
2
𝜎x4y
2 𝜎x4x1
2 𝜎x4x2
2 𝜎x4x3
2 𝜎x4x4
2 𝜎x4x5
2 𝜎x4x6
2 𝜎x4θ1
2 𝜎x4θ2
2
𝜎x5y
2 𝜎x5x1
2 𝜎x5x2
2 𝜎x5x3
2 𝜎x5x4
2 𝜎x5x5
2 𝜎x5x6
2 𝜎x5θ1
2 𝜎x5θ2
2
𝜎x6y
2 𝜎x6x1
2 𝜎x6x2
2 𝜎x6x3
2 𝜎x6x4
2 𝜎x6x5
2 𝜎x6x6
2 𝜎x6θ1
2 𝜎x6θ2
2
𝜎θ1y
2 𝜎θ1x1
2 𝜎θ1x2
2 𝜎θ1x3
2 𝜎θ1x4
2 𝜎θ1x5
2 𝜎θ1x6
2 𝜎x6θ1
2 𝜎θ1θ2
2
𝜎θ2y
2 𝜎θ2x1
2 𝜎θ2x2
2 𝜎θ2x3
2 𝜎θ2x4
2 𝜎θ2x5
2 𝜎θ2x6
2 𝜎θ2θ1
2 𝜎θ2θ2
2)
 
 
 
 
 
 
 
 
 
 
 
 
The B matrix contains the regression coefficients 
           y   x1   x2   x3   x4   x5   x6   θ1    θ2 
B = 
(
 
 
 
 
 
 
0 0 0 0 0 0 0 𝛽1 𝛽2
0 0 0 0 0 0 0 𝜆1 0
0 0 0 0 0 0 0 𝜆2 0
0 0 0 0 0 0 0 𝜆3 0
0 0 0 0 0 0 0 0 𝜆4
0 0 0 0 0 0 0 0 𝜆5
0 0 0 0 0 0 0 0 𝜆6
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 )
 
 
 
 
 
 
 
 
 
I is a 9x9 Identiy Matrix 
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𝐼 =  
(
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1)
 
 
 
 
 
 
 
 
  
 
 
 
Ψ is the (co)variance matrix of the random unobserved variables in the model (latent 
variables are set to 1). Variances are labelled as 𝛹 
 
ψ =
(
 
 
 
 
 
 
 
 
𝛹𝑦
2 0 0 0 0 0 0 0 0
0 𝛹1
2 0 0 0 0 0 0 0
0 0 𝛹2
2 0 0 0 0 0 0
0 0 0 𝛹3
2 0 0 0 0 0
0 0 0 0 𝛹4
2 0 0 0 0
0 0 0 0 0 𝛹5
2 0 0 0
0 0 0 0 0 0 𝛹6
2 0 0
0 0 0 0 0 0 0 1 𝜌
0 0 0 0 0 0 0 𝜌 1)
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Leading to 
Σ̂ = (I − B) −1 Ψ ((I − B)−1 )T 
 
 
 
Σ̂ =  
(
 
 
 
 
 
 
 
 
𝛹𝑦
2 + 𝛽1(𝛽2𝜑 + 𝛽1) + 𝛽2(𝛽1𝜑 + 𝛽2) 𝛽2𝜆1𝜑 + 𝛽1𝜆1 𝛽2𝜆2𝜑 + 𝛽1𝜆2 𝛽2𝜆3𝜑 + 𝛽1𝜆3 𝛽1𝜆4𝜑 + 𝛽2𝜆4 𝛽1𝜆5𝜑 + 𝛽2𝜆5 𝛽1𝜆6𝜑 + 𝛽2𝜆6 𝛽2𝜑 + 𝛽1 𝛽1𝜑 + 𝛽2
𝜆1(𝛽2𝜑 + 𝛽1) 𝛹1
2 + 𝜆1
2 𝜆1𝜆2 𝜆1𝜆3 𝜆1𝜆4𝜑 𝜆1𝜆5𝜑 𝜆1𝜆6𝜑 𝜆1 𝜆1𝜑
𝜆2(𝛽2𝜑 + 𝛽1) 𝜆1𝜆2 𝛹2
2 + 𝜆2
2 𝜆2𝜆3 𝜆2𝜆4𝜑 𝜆2𝜆5𝜑 𝜆2𝜆6𝜑 𝜆2 𝜆2𝜑
𝜆3(𝛽2𝜑 + 𝛽1) 𝜆1𝜆3 𝜆2𝜆3 𝛹3
2 + 𝜆3
2 𝜆3𝜆4𝜑 𝜆3𝜆5𝜑 𝜆3𝜆6𝜑 𝜆3 𝜆3𝜑
𝜆4(𝛽1𝜑 + 𝛽2) 𝜆1𝜆4𝜑 𝜆2𝜆4𝜑 𝜆3𝜆4𝜑 𝛹4
2 + 𝜆4
2 𝜆4𝜆5 𝜆4𝜆6 𝜆4𝜑 𝜆4
𝜆5(𝛽1𝜑 + 𝛽2) 𝜆1𝜆5𝜑 𝜆2𝜆5𝜑 𝜆3𝜆5𝜑 𝜆4𝜆5 𝛹5
2 + 𝜆5
2 𝜆5𝜆6 𝜆5𝜑 𝜆5
𝜆6(𝛽1𝜑 + 𝛽2) 𝜆1𝜆6𝜑 𝜆2𝜆6𝜑 𝜆3𝜆6𝜑 𝜆4𝜆6 𝜆5𝜆6 𝛹6
2 + 𝜆6
2 𝜆6𝜑 𝜆6
𝛽2𝜑 + 𝛽1 𝜆1 𝜆2 𝜆3 𝜆4𝜑 𝜆5𝜑 𝜆6𝜑 1 𝜑
𝛽1𝜑 + 𝛽2 𝜆1𝜑 𝜆2𝜑 𝜆3𝜑 𝜆4 𝜆5 𝜆6 𝜑 1 )
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J is the filtermatrix 
 
 
J =
(
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0)
 
 
 
 
 
 
 
 
 
The expected covariance matrix for the observed variables follows from Σ = JΣ∗ JT  
 
Σ = 
(
 
 
 
 
 
 
𝛽1(𝛽2𝜌 + 𝛽1) + 𝛽2(𝛽1𝜌 + 𝛽2) + 𝑣𝑦
2 𝛽2𝜆1𝜌 + 𝛽1𝜆1 𝛽2𝜆2𝜌 + 𝛽1𝜆2 𝛽2𝜆3𝜌 + 𝛽1𝜆3 𝛽1𝜆4𝜌 + 𝛽2𝜆4 𝛽1𝜆5𝜌 + 𝛽2𝜆5 𝛽1𝜆6𝜌 + 𝛽2𝜆6
𝜆1(𝛽2𝜌 + 𝛽1) 𝜆1
2 + 𝑣1
2 𝜆1𝜆2 𝜆1𝜆3 𝜆1𝜆4𝜌 𝜆1𝜆5𝜌 𝜆1𝜆6𝜌
𝜆2(𝛽2𝜌 + 𝛽1) 𝜆1𝜆2 𝜆2
2 + 𝑣2
2 𝜆2𝜆3 𝜆2𝜆4𝜌 𝜆2𝜆5𝜌 𝜆2𝜆6𝜌
𝜆3(𝛽2𝜌 + 𝛽1) 𝜆1𝜆3 𝜆2𝜆3 𝜆3
2 + 𝑣3
2 𝜆3𝜆4𝜌 𝜆3𝜆5𝜌 𝜆3𝜆6𝜌
𝜆4(𝛽1𝜌 + 𝛽2) 𝜆1𝜆4𝜌 𝜆2𝜆4𝜌 𝜆3𝜆4𝜌 𝜆4
2 + 𝑣4
2 𝜆4𝜆5 𝜆4𝜆6
𝜆5(𝛽1𝜌 + 𝛽2) 𝜆1𝜆5𝜌 𝜆2𝜆5𝜌 𝜆3𝜆5𝜌 𝜆4𝜆5 𝜆5
2 + 𝑣5
2 𝜆5𝜆6
𝜆6(𝛽1𝜌 + 𝛽2) 𝜆1𝜆6𝜌 𝜆2𝜆6𝜌 𝜆3𝜆6𝜌 𝜆4𝜆6 𝜆5𝜆6 𝜆6
2 + 𝑣6
2 )
 
 
 
 
 
 
 
 
If  𝚺 is written as the supermatrix 
Σ =  (
∑  
𝑦𝑦
∑  
𝑦𝑥
∑  
𝑥𝑦
∑  
𝑥𝑥
) 
With  
∑  
𝑥𝑥
= 
(
 
 
 
 
 
𝛹1
2 + 𝜆1
2 𝜆1𝜆2 𝜆1𝜆3 𝜆1𝜆4𝜌 𝜆1𝜆5𝜌 𝜆1𝜆6𝜌
𝜆1𝜆2 𝛹2
2 + 𝜆2
2 𝜆2𝜆3 𝜆2𝜆4𝜌 𝜆2𝜆5𝜌 𝜆2𝜆6𝜌
𝜆1𝜆3 𝜆2𝜆3 𝛹3
2 + 𝜆3
2 𝜆3𝜆4𝜌 𝜆3𝜆5𝜌 𝜆3𝜆6𝜌
𝜆1𝜆4𝜌 𝜆2𝜆4𝜌 𝜆3𝜆4𝜌 𝛹4
2 + 𝜆4
2 𝜆4𝜆5 𝜆4𝜆6
𝜆1𝜆5𝜌 𝜆2𝜆5𝜌 𝜆3𝜆5𝜌 𝜆4𝜆5 𝛹5
2 + 𝜆5
2 𝜆5𝜆6
𝜆1𝜆6𝜌 𝜆2𝜆6𝜌 𝜆3𝜆6𝜌 𝜆4𝜆6 𝜆5𝜆6 𝛹6
2 + 𝜆6
2)
 
 
 
 
 
 
And 
∑ = (𝛽2𝜆1𝜌 + 𝛽1𝜆1 𝛽2𝜆2𝜌 + 𝛽1𝜆2 𝛽2𝜆3𝜌 + 𝛽1𝜆3 𝛽1𝜆4𝜌 + 𝛽2𝜆4 𝛽1𝜆5𝜌 + 𝛽2𝜆5 𝛽1𝜆6𝜌 + 𝛽2𝜆6)
𝑦𝑥
 
 
The coefficients of regression Y|X under the model are 
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𝛾 = ∑  ∑  
−1
𝑥𝑥
 
𝑦𝑥
 
In order to provide insights in 𝛾, the software MAXIMA was used. A script written by Henk Kelderman 
provided a framework to find an interpretable answer to 𝛾. Henk Kelderman therefore deserves a big 
portion of the credits for the mathematics below. 
The elements of the matrix of the coefficients 𝛾 were too long to print for MAXIMA without the interface 
getting stuck, simplification was needed. 
For simplification it was hypothesized that the error variances stated below occurred in both numerator and 
denominator. These were used to remove said error variances of both numerator and denominator of the 
coefficient matrix and later the prediction function. 
𝛹1
2𝛹2
2𝛹3
2𝛹4
2𝛹5
2𝛹6
2 
Next, the item-information (Ij) was introduced, with 
𝐼𝐽 =
𝜆𝐽
2
𝛹𝑗
2 
For simplification, 𝜆𝐽
2
  was substituted with 𝐼𝐽𝛹𝑗
2. Omitting all lambda’s from the equation. The 
denominator was the same for all regression coefficients. Simplifying the denominator to 
((𝐼3 + 𝐼2 + 𝐼1)𝐼6 + (𝐼3 + 𝐼2 + 𝐼1)𝐼5 + (𝐼3 + 𝐼2 + 𝐼1)𝐼4)𝜌
2 + (−𝐼3 − 𝐼2 − 𝐼1 − 1)𝐼6 + (−𝐼3 − 𝐼2 − 𝐼1
− 1)𝐼5 + (−𝐼3 − 𝐼2 − 𝐼1 − 1)𝐼4 − 𝐼3 − 𝐼2 − 𝐼1 − 1 
The numerators of the coefficient matrix however, are not identical. For the numerators simplification was 
also done by substituting lambda’s and removing error variances leading to 
−
√𝐼1((𝐼6 + 𝐼5 + 𝐼4)𝛽1𝜌
2 − 𝛽2𝜌 + (−𝐼6 − 𝐼5 − 𝐼4 − 1)𝛽1)
𝛹1
 , 
−
√𝐼2((𝐼6 + 𝐼5 + 𝐼4)𝛽1𝜌
2 − 𝛽2𝜌 + (−𝐼6 − 𝐼5 − 𝐼4 − 1)𝛽1)
𝛹2
, 
−
√𝐼3((𝐼6 + 𝐼5 + 𝐼4)𝛽1𝜌
2 − 𝛽2𝜌 + (−𝐼6 − 𝐼5 − 𝐼4 − 1)𝛽1)
𝛹3
, 
−
√𝐼4((𝐼3 + 𝐼2 + 𝐼1)𝛽2𝜌
2 − 𝛽1𝜌 + (−𝐼3 − 𝐼2 − 𝐼1 − 1)𝛽2)
𝛹4
, 
−
√𝐼5((𝐼3 + 𝐼2 + 𝐼1)𝛽2𝜌
2 − 𝛽1𝜌 + (−𝐼3 − 𝐼2 − 𝐼1 − 1)𝛽2)
𝛹5
, 
−
√𝐼6((𝐼3 + 𝐼2 + 𝐼1)𝛽2𝜌
2 − 𝛽1𝜌 + (−𝐼3 − 𝐼2 − 𝐼1 − 1)𝛽2)
𝛹6
, 
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Reassembling the expressions and putting them back into a (transposed) vector of numerators for the 
coefficient matrix gives us: 
(
 
 
 
 
 
 
 
 
 
 
 
 
 
−
√I1((I6 + I5 + I4)β1ρ
2 − β2ρ + (−I6 − I5 − I4 − 1)β1)
Ψ1
−
√I2((I6 + I5 + I4)β1ρ − β2ρ + (−I6 − I5 − I4 − 1)β1)
Ψ2
−
√I3((I6 + I5 + I4)β1ρ
2 − β2ρ + (−I6 − I5 − I4 − 1)β1)
Ψ3
−
√I4((I3 + I2 + I1)β2ρ
2 − β1ρ + (−I3 − I2 − I1 − 1)β2)
Ψ4
−
√I5((I3 + I2 + I1)β2ρ
2 − β1ρ + (−I3 − I2 − I1 − 1)β2)
Ψ5
−
√I6((I3 + I2 + I1)β2ρ
2 − β1ρ + (−I3 − I2 − I1 − 1)β2)
Ψ6 )
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For the denominator  
𝐶 = ((−𝐼3 − 𝐼2 − 𝐼1)𝐼6 + (−𝐼3 − 𝐼2 − 𝐼1)𝐼5 + (−𝐼3 − 𝐼2 − 𝐼1)𝐼4)𝜌
2 + (𝐼3 + 𝐼2 + 𝐼1 + 1)𝐼6
+ (𝐼3 + 𝐼2 + 𝐼1 + 1)𝐼5 + (𝐼3 + 𝐼2 + 𝐼1 + 1)𝐼4 + 𝐼3 + 𝐼2 + 𝐼1 + 1 
By introducing The test-information T, is the sum of the item-information per test with 𝑇1 = 𝐼1 + 𝐼2 + 𝐼3 
and 𝑇2 = 𝐼4 + 𝐼5 + 𝐼6. This could be further simplified to  
𝐶 =  ((𝑇1  +  1)(𝑇2  +  1) − 𝜌
2(𝑇1)(𝑇2)). 
 
By introducing T, we can also simplify the numerators leading to 
𝛾′ = 𝐶−1  
(
 
 
 
 
 
 
 
 
 
 
 
𝜆1
Ψ1
2 (β2ρ + (𝑇2 + 1)β1 − 𝑇2β1ρ
2)
𝜆2
Ψ2
2 (β2ρ + (𝑇2 + 1)β1 − 𝑇2β1ρ
2)
𝜆3
Ψ3
2 (β2ρ + (𝑇2 + 1)β1 − 𝑇2β1ρ
2)
𝜆4
Ψ4
2 (β1ρ + (𝑇1 + 1)β2 − 𝑇1β1ρ
2)
𝜆5
Ψ5
2 (β1ρ + (𝑇1 + 1)β2 − 𝑇1β1ρ
2)
𝜆6
Ψ6
2 (β1ρ + (𝑇1 + 1)β2 − 𝑇1β1ρ
2)
)
 
 
 
 
 
 
 
 
 
 
 
, 
Finally simplifying 
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(β2ρ + (𝑇2 + 1)β1 − 𝑇2β1ρ
2) =  β1(1 + 𝑇1(1 − ρ
2)) + β2ρ,  
(β1ρ + (𝑇1 + 1)β2 − 𝑇1β2ρ
2) =  β2(1 + 𝑇2(1 − ρ
2)) + β1ρ. 
 
𝛾′ = 𝐶−1  
(
 
 
 
 
 
 
 
 
 
 
 
𝜆1
Ψ1
2 (β1(1 + 𝑇1(1 − ρ
2)) + β2)
𝜆2
Ψ2
2 (β1(1 + 𝑇1(1 − ρ
2)) + β2)
𝜆3
Ψ3
2 (β1(1 + 𝑇1(1 − ρ
2)) + β2)
𝜆4
Ψ4
2 (β2(1 + 𝑇2(1 − ρ
2)) + β1ρ)
𝜆5
Ψ5
2 (β2(1 + 𝑇2(1 − ρ
2)) + β1ρ)
𝜆6
Ψ6
2 (β2(1 + 𝑇2(1 − ρ
2)) + β1ρ)
)
 
 
 
 
 
 
 
 
 
 
 
, 
 
Introducing Φ as the covariance matrix between the two factors. 
𝛾′ = 𝐶−1 𝑊 
(
 
 
 
 
𝑇2𝛽1Det(𝛷) + 𝛽2𝛷12 + 𝛽1𝛷11
𝑇2𝛽1Det(𝛷) + 𝛽2𝛷12 + 𝛽1𝛷11
𝑇2𝛽1Det(𝛷) + 𝛽2𝛷12 + 𝛽1𝛷11
𝑇1𝛽2Det(𝛷) + 𝛽2𝛷22 + 𝛽1𝛷12
𝑇1𝛽2Det(𝛷) + 𝛽2𝛷22 + 𝛽1𝛷12
𝑇1𝛽2Det(𝛷) + 𝛽2𝛷22 + 𝛽1𝛷12)
 
 
 
 
, 
 
With  
𝐶 =  𝑇1𝑇2Det(𝛷)+𝑇2𝛷22 + 𝑇1𝛷22 
And W contains the terms 
𝜆𝑗
𝜓𝑗 
 on the diagonal 
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𝑊 = 
(
 
 
 
 
 
 
 
 
 
 
 
λ1
Ψ1
0 0 0 0 0
0
λ2
Ψ2
0 0 0 0
0 0
λ3
Ψ3
0 0 0
0 0 0
λ4
Ψ4
0 0
0 0 0 0
λ5
Ψ5
0
0 0 0 0 0
λ6
Ψ6)
 
 
 
 
 
 
 
 
 
 
 
 
 
The prediction formula then becomes 
?̂? = 𝑎𝑦 + 𝐶
−1 ( ∑
𝐼𝑗
𝜆𝑗
3
𝑗=1
 (𝑇2𝛽1Det(𝛷)+𝛽2𝛷12 +𝛽1𝛷11) (𝑥𝑗
0 −𝑎𝑗)
+  ∑
𝐼𝑗
𝜆𝑗
6
𝑗=4
 (𝑇2𝛽1Det(𝛷)+𝛽2𝛷22 + 𝛽1𝛷12) (𝑥𝑗
0−𝑎𝑗)). 
Which is quite a long formula that can be shortened by introducing L1 and L2 
𝐿1 =
𝑇2𝛽1Det(𝛷) + 𝛽2𝛷12 + 𝛽1𝛷11
𝐶
  & 𝐿2 =
𝑇1𝛽2Det(𝛷) + 𝛽2𝛷22 + 𝛽1𝛷12
𝐶
 . 
Leading to  
 ?̂? = 𝑎𝑦 + 𝐿1∑
𝑥𝑗
0 − 𝑎𝑗
𝜆𝑗
3
𝑗=1
+ 𝐿2∑
𝑥𝑗
0 − 𝑎𝑗
𝜆𝑗
6
𝑗=4
. 
As the prediction formula for a SEM with 2 factors and 3 predictors per factor. In a more general formula   
?̂? = ?̂?𝑦 + 𝐿1∑
𝑥𝑗
0 − ?̂?𝑗
?̂?𝑗
3
𝑗=1
+ 𝐿2∑
𝑥𝑗
0 − ?̂?𝑗
?̂?𝑗
𝑃+3
𝑗= 4
. 
With  
𝐿1 =
𝑇2?̂?1Det(𝛷) + ?̂?2𝛷12 + ?̂?1𝛷11
𝐶
  and 𝐿2 =
𝑇1?̂?2Det(𝛷) + ?̂?2𝛷22 + ?̂?1𝛷12
𝐶
 , 
Since we the model is fitted to a training sample and the estimates of the training sample are used to 
predict the criterion variable the formula is 
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 The prediction formula for models with no correlation 
 
If ρ = 0 then  
∑ =
(
 
 
 
 
 
𝛹1
2 + 𝜆1
2 𝜆1𝜆2 𝜆1𝜆3 0 0 0
𝜆1𝜆2 𝛹2
2 + 𝜆2
2 𝜆2𝜆3 0 0 0
𝜆1𝜆3 𝜆2𝜆3 𝛹3
2 + 𝜆3
2 0 0 0
0 0 0 𝛹4
2 + 𝜆4
2 𝜆4𝜆5 𝜆4𝜆6
0 0 0 𝜆4𝜆5 𝛹5
2 + 𝜆5
2 𝜆5𝜆6
0 0 0 𝜆4𝜆6 𝜆5𝜆6 𝛹6
2 + 𝜆6
2)
 
 
 
 
 
𝑥𝑥
 
And 
∑ = (𝛽2𝜆1𝜌 + 𝛽1𝜆1 𝛽2𝜆2𝜌 + 𝛽1𝜆2 𝛽2𝜆3𝜌 + 𝛽1𝜆3 𝛽1𝜆4𝜌 + 𝛽2𝜆4 𝛽1𝜆5𝜌 + 𝛽2𝜆5 𝛽1𝜆6𝜌 + 𝛽2𝜆6)
𝑦𝑥
 
For  
𝛾 = ∑  ∑  
−1
𝑥𝑥
 
𝑦𝑥
 
 
The elements of the matrix of the coefficients 𝛾 contain very long expressions, so once again simplification 
was needed 
For simplification it was hypothesized that the error variances stated below occurred in both numerator and 
denominator. For the first 3 terms this was  
𝛹1
2𝛹2
2𝛹3
2. 
And for for the last 3 terms 
𝛹4
2𝛹5
2𝛹6
2. 
Substitution of 𝜆𝐽
2
 with 𝐼𝐽𝛹𝑗
2 provided us with more simplification. That lead us to discover the 
denominator and numerator of the coefficients. As opposed to the model that was correlated the 
denominator is not the same for all coefficients being  
𝐼1 + 𝐼2 + 𝐼3 + 1 = 𝑇1 + 1, 
For the first 3 coefficients and  
𝐼6 + 𝐼5 + 𝐼4 + 1 = 𝑇 + 1, 
For the last 3. 
The numerators of the coefficient in a transposed vector are 
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(
 
 
 
 
 
 
 
 
 
 
 
 
 
√𝐼1𝛽1
𝛹1
√𝐼2𝛽1
𝛹2
√𝐼3𝛽1
𝛹3
√𝐼4𝛽2
𝛹4
√𝐼5𝛽2
𝛹5
√𝐼6𝛽2
𝛹6 )
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
 Since the denominators of are not constant for all coefficients it is not possible to create one C that fits all 
but instead there are 2 
With  
𝐶1 = 𝑇1 + 1,  
𝐶2 = 𝑇2 + 1. 
Leading to a prediction formula that is  
?̂? = 𝛼𝑦 + ∑𝐶1
−1√𝐼𝑗  𝛽1
𝛹𝑗
(𝑥𝑗
0 − 𝛼𝑗)
3
𝑗=1
 +  ∑𝐶2
−1√𝐼𝑗  𝛽2
𝛹𝑗
(𝑥𝑗
0 − 𝛼𝑗)
𝑃+3
𝑗=4
. 
 
Since we the model is fitted to a training sample and the estimates of the training sample are used to 
predict the criterion variable the formula is 
?̂? = ?̂?𝑦 + ∑𝐶1
−1√𝐼𝑗  ?̂?1
?̂?𝑗
(𝑥𝑗
0 − ?̂?𝑗)
3
𝑗=1
 +  ∑𝐶2
−1√𝐼𝑗?̂?2
?̂?𝑗
(𝑥𝑗
0 − ?̂?𝑗).
𝑃+3
𝑗=4
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Tables 
 
Table 2 
Average prediction error for prediction models  
n P meas struct corr LVM LM LASSO RIDGE SUM W 
100 3 strong strong strong 1.11 1.16 1.15 1.12 1.11 0 
100 3 strong strong medium 1.11 1.15 1.15 1.13 1.11 0 
100 3 strong strong none 1.11 1.15 1.14 1.13 1.11 0 
100 3 strong medium strong 1.09 1.13 1.12 1.10 1.09 0 
100 3 strong medium medium 1.09 1.13 1.12 1.10 1.09 0 
100 3 strong medium none 1.09 1.13 1.12 1.11 1.09 0 
100 3 strong 0 strong 1.08 1.12 1.10 1.09 1.08 0 
100 3 strong 0 medium 1.08 1.12 1.11 1.10 1.08 0 
100 3 strong 0 none 1.08 1.12 1.11 1.10 1.08 0 
100 3 medium strong strong 1.18 1.22 1.21 1.19 1.17 3 
100 3 medium strong medium 1.18 1.21 1.21 1.19 1.17 1 
100 3 medium strong none 1.17 1.21 1.21 1.19 1.16 2 
100 3 medium medium strong 1.11 1.15 1.14 1.13 1.11 1 
100 3 medium medium medium 1.11 1.15 1.14 1.13 1.10 5 
100 3 medium medium none 1.11 1.14 1.14 1.12 1.10 4 
100 3 medium 0 strong 1.08 1.12 1.11 1.10 1.08 1 
100 3 medium 0 medium 1.08 1.12 1.11 1.10 1.08 4 
100 3 medium 0 none 1.08 1.12 1.11 1.10 1.08 13 
100 3 weak strong strong 1.22 1.25 1.25 1.23 1.21 8 
100 3 weak strong medium 1.23 1.26 1.26 1.24 1.21 12 
100 3 weak strong none 1.23 1.25 1.25 1.23 1.20 14 
100 3 weak medium strong 1.13 1.16 1.15 1.14 1.12 10 
100 3 weak medium medium 1.12 1.16 1.15 1.14 1.12 17 
100 3 weak medium none 1.12 1.15 1.14 1.13 1.11 12 
100 3 weak 0 strong 1.08 1.12 1.11 1.10 1.08 12 
100 3 weak 0 medium 1.09 1.12 1.11 1.10 1.08 16 
100 3 weak 0 none 1.09 1.12 1.11 1.10 1.08 19 
200 3 strong strong strong 1.09 1.11 1.10 1.09 1.09 0 
200 3 strong strong medium 1.09 1.10 1.10 1.09 1.08 0 
200 3 strong strong none 1.08 1.10 1.10 1.09 1.08 0 
200 3 strong medium strong 1.07 1.08 1.08 1.07 1.06 0 
200 3 strong medium medium 1.07 1.08 1.08 1.07 1.06 0 
200 3 strong medium none 1.06 1.08 1.08 1.07 1.06 0 
200 3 strong 0 strong 1.06 1.08 1.07 1.06 1.06 0 
200 3 strong 0 medium 1.06 1.08 1.07 1.06 1.06 0 
200 3 strong 0 none 1.06 1.08 1.07 1.06 1.06 0 
200 3 medium strong strong 1.15 1.17 1.17 1.16 1.14 0 
200 3 medium strong medium 1.15 1.16 1.16 1.16 1.14 0 
200 3 medium strong none 1.14 1.16 1.16 1.15 1.14 0 
200 3 medium medium strong 1.09 1.10 1.10 1.09 1.08 0 
200 3 medium medium medium 1.08 1.10 1.10 1.09 1.08 0 
200 3 medium medium none 1.08 1.10 1.10 1.09 1.08 0 
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200 3 medium 0 strong 1.06 1.08 1.07 1.06 1.06 0 
200 3 medium 0 medium 1.06 1.08 1.07 1.07 1.06 0 
200 3 medium 0 none 1.06 1.08 1.07 1.07 1.06 2 
200 3 weak strong strong 1.19 1.20 1.20 1.19 1.18 6 
200 3 weak strong medium 1.20 1.21 1.21 1.20 1.19 3 
200 3 weak strong none 1.19 1.20 1.21 1.19 1.18 8 
200 3 weak medium strong 1.10 1.12 1.11 1.11 1.10 5 
200 3 weak medium medium 1.10 1.12 1.11 1.10 1.09 3 
200 3 weak medium none 1.10 1.11 1.11 1.10 1.09 13 
200 3 weak 0 strong 1.06 1.08 1.07 1.07 1.06 5 
200 3 weak 0 medium 1.06 1.08 1.07 1.07 1.06 11 
200 3 weak 0 none 1.07 1.08 1.07 1.07 1.06 14 
500 3 strong strong strong 1.08 1.09 1.09 1.08 1.08 0 
500 3 strong strong medium 1.08 1.08 1.08 1.08 1.08 0 
500 3 strong strong none 1.07 1.08 1.08 1.08 1.07 0 
500 3 strong medium strong 1.06 1.06 1.06 1.06 1.06 0 
500 3 strong medium medium 1.06 1.06 1.06 1.06 1.06 0 
500 3 strong medium none 1.06 1.06 1.06 1.06 1.05 0 
500 3 strong 0 strong 1.05 1.05 1.05 1.05 1.05 0 
500 3 strong 0 medium 1.05 1.06 1.05 1.05 1.05 0 
500 3 strong 0 none 1.05 1.06 1.05 1.05 1.05 0 
500 3 medium strong strong 1.14 1.14 1.14 1.14 1.14 0 
500 3 medium strong medium 1.14 1.14 1.14 1.14 1.14 0 
500 3 medium strong none 1.13 1.14 1.14 1.14 1.13 0 
500 3 medium medium strong 1.08 1.08 1.08 1.08 1.08 0 
500 3 medium medium medium 1.07 1.08 1.08 1.08 1.07 0 
500 3 medium medium none 1.07 1.08 1.08 1.07 1.07 0 
500 3 medium 0 strong 1.05 1.05 1.05 1.05 1.05 0 
500 3 medium 0 medium 1.05 1.06 1.06 1.05 1.05 0 
500 3 medium 0 none 1.05 1.06 1.06 1.05 1.05 0 
500 3 weak strong strong 1.18 1.18 1.18 1.18 1.17 1 
500 3 weak strong medium 1.18 1.19 1.19 1.19 1.18 0 
500 3 weak strong none 1.18 1.18 1.18 1.18 1.17 0 
500 3 weak medium strong 1.09 1.10 1.10 1.09 1.09 1 
500 3 weak medium medium 1.09 1.09 1.09 1.09 1.09 0 
500 3 weak medium none 1.08 1.09 1.09 1.09 1.08 5 
500 3 weak 0 strong 1.05 1.06 1.06 1.05 1.05 0 
500 3 weak 0 medium 1.05 1.06 1.06 1.05 1.05 0 
500 3 weak 0 none 1.05 1.06 1.06 1.05 1.05 11 
100 5 strong strong strong 1.09 1.15 1.12 1.10 1.09 0 
100 5 strong strong medium 1.09 1.15 1.12 1.11 1.09 0 
100 5 strong strong none 1.09 1.15 1.12 1.11 1.08 0 
100 5 strong medium strong 1.07 1.14 1.10 1.09 1.07 0 
100 5 strong medium medium 1.07 1.14 1.10 1.09 1.07 0 
100 5 strong medium none 1.07 1.14 1.10 1.09 1.07 0 
100 5 strong 0 strong 1.07 1.13 1.09 1.08 1.06 0 
100 5 strong 0 medium 1.07 1.13 1.09 1.08 1.07 0 
100 5 strong 0 none 1.07 1.14 1.09 1.09 1.07 0 
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100 5 medium strong strong 1.14 1.21 1.19 1.17 1.14 0 
100 5 medium strong medium 1.14 1.21 1.19 1.17 1.13 0 
100 5 medium strong none 1.14 1.20 1.18 1.16 1.13 0 
100 5 medium medium strong 1.09 1.16 1.13 1.11 1.09 0 
100 5 medium medium medium 1.09 1.15 1.13 1.11 1.09 0 
100 5 medium medium none 1.09 1.15 1.12 1.11 1.08 0 
100 5 medium 0 strong 1.07 1.13 1.09 1.09 1.07 0 
100 5 medium 0 medium 1.07 1.13 1.10 1.09 1.07 0 
100 5 medium 0 none 1.07 1.13 1.10 1.09 1.07 0 
100 5 weak strong strong 1.20 1.26 1.24 1.22 1.18 9 
100 5 weak strong medium 1.21 1.26 1.24 1.22 1.18 6 
100 5 weak strong none 1.20 1.25 1.24 1.21 1.18 8 
100 5 weak medium strong 1.11 1.17 1.14 1.13 1.10 9 
100 5 weak medium medium 1.11 1.17 1.14 1.13 1.10 6 
100 5 weak medium none 1.11 1.17 1.13 1.12 1.09 13 
100 5 weak 0 strong 1.07 1.13 1.10 1.09 1.07 7 
100 5 weak 0 medium 1.08 1.14 1.10 1.09 1.07 9 
100 5 weak 0 none 1.08 1.14 1.10 1.09 1.07 10 
200 5 strong strong strong 1.08 1.11 1.10 1.09 1.08 0 
200 5 strong strong medium 1.08 1.11 1.10 1.09 1.08 0 
200 5 strong strong none 1.08 1.11 1.10 1.09 1.07 0 
200 5 strong medium strong 1.06 1.10 1.09 1.07 1.06 0 
200 5 strong medium medium 1.06 1.10 1.09 1.08 1.06 0 
200 5 strong medium none 1.06 1.10 1.09 1.08 1.06 0 
200 5 strong 0 strong 1.06 1.09 1.07 1.07 1.06 0 
200 5 strong 0 medium 1.06 1.09 1.08 1.07 1.06 0 
200 5 strong 0 none 1.06 1.09 1.08 1.07 1.06 0 
200 5 medium strong strong 1.13 1.16 1.16 1.15 1.13 0 
200 5 medium strong medium 1.13 1.16 1.16 1.15 1.12 0 
200 5 medium strong none 1.12 1.16 1.16 1.14 1.12 0 
200 5 medium medium strong 1.08 1.11 1.11 1.10 1.08 0 
200 5 medium medium medium 1.08 1.11 1.11 1.10 1.08 0 
200 5 medium medium none 1.08 1.11 1.10 1.09 1.07 0 
200 5 medium 0 strong 1.06 1.09 1.08 1.07 1.06 0 
200 5 medium 0 medium 1.06 1.09 1.08 1.08 1.06 0 
200 5 medium 0 none 1.06 1.09 1.08 1.08 1.06 0 
200 5 weak strong strong 1.18 1.21 1.21 1.20 1.17 1 
200 5 weak strong medium 1.19 1.22 1.22 1.20 1.18 0 
200 5 weak strong none 1.18 1.21 1.21 1.19 1.17 3 
200 5 weak medium strong 1.10 1.13 1.12 1.11 1.09 1 
200 5 weak medium medium 1.10 1.13 1.12 1.11 1.09 1 
200 5 weak medium none 1.09 1.12 1.11 1.11 1.09 4 
200 5 weak 0 strong 1.06 1.09 1.08 1.08 1.06 1 
200 5 weak 0 medium 1.06 1.09 1.08 1.08 1.06 2 
200 5 weak 0 none 1.06 1.09 1.08 1.08 1.06 4 
500 5 strong strong strong 1.06 1.08 1.08 1.07 1.06 0 
500 5 strong strong medium 1.06 1.08 1.07 1.07 1.06 0 
500 5 strong strong none 1.06 1.07 1.07 1.07 1.06 0 
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500 5 strong medium strong 1.05 1.06 1.06 1.06 1.05 0 
500 5 strong medium medium 1.05 1.06 1.06 1.06 1.05 0 
500 5 strong medium none 1.05 1.06 1.06 1.06 1.05 0 
500 5 strong 0 strong 1.04 1.06 1.05 1.05 1.04 0 
500 5 strong 0 medium 1.04 1.06 1.05 1.05 1.04 0 
500 5 strong 0 none 1.05 1.06 1.05 1.05 1.04 0 
500 5 medium strong strong 1.11 1.13 1.13 1.12 1.11 0 
500 5 medium strong medium 1.11 1.12 1.12 1.12 1.11 0 
500 5 medium strong none 1.10 1.12 1.12 1.11 1.10 0 
500 5 medium medium strong 1.07 1.08 1.08 1.07 1.06 0 
500 5 medium medium medium 1.06 1.08 1.07 1.07 1.06 0 
500 5 medium medium none 1.06 1.07 1.07 1.07 1.06 0 
500 5 medium 0 strong 1.04 1.06 1.05 1.05 1.04 0 
500 5 medium 0 medium 1.05 1.06 1.05 1.05 1.04 0 
500 5 medium 0 none 1.05 1.06 1.05 1.05 1.04 0 
500 5 weak strong strong 1.16 1.17 1.17 1.17 1.15 0 
500 5 weak strong medium 1.16 1.17 1.17 1.17 1.16 0 
500 5 weak strong none 1.15 1.16 1.16 1.16 1.15 0 
500 5 weak medium strong 1.08 1.09 1.09 1.09 1.08 0 
500 5 weak medium medium 1.08 1.09 1.09 1.09 1.08 0 
500 5 weak medium none 1.07 1.08 1.08 1.08 1.07 0 
500 5 weak 0 strong 1.04 1.06 1.05 1.05 1.04 0 
500 5 weak 0 medium 1.05 1.06 1.05 1.05 1.04 0 
500 5 weak 0 none 1.05 1.06 1.05 1.05 1.04 0 
100 10 strong strong strong 1.09 1.22 1.14 1.11 1.08 0 
100 10 strong strong medium 1.09 1.22 1.14 1.12 1.08 0 
100 10 strong strong none 1.09 1.22 1.14 1.12 1.08 0 
100 10 strong medium strong 1.08 1.21 1.12 1.10 1.08 0 
100 10 strong medium medium 1.08 1.21 1.13 1.11 1.08 0 
100 10 strong medium none 1.08 1.22 1.13 1.11 1.08 0 
100 10 strong 0 strong 1.08 1.21 1.11 1.10 1.07 0 
100 10 strong 0 medium 1.08 1.21 1.12 1.11 1.08 0 
100 10 strong 0 none 1.08 1.21 1.12 1.11 1.08 0 
100 10 medium strong strong 1.13 1.26 1.20 1.16 1.12 0 
100 10 medium strong medium 1.12 1.26 1.20 1.16 1.12 0 
100 10 medium strong none 1.12 1.25 1.19 1.16 1.11 0 
100 10 medium medium strong 1.09 1.23 1.15 1.13 1.09 0 
100 10 medium medium medium 1.09 1.22 1.15 1.13 1.09 0 
100 10 medium medium none 1.09 1.22 1.14 1.13 1.08 0 
100 10 medium 0 strong 1.08 1.21 1.12 1.11 1.07 0 
100 10 medium 0 medium 1.08 1.21 1.12 1.12 1.08 0 
100 10 medium 0 none 1.08 1.21 1.12 1.12 1.08 0 
100 10 weak strong strong 1.18 1.32 1.26 1.23 1.17 1 
100 10 weak strong medium 1.18 1.32 1.26 1.23 1.17 1 
100 10 weak strong none 1.18 1.31 1.25 1.22 1.16 2 
100 10 weak medium strong 1.11 1.24 1.17 1.15 1.10 1 
100 10 weak medium medium 1.11 1.24 1.16 1.15 1.10 1 
100 10 weak medium none 1.10 1.24 1.16 1.14 1.10 4 
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100 10 weak 0 strong 1.08 1.21 1.12 1.12 1.08 0 
100 10 weak 0 medium 1.08 1.21 1.12 1.12 1.08 3 
100 10 weak 0 none 1.08 1.21 1.12 1.12 1.08 2 
200 10 strong strong strong 1.07 1.13 1.10 1.09 1.07 0 
200 10 strong strong medium 1.07 1.13 1.10 1.09 1.07 0 
200 10 strong strong none 1.07 1.13 1.10 1.09 1.07 0 
200 10 strong medium strong 1.06 1.13 1.09 1.08 1.06 0 
200 10 strong medium medium 1.06 1.13 1.09 1.08 1.06 0 
200 10 strong medium none 1.06 1.13 1.09 1.08 1.06 0 
200 10 strong 0 strong 1.06 1.12 1.08 1.08 1.06 0 
200 10 strong 0 medium 1.06 1.12 1.08 1.08 1.06 0 
200 10 strong 0 none 1.06 1.12 1.08 1.08 1.06 0 
200 10 medium strong strong 1.10 1.17 1.15 1.13 1.10 0 
200 10 medium strong medium 1.10 1.17 1.15 1.13 1.10 0 
200 10 medium strong none 1.10 1.16 1.15 1.13 1.10 0 
200 10 medium medium strong 1.07 1.14 1.11 1.10 1.07 0 
200 10 medium medium medium 1.07 1.14 1.11 1.10 1.07 0 
200 10 medium medium none 1.07 1.13 1.10 1.10 1.07 0 
200 10 medium 0 strong 1.06 1.12 1.09 1.09 1.06 0 
200 10 medium 0 medium 1.06 1.12 1.09 1.09 1.06 0 
200 10 medium 0 none 1.06 1.12 1.09 1.09 1.06 0 
200 10 weak strong strong 1.15 1.22 1.20 1.18 1.15 0 
200 10 weak strong medium 1.15 1.22 1.21 1.18 1.15 0 
200 10 weak strong none 1.15 1.21 1.20 1.18 1.14 0 
200 10 weak medium strong 1.09 1.15 1.13 1.12 1.09 0 
200 10 weak medium medium 1.09 1.15 1.12 1.12 1.08 0 
200 10 weak medium none 1.08 1.14 1.12 1.11 1.08 0 
200 10 weak 0 strong 1.06 1.12 1.09 1.09 1.06 0 
200 10 weak 0 medium 1.06 1.12 1.09 1.09 1.06 0 
200 10 weak 0 none 1.06 1.12 1.09 1.09 1.06 0 
500 10 strong strong strong 1.06 1.08 1.07 1.07 1.06 0 
500 10 strong strong medium 1.06 1.08 1.07 1.07 1.06 0 
500 10 strong strong none 1.06 1.08 1.07 1.07 1.06 0 
500 10 strong medium strong 1.05 1.07 1.06 1.06 1.05 0 
500 10 strong medium medium 1.05 1.07 1.06 1.06 1.05 0 
500 10 strong medium none 1.05 1.07 1.06 1.06 1.05 0 
500 10 strong 0 strong 1.04 1.07 1.05 1.06 1.04 0 
500 10 strong 0 medium 1.05 1.07 1.06 1.06 1.05 0 
500 10 strong 0 none 1.05 1.07 1.06 1.06 1.05 0 
500 10 medium strong strong 1.09 1.11 1.11 1.10 1.09 0 
500 10 medium strong medium 1.09 1.11 1.11 1.10 1.09 0 
500 10 medium strong none 1.08 1.11 1.10 1.10 1.08 0 
500 10 medium medium strong 1.06 1.08 1.08 1.07 1.06 0 
500 10 medium medium medium 1.06 1.08 1.07 1.07 1.06 0 
500 10 medium medium none 1.06 1.08 1.07 1.07 1.06 0 
500 10 medium 0 strong 1.05 1.07 1.06 1.06 1.05 0 
500 10 medium 0 medium 1.05 1.07 1.06 1.06 1.05 0 
500 10 medium 0 none 1.05 1.07 1.06 1.06 1.05 0 
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500 10 weak strong strong 1.14 1.16 1.16 1.15 1.13 0 
500 10 weak strong medium 1.14 1.16 1.16 1.15 1.13 0 
500 10 weak strong none 1.13 1.15 1.15 1.15 1.13 0 
500 10 weak medium strong 1.07 1.10 1.09 1.09 1.07 0 
500 10 weak Medium medium 1.07 1.09 1.09 1.09 1.07 0 
500 10 weak Medium none 1.07 1.09 1.09 1.08 1.07 0 
500 10 weak 0 strong 1.05 1.07 1.06 1.06 1.05 0 
500 10 weak 0 medium 1.05 1.07 1.06 1.06 1.05 0 
500 10 weak 0 none 1.05 1.07 1.06 1.06 1.05 0 
Note: n = trainingsize, P = number of predictors, meas = measurement strength, struct = structural strength, Corr = 
Correlation strength, W = warnings 
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R Code  
 
Model including SEM Prediction function 
# 
Function 
for SEM 
based 
prediction   
# 2 factor model  
# Factor 1 is a strong model with beta = .5 and lambda = .8 and 3 indicator variables  
# Factor 2 can be adjusted based on  
# structural model (struct)                             0, .2, .4  
# measurement model (meas)                              .3, .5, .8  
# amount of indicator variables (P)                     3, 5, 10  
# Full model with correlation (cor) between factors     0, .3, .6  
# size of the training sample (n)                       100, 200, 500  
# testsize                                              1000  
#  
# Select model based on number of predictors per factor  
 
  
PESEM2 <- function(P,n, meas, struct, corr, Rep = 100 , my.seed = set.seed(12)){  
    
  #load libraries  
  library(lavaan)  
  library(mvtnorm)  
  library(glmnet)  
    
  #set seed  
  set.seed(12)  
    
  # Select model based on number of predictors per factor  
    
  model3 <- "  
  theta1 =~ x1 + x2 + x3   
    
  theta2 =~ x4 + x5 + x6  
  y ~theta1 + theta2   
  theta1 ~~ theta2"  
    
    
  model5 <- "  
  theta1 =~ x1 + x2 + x3   
    
  theta2 =~ x4 + x5 + x6 + x7 + x8 
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  y ~theta1 + theta2   
  theta1 ~~ theta2"  
    
  model10 <- "  
  theta1 =~ x1 + x2 + x3   
    
  theta2 =~ x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11 + x12 + x13  
  y ~theta1 + theta2   
  theta1 ~~ theta2"  
    
  if (P == 3) {  
    mymodel = model3  
  } else if (P == 5) {  
    mymodel = model5  
  }else if (P == 10) {  
    mymodel = model10  
  }  
    
  f1_matrix = matrix(0.8, 3, 1)  
    
  for (p in 1:P) {  
      
    if (meas == "strong") {  
      f2_matrix = matrix(0.8, P, 1)  
    }  
    if (meas == "medium") {  
      f2_matrix = matrix(0.5, P, 1)  
    }  
    if (meas == "weak") {  
      f2_matrix = matrix(0.3, P, 1)  
    }  
    lambda = rbind(f1_matrix, f2_matrix)  
  }  
  alpha = 0  
    
  #strength beta1  
  beta1 = .5  
    
  #strength beta2  
  if (struct == "strong") {  
    beta2 = 0.4            }  
    
  if (struct == "medium") {  
    beta2 = 0.2            }  
    
  if (struct == "weak") { 
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    beta2 = 0          }  
    
  #correlation strength  
  if (corr == "none") {  
    cor = 0          }  
  if (corr == "medium") {  
    cor = 0.3          }  
  if (corr == "strong") {  
    cor = 0.6          }  
    
    
    
  #Prediction error matrices  
  PE.lvm = matrix(0, Rep, 1)   
  PE.lm = matrix(0, Rep, 1)  
  PE.lasso = matrix(0, Rep, 1)  
  PE.ridge = matrix(0, Rep, 1)  
  PE.sum = matrix(0, Rep, 1)  
  WARNING = matrix(0, Rep, 1)  
    
  #training data  
  for (r in 1:Rep) {  
      
    thetas <- rmvnorm(n,c(0,0),matrix(c(1, cor, cor,1),2,2))  
    theta1 <- thetas[,1]  
    theta2 <- thetas[,2]  
    X = matrix(NA, n, P+3)  
      
      
    #factor 1  
    for (p in 1:3) {  
      X[, p] = lambda[p] * theta1 + rnorm(n, sd = sqrt(1 - lambda[p]^2))  
    }  
    #factor 2  
    for (p in 4:(P+3)) {  
      X[, p] = lambda[p] * theta2 + rnorm(n, sd = sqrt(1 - lambda[p]^2))  
    }   
    #calculating y  
    y = alpha + beta1 * theta1 + beta2 * theta2 + rnorm(n, sd =1)# sd set to 1  
      
    #z1 and z2  
    z1 <-rowSums(X[,1:3])  
    z2 <-rowSums(X[,4:(P+3)])  
      
    #creating dataset  
    colnames(X) = paste("x", c(1:(P+3)), sep = "") 
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    train = as.data.frame(cbind(X, y, z1, z2))  
      
      
    #testdata  
    ntest = 1000  
      
    thetas <- rmvnorm(ntest,c(0,0),matrix(c(1, cor, cor,1),2,2))  
    theta1 <- thetas[,1]  
    theta2 <- thetas[,2]  
    X = matrix(NA, ntest, P+3)  
      
      
    #factor 1  
    for (p in 1:3) {  
      X[, p] = lambda[p] * theta1 + rnorm(ntest, sd = sqrt(1 - lambda[p]^2))  
    }  
    #factor 2  
    for (p in 4:(P+3)) {  
      X[, p] = lambda[p] * theta2 + rnorm(ntest, sd = sqrt(1 - lambda[p]^2))  
    }  
    #calculating y  
    y = alpha + beta1 * theta1 + beta2 * theta2 + rnorm(ntest, sd = 1)# sd set to 1  
      
      
    #z1 and z2  
    z1 <-rowSums(X[,1:3])  
    z2 <-rowSums(X[,4:(P+3)])  
      
    #creating dataset    
    colnames(X) = paste("x", c(1:(P+3)), sep = "")  
    test = as.data.frame(cbind(X, y, z1, z2))  
      
    
    #Fitting the model, including a warning catcher  
      
    Catcher <- tryCatch(fit <- sem(mymodel, data=train, std.lv = TRUE, meanstructure = TRUE, warn = 
FALSE) ,error=function(e) e, warning=function(w) w)  
    if(is(Catcher,"warning")){WARNING[r, 1] <- TRUE}  
      
    if (WARNING[r, 1] == 0){  
        
      lambda.hat  = coef(fit)[1:(P+3)] # factor loadings  
      int.hat = coef(fit)[(2*(P+3)+5):((2*(P+3)+4)+(P+3))] # estimated intercepts X's  
        
      # compute the coefficient matrix for the prediction function  
      #First compute the covariance matrix of y and x 
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      fitted_mean<-as.matrix(fitted(fit)$mean)  
      fitted_vcov<-as.matrix(fitted(fit)$cov)  
        
      #names  
      x.names<-c(paste("x", 1:(P+3), sep=""))  
        
      #extract yx from vcov  
      Sigma_yx<-matrix(fitted_vcov['y', x.names],nrow=1)  
      dimnames(Sigma_yx)<-list('y',x.names)  
        
      #extract xx from vcoc  
      Sigma_xx<-matrix(NA,(P+3),(P+3))  
      dimnames(Sigma_xx)<-list(x.names,x.names)  
        
      for (i in 1:(P+3)){  
        for (j in 1:i){  
          Sigma_xx[i,j]<-Sigma_xx[j,i]<-fitted_vcov[j,i]  
        }  
      }  
        
      #coefficient matrix for the prediction function  
      coefmat<-Sigma_yx %*% solve(Sigma_xx)  
        
      #centered test data  
      #ctest = as.matrix((test[,1:(P+3)]-(matrix(1,ntest,1) %*% int.hat))/(matrix(1,ntest,1) %*% 
lambda.hat))  
      ctest = as.matrix((test[,1:(P+3)]-(matrix(1,ntest,1) %*% int.hat)))  
      # prediction function then becomes  
      ypred<-fitted_mean['y',]+ ctest%*%t(coefmat)  
    }  
      
    #LM  
    ypred2 <- predict(lm(  
      c(paste('y', '~'),paste("x", 1:(P+2), '+', sep=""), paste('x', P+3, sep = ""))   
      , data = train), newdata = test)  
      
    #defining x's and y's for Penalized regression  
    xtrain <- train[1:(P+3)]  
    ytrain <- train['y']  
    xtest <- test[1:(P+3)]  
    ytest <- test['y']  
      
    #Lasso  
    cv.out <- cv.glmnet(data.matrix(xtrain), data.matrix(ytrain), alpha = 1)  
    lamopt <- cv.out$lambda.min 
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    lasso.mod.lam <- glmnet(data.matrix(xtrain), data.matrix(ytrain), alpha = 1, lambda = lamopt)  
    ypred3 <- predict(lasso.mod.lam, s = lamopt, newx = data.matrix(xtest))  
      
    #Ridge  
      
    cv.out2 <- cv.glmnet(data.matrix(xtrain), data.matrix(ytrain), alpha = 0)  
    lamopt2 <- cv.out2$lambda.min  
    ridge.mod.lam <- glmnet(data.matrix(xtrain), data.matrix(ytrain), alpha = 0, lambda = lamopt2)  
    ypred4 <- predict(ridge.mod.lam, s = lamopt, newx = data.matrix(xtest))  
      
    #PE with SUM scores  
    ypred5 <- predict(lm(y ~ z1 + z2, data = train), newdata = test)  
      
      
    #PE lvm  
    if (WARNING[r, 1] == 1) {  
      PE.lvm[r, 1] <- NA  
    } else if (WARNING [r, 1] == 0) {  
      PE.lvm[r, 1] <- mean((test$y - ypred)^2)}  
      
    PE.lm[r, 1] = mean((test$y - ypred2)^2)   
    PE.lasso[r, 1] = mean((test$y - ypred3)^2)  
    PE.ridge[r, 1] = mean((test$y - ypred4)^2)  
    PE.sum[r, 1] = mean((test$y - ypred5)^2)  
  }  
    
  #average prediction of all Reps  
  Av.PE.lvm = mean(PE.lvm, na.rm = TRUE)  
  Av.PE.lm = mean(PE.lm)  
  Av.PE.lasso = mean(PE.lasso)  
  Av.PE.ridge = mean(PE.ridge)  
  Av.PE.sum = mean(PE.sum)    
  output = list(lvm = Av.PE.lvm, lm = Av.PE.lm, lasso = Av.PE.lasso, ridge = Av.PE.ridge, sum = 
Av.PE.sum, war = sum(WARNING[,1]))  
  return(output)  
} 
Data generation 
 
#Generating 
data and 
performing 
analysis for 
Thesis  
#L.J. de Bruin  
#September 2017 
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myN = c(100, 200, 500)  
myP = c(3,5,10)  
myMeas = c("strong", "medium", "weak")  
myStruc = c("strong", "medium", "weak")  
myCor = c("strong", "medium", "none")  
 
  
expdat = matrix(NA,3*3*3*3*3,11)  
 
  
colnames(expdat) = c("n","P","meas","struct","corr", "pe.LVM", "pe.LM", "pe.Lasso", 
"pe.Ridge","pe.sum", "warnings")  
 
  
maintel = 0  
 
  
for(p in 1:length(myP)){  
    
  for(n in 1:length(myN)){  
      
    for(m in 1:length(myMeas)){  
        
      for(s in 1:length(myStruc)){  
          
        for (r in 1:length(myCor)){  
          maintel = maintel + 1  
            
          out = PESEM2(P=myP[p], n = myN[n], meas = myMeas[m], struct = myStruc[s], corr = 
myCor[r], Rep = 100)  
            
          expdat[maintel,1] = n  
          expdat[maintel,2] = p  
          expdat[maintel,3] = m  
          expdat[maintel,4] = s  
          expdat[maintel,5] = r  
          expdat[maintel,6] = out$lvm  
          expdat[maintel,7] = out$lm  
          expdat[maintel,8] = out$lasso  
          expdat[maintel,9] = out$ridge  
          expdat[maintel,10] = out$sum  
          expdat[maintel,11] = out$war  
        }  
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      }  
        
    }  
      
  }  
    
}  
 
  
 
  
expdat = as.data.frame(expdat)  
expdat$meas = factor(expdat$meas, labels = c("strong", "medium", "weak"))  
expdat$struct = factor(expdat$struct, labels = c("strong", "medium", "weak"))  
expdat$corr = factor(expdat$corr, labels = c("strong", "medium", "none"))  
expdat$n = factor(expdat$n, labels = c("100", "200", "500"))  
expdat$P = factor(expdat$P, labels = c("3","5","10"))  
 
  
 
  
 
  
save(expdat,file = "YOURDATA.Rdata") 
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Creating plots 
#Creating 
plots for 
Thesis  
#Lars de Bruin  
 
  
#EXPERIMENT 1  
#load data and ggplot  
load('expdat_final_rev.Rdata')  
data <- expdat  
library(ggplot2)  
 
  
 
  
#3 colours for 3 groups of n  
color = c('red', 'blue', 'green')  
 
  
#create plots  
myplots = ggplot(data, aes(x = meas, y = pe.LVM, group = n)) +  
    
  scale_x_discrete(limits = rev(levels(data$meas))) +  
  geom_line(aes(color = n)) +  
 
  
  labs(    
       x = "Strength Measurement Model",  
       y = "Prediction Error")     
  facet_wrap( ~ P*struct*corr, nrow=3)  
 
  
myplots  
 
  
#EXPERIMENT 2  
 
  
load('expdat_final_split.Rdata')  
data = expdat  
data$struct = factor(data$struct, labels = c("S = strong", "S = medium", "S = weak"))  
data$corr = factor(data$corr, labels = c("C = strong", "C = medium", "C = none"))  
data$P = factor(data$P, labels = c("P = 3","P = 5","P = 10"))  
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data.strong = data[data$meas == "strong",]  
data.medium =  data[data$meas == "medium",]  
data.weak = data[data$meas == "weak",]  
 
  
 
  
myplots2 = ggplot(data.weak, aes(x = model, y = pe, group = n)) +  
    
  geom_line(aes(color = n)) +  
    
  labs(title = "Prediction error of all models with a 'weak' measurement model",  
         
       x = "Prediction Model",  
         
       y = "Prediction Error") +  
    
  facet_wrap( ~ P*struct*corr, nrow=3)  
 
  
myplots2  
 
  
 
  
myplots3 = ggplot(data.medium, aes(x = model, y = pe, group = n)) +  
    
  geom_line(aes(color = n)) +  
    
  labs(title = "Prediction error of all models with a 'medium' measurement model",  
         
       x = "Prediction Model",  
         
       y = "Prediction Error") +  
    
  facet_wrap( ~ P*struct*corr, nrow=3)  
 
  
myplots3  
 
  
 
  
 
  
myplots4 = ggplot(data.strong, aes(x = model, y = pe, group = n)) + 
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  geom_line(aes(color = n)) +  
    
  labs(title = "Prediction error of all models with a 'strong' measurement model",  
         
       x = "Prediction Model",  
         
       y = "Prediction Error") +  
    
  facet_wrap( ~ P*struct*corr, nrow=3)  
 
  
myplots4 
 
