Gene interaction graphs aim to capture various relationships between genes and can be used to create more biologically-intuitive models for machine learning. There are many such graphs available which can differ in the number of genes and edges covered. In this work, we attempt to evaluate the biases provided by those graphs through utilizing them for 'Single Gene Inference' (SGI) which serves as, what we believe is, a proxy for more relevant prediction tasks. The SGI task assesses how well a gene's neighbors in a particular graph can 'explain' the gene itself in comparison to the baseline of using all the genes in the dataset. We evaluate seven major gene interaction graphs created by different research groups on two distinct datasets, TCGA and GTEx. We find that some graphs perform on par with the unbiased baseline for most genes with a significantly smaller feature set.
Introduction
A major challenge in using machine learning on gene expression data is overcoming the curse of dimensionality. The number of examples in most datasets, being typically much smaller than the number of genes, leads to the issue of spurious correlations. Using features from all the genes can be problematic as there are multiple ways that genes can be associated with each other to form groups of interacting genes. Given the limited number of examples, the model would tend to learn the noise and spurious correlations in place of any biologically relevant patterns. Thus, one needs a systematic approach that incorporates biological knowledge to select or weight meaningful features from genetic Many groups have developed a number of gene-interaction graphs, structuring domain knowledge from different areas of molecular biology. Gene interaction graphs can be used with machine learning algorithms as a proxy for biological intuition to leverage decades of biology research (Zhang et al., 2017) . These graphs can act as a biological prior on machine learning techniques to automate feature importance and selection. For example, network-based linear regression (Li & Li, 2008; Min et al., 2016) regularizes the weights of a linear model based on the connectivity of the nodes found in an interaction graph. Preliminary work by (Dutil et al., 2018) found that the same can be done for non-linear models and remarked that the quality of these graphs may impact their potential in developing general models which would be useful in the majority of tasks where gene expression or single-nucleotide polymorphism data is the input. Of course, these graphs were not developed as an input for ML applications, so it would not be surprising that they are not optimal to aid ML algorithms.
In this work, we propose a method to quantitatively evaluate the feature selections provided by gene-interaction graphs. Following a Single Gene Inference (SGI) evaluation approach (Dutil et al., 2018; Chen et al., 2016; Subramanian et al., 2017 ), we construct a task that compares the performance of a non-linear model (a multilayer perceptron) using only first degree gene neighbors against a model that uses the full gene set. With these experiments, we aim to measure the value of the bias provided to the ML model by the several feature selections by assessing how a gene's neighbors in a graph capture the signal necessary to predict the expression level of that gene and we believe that this task could be a proxy for more clinically applicable tasks. Note that we do not claim to assess the intrinsic value of the different graphs beyond this specific task.
While regularization and feature selection are common tools for dealing with overfitting on high dimensional data, we decided to focus on feature selection. Compared to regularization, feature selection is a way to bias the model in a hard way which could potentially achieve poorer performance. But feature selection provides the model with greater interpretability, which is of primary importance when deal-ing with genomic data as genomics is a domain where we have relatively limited intuition compared to images or text. The interpretability of the model could provide a 'research gradient' to biologists allowing them to focus on specific subgroups of genes, which could lead to a fruitful feedback loop between biological experiments and machine learning predictions. Interpreting those models could also help in generating new hypotheses that may be validated with experiments, thus helping biologists.
Materials and methods
The Single Gene Inference (SGI) task was first formulated in Dutil et al. (2018) , which was inspired by (Chen et al., 2016) and (Subramanian et al., 2017) . It involves predicting the expression level of a gene using the expressions of other genes available. This task allows us to evaluate different feature selections provided by different interaction graphs. More precisely, we use a gene-interaction graph to perform feature selection for the SGI task and then evaluate the performance with this selection. The gene graph serves as a form of a priori biological knowledge for the task. By using the expressions of only the genes connected directly to the target gene in the graph to infer it, the target gene's firstdegree neighborhood gets employed as a 'biology-biased feature selection'. The SGI task is only a proxy for more relevant tasks such as the prediction of clinical attributes and to our knowledge it hasn't demonstrated to be inherently useful for biologists.
The goal of these experiments is to assess how efficiently the first-degree neighborhoods in the graph capture the signal and concurrently eliminate the noise. The graph-biased feature selection inherently evaluates the quality of the graph in the context of SGI such that the graph contains all of the edges that are needed to explain a given node while still avoiding spurious correlations. We made several simplifications in order to be able to use all graphs in a similar manner, for example we did not take into account weighted edges but considered them as present or absent. We do not claim to evaluate the intrinsic value of the different graphs, but rather the usefulness of their set of edges to provide a good feature selection for SGI (and hopefully more biologically relevant tasks). Moreover, we hypothesize that second order (or higher) relationships in the graphs wouldn't be relevant for prediction, that is to say the conditional probability of the target gene's expression given all other genes would depend only on its first degree neighbors.
We are interested in graphs that contain a good proportion of those genes as nodes. As the final purpose is to use the graph to induce a bias in ML models, it is important to have a graph with sufficient coverage of all genes present in a dataset as opposed to a small subset of well-studied genes. To give an idea, the typical order of magnitude of the number of genomic features in the datasets we use is 20k. The different graphs can have different number of nodes which can impact their performance.
We restrict ourselves to a binary classification task to simplify interpretation of the results. We convert the target gene to a categorical variable based on whether it is over or under the mean expression for that gene, representing "overexpressed" or "underexpressed" respectively. Then, we fit the model for inferring the target gene by extracting the neighbors of the target gene in the graph and using their expression values as the input. Subsequently, the AUC is computed on a hold-out test set. If the target gene has no neighbors in the graph, an AUC of 0.5 is assigned without fitting any model as the absence of any neighbors indicates the absence of any input features making the prediction a random guess. We perform these experiments for several graphs and datasets, and all the genes in each dataset.
Model configuration Based on how Dutil et al. (2018) demonstrated the existence of non-linear signal in genetic data, we utilize a mutlilayer perceptron (MLP) in our experiments. The MLP has a single hidden layer with a ReLU activation and 16 neurons. The binary cross-entropy loss was used with an Adam optimizer and a learning rate of 0.001 for the FunCoup, Hetionet, and fully-connected graphs and 0.0007 for the rest on all datasets. The weight decay parameter was set to 1e −8 . These hyperparameters were obtained with a hyperparameter search over the different graphs and datasets. We fit the model for 3 trials for each combination of a gene, graph and dataset to have a robust evaluation.
Datasets We use the TCGA (Weinstein et al., 2013 ) and the GTEx (Lonsdale et al., 2013) datasets, both of which are public and well-studied. The TCGA PANCAN database spans multiple tissues and measures 20,530 gene expressions for 10,459 samples; most samples come from cancer biopsies but many healthy examples are also included. The GTEx dataset consists of samples from only healthy subjects and has a higher amount of genomic features (34,218 genes) but only for 2,921 samples. We normalize both datasets by the mean (gene-wise) for our analysis. To ensure small overlapping of example sets between trials, we used 3000 samples for TCGA and 1500 samples for GTEx with equal splits between the training, testing and validation sets. The data was randomly sampled for every trial but remained the same for every gene regardless of graph.
Graphs We evaluate six graphs covering a variety of relationships in the genome, namely GeneMania (Warde-Farley et al., 2010), RegNetwork (Liu et al., 2015) , Hetionet (Himmelstein et al., 2017), FunCoup (Ogris et al., 2018) , HumanNet (Hwang et al., 2019) and StringDB (Szklarczyk et al., 2019) . For Hetionet, we combine the Interaction, Co-variation and Regulation sub-graphs to create an undirected composite graph. StringDB contains different sub-graphs depending on the interaction type; we use the co-expression graph and the entire graph in our analysis. We also generate a separate graph based on the Landmark genes (Subramanian et al., 2017) . Those 978 genes were chosen to optimally recover the observed connections seen in the pilot Connectivity Map dataset. We build a graph in which each gene in a given dataset is connected to the set of the 978 landmark genes which are themselves connected together, forming a clique. We refer to this graph as the Landmark graph. Finally, we compute the unbiased baseline which we call the 'fully-connected graph', as it can be represented as a graph where each gene has all the other genes as first-degree neighbors. As the different graphs have different distributions of degrees, we define a metric called connectedness of a graph to have a clearer picture. It is the ratio of the number of edges in a graph to the number of edges in the fully-connected graph, which is dataset-dependent.
Results

Performance of the biased models
The distribution of the AUCs, averaged across trials, for all the graphs is visualized in Figure 1 . For both datasets, there is a considerable spike at 0.5 which is mostly due to the fact that we assign a 0.5 AUC to the genes not present in the graph and some graphs have a very small proportion of genes in the datasets, especially for the GTEx dataset. However, some part of the peak at 0.5 AUC does correspond to genes present in the graph and for which the trained model actually achieved an AUC of 0.5, which could be due to either bad convergence or too restrictive feature selection. We report the mean AUCs along with other statistics in Table 1 . We chose to compute mean AUCs over both the whole dataset and the set of covered genes (which differs between graphs). To assess the robustness of the evaluation, we report the per-gene standard deviation of AUC across the three trials in Table 1 .
Comparison with the fully connected graph
We would like to assess whether the graph-biased models perform better than the baseline. For each gene in a graph, we subtract the AUC achieved with its first degree neighborhood from the AUC achieved with all genes (baseline). Each difference is an average over three trials. The distribution of those differences is summarized in Figure 1 . A lot of graphs achieve poorer performance than the baseline. On the other hand, some graphs, namely StringDB and Landmark, achieve reasonable performance. Note that these two graphs have the highest coverage and connectedness. Their corresponding distributions have a significant amount of mass in the positive region, meaning these models perform Figure 1 . Distribution of AUCs, averaged over 3 trials, for the SGI task using different graphs. Top: TCGA dataset. Bottom: GTEx. The distribution is computed over all genes in the datasets. Figure 2 . Distribution of the All Genes AUC improvement relative to the fully-connected graph. Top: TCGA dataset. Bottom: GTEx. For each gene the difference in AUC is averaged over 3 trials. Table 1 . Statistics for each graph and dataset. Coverage is the percentage of genes in the dataset that are represented as nodes in the graph. Connectedness represents the percentage of edges in the graph compared to the fully connected graph. The Covered Genes AUC and the All Genes AUC refer to the average AUC achieved by the graph, respectively, on only its covered genes and on the entire dataset (after adding uncovered genes with an AUC of 0.5). The Improvement is computed with respect to the fully-connected baseline for both the covered genes and all genes. Per-gene AUC STD refers to the per-gene standard deviation of AUCs across the three trials (averaged over all genes for a given graph and dataset). All uncertainties are computed as the standard deviation across the three trials. better than the baseline a significant portion of the time, even if the margin is small. However, those distributions still have a long tail in the negative, meaning that using StringDB or Landmark hurts performance a lot for some genes. Those failure cases might be the consequence of missing edges in the graphs. To confirm this hypothesis, we plot the distribution of per-gene AUC differences with respect to the number of neighbors of genes in Figure 3 . Highly negative AUC differences seem to correspond to genes with a relatively small number of neighbors. 
Conclusion
We studied several existing gene interaction graphs to assess how well they can be used to provide feature selection for the SGI task. We found that large graphs such as StringDB and Landmark perform on par with the fully-connected graph most of the time, while having significantly smaller number of edges. This suggests that using the entire gene set to predict the expression of a gene tends to include mostly uninformative features as the expression of most genes can be explained with a fraction of the gene set. However, using those graphs may result in a poor performance compared to the baseline for some genes (as observed for genes with relatively small number of neighbors in Figure 3 ) which suggests that the biologically relevant information for inferring the gene was not present in the graph as a first-degree relationship. Thus, the additive value of using those graphs as is to provide feature selection for the SGI task appears to be limited. Efficiently taking advantage of those interactiongraphs in other tasks while accounting for their incomplete coverage remains an interesting direction of research.
We chose to perform our evaluation on the complete dataset as opposed to the set of genes graphs cover. This is because our goal is to find the most general graph that can be used for a variety of ML tasks. Our analysis might not clearly represent the intrinsic value of the biological knowledge these graphs contain. For instance, one could try to compare the feature selections provided by the different graphs with random feature selections having similar statistics. Those analyses are left for future work.
