Abstract
Introduction
Advanced visualization environments are increasingly used for immersive virtual reality, complex data visualization and collaborative work. These environments use multiple projectors to obtain high resolution and large display surfaces. For example, Caves [10] uses from 3 to 6 projectors to display images on some or all the walls of a cubic room, while the l-shaped display surface of a Workbench requires 2 projectors. Stereo head mounted displays can also be used in collaborative environments making 2 projectors per user. A large range of input devices can be used to interact with the application. The user being mobile in such environments, his head position has to be tracked to update the view of the displayed 3D scene accordingly. 3D mice or data gloves may be used to move or bend objects in the scene. The computing task includes collecting input data, updating the 3D scene and then rendering the scene, possibly in stereo, with several projectors. Computational load may be very important. Updating object properties may involve complex behaviors, when two objects are colliding for example. Latency between input events and image projections should be kept small and constant for a smooth interaction, imposing a real-time constraint. Thus, a high performance computer is required.
Today's advanced visualization environments are mainly driven by high-end specific architectures, which cost is prohibitive for most university labs or private companies. The cost of developing proprietary hardware and software, together with the relatively small size of the market partly explain such high prices. For example the SGI Onyx, probably the most used system, delivers high performance by making an intensive use of parallelism. The Onyx 2 [12] has multiple nodes, each node having 2 processors sharing a common memory. Nodes exchange date using a high bandwidth low latency CrayLink interconnect. The machine integrates specialized hardware to provide a global address space with a cache coherency protocol. The OS supports automatic thread distribution easing multi thread programming. The Onyx is equipped with one or more InfiniteReality graphics pipes [20] , each one supporting multiple video outputs. A specialized network ensures the synchronization of the frame buffer swaps and the video retraces for the different video outputs. These two synchronization levels, usually called swaplock and genlock, are required in a multi display context for a high quality image projection without drifting or tearing, and to make possible active stereo rendering.
Starting in the early 90's intensive research has been performed to decrease costs of parallel computers using commodity components and open source softwares. Today large computers built with PCs and gigabit interconnects compete with proprietary parallel machines [18] and are widely used for high performance scientific computing. Such PC clusters can be equipped with high performance graphics cards, based on NVIDIA or ATI graphics processors for example, which are now available at low cost. Nevertheless, using such an architecture to drive an advanced visualization environment faces several limitations.
Common PC graphics cards are not designed to have their video signal swaplocked and genlocked through an external synchronization signal. Known approaches to circumvent this limitation use specific high-end PC graphics cards supporting genlock an swaplock through a specialized synchronization network. We are aware of three of these approaches, the 3Dlabs Wildcat graphics card, the Quantum3D AAlchemy system, and the recently introduced SGI ImageSync technology associated with Vpro graphics cards. Some graphics clusters implement only a software swaplock using a classical communication network [7, 23, 1] . But active stereo rendering using shutter glasses synchronized on video retrace is not possible. A different technology must be used, like passive stereo, generally at the price of a lower quality.
Developing an application for a graphics cluster requires to distribute data and computation load on the different processors. The different video outputs must be coherent to have the different projectors displaying complementary parts of a large image. But parallel programming is time consuming and diverts the programmer from its main goal that is to develop innovative interactive graphics applications. Thus, the programming environment should hide the complexity of the underlying architecture and provide automatic parallelization schemes.
An other approach consists in duplicating the application on each node [21, 7, 8] . Every frame, time and input device data are broadcasted to each copy to guaranty data coherency. This parallelization is handled automatically by the execution environment, without requiring the application developer to be aware of the cluster architecture. Because data are duplicated and some computations are redundant, cluster resources are not optimally used. But compared to the previous approach the network is not the boottleneck. The required network bandwidth is limited due to the small amount of data communicated. Duplicating the application is efficient even for real-time applications with frequent updates of the scene. Note that existing environments require input devices to be on the same node, putting all the stress of input data acquisition on a single node.
In this paper, we extend this approach to turn a cluster running a VR system on each node into a single VR system image cluster. Because we first target commodity component clusters, we also developed a software approach for genlock and swaplock that does not require specific hardware. The swaplock synchronization is directly integrated into Net Juggler. The genlock algorithm is included in an external library, called SoftGenLock, currently implemented for Linux.
SoftGenLock also implements software quad buffer page flipped stereo.
VR Juggler main features are first described in section 2 before to present Net Juggler in section 3. Section 4 presents the swaplock and genlock algorithms. Section 5 discusses performance results before to conclude in section 6.
VR Juggler
VR Juggler is an open source project started in 1997 at Iowa State University [6, 3] . VR Juggler is a virtual reality plateform hiding the underlying machine complexity and specificity. The application is independent of the displays, the input and output devices. For maximum control over applications the developer has direct access to various graphics API, like Performer or OpenGL. Special care has been taken to enforce VR Juggler modularity and extensibility to ease addition of new functionalities and portability to different platforms. At this moment, VR juggler has been ported to numerous platforms, like IRIX, Linux, Windows or Solaris. It supports several tracking systems, gloves, and input devices and can probably control any display configuration, like head mounted display or 6 sided Caves. VR Juggler allows every element of the system to be configured at run-time. For example, an input device can be started, reconfigured or stopped while the application is running. VR Juggler also integrates a tool for collecting performance data and visualize them at run-time.
VR Juggler is a C++ library. Its micro-kernel architecture is organized around a kernel and different components called managers (Fig. 1) . Each manager handles a set of specific system details, while the kernel controls the whole run-time system and brokers communications between the different managers. Every input device is controlled by the input manager. When an application requests access to a device, it talks to a proxy. The proxy hides the actual device and tracks the most recent data received from the device. Each graphics API is encapsulated in a draw manager. The kernel instantiates only the draw manager required by the application. The display manager takes care of the windows and displays. The configuration manager handles a data base with configuration informations, like window properties, proxy names and associated devices. The environment manager is the user entry point to talk to VR Juggler. The environment manager collects configuration and performance data from the systems and forwards them to the user through a socket connection. The user also accesses this connection to send reconfiguration orders. A graphics utility, VjControl, is provided with VR Juggler for handling and visualizing data exchanged with the environment manager.
Net Juggler
The goal of the Net Juggler project was to design a software harness to run VR Juggler on a cluster. Net Juggler [4] was developed with the following in mind:
A VR juggler application should not require any modification to run on a cluster.
Launching the application and configuring the cluster should not require the user to access each node.
All VR Juggler features, like run-time reconfiguration or performance data collection, should be available on a cluster.
Net Juggler should be as transparent as possible. Any new feature that could be added in future VR Juggler releases, should be also available on a cluster, ideally with no porting effort.
Net Juggler should respect VR Juggler micro-kernel architecture. Required modifications to VR Juggler code should be minimal.
Net Juggler should be scalable and ensure high performance executions. In particular, communication and synchronization costs should be minimized.
No cluster node should have a master position for better scalability. In particular, it should be possible to scatter input devices on different nodes.
No specific hardware and driver source code should be necessary. Thus, Net Juggler should include support for a software swaplock. A software genlock and quad buffer page flipped stereo is also required.
Micro-Kernel Architecture
Adding cluster support to VR Juggler requires new functionalities. Following VR Juggler micro-kernel organization, we implemented new managers. A Net Juggler kernel derives from the VR Juggler kernel to handle them (Fig. 1). 
Parallelization Paradigm
To run a VR Juggler application on a cluster we adopted a simple parallelization paradigm: each node of the cluster runs its own copy of the application with its own local parameters, like the viewport for instance. Obviously, input devices are not duplicated. Thus to ensure data consistency across the different copies, input events must be broadcasted to each node. This parallelization can easily be hidden from the user. It is scalable and ensures the amount of data to communicate is small.
The main drawback is that it can lead to redundant computations. But performance should not be affected for a large range of virtual reality applications. Future works will address this problem for very computation intensive virtual reality applications.
Sharing Inputs
A given input device is connected to a given node. Net Juggler must get the inputs from the device, and broadcast the collected data to each node of the cluster. VR Juggler manages each input device through a driver. This driver is connected to a proxy that forwards the data to the application. We could develop a server input driver for the node the device is connected to, and a client input driver for the other nodes. This solution was rejected because every single device driver would require a client and a server input driver. Instead, we have client and server proxies (Fig. 1) . Proxies provide an abstraction of input drivers and thus their number is limited and should not increase significantly in the future.
Configuration Management

System Configuration
The VR Juggler system configuration is controlled by files given when starting the program, or by requests sent during the execution from VjControl. Configuration data are organized in chunks, each chunk having some informations about a part of the system. For configuring a Net Juggler cluster we just had to add a host parameter to each chunk pointing out the nodes the chunk should be applied to. We also defined a new type of chunk for client/server proxy
Processing Configuration Chunks
One cluster configuration manager stores configuration chunks in a data base on each node (Fig. 1) . We want each node to know the whole cluster configuration to avoid to centralize configuration informations on one specific node or to have to handle scattered chunks when the user asks for the configuration. Each node processes the chunks to select the ones that must be applied locally and to generate VR Juggler chunks from Net Juggler specific chunks. The VR Juggler configuration manager maintains a data base of local chunks.
Dynamic Configuration
VjControl can connect to any node of the cluster running a cluster environment server (Fig. 1) . Configuration requests are intercepted and broadcasted to all nodes before being stored in each local data base and processed to be applied localy. VR Juggler environment manager is still available to retrieve local data, like performance data. This open connection is also useful for debugging.
Communications
Communications must take place to broadcast configuration requests and input data. For performance purpose these data transfers must be carefully gathered.
Streams
We use and extend the classical stream paradigm to represent data communication between nodes. There is one stream by server proxy and by cluster environment server. A stream is associated to a specific node source and can have several destination nodes. Each stream is identified by a unique id and can be created, deleted or modified at runtime. The abstraction level provided by the streams hides the actual data movements that take place at a lower level. Stream related operations are performed by the stream manager (Fig. 1). 
Messages
Data communications take place only once per frame. When a node writes into a stream, it builds a message containing the data and appends it to the buffer of pending messages. When the communication actually takes place each node broadcasts its buffer to each other node (allgather collective communication).
Configuration events can take place at any time and cause buffers to have an unpredictable size. The adopted semantics for the allgather requires all nodes to know the size of the messages they will receive. When the allgather is executed, it sends input data and a special message indicating the size of the reconfiguration data. If this size is different from 0 a second communication step is triggered to send the reconfiguration data.
Communication Implementation
Because only input events are sent over the network, bandwidth should not be a limiting factor. Synchronization barriers are mainly used for swaplock and genlock (see section 4). The genlock requires precise and fast barriers. As we will discuss it in section 5, a gigabit network like Myrinet, or a Fast Ethernet network associated with a specific fast synchronization network provide the required performance.
Net Juggler is designed to ease porting on top of various communication libraries. Communication routines are defined in an abstract communication manager class. Derived classes provide the actual implementation (Fig. 1) . For the moment, one communication manager is implemented with the MPI [24] standard. MPI is widely used and many implementations are available, on top of standard protocols like TCP/IP [14] or high performance user-level protocols [5, 17, 13] .
Depending on MPI implementations, collective operations may not be optimized for Net Juggler communication requirements. For example the allgather operation is typically implemented by having all processors shifting messages in a ring. This is efficient for large messages, but for small messages a gather followed by a broadcast is generally more efficient [19] . Several implementations of the broadcast and allgather collective operations are provided with Net Juggler so it can be easily tuned up for the network and protocol used.
Swaplock, Genlock and Active Stereo
Except for some high-end cards, off-the-shelf graphics cards do not support swaplock and genlock. Especially for Linux, today's graphics card drivers generally do not enable quad buffer page flipped stereo. These are important limitations for virtual reality PC clusters.
We describe in this section software solutions we developed to bypass these limitations. Swaplock support is integrated in Net Juggler. Genlock and active stereo support are gathered in the SoftGenLock library. Note that we developed solutions that do not require the source code of the graphics card driver.
For the moment, SoftGenLock has been ported on Linux. It should work with any graphics cards, but was only tested with Geforce cards.
Swaplock
Swaplock is obtained with a synchronization barrier that forces the different nodes to wait each other before to swap their frame buffers. This technique is used in other systems [7, 23] and proved efficient.
Active Stereo Support
Active stereo display requires the graphics card to compute two different images, one for each eye, and to display them alternatively, switching at each video retrace. Shutter glasses are synchronized with the retrace signal to ensure each eye only see its image.
Quad Buffering
XFree86 is set up to have a virtual buffer twice as large as the screen display. The 3D software (NET/VR Juggler) must then be set up to write the left eye image in the left half buffer and the right eye image in the righ half buffer. Each time a vertical retrace is detected, the displayed part of the buffer is changed and a signal is sent to the shutter glasses.
Vertical Retrace Detection
Because proprietary drivers do not let us have access to the vertical retrace interrupt, other approaches to detect and wait for the vertical retrace must be considered.
Most graphics cards are VGA compatible, having a status register and CRTC registers. The status register can be used to detect the vertical retrace. The CRTC registers can be used to modify the video signal.
We could poll the state of the status register to detect the vertical retrace, but this active waiting is CPU time consuming. To free the CPU, we use a real-time timer that is started after each vertical retrace. It is set up to wake up the SoftGenLock thread just before the next vertical retrace.
We use the RT-Linux system [2] . The high precision of RT-Linux timers permits to reduce the active waiting to a few tens of microseconds for each retrace. This overhead could be reduce by dynamically refining the SoftGenLock thread sleeping time.
Page Flipping
To alternate the image displayed, SoftGenLock modifies the display start address in the CRTC registers. wait = false frame = 0 Loop:
Wait for vertical retrace Barrier t = barrier execution time set_display_starting address( (frame % 2) * image_size) set_stereo_sync_signal (( frame % 2 ) ? right_eye : left_eye) frame = frame + 1 if (t > too_long and wait == false) then Slow down video signal wait = true end if (t < small_enough and wait == true) then Go back to normal signal speed wait = false end end 
Stereo Sync Signal
To send the stereo sync signal to shutter glasses we developed two approaches:
The signal is written to a parallel port register. Generally shutter glasses are not connected to the parallel port but it is easy to brew a home made adaptor.
The stereo signal is written to the DDC SDA pin of the SVGA video port. For NVIDIA cards the DDC bit is set by writing into the CRTC register 0x3f. A stereo enabler adaptor is then necessary to extract the signal and forward it to the glasses. Using the ELSA Revelator stereo enabler adaptor allows to connect any glasses that has a VESA standard 3-pin mini-DIN stereo connector.
Genlock
Algorithm
When a node detects the vertical retrace for its video cards, it starts a synchronization barrier and measures the time taken to proceed this barrier (Fig. 2) . If the delay is considered too long the machine slows down its video retraces. When the delay is considered small enough video retrace goes back to its normal speed.
The genlock algorithm requires the following data :
The time sync time required to execute a barrier when all barrier calls are synchronized.
The extra time delay introduced during one image retrace when the signal is slowed down.
The highest quality genlock is achieved by setting the variables small enough to sync time and too long to sync time+delay. The synchronization should be short enough to leave enough time to flip the shutters before the next image retrace starts.
Note that active stereo does not require a perfect genlock. The signals should stay synchronized within a range that ensures the shutters flip without an eye seeing the wrong image.
Synchronization Barrier
We estimated a quality stereo display typically requires a synchronization barrier below 100 microseconds. Depending on the cluster size and the barrier implementation, commodity networks like Fast Ethernet or Myrinet, can fulfills this requirement. We also developed a low cost network that provides high performance and scalable synchronization barriers. Executing the synchronization on a dedicated network avoids to overload the communication network and to have the barrier perturbated by other communications.
This network, called ISP PAPERS, is used for the genlock synchronization barriers, but can also execute the swaplock synchronization barrier. A node connects to the network through the parallel port. A 4 PC synchronization is achieved in less than 5 microseconds. Basic synchronization units can be tree assembled to connect an arbitrary large number of nodes with very high synchronization performance. Each extra tree level only adds a few nanoseconds to the synchronization barrier. ISP PAPERS is based on 
Performance
Net Juggler and SoftGenLock were tested on 4 dual Pentium III 800 Mhz PCs equipped with GeForce 2 GTS 64 MB DDR graphics cards. Three networks were available, a 100 Mbits/s Fast Ethernet network associated with the ISP PAPERS synchronization network, and a 2 Gbits/s Myrinet 2000 network. Each node was running the Linux kernel 2.2.17.
Performance were measured with two different applications, Quake III Arena and an interactive real time fluid flow simulation we developed. These applications were using only one of the two processors present on each node.
For each application we measured the average frame rate and the average communication and synchronization time spent per frame for different configurations, using VR Jugler or Net Juggler, mono or stereo display. As input devices both applications were using a keyboard, a mouse and a time server.
When using VR Juggler, the application ran on a single node driving a single § ! resolution display. When using Net Juggler, the application ran on four nodes, each one driving a § " # $ " ! Results (Table 1) show no significant performance degradation using Net Juggler alone or with SoftGenLock. The communication and synchronization time represents less than ¥ of the total frame time for both network configurations. This time depends on the number of nodes, the number and distribution of input devices, but it does not depend on the scene complexity. Communication performance when using the Fast Ethernet network could be increased using mpich on top of a user-define protocol like Gamma [9] instead of TCP-IP. We did not test this configuration, because Gamma was unstable with the Intel 82559 NIC our nodes were equipped with.
Conclusion
High performance commodity components are available today to build clusters powerful enough to run high performance virtual reality applications. But software solutions are required to provide an abstraction level on top of these machines to ease development, portability, cluster configuration and execution control. Platforms like VR Juggler [6] or Maverik [15] are designed with that goal but do not support clusters yet.
We presented in this paper two open source softwares, Net Juggler and SoftGenLock. The association of these libraries makes possible to run a VR Juggler application with active stereo and multi displays on a commodity component PC cluster. Net Juggler turns a cluster running VR Juggler on each node into a single VR Juggler image cluster. Application parallelization is transparent to the user. Cluster configuration and execution control is done accessing the single image system and not each node individually. Software swaplock support is integrated in Net Juggler. SoftGenLock provides software genlock and quad buffer page flipped stereo, without requiring specific hardware or even graphics card driver source code. The performed tests show these softwares do no introduce a significant overhead.
The parallelization scheme adopted is based on running a copy of the application on each node. Data are duplicated and some computations are redundant. For some applications this can be a memory and performance bottleneck that we will address in future works.
