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B Volumen de control.
ρ Masa espećıfica.
u, v Campo de velocidades para algún flujo.
S Superficie externa que delimita un volumen.
n Vector normal unitario orientado hacia afuera.
m Masa.
div,∇ ¨ p¨q Divergente.
grad,∇p¨q Gradiente.
∆ Operador Laplaciano.
µ∆ ` pλ ` µq∇pdivq Operador de Lamé.
rot,∇ ˆ ¨ Rotacional.
F Fuerza actuando sobre un elemento de área.
σ Tensor de tensiones.
D
Dt
Derivada total o convectiva.
p Presión.
τ Matriz de desvio de istroṕıa.
µ, ν Viscocidades dinámica y cinemática respectivamente.
R Número de Reynolds.
Fr Número de Froude.
ω Vorticidad.
Γ Circulación de un vector velocidad a lo largo de una región.
e, ETOTAL Energia total.
T Temperatura.




pX, } ¨ }Xq Espacio normado X con norma } ¨ }X .
pLP pΩq, } ¨ }LP pΩqq Espacio lineal de funciones reales f definidas en Ω tales
que |f |P es Lebesgue integrable en Ω para 1 ď P ă 8 con






pL8pΩq, } ¨ }L8pΩqq Conjunto de funciones reales medibles f en Ω para el cual
essSupt|fpxq| : x P Ωu ” ı́nftk ą 0;µptx P Ω : |fpxq| ą
kuq “ 0u ă 8 con norma }f}L8pΩq “ essSupt|fpxq| : x P
Ωu
α “ pα1 ¨ ¨ ¨ , αnq Multi-́ındice cuyas coordenadas son enteras no negativas.
Dα “ B|α|
Bα1x1¨¨¨Bαnxn
Derivada distribucional de ı́ndice α.
CkpΩq Espacio de las funciones k´difernciables con derivadas Dα
continuas para todo |α| ď k.
C8pΩq “ Ş8k“1CkpΩq Espacio de funciones infinitamente diferenciables.
C80 pΩq, DpΩq Conjunto de f P C8pΩq para el cual suppf Ă Ω. Si Ω es
acotado. Ha este espacio también se le conoce como espacio
de funciones de prueba o funciones test.
pWm,ppΩq, } ¨ }Wm,ppΩqq Subespacio lineal de los elementos f en LppΩq para el cual
las derivadas parciales generales Dαf existen para toda








0 pΩq Clausura del conjunto C80 pΩq en la norma Wm,ppΩq.
W
m,p
M pΩq Espacios de Sobolev Wm,ppΩq con medida nula, definidos
por
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EXISTENCIA DE SOLUCIONES ESTACIONARIAS PARA UN FLUIDO
COMPRESIBLE ISOTÉRMICO
José Kenyn Rodriguez Briceño
En el presente trabajo se explora la existencia de soluciones estacionarias para
una ecuación de Navier–Stokes–3D en un fluido compresible e isotérmico a par-
tir del método de aproximaciones sucesivas, siguiendo los resultados mostrados en
[1]. Además se presenta un método de elementos finitos para el caso barotrópico de
los gases.




EXISTENCE OF STATIONARY SOLUTIONS FOR ISOTHERMAL
COMPRESSIBLE FLUID
José Kenyn Rodriguez Briceño
In the present work we explore the existence of stationary solutions for a Navier–
Stokes–3D equation in a compressible and isothermal flow from the method of succes-
sive approximations, following the results shown in [1]. In addition, a finite element
method is presented for the barotropic case of gases.




Uno de los problemas más interesantes y de mayor dificultad en el estudio teórico-
matemático de las ecuaciones en derivadas parciales que surgen de la mecánica de
fluidos es sobre las ecuaciones que rigen el movimiento de un fluido compresible (por
ejemplo los gases). Una de las principales dificultades que se presenta en el flujo de
este tipo de fluidos, es su naturaleza genuinamente no lineal regido por ecuaciones
de tipo mixtas hiperbólicas–parabólicas.
En la literatura sobre las ecuaciones de Navier-Stokes, existen varios resultados para
el caso de un fluido incompresible, es decir, un fluido donde el volumen ocupado por
una cantidad de part́ıculas no vaŕıa con el tiempo. Esta condición se traduce en la
siguiente propiedad para el campo de velocidades
∇ ¨ u “ 0,
dicha restricción supone una ventaja importante: la presión (comúnmente denotada
por la letra p) desaparece en la formulación variacional del problema, por lo que deja
de ser una incógnita. Aśı, una vez resuelto el sistema (y, por tanto, conocido u), la
presión es recuperada como consecuencia del Lema de De Rham (véase [15, 45, 57]
entre otros).
Sin embargo, no ocurrirá lo mismo para el caso compresible. No sólo no desapare-
ce p en la formulación variacional, sino que la ecuación de momentos y la ley de
conservación de la masa estarán acopladas.
Debido a la complejidad de este tipo de EDP’s, estudiaremos el comportamiento de
un fluido compresible isotérmico, como puede ser un gas, o una masa de aire. Al ser
gas se considera ecuaciones relacionadas a la termodinámica lo que permiten con-
siderar esta caracteŕıstica f́ısica en nuestro problema. Además, se considerará una
1
condición de viscosidad en un ambiente tridimensional, procurando probar la exis-
tencia de soluciones para el caso estacionario, es decir, las fuerzas f́ısicas involucradas
independen del tiempo.
Este hecho permite aproximar la dinámica del comportamiento de dichos sistemas
para el caso parabólico e hiperbólico. Una aplicación visible del presente estudio, es el
comportamiento de una masa de aire en un ambiente cerrado, aśı se podrá conseguir
aproximaciones del campo de velocidades de dicha masa, como de su densidad, a
partir de las fuerzas externas participantes.
Las ecuaciones que rigen el movimiento estacionario de un fluido compresible, iso-





´∇ ¨ pµp∇v ` ∇vtq ` λp∇ ¨ vqIdq ` ∇p ` ρv ¨ ∇v “ ρf en Ω,
∇ ¨ pρvq “ 0 en Ω.
(1.1)
Donde ρ es la densidad, v la velocidad, f son las fuerzas externas, p es la presión,
cuya expresión viene dada por la ecuación de estado para un fluido isotermo:
p “ Kρ,
con K ą 0 constante y µ, λ siendo los llamados coeficientes de Lamé (que supon-
dremos constantes).
Es importante notar que al estudiar este fenómeno f́ısico, se requiere ciertas condicio-




ρpxqdx “ ρ̄ ¨ |Ω|, (1.2)
donde ρ̄ ą 0 es una constante fijada, que representará la positividad de la masa total
y la condición de adherencia sobre la frontera respectivamente (estamos suponiendo
por ejemplo una frontera sólida, sin entrada ni salida de fluido).
Aśı, el objetivo principal será probar la existencia de soluciones estacionarias para
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el problema (3.41) considerando (3.42) siguiendo los diferentes métodos usados por




Las ecuaciones de Navier-Stokes fueron modeladas inicialmente por M. Navier [38]
en 1827 y por S. D. Poisson [39] en 1831, envolviendo consideraciones de fuerzas
intermoleculares. Más tarde, las mismas ecuaciones fueron planteadas sin el uso de
estas hipótesis por B. de Saint Venant [40] en 1843 y por G. G. Stokes [41] en 1945.
Sus derivaciones fueron estudiadas a partir de las hipótesis de que las tensiones
normales y de cizallamiento son funciones lineales de la tasa de deformación, en
conformidad con la más antigua ley de viscosidad de Newton. La trascendencia del
estudio de estas ecuaciones se refleja al ser consideradas como uno de los problemas
del millón (por Mathematics Institute of Cambridge, Massachusetts) al estudiar la
buena colocación del sistema en una región tridimensional, incompresible. Respecto
al estudio de las ecuaciones de Navier-Stokes incompresibles, la bibliograf́ıa es abun-
dante, (por ejemplo [32, 33, 34, 35, 36]) tomando como principal referencia el libro
de P. L. Lions [15] entre otros.
A continuación, mostramos una breve descripción de las ecuaciones de Navier-Stokes
compresibles encontradas en la literatura:
1. M. Padula [1], en 1985, en su art́ıculo Existence and Uniqueness for Viscous
Steady Compressible Motions muestra la existencia de soluciones débiles glo-
bales para flujos compresibles viscosos inestables bidimensionales de un gas
isotérmico ideal, sea cual sea el tamaño de los datos. Esto se logra median-
te un acoplamiento adecuado del método de Hopf con técnicas estándar en
espacios de Orlicz.
2. Posteriormente, A. Valli [2, 3, 4] muestra la existencia de una solución esta-
cionaria para las ecuaciones de Navier-Stokes para fluidos compresibles, bajo
el supuesto de que el campo de fuerzas externas es pequeño en un sentido ade-
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cuado. La prueba se basa en el resultado de la existencia de soluciones para
un problema linealizado, seguido de un argumento de punto fijo.
3. Mas tarde, R. Bruce Kellogg y B. Liu [6] consideran un sistema de Navier-
Stokes viscoso, compresible y de estado estacionario linealizado, formulando
un método de elementos finitos. La unicidad de las soluciones, aśı como la
estabilidad del sistema se desprenden de un teorema para una formulación
abstracta. Está comprobado que cuando los subespacios de velocidad y pre-
sión satisfacen la condición minimax asociada con el sistema de Stokes (incom-
presible), el método de elementos finitos se puede resolver de manera única.
Además, los autores muestran una estimación del error para la aproximación
numérica.
Es aśı que el estudio de las ecuaciones respecto a la dinámica de los fluidos precisa
de una comprensión tanto a nivel matemático como f́ısico, por lo qué dividiremos
el caṕıtulo en tres secciones, siendo la primera de estas dedicada a explorar los
diferentes aspectos f́ısicos que envuelven a las ecuaciones de Navier-Stokes, mientras
que las dos restantes serán destinadas a mostrar diversos resultados que involucran
un ambiente netamente matemático.
2.1. Interpretación f́ısica de las ecuaciones de Navier-
Stokes
Bu




En la ecuación (2.1) Landau and Lifschitz [53], y Childress [69] En lo que sigue en
este caṕıtulo, intentamos hacer una breve presentación de cada término en las ecua-
ciones de Navier–Stokes, para conocer cómo y por qué se introducen en la mecánica
de fluidos. Un tratado clásico de hidrodinámica desde el punto de vista de f́ısico es
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el libro de Landau y Lifschitz [53], y se puede hacer una rápida introducción en-
contrado en las notas de la conferencia de Feynman [70]. El punto de vista de los
matemáticos se puede encontrar en el tratado clásico de Batchelor [49], o para un
punto moderno de vista en el libro de Childress [69].
2.1.1. Marcos de referencia
La teoŕıa de fluidos se basa en una hipótesis del continuo [49] que establece que el
comportamiento macroscópico de un fluido es el mismo que si el fluido estuviera
perfectamente continuo: la densidad, la presión, la temperatura y la velocidad se
consideran bien definidas en puntos infinitamente pequeños y se supone que vaŕıan
continuamente de un punto a otro.
Desde las memorias fundamentales de Euler [71], se describen las leyes del fluido
mecánica aplicada a las parcelas de fluidos, volúmenes muy pequeños δV de fluidos
que contienen muchas moléculas pero cuyo tamaño es ı̈nfinitesimalçon respecto al
escala macroscópica.Entonces las propiedades f́ısicas de las parcelas se definen como
promedios de las cantidades asociadas que vaŕıan continuamente: por ejemplo, la la





θpt; xq donde θ es la
temperatura definida en el punto x y en el tiempo t.
Entonces hay dos representaciones del movimiento del fluido y del asociado Can-
tidades fisicas. En el marco de referencia euleriano, el marco de referencia es fijo
mientras el fluido se mueve. Por tanto, las cantidades se miden en una posición x
unido al marco fijo (a menudo se habla del ”marco de laboratorio”). la velocidad
upt, xq es la velocidad en el tiempo t de la parcela de fluido que ocupa el posición x en
ese mismo instante t. En el marco de referencia de Lagrange, el marco de referencia
es el estado inicial del fluido. Las cantidades se adjuntan a los paquetes a medida
que se mueven.
Más precisamente, si Xx0ptq es la posición de la parcela en el momento t cuya
posición en el momento 0 era x0, y si Q es alguna cantidad adjunta a las parce-
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las,tenemos dos descripciones de la distribución de los valores tomados por Q en el
momento t: el valor Qpt, xq tomado en el momento t para la parcela que se encuentra
en este tiempo en la posición x , y Qx0ptq el valor tomado en el momento t para
la parcela que estaba ubicado en el tiempo 0 en la posición x0. En particular, el




Xx0ptq “ upt;Xx0q. Esto nos da el v́ınculo entre las variaciones de Qx0ptq























Q “ BBtQpx; tq `
3ÿ
i“1
xi “ Qpx; tq (2.2)
2.1.2. El teorema de la convección
Si consideramos un volumen V0 en el tiempo 0 lleno de paquetes de fluidos, y de-
finimos Vt el volumen llenado por las parcelas a medida que se mov́ıan, tenemos
Vt “ ty P R3{y “ Xxptq, para algún x P V0u. El elemento de volumen dy de Vt se









Definimos J pt, xq “
ˇ̌














































































para que, desde Jp0; xq “ 1,






Por lo tanto, hemos visto que la divergencia de u es la cantidad que gobierna la
deflación o la inflación del volumen de Vt.









Usamos el hecho de que Btfpt,Xxptqq=
D
Dt
fpt, yq y BtJpt; xq “ divupt, yqJpt, xq y










fpt, yq ` fpt, yqdiv upt, yqdy (2.4)
Esto es un caso especial del teorema del tansporte de Reynold
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2.1.3. Conservación de masa
Aplicamos el teorema de conveción a la masa m de las parcelas incluidas en el




m “ 0. Para que esta identidad sea válida para cualquier volumen
incial V0, esto da la ecuación de conservación de masa:
D
Dt
ρ ` ρ u “ 0 (2.5)
Cuando el flúıdo es incomprensible, la densidad de una parcela dada no puede cam-
biar, por lo que
D
Dt
ρ “ 0, de esto deducimos (en ausencia de vaćıos o espacios de
densidad nula)
div u “ 0 (2.6)
Esto es consistente con la ecuación (2.1.2): si div u “ 0, entonces el volumen ocupado
por un parcel nunca vaŕıa. Para un flúıdo incompresible, vemos que Btρ “ ´u.∇ρ.




ρptq “ 0; la densidad es constante en tiempo y espacio
ρ “ Constante (2.7)
2.1.4. Segunda ley de Newton
Aplicamos la segunda ley de Newton a una parcela del flúıdo en movimiento. El
momento de la parecela a un momento t está dado por M “
ş
Vt
ρpt, yqupt, yq dy si
fpt, yq es la densidad de fuerza a un tiempo t y posición y, la fuerza aplicada a la
parcela es F “
ş
Vt










pρuq ` ρ u div u ´ f dy “ 0
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De la ecuación (2.5) tenemos
D
Dt
ρ` ρ div u “ 0, tomando un volumen infinitesimal




u “ f (2.8)






Donde u.∇ “ Σ3i“1ui Bi. Por supuesto, falta describir la fuerza de densidad f . Este
es el resultado de varias fuerzas: Fuerzas exteriores (La gravedad, por ejemplo)
aśı como fuerzas internas. En las próximas secciones, serán considerados dos tipos
importantes de fuerzas internas: La fuerza inducida por presión y la fuerza inducida
por fricción.
Este balance del momento es clásico en mecánica de flúıdos desde las épocas de Euler;
sin embargo, esto ha sido recientemente refutado por H. Brenner, quien argumenta
que se debe distinguir entre la velocidad de transporte masivo um (Euleriano) y












uv “ f . Una vez ah́ı, una ley constitutiva que describa la diferencia
uv ´ um es necesaria. Brenner propuso la siguiente ley:
uv ´ um “ K∇ρ
Luego, las ecuaciones deberán ser modificadas en caso de flúıdos compresibles con
altos gradientes de densidad, mientras que para flúıdos incompresibles homogeneos,
las ecuaciones clásicas de mecánica de flúıdos seguirán siendo fálidas. Un estudio del
modelo de Brenner ha sido llevado al cabo por Feireisl y Vasseur, quienes mostraron
que las soluciones débiles de este modelo son más regulares que las soluciones débiles
para las ecuaciones clásicas de Navier-Stokes para flúıdos altamente compresibles.
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2.1.5. Presión
Cuando un flúıdo entra en contacto con un cuerpo, ejerce sobre la superficie del
cuerpo una fuerza que es normal a la superficie y es llamada la presión. La presión
es una cantidad escalar que no depende de la direcció de la normal. Un valor positivo
de la presión da una fuerza de compresión que apunta hacia el interior del cuerpo,
por lo que es opuesta a la normal. La presión interna (O presión estática) es definida
de manera análoga. Las parcelas del flúıdo ocupan un volumen δV ; la fuerza ejercida
sobre el parcel inducida por la presión es entonces Fp “ ´
ş
BδV
pν dσ. Esto puede





Lo cual da la densidad por la fuerza de presión:
fP “ ´∇p (2.10)
2.1.6. Deformación
Los flúıdos no son cuerpos ŕıgidos, por ende, su movimiento implica deformación.
Esas deformaciones pueden ser ilustrada a través del tensor deformación. Si las
velocidades y sus derivadas son lo suficientemente pequeñas, podemos estimar dos
puntos inciales x0 y y0 como la distancia que las parcelas van a evolucionar. En
efecto, si xptq “ Xx0ptq y yptq “ Xy0ptq tenemos:

















Y eliminando los términos de mayor orden:
}x ´ y}2 « }x0 ´ y0}2 ` 2
ż t
0
pxpsq ´ ypsqq.Dups, xpsqqpxpsq ´ ypsqq ds
Donde Du está dado por:
Du “ pBjuips, xqq1ďi;jď3 (2.11)
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La parte antisimétrica tiene cero contribución a la integral, de ello llegamos:
}x ´ y}2 « }x0 ´ y0}2 ` 2
ż t
0
pxpsq ´ ypsqq.ǫps, xpsqqpxpsq ´ ypsqq ds





pBiuj ` Bjuiq para 1 ď i; j ď 3 (2.13)
Si tomamos un desplazamiento infinitesimal de y tenemos:
D
Dt
y “ upt, yq “ upt, xq ` 1
2
pDu ´ pDuqT qpy ´ xq ` Oppy ´ xq2q
upt, xq no depende de y, corresponde a un desplazamiento infinitesimal; la expresión
1
2
pDu ´ pDuqT q no contribuye al distorsionamiento de las distancias, esto corres-
ponde a una rotación infinitesila. ǫ corresponde a la deformación infinitesimal.
2.1.7. Tensión
Cuando un flúıdo es viscoso, reacciona como un cuerpo elástico que resiste deforma-
ciones. . Aplicando la teoŕıa de elasticidad al flúıdo en movimiento, uno puede ver
que las deformaciones inducen fuerzas. Si δV es una pequeña parcela, la deformación
del parcel induce una fuerza exterior al borde de δ; esta fuerza Fvisc está dada por










La fórmula de Ostrogradski nos da la densidad de fuerza asociada a la tensión:
Cuando el flujo de velocidad y sus derivadas son lo suficientemente pequeñas, Stokes
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muestra que la relación entre el tensor de tensión y el tensor de deformación es
lineal. En caso de un flúıdo isotrópico (para que la relación lineal sea la misma para
cualquier punto) encontramos que fvisc es la suma de las segundas derivadas de u.
Pero, debido a la isotroṕıa del flúıdo, un cambio de referencia a través de la rotación
no debeŕıa alterar la relación entre la fuerza y la velocidad. Esto resulta en que fvisc
viene determinada solo por dos coeficientes de viscosidad.
fvisc “ µδu ` λ∇pdiv uq (2.14)
Ecuación (2.14) corresponde a una relación muy simple entre el tensor ǫ y el tensor
T:
T “ 2µǫ ` ηtrpǫqI3 (2.15)
Con trpǫq “ ǫ1,1 ` ǫ2,2 ` ǫ3,3 y λ “ µ` η se llama ”viscosidad dinámica”del flúıdo y
η el volumen de viscosidad del flúıdo. Flúıdos para los cuales se cumple (2.16) y se
llaman. Todos los gases y la mayoŕıa de ĺıquidos con fórmula molecular simple y bajo
peso molecular como el agua, el benceno y alcohol et́ılico son ĺıquidos newtonianos.
En contraste, soluciones de poĺımeeros son no-newtonianas.
Stokes ha expresado la noción de presión interna en una principio muy general que
permite, luego de cien años, a Reiner y Rivlin, describir una clase más generaliza-
da de flúıdos. Para un flúıdo Stokesiano, el tensor tensión T todav́ıa se encuentra
relacionado con el tensor deformación de manera homogenea e isotrópica, pero la
relación ya no es lineal. Siguiendo Serŕın y Aris, un ĺıquido Stokesiano satisface las
siguiente cuantro condiciones:
1. El tensor de tensión T es una función continua del tensor deformación ǫ y del
estado termodinámico local, pero independiente de otras propiedades cinéticas
2. T no depende expĺıcitamente de x (flúıdo homogeneo)
3. El flúıdo es isotrópico
4. Cuando no hay deformación (ǫ “ 0) el flúıdo es hidrostático (T “ 0)
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Luego, usando la simetŕıa inducida por el principio de objetividad material o de
marco de referencia (Ver Noll y Truesdell), el cual dice ”las leyes contitutitvas que
gobiernan las condiciones internas de un sistema f́ısico y las interacciones entre sus
partes no deben de depender del punto de referencia. Serrin mostró que el tensor de
tensión viscosa puede expresarse como:
T “ αI3 ` βǫ ` γǫ2 (2.16)
Donde αp0, 0, 0q “ 0 y α “ αpΘ,Φ,Ψq, β “ βpΘ,Φ,Ψq, γ “ γpΘ,Φ,Ψq son funciones
de los tres invariantes de la matriz simétrica ǫ : Siloseigenvaloresdeǫsonλ1, λ2 y λ3,
luego Θ “ λ1 ` λ2 ` λ3 “ trpǫq, Φ “ λ1λ2 ` λ2λ3 ` λ1λ3 y Φ “ λ1λ2λ3 “ detpǫq
2.1.8. Las ecuaciones de hidrodinámica
Consideremos un flúıdo newtoniano isotrópico. Tenemos:
D
Dt






La densidad de fuerza f es una superposición de fuerzas externas fext y fuerzas
internas fint una puede ser la fuerza de gravidad, o la fuerza Coriolis. En las fuerzas
internas, tenemos las fuerzas debido a la presión:
fP “ ´∇p
Y la fuerza debido a la viscosidad:
fvisc “ µ∆u ` λ∇pdiv uq
En ausencia de otras fuerzas internas, obtenemos las ecuaciones de hidrodinámica:
D
Dt





u “ ´∇p ` µ∆uλδpdiv uq ` fext (2.18)
Estas ecuaciones son en total cuatro ecuaciones escalares con cinco incógnitas esca-
lares (u1, u2, u3, ρ y p). La quinta ecuación depende de la naturaleza del flúıdo: Es
una ecuación de estado termodinámica que se relaciona la presión, la densidad y la
temperatura (uno usualmente asume que la temperatura es constante)
Observaciones:
1. En caso de un flúıdo incompresible la ecuación de estado es muy sencila:
ρ “ constante
2. Cuando no hay viscosidad uno habla de flúıdos ideales: λ “ µ “ 0
3. La traza de T está dada por p2µ ` 3η)div u; esto resulta en agregar a la gra-
diente de presión termodinámica otra gradiente de presión; el total de presión
mecánica está dada por p ´ p2µ ` 3ηqdiv u. El coeficiente p2µ ` 3ηq se llama
viscosidad aparente. Un caso importante de la hipótesis de Stokes donde el
tensor T no tiene rastro: 2µ ` 3η “ 0.
A veces uno considera otras fuerzas internas, como las que están relacionadas como la
conductividad eléctrica o termal del flúıdo. Uno, entonces tiene que agregar nuevas
fuerzas internas a las ecuaciones que dependan de la velocidad e influencien a la
velocidad. Uno entonces sale del dominio de la hidrodinámica y entra al dominio
de la magentohidrodinámica (Una disciplina fundada en 1970 por el ganador del
premio Nobel Alfvén) o ecuaciones de Boussinesq que relacionan la velocidad con la
temperatura
2.1.9. Las ecuaciones de Navier-Stokes
En esta sección consideramos el caso de un flúıdo newtoniano, isotrópico, homogeneo
e incompresible. Las ecuaciones hidrodinámicas (2.17) y (2.18) luego se reducen a
las ecuaciones de Navier-Stokes. Dado que ρ es constante, es costumbre dividir las
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fext, la presión p por la presión reducida pr “
1
ρ
p (el cual se llama presión




Btu ` pu.∇qu “ ´∇pr ` ν∆u ` fr (2.19)
div ;̆ “ 0 (2.20)
ν es positivo para un flúıdo viscoso. En caso de un flúıdo ideal (ν=0) obtenemos las
ecuaciones de euler:
Btu ` pu.∇qu “ ´∇pr ` fr (2.21)
div u “ 0 (2.22)
2.1.10. Vorticidad
Las ecuaciones de Navier-Stokes pueden reescribirse para remarcar el papel de la
vorticidad. Comenzamos con la identidad:




Con esto podemos reescribir las ecuaciones de Navier-Stokes como:
Btu ` w ^ u “ ´∇Qr ` ν∆u ` fr (2.23)
div u “ 0 (2.24)
Donde w “ curl u es la vorticidad del flujo y Qr la presión total (reducida). La
presión total Q “ ρQr es la suma de la presión hidrostática ρ y la presión dinámica
q “ ρ1
2
|u|2. Tomando el rotacional de las ecuaciones de Navier-Stokes nos da las
siguientes ecuaciones para w:
Btw ` pu.∇qw “ νp∆qu ` pW.∇qu ` curl fr (2.25)
Nos encontramos nuevamente con el fenómeno de difusión (Inducido por δw, la
advención por el vector de campo u (descrito por el término pu.∇qw) y tenemos
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un tercer término pw.∇qu que corresponde con las fuerzas de deformación. Este
término es mu importante en mecánica de flúıdos 3D. Cuando el flúıdo es plano
upt, x1, x2, x3q “ pu1px1, x2q, u2px1, x2q, 0q, la fuerza de deformación se desvanece:
pw.∇qu “ 0
2.1.11. Términos de frontera
Para completar el sistema de Navier-Stokes es necesario especificar las condiciones
de la frontera del dominio del flúıdo. En el presente trabajo vamos a considerar un
problema sin ĺımites (el flúıdo llena el espacio entero). Sin embargo, en esta sección
vamos a elaborar en el problema de valor de frontera. Cuando el flúıdo ocupa solo un
dominio Ω el problema de condiciones de frontera se plantea. El dominio puede variar
con el tiempo. Un problema particular es el problema sin frontera de dominio: El
dominio de Ω evoluciona a través de una ecuación en derivadas parciales, las cuales
describen la evolución de la curvatura del ĺımite a través de la acción del tensor
deformación del flúıdo.
Para un dominio ŕıgido, uno debe prescribir el comportamiento en la frontera y el
infinito (Cuando el dominio no tiene frontera). La condición más usada es la con-
dición de no deslizamiento que dice que, a un punto dado de la frontera, la parte
normal de la velocidad debe desvanecerse pu.ν “ 0q y que la parte tangencial de la
velocidad debe igualar a la velocidad del punto sólido de la frontera (si la frontera se
está moviendo). Si los puntos de frontera no se mueven, la condición de no desliza-
miento es la condición homogenea de Dirichlet: u|BΩ. Para ecuaciones de Euler en un
dominio fijado, la condición de no deslizamiento es reemplazada por la condición de
impermeabilidad (que expresa que no hay flúıdo que atraviece la frontera) u.ν “ 0
sobre BΩ La condición de no deslizamiento fue introducida por Stokes en 1849 y ha
sido verificada experimentalmente. Sin embargo, hay algunos casos en los que al-
go de deslizamiento debe ser considerado, por ejemplo los microflúıdos que trabaja
con cantidades muy pequeñas de flúıdos (Entre un atolitro [10´18l.] y un nanolitro
[10´9l.] donde las propiedades macroscópicas de los flúıdos ya no son válidas. Para
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estos flúıdos, la condición de deslizamiento fue introducida por Navier en 1822 y ha
sido experimentalmente validada. La condición de deslizamiento de Navier estipula
que la parte normal de la velocidad del flúıdo se desvanece en la frontera, pero que
la parte tangencial es gobernada por el tensor de deformación: si Q|| es la proyección
Q||pgq “ g ´ xg|νyν a la tangente al plano en la frontera, Q||u es proporcional a
Q||pǫ.νq
2.1.12. Expansión
Consideremos el problema Clay del milenio para las ecuaciones de Navier-Stokes
en absencia de fuerzas externas. Como podemos ver, un clásico resultado de las
ecuaciones de Navier-Stokes muestra que problema del valor inicial de Cauchy tendrá
una solución suave mientras que la velocidad esté restringida.. Luego, para tener una
descomposición en la regularidad, la norma L8 debe expandirse. Pero esta expansión
no tiene significado f́ısico; por varias razones, uno tiene que dejar las ecuaciones
mucho antes de que la expansión ocurra. Por ejemplo:
1. la incompresibilidad del flúıdo es una aproximación que es válida solo si la
velocidad del flúıdo es mucho menor a la velocidad del sonido
2. la naturaleza newtoniana del flúıdo fue derivada bajo la hipótesis de velocida-
des pequeñas y pequeñas derivadas de velocidades
3. cuando las velocidades son demasiado importantes, las mecánicas clásicas de-
berán ser corregidas en mecánicas relativistas
Luego, el problema de la expansión es escencialmente un problema matemático,
no uno f́ısico; sin embargo, se espera que entendiendo el mecanismo que llega a la
expansión o blooqueo, se podrán dar ideas de como funciona el mecanismo que llega
a estados flúıdos o turbulentes del flúıdo
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2.1.13. Turbulencia
Flujos suaves son llamados ”laminares”, cuando son desordenados se llaman ”tur-
bulentes”. Para flujos turbulentes es bastante dif́ıcil encontrar una descripción para
todos las parcelas del flúıdo pues el número de grados de libertad es muy impor-
tante. Considerando el trabajo de Reynolds (1984) y Taylor (1921), uno trata solo
de describir la evolución del flujo a gran escala y discutir el comportamiento del
flujo a pequeña escala como una corrección disipativa de las ecuaciones a grandes
escalas. Esta separación entre componentes a gran escala de los de pequeña escala se
sustenta en varias observaciones f́ısicas. Los componentes a gran escala son sensibles
a la geometŕıa de la frontera y a la naturaleza de las fuerzas externas que actúan en
el flúıdo, mientras que los componentes a pequeña escala pueden ser analizados de
manera más universal. Para separar los componentes de gran escala de los compo-
nentes de pequeña escala uno usa un proceso de promediación que da el valor medio
u de la velocidad u.
Btu ` u∇u “ ν∆u ´ ∇p ` f ` div R (2.26)
(Junto a div u “ 0 y u|t“0 “ u0) donde la tensión de Reynold R está dada por
R “ u b u ´ u b u (2.27)
El valor medio u b u no depende del valor medio u, esas ecuaciones no están cerra-
das. El problema es, entonces, dar un valor que satisfaga el modelo de tensión de
Reynolds. La teoŕıa de Kolmogorov (1941) da un modelo para u´u como un campo
aleatorio que obedezca algunas leyes universales debido a la homogeneidad (loca) e
isotroṕıa de las fluctuacione. Si esta teoŕıa ha sido comprobada experimentalmente
está todav́ıa lejos de ser comprendida completamente y es el centro de un muy activo
campo de investigación.
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2.2. Herramientas del análisis funcional y espa-
cios de Sobolev
En este caṕıtulo presentamos las herramientas matemáticas preliminares básicas
para estudiar las ecuaciones de Navier-Stokes incluidos los resultados del análisis
funcional lineal y no lineal, aśı como la teoŕıa de los espacios funcionales. Presen-
tamos en particular algunos de los más utilizados teoremas como los de inmer-
sión y desigualdades diferenciales, para esto usaremos diferentes referencias como
[46, 58, 60, 61, 62, 63, 64] entre otros.
2.2.1. Teoremas del análisis funcional
Teoremas del análisis funcional lineal, el núcleo de esta subsección es el lema de Lax-
Milgran que indicamos para espacios separables de Hilbert aśı como su demostración
utilizando el método de Galerkin. Este método será muy útil en nuestras considera-
ciones posteriores, en las pruebas de la existencia de soluciones de problemas lineales
y no lineales.
Teorema 2.3. En un espacio reflexivo de Banach, cada bola cerrada es débilmente
compacta.
Se puede encontrar una prueba del teorema anterior por ejemplo en [60], para espa-
cios separables en [61].
En particular sea txnu una sucesión en un espacio B reflexivo de Banach tal que
}xn}B ď M por algún M ą 0, entonces existe una subsucesión txµu de la sucesión
txnu y un elemento x en B con }x}B ď M tal que txµu converge débilmente a x en




Teorema 2.4 (Lema Lax-Milgran para espacios separables). Sea H un espacio de
Hilbert separable con una norma } ¨ }, L P H 1 un funcional lineal en H, apu, vq una
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forma bilineal y continua en H ˆH, coerciva, es decir tal que para algunos α ą 0 y
para todo u P H
apu, uq ě α}u}2
entonces existe un único elemento u P H, tal que
apu, vq “ Lpvq; @v P H (2.28)
Prueba. Usamos el método de Galerkin, el cual consiste en probar la existencia
de elementos um P Hm tal que
apum, vq “ Lpvq; @v P Hm (2.29)
donde Hm son subespacios finito dimensionales de H tales que H1 Ă H2 Ă H3 Ă
¨ ¨ ¨ Ă Hm Ă ¨ ¨ ¨ y
Ť8
k“1Hk es un subconjunto denso de H. Luego al pasar al ĺımite
con m obtenemos (2.28).
Sea w1, w2, w3, ¨ ¨ ¨ son bases de H y Hm “ spantw1, w2, ¨ ¨ ¨ , wmu m “ 1, 2, 3, ¨ ¨ ¨






entonces (2.29) es equivalente al sistema de ecuaciones lineales
mÿ
k“1
ξkapwk, wℓq “ Lpwℓq, ℓ “ 1, 2, ¨ ¨ ¨ ,m
este sistema tiene una solución única pξ1, ξ2, ¨ ¨ ¨ , ξmq por cada lado derecho si




ξkapwk, wℓq “ 0, ℓ “ 1, 2, ¨ ¨ ¨ ,m

















“ apum, umq “ 0
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De la coerciva de la forma ap¨, ¨q obtenemos um “ 0 como los vectores w1, w2, ¨ ¨ ¨ , wm
son linealmente independientes, concluimos que ξ1 “ ξ2 “ ¨ ¨ ¨ “ ξm “ 0 de ah́ı
la matriz tapwk, wℓquk,ℓďm es no singular y para cada número entero positivo
m existe una solución aproximada um P Hm.
2. convergencia de la sucesión tenemos
α}um}2 ď apum, umq “ Lpumq ď }L}H 1}um}




para cada entero positivo m del Teorema 2.3 se deduce que existe una sub-
sucesión tuku de la sucesión de soluciones aproximadas tumu y un elemento
u P H tal que uµ Ñ u débilmente en H. Para µ ě j tenemos











Hj es un subconjunto denso de H, concluimos de la continuidad de
ap¨, ¨q y Lp¨q que (2.28) se mantiene para todo v P H.
3. Unicidad de u. Supongamos que tenemos dos elementos diferentes u1 y u2 tal
que apu1, vq “ Lpvq y apu2, vq “ Lpvq, para toda v P H por lo tanto apu1´u2, vq
y tomando v “ u1 ´ u2 obtenemos
0 “ apu1 ´ u2, u1 ´ u2q ě α}u1 ´ u2}2
de aqúı u1 “ u2, llegamos a una contradicción que demuestra la unicidad.

Observación 2.5. Si L es un funcional lineal y continuo en el espacio de Banach
B, escribiremos L P B1, el espacio dual de B y utilizamos la notación Lpvq “ xL, vy
para v P B.
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Como corolario obtenemos los siguientes
Teorema 2.6 (Teorema de Riesz-Fréchet para espacios separables). Sea H un es-
pacio de Hilbert separable con producto escalar p¨, ¨q y norma } ¨ } y sea L P H 1 un
funcional lineal y continuo en H entonces existe un único elemento u P H tal que
pu, vq “ Lpvq para cada v P H y }u} “ }L}H 1
Observación 2.7. En los dos teoremas anteriores la separabilidad del espacio H
no es esencial, para las pruebas ver [58].
Teoremas de punto fijo
los teoremas del punto fijo son la herramienta básica que utilizaremos, comenzamos
con el principio de contracción de Banach el único teorema de esta subsección que
garantiza la singularidad del punto fijo la existencia de un punto fijo único es una
condición fuerte, sin embargo y en la mayoŕıa de los casos haremos uso de los teo-
remas de Schauder o Leray-schauder. Ambos siguen del Teorema del punto fijo de
Brower.
Teorema 2.8 (Principio de contracción de Banach). Sea T un operador definido en
el espacio X de Banach con valores en X. Suponga que T es una contracción, es
decir, que un número α, 0 ď α ă 1 existe tal que para todos los pares de elementos
u, v P X tenemos
}Tu ´ Tv}X ď α}u ´ v}X
entonces existe un único elemento u P X tal que Tu “ u.
Prueba. Sea u0 un elemento arbitrario del espacioX. Entonces la sucesión u0, u1, u2, ¨ ¨ ¨
donde para n ě 1, un se define recursivamente por un “ Tun´1, converge en X hasta
el punto fijo del operador T . 
Teorema 2.9 (Brouwer). Sea K un conjunto no vaćıo convexo y compacto en Rn,
si T : K Ñ K es un mapeo continuo, luego tiene al menos un punto fijo, es decir
existe u0 P K tal que T pu0q “ u0.
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Prueba. Para la prueba ver [61, 62]. 
Teorema 2.10 (Schauder). Sea K un conjunto cerrado no vaćıo, acotado y convexo
en un espacio X de Banach. Sea T un operador completamente continuo (es decir,
el operador es compacto y continuo) definido en K tal que
T pKq Ă K
entonces existe al menos un elemento u0 P K tal que T pu0q “ u0.
Observación 2.11. Si X “ Rn, entonces el Teorema de Schauder se reduce al
Teorema de Brouwer.
Prueba. La cerradura del conjunto T pKq es compacto. para cada n P N existe una
sucesión x1, x2, ¨ ¨ ¨ , xΓpnq en T pKq tal que
mı́n
1ďiďΓn
}x ´ xi}X ă ε “
1
n
para cada x P T pKq

SeaXn el espacio generado por el conjunto tx1, x2, ¨ ¨ ¨ , xΓpnqu, es decir, el conjunto de
todos los puntos de la forma λ1x1 `¨ ¨ ¨`λΓpnqxΓpnq, donde λ1, ¨ ¨ ¨ , λΓpnq son números
reales arbitrarios. Escribiremos Xn “ spantx1, ¨ ¨ ¨ , xΓpnqu. Sea Kn “ Xn X K. El
conjunto Kn es convexo, acotado, cerrado, no vaćıo y se encuentra en un subespacio
dimensional finito de X, definimos el mapa Tn : K Ñ Kn por












ε ´ }x ´ xi}X ; cuando }x ´ xi}X ă ε
0 ; cuando }x ´ xi}X ě ε
Tenemos FεpKq Ă Kn. El mapa Tn es continuo, ya que las funcionesmi son continuas
para un arbitrario x P K tenemos

















Por lo tanto, hemos aproximado de manera uniforme el operador compacto T me-
diante un operador de dimensión finita Tn como Tn : Kn Ñ Kn satisface la hipótesis
del Teorema del punto fijo de Brouwer, existe rxn tal que Tnrxn “ rxn, como T es
compacto, la sucesión trxnu tiene una subsucesión convergente rxnk Ñ rx, de la conti-
nuidad de T se sigue que Trxnk Ñ Trx, de (2.30) concluimos que Trxnk ´ Tnkrxnk Ñ 0,
por lo tanto Trx “ rx, y T tiene un punto fijo en K.
Teorema 2.12 (Leray-Schauder). Sea T un mapeo completamente continuo de un
espacio X de Banach en si mismo y supongamos que existe una constante M tal que
}x}X ă M (2.31)
para toda x P X y σ P r0; 1s satisfaciendo x “ σTx. Entonces T tiene un punto fijo.
Prueba. (cf. [58]) podemos asumir sin pérdida de generalidad queM “ 1, definimos





Tx ; si }Tx}X ď 1
Tx
}T }X
; si }Tx}X ą 1
Entonces, T ˚ es un mapeo continuo de la bola unitaria cerrada Bp1q “ tx P X :
}x}X ď 1u en si misma, como el conjunto TBp1q es precompacto, lo mismo es cierto
para T ˚Bp1q, del teorema del punto fijo de Schauder se decue que T tiene un punto
fijo x. Mostraremos que x es un punto fijo de T de hecho, si }Tx}X ą 1, entonces
x “ T ˚X “ σTx con σ “ 1}Tx}X
y }x}X “ }T ˚x}X “ 1, que contradice (2.31). 
Teorema 2.13 (Kakutani-Fan-Glicksberg). Sea S Ă X un conjunto, no vaćıo, com-
pacto y convexo, donde X es un espacio vectorial topológico de Hausdorsff localmente
convexo y permite que el multifuncional ϕ : S Ñ 2S tiene valores convexos no vaćıos
y gráfico cerrado, entonces el conjunto del punto fijo de ϕ (i.e. tx P S : x P ϕpxqu
es no vaćıo y compacto).
2.13.1. Espacios de Sobolev y distribuciones
Asumimos que Ω es un subconjunto abierto no vaćıo de Rn, n es un entero positivo.
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Definición 2.14. Se denotará por LP pΩq, 1 ď P ă 8, al espacio lineal de funciones
de valores reales f definidas en Ω tales que |f |P es integrable en Ω con respecto a la
medida de Lebesgue. El funcional





es una norma en LP pΩq (siempre que identifiquemos funciones que son iguales entre
si casi siempre en Ω en el sentido de la medida de Lebesgue).
El espacio LP pΩq es un espacio de Banach. Para P “ 2 es un espacio de Hilbert con




Teorema 2.15. (cf. [47]) Sea tfnu una sucesión de Cauchy en LP pΩq, es decir
ĺım
m,nÑ8
}fm ´ fn}LP pΩq “ 0
entonces existe f P LP pΩq y una subsucesión tfvu de la sucesión tal que
ĺım
vÑ8
}fv ´ f}LP pΩq “ 0,
y fvpxq Ñ fpxq para casi todas las x P Ω además existe h P LP pΩq, con hpxq ě 0,
c.s. en Ω tal que |fvpxq| ď hpxq para cada x P Ω.
Definición 2.16. Se denotará por L8pΩq al conjunto de funciones reales medibles
f en Ω para el cual
essSupt|fpxq| : x P Ωu ” ı́nftk ą 0;µptx P Ω : |fpxq| ą kuq “ 0u ă 8
el espacio lineal L8pΩq con norma
}f}L8pΩq “ essSupt|fpxq| : x P Ωu
es un espacio de Banach.
Decimos que una función real f en Ω es localmente integrable en Ω, y se escribe
f P LPLocpΩq, si para cada compacto K Ă Ω, f es integrable en K.
26
Similarmente, definimos espacios LPLocpΩq, para 1 ă p ă 8, para f definido en Ω
definimos el soporte de f como el cierre del conjunto tx P Ω : fpxq ‰ 0u y denotamos
esto por suppf .
Sea α “ pα1 ¨ ¨ ¨ , αnq un multi-́ındice cuyas coordenadas son enteras no negativas.
Escribimos |α| “ α1 ` ¨ ¨ ¨ ` αn, y
Dα “ B
|α|
Bα1x1 ¨ ¨ ¨ Bαnxn
decimos que f P CkpΩq (resp. f P CkpΩq) si existen derivadas parciales Dαf para
toda α con |α| ď k que son continuas en Ω (respectivamente Ω).
Además C8pΩq “ Ş8k“1CkpΩq
por C80 pΩq denotamos el conjunto de f P C8pΩq para el cual suppf Ă Ω. Si Ω es
acotado, suppf es un subconjunto compacto de Ω.
Lema 2.17. (cf. [46, 63]) El conjunto C80 pΩq es denso en LP pΩq para 1 ď p ă 8.
Lema 2.18. (Du Bois-Reymond, cf. [46, 64]) Sea f P L1LocpΩq y
ż
Ω
fϕdx “ 0 para
cada ϕ P C80 pΩq. Entonces f “ 0 casi en todas partes en Ω.
Definición 2.19 (Derivada generalizada). Sea α “ pα1, ¨ ¨ ¨ , αnq un multíındice
cuyas coordenadas son enteros no negativos llamamos a una función fα P L1pΩq la







Definición 2.20 (Espacio de Sobolev Wm,ppΩq). Sea m un entero positivo 1 ď p ă
8 por Wm,ppΩq denotamos un subespacio lineal de los elementos f en LppΩq para el
cual las derivadas parciales generales Dαf existen para toda |α| ď m y pertenecen












Lema 2.21. (cf. [46, 63]) El espacio Wm,ppΩq es un espacio de Banach, para 1 ă
p ă 8, Wm,ppΩq es reflexivo.
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Lema 2.22. Para 1 ă P ă 8 cada sucesión acotada en Wm,P pΩq contiene una
subsucesión débilmente convergente.
Definición 2.23. Por Wm,P0 pΩq denotamos la clausura del conjunto C80 pΩq en la
norma Wm,ppΩq.
Los espacios Wm,P pΩq también se denotan por WmP pΩq.
Los espacios Wm,2pΩq y Wm,20 pΩq, denotados también por Hm0 pΩq, respectivamente,











“ 1, por W´m,qpΩq
denotamos el,espacio de funcionales lineales continuos en el espacio Wm,p0 pΩq.
Los espacios W´m,2pΩq también se denotan por H´mpΩq ahora definiremos las dis-
tribuciones y las derivadas distribucionales, introduzcamos en el conjunto C80 pΩq.
La siguiente noción de convergencia.
Definición 2.25. Decimos que una sucesión tϕnu Ă C80 pΩq converge a cero si existe
un compacto K Ă Ω tal que
1. Suppϕn Ă K para cada ϕn.
2. ĺım
nÑ8
Dαϕn “ 0 para cada multi-́ındice α, uniformemente en Ω.
Denotamos por DpΩq el conjunto C80 pΩq junto con la convergencia introducida an-
teriormente.
Definición 2.26. Llamamos al mapa T : DpΩq Ñ R una distribución en Ω si es
lineal, es decir
T pαϕ ` βϕq “ αT pϕq ` βT pψq
para toda α, β P R y ϕ y ψ P D y si ĺım
nÑ8
T pϕnq “ 0.
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Para cada sucesión tϕnu Ă DpΩq que converge a cero en DpΩq denotamos por D 1pΩq
el conjunto de todas las distribuciones en Ω y escribimos xT, ϕy en cambio T pϕq para










distribuciones que pueden representarse por funciones integrables localmente las
llamamos regular.
Un ejemplo de una distribución que no es regular es el mapa
δpx0q “ DpΩq Q ϕ Ñ δx0pϕq “ ϕpx0q P R
para algún x0 P Ω, llamado el Delta de Dirac.
Definición 2.27 (Derivada distribucional). Sea T P D 1pΩq. Entonces el mapa
BT
Bxi












da ϕ P DpΩq, es una distribución, similarmente, para un multi-́ındice arbitrario α
definimos DαT P D 1pΩq por
xDαT, ϕy “ p´1q|α| xT,Dαϕy
para cada ϕ P DpΩq.
Para T P D 1pΩq. Llamamos DαT la α-ava derivada distribucional de T .
Definición 2.28. (cf. [57]) Decimos que un subconjunto abierto y acotado Ω Ă Rn
pertenece a la clase Ck,8, 0 ď α ď 1, k un entero no negativo, si para cada punto
x0 P BΩ existe una bola B centrada en x0 y uno a uno un mapeo ψ de B sobre
D Ă Rn tal que.
1. ψpB X Ωq Ă Rn “ tx “ px1, ¨ ¨ ¨ , xnq P Rn; xn ą 0u
2. ψpB X BΩq Ă BRn`
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3. ψ P Ck,αpBq, ψ´1 P Ck,8pDq
Si el ĺımite de Ω es la suficientemente uniforme, digamos Ω P C0,1, entonces los espa-
cios de Sobolev Wm,ppΩq caracterizados como en la Definición 4, pueden describirse
alternativamente como el cierre del conjunto CmpΩq en la norma (2.32) (véase [63]).
Para esta nueva caracterización de Wm,ppΩq es claro observar que CmpΩq es denso
en Wm,ppΩq (siempre que el borde de Ω sea lo suficientemente regular).
Otra definición equivalente a la Definición de 4 de los espacios de Sobolev, se puede
dar en términos de las distribuciones, definiendo el espacio Wm,ppΩq como el subes-
pacio lineal de aquellos f P LppΩq para el cual todas las derivadas distribucionales
Dαf, |α| ď m, pertenecen a LppΩq, con norma (2.32).
2.28.1. Algunos teoremas de inmersiones y desigualdades
Comenzamos con tres resultados generales.
Teorema 2.29. (cf. [58, 12]) Sea Ω un subconjunto abierto y acotado de Rn con
ĺımite de Lipschitz, es decir Ω P C0,1. Entonces
1. Si kp ă n, entonces el espacio W k,ppΩq esta continuamente inmerso en el
espacio Lp
˚pΩq, p˚ “ np{pn ´ kpq, e inmerso de forma compacta en LqpΩq
para q ă p˚.
2. Si 0 ď n ă k ´ n
p
ă n ` 1, entonces el espacio W k,ppΩq esta inmerso conti-
nuamente en Cn,αpΩq, α “ k ´ n
p ´ n , e inmerso compactamente en C
n,βpΩq,
para β ă α.
Lema 2.30 (Una versión del Teorema de Rellich, cf. [64]). Sea Ω un subconjunto
abierto y acotado de Rn. Entonces la inmersión de H10 pΩq en L2pΩq es compacta.
Teorema 2.31. )cf. [59, 65]) Sea Ω un dominio acotado en Rn con el ĺımite Lips-
chitz, y sea u una función enW n,rpΩqXLqpΩq, 1 ď r, q ď 8. Para algún multi-́ındice
j, 0 ď |j| ă m, y para algún número θ del intervalo |j|
m












` p1 ´ θq1
q
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si m ´ |j| ´ n
r
no es un entero negativo, entonces
}Dju}LppΩq ď C}u}θWm,rpΩq}u}1´θLqpΩq (2.33)
Si m´ |j| ´ n
r
es un entero no negativo, entonces la desigualdad 2.38 se cumple para
θ “ |j|
m
. La constante C solo depende de Ω, r, q, m, , θ.
Ahora indicaremos algunos casos especiales de los teoremas 2.29 y 2.31 útiles en los
siguientes caṕıtulos.
Sea Ω Ă R3 como en el Teorema 10, entonces.
1. H1pΩq esta continuamente inmerso en L6pΩq.
}u}L6pΩq ď c}u}H1pΩq
(véase Lema 6 a continuación)
2. H1pΩq esta continuamente inmerso en L4pΩq.
3. H2pΩq esta continuamente inmerso en C0, 12 pΩq, y C0, 12 pΩq esta compactamente













Lema 2.32. Sea Ω un subconjunto abierto y acotado de Rn, n un entero positivo,
d “ diampΩq “ supt|x ´ y| : x, y P Ωu. Entonces, para cada u P H10 pΩq y i P











Demostración. Sea u P C80 pΩq, y fijando i “ 1. Tenemos




Bt pt, x2, ¨ ¨ ¨ , xnqdt
Por la desigualdad de Schwartz.






















donde x˚1 “ inftt : upt, x2, ¨ ¨ ¨ , xnq “ 0, pt, x2, ¨ ¨ ¨ , xnq P Ωu integrando con respecto















ahora integrando con respecto a x2, ¨ ¨ ¨ , xn obtenemos la desigualdad 2.34 para i “ 1
y u P C80 pΩq. Sea u P H10 pΩq. Existe una sucesión tunu Ă C80 pΩq. Sea u P H10 pΩq,
existe una sucesión tunu Ă C80 pΩq convergente a u en H10 pΩq. Probamos 2.34 para









para i P t1, ¨ ¨ ¨ , nu 
Corolario 2.33. sea Ω Ă Rn un conjunto abierto y acotado entonces las siguientes




















Lema 2.34 (Desigualdad Ladyzhenkaya en dos dimensiones). Sea Ω Ă R2 un con-





Prueba. (cf. [66]) Demostraremos la desigualdad (2.35) para funciones uniformes
con soporte compacto en Ω, y el caso general se deriva inmediatamente de la densidad
de estas funciones en H10 pΩq. Sea u P C80 pΩq por conveniencia consideramos u como
definida en todo el espacio R2 e igual a cero fuera de Ω.
Tenemos
u2px1, x2q “ 2
ż xk
´8









































Que demuestra el lema para funciones suaves con soporte compacto en Ω. 
Lema 2.35 (Desigualdad Ladyzhenskaya en tres dimensiones). Sea Ω Ă R3 un







Prueba. [cf. [66]] Como en el Lema anterior, basta con probar la desigualdad (2.37)






































Da la desigualdad. 
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Lema 2.36 (cf. [66]). Sea Ω Ă R3 un conjunto abierto y acotado. Entonces para
toda u P H10 pΩq
}u}L6pΩq ď 481{6}Du}L2pΩq (2.38)









































































































a1 ` a2 ` a3
3
para ai ě 0, lo que da la desigualdad deseada. 
Teorema 2.37 (Desigualdad de Hardy, cf. [67, 63]). Sea a, b P R, a ă b, u P Lppa, bq





































Prueba. Sea unpxq “ 0, para x P pa, a ` 1nq y unpxq “ upxq para x P pa `
1
n





































































Para n P N, aplicando el lema de Fatou obtendremos (2.39) de manera similar
obtenemos la segunda desigualdad. 
2.37.1. Espacios de Sobolev de funciones periódicas
Consideramos espacios de Sobolev HsppQq de funciones L periódicas en el dominio
m dimensional Q “ r0, Lsm. Sea C8P pQq el espacio de restricciones a Q de funciones
infinitamente diferenciables que son L periódicas en cada dirección, esto es, upx `
Lejq “ upxq, j “ 1, ¨ ¨ ¨ ,m (Por ejemplo denotamos los vectores de base canónica,
ej “ p0, ¨ ¨ ¨ , 1, ¨ ¨ ¨ , 0q, donde 1 está en la j-ésima coordenada).
Definición 2.38. Para un entero no negativo arbitrario S, definimos el espacio de















denotamos, α “ pα1, ¨ ¨ ¨ , αmq para enteros no negativos α1, ¨ ¨ ¨ , αm, |α| “ α1, ¨ ¨ ¨ , αm,
α! “ α1!α2! ¨ ¨ ¨αm!. Por X “ px1, ¨ ¨ ¨ , xmq, Xα “ xα11 xα22 ¨ ¨ ¨ xαmm , Dα “
B|α|
Bxα en esta







2.38.1. Caracterización de los espacios de Sobolev HS
P
pQq
mediante las series de Fourier







donde ck son números complejos. Consideremos funciones reales, para las cuales






























Lema 2.39. Las normas } ¨ }HS
P
y } ¨ }HS
f





pQq ď C2}HSf pQq}
para toda u P HSP pQq y alguna constante positiva C1 y C2.









































Tomando c2 “ cC2 tenemos la segunda desigualdad del Lema. Utilizando de nuevo
(2.42) obtenemos la primera desigualdad del lema. 
Lema 2.40. El espacio HSP pQq coincide con
#










Lema 2.41. En el espacio
HSP pQq “
"














es una norma equivalente a la norma } ¨ }HS
P
pQq.



































con lo cual termina la prueba. 
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En el espacio } }HS
P

























Los coeficientes de Fourier û de u son amplitudes complejas de armónicos e2πik
x
L










k21 ` ¨ ¨ ¨ ` k2m
ď L
kmı́n




Entonces u P C0P pQq y
sup
xPQ
|upxq| “ }u}L8pQq ď CpSq}u}HS
P
pQq






























Además, la convergencia absoluta de la serie de coeficientes
ÿ
kPZm
|ck| implica la con-
vergencia uniforme de la serie de Fourier de u, y en consecuencia, la continuidad de
u. 
Teorema 2.43 (Rellich-Kondrachov). El espacio H 1P pQq está inmerso de forma
compacta en el espacio L2pQq lo que significa que por cada sucesión de funciones
acotadas en H1p pQq existe una subsucesión de funciones que es convergente en L2pQq.
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L , n P N es una sucesión acotada en
H1P pQq esto es, ÿ
kPZm
p1 ` |k|2q|cn,k|2 ď M
para toda n y alguna constante positiva M . Tenemos que demostrar que existe una






L P H 1P pQq fuertemente en
L2pQq. Se sabe que de cada sucesión limitada en un espacio de Hilbert se puede
elegir una subsucesión débilmente convergente.
Supongamos que uj converge débilmente a u
˚ en H 1P pQq entonces u˚ satisface.
ÿ
kPZm
p1 ` |k|2q|C˚k |2 ď M

Observación 2.44. Sea uj convergente débilmente a u
˚ en H 1P pQq. Notemos que
esto es equivalente a la convergencia de todos los coeficientes de Fourier, a saber
cj,k Ñ c˚k como j Ñ 8, para todo k P Zm.
Vamos a demostrar que la subsucesión uj converge a u
˚ en L2pQq. Observe que
ÿ
kPZm
p1 ` |k|2q|cj,k ´ c˚k|2 ď 4M
donde:
}uj ´ u˚}2L2pQq “
ÿ
kPZm
|cj,k ´ c˚k|2 ď
ÿ
|k|ďk









|cj,k ´ c˚k|2 `
4M
k2





Entonces, en vista de la observación 2.44 podemos tomar j suficientemente grande




la convergencia uj Ñ u˚ en L2pQq.
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2.44.1. Ecuación de Laplace en espacios de Sobolev de fun-
ciones periódicas
Sea f P L2pQq supongamos que buscamos u P HSP pQq satisfaciendo la ecuación
´ ∆u “ f (2.44)
si u P HSP pQq es una solución de (2.44) entonces para una constante arbitraria
c, u ` c también es una solución en el mismo espacio. Para garantizar la unicidad
restringimos nuestra atención a soluciones que satisfacen la propiedad adicional.
ż
Q
upxqdx “ 0 (2.45)
que es equivalente a u P HSP pQq. Pero también tenemos
ż
Q
∆upxqdx “ 0 (2.46)
Observación 2.45. Notar que si u P HSP pQq satisface (2.45) entonces se cumple
(2.46). Luego se tiene que ż
Q
fpxqdx “ 0,
donde f esta en L2pQq “ H0P pQq. Ademas, para cualquier f P L2pQq existe una
constante c tal que f ` c P L2pQq, en consecuencia, para que la solución sea única,





































|k|2 para k ‰ 0 (2.48)
Podemos probar ahora lo siguiente.
Lema 2.46. Si f P L2pQq y u P H 1ppQq es una ecuación generalizada de la ecuación
de Laplace, esto es u satisface la identidad integral
ż
Q




para toda v en C 1P pQq, entonces u P H2P pQq y
}u}H2
P
pQq ď C}f}L2pQq (2.50)
Prueba. Observemos que la identidad integral anterior podemos tomar las funcio-
nes de prueba del espacioH1P pQq. Entonces la existencia de una solución generalizada
única en H1P pQq sigue fácilmente del Teorema Riesz-Frechet esta solución se da por

























Esto finaliza la prueba. 
Observando la ecuación ´∆u “ f como en la ecuación abstracta del operador
Au “ f en el espacio L2pQq con el operador A : L2pQq Ą DpAq Ñ L2pQq vemos que
DpAq “ tu P H 1P pQq : Au P L2pQqu “ H2P pQq
de hecho, de (2.50) resulta queDpAq Ă H2P pQq, por otro lado, para cada u enH2P pQq,
Au P L2pQq, de donde H2P pQq Ă DpAq.
Lema 2.47. El operador A es invertible en L2pQq y A´1 : L2pQq Ñ L2pQq es
compacto, esto es, asigna conjuntos acotados en L2pQq a conjuntos precompactos en
L2pQq.
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Prueba. De las consideraciones, sabemos que el operador A´1 asigna L2pQq a
H2P pQq y que la correspondencia es uno a uno. Del Teorema 2.43 se deduce que
H2p pQq esta inmerso de forma compacta en L2pQq, donde A´1 es compacto. 
Lema 2.48. En el caso considerado de condiciones de frontera periódicas, las fun-
ciones propias del operador laplaciano en L2pQq pertenecen a C8P pQq.
Prueba. Sea AW “ λW P L2pQq, del Lema 2.46 se deduce que W P H2P pQq
por lo tanto AW “ λW P H2P pQq. Asi concluimos que W P H1P pQq. Por inducción
obtenemos W P HSP pQq para cada entero S, ahora, es suficiente usar el Teorema de
inmersión de Sobolev para concluir que W pertenece a C8P pQq. 
Observación 2.49. Notar que si f P C8P pQq, u P H1P pQq, y ∆u “ f entonces u es
infinitamente suave, es decir, u P C8P pQq.
Teorema 2.50. cf. [68]. Sea H un espacio de Hilbert y sea A un operador lineal
simétrico en H, cuyo rango sea todo H, y suponga que su inversa esta definida y
compacta. Entonces A tiene un conjunto infinito de autovalores reales λn con funcio-
nes propias correspondientes wn : Awn “ λnwn. Si los autovalores están ordenados
de modo que |ln`1| ě |λn| uno tiene ĺım
nÑ8
|λn| “ 8. Además, el wn puede ser ele-
gido para que forman una base ortonormal para H, y en términos de esta base, el






































































k }L2pQq “ 1.
Por ejemplo, para m “ 2, el valor propio mas pequeño es 4π
2
L2
|k|2 con |k| “
a
k21 ` k22 “ 1, se repite cuatro veces, λ1 “ λ2 “ λ3 “ λ4 en la sucesión 0 ă
λ1 ď λ2 ď λ3 ď ¨ ¨ ¨ ď λn ¨ ¨ ¨





p0,1q, w4 “ w
psq
p0,1q
2.51. Aspectos matemáticos sobre la dinámica de
fluidos
El marco de resolución de las ecuaciones serán los espacios de Lebesgue, Lp, y
Sobolev, Wm,p (m entero, 1 ď p ď `8) usuales con las normas estándar | ¨ |p, | ¨ |m,p
respectivamente.










dotado de la misma norma que Wm,p.
Lema 2.52 (Desigualdad de Poincaré para funciones con media nula). Sea BΩ P C0,1














donde C1 es una constante positiva que solo depende de Ω y p.
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´∆ϕ ` ∇ϕ “ F, ∇ ¨ ϕ “ g,
v|BΩ “ 0
(2.52)
Lema 2.53 (Cattabriga-Solonnikov). Sea BΩ de clase Cm, F P pWm´2,qq3 y




Entonces existe una y solo una solución pϕ, πq P pWm,qq3 ˆ Wm´1,q de (??) (π es
única salvo constantes aditivas). Además se tiene la siguiente estimación de depen-
dencia continua de la solución pϕ, πq respecto de los datos pF, gq:
|ϕ|m,q ` |∇π|m´2,q ď C2 p|F |m´2,q ` |g|m´1,qq
donde C2 es una constante que solo depende de m, q y Ω.
Lema 2.54. Sea L el operador diferencial lineal de primer orden
Lψ “ aψ ` ∇ ¨ pbψq,
donde a ą 0 es una constante y b P pW 2,4q3 ˆ pH10 q3. Consideramos que L actúa
sobre funciones escalares ψ definidas en Ω, y consideramos
DpLq “
"






a ´ 7C4C1|∇p∇ ¨ bq|4 ´ 4C4|b|2,4 ą 0 (2.53)
para C4 la constante tal que |ψ|8 ď C4|ψ|1,4 (i.e., la constante de la inyección




0, existe una única solución ψ P DpLq de
Lψ “ G (2.54)
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Demostración.
Gracias a la linealidad del operador diferencial, la existencia y unicidad en el espacio
H1pΩq con medida nula se seguirá de forma estándar si conseguimos estimaciones a
priori en dicho espacio.
Aplicamos un razonamiento de tipo Galerkin, eligiendo como base especial en H1pΩq




´∆z ` z “ λz en Ω
Bz
Bn “ 0 sobre BΩ,
cuya formulación variacional es:
z P H1pΩq tal que ppz, wqq “ λpz, wq, @w P H1,
donde pp¨, ¨qq es el producto escalar en H1pΩq y p¨, ¨q es el producto escalar en L2pΩq.
Para demostrar la existencia de dicha base, consideramos el operador
T : f P L2pΩq Ñ z P H1pΩq
donde zpfq es la solución del problema variacional:
ppz, wqqH1 “ pf, wqL2 , @w P H1.
Como H1pΩq ÞÑ L2pΩq (inyección compacta), entonces
T : L2 Ñ L2 es un operador compacto.
Además pTf, gq “ ppTf, Tgqq “ pf, Tgq, @f, g P L2, luego T es autoadjunto.
Como L2pΩq es Hilbert separable, en virtud del Teorema de Hilbert-Schmidt, po-
demos asegurar la existencia de una base ortonormal en L2, tz1, z2, ¨ ¨ ¨ , zm, ¨ ¨ ¨ u
formada por autovectores de T . Es fácil ver que dicha base también es una base
ortogonal de H1.
Dada G P W 1,4, consideramos el problema:
hallar ψ P H1pΩq tal que aψ ` ∇ ¨ pbψq “ G,
45
es decir,
ψ P H1 tal que apψ, ϕq ´
ż
Ω
ψb ¨ ∇ϕ “ pG,ϕq, @ϕ P H1 (2.55)

Planteamos el problema discretizado:
ψm P xz1, ¨ ¨ ¨ , zmy , apψm, ϕq ´
ż
Ω





αjzj y ϕ “ zi, i “ 1, ¨ ¨ ¨ ,m, (2.57)









“ pG, ziq, i “ 1, ¨ ¨ ¨ ,m.










Veamos que A es definida positiva. En efecto, dado α P Rm, si consideramos ψm,
como en (2.57),


















Gracias a la hipótesis (2.53), en particular, a ´ C4C1|∇p∇ ¨ bq|4 ą 0. Por tanto, el
problema discreto (2.56) tiene una única solución: ψm. Además si tomamos en (2.56)














Si repetimos el procedimiento anterior tenemos la siguiente estimación de ψm:
|ψm|22 ď
|G|22
apa ´ C4C1|∇p∇ ¨ bq|4q
. (2.58)
En consecuencia, podemos extraer una subsucesión pψm1qm1 tal que ψm1 Ñ ψ en L2








De este modo obtenemos solución de (2.54) en H1. La unicidad es fácil, ya que el
operador diferencial es lineal.
Para terminar la demostración del lema 2.54, veamos que realmente ψ P W 1,4 (como
H1 ãÑ L4, basta ver que ∇ψ P pL4q3). Tomando gradiente en la ecuación Lψ “ G,
elevando a la 4 e integrando en Ω, tenemos:







a2|∇ψ ¨ ∇p∇ ¨ pbψqq|2dx ` 4
ż
Ω




a∇ψ ¨ ∇p∇ ¨ pbψqq|∇p∇ ¨ pbψqq|2dx
Empleando las desigualdades de Schwartz, Holder y Young deducimos que que:
ż
Ω
|∇ψ|2|∇p∇ ¨ pbψqq|2 ě
ż
Ω











|∇ψ|2∇ψ ¨ ∇p∇ ¨ pbψqqdx “
ż
Ω





|∇ψ|4p∇ ¨ ψqdx ´ C4|∇p∇ ¨ bq|4|∇ψ|44 ´ |∇b|8|∇ψ|44 `
ż
Ω














C4C1|∇p∇ ¨ bq|4 ` C4|b|2,4 ` C4C1|∇p∇ ¨ bq|4q
*
|∇ψ|44 ě
a3 ta ´ 7C1C4|∇p∇ ¨ bq|4 ´ 4C4|b|2,4u |∇ψ|44




Resultados importantes sobre fluidos
compresibles estacionarios
Ahora nos adentramos en el estudio de la Mecánica del continuo. En la cual de
hipóteis el medio f́ısico en el dominio Ω presenta las siguientes caracteŕısticas:
Definición 3.1. Densidad de masa ρ con ρ P C1pΩˆr0, T qq y positiva, de tal manera
que la masa se ubica en un abierto acotado W Ă Ω, para un instante determinado





Definición 3.2. Campo de velocidades u, con u P C1pΩ ˆ r0, T q;RNq y con la





Definición 3.3. La densidad de enerǵıa interna por unidad de masa, w, con w P











donde |u| “ ?u ¨ u es la norma usual del vector u.
En primera instancia, estudiamos la ecuación de la densidad de masa ρ “ ρpx, tq.
Empleando la ley de conservación de masa, observamos que la variación de la masa




Bt dx, debe de igualarse al tránsito
de masa a través de la zona fronteriza BW , en ese mismo momento.
Dado que las part́ıculas del flúıdo se desplazan por medio de las ĺıneas de corriente
(las cuales son las curvas caracteŕısticas resultado de las soluciones del sistema dife-
rencial ordinario:
˝





ρu ¨ ndS, que aplicando la fórmula de Stokes a la expresión de













Con ello llegamos a la ecuación conocida como el principio de conservación de la ma-
sa:
Bρ
Bt ` ∇ ¨ pρuq “ 0 en Ω ˆ p0, T q, (3.2)
Otra forma de obtener (3.2) es a partir del transporte de masa sobre un intervalo
dado pt, t ` hq, empleando la ley de conservación de masa; en efecto:






Xpsq “ upXpsq, sq.
y Jphq es el jacobiano de la transformación: x Ñ Xpt ` h, xq se conoce que Jphq “
1 ` h∇ ¨ upx, tq ` ophq, de ello obtenemos:
ρpx, tq ` h
"Bρ
Bt ` u ¨ ∇ρ ` p∇ ¨ uqρ
*
px, tq ` ophq “ ρpx, tq,
y llegamos a (3.2).
Prestamos nuestra atención al campo de velocidades denotado por u “ u1px, tq, ¨ ¨ ¨uNpx, tq,
concretamente sobre la evolución de u, o del denotado momento ρu. Precisamente,













σ ¨ ndS, (3.3)
Las últimas dos expresiones representan respectivamente la acción de todas las fuer-
zas externas sobre el fluido (gravedad, coriolis, fuerzas electromagnéticas, ¨ ¨ ¨ ) y las
fuerzas de tensión ejercidas sobre el ĺımite del flúıdo BW sobre el contacto de W con
otros cuerpos. Mientras que f es normalmente un dato, σ es ahora un tensor que se
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agrega como una nueva incógnita en las ecuaciones que están siendo consideradas, se
le llama tensor de esfuerzos. Tradicionalmente, un fluido está sometido a dos tipos
de esfuerzos: efectos de compresión (normales a BW ) y efectos viscosos (tangenciales
a BW ), de manera que:
σ “ ´pId ` τ, (3.4)
donde p es la presión (magnitud escalar) y τ denota al tensor de esfuerzos viscosos.
Id determina el, Id “ pδijqij.
Conjugando (3.3) y (3.4), y empleando la fórmula de Stokes llegamos a:
B
Btpρuq ` ∇ ¨ pρu b uq ´ ∇ ¨ τ ` ∇p “ ρf, (3.5)
donde b denota el producto tensorial de vectores, esto vendŕıa a denotar expĺıcita-
mente:
B
Btpρuiq ` ρjpρuiuj ´ τijq ` pδij “ pfi 1 ď i ď N, (3.6)




Además, usando a (3.2), (3.5) se replantea de la forma:
ρ
Bu
Bt ` ρpu ¨ ∇qu ´ ∇ ¨ τ ` ∇p “ ρf, (3.7)
Respecto a τ , si empleamos el principio de conservación del momento angular pode-
mos concluir que τ es, en efecto, un tensor simétrico. Además, clásicamente se tiene
por hipótesis, que:
τ “ τp∇u, ρ, T q,
donde T es la temperatura. En el presente trabajo, discutiremos con profundidad
los llamados fluidos newtonianos, es decir, supondremos que τ es lineal en ∇u de la
forma:
τ “ λp∇ ¨ uqId ` 2µd, (3.8)
con d “ 1
2
p∇u`∇u1q es el tensor de deformaciones, y λ y µ vienen a ser coeficientes
de viscosidad de Lamé (en principio, µ y λ dependen de ρ y T ). Por ejemplo, para




la dimensión del espacio. En general, se considera que la expresión, λ ` 2µ
3
es muy
pequeña en flúıdos, lo cual da pie a aproximarlo por un modelo donde dicha relación
sea nula. Sin embargo, en la práctica solo se toman en cuenta las siguientes hipótesis:
µ ě 0, λ ` 2µ
N
ě 0, (3.9)
Por ende se diferencian los fluidos viscosos µ ą 0, λ ` µ ą 0 de los no viscosos
(λ “ µ “ 0, luego τ “ 0).
Por último, se deducen las ecuaciones que son consecuencia de la Ley de conservación
de la enerǵıa. Para ello es necesario que las fluctuaciones termodinámicas sean sufi-
cientemente débiles en torno a una condición de equilibrio, en cada punto y en cada
instante. Dicho estado termodinámico viene determinado por la presión, la enerǵıa
interna por unidad de masa, la temperatura, y la densidad, que se representan por
las expresiones: p, e, T , ρ y a su vez están relacionadas por las ecuaciones de estado:






























donde el trabajo realizado por las fuerzas externas y de tensión están dado las dos






donde q se introduce como una nueva incógnita vectorial que describe el flujo de
calor que transita a través de la frontera.
















“ ´∇ ¨ ppuq `∇ ¨ pr ¨uq ´∇ ¨ q`ρf ¨u.
(3.11)
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Finalmente, queda estudiar el comportamiento de p, e y q. Se desarrollará sólo en
el caso en que las varialbesρ y T son independientes, p “ ppρ, T q, e “ pρ, T q y
q “ ´kpρ, T, |∇T |q∇T, (3.12)
donde k dependerá sólo de ρ y T o será una constante (llamada coeficiente de
conductividad térmica).
En esta descripción, empleamos la variable de estado entroṕıa, denotada por s que


















es la derivada convectiva p d
dt
“ BBt ` ∇xq. Multiplicando por ρ y usando










` pp∇ ¨ uq
˙
. (3.14)
La entroṕıa en un volumen dado W es
ż
W














y razonando de manera ya habitual en nuestra descripción:
B











` ρpu ¨ ∇q |u|
2
2
´ ∇ ¨ pτuq ` u ¨ ∇p “ ρf ¨ u ´ τ : Du “ ρf ¨ u ´ τ : d,















´ ∇ ¨ pτuq ` u ¨ ∇p “ ρf ¨ u ´ τ : d, (3.17)
y sustituyendo esta expresión a (3.11):
B
Btpρeq ` ∇ ¨ pρeuq ` pp∇ ¨ uq “ ´∇ ¨ q ` τ : d, (3.18)
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` pp∇ ¨ uq “ ´∇ ¨ q ` τ : d,
que, a su vez, usando (3.14) y de nuevo (3.2), llega :
B
Btpρsq ` ∇ ¨ pρsuq “ ´
1
T
p∇ ¨ qq ` 1
T
τ : d. (3.19)
Comparando con (3.16), se deduce que:
τ : d ´ 1
T
q ¨ ∇T ě 0, (3.20)
deberá verificarse para todo pρ, u, T q (pues hipótesis restrictivas no han sido usadas
en el proceso inductivo). En el caso que u ” 0, de (3.20) tenemos que ´q ¨∇T ě 0, lo
que implica de (3.12) que la función ah́ı descrita, k, es positiva, lo cual es consistente
experimentalmente.
Por el contrario, si elegimos T constante, (3.20) se escribe τ : d ě 0, y de (3.8)
llegamos a la relación:
τ : d “ 2µ|d|2 ` λp∇ ¨ uq2 ě 0,
que aplica a los fluidos newtonianos, que es equivalente a la relación que se considera
que verifican los coeficientes de Lamé.
Por otra parte, de la ecuación de la entroṕıa, se considera la hipótesis termodinámica

















Para terminar, dos ejemplos son presentados: Un gas ideal es un fluido que obedece:
La Ley de Mariotte, con f una función escalar.
El efecto de Joule, e “ epT q para e una función escalar.
Se llega a que f es lineal en T , lo que nos permite expresar p y e de la forma:
p “ RρT, e “ epT q, (3.22)
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donde R ą 0 y e es creciente en T . Ka constante; R recibe el nombre de constante
del gas ideal. Escribiendo cv “ e1pT q y pcv ě 0q, cv ě 0, cp “
Bh
BT “ R` e
1pT q donde
h “ e ` p
ρ





Con este modelo se suelen describir los fluidos comunes y los gases en condiciones
normales (en otras palabras, que no son densos o están a altas temperaturas).
Suponiendo además que cp y cv son constantes:





















Se puede deducir de la teoŕıa cinética de los gases que γ “ N ` 2
N
(para gases
monoatómicos). La región más interesante para su estudio, desde el punto de vista
f́ısico, es para γ P p1, 5
3
s.





Bt ` ∇ ¨ pρuq “ 0,Bpρuiq
Bt ` ∇ ¨ pρuuiq ´ BjtµpBjui ` Biujqu ´ Bipλp∇ ¨ uqq ` Bip “ ρfi, 1 ď i ď N,Bpρeq
Bt ` ∇ ¨ pρeuq ` pp∇ ¨ uq ´ ∇ ¨ pk∇T q “
µ
2
pBiµj ` Bjuiq2 ` λp∇ ¨ uq2,
(3.25)
donde λ, µ, p y e son funciones de ρ y T , k verifica (3.12), y λ y µ satisfacen (3.9).




Finalmente, s definida por (3.21) satisface:
Bpρsq
Bt ` ∇ ¨ pρsuq “ ´
1
T
∇ ¨ pk∇T q ` µ
2
pBiuj ` Bjuiq2 ` λp∇ ¨ uq2. (3.26)
El presente trabajo se centrará en (3.25) con las condiciones µ ą 0 y λ ` 2
N
µ ą 0,
es decir las ecuaciones de Navier-Stokes compresibles.
Establecemos una clasificación de los principales modelos compresibles:
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pIq Cuando λ “ µ “ k “ 0, nos encontramos ante las ecuaciones de Euler





Bt ` ∇ ¨ pρuq “ 0,B














` ρe ` p
˙*
“ pf ¨ u,
y en el caso de gases ideales, p, e y γ verifican (3.22) y (3.23). En el caso en
que ρ, u y T sean regulares, la ecuación para la entroṕıa (3.26) se transforma
en:
B
Btpρsq ` ∇pρsuq “ 0 o ρ
Bs
Bt ` ρu ¨ ∇s “ 0.
De hecho, aparecen discontinuidades (“shocks”) sobre las que la ecuación de
la entroṕıa no se verifica. Solo se garantiza que:
B
Btpρsq ` ∇ ¨ pρusq ě 0. (3.27)
Para evitar las discontinuidades, se considera s constante en el instante inicial,
de manera que s seguirá siendo constante en todo tiempo: s “ s0. Para el gas
ideal, usando (3.24) verificamos que:
p “ Res0{cvργ “ C0ργ pC0 ą 0q, (3.28)
la ecuación de la enerǵıa queda desacoplada y se obtienes, para las incógnitas





Bt ` ∇ ¨ pρuq “ 0,B
Btpρuq ` ∇ ¨ pρu b uq ` C0ρ
γ “ 0.
Por flujo barotrópico entendemos que la variación de temperatura afecta poco
a la densidad, por lo que la ecuación de la enerǵıa se puede desacoplar en la
ecuación de continuidad y la ecuación de momentos.
Este sistema tiene validez f́ısica restringida. En general, para un gas no ideal
tenemos que una ley para la presión con s “ s0 conduce a:
p “ ppρq “ ppρ, T q,
57
donde T ha sido previamente determinada para s “ s0 y p es creciente en ρ.
pIIq Caso λ, µ ą 0, k ě 0 y se desprecian los efectos de calor debidos a la disipación
viscosa de la temperatura:
B
Btpρeq ` ∇ ¨ pρeuq ` p∇ ¨ u ´ k∇T “ 0.
Suponiendo que la ley de Mariotte y el efecto de Joule se verifican (en el caso
de un gas ideal, e “ cvT, p “ RρT ), aśı como k “ 0, la ecuación de la entroṕıa
se convierte de nuevo en:
ρ
Bs
Bt ` ρu ¨ ∇s “ 0. (3.29)
Si consideramos de nuevo s0 constante, podemos deducir que s “ s0 y llegamos





Bt ` ∇ ¨ pρuq “ 0,B
Btpρuq ` ∇ ¨ pρu b uq ´ µ∇u ´ pλ ` µq∇p∇ ¨ uq ` ∇ppρq “ ρf,
donde ppρq “ ppρ, T q es creciente en ρ (y spρ, T q “ s0). De nuevo, en el caso
de un gas ideal, ppρq “ C0ργ, C0 “ Res0{cv .
pIIIq Las ecuaciones de Navier-Stokes compresibles en el caso isotermo.
Estas provienen de la descripción matemática del comportamiento asintótico
de los fluidos de pIIq cuando:
p “ ppρqT, e “ cvT y cv Ñ `8.
Se obtiene que T verifica:
ρ
BT
Bt ` ρu ¨ ∇T “ 0
ρ
BT





Ñ k, entonces, una solución particular es entonces T “ T0 ą 0 (es decir,





Bt ` ∇ ¨ pρuq “ 0,
B
Bt
pρuq ` ∇ ¨ pρu b uq ´ µ∇u ´ pλ ` uq∇p∇ ¨ uq ` T0∇ppρq “ 0,
y ppρq “ Rρ en el caso de un gas ideal (p “ ppρq creciente en ρ en el caso
general).
Respecto a la elección de las condiciones sobre BΩ para ρ, u y T en el caso de
Ω un abierto de RN conexo acotado y suficientemente regular, las más fáciles
de tratar son:
(a) u ¨ n “ 0 ó u “ 0 sobre BΩ (según sean las ecuaciones de Euler o Navier-
Stokes),




Bn “ 0 sobre BΩ.
3.4. Soluciones estacionarias de las ecuaciones de
Navier-Stokes
En esta sección algunas nociones básicas de la teoŕıa de las ecuaciones de Navier-
Stokes serán presentadas; los espacios funcionales H, V y V 1, el operador A de
Stokes con su dominio dado DpAq en H, y la forma bilineal B se aplica el método de
Galerkin y teorema del punto fijo para probar la existencia de soluciones del proble-
ma estacionario no lineal y consideramos problemas de singularidad y regularidad
de las soluciones. Para esto seguiremos la teoŕıa resuelta en [45, 57] entre otros.
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3.4.1. Problema básico estacionario
Si Q “ r0, Ls3 y sea el espacio definido como :
H “ tu “ pu1, u2, u3q P L̇2ppQq3 : divu “ 0u,
y
V “ tu “ pu1, u2, u3q P Ḣ1ppQq3 : div u “ 0u,
de normas
}u}H “ |u| “
dż
Q
|upxq|2dx, |u|2 “ pu, uq,
y
}u}V “ }u} “
dż
Q
|∇upxq|2dx, }u}2 “ p∇u,∇uq,
Sean espacios de Hilbert V y H ( V Ă H).Identificamos H con su dual H 1 dado
del Teorema de representación de Riesz-Fréchet, se cumple V Ă H Ă V 1 con cada
espacio denso en el siguiente e inmersión continua.
3.4.2. Operador de Stokes




∇u ¨ ∇vdx; para todo v P V. (3.30)
Esta definición se usa para escribir la fórmula débil para el problema de Stokes dado
f P V 1, entonces u P V y p P L̇2pQq de manera que:
´ ν∆u ` ∇p “ f, div u “ 0, (3.31)
En sentido débil:
νp∇u,∇vq ´ pp, div vq “ xf, vy , v P Ḣ1ppQq3, (3.32)
Una forma abstracta equivalente:
ν xAu, vy “ xf, vy para todo v P V. (3.33)
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Demostraremos que para f P H, el laplaciano negativo coincide con el operador de
Stokes , Au “ ´∆u, Con este fin. usamos la representación espectral expĺıcita de









|fk|2 ă 8, ; f´k “ fk, f0 “ 0, (3.34)






































, k ‰ 0.





4π2|k|2fk para k ‰ 0.
Se tiene la solución débil u del problema de Stokes (3.33) (con ν “ 1) coincide con la
solución débil del problema ´∆u “ f para f P H. De esto se tiene que u P Ḣ2ppQq3
además, de las fórmulas expĺıcitas anteriores para los coeficientes de Fourier uk y pk
obtenemos siguiente siguiente teorema de regularidad:



























































































lo cual da fin a la prueba. 
Observación 3.6. Observe que dando f, u, p de la forma (3.34) (3.35) respectiva-
mente, directamente en las ecuaciones (3.31) obtendŕıamos las mismas representa-
ciones espectrales de la solución u, p. Por tanto, en particular:
DpAq “ tu P V : Au P Hu “ V X Ḣ2ppQq3.
3.6.1. El problema no lineal
Consideremos el problema estacionario
´ν∆u ` pu ¨ ∇qu ` ∇p “ f en Q,
div u “ 0 en Q,
con una de las condiciones de contorno:
1. Q “ r0, Ls3 en R3 y asumimos condiciones de contorno periódicas.
2. Q es un dominio acotado en R3, con un ĺımite suave y suponiendo la condición
de frontera Dirichlet homogénea es u “ 0 en BQ.
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En el segundo caso definimos
H “ tu “ pu1, u2, u3q P L2pQq3 : div u “ 0, un “ u ¨ n|BQ “ 0u,
V “ tu “ pu1, u2, u3q P H10 pQq3 : div u “ 0u,
con las normas
}u}H “ |u| “
dż
Q
|upxq|2dx, |u|2 “ pu, uq,
}u}V “ }u} “
dż
Q
|∇upxq|2dx, }u}2 “ p∇u,∇uq.
El operador Stokes A se define de la misma manera que en el caso periódico (3.30)
y tenemos
DpAq “ tu P V : Au P Hu “ V X H2pQq3.
En ambos escenarios, definimos bpu, v, wq “ ppu¨∇vq, wq para u, v, w P V y definimos
un operador no lineal B : V Ñ V 1, pBu, vq “ bpu, u, vq para todo v P V . También
en lugar de p∇u,∇uq escribiremos ppu, vqq.
Observación 3.7. Note que:
(i) @ u, v, w P V es bpu, v, wq “ ´bpu, w, vq, y aśı bpu, v, vq “ 0.
piiq Para todo u, v, w P V , |bpu, v, wq| ď CpQq}u}}v}}w}.
Sean H y V los espacios funcionales correspondientes. Entonces la formulación débil
del problema estacionario no lineal anterior es el siguiente: Sea Q “ r0, Ls3 (para
el problema peródico) o sea Q un dominio acotado en R3 con frontera suave (para
el problema de Dirichlet) entonces, para f P H pf P V 1q entonces u P V tal que
νppu, vqq ` bpu, u, vq “ xf, vy para todo v P V o equivalentemente νAu ` Bu “
f en H o V 1. Se puede ver:
1. Para todo f P V 1 y ν ą 0 existe al menos una solución para el problema
anterior.
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2. Si ν2 ě c1pQq}f}V 1 , entonces la solución del problema anterior es única.
Prueba.
De 1. para demostrar la existencia de soluciones, el método de Galerkin será usado.




ξj,mwjpxq; ξj,m P R
es la solución aproximada, donde wj, j P N son las funciones propias del operador
de Stokes correspondientes al problema considerado. Esto significa que
νppum, νqq ` bpum, um, vq “ xf, vy ; para todo v P Vm (3.36)
donde Vm “ Gentw1, w2, ¨ ¨ ¨ , wnu tal solución existe en vista del Teorema del punto
fijo de Brouwer.
Prueba de la existencia de um. Consideramos la bola




y el mapa φ : û Ñ u donde, û y u es la solución única del problema lineal
νppu, vqq ` bpû, u, vq “ xf, vy , para todo v P Vm.
Tomando v “ u en esta identidad obtenemos que u P B.
Mostraremos que φ es continuo en Vm, para este fin definimos:
νppw, vqq ` bpŵ, u, vq “ xf, vy ; @v P Vm.
Restando la ecuación por w, tomando u ´ w “ v, y usando la estimación para la
solución v, obtenemos
}u ´ w} ď CpQq
ν2
}f}V 1}û ´ ŵ}
Lo cual demuestra la continuidad de φ. Como Vm es un espacio de dimensión finita
y φ es una mapa continuo de un conjunto convexo y compacto B a B, concluimos la
existencia de um, solución de (3.36) en vista del Teorema del punto fijo de Brouwer





Por tanto, para una subsucesión um Ñ u débilmente en V, y um Ñ u fuertemente en H,
Como V esta inmerso compactamente en H, al pasar con m al ĺımite en la ecuación
3.36 obtenemos la ecuación
νppu, vqq ` bpu, u, vq “ xf, vy
para todo v una combinación lineal finita de los elementos de la base wk, k P N
existe. Dado que tales elementos son densos en V , la existencia del teorema ha sido
probada.
Prueba de 2. Para probar la unicidad de las soluciones para grandes coeficientes de
viscosidad con respecto a las fuerzas de masa, ν2 ą C1pQq}f}V 1 , supongamos que
hay dos soluciones distintas u1 y u2, esto es
νppu, vqq ` bpu1, u1, vq “ xf, vy y νppu2, vqq ` bpu2, u2, vq “ xf, vy , para todo v P V .
Tomando v “ u1 ´ u2 y substrayendo ambas ecuaciones:
ν}u1 ´ u2}2 “ ´bpu1 ´ u2, u1 ´ u2q ď c1pQq}u1 ´ u2}2}u2}
ď c1pQq
ν










}u1 ´ u2}2 ď 0
Se llega a una contradicción, de lo cual se concluye u1 “ u2.
Mostraremos como se puede proceder de manera diferente para demostrar la exis-
tencia de soluciones aproxiamadas de Galerkin um que satisfagan (3.36).
Teorema 3.8. Sea X un espacio de Hilbert en dimensión finita, con un producto
escalar r¨, ¨s y la norma asociada r¨s, y sea P : X Ñ X un mapa continuo que cumpla
con:
rP pξq, ξs ą 0 para rξs “ K ą 0
para algún K, entonces existe ξ P K con rξs ď K para el cual P pξq “ 0.
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Prueba.
Definimos B “ Bp0, kq una bola cerrada en X, centrada en cero y de radio k.
Supongamos que P es diferente de cero en esta bola. Entonces el mapa
ξ Ñ Spξq “ ´ kP pξqrP pξqs ; S : B Ñ B (3.37)
es continuo en X, empleando teorema del punto fijo de Brouwer deducimos que S









lo cual contradice rP pξq, ξs ą 0 para rξs “ k. Por lo tanto P pξq “ 0 para algún
ξ P B.
Ahora, sea x “ vm con la norma inducida por V . Vamos a definir P “ Pm : Vm Ñ Vm
por la relación
rPmpuq, vs “ ppPmpuq, vqq “ νppu, vqq ` bpu, u, , vq ´ xf, vy (3.39)
Cualesquiera u, v P Vm, el mapa esta bien definido en vista del teorema de repre-
sentación de Riesz-Fréchet. En efecto, para cada u en Vm, el mapa ν Ñ νppu, vqq `
bpu, u, vq ´ xf, vy define un funcional lineal y continuo en Vm. Por ende, un único
Pmpuq existe en Vm que satisface la relación anterior.
El mapa Pm es continua en Vm y
rPmpuq, us “ ν}u}2 ` bpu, u, uq ´ xf, uy “ v}u}2 ´ xf, uy
ě ν}u}2 ´ }f}V 1}u} “ }u}tν}u} ´ }f}V 1u
de ah́ı, para k ą }f}V 1
ν
y }u} “ k tenemos rPmpuq, us ą 0. Considerando nuestro
Teorema auxiliar, vemos que existe Um en Vm que cumple Pmpumq “ 0, es decir, que
satisface (3.36).
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3.8.1. Fluidos compresibles isotérmicos: Existencia de solu-
ciones y estimativas
A continuación citaremos diversos resultados importantes encontrados en Rodriguez
Briceño [5] sobre fluidos estacionarios isotérmicos, que servirán de base para el es-
tudio del presente trabajo. Para esto fijaremos un dominio acotado Ω Ă R3 con
frontera lo suficientemente regular, tal que se puede describir el siguiente proble-





´∇ ¨ pµp∇v ` ∇vtq ` λp∇ ¨ vqIdq ` ∇p ` ρv ¨ ∇v “ ρf en Ω,
∇ ¨ pρvq “ 0 en Ω.
(3.40)
En este caso ρ es la densidad, v la velocidad, f son las fuerzas exteriores, p es la
presión, cuya expresión viene dada por la ecuación de estado para un fluido isotermo:
p “ Kρ,
con K ą 0 constante y µ, λ siendo los llamados coeficientes de Lamé (que supon-
dremos constantes).
Aśı, las anteriores consideraciones termodinámicas conducen a las restricciones:
µ ą 0, 3λ ` 2µ ě 0.
Si definimos
ζ “ 3λ ` 2µ
3
,









∇p∇ ¨ vq ` K∇ρ ` pρv ¨ ∇qv “ ρf en Ω,
∇ ¨ pρvq “ 0 en Ω.
(3.41)
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ρpxqdx “ ρ̄ ¨ |Ω|, (3.42)
donde ρ̄ ą 0 es una constante fijada, que representará la positividad de la masa total
y la condición de adherencia sobre la frontera respectivamente (estamos suponiendo
por ejemplo una frontera sólida, sin entrada ni salida de fluido).










































































donde K1 “ |Ω|1{4 (|Ω| es la medida de Lebesgue del dominio Ω) y C5 y C6 son
constantes que definiremos más adelante.
A seguir enunciamos el resultado principal encontrado en [5] y que será de utilidad
para el desarrollo de la siguiente sección:
Teorema 3.9. Sea BΩ de clase C2 y f P pL4q3, tales que se verifican las de-
sigualdades Ai ă 1, i “ 1, 2, ¨ ¨ ¨ , 5 entonces existe al menos una solución pv, ρq P
pW 2,4q3 ˆ W 1,4 del problema (3.41)-(3.42).

















Es importante destacar que el resultado anterior se consiguió a partir del siguiente
Lema, el cual será de gran utilidad en la siguiente sección.
Lema 3.10 (Necas). (cf. [30]): Existe una constante C6 ą 0 tal que:
|q|0 ď C6|∇q|´1,2 @q P L20pΩq.
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CAPÍTULO IV
Método de elementos finitos para fludios
compresibles estacionarios
Vamos a considerar métodos numéricos para el sistema de ecuaciones que se ob-
tiene linealizando el estado estacionario, compresible, viscoso y barotrópico de las
ecuaciones de Navier-Stokes cerca de una solución dada, llamada flujo ambiente. Se-
guimos principalmente el art́ıculo de R. Bruce Kellogg & Biyue Liu (cf. [6]). El caso
lineal se puede obtener a partir de las ecuaciones de Navier Stokes haciendo ciertas
modificaciones, de ah́ı que nos refiramos a estos sistemas como Sistemas de Stokes




´µ∆~u ´ pζ ` µ{3q∇p∇~uq ` ρ~up∇~uq ` ∇p “ ~f en Ω
∇pρ~uq “ 0 en Ω
~u “ 0 sobre BΩ
(4.1)




pζ ` 4µ{3quxx ´ µuyy ´ pζ ` µ{3qvxy ` ρuux ` ρvuy ` px “ f1 en Ω
´µvxx ´ pζ ` 4µ{3qvyy ´ pζ ` µ{3quxy ` ρuvx ` ρvvy ` py “ f2 en Ω
Bρ
Bp
rupx ` vpys ` ρrux ` vys “ 0 en Ω
u “ v “ 0 sobre BΩ
(4.2)
donde Ω Ă R2, ζ y µ están en las condiciones habituales de esta memoria y pu, v, pq
son las variables dependientes, ux “
Bu
Bx , uxx “
B2u
Bx2 , uxy “
B2u
BxBy e idénticamente
para v y p.
Sin embargo, el sistema que vamos a estudiar se obtiene linealizando las ecuacio-
nes anteriores de Navier Stokes barotrópicas cerca de un flujo ambiente pU, V, P q
(una solución de (4.2)) y considerando sólo los términos de orden cero. Para ello,
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escribimos las ecuaciones que verificaŕıan las incógnitas ~pUq ` ~u y P ` p, con ~u y
p suficientemente pequeños, y a dichas ecuaciones les restamos las de ~U y P . El




pζ ` 4µ{3quxx ´ µuyy ´ pζ ` µ{3qvxy ` ρUux ` ρV uy ` px “ f1 en Ω
´µvxx ´ pζ ` 4µ{3qvyy ´ pζ ` µ{3quxy ` ρUvx ` ρV vy ` py “ f2 en Ω
ρ1rUpx ` V pys ` ρrux ` vys “ f3 en Ω





donde U , V y P son funciones dadas de px, yq, ρ “ ρpP q es una función (conocida)
creciente positiva que define la densidad en función de la presión ambiente P , ρ1 “
dρ
dP
pP q y f1, f2 y f3 están reformuladas respecto del problema (4.2), abarcando ahora
también a los términos de orden superior a cero. Como ρ1 ‰ 0, la ecuación (4.3)
contiene una derivada convectiva de p, y por lo tanto es una ecuación hiperbólica
en p. En consecuencia, (4.3) no es un sistema eĺıptico ni hiperbólico, pero contiene
rasgos de ambas clases de funciones. Los sistemas de este tipo, es decir, que poseen
rasgos eĺıpticos e hiperbólicos, reciben el nombre de ı̈ncompletamente eĺıpticos”, en
el caso estacionario, e ı̈ncompletamente parabólicos” en el caso de evolución.
Las condiciones sobre existencia de solución del flujo ambiente se analizan de manera
análoga a lo desarrollado en [5], y del cual se ha rescado el resultado principal en la
sección anterior. En el caso de flujo ambiente cercano a cero se sabe, por ejemplo,
que el problema tiene solución única.
Nos centramos entonces en la aplicación del método de Elementos Finitos para el
sistema (4.3). Tomamos la formulación débil y aplicamos elementos finitos conformes
a las dos componentes de la velocidad y la presión. El resultado principal es que si
tomamos subespacios de funciones continuas para las presiones y los subespacios
de Elementos Finitos satisfacen la misma condición de estabilidad (inf-sup) que se
requiere en el sistema de Stokes, entonces el sistema discreto de elementos finitos
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tiene a lo sumo una solución y, en el caso de que dicha solución exista, podemos
obtener cotas de error. Sin embargo, la cota del error obtenida no será de orden
óptima debido a la presencia del término de convección.
4.1. Formulación abstracta y aproximación de Ga-
lerkin general.
Según la estructura del problema (4.3), consideramos una formulación abstracta
en términos de operadores, donde aparecerá tres formas bilineales. Se planteará un
esquema del tipo Galerkin general para dicha formulación y se analizará el error de
dicha aproximación.
Sean V , M , Q espacios de Hilbert, con Q Ă M , Q denso en M y }q}M ď }q}Q. Sean
a, b y c formas bilineales acotadas en V ˆ V , V ˆ M y Q ˆ M respectivamente.




Para p~f, gq P V 1 ˆ M 1, hallar p~u, pq P V ˆ Q tales que:





cpp, qq ´ bp~u, qq “ xg, qy @q P M.
(4.4)
De forma usual, asociamos a las formas a, b y c los operadores: A : V Ñ V 1, B1 :
M Ñ V 1, C : Q Ñ M 1, definidos por:
xA~v, ~wy “ ap~v, ~wq @~v, ~w P V,
xB~v, qy “ bp~v, qq @~v P V, q P M,
xCp, qy “ cpp, qq @p P Q, q P M,
Por definición, las normas de dichos operadores son iguales a las de las formas




A~u ` B1p “ ~f en V 1,
Cp ´ B~u “ g en M 1,
(4.5)
donde B1 denota al operador adjunto de B, es decir, B : V Ñ M 1, tal que
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xB1q, ~vy “ bp~v, qq @~v P V, q P M.
Para garantizar la existencia de solución, debemos imponer algunas condiciones
sobre las formas bilineales:
H1). a es coerciva en V , i.e., existe un número α ą 0 tal que:
ap~v,~vq ě α}~v}2V @~v P V, (4.6)
(H2). existe una constante γ tal que:
cpq, qq ě ´γ}q}2m @q P Q, (4.7)









Nota: Gracias al estudio sobre el sistema de ecuaciones del tipo (4.4) que se lleva a
cabo, por ejemplo, en el libro de Brezzie y Fortin, se tiene que la solución p~u, pq del
problema (4.4) es única (en caso de existir). ahora bien, dicho estudio no se podrá
aplicar si consideramos solo los espacios V y M porque la forma bilineal cpp, qq no
está acotada en M ˆN . Necesitamos entonces un espacio Q que con una norma que
controle la forma bilineal c. En el caso del sistema de Stokes compresible, esto será
debido a que en la definición de c estará la derivada convectiva de p.
Para aproximar (4.4), elegimos subespacios finito dimensionales Vh Ă V y Qh Ă Q,
donde h denota el parámetro de discretización. El problema aproximado pPhq será
el siguiente:
hallar p~uk, phq P Vh ˆ Qh tal que :





cpph, qhq ´ bp~uh, qhq “ xg, qhy @qh P Mh.
(4.8)
Análogamente al caso continuo, definimos los operadores discretos Ah : Vh Ñ V 1h,
Bh : Vh Ñ M 1h, B1h :Mh Ñ V 1h y Ch : Qh Ñ M 1h como:
xAhvh, why “ ap~vh, whq @~vh, ~wh P Vh,
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xBh~vh, qhy “ bp~vh, qhq @~vh P Vh, qh P Mh
xB1hqh, vhy “ bp~vh, qhq @~vh P Vk, qh P Mh,
xChph, qhy “ cpph, qhq @ph P Qh, qh P Mh,
Se tiene que }Ah} ď }a}, }Bh} ď }b}, }B1h} ď }b}, }Ch} ď }c}, y el problema (4.8) en
términos de operadores se escribe:
Ah~uh ` B1hph “ ~f en V 1h,
Chph ´ Bh~uh “ gh en M 1h.
(4.9)
(H3). Finalmente, suponemos que b satisface la condición inf-sup en Vh ˆ Mh, i.e.








Lema 4.2. En las hipótesis (H1), (H2) y (H3), el problema discreto (4.8) posee a




De la hipótesis (H1), la aplicación lineal Ah : Vh Ñ V 1h es invertible, α ď }Ah} y
}Ah´1} ď α´1. Usando la inversa y eliminando ~uh de (4.9) escribimos:
Chph ` BhA´1h B1hph “ gh :“ gh ` BhA´1h ~f en M 1h. (4.11)
Para resolver (4.9), basta resolver (4.11) para una función lineal ~gh P Mhg1. La
ecuación (4.11) es equivalente al problema variacional:
ph P Qh tal que cpph, qhq ` bpA´1h B1hph, qhq “ x~gh, qhy @qh P Mh. (4.12)
Si definimos Chpph, qhq “ cpph, qhq ` bpA´1h B1hph, qhq, se tiene que Ch es una forma
bilineal acotada sobre Qh ˆ Mh. Pasamos pues a obtener una estimación inferior
sobre dicha forma. Fijado ph P Qh, sea wh “ A´1h B1hph, por lo que Ahwh “ B1h.
Entonces:
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ap~wh, ~vhq “ bp~vh, phq @~vh P Vh
Tomando vh “ wh,
ap~wh, ~whq “ bp~wh, pkq “ bpA´1h B1hpk, pkq
En consecuencia, usando las hipótesis (H1) y (H2),
Chpph, phq ě ´γ}ph}2M ` α}A´1h B1hph}2V
Como además Ah es un operador acotado y }Ah} ď }a}:
}A´1h ~f}V ě }Ah}´1}~f}V 1h ě }a}
´1}~f}V .
Por lo tanto
Ckpph, phq ě ´γ}ph}2M ` α}a}´2}B1hph}Vh




Por lo que: Chpph, phq ě pα}a}´2β2 ´ γq}ph}Mh
Aśı pues, si γ satisface la condición del enunciado de este lema:
Chpph, phq ě γ}ph}2Mh (4.13)
donde γ “ 1
2
αβ2}a}´2. En consecuencia, demostramos la coercividad en norma Mh
para los elementos de Qh.
Reformulando entonces el problema (4.8) para enmarcarlo dentro de la hipótesis
del Lema de Necas (ver Lema 3.10), definimos la siguiente forma bilineal continua,
d : pV ˆ Qq ˆ pV ˆ Mq Ñ R:
dpp~u, pq, p~v, qqq “ ap~u,~vq ` bp~v, pq ` cpp, qq ´ bp~u, qq
Y entonces nuestro problema se traduce en:
Hallar p~u, pq P V ˆ Q tal que
dpp~u, pq, p~v, qqq “
A
p~f, gq, p~v, qq
E
, @p~v, qq P V ˆ M
(4.14)
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Considerando la versión discreta de dicho problema, vemos que la condición (4.13)
implica que se verifica la hipótesis (ii) del lema de Necas mencionado para X “
V ˆ M , Y “ V ˆ Q. Se obtiene aśı la unicidad de solución del problema (4.12)
(y también del problema (4.8)), en el caso de que dicha solución exista. (Para ello
necesitaŕıamos, por ejemplo, verificar la hipótesis (i) del mismo lema de Necas.) 
Veamos ahora una acotación del error en la solución aproximada:
Teorema 4.3. En las hipótesis del lema 5.1, si p~u, pq es la solución de (4.4) y
p~uh, phq la solución de (4.8), (en caso de existir) entonces:
}~u ´ ~uh}V ` }p ´ ph}M ď K inf
~uhPVh;qhPQh
r}~u ´ ~vh}V ` }p ´ qh}Qs (4.15)
Demostración.
Para cada ~vh P Vh y qh P Qh tenemos:
ap~u ´ ~uh, ~vhq ` bp~vh, p ´ phq “ 0
cpp ´ ph, qhq ´ bp~u ´ ~uh, qhq “ 0
Por lo tanto, para cada ~vh, ~vh P Vh, y qh, qh P Qh,
ap~uh ´ ~vh, ~vhq ` bp~vh, ph ´ qhq “ ap~u ´ ~vh, ~vhq ` bpvh, p ´ qhq (4.16)
cpph ´ qh, qhq ´ bp~uh ´ ~vh, qhq “ cpp ´ qh, qhq ´ bp~u ´ ~vh, qhq (4.17)
Sea Fh P V 1h un funcional lineal definido sobre Vh por:






| ď K1t}~u ´ ~vh}V ` }p ´ qh}Mu}~vh}V
donde K1 “ máxt}a}, }b}u, y de este modo:
}Fh}V 1
h
ď K1t}~u ´ ~vh}V ` }p ´ qh}Mu
De forma similar, definimos Gh P M 1h como el funcional lineal tal que:
xGh, qhy “ cpp ´ qh, qhq ´ bp~u ´ ~vh, qhq @qh P Qh
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luego:
| xGh, qhy | ď K2t}~u ´ ~vh}V ` }p ´ qh}Qu}qh}M
donde K2 “ máxt}b}, }c}u por lo que:
}Gh}M 1
h
ď K2t}~u ´ ~vh}V ` }p ´ qh}Qu
De este modo, las ecuaciones (4.16) y (4.17) se pueden escribir de la forma:
Ahp~uh ´ ~vhq ` B1hpph ´ qhq “ ~Fh en V 1h
Chpph ´ qhq ´ Bhp~uh ´ ~vhq “ Gh en M 1h
Por lo tanto, de manera similar al lema 4.2,
Chpph ´ qhq ` BhA´1h B1hpph ´ qhq “ Gh ` BhA´1h ~Fh en M 1h
y, gracias a (4.13),
Chpph ´ qh, ph ´ qhq ě γ}ph ´ qh}2Mh (4.18)
En consecuencia,
}ph ´ qh}M ď K3t}Gh}M 1
h









}ph ´ qh}M ď K4t}~u ´ ~vh}V ` }p ´ qh}Qu (4.19)
donde K4 “ K2K3 ` K1K3}b}α´1 máxt1, Ku.
Escribiendo p´ ph “ p´ qh ` qh ´ ph y usando la desigualdad triangular, obtenemos
la estimación (4.15) para p ´ ph, con K “ 1 ` K4.
Necesitamos ahora acotar el error en u. Para ello tomamos ~vh “ ~uh ´ ~vh en (4.16),
de donde:
ap~uh ´ ~vh, ~uh ´ ~vhq “ ´p~uh ´ ~vh, ph ´ qhq ` xFh, ~uh ´ ~vhy
Usando la coercividad de a para acotar la parte izquierda, obtenemos:




y usando (4.19) y la cota de }Fh}V 1
h
:
}~uh ´ ~vh}V ď K5t}~u ´ ~vh}V ` }p ´ ph}Qu
donde K5 “ α´1pK1 ` K4q. Escribiendo ~u ´ ~uh “ ~u ´ ~vh ` ~vh ´ ~uh, y usando de
nuevo la desigualdad triangular, obtenemos la estimación para ~u´ ~uh de (4.15) con
k “ 1 `K5. Consideremos pues la constante de (4.15) como K “ a` máxtK4, K5u.

Observación 4.4.
1. El valor de la constante K se puede especificar en la demostración.
2. No podemos esperar que la estimación (4.15) sea óptima en términos de la
razón de convergencia, pues el error de la presión (p ´ ph a la izquierda) se
mide en la norma de M y el error de la mejor aproximación (a la derecha) se
mide en una norma mas exigente como es la de Q.
4.5. Método de elementos finitos para el sistema
de Stokes compresible
En esta sección, volvemos al problema (4.2). La existencia y unicidad de la solución
de dicho problema se verifica bajo hipótesis adecuadas sobre el flujo ambiente. La
principal hipótesis es que el flujo ambiente sea suficientemente pequeño. Citamos el
resultado que aparece en el art́ıculo de A. Valli (cf. [2]) y que ha sido desarrollado
en [5].




f3dxdy “ 0, U, V P H3pΩq con U “ V “ 0 sobre BΩ. Entonces
existe una constante K 1 ą 0 tal que si:
}U}3 ` }V }3 ă K 1
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pdxdy “ 0. La solución satisface a priori la desigualdad:
}u}3 ` }v}3 ` }p}2 ď K2t}f1}1 ` }f2}1 ` }f3}1u
Nota: La presión tiene una regularidad adicional: Upx `V py P H2pΩq. Por lo tanto,
la desigualdad anterior no se puede transformar en un isomorfismo entre los espacios
indicados.
Pasamos ahora a aplicar la formulación débil de la sección anterior al sistema de
Stokes compresible. Debemos especificar los espacios V ,M y Q, aśı como las formas
bilineales a, b y c. Reescribiendo (4.3)3, dividiendo por ρ, obtenemos:
Upx ` V py ` Ux ` vy “ f3
donde U “ ρ1U{ρ, V “ ρ1V {ρ y f 3 “ f3ρ.




rpζ ` 4µ{3quxux ` µuyuy ` pζ ` µ{3qvxuy ` µvxvx
` pζ ` 4µ{3qvyvy ` pζ ` µ{3quxvy ` pρUux ` ρV uyqu
` pρUvx ` ρV vyqvsdxdy, @~u,~u P V
donde ~u “ p~u,~vq.
Consideramos M “ L20pΩq y Q el subconjunto de M cuyas funciones verifican que:
}q}2Q “ }q}2M `
ż
Ω
rUqx ` V qys2dxdy ă `8. (4.20)
y definimos las formas bilineales b y c como:
bp~u, qq “ ´
ż
Ω
qpux ` vyqdxdy “ ´
ż
Ω




pUpx ` V pyqqdxdy, p P Q, q P M
Se puede comprobar fácilmente que a, b y c están acotadas en los espacios adecuados.
Además, veamos condiciones suficientes para que se verifiquen las hipótesis (H1) y
(H2).
79
Lema 4.7. Existen unas constantes K ą 0, α ą 0 tales que si |Ux|8 ` |Vy|8 `
|∇P |8 ă K, entonces se verifica (4.6). Además, (4.7) se verifica para una constante
γpKq que puede ser arbitrariamente pequeña si elegimos K pequeña.
Demostración.
Aplicando el teorema de Green al término
ş
Ω



























rpρUqx ` pρV qyspu2 ` v2qdxdy
Como pU, V, P q es el flujo ambiente, pρUqx ` pρV qy “ 0 por (4.2). Para funciones
más generales U, V, ρpP q, podemos usar la desigualdad de Poincaré y vemos que si
|Ux|8 ` |Vy|8 ` |∇P |8 ă K, con K suficientemente pequeño (dependiendo de µ y
de la constante de la desigualdad de Poincaré) entonces:
ap~u, ~uq ě µ{2p}∇u}20 ` }∇v}20q
Por otra parte,




pUx ` V yqp2dxdy ě ´
1
2
|Ux ` V y|8}p}2M ě ´γpKq}p}2M
cuando |Ux|8 ` |Vy|8 ` |∇P |8 ă K. 
Observación 4.8. La hipótesis del lema 4.7 se puede precisar más:
Cuando |pρUqx ` pρV qy|8 ă K obtenemos (4.9) y si |Ux ` V y|8 ă K1 obtenemos
(4.10) con γpK1q suficcientemente pequeño si K1 es pequeño.
Consideramos ahora los espacios de elementos finitos Vh Ă V y Qh Ă Q. Por la
definición de la forma c, los espacios de Elementos Finitos para presiones discontinuas
no se pueden incluir. Gracias al lema 4.7 y el teorema 5.2, un par pVh, Qhq de
subespacios deseables para una aproximación del sistema de Stokes compresible por
elementos finitos es aquel donde (4.10) se verifica (condición inf-sup).
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Nuestro propósito es dar una versión del lema de Fortin que nos dé las condiciones
bajo las que la condición (4.10) se verifica. Necesitamos primero estimaciones en las









Escribimos ahora el lema de Fortin para el problema que abordamos en este caṕıtulo:
Lema 4.9. Supongamos que existe una proyección πh : V Ñ Vh tal que:
ż
Ω
qh∇ ¨ ~vdxdy “
ż
Ω
qh∇ ¨ pπh~vqdxdy @qh P Qh (4.21)
}∇pπh~vq}0 ď C}∇~v}0 @~v P V (4.22)
donde C es independiente de h.
Entonces los subespacios Vh y Qh satisfacen la condición inf-sup (4.11).
Demostración.
Sea qh P Qh. Usando el lema de Necas anteriormente referenciado:
























con lo que (4.10) se verifica. 
Como consecuencia del lema 4.9 y del teorema 4.3, los subespacios de elementos fini-
tos con presiones continuas que son estables para el sistema de Stokes incompresibles
son también estables para el sistema de Stokes compresible (4.2).
Describamos ahora el efecto de usar tales subespacios:
Sea Th una partición de Ω en triángulos o cuadriláteros de diámetro h, Wh Ă H10 pΩq
y Qh Ă Q subespacios de funciones continuas que restringidas sobre cada elemento
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de Th son polinomios de grado ď k ym respectivamente. Sea entonces Vh “ WhˆWh.
consideramos las propiedades de aproximación conocidas para los elementos finitos:
ı́nf~vPVh }~u ´ ~vh}1 ď C1hk}~u}k`1 @~u P V X pHk`1pΩqq2
ı́nfqhPQh }p ´ qh}0 ď C2hm`1}p}m`1, @p P Q X Hm`1pΩq
(4.23)
donde C1 y C2 son constantes independientes de h. (Ver Ciarlet (cf. [15])).
Veamos un resultado de convergencia y estimaciones de error en el caso k “ 2 y
m “ 1.
Teorema 4.10. Supongamos que nos encontramos en las hipótesis (H1), (H2) y
(H3) y que ~f P H1pΩq ˆ H1pΩq, f3 P H2pΩq. Sea p~u, pq y p~uh, phq las soluciones de
(4.2) y (4.8) respectivamente. Entonces existe una constante K tal que:
}~u ´ ~uh}1 ď Kh2p}~f}1 ` }f3}2q ` Kh1p}f}1 ` }f3}2q (4.24)
Demostración.
Directamente del torema 4.3 tenemos que:
}~u ´ ~uh}V ` }p ´ ph}M ď K ı́nf
~vhPVh,qhPQh
r}~u ´ ~vh}V ` }p ´ qh}Qs
Por la definición de la norma en Q dada en (4.20), necesitamos acotar la integral que
aparece. Para ello usamos el resultado de regularidad 5.3 y conseguimos la siguiente




Upx ` V py
‰2
dxdy ď K 1}∇p}0 ď K 1}p}1 (4.25)




}~u ´ ~vh}1 ` ı́nf
qhPQh
}p ´ qh}0 ď C3h2p}~u}3 ` }p}2q ď Kh2p}~f}1 ` }f3}2q




Upx ` V py
‰2
dxdy ď K 1C2hp}~f}1 ` }f3}2q




Respecto al estudio de la ecuación (3.40), y del Teorema 3.9, podemos concluir que
no solo existen soluciones débiles del problema, si no, que estas son únicas para
cada fuerza externa f P pL4q3 y densidad ρ P W 1,4 fija. Esto es debido a que si
suponemos que existen dos soluciones débiles pvi, ρq P pW 2,4q3 ˆ W 1,4 para i “ 1, 2
con la misma fuerza externa f P pL4q3 y la misma densidad ρ, entonces, al comparar




´∇ ¨ pµp∇w ` ∇wtq ` λp∇ ¨ wqIdq ` ∇p ` ρw ¨ ∇w “ 0 en Ω,
∇ ¨ pρwq “ 0 en Ω,
(4.26)
con w “ v1´v2, donde, por el Teorema 3.9 sobre el sistema (4.26) con fuerza externa
nula, se tiene que
|w|2,4 ď 0,
es decir, v1 “ v2 en pW 2,4q3.
Conclusión 2:
El caso barotrópico general, i.e., donde p “ ppρq se procedeŕıa por el mismo método,
realizando previamente la siguiente modificación:
∇ppρq “ p1pρq∇ρ “ p1pρq∇ρ ` pp1pρqq∇ρ




Sustituimos ∇ppρq en la ecuación (3.41) por p1pρq∇ρ, pasando p1pρq ´ p1pρq∇ρ al
segundo miembro, es decir:
´µ∆u ´ pζ ` µ{3q∇p∇ ¨ vq ` p1pρq∇ρ “ rp1pρq ´ p1pρqs∇ρ ´ ρrpv ¨ ∇qv ´ f s
y la F del problema A queda de la forma:
F “ ´σ ` ρ
µ2
u ¨ ∇u ` pσ ` ρqf ` rp1pρq ´ p1pσ ` ρqs∇σ
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Si p P C2, podŕıamos escribir:
p1pρq ´ p1pρ ` σq “ ´p2pξqθ
donde ξ es un valor intermedio entre ρ y ρ ` σ (variable), con lo que:
F “ σ ` ρ
µ2
v ¨ ∇v ´ pσ ` ρqf ´ p2pξqσ∇σ
Se introducirán entonces las modificaciones correspondientes en la escritura de lod
Ai, para que a partir de las nuevas acotaciones de Fn´1, podamos garantizar las mis-
mas desigualdades necesarias para la convergencia del método de las aproximaciones
sucesivas.
Conclusión 3:
Se obtiene unicidad de solución (que no existencia) para la linealización de las ecua-
ciones de Navier-stokes barotrópicas cerca de un flujo en un ambiente ideal dado.La
novedad se presenta que la formulación de la solución en velocidad-presión y no en
velocidad-densidad,como se hace normalmente.
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TRABAJOS FUTUROS
Como se pudo mostrar en el presente trabajo, el área de estudio de la dinámica de
fluidos es un tema donde se encuentra aún muchos problemas en abierto. Esperamos
y recomendamos que este trabajo sirva de motivación para futuras tesis, publicacio-
nes, etc. Es aśı que resaltamos los siguientes puntos más importantes para futuras
investigaciones:
1. Después de explorado el problema eĺıptico asociado a un fluido compresible e
isotérmico, quedaŕıa por explorar su parte hiperbólica o parabólica dependien-
do del enfoque que se le quiera dar a la Ecuación de Navier-Stokes compresible.
La existencia de soluciones estacionarias sugiere que un modelo dinámico con-
verja a dichas soluciones, siempre que este sea del t́ıpo gradiente.
2. Una parte por explorar es en el caso del estudio de las ecuaciones referentes a
un fluido compresible barotrópico. En este caso se sugiere intentar la misma
metodoloǵıa para la parte estacionaria, teniendo sumo cuidado en la parte de
la existencia, dado que los Lemas de Cattabriga-Solonnikov ya no se podŕıan
usar, debido a que no se podrá descomponer directamente a un problema de
Stokes asociado.
3. Otro punto importante a estudiar es la existencia de un atractor global mi-
nimal para el sistema hiperbólico asociado a (1.1), dado que, si se muestra la
existencia de un semigrupo asociado al sistema y que este sea gradiente, en-
tonces debido a la compacidad asintótica, se tendŕıa que tener que el atractor
global coincide con el conjunto de puntos estacionarios sobre el espacio de fase.
Este seŕıa un trabajo a futuro a realizar en la ĺınea de los sistemas dinámicos
no lineales.
4. Finalmente, queda a disposición estudiar el caso en que Ω sea una variedad
Riemanniana 3-dimensional, compacta, con borde lo suficientemente suave, de
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tal manera que las ecuaciones de Navier-Stokes involucren una nueva descrip-
ción geométrica a partir del Operador de Hodge y la conexión de Levi-Civita
asociada. Este trabajo motivaŕıa diversos resultados en el análisis geométrico.
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