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PARTIAL AND FULL HYPER-VISCOSITY FOR NAVIER-STOKES AND
PRIMITIVE EQUATIONS
AMRU HUSSEIN
Abstract. The 3-D primitive equations and incompressible Navier-Stokes equations with full hyper-
viscosity and only horizontal hyper-viscosity are considered on the torus, i.e., the diffusion term −∆ is
replaced by −∆+ε(−∆)l or by −∆+ε(−∆H )
l, respectively, where ∆H = ∂
2
x+∂
2
y , ∆ = ∆H+∂
2
z , ε > 0,
l > 1. Hyper-viscosity is applied in many numerical schemes, and in particular horizontal hyper-viscosity
appears in meteorological models. A classical result by Lions states that for the Navier-Stokes equations
uniqueness of global weak solutions for initial data in L2 holds if −∆ is replaced by (−∆)5/4. Here, for
the primitive equations the corresponding result is proven for (−∆)8/5. For the case of horizontal hyper-
viscosity l = 2 is sufficient in both cases. Strong convergence for ε → 0 of hyper-viscous solutions to a
weak solution of the Navier-Stokes and primitive equations, respectively, is proven as well. The approach
presented here is based on the construction of strong solutions via an evolution equation approach for
initial data in L2 and weak-strong uniqueness.
1. Introduction
The subject of this article are the incompressible 3-D Navier-Stokes and the 3-D primitive equations –
for both of which uniqueness of weak solutions for initial data in L2 is not known so far – and the stabilizing
effect of full and partial hyper-viscosity on these. The Navier-Stokes equations are a fundamental model
for viscous fluids, and the primitive equations for the ocean and atmosphere are a model for geophysical
flows derived from the Navier-Stokes equations assuming a hydrostatic balance for the pressure term in
the vertical direction. For simplicity, a periodic setting is considered here.
In some numerical simulations hyper-viscous models are used instead of the classical ones, where to the
viscosity term −∆ = −(∂2x+∂
2
y+∂
2
z ) of the classical models higher powers (−∆)
l, l > 1, are added referred
to as hyper-viscosity or hyper-diffusion. In particular in some meteorological simulations only horizontal
hyper-viscosity terms are added replacing −∆ by partial hyper-viscous terms −∆ + (−∆H)
l, l > 1,
where ∆H = ∂
2
x + ∂
2
y , cf. [21]. The strategy of this regularization is to strengthen the stabilizing effect
of the linear part in order to balance turbulent effects of the non-linearity. The idea of regularization
by adding hyper-viscosity goes back to Ladyzhenskaya, see [19], where the hyper-viscous 3-D Navier-
Stokes equations with −∆ replaced by (−∆)2 is considered proving that this enforces uniqueness of weak
solutions. This result has been refined by Lions, see [23, 24], proving that (−∆)5/4 is sufficient for this
purpose. A recent result by Luo and Titi proves the sharpness of this result for a larger class of weak
solutions, which do not necessarily satisfy the energy inequality, using convex integration, see [30].
The overall aim of this note is to give a rigorous justification of the usage of full and partial hyper-
viscosity in numerical simulations by proving global well-posedness of these models for initial data in
L2. Global well-posedness comprises existence and uniqueness of global solutions as well as continuous
dependence on the data. More specifically, first, a result is given for the primitive equations corresponding
to Lions’ (−∆)5/4-result for the Navier-Stokes equations, which seems to be lacking so far. For the
primitive equations it turns out that (−∆)8/5 is sufficient to enforce uniqueness of weak solutions, and it
is not surprising that for the primitive equations a higher power appears since the non-linearity involves
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’stronger’ terms – compared to the non-linearity of the Navier-Stokes equations – such as
w(v)∂zv, w(v) = −
∫ z
−1
∂xv1 + ∂yv2.
Second, the regularization by only horizontal hyper-viscosity for both the Navier-Stokes and the primitive
equations is studied. This feature is used in several meteorological models, see [21, Chapter 13], for
instance in the COSMO model applied by several weather forecasting services, cf. [9, Section 5, Numerical
Smoothing]. Here, it is proven that the horizontally bi-harmonic hyper-viscosity−∆+(−∆H)
2 is sufficient
for both equations to assure uniqueness of weak solutions.
Third, the relation of solutions to the hyper-viscous equations and non-hyper-viscous weak solutions
is investigated. Considering hyper-viscous terms for the above-mentioned values of l > 1
A = −ν∆+ ε(−∆)l and A = −ν∆+ ε(−∆H)
l
with a hyper-viscosity parameter ε > 0 and viscosity ν > 0, strong convergence for ε → 0+ is proven.
This implies that by the hyper-viscous regularization at least one weak solution of the classical model
can be approximated.
The methods used here are based on an evolution equation approach for semi-linear equations. The
strategy is to construct global strong solutions via methods from the theory of maximal L2-regularity
with initial values in L2 and then to establish weak-strong uniqueness results. For the proof of local
strong well-posedness, one considers for the linear part A of the hyper-viscous equation fractional powers
As, s ∈ R, and interpolation-extrapolation scales. Then one can take the domain D(A−1/2) as ground
space, where the operator A is a self-adjoint operator with domain D(A1/2). Whether the portion of
hyper-viscosity is sufficient for the equation
∂tu+Au = F(u, u), u(0) = u0,
is determined by the estimate on the quadratic non-linearity F(u, u) with respect to the D(A−1/2)-norm,
where a quadratic estimate in D(A1/4) is sufficient to construct a strong solution with initial values in
L2, compare Figure 1. The factor 1/4 results form the quadratic estimate on the non-linearities
‖F(u, u)‖L2(0,T ;D(A−1/2)) ≤ C‖v‖
2
L4(0,T ;D(A1/4)) ≤ C‖v‖
2
H1/4(0,T ;D(A1/4)), T > 0,
where one proceeds by using the mixed derivative theorem, cf. [34, Corollary III.4.5.10],
H1(0, T ;D(A−1/2)) ∩ L2(0, T ;D(A1/2)) →֒ Hθ(0, T ;D(A1/2−θ)), θ ∈ (0, 1),
for θ = 1/4, to control the non-linearity in the maximal L2-regularity norm. The weak-strong uniqueness
follows then by using the additional regularity of the strong solution, which allows one to use it as
test-function, and the energy inequality for weak solutions. The convergence results are proven using a
compactness argument, and therefore, precise convergence rates are not obtained.
D(A−1/2) L2 D(A1/4)D(A1/2)
A1/2
A3/4
A
Figure 1. Operator domains and interpolation-extrapolation scales
For the 3-D Navier-Stokes equations existence of weak solutions for initial data in L2 is a classical
result due to Leray, cf. [22], while uniqueness holds locally and globally for small data for initial data
in L3, cf. the classical results by Giga [13] and Kato [17]. There are several improvements including
u0 ∈ BMO
−1 by Koch and Tataru, see [18], or u0 in certain Besov spaces by Cannone, see [4]. In fact
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for a larger and less regular class of weak solutions non-uniqueness for initial data in L2 has been proven
recently by Buckmaster and Vicol using techniques from convex integration [3]. However, it is still an
open question if this holds for weak solutions satisfying the energy inequality.
There are many analytical results concerning the hyper-viscous Navier-Stokes equations while the
hyper-viscous primitive equations have not been addressed so far to the best knowledge of the author.
The asymptotic behavior for t → ∞ of some hyper-viscous solutions compared to non-hyper-viscous
ones has been investigated by Cannone and Karch, see [5]. The study of global attractors and strong
convergence of hyper-viscous solutions has been performed by Ou and Sritharan, see [32,33], and Younsi,
see [40] and the references therein. Weak convergence of hyper-viscous solutions has been studied already
by Lions [24]. The question if hyper-viscosity has always a stabilizing effect is addressed in [20, Section 5]
considering cases where energy inequalities or maximum principles are not preserved by the hyper-viscous
model. Only horizontal hyper-diffusion ∆2H for the planetary geostrophic equations has been proposed
in [36] and analyzed in [6]. Spectral hyper-viscosity, where hyper-viscosity is dependent on the frequency
range, is studied for instance in [12] and [2], see also the references therein. Regularity assumptions – on
the lines of classical results for the non-hyper-viscous Navier-Stokes equations – which assure uniqueness
of weak solutions for any α > 1 are investigated in [8].
Another class of modifications of the Navier-Stokes equations are the so-called α-models, see [1] and
the references therein. An example is the simplified Bardina turbulence model, which involves some
additional smoothing, and global existence and uniqueness of weak solutions and its global attractor are
studied in [39]. The Lagrangian averaged Navier-Stokes-α-models are generalizations of the hyper-viscous
Navier-Stokes equations, see [31] and the references therein.
Note that in contrast to the Navier-Stokes equations, it is known that the 3-D primitive equations
admit a unique, global, strong solution for arbitrary large data v0 ∈ H
1. This breakthrough result has
been proven in 2007 by Cao and Titi [7]. Existence of weak solution for initial data in L2 goes back to
the pioneering work by Lions, Temam and Wang, see [25,26], while uniqueness for initial data in L2 still
constitutes an open problem. However, some progress has been made in this direction, and it has been
proven that uniqueness of weak solutions holds for v0 ∈ L
∞
xyL
1
z, see [15], or for v0 ∈ L
6 with ∂zv0 ∈ L
2
and v0 ∈ C
0, see [28] and also [27] for a recent survey on analytical results for the primitive equations.
This note is organized as follows: In Section 2 the hyper-viscous equations are given for a periodic
setting and basic notions such as function spaces and weak solutions are made precise. The main results
are formulated in Section 3 with proofs in Section 4.
2. Preliminaries
Consider the cylindrical domain Ω := (0, 1)× (0, 1)× (−1, 1), and denote by x, y ∈ (0, 1)× (0, 1) the
horizontal coordinates and by z ∈ (−1, 1) the vertical one. Let u = (v, w) : Ω→ R3 be the velocity with
vertical component v = (v1, v2) and horizontal component w, and p : Ω → R the pressure. Then the
hyper-viscous Navier-Stokes equations are given by
(HNSA)

∂tu+ u · ∇u+Au +∇p = 0 in (0, T )× Ω,
div u = 0 in (0, T )× Ω,
u, p periodic in x, y, z,
u(0) = u0 in Ω,
and the hyper-viscous primitive equations by
(HPEA)

∂tv + u · ∇v +Av +∇Hp = 0 in (0, T )× Ω,
∂zp = 0 in (0, T )× Ω,
div u = 0 in (0, T )× Ω,
p periodic in x, y
v, w periodic in x, y, z, even and odd in z,
u(0) = u0 in Ω,
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where ∇H = (∂x, ∂y)
T , are considered for the cases
A = −ν∆− ε∆l and A = −ν∆− ε∆lH , for some ν, ε ≥ 0, l > 1,(2.1)
where ∆ = ∂2x + ∂
2
y + ∂
2
z and ∆H = ∂
2
x + ∂
2
y . With a slight abuse of notation the operators in (HPEA)
and (HNSA) are denoted both by A. Note that the vertical periodicity and parity conditions in (HPEA)
correspond in to an equivalent set of equations on (0, 1)× (0, 1)× (−1, 0) with lateral periodicity and
∂zv|z=0 = ∂zv|z=−1 = 0 and w|z=0 = w|z=−1 = 0.
Therefore, the divergence free condition for the primitive equation translates into divHv = 0, where
v(x, y) = 12
∫ 1
−1
v(x, y, z) dz, and
w(·, ·, z) = −
∫ z
−1
divHv(·, ·, ζ) dζ, where divHv = ∂xv1 + ∂yv2.
Hence the primitive equations can be reformulated equivalently using the surface pressure ps : (0, 1) ×
(0, 1)→ R and u = u(v) = (w(v), v) to become
(HPE′A)

∂tv + w(v)∂zv + v · ∇Hv +Av +∇Hps = 0 in (0, T )× Ω,
divH v¯ = 0 in (0, T )× Ω,
ps periodic in x, y
v periodic in x, y, z, even in z,
v(0) = v0 in Ω.
2.1. Function spaces. For s ∈ [0,∞) one defines the Bessel potential spaces
Hsper(Ω) = C
∞
per(Ω)
‖·‖Hs
and H−sper(Ω) = (H
s
per(Ω))
′,
where C∞per(Ω) denotes the space of smooth functions which are periodic of any order (cf. [16, Section 2])
in all three directions on ∂Ω and (·)′ denotes the L2-dual. The space Hs(Ω) denotes the Bessel potential
space of order s, with norm ‖ · ‖Hs defined via the restriction to Ω of the corresponding space defined on
the whole space (cf. [38, Definition 3.2.2.]). One sets H0 = L2, and moreover Hsper(Ω) for s ∈ R can be
characterized by means of Fourier series as
Hsper(Ω) = {v such that
∑
k∈Z3
(|k|2 + 1)s|vˆ(k)|2 <∞},
where
vˆ(k) =
1
2
∫
Ω
e2piik1xe2piik2yepiik2zdx dy dz, k = (k1, k2, k3) ∈ Z
3.
The divergence free conditions in the above sets of equations can be encoded into the space of solenoidal
functions
L2σ(Ω) = {u ∈ C
∞
per(Ω)
3 : div u = 0}
‖·‖L2
and L2σ(Ω) = {v ∈ C
∞
per(Ω)
2, v even w.r.t. z : divHv = 0}
‖·‖L2
,
and there are bounded linear projections – the Helmholtz projection and the hydrostatic Helmholtz pro-
jection –
Pσ : L
2(Ω)3 → L2σ(Ω) and Pσ¯ : L
2
ev(Ω)
2 := {v ∈ L2(Ω)2 : v even w.r.t. z} → L2σ¯(Ω),
respectively. In the periodic setting both projections can be given explicitly using 3-D and 2-D Riesz-
transforms, i.e.,
Pσv = v − (RiRj)1≤i,j≤3v and Pσ¯v = v˜ − (RiRj)1≤i,j≤2v¯, v˜ = v − v¯,
where Rj is defined by the symbol rj(k) =
kj
|k| . In particular Pσ and Pσ¯ extend to bounded projections
in Hsper(Ω) for any s ∈ R. Therefore, one sets for s ∈ R
Hsper,σ(Ω) = PσH
s
per(Ω)
3 and Hsper,σ¯(Ω) = Pσ¯{v ∈ H
s
per(Ω)
2 : v even w.r.t. z},
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where for s ≥ 0 one has Hsper,σ(Ω) = H
s
per(Ω)
3 ∩ L2σ(Ω) and H
s
per,σ¯(Ω) = H
s
per(Ω)
2 ∩ L2σ¯(Ω).
2.2. Operator domains, interpolation and extrapolation scales. Note that due to periodicity the
projectors Pσ and Pσ¯ commute with the operators A given by (2.1) while annihilating the pressure terms.
Hence (HNSA) and (HPEA) are of the semi-linear form
∂tψ +Aψ + F(ψ, ψ) = f, ψ(0) = ψ0,(2.2)
where for (HNSA) ψ = u and for (HPEA) ψ = v with
F(u, u′) = FNS(u, u
′) = Pσ(u · ∇u
′) and F(v, v′) = FPE(v, v
′) = Pσ¯(w(v)∂zv
′ + v · ∇Hv
′),(2.3)
respectively, and with an abuse of notation one omits the projections in the linear part writing A =
PσA = APσ and A = Pσ¯A = APσ¯. The mapping properties of the operators A in L
2-spaces can be
studied explicitly using Fourier series. Therefore, for
A = −ν∆+ ε(−∆)l, ν ≥ 0, ε > 0, l ≥ 1,(2.4)
one has in the case of Navier-Stokes and primitive equations, respectively, that A : D(A) ⊂ L2σ(Ω) →
L2σ(Ω) and A : D(A) ⊂ L
2
σ¯(Ω)→ L
2
σ¯(Ω) with
D(A) = H2lper,σ(Ω) and D(A) = H
2l
per,σ¯(Ω),
define self-adjoint operators. This allows one to define fractional powers, where
D(As) = H2sper,σ(Ω) and D(A
s) = H2sper,σ¯(Ω), s ∈ R,
respectively. In the case
A = −ν∆+ ε(−∆H)
l, ν > 0, ε > 0, l ≥ 1,(2.5)
these define self-adjoint operators in L2σ(Ω) and L
2
σ¯(Ω) with
D(A) = {u ∈ L2σ(Ω):
∑
k∈Z3
(|k3|
2 + |kH |
2l + 1)2|uˆ(k)|2 <∞},
D(A) = {v ∈ L2σ¯(Ω):
∑
k∈Z3
(|k3|
2 + |kH |
2l + 1)2|vˆ(k)|2 <∞},
respectively, where kH = (k1, k2). For s ∈ R
D(As) = {u such that
∑
k∈Z3
(|k3|
2 + |kH |
2l + 1)s|uˆ(k)|2 <∞ and Pσu = u},
D(As) = {v such that
∑
k∈Z3
(|k3|
2 + |kH |
2l + 1)s|vˆ(k)|2 <∞ and Pσ¯v = v}.
Thereby one can define interpolation and extrapolation scales using fractional powers of A
A : D(As+1) ⊂ D(As)→ D(As), s ∈ R,
and in particular for s = −1/2, A : D(A1/2) ⊂ D(A−1/2) → D(A−1/2), where with an abuse of notation
the operators are still denoted by A although being defined between different spaces.
2.3. Weak solutions. Note that there are several notions of weak solutions depending on the regularity
class. For instance aside the classical notion of Leray-Hopf weak solutions used here, there is also the
larger class of weak solutions used in the context of convex integration, cf. [3].
Definition 2.1 (Weak solution to the hyper-viscous Navier-Stokes equations). Let A be as in (2.4) or
(2.5), T > 0, u0 ∈ L
2
σ(Ω) and f ∈ L
2(0, T ;D(A−1/2)). Then a function u is called weak solution to the
hyper-viscous Navier-Stokes equations (HNSA) if
(i) u ∈ Cw([0, T ];L2σ(Ω)) ∩ L
2(0, T ;D(A1/2));
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(ii) For all ϕ ∈ C1([0, T ];D(A1/2)) ∩ L2(0, T ;D(A)) and t ∈ (0, T )∫ t
0
u · ∂tϕ−A
1/2v · A1/2ϕ− (u · ∇u) · ϕ = v(t) · ϕ(t)− v(0) · ϕ(0)−
∫ t
0
f · ϕ;
(iii) u satisfies for all t ∈ (0, T ] and almost all s ∈ (0, t) the strong energy inequality
‖u(t)‖2L2 + 2
∫ t
s
‖A1/2u(τ)‖2L2dτ ≤ ‖u(s)‖
2
L2 +
∫ t
s
f(τ) · u(τ)dτ.(EINS)
Definition 2.2 (Weak solution to the hyper-viscous primitive equations). Let A be as in (2.4) or (2.5),
T > 0, v0 ∈ L
2
σ¯(Ω) and f ∈ L
2(0, T ;D(A−1/2)). Then a function v is called weak solution to the
hyper-viscous primitive equations (HPEA) if
(i) v ∈ Cw([0, T ];L2σ(Ω)) ∩ L
2(0, T ;D(A1/2));
(ii) For all ϕ ∈ C1([0, T ];D(A1/2)) ∩ L2(0, T ;D(A)) and t ∈ (0, T )∫ t
0
v · ∂tϕ−A
1/2v · A1/2ϕ− (u(v) · ∇v) · ϕ = v(t) · ϕ(t) − v(0) · ϕ(0)−
∫ t
0
f · ϕ;
(iii) v satisfies for all t ∈ (0, T ] and almost all s ∈ (0, t) the strong energy inequality
‖v(t)‖2L2 + 2
∫ t
s
‖A1/2v(τ)‖2L2dτ ≤ ‖v(s)‖
2
L2 +
∫ t
s
f(τ) · v(τ)dτ.(EIPE)
Here, Cw stands for spaces of weakly continuous functions. A weak solution is said to satisfy the
energy equality if in (EINS) and (EIPE) ≤ can be replaced by =, respectively. Note that for T ∈ (0,∞)
it follows from the energy inequality that there is a constant C > 0 such that
‖u‖2L∞(0,T ;L2) + ‖u‖
2
L2(0,T ;D(A1/2)) ≤ C(‖u(0)‖
2
L2 + ‖f‖
2
L2(0,T ;D(A−1/2))),(2.6)
where one uses the embedding L∞(0, T ;L2(Ω)) →֒ L2(0, T ;L2(Ω)) and Young’s inequality amongst oth-
ers. For the primitive equations the analogous statement holds.
3. Main results
The main results are formulated in parallel for the hyper-viscous Navier-Stokes and primitive equations.
Note that case (i) in Theorem 3.1 (a) is Lions’ classical result, see [24]. The corresponding convergence
in (b) for δ = 1 has been proven by Guermond and Prudhomme, see [12], and Younsi, see [40]. It is
repeated here to provide a complete picture. Also the proofs given here are slightly different than the
original ones since here they rely mainly on evolution equation methods rather than energy methods.
Theorem 3.1 (Hyper-viscous Navier-Stokes equations). Consider the hyper-viscous Navier-Stokes equa-
tions (HNSA) with
(i) A = ν(−∆) + ε(−∆)5/4, ε > 0, ν ≥ 0 or
(ii) A = ν(−∆) + ε(−∆H)
2, ε > 0, ν > 0.
Let u0 ∈ L
2
σ(Ω) and f ∈ L
2(0, T ;D(A−1/2)), where T ∈ (0,∞).
(a) Then in both cases (i) and (ii) there is a unique weak solution u to (HNSA). Moreover, u satisfies
the strong energy equality and
u ∈ L2(0, T ;D(A1/2)) ∩H1(0, T ;D(A−1/2)).
(b) Let A = An be as in (i) provided ν > 0 or as in (ii), where εn > 0, n ∈ N. For given u0 ∈ L
2
σ(Ω)
and f ∈ L2(0, T ;H−1per,σ(Ω)) let uεn be the solution to (HNSA) from (a). If εn → 0 as n → ∞,
then there exists a subsequence (εnk) and a weak solution u with the same data u0 and f to the
Navier-Stokes equations, i.e., (HNSA) with A = −∆, such that
‖uεnk − u‖L2(0,T ;H1−δ(Ω)) → 0 as k →∞, δ ∈ (0, 1].
Correspondingly for the hyper-viscous primitive equations one has
PARTIAL AND FULL HYPER-VISCOSITY FOR NAVIER-STOKES AND PRIMITIVE EQUATIONS 7
Theorem 3.2 (Hyper-viscous primitive equations). Consider the hyper-viscous primitive equations (HPEA)
with
(i) A = ν(−∆) + ε(−∆)8/5, ε > 0, ν ≥ 0 or
(ii) A = ν(−∆) + ε(−∆H)
2, ε > 0, ν > 0.
Let v0 ∈ L
2
σ(Ω) and f ∈ L
2(0, T ;D(A−1/2)), where T ∈ (0,∞).
(a) Then in both cases (i) and (ii) there is a unique weak solution v to (HPEA). Moreover, v satisfies
the strong energy equality and
v ∈ L2(0, T ;D(A1/2)) ∩H1(0, T ;D(A−1/2)).
(b) Let A = An be as in (i) provided ν > 0 or as in (ii), where εn > 0, n ∈ N. For given v0 ∈ L
2
σ(Ω)
and f ∈ L2(0, T ;H−1per,σ¯(Ω)) let vεn be the solution to (HPEA) from (a). If εn → 0 as n → ∞,
then there exists a subsequence (εnk) and a weak solution v with the same data v0 and f to the
primitive equations, i.e., (HPEA) with A = −∆, such that
‖vεnk − v‖L2(0,T ;H1−δ(Ω)) → 0 as k →∞, δ ∈ (0, 1].
Remarks 3.3. (a) Corresponding statements hold for all higher powers in the hyper-viscosity terms.
For the primitive equations it seems that hyper-viscosity is only needed for the part with vanishing
vertical average, i.e., rewriting (HPEA) as a system for v¯ and v˜, cf. [7], one has to add hyper-
viscous terms only in the equation for v˜.
(b) In part (a) with A as in (ii) one can consider equivalently ν∂2z + ε∆
2
H with ν, ε > 0.
(c) The case T =∞ can be included if for instance the data are mean value free.
(d) Note that L2(0, T ;D(A1/2)) ∩H1(0, T ;D(A1/2)) →֒ C0([0, T ];L2(Ω)), cf. [34, III.3.5 eq. (3.81)],
and therefore the L2-initial condition is well-defined.
(e) Since the proof is based on the construction of strong solutions via maximal L2-regularity, one can
prove using the so-called ’parameter-trick’, cf. [14] and the references given therein, that solutions
become real analytic in time and space for t > 0 provided the force terms has this property. For
the periodic setting the solution is real analytic even on the boundary.
Optimality of these results is of course related to the question of uniqueness of weak solutions which
is not known so far. Therefore it is discussed only with respect to the method applied here. Considering
the primitive equations, one can estimate the non-linearity as follows
‖div u(v)⊗ v‖H−1 ≤ ‖u(v)⊗ v‖L2 ≤ ‖v‖H1/2‖v‖H3/2 .
With a hyper-viscosity (−∆3/2) – which is less than (−∆)8/5 given in Theorem 3.2 – this yields for
v0 ∈ L
2
σ¯(Ω) local strong solutions v to (HPEA) in the time-weighted space
v ∈ L2µ(0, T ;H
3
per,σ¯(Ω)) ∩ v ∈ H
1
µ(0, T ;H
−1
per,σ¯(Ω)) with µ = 9/10,
where H−1per,σ¯(Ω) is taken as ground space. For the notion of time-weighted spaces compare [34, II.3.2.4].
Time-weighted L2-spaces for µ ∈ (0, 1) are larger than the non-weighted L2-space, i.e., where µ = 1. In
particular, one cannot use this v directly as test-function to prove the energy-equality or weak-strong
uniqueness.
Also, one can ask if only vertical hyper-viscosity of the form
−∆H + (−∂
2
z )
l, l > 1,
rather than only horizontal hyper-viscosity, can be sufficient. Considering the Navier-Stokes equations
one estimates the non-linearity by
‖div u⊗ u‖D(A−1/2) ≤ C‖div u⊗ u‖H−1 ≤ ‖u⊗ u‖L2 ≤ ‖u‖
2
H
1/4
z H
1/2
xy
.
Since D(A1/4) ⊂ L2zH
1/2
xy , there is no freedom left to estimate the last term by applying the mixed
derivative theorem, and therefore the strategy applied for the case of horizontal hyper-viscosity is not
applicable here. For the case of the primitive equations one encounters a similar situation.
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4. Proofs
4.1. Some estimates. Taking advantage of the product structure of Ω = (0, 1)2×(−1, 1), one introduces
for r, s ≥ 0 and 1 ≤ p, q ≤ ∞ the spaces
Hr,qz H
s,p
xy := H
r,q((−1, 1);Hs,p((0, 1)2))
equipped with the norm ‖v‖Hr,qz Hs,pxy := ‖‖v(·, z)‖Hs,p((0,1)2)‖Hr,q(−1,1), where H
s,p((0, 1)2) denotes the
Bessel potential space on (0, 1)2 defined as restriction of the Bessel potential space onR2, andHr,q(−1, 1;X)
for a Banach space X denotes the vector valued Bessel potential space on (−1, 1). Recall that for r = 0
one sets Hr,q = Lq and for r ∈ N one has Hr,q = W r,q. Note that
Hr+s,p(Ω) ⊂ Hr,pz H
s,p
x,y.
Applying Ho¨lder’s inequality separately for vertical and horizontal components delivers
‖fg‖LqzLpxy ≤ ‖f‖Lq1z L
p1
xy
‖g‖Lq2z L
p2
xy
, 1p =
1
p1
+ 1p2 ,
1
q =
1
q1
+ 1q2 .
Moreover, one obtains the embedding properties
Hr,qz H
s,p
xy →֒ H
r′,q′
z H
s,p
xy , whenever H
r,q
z →֒ H
r′,q′
z ,
Hr,qz H
s,p
xy →֒ H
r,q
z H
s′,p′
xy , whenever H
s,p
xy →֒ H
s′,p′
xy .
Furthermore, one has the classical Sobolev embeddings, and by duality these carry over to negative scales
such that for s ≤ 0
Lp(Ω) →֒ Hsper(Ω) if s−
3
2 ≤ −
3
p , p ∈ [1,∞).
A crucial ingredient appearing in most of the proofs is the following
Theorem 4.1 (Mixed derivative theorem, cf. Corollary III.4.5.10 in [34]). Let X be a Banach space.
Suppose that A ∈ H∞(X) and B ∈ RS(X) are commuting operators such that φ∞A + φ
R
B < π. Then
AαB1−α(A+B) is bounded for each for each α ∈ (0, 1), in particular
D(A) ∩D(B) = D(A+B) →֒ D(AαB1−α), α ∈ (0, 1).
For the notions H∞(X),RS(X) and φ∞A , φ
R
B see [34]. The mixed derivative theorem can be applied to
time-space situations to prove the embedding
L2(0, T ;D(A)) ∩H1(0, T ;X0) →֒ H
θ(0, T ;D(A1−θ)), θ ∈ (0, 1),(4.1)
where one sets B = ∂t on L
2(R;X0) and uses an extension operator from ET : H
1(0, T ;X0)→ H
1(R;X0).
Moreover, the assumptions of the mixed derivative theorem are satisfied for non-negative self-adjoint
operators such as (−∂2z )
r and (−∆H)
s, defined on L2(Ω) such that
HrzL
2
xy ∩ L
2
zH
s
xy →֒ H
θr
z H
(1−θ)s
xy , θ ∈ (0, 1), r, s ≥ 0.(4.2)
Throughout the proofs generic constants c, C > 0 are used.
4.2. Semi-linear evolution equations and maximal L2-regularity. Consider a linear evolution
equation
∂tψ +Aψ = f, ψ(0) = ψ0,(4.3)
in the separable Hilbert spaceX0, whereA : X1 ⊂ X0 → X0 be closed and densely defined. For T ∈ (0,∞)
one defines for p ∈ (1,∞) the Lp-ground space and the maximal Lp-regularity spaces by
E0(T ) := L
p(0, T ;X0) and E1(T ) := L
p(0, T ;X1) ∩H
1,p(0, T ;X0) →֒ C
0([0, T ], X1−1/p,p),
respectively, with X1−1/p,p = (X1, X0)1−1/p,p, where (·, ·)θ,p, θ ∈ (0, 1), p ∈ (1,∞), denotes the real
interpolation functor.
One says that A has maximal Lp-regularity if for each ψ0 ∈ X1−1/p,p and f ∈ E0(T ) there is a unique
solution ψ ∈ E1(T ) to (4.3) and ‖u‖E(T ) ≤ C(‖ψ0‖X1−1/p,p + ‖f‖E0(T )), C > 0. Note that C = C(T )
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can be chosen uniformly for all 0 < T ′ ≤ T . In the following it is assumed that p = 2 if not mentioned
otherwise.
Remark 4.2 (Maximal L2-regularity in Hilbert spaces). The theory of maximal Lp-regularity extends
to Banach spaces, cf. [34] and the references therein. However, in the Hilbert space case there are some
simplifications.
(a) A has maximal L2-regularity for T ∈ (0,∞) if and only if it is the generator of a bounded analytic
C0-semigroup, cf. [34, Theorem II.3.5.7].
(b) For the real interpolation functor (·, ·)θ,p, one has
(X1, X0)θ,2 = [X1, X0]θ =: Xθ, θ ∈ (0, 1),
where [·, ·]θ denotes the complex interpolation functor, and if A has a bounded H
∞-calculus then
D(Aθ) = Xθ, θ ∈ (0, 1), cf. [29, Theorem 4.3.11]. Hence X1−1/2,2 = X1/2.
These statements apply in particular to non-negative, self-adjoint operators A.
Consider the semi-linear problem for a given bi-linearity F(·, ·)
∂tψ +Aψ = F(ψ, ψ) + f, ψ(0) = ψ0.(4.4)
Here, a strong solution to (4.4) on (0, T ∗) for T ∗ ∈ (0, T ], is a function ψ ∈ E1(T
∗) such that (4.4) holds
almost everywhere with ψ(0) = ψ0. Local strong well-posedness is proven by applying the contraction
mapping principle. To this end, define the reference function ψ∗0 ∈ E1(T ) for ψ0 ∈ X1/2 as the solution
of the inhomogeneous linear problem
∂tψ +Aψ = f, ψ(0) = ψ0, i.e., ψ
∗
0(t) = e
−tAψ0 +
∫ t
0
e−(t−s)Af(s)ds,
and for T ∗ ∈ (0, T ], r > 0 the ball
Br,T∗,ψ0 := {ψ ∈ E1(T ) : ψ(0) = ψ0 and ‖ψ − ψ
∗
0‖E(T∗) ≤ r} ⊂ E1(T ).
Proposition 4.3 (Local well-posedness, compare [35]). Let A have maximal L2-regularity, and F(·, ·) be
bi-linear such that for some C > 0
‖F(ψ, ψ′)‖X0 ≤ C‖ψ‖Xβ1‖ψ
′‖Xβ2 , ψ, ψ
′ ∈ X1,
where β1, β2 ∈ (1/2, 1) with β1 + β2 = 3/2. Then for each
ψ0 ∈ X1/2 and f ∈ E0(T ),
there is unique local solution u ∈ E1(T
∗) to (4.4) for some T ∗ ∈ (0, T ]. Moreover, there is a constant
C > 0 such that ψ ∈ Br,T∗,ψ0 if r ≤ 1/4C and T
∗ is such that
‖ψ∗0‖
2
E1(T )
< B(r, C) := min{r/4C, (r/4C)2, (1/4C)2}.
Proof. The proof consists of a slight modification of the proof in [35], where ‖F(ψ, ψ) − F(ψ′, ψ′)‖X0 ≤
C‖ψ − ψ′‖Xβ1 (‖ψ‖Xβ2 + ‖ψ
′‖Xβ2 ) is assumed. Here, one estimates for pk, k = 1, 2, with
1
pk
= βk −
1
2 ,
where by assumption 1p1 +
1
p2
= 12 , using first Ho¨lder’s inequality
‖F(ψ, ψ′)‖E0(T ) ≤ C‖ψ‖Lp1(0,T ;Xβ1)‖ψ
′‖Lp2(0,T ;Xβ2)
≤ C‖ψ‖Hs1(0,T ;Xβ1 )‖ψ
′‖Hs2(0,T ;Xβ2 )
≤ C‖ψ‖E1(T )‖ψ
′‖E1(T ),
using second the embedding Hsk(0, T ;Xβk) →֒ L
pk(0, T ;Xβk) for sk =
1
2 −
1
pk
, k = 1, 2, and finally, the
mixed derivative theorem E1(T ) →֒ H
θ(0, T ;X1−θ), θ ∈ (0, 1), for θ = sk = 1− βk, k = 1, 2, cf. equation
(4.1). By density it follows that this estimate holds for all ψ, ψ′ ∈ E1(T ).
Note that for a quadratic non-linearity, it is sufficient to estimate F(ψ, ψ′) since
F(ψ, ψ)− F(ψ′, ψ′) = 12 (F(ψ − ψ
′, ψ) + F(ψ, ψ − ψ′) + F(ψ − ψ′, ψ′) + F(ψ′, ψ − ψ′)) .
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Now one can proceed analogously to [35]. Consider the map
Tψ0 : Br,T∗,ψ0 → E1(T ), Tψ0h = ψ,
where ψ is the unique solution in E1(T ) to the linear problem
∂tψ +Aψ = f + F(h, h), ψ(0) = ψ0.
To prove that for suitable r > 0 and T ∗ ∈ (0, T ] this defines a self-mapping, one estimates
‖ψ − ψ∗0‖E1(T ) ≤ C‖F(h, h)‖E0(T ) ≤ C‖(h− ψ
∗
0) + ψ
∗
0‖
2
E1(T )
≤ C
(
‖(h− ψ∗0)‖
2
E1(T )
+ 2‖(h− ψ∗0)‖E1(T )‖ψ
∗
0‖E1(T ) + ‖ψ
∗
0‖
2
E1(T )
)
≤ rC
(
r + 2‖ψ∗0‖E1(T ) + ‖ψ
∗
0‖
2
E1(T )
/r
)
,
for ψ = Tψ0h and h ∈ Br,T∗,ψ0 , and to prove contractivity, one estimates for ψ = Tψ0h and ψ
′ = Tψ0h
′,
where h, h′ ∈ Br,T∗,ψ0 ,
‖ψ − ψ′‖E1(T ) ≤ C‖F(h, h)− F(h
′, h′)‖E0(T )
≤ C‖h− h′‖E1(T )
(
‖h− ψ∗0‖E1(T ) + ‖h
′ − ψ∗0‖E1(T ) + 2‖ψ
∗
0‖E1(T )
)
≤ 2C‖h− h′‖E1(T )
(
r + ‖ψ∗0‖E1(T )/r
)
,
Assuming r > 0 and T ∗ ∈ (0, T ] to be sufficiently small to satisfy the formulated conditions, one has
r + 2‖ψ∗0‖E1(T ) + ‖ψ
∗
0‖
2
E1(T )
/r < 1/C and r + ‖ψ∗0‖E1(T )/r < 1/2C.
Hence, the mapping Th0 restricts to a contractive self-mapping on Br,T∗,ψ0 the fixed point of which is
the unique local solution to (4.4). 
4.3. Strong solution for initial data in L2. Here, one considers with A as in Theorems 3.1 and 3.2
the spaces
X0 = D(A
−1/2) and X1 = D(A
1/2).
and solves (2.2) with the non-linearities given in (2.3). There are many other methods available to
construct strong solutions such as Giga, Kato or Fujita-Kato iteration schemes. Maximal L2-regularity
is used here for the control of the regularity class which is suitable to use solutions as test-functions for
weak solutions.
Lemma 4.4 (Self-adjointness for the linear part). The operators A in Theorems 3.1 and 3.2 (i) and (ii)
considered as operators in D(A−1/2) with domain D(A1/2) are self-adjoint.
Proof. Considering the case of the Navier-Stokes equations one deduces that the operators A as operators
in L2(Ω)3 are self-adjoint since their spectral resolution is given by the Fourier series expansion. Since
L2σ(Ω) is an invariant subspace of L
2(Ω)3 with respect to A, also the restricted operator is self-adjoint.
Hence also the operator on the interpolation-extrapolation scale is self-adjoint. For the case of the
primitive equations analogous arguments hold. 
Lemma 4.5 (Estimates on the non-linearity for the hyper-viscous Navier-Stokes equations). Let A be
as in Theorem 3.1 (i) or (ii), then
‖Pσdiv (u⊗ u)‖D(A−1/2) ≤ ‖u‖
2
D(A1/4), u ∈ D(A
1/4).
Proof. In the situation of Theorem 3.1 (i) one has D(A−1/2) = H
−5/4
per,σ (Ω) and therefore
‖Pσdiv (u⊗ u)‖D(A−1/2) = ‖Pσdiv (u⊗ u)‖H−5/4per
≤ C‖(u⊗ u)‖
H
−1/4
per
≤ C‖u⊗ u‖L12/7 ≤ C‖u‖
2
L24/7
≤ C‖u‖2H5/8 = C‖u‖
2
D(A1/4).
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Here, the boundedness of Pσ in H
s
per(Ω), the mapping properties of div : H
s+1
per (Ω)
3 → Hsper(Ω), s ∈ R,
the embedding L12/7(Ω) →֒ H−1/4(Ω), Ho¨lder’s inequality, the Sobolev embedding H5/8(Ω) →֒ L24/7(Ω)
and D(A1/4) = H
5/8
per,σ(Ω) ⊂ H5/8(Ω)3 are used.
In the situation of Theorem 3.1 (b) one has
‖Pσdiv (u⊗ u)‖D(A−1/2)C ≤ ‖Pσdiv (u⊗ u)‖H−1per
≤ C‖u⊗ u‖L2
≤ C‖u‖2L4zL4xy ≤ ‖u‖
2
H
1/4
z H
1/2
xy
≤ ‖u‖2D(A1/4).
Here one uses H−1per(Ω)
3 →֒ D(A−1/2) which follows by duality form D(A1/2) →֒ H1per(Ω)
3. Furthermore,
‖Pσdiv (u ⊗ u)‖H−1per = sup
06=ϕ∈H1(Ω)
|
∫
Ω
Pσdiv (u⊗ u) · ϕ|
‖ϕ‖H1per
≤ ‖u⊗ u‖L2
‖∇Pσϕ‖L2
‖ϕ‖H1per
≤ ‖u⊗ u‖L2,
where one uses that in the periodic setting ‖∇Pσϕ‖L2 ≤ ‖∇ϕ‖L2 , and an anisotropic Ho¨lder inequality
is applied as well as the embeddings H
1/4
z →֒ L4z and H
1/2
xy →֒ L4xy. To prove in the last inequality that
D(A1/4) →֒ H
1/4
z H
1/2
xy holds, one can apply the mixed derivative theorem, cf. [34, Corollary III.4.5.10], to
−∆H with D(−∆H) = L
2
zH
2
xy and (−∂
2
z )
1/2 with D((−∂2z )
1/2) = H1zL
2
xy for θ = 1/2, cf. (4.2), to obtain
D(A1/4) →֒ L2zH
1
xy ∩H
1/2
z L
2
xy →֒ H
1/4
z H
1/2
xy .
Alternatively one can deduce using the Fourier series representation that
D(A1/4) = {u ∈ L2σ(Ω):
∑
k∈Z3
(|kH |
4 + |kz|
2)1/2|uˆ(k)|2 <∞}.
Hence assuming without loss of generality that
∫
Ω u = 0 one obtains by Parsevals’s and Young’s inequality,
‖u‖2
H
1/4
z H
1/2
xy
≤ C
∑
k∈Z3
|kH | · |kz |
1/2|uˆ(k)|2
≤ C
∑
k∈Z3
(|kH |
2 + |kz |)|uˆ(k)|
2
≤ C
∑
k∈Z3
(|kH |
4 + |kz |
2)1/2|uˆ(k)|2 = C‖u‖2D(A1/4). 
Lemma 4.6 (Estimates on the non-linearity for the hyper-viscous primitive equations). Let A be as in
Theorem 3.2 (i), then
‖Pσ¯div (u(v)⊗ v
′)‖D(A−1/2) ≤ ‖v‖D(A13/32)‖v
′‖D(A3/32), v, v
′ ∈ D(A1/2).
If A is as in Theorem 3.2 (ii), then
‖Pdiv (u(v)⊗ v′)‖D(A−1/2) ≤ ‖v‖D(A3/8)‖v
′‖D(A1/8), v, v
′ ∈ D(A1/2).
Proof. In the situation of Theorem 3.2 (i) one has D(A−1/2) = H
−8/5
σ¯,per(Ω). Then
‖Pσ¯div (u(v)⊗ v)‖D(A−1/2) = ‖Pσ¯div (u(v)⊗ v)‖H−8/5per
≤ C‖u(v)⊗ v‖
H
−3/5
per
≤ C‖u(v)⊗ v‖L10/7 ≤ C‖w(v) · v‖L10/7 + C‖v ⊗ v‖L10/7
≤ C‖w(v)‖
L∞z L
20/7
xy
‖v‖
L
10/7
z L
20/7
xy
+ C‖v‖L2zL5xy‖v‖L5zL2xy
≤ C‖v‖
L2zH
13/10
xy
‖v‖
L2zH
3/10
xy
+ C‖v‖
L2zH
3/5
xy
‖v‖
H
3/10
z L2xy
≤ C‖v‖D(A13/32)‖v‖D(A3/32).
Here, one has used boundedness of Pσ¯ inH
s(Ω), that div : Hs+1(Ω)3 → Hs(Ω), s ∈ R, and the embedding
L10/7(Ω) →֒ H−3/5(Ω). Furthermore, anisotropic Ho¨lder estimates are applied, where it is used that
‖w(v)‖
L∞z L
20/7
xy
≤ C‖∂zw(v)‖L2zL
20/7
xy
= C‖divHv‖L2zL
20/7
xy
,
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where the embedding H1z →֒ L
∞
z and Poincare´’s inequality for w(v) have been applied. Moreover, the
embeddings H
3/10
xy →֒ L
20/7
xy , H
3/5
xy →֒ L5xy and H
3/10
z →֒ L5z are applied. Eventually, D(A
13/32) →֒
H13/10(Ω) →֒ L2zH
13/10
xy and D(A3/32) →֒ H3/10(Ω) →֒ H
3/10
z L2xy.
In the situation of Theorem 3.2 (ii) one has
‖Pσ¯div (u(v)⊗ v)‖D(A−1/2) ≤ ‖Pσ¯div (u(v)⊗ v)‖H−1per
≤ ‖u(v)⊗ v‖L2
≤ C‖v‖
L2zH
3/2
xy
‖v‖
L2zH
1/2
xy
+ C‖v‖
H
1/2
z H
1/2
xy
‖v‖
L2zH
1/2
xy
≤ C‖v‖D(A3/8)‖v‖D(A1/8),
where similar arguments as in Lemma 4.5 have been applied together with the estimates
‖w(v)v‖L2 ≤ C‖w(v)‖L∞z L4xy‖v‖L2zL4xy ≤ C‖∇Hv‖L2zH
1/2
xy
‖v‖
L2zH
1/2
xy
≤ C‖v‖
H
1/8
z H
1/4
xy
‖v‖
H
3/8
z H
3/4
xy
and
‖v ⊗ v‖L2 ≤ C‖v‖L3/8z L3/8xy
‖v‖L8zL8xy ≤ C‖v‖H1/8z H1/4xy
‖v‖
H
3/8
z H
3/4
xy
≤ C‖v‖D(A3/8)‖v‖D(A1/8),
where Sobolev embeddings and the mixed derivative theorem are applied to obtain
D(A1/8) →֒ H1/4z L
2
xy ∩ L
2
zH
1/2
xy →֒ H
1/8
z H
1/4
xy and D(A
3/8) →֒ H3/4z L
2
xy ∩ L
2
zH
3/2
xy →֒ H
3/8
z H
3/4
xy ,
which, as in the proof of Lemma 4.5, can be proven alternatively by using the Fourier series representation.

In the following denote by a(k), k ∈ Z3, the (elliptic) symbol of A, where a(k) > 0 for k 6= 0, that is
a(k) = ν|k|2 + ε|k|5/4, a(k) = ν|k|2 + ε|k|8/5 or a(k) = ν|k|2 + ε|kH |
4, kH = (k1, k2).
Proposition 4.7 (Global strong well-posedness for the hyper-viscous Navier-Stokes equations). Let the
operator A be as in Theorem 3.1 (i) or (ii). Then for each
u0 ∈ L
2
σ(Ω) and f ∈ L
2(0, T ;D(A−1/2)),
there is a unique solution u ∈ E1(T ) to HNSA and it satisfies the energy equality
‖u(t)‖2L2(Ω) + 2
∫ t
0
‖A1/2u(s)‖2L2(Ω)ds = ‖u(0)‖
2
L2(Ω) + 2
∫ t
0
f(s) · u(s)ds, 0 < t ≤ T.(4.5)
Proof. Using Lemma 4.4, Remark 4.2 and Lemma 4.5 local existence on (0, T ∗) for some T ∗ ∈ (0, T ]
follows by Proposition 4.3. Moreover, the solution is regular enough to test it with itself which gives the
energy equality on (0, T ∗) for any existence time T ∗ ∈ (0, T ].
To prove now global existence, explicit control on the existence time is used. Note that by maximal
regularity there exists a constant C > 0 such that
‖u∗0‖
2
E1(T∗)
≤ C‖f‖2
E0(T∗)
+ ‖e−tAu0‖
2
E1(T∗)
and ‖e−tAu0‖
2
E1(T∗)
= ‖(A+ 1)e−tAu0‖
2
E0(T∗)
.
By Proposition 4.3 for r = 1/4C one has for ‖u∗0‖
2
E1(T∗)
< B(r, C) that u ∈ Br,T∗,u0 . So first, note
that since ‖f‖2
E0(T )
< ∞, for any δ > 0, there is a τ > 0 and m ∈ N such that T = τm, and with
Ij = ((j− 1)τ, jτ), 1 ≤ j ≤ m, such that ‖f‖
2
E0(Ij)
< δ. Hence for δ = (1/2C)B(r, C), one has a partition
into finitely many intervals Ij where ‖u
∗
0‖
2
E1(Ij)
≤ 12B(r, C) + ‖e
−tAu0‖
2
E1(Ij)
.
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Now, the aim is to find for each Ij a partition into finitely many subintervals I, where ‖e
−tAu0‖
2
E1(I)
<
1
2B(r, C). To this end, compute for an interval I = [τ, σ] ⊂ Ij using Parsevals’s equality
‖(A+ 1)e−tAu(τ)‖2
E0(I)
=
∫ σ
τ
∑
k∈Z3
(a(k) + 1)2
(a(k) + 1)
e−2ta(k)|uˆ(τ, k)|2dt
=
∑
k∈Z3\{0}
(a(k) + 1)
−2a(k)
(e−2a(k)σ − e−2a(k)τ )|uˆ(τ, k)|2dt+
∫
I
|uˆ(τ, 0)|2dt
=
∑
k∈Z3\{0}
(a(k) + 1)
2a(k)
(1− e−2a(k)|I|)e−2a(k)τ |uˆ(τ, k)|2dt+
∫
I
|uˆ(τ, 0)|2dt
≤ Cmax{1, 2Ca|k|min}|I| ·
(
‖u(0)‖2L2(Ω) + ‖f‖
2
L2(0,T ;D(A−1/2))
)
where a(k) denotes the symbol of A,
|k|min := min{|a(k)| : k ∈ Z
3 \ {0}} and Ca = max
k∈Z3\{0}
{
(a(k) + 1)
2a(k)
e−2a(k)T
}
,
and one uses that |1 − e−2a(k)t| ≤ 2tkmin for 2tkmin ≤ 1. In the last inequality (2.6) has been used to
estimate ‖u(τ)‖2L2 and
∫
I |uˆ(τ, 0)|
2dt ≤ |I|‖u‖2L∞(0,T ;L2). Hence, with C1 = Cmax{1, 2Ca|k|min} and
|I| = min
 14C1 (‖u(0)‖2L2(Ω) + ‖f‖2L2(0,T ;D(A−1/2)))B(r, C), 1/2kmin
 one has ‖e−tAu0‖2E1(I) ≤ 14B(r, C),
and since this is a uniform time step global existence follows by induction in finitely many steps. 
The proof for the case of the hyper-viscous primitive equations is analogous to the above using
Lemma 4.6 instead of Lemma 4.5.
Proposition 4.8 (Global strong well-posedness for the hyper-viscous primitive equations). Let the op-
erator A be as in Theorem 3.2 (i) or (ii). Then for each
v0 ∈ L
2
σ(Ω) and f ∈ L
2(0, T ;D(A−1/2)),
there is a unique solution v ∈ E1(T ) to HPEA, and it satisfies the energy equality
‖v(t)‖2L2(Ω) + 2
∫ t
0
‖A1/2v(s)‖2L2(Ω)ds = ‖v(0)‖
2
L2(Ω) + 2
∫ t
0
f(s) · v(s)ds, 0 < t ≤ T.(4.6)
4.4. Weak-strong uniqueness.
Proof of Theorem 3.1 and 3.2(a). Let us be the global strong solution given in Proposition 4.7, and uw
be any weak solution to (HNSA) both for data u0 and f . Using the regularity of strong solution us and
an approximation argument by smooth functions with respect to time, the strong solution can be inserted
as test function in the definition of weak solutions uw, i.e, one obtains for t ∈ (0, T ) multiplying it by two
−2
∫ t
0
uw · ∂tus +A
1/2uw ·A
1/2us − (uw · ∇uw) · us = 2uw(t) · us(t)− 2‖u(0)‖
2
L2 − 2
∫ t
0
f · us.
Adding amongst others this to the energy inequality EINS and the energy equality from Proposition 4.7
and using further standard arguments one obtains for δ = us−uw with δ(0) = 0, cf. [10, Proof of Theorem
X.3.1]
‖δ(t)‖2L2 + 2
∫ t
0
‖A1/2δ(s)‖2L2ds ≤ 2
∫ t
0
(δ · ∇δ) · us.
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It remains now to estimate the right-hand side. If A is as in Theorem 3.1 (i) then one estimates∫ t
0
(δ · ∇δ) · us ≤
∫ t
0
‖δ‖L2‖δ‖L12‖∇us‖L12/5
≤ C
∫ t
0
‖δ‖L2‖δ‖H5/4‖∇us‖H1/4
≤ C
∫ t
0
‖δ‖2L2‖us‖
2
D(A1/2) +
∫ t
0
‖δ‖2D(A1/2)
≤ C
∫ t
0
‖δ‖2L2(‖us‖
2
D(A1/2) + 1/C) +
∫ t
0
‖A1/2δ‖2L2 .
Now, one can compensate the term
∫ t
0‖A
1/2δ‖2L2 into the left-hand side to obtain
‖δ(t)‖2L2 +
∫ t
0
‖A1/2δ(s)‖2L2ds ≤ C
∫ t
0
‖δ‖2L2(‖us‖
2
D(A1/2) + 1/C),
and then the claim follows using the regularity of the strong solutions and Gro¨nwall’s inequality.
If A is as in Theorem 3.1 (ii) one estimates as in the proof of Lemma 4.6∫ t
0
(δ · ∇δ) · us ≤ C
∫ t
0
‖δ‖2D(A1/4)‖∇us‖L2 ≤
∫ t
0
‖δ‖D(L2)‖δ‖D(A1/2)‖∇us‖L2
≤ C
∫ t
0
‖δ‖2L2‖us‖
2
D(A1/2) +
∫ t
0
‖δ‖2D(A1/2)
using the interpolation inequality ‖δ‖2
D(A1/4)
≤ ‖δ‖L2‖δ‖D(A1/2). The claim follows then as above.
Similarly for the primitive equations, let δ = vs − vw, where vw denotes any weak solution and vs the
strong solution from Proposition 4.8, then one shows, analogously to [11, Section 5], that
‖δ(t)‖2L2 + 2
∫ t
0
‖A1/2δ(s)‖2L2ds ≤
∫ t
0
(δ · ∇δ) · vs(4.7)
and estimates in the case of A as in Theorem 3.2 (i)∫ t
0
(δ · ∇δ) · us ≤
∫ t
0
‖δ‖L2‖δ‖L5‖∇us‖L10/3 ≤ C
∫ t
0
‖δ‖L2‖δ‖H9/10‖∇us‖H3/5
≤ C
∫ t
0
‖δ‖2L2‖us‖
2
D(A1/2) +
∫ t
0
‖δ‖2D(A1/2).
If A is as in Theorem 3.2 (ii) as in the proof of Lemma 4.6∫ t
0
(δ · ∇δ) · us ≤ C
∫ t
0
‖δ‖D(A1/8)‖δ‖D(A3/8)‖∇us‖L2 ≤ C
∫ t
0
‖δ‖D(L2)‖δ‖D(A1/2)‖∇us‖L2
≤ C
∫ t
0
‖δ‖2L2‖us‖
2
D(A1/2) +
∫ t
0
‖δ‖2D(A1/2)
using the interpolation inequalities ‖δ‖D(A1/8) ≤ ‖δ‖
3/4
L2 ‖δ‖
1/4
D(A1/2)
and ‖δ‖D(A3/8) ≤ ‖δ‖
1/4
L2 ‖δ‖
3/4
D(A1/2)
.
The claim now follows as above by a compensation argument, the regularity of strong solutions and
Gro¨nwall’s inequality. 
4.5. Convergence. Note first that by the energy equality the sequences (uεn) and (vεn) of solutions
to (HNSA) and (HPEA), respectively, are uniformly bounded in C
0([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)) by
(2.6). Hence, there are weakly convergent subsequences in Cw(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)). Strong
convergence is now proven via a compactness argument.
Theorem 4.9 (Aubin-Lions Lemma, cf. Chapter III, Theorem 2.1 in [37]). Let X0 ⊂ X ⊂ X1 be Banach
spaces such that
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(i) X0, X1 are reflexive,
(ii) the injection X0 →֒ X is compact.
Let T ∈ (0,∞) and α0, α1 > 1, then the embedding
{v ∈ Lα0(0, T ;X0) : vt ∈ L
α1(0, T ;X1)} →֒ L
α0(0, T ;X)
is compact.
Set AH = 1/ε(A+ν∆), ν, ε > 0, i.e. A = −ν∆+εAH . Consider first the solutions to the hyper-viscous
Navier-Stokes equations.
Lemma 4.10. Let uεn, εn > 0, as in Theorem 3.1 (b), then for s > 5/2
‖∂tuεn‖L2(0,T ;H−s) ≤ C(‖u0‖L2 , ‖f‖L2(0,T ;H−1)), n ∈ N.
Proof. Let
X0 = H
−s
per,σ(Ω) and X1 = {u ∈ X0 :
|a(k)|2
(1 + |k|2)s
|uˆ(k)|2 <∞},
then A with domain D(A) = X1 defines a self-adjoint operator in X0. One defines for a Hilbert space X
an extension operator
Eχ = χ · Eper ◦ Eeven : H
1(0, T ;X)→ H1(R;X)
by even reflectionEeven : H
1(0, T ;X)→ H1(−T, T ;X) at 0, periodic continuation byEper : H
1(−T, T ;X)→
H1(R;X) and multiplication by a sufficiently smooth cut-off function χ with suppχ ⊂ [−2T, 2T ]. This
operator extends to the corresponding L2-space. Moreover,
(∂t +A)Eχuεn = χ
′EperEevenuεn + EχF(uεn , uεn) + Eχf.(4.8)
Now, taking Fourier transform in time and Fourier series in space, one obtains
‖(∂t +A)Eχuεn‖E0(R) = C
∑
k∈Z3
∫
R
|iτ + a(k)|2|Êχuεn(τ, k)|
2dτ ≥ ‖∂tEχu‖E0(R) ≥ c‖∂tuεn‖E0(T ),
for some C, c > 0, using the ellipticity of the symbol a(k) of A, where
ϕˆ(τ, k) =
1
2π
∫
R
∫
Ω
ϕ(t, x, y, z)eik·(x,y,z)eiτtdx dy dz dt.
Hence by (4.8) and using the boundedness of the extension operator
‖∂tuεn‖E0(T ) ≤ C
(
‖uεn‖E0(T ) + ‖F(uεn , uεn)‖E0(T ) + ‖f‖E0(T )
)
.
Choosing s > 5/2, one has L1(Ω) →֒ H−s+1per,σ (Ω), and hence using (2.6)
‖F(uεn , uεn)‖L2(0,T ;H−s) =
(∫ T
0
‖Pσdiv (uεn ⊗ uεn)‖
2
H−s
)1/2
≤ ‖uεn‖
2
L2(0,T ;L2)
≤ CT (‖u(0)‖2L2 + ‖f‖
2
L2(0,T ;H−1)), n ∈ N.
Also, using the embeddings H−sper,σ(Ω) →֒ L
2(Ω) and D(A−1/2) →֒ H−1per,σ(Ω) one obtains for some C > 0
‖uεn‖E0(T ) ≤ CT ‖uεn‖
2
L∞(0,T ;L2) and ‖f‖E0(T ) ≤ C‖f‖L2(0,T ;H−1)
which concludes the proof using again (2.6). 
Proof of Theorem 3.1 (b). First, by Lemma 4.10 one can apply Theorem 4.9 with α0 = 2, α1 = 2 and
X1 = H
−s
per,σ(Ω), X0 = H
1
per,σ(Ω), X = H
1−δ
per,σ(Ω), δ ∈ (0, 1], s > 5/2.
Hence strong convergence follows from the compact embedding.
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Second, one shows that the energy inequality holds. The strong convergence above implies convergence
in L2(0, T ;H−1) and therefore for fixed test function ϕ one has∫ t
s
ε(AH)
1/2uε · (AH)
1/2ϕ ≤ ε‖uε‖L2(0,T ;L2(Ω)))‖ϕ‖L2(0,T ;D(A)) → 0 as ε→ 0,
where AH = ∆
2
H or AH = (−∆)
5/4, and furthermore due to the weak convergence∫ t
0
f(τ) · uε(τ)dτ →
∫ t
0
f(τ) · u(τ)dτ as ε→ 0.
Hence the energy inequality follows from weak convergence, and the limit function satisfies the Navier-
Stokes equations in the weak sense for test functions ϕ ∈ C1([0, T ];D(A1/2))∩L2(0, T ;D(A)). In partic-
ular for the non-linear term it follows from the strong convergence in L2(0, T ;H3/4(Ω)) that∫ t
0
[(uε · ∇uε)− (u · ∇u)] · ϕ
≤ C‖uε − u‖L2(0,T ;H3/4)(‖uε‖L2(0,T ;H3/4) + ‖u‖L2(0,T ;H3/4)‖∇ϕ‖L2(0,T ;L2))→ 0 as ε→ 0.
The various terms define continuous functionals even for ϕ ∈ C1([0, T ];D((−Pσ∆)
1/2))∩L2(0, T ;D(−Pσ∆)).
By continuity and density of D(A) ⊂ D(−Pσ∆) this carries over to the larger class of test functions
ϕ ∈ C1([0, T ];D((−Pσ∆)
1/2)) ∩ L2(0, T ;D(−Pσ∆)). 
Lemma 4.11. Let vεn , ε > 0 as in Theorem 3.2 (b), then for s > 5/2
‖∂tvεn‖L2(0,T ;H−s) ≤ C(‖u0‖L2, ‖f‖L2(0,T ;H−1)), n ∈ N.
Proof. The proof is similar to the one of Lemma 4.11, and here one estimates the non-linearity by∫ T
0
‖Pσ¯div (u(vεn)⊗ vεn)‖
2
H−s ≤
∫ T
0
‖u(vεn)⊗ vεn‖L1 ≤
∫ T
0
‖w(vεn)‖
2
L2‖vεn‖
2
L2 + ‖vεn‖
4
L2
≤ C‖vεn‖
2
L∞(0,T ;L2)‖vεn‖
2
L2(0,T ;H1) + C‖vεn‖
4
L∞(0,T ;L2)
≤ C(‖v0‖
2
L2 + ‖f‖
2
L2(0,T ;H−1))
2, n ∈ N.
Here, one has used that Pσ¯ is bounded in H
s
per(Ω). Hence, ‖∂tvε‖
2
L2(0,T ;H−sper)
is uniformly bounded. 
Proof of Theorem 3.2 (b). By Lemma 4.10 one can apply Theorem 4.9 with α0 = 2, α1 = 2 and
X1 = H
−s
per,σ¯(Ω), X0 = H
1
per,σ¯(Ω), X = H
1−δ
per,σ¯(Ω), δ ∈ (0, 1], s > 5/2
Hence strong convergence follows from the compact embedding.
The energy inequality holds since the strong convergence implies convergence in L2(0, T ;H−1(Ω)) and
therefore for fixed test function ϕ one has∫ t
s
ε(AH)
1/2vε · (AH)
1/2ϕ ≤ ε‖vε‖L2(0,T ;L2(Ω)))‖ϕ‖L2(0,T ;D(A)) → 0 as ε→ 0,
where AH = ∆
2
H or AH = (−∆)
8/5. Hence the energy inequality follows from weak convergence,
and the limit function satisfies the primitive equations in the weak sense for ϕ ∈ C1([0, T ];D(A1/2)) ∩
L2(0, T ;D(A)). This extends by continuity to ϕ ∈ C1([0, T ];D((−Pσ¯∆)
1/2)) ∩ L2(0, T ;D(−Pσ¯∆)). In
particular for the non-linear term it follows from the regularity of v that∫ t
0
(u(v) · ∇v) · ϕ ≤ ‖w(v)v + v ⊗ v‖L2(0,T );L1)‖ϕ‖L2(0,T ;H2)
≤ C‖v‖L2(0,T ;H1)‖v‖L∞(0,T ;L2)‖ϕ‖L2(0,T ;H2),
where one uses anisotropic Ho¨lder’s inequalities with respect to time and space and H2(Ω) →֒ L∞(Ω).
By density of D(A) ⊂ D(−Pσ¯∆) this carries over to the larger class of test functions. 
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