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The class of typed template dependencies is a class of data dependencies that includes 
embedded multivalued and join dependencies. It is shown that the implication and the_/Inite 
implication problems for this class are unsolvable. An immediate corollary is that this class 
has no formal system for finite implication. It is also shown how to construct a finite set of 
typed template dependencies whose implication and finite implication problems are 
unsolvable. The class of projected join dependencies is a proper subclass of the above class, 
and it generalizes slightly embedded join dependencies. It is shown that the implication and 
the finite implication problems for this class are also unsolvable. An immediate corollary is 
that this class has no universe-bounded formal system for either implication or finite 
implication. 
1. INTR~OUCTI~N 
In the relational model one views the database as a collection of relations, where 
each relation is a set of tuples over some domain of values [ 141. One notable feature 
of this model is its being almost devoid of semantics. A tuple in a relation represents 
a relationship between certain values, but from the mere syntactic definition of the 
relation one knows nothing about the nature of this relationship, not even if it is a 
one-to-one or one-to-many relationship. 
Two approaches have been taken to remedy this deficiency. The first approach is 
to extend the relational model to capture more semantics [ 161. The second approach, 
which is the basis for this paper, is to devise means to specify the missing semantics. 
These semantic specifications are often called semantic or integrity constraints, since 
they specify which databases are meaningful for the application and which are 
meaningless. Thus, the database schema is conceived as a syntactic specification 
accompanied by a semantic specification. 
Several approaches have been taken with regard to integrity constraints. Of 
particular interest are the constraints called data dependencies, or dependencies for 
short. Essentially, dependencies are sentences in first-order logic stating that if some 
tuples, fulfilling certain equalities, exist in the database then either some other tuples 
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must also exist in the database or some values in the given tuples must be equal. The 
study of dependencies began with the functional dependencies in [ 151. After the 
introduction of multivalued dependencies in [ 17,3 1 ] the field became chaotic for a 
few years in which researchers introduced many new classes of dependencies. 
Recently, two unifying formalisms have been suggested and turned out to be 
equivalent. The class of tuple and equality-generating dependencies [8, 18 ‘1 which is 
equivalent to the class of algebraic dependencies [30], seems to contain most cases of 
interest. 
Most of the papers in dependency theory deal exclusively with various aspects of 
the implication problem, i.e., the problem of deciding for a given set of dependencies 
C and a dependency o whether ,Z logically implies o. The reason for the prominence 
of this problem is that an algorithm for deciding implication of dependencies enables 
us to decide whether two given sets of dependencies are equivalent or whether a given 
set of dependencies is redundant. A solution for the last two problems seems a 
significant step towards automated database schema desigp [3-51, which some 
researchers see as the ultimate goal for research in dependency theory [6]. Real life 
databases are inherently finite. When we restrict our attention to finite databases we 
face the finite implication problem, which is independent of the implication problem. 
The class of tuple and equality generating dependencies is quite expressive-in 
fact, expressive enough to render unsolvable the implication and the finite implication 
problems for this class [8, 13,271. A proper subclass is the class of template depen- 
dencies [26], which is general enough to contain embedded multivalued dependencies 
[ 171, embedded join dependencies [ 221, and projected join dependencies [ 301. 
Usually, we require that no value appear in two different columns of a relation. 
Such relations are called typed relations, and dependencies dealing with such relations 
are called typed dependencies. If we give up this restriction then we get untyped 
relations and dependencies. Untyped template dependencies are much more expressive 
than typed template dependencies, and their implication and finite implication 
problems are unsolvable [7, 121. However, the status of the implication and finite 
implication problem for typed template dependencies was left open by the above 
mentioned papers. 
A possible way to prove solvability is to show that implication is equivalent to 
finite implication [8]. The refutation of this possibility for typed template depen- 
dencies in [ 191 indicated that the problems are more likely to be unsolvable. 
The main result in the paper is that the implication and the finite implication 
problems for projected join dependencies are unsolvable. The proof has three essential 
steps. First, we reduce the problems for untyped template and equality-generating 
dependencies to the corresponding problems for typed dependencies, we then 
eliminate the equality-generating dependencies, and finally we reduce the problems 
further to the corresponding problems for projected join dependencies. 
The outline of the paper is as follows. In Section 2 we give the basic definitions. In 
Section 3 we show how to translate untyped tuples and relations to typed ones. This 
’ These dependencies are called embedded implicational dependencies in [ 181. 
PROBLEMS FORTYPED TEMPLATE DEPENDENCIES 5 
translation is used in Section 4 to reduce the problems for untyped dependencies to 
the corresponding problems for typed dependencies in a very elegant way. Since we 
view a template dependency as a pair consisting of a tuple and a relation, we use the 
translation to translate untyped dependencies to typed ones, and we also use it to 
translate untyped counterexample relations to typed ones. In Section 5 we show some 
consequences of the results in Section 4. Mainly, we show that there is a finite set of 
typed template dependencies whose implication and finite implication problems in the 
class of typed template dependencies are unsolvable. Finally, in Section 6 we use the 
reduction technique of (301 to reduce the problems for typed template dependencies 
to the corresponding problems for projected join dependencies. We end that section 
with a discussion of formal systems for projected join dependencies. We distinguish 
between systems that are universe-bounded and those that are not, and show that the 
class of projected join dependencies cannot have a sound and complete formal system 
of the first kind, but it does have such a system of the second kind. We conclude in 
Section 7 with some remark on the implication problem for embedded multivalued 
dependencies. 
A preliminary version of this paper appeared in [29]. Unsolvability of the 
implication and the finite implication problem for projected join dependencies was 
shown independently by Gurevich and Lewis [20]. However, our results for template 
dependencies are stronger, since we show a specific set of dependencies for which the 
problems are unsolvable. 
2. BASIC DEFINITIONS 
2.1. Attributes, Tuples, and Relations 
Attributes are symbols taken from a given finite set U called the universe. All sets 
of atrributes are subsets of the universe. We use the letters A, B, C,..., to denote 
attributes and X, Y,..., to denote sets of attributes. We do not distinguish between the 
attribute A and the set {A}. The union of X and Y is denoted by XY, and the 
complement of X in U is denoted by X. 
Let U be a universe. With each attribute A is associated an infinite set called its 
domain, denoted DOM(A). The domain of a set of attributes X is DOM(X) = 
U,,, DOM(A). An X-value is a mapping w: X-1 DOM(X), such that w(A) E 
DOM(A) for all A E X. An X-relation is a nonempty set (not necessarily finite) of X- 
values. We will often use “relation” instead of “U-relation.” A tuple is a U-value. We 
use a, b, c ,..., to denote elements of the domains, s, t, u ,..., to denote tuples, and Z, J ,..., 
to denote relations. 
For a tuple w and a set Y s U we denote the restriction of w to Y by w[ Y]. We do 
not distinguish between w[A], which is an A-value, and w(A), which is an element of 
DOM(A). Let Z be an X-relation, and let Y s X. Then the projection of Z on Y, 
denoted Z[Y], is a Y-relation Z[Y] = {w[Y]: w E I}. The set of all attribute values in 
an X-relation Z is VAL(Z) = U,,, Z[A]. For an X-value w, VAL(w) stands for 
VAL({w}). 
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2.2. Mappings and Valuations 
We often use mappings whose domain is a subset of DOM(U). Let w be an X- 
value, and let a be a mapping defined on VAL(w). Then we define a(w) as a 0 w, 
(i.e., a composed with w). Thus, a(w) is a mapping from the domain of w to the range 
of a. A valuation is a partial mapping a: DOM(U) -+ DOM(U) such that if a(a) is 
defined then a(a) E DOM(A) for all A E U and a E DOM(A). We say that a is a 
valuation on a tuple w (a relation I) if a is defined exactly on VAL(w) (VAL(Z)). Let 
a be a valuation on a relation Z, and let w be a tuple. An extension of a to w is a 
valuation on Z U {w} that agrees with a on VAL(Z). 
2.3. Dependencies and Implication 
For any given application only a subset of all possible relations is of interest. This 
subset is defined by constraints that are to be satisfied by the relations of interest. A 
class of constraints that was intensively studied is the class of the so called data 
dependencies. 
A template dependency (td) [26] says that if some tuples, fulfilling certain 
equalities, exist in the relation, then necessarily some tuple (possibly with some 
components unspecified) exists in the relation. Formally, a td is a pair (w, Z) of a 
tuple w and a finite relation I. It is satisfied by a relation J, denoted .Z b (w, Z), if 
every valuation a on Z such that a(Z) c J can be extended to w so that a(w) E J. If for 
a set V of attributes we have VAL(w[ V]) E VAL(Z), then (w, Z) is called V-total. If 
VAL(w) s VAL(Z) then (w, Z) is called total. 
An equality-generating dependency (egd) [8] says that if some tuples, fulfilling 
certain equalities, exist in the relation, then necessarily these tuples satisfy some other 
equality. Formally, an egd is a pair (a = b, Z) of an equality a = b and a finite 
relation Z, where a, b E VAL(Z). It is satisfied by a relation J, denoted J I= (a = b, Z), 
if for every valuation a on Z such that a(Z) G .Z we have a(a) = a(b). 
A functional dependency (fd) [ 151 says that if two tuples agree on some of their 
attributes, then necessarily they agree also on other attributes. Formally, an fd is a 
statement X -+ Y for some sets of attributes X and Y. It is satisfied by a relation J, 
denoted J + X + Y, if for any two tuples u, ZI E J, if u[X] = v[X] then u[ Y] = u [ Y]. 
Clearly, an fd is equivalent to a finite set of egd’s. Thus, we view the class of egd’s as 
containing the class of fd’s. 
From now on let x denote a finite set of dependencies and let (T, t?, and r~ denote 
individual dependencies. When we want to specify explicitly the universe U we talk 
about U-dependencies. We say that C implies CT, denoted Z: i= o, if Z + E entails Z k u 
for every relation I. C finitely implies o, denoted x kfrs‘, if I k ,T entails Z + u for 
every finite relation I. 
Let Y be a class of dependencies. The implication problem for Y is to decide, given 
.E E Y and c E Y, whether z I= a. The finite implication problem for Y is to decide, 
given E G Y and II E Y, whether x kscr. Clearly, if C K o then also z l=fu, but in 
principle we can have z k,cr, but 2: k u. Furthermore, since dependencies can be 
expressed as first-order sentences [18,27], the sets ((2, a): Cb a} and {(E, a): 
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E Ffa} are recursively enumerable. Consequently, if Z kfu entails Z k u then not 
only are the two problems equivalent but they are also solvable [8]. 
2.4. Untyped and Typed Dependencies 
Until now we have not said anything about the relationship between domains of 
different attributes. We now present the two extremes. If we assume that all attributes 
have the same domain, i.e., if the universe is U = A 1 - * + A, and 
DOM(U) = DOM(A ,) = . . - = DOM(A,), 
then the universe, tuples, relations, and dependencies are called untyped. If, on the 
other hand, we assume that different attributes have disjoint domains, i.e., A #B 
entails DOM(A) n DOM(B) = 0, then the universe, tuples, relations, and depen- 
dencies are called typed. In this case, if (a = b, I) is an egd, then a and b must belong 
to the domain of the same attribute. 
Let us now fix a universe U’ = A’B’C’ for the untyped case, and let 
DOM’ = DOM(U’) = DOM(A’) = DOM(B’) = DOM(C’). 
We denote an untyped tuple w by (w[A’], w[B’], w[C’]). Beeri and Vardi [7] have 
shown that the implication and the finite implication problems for untyped td’s and 
egd’s are unsolvable. In fact their result is even stronger. 
THEOREM 1 [7]. There is an untyped egd r~ such that the sets, 
{Z: Z is a set of untyped td’s and egd’s and 2 + u] 
and 
{Z: C is a set of untyped td’s and egd’s and Z +,a], 
are not recursive, even for Z’s that satisfy the following conditions: 
(1) All td’s in C are A/B’-total. 
(2) A’B’ + C’ is in Z. 
3. TRANSLATING UNTYPED TUPLES AND RELATIONS TO TYPED ONES 
We use a typed universe U = ABCDEF. To every element a E E DOM’ there 
correspond three distinct elements a1 E DOM(A), a2 E DOM(B), and a3 E DOM(C). 
DOM(A), DOM(B), and DOM(C) have also special elements a0, b0, and Co, 
correspondingly. Thus DOM(A) = {aO} U {a’: a E DOM’}, DOM(B) = {bO} U 
{b*: b E DOM’}, and DOM(C) = {CO} U {c’: c E DOM’]. The other domains are: 
DOM(D) = (do} u { w: w is an untyped tuple}, DOM(E) = {eO} U DOM’ and 
DOM(F) = (f0, f l,...}. 
We denote a typed tuple w by (w[A],..., w[F]). 
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We use mappings between DOM’ and DOM = DOM(A) U ..+ U DOM(F). Three 
such mappings are the one-to-one mappings i, *, and 3 defined earlier. The inverse 
mapping is q0: q(a’) = ~(a’) = ~(a’) = a. 
The basic idea is to represent an untyped tuple w = (a, b, c) by a typed tuple 
T(w) = (a’, b*, c3, w, eO,fl). Note that q(T(w)[ABC]) = w. To represent an untyped 
relation by a typed one we have to encode the information that a i, a*, and u3 are just 
three names for the same element. For this we use the typed tuple N(u) = 
(a’, a*, u3, do, a, fl ). We also use a typed tuple s = (~0, b0, CO, do, e0, J-0). Now we 
represent an untyped relation Z by replacing every tuple w E Z by T(w), by adding 
N(u) for every a E VAL(Z) and by adding s, that is, 
T(Z) = (U T(w)) ” ( u 
W~I acVAL(I) 
EXAMPLE 1. Let Z be the untyped relation 
A’ B’ C’ 
WI a b C 
W2 b a c 
7’(Z) is the typed relation 
A B c D E F 
s a0 
WV,) a’ 
T(wJ b’ 
N(a) a’ 
N(b) b' 
NC) C’ 
b0 co d0 eo 
b1 c’ w, e0 
t-0 
tf ;: y; a 
b2 b' d0 b 
C2 c’ d0 C 
We now make a few observations on T. First, T is a monotone operator on 
relations, i.e., ZG J entails T(Z) G T(J). Second, T preserves finiteness, i.e., if Z is 
finite then T(Z) is also finite. Furthermore, if we restrict our attention to finite 
relations, then T can be viewed as an effective translation. Finally, T(Z) has a very 
specific structure. In particular, it satisfies certain functional dependencies. 
LEMMA 1. Let Z be an untyped relation. Then 
T(Z) k= {AD --t U, BD + U, CD + U, ABCE --) U}. 
Proof. Let us show that T(I) k AD -+ U (the proof for BD + U and CD -+ U is 
analogous.) Let u, v E T(Z) and u[AD] = v[AD]. If u # v then u[D] = v[D] = do. If 
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u = s then 2, = s and vice versa, because a0 # u’ for all Q E DOM’. It follows that 
u = N(a) for some a E VAL(I). But then v = N(a) because ’ is one-to-one. 
Necessarily, u = U. 
Let us now show that T(I) i= ABCE + U. Let u, u E r(1) and u[ABCE] = 
u[ABCE]. If u # u then u[E] = v[E] = e0. If u = s then u = s and vice versa, because 
a0 # ur for all a E DOM’. It follows that u = T(p) and u = T(q) for some p, q E I. 
But u[ABC] = v[ABC] entails p = q, because ‘, ‘, and 3 are one-to-one. Necessarily, 
u=v. I 
4. THE REDUCTION 
Our goal is to reduce the (finite) implication problem for untyped td’s to the 
(finite) implication problem for typed td’s via a many-to-one reduction. So far we 
have shown how to translate untyped tuples and relations to typed ones. To translate 
an untyped td o = (w, J) to a typed td, we translate both the antecedent I and the 
consequent w, i.e., T(a) = (T(w), T(I)). The translation of egd’s is simpler: 
T((u = b, I)) is (a’ = b’, T(1)). 
EXAMQPLE 2. Let u be the untyped td( w, I), I = {u ) 
A B c 
W b a d 
u a b C 
T(o) is the typed td(T(w), T(I)) 
A B c D E F 
T(w) b’ a2 d3 W e0 fl 
T(Z) a0 
a’ 
a1 
b’ 
C' 
b0 
;: 
b2 
C2 
co d0 e0 
eo ; 
:: d”o a 
d0 :’ d0 b ;: C fl 
We now define the translation function T on sets of untyped td’s and egd’s so that 
given untyped Z and u, Z k CJ iff T(Z) F T(a) and Z kfu iff T(Z) kf T(u). Thus, 
given an untyped relation I such that I k Z but I & u*, we have T(1) b T(Z) but 
’ Such a relation is called a counterexample relation for the implication C kc,) u. 
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T(Z) k T(o). We also define T-l, the “inverse” of T, that translates typed relations 
into untyped ones, so that given a typed relation Z such that Z F T(X) but Z H- T(o), 
we have T-‘(I) k C but T-‘(Z) k o. Both T and T- ’ preserve finiteness, which 
makes the reduction conservative. That means that both the finite implication 
problem and the implication problem are reduced simultaneously. 
Our first candidate for T(z) is {T(B): 8 E Z}. Indeed, as Lemma 2 shows, that 
works fine in one direction, from Z b ,Y and Z k c to T(Z) k T(z) and T(Z) k? T(o). 
Because of Theorem 1, we do not have to deal with arbitrary untyped td’s but only 
with A’B’-total untyped td’s, i.e., untyped td’s (w, Z), where VAL(w[A’B’]) c 
VAL(Z). 
LEMMA 2. Let Z be an untyped relation, let B be an A’B’-total untyped td, and let 
q be an untyped egd. Then Z k 8 if and only if T(Z) k T(8), and Z I= v if and only if 
T(Z) I= T(V). 
Proof. Let 8 be (w, J), w = {a, b, c), and let r~ be (a = b, J). 
ZJ Suppose that T(Z) F T(B) and r(Z) + T(q). Let a be a valuation on J such that 
a(J) E Z. Define a valuation /3 on 7’(J) as follows: p is the identity on {aO, b0, c0, 
do, e0, f0, fl }, /3(d’) = a(d)‘, and /3(d) = a(d) for all d E VAL(Z), and P(t) = a(t) for 
all tEJ. Let t=(d,e,f)EJ. Then T(t)=(d’,e2,f3,t,e0,fl) and 
@(r(t)) = (o(d)‘, o(e)‘, u(f)3, u(Q eO,fl) = 2@(t)). 
Let d E VAL(J). Then N(d) = (d’, d2, d3, do, d,fl) and 
P(N(d)) = (a(d)‘, o(d)‘, a(d)3, do, o(d), fl> = N(U)). 
Also, p(s) = s, so we get p(T(J)) = T(a(J)) c T(Z). Since T(Z) I= T(B), P can be 
extended to T(w) so that p(T(w)) E T(Z). But /?(a’) = a(a)’ # a0, so @(T(W)) # s. 
That is, there is a tuple u E Z such that p(T(w)) = T(u), because @(eO) = e0. If c E 
VAL(J) then 
o(w) = (o(a), o(b), o(c)) = rp(@(a ‘), 0% P(c”))) 
= q@(T(w))[ABC]) = &T(u)[ABC]) = u E I. 
Otherwise, we define a(c) = q@(c”)) and get a(w) = u. Thus, Z I= 8. Since T(Z) F T(q), 
we have a(a)’ = ,8(a’) =P(b’) = a(b)‘, so a(a) = a(b), because Z is one-to-one. Thus, 
z+ r. 
Only if: Suppose that Z k 0 and Z i= q. Let a be a valuation on Z(J) such that 
a(T(J)) G T(Z). If 1 a(T(J))I = 1 then a(T(J)) = { } f u or some u E r(Z). It is easy to see 
that in this case a(a’) = a(b’) and a can be extended to T(w) so that a(T(w)) = 
u E T(Z), so we can assume that la(T(J))I > 1. We now show that a maps T(J) to 
T(Z) in a very specific way. 
Claim 1. a(T(.Z) - {s}) E T(Z) - {s}. 
Assume to the contrary that there is a tuple u E T(J) - {s} such that a(u) = s. 
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Then a(f1) = fo. But f0 has a unique occurrence in T(Z), so it follows that 
c@(J) - {s}) = {s}. Th us, a(d0) = d0 and a(e0) = e0. But every u E Z(Z) - {s} either 
u[D] # d0 or u[E] # e0, so necessarily a(s) = s and ](r(J))/ = l-contradiction. 
Claim 2. a(s)=s. 
Assume to the contrary that there is a tuple u E Z such that a(s) = T(U). Then 
a(dO) = u. But u has a unique occurrence in T(Z), so it follows that for all d E 
VAL(.Z), a(N(d)) = T(u). Let v = (e, f, g) E J. Then a(N(e)) = a(N(f)) = a(N(g)) = 
T(u); i.e., a(e’) = T(u)[A], a(f’) = T(u)[B], and a(g”) = T(u)[C]. Also, a(e0) = e0 = 
T(u)[E], and consequently, a(T(v)[ABCE]) = T(u)[ABCE]. By Lemma 1, T(Z) + 
ABCE + U, so a(T(u)) = T(u). It follows that 1 a(T(J))j = l--contradiction. 
If a(s) # s, then the only other possibility is that there is a value d E VAL(Z) such 
that a(s) = N(d). Then a(e0) = d. But d has a unique occurrence in T(Z), so it follows 
that for all u E J, a(T(u)) = N(d). If e E VAL(J), then there is a tuple ZI E .Z such that 
either U[A’] = e, or v[B’] = e, or v[C’] = e; so either T(o)[A] = ei, T(V)[B] = e*, or 
T(v)[C] = e3. But a(T(v)) = N(d), so either a(e’) = N(d)[A], a(e’) = N(d)[B], or 
a(e”) = N(d)[C]. Al so, a(d0) = d0 = N(d)[D], so either a(N(e))[AD] = N(d)[AD], 
a(N(e))[BD] = Nd)[BD], or a(N(e))[CD] = N(d)[CD]. By Lemma 1, r(Z) + 
(AD+ U, BD + U, CD -+ U}, so in either case a(N(e)) = N(d). It follows that 
1 a(T(J))j = l--contradiction. 
Claim 3. For every tuple u E .Z there is a tuple u E Z such that a(r(u)) = T(v). 
Assume to the contrary that a(T(u)) = N(d) for some d E VAL(Z). Then, 
a(e0) = d. But d has a unique occurrence in T(Z), so a(s) = N(d)--contradicting 
Claim 2. 
Claim 4. For each value d E VAL(.Z) there is a value e E VAL(Z) such that 
a(N(d)) = N(e). 
Assume to the contrary that a(N(d)) = T(u) for some u E I. Then a(d0) = u. But u 
has a unique occurrence in T(Z), so a(s) = Z’(u)-contradicting Claim 2. 
Claim 5. a(a’) = a(b’) and a can be extended to T(W) so that a(r(w)) E r(Z). 
Define a valuation ,Z3 on J by P(d) = p(a(d’)). /3 is well-defined, because, by 
Claim 4, a(d’) = e’ for some e E VAL(Z). Let u = (d, e, f) E J. Then, by Claim 3, 
a(T(u)) = T(v) for some ZI E I. But now, 
P(u) = q((o(d’), o(e*), o(f”))) = ~(@(u)[ABC])) = P(T(u)PBC]) = 0 E Z. 
That is, p(Z) E I. 
Since Zk 0, we have that /I can be extended to w so that /3(w) E I. Either c E 
VAL(Z) and a(c’) = Pi, or we can define a(c3) to be p(c)‘. Also, we can define 
a(W) to be j?(w), and get a(T(w)) = T@(w)) E T(Z). Thus, T(Z) k 7’(B). 
Since Zk q, we have p(a) =/I(b). But rp is one-to-one, so a(a’) = a@‘). Thus, 
T(Z) b WZ). I 
Things are more complicated when, given a counterexample relation to the 
implication T(z) k(f) T(a), we try to find a counterexample relation to the 
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implication C b(f) u. The reason for that is that the counterexample relation I’, which 
satisfies T(Z;) but not T(o), is not necessarily a translation T(Z) of some untyped 
relation I. Thus, it is not sufftcient to define T- ’ in the obvious way on the collection 
{T(J): J is an untyped relation}. On the other hand, it is not clear how to define T- ’ 
on the collection {I’: I’ is a typed relation}. 
The solution is to ensure that the typed counterexample relations have some 
structure to them. For example, we require that they satisfy the fd’s that are satisfied 
by T(Z) as in Lemma 1. But that is not enough. T(Z) also has the property that if 
T((a, b, c)) E T(Z) then also N(a), N(b), N(c) E T(Z). Unfortunately, we cannot 
express this property by td’s and egd’s, so we have to do with a weaker statement, 
saying that if T((a, b, c)) E T(Z) and also N(a), N(b) E T(Z), then also N(c) E T(Z). 
The reason that this weaker statement suffices is that we are dealing with A ‘B/-total 
dependencies. The weaker statement can be expressed by a typed td u0 = (w,,, I,), 
Z,= {s, w,, w2, w3] 
A B c D E F 
s a0 
WI al 
WZ al 
W3 bl 
b0 
b2 
a2 
b2 
CO 
c3 
a3 
b3 
d0 
dl 
d0 
d0 
e0 
e0 
f?l 
e2 
WO Cl c2 c3 d0 e3 fl 
Let z,, be the set {a,,, AD + U, BD + U, CD + U, ABCE + U). We are now in 
position to define our inverse mapping T- ‘. 
LEMMA 3. Let o be an untyped egd and let I’ be a typed relation such that 
I’ k T(o) and I’ k X,,. Then we can construct an untyped relation T- ‘(I’) = Z such 
that Zk u, for every A’B’-total untyped td 8 such that I’ != T(8) we have I+ 8, and 
for every untyped egd Q such that I’ I= T(q) we have Z k q. 
Proof Let u be (a = b, J). I’ k (a’ = b’, T(J)), i.e., there is a valuation a such 
that a(T(.Z)) c I’ but a(~‘) # a(b’). Assume, without loss of generality, that a(s) = s 
(we can always rename values to ensure that), in particular a(d0) = do, and 
a(e0) = e0. We define an equivalence relation E on VAL(Z’) as follows: d z e if d = e 
or if there is a tuple u E I’ such that u[D] = d0 and {d, e} c VAL(u[ABC]). The idea 
is that a tuple u with u[D] = d0 looks like N(c) for some c, so we want to collapse 
u [A], u[B], and u[C] to a single element. Clearly, = is reflexive and symmetric. To 
show that it is transitive, suppose that d = e, e 3 f, d # e, and e # f. That is, there 
are tuples u, v E I’ such that u[D] = v[D] = do, {d, e) c VAL(u[ABC]), and {e, f } c 
VAL(v[ABC]). Since I’ is typed, either u[A] = v[A] = e, u[B] = v[B] = e, or u[C] = 
v[C] =e; that is, either u[AD] = v[AD], u[BD] = v[BD], or u[CD] = v[CD]. But 
I’ != {AD -+ U, BD -+ U, CD -+ U}, so in either case u = v and d G f. Note that, since 
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I’ is typed, for all U, v E I’, u[A] 3 v[A] iff u[A] = v[A], u[B] = v[B] iff u[B] = u[B] 
and u[C] z v[C] iff u[C] = v[C]. 
Let p: VAL(Z’) -P DOM’ be a mapping such that p(d) = p(e) iff d = e. We define Z 
by 
Z = {p(u[ABC]): 24 E I’, u[E] = e0, u[F] = a(fl), 
and there are tuples U, , u2, u3 E I’ such that 
U,[D] = U*[D] = U,[D] = do, u,[F] = U*[Ii] = u,[F] = a(fl), 
u,[A] = u[A], z+[B] = u[B], and z+(C] = u[C]}. 
The intuition is that u looks like r((e, f, g)) and u,, u2, and uj look like N(a), N(b), 
and N(c), respectively. We say that p(u[ABC]) comes from u, u,, u2, and u3. Observe 
that if I’ is finite then so is I. 
Claim 1. Z k 0. 
We want to define a valuation /I such that j?(J) E Z but /3(a) # P(b). If d E VAL(J), 
then a(N(d)) E I’ and a(N(d)[D]) = a(d0) = do. It follows that a(#) = a(d*) = 
a(d3). We define a valuation ,!I on J by: P(d) = p(a(d’)) = p(a(d*)) = p(a(d3)). Let 
v = (d, e, f) E J. Then a(T(u)) E I’ and it is easy to verify that a(T(u)), a(N(d)), 
a(N(e)), and a(N(f)) satisfy the conditions for u, u,, u2, and u3 in the definition ofZ. 
It follows that 
Consequently, /3(Z) E I. Suppose now that P(a) = P(b), then p(a(a ‘)) = p(a(b ‘)), so 
a(a’) = a(b’). Since a@‘), a(b’) E Z’[A], by the observation above we have a(a’) = 
a(b’)--contradiction. 
Claim 2. I’ k T(8) entails Z b 8 and I’ 6 T(v) entails Z + r~. 
Let 8 be (u,K), let ?Z be (p = q, K), and let /I be a valuation on K such that 
/3(K) c I. We want to define a valuation y such that y(T(K)) c I’. Then y(p’) = y(q’) 
and y can be extended to T(u) so that 7(7’(u)) E I’. From this we will get that p(p) = 
p(q) and p can be extended to u so that /3(u) E I. Let v = (d, e,f) E K, then p(v) E I. 
That is, /3(v) comes from tuples t, t,, t,, t, E I’ such that t[F] = t, [F] = t2[F] = 
t3[F] = a(fl), t[E] = e0, tl[D] = t2[D] = t3[D] = do, t[A] = t,[A], t[B] = t2[B], 
t[ C] = t3[ C], and P(U) = p(t[ABC]). Furthermore, we claim that t, t, , t,, and t, are 
unique. 
Suppose that x satisfies the same condition as t. In particular, p(u) =p(t[ABC]) = 
p(x[ABC]), that is, t[A] E x[A], tp?] = x[B], and t[C] =x[C], and therefore 
t[ABC] = x[ABC]. But also t[E] = x[E] = e0 and I’ + ABCE -+ U, so x = t. Suppose 
that x, satisfies the same conditions as t,. In particular, xl[A] = t[A] = t,[A] and 
x,[D]=t,[D]=dO. But Z’bAD-tU, sox,=t,. Similarly, because I’ K {BD --t U, 
CD --+ U}, t2 and t, are unique. 
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We now define a valuation y on T(v), N(d), N(e), and Ndf) by: y(T(u)) = 6 
#r(d)) = tl, y(N(e)) = t,, and y(N(f)) = t, . Observe that y(d0) = do, r(d)) = e0, 
and I = cr(f1). We have to show that in a similar manner we can define y on all 
tuples in K. Thus, suppose, for example, that x = (4 g, h) E K, then P(X) comes from 
tuples y, yi , y,, y, E I’ satisling conditions analogous to the conditions above for t, 
t, , t,, and t,. In particular, P(X) = p( y[ABC]). But then /3(d) = p(t[A 1) = P( y[A I), SO 
yl[A] = y[A] = t[A] = t,[A]. Also yi[D] = ti[D] = do, so t,[AD] = y,[AD], and, 
since I’ b AD -+ U, y, = t,. It follows that defining y(T(x)) = y and y(N(d)) = y, is 
consistent with the definition y(T(v)) = t and y(N(d)) = t,. Defining y(s) = s we get 
y(T(K)) G I’. 
Let us first show that Z + r~. Since I’ + (p’ = q’, T(K)), we have y(p’) = y(qi). 
Suppose, for example, that p = $41 and q = x[B] for tuples t, x E K. Let P(t) come 
from y, yi , yz, y, E I’ and let p(x) come from z, zi , z2, z3 E I’. By the definition of y, 
we have y(N(p)) = y, and y(ZV(q)) = z2. Thus yr[A] = y(p’) = y(ql) = zZ[A]. But 
z2[D] = do, so z2[A] z z2[B]. It follows that 
Consequently, 
P(P>=P(Wl =P(Y[Al)=p(z[Bl)=P(x)[Bl =P(s>- 
Let us now show that Z I= 9. Let u = (d, e,f). Since I’ b (T(U), T(K)), we can 
extend y to T(U) so that y(T(u)) = z E I’. Our aim is now to show that 
P(z[ABC]) E I. Recall that (d, e} E VAL(K), so let z, = y(N(d)) E I’ and z2 = 
y(N(e)) E I’. We want to have some z3 that looks like #r(f)), but iff & VAL(K) 
then we do not know whether y(Ndf)) E I’. Now we have to use the fact that I’ I= uo. 
Define a valuation 6 on I, so that 6(s) = s, 6(w,) = z, 6(w,) = z,, and a(~,) = z2. 6 is 
well-defined because &al) = z[A] = zi[A] = y(8), 6(b2) = z[B] = zZ[B] = y(e’), 
6(dO) = do, 6(eO) = e0, and S(f1) = a(f1). Since I’ k crO, we can extend 6 to w, so 
that zj = 6(w,) E I’. (Clearly, if f E VAL(K) then z3 is just y(N(f)). In particular, 
z3[C] = z[C] = 6(c3), so P(Z[ABC]) E I. 
To complete the proof of the claim we show how to extend /I to u so that /3(u) is 
p(z [ABC]). Now d E VAL(K), so u = #r(d)) E I’. But 
and v[A] = y(d’) = z[A], so p(z[A]) = P(d). Similarly, p(z[B]) = p(e). Iff E VAL(K) 
then p(z[C]) = p(f). Otherwise, we can define p(f) = p(z[C]). In either case, /3(u) = 
P(z[ABC]). Thus, Z b 0. I 
Following Lemma 3, we are inclined to define T(z) as {T(B): BE Z} U L,. But 
now we see that Lemma 2 does not yet prove the correctness of the first direction of 
the reduction. That is, given an untyped relation Z such that IF E and ZP u, 
Lemma 2 ensures that Z’(Z) TV T(o) and r(Z) b {T(B): 6 E Z). Also, Lemma 1 ensures 
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that T(Z) satisfies the fd’s in E,. But does T(Z) satisfy o,? Let a be a valuation such 
that a(13 G Z’(Z) and ]a(Z,)] > 1. If a(s) = s, then, as in the proof of Lemma 2, we can 
show that for some (d, e, f) E Z we have that a(w,) = T((d, e, f)), a(wz) = N(d), and 
a(wJ = N(e). So we can extend a to w0 to get a(wJ = N(f) E r(Z). But, unlike in the 
proof of Lemma 2, we can not show that necessarily a(s) = s, so we can not prove 
that r(Z) I= co. However, given an additional constraint on I, specifically, I+ 
A ‘Z?’ + C’, we can prove that r(Z) l= uO. 
LEMMA 4. Let Z be an untyped relation. Zf Z k A’B’ + C’ then T(Z) I= uO. 
ProoJ Preliminary to showing that T(Z) F o,,, let us show that T(Z) I= ABE -+ U. 
Let U, v E T(Z) and u [ABE] = v [ABE]. If u # u then u [E] = v [E] = e0. If u = s then 
v = s and vice versa, because a0 # a1 for all a E DOM’. It follows that u = T(p) and 
u = T(q) for some p, q E I. But u[AB] = v[AB] entails p[A’B’] = q[A’B’], because ’ 
and 2 are one-to-one, and p[A’B’] = q[A’B’] entails p = q because Z + A’B’ -+ C’. 
Necessarily, u = 2). 
Let us show that T(Z) k u,,. Suppose that a is a valuation on I, such that a(Z,) E 
T(Z). If a maps either wi, w2, or w3 to s then a(f1) = f0 so a(Z,) = {s}, and a can be 
extended to w, so that a(w,,) = s. Consequently, we can assume that a(Zo - {s}) G 
T(Z) - {s}. Suppose that a(s) = s. Then a(e0) = e0, so a(~,) = T(t) for some t = 
(d, e, f) E I. Also, a(d0) = do, so a(w2) = N(d) and a(wJ = N(e). We can extend a 
to w0 so that a(w,,) = N(f) E T(Z). 
Suppose that a(s) = T(t) for some t E I. Then a(d0) = t, so a(w,) = a(wJ = T(t). 
Thus, a(wl[Al)=a(w2[Al)=T(t)[Al, 4wJBl) =4%PI) = TWPI, and 
a(w,[E]) = a(e0) = e0 = T(t)[E]; that is, a(w,)[ABE] = T(t)[ABE]. But T(Z) k 
ABE + U, so a(w,) = T(t). We have shown that a(ZO) = {T(t)}, consequently, a can 
be extended to w0 so that a(w,) = T(t). 
Finally, suppose that a(s) = N(a) for some a E VAL(Z). Then a(e0) = a, so 
a(wl) = N(a). Now a(w2[D]) = a(w3[D]) = d0 = N(a)[D], a(w2[A]) = a(wl[A]) = 
N(a)[A], and a(w,[B]) = a(w,[B]) = N(a)[B]; that is, a(w2)[AD] = N(a)[AD] and 
a(wJ[BD] = N(a)[BD]. But T(Z) +F {AD -+ U, BD -+ U}, so a(w2) = a(w3) = N(a). 
We have shown that a(Z,) = {N(a)}, consequently, a can be extended to w0 so that 
a(wJ = N(a). I 
Condition (2) in Theorem 1 now enables us to define T(2) as (T(0): 8 E C} UC, 
and show the unsolvability of the implication and finite implication problems for 
typed td’s and egd’s. Our goal, however, was to prove unsolvability for typed td’s by 
themselves. For this we use a result in [9]. 
LEMMA 5. Let z be a set of typed td’s and egd’s, and let u be an egd. Then we 
can effectively construct a set 27 of typed td’s and a typed total td u’, where u’ 
depends only on u, such that .X k u if and only if 27 I= u’ and C Ffu if and only if 
C’ kf u’. 
Now we can put everything together. 
571/28/l-2 
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THEOREM 2. (1) There is a typed egd u such that the sets, 
{ 22 C is a set of typed td’s and egd’s and C b u) 
and 
{,?Y2: is a set of typed td’s and egd’s and z l=;ra}, 
are not recursive. 
(2) There is a typed total td a such that the sets, 
{z: .X is a set of typed td’s and C I= a} 
{z: .X is a set of typed td’s and z l=,a}, 
are not recursive. 
Proof By Lemma 5, it suffices to prove the first claim. Let C and o be as in 
Theorem 1. We claim that z b(f) c iff T(z) ken T(a). Since T is an effective tran- 
slation, the claim follows. 
Suppose first that 2 koj u, then there is an untyped (finite) relation Z such that 
Z K E and Z k u. By condition (2) of Theorem 1, Z b A ‘B’ + C’. By Lemmas 1 and 4, 
T(Z) k E,, and by Lemma 2, T(Z) k {T(B): 0 E C} and T(Z) k T(u). It follows that 
T(Z) @ T(z), so T(z) k,,, T(c). 
Suppose now that T(z) k T(u) i.e., {T(B): 0 E 2;) UC, e(f) T(u). Thus, there is a 
typed (finite) relation I’, such that I’ E {T(B): 8 E C}, I’ b JY,,, and I’ & T(u). Let Z = 
T- ‘(I’) as in Lemma 3. By that lemma we know that Z b z and Z & u, so 
JY k,,j o. I 
It is easy to see that the set { (2, a): Z kfu} is recursively enumerable. It follows 
that the finite implication problem for typed td’s is not even partially solvable. Thus, 
there is no sound and complete formal system for finite implication of typed td’s. In 
contrast, see [ 10,261 for sound and complete systems for implication of typed td’s. 
5. SOME CONSEQUENCES 
Let Y be a class of dependencies and 2 G !?C The (finite) implication problem for 
C in Y is to decide, given u E Y, whether E bcn u. Note that the unsolvability results 
of Theorems 1 and 2 do not say anything about the solvability of the (finite) 
implication problem for specific ,?Y’s. For example, it is known that the (finite) 
implication problem for 0 in the class of (typed) td’s is solvable [7,26]. Also, it is 
shown in [ 191 that there is a typed td u that implies all typed td’s. Thus, the (finite) 
implication problem for {a} in the class of typed td’s is trivially solvable. It is 
conceivable that for every fixed C its (finite) implication problem in the class of 
PROBLEMS FORTYPED TEMPLATE DEPENDENCIES 17 
(typed) td’s is solvable, yet there is no effective way to find, when given a specific Z, 
the decision procedure for that Z. In [7] a fixed set Z of untyped td’s is presented, 
whose implication problem in the class of untyped td’s is unsolvable. Using a result 
from [21] we can get a much stronger result involving recursive inseparability. Recall 
1241 that two sets X and Y are recursively inseparable if there is no recursive set 
containing X and disjoint from Y. 
THEOREM 3. There is a set 2, of untyped A’B’-total td’s and egd’s such that 
A’B’ + C’ is in C, and the sets, 
and 
{o: o is an untyped egd and Z, t= a} 
{o: a is an untyped egd and Z, &,a}, 
are recursively inseparable. 
ProoJ An equational implication for semigroups (ei) is a sentence of the form 
VY, *** vy&,=tl A *** ASk=tk+Sk+,=tk+,), 
where k, n > 0 and the sI)s and ti)s are terms built from the yi)s by means of the 
semigroup multiplication symbol. In [ 211 it is shown that the sets, 
{o: q is an ei that holds in all semigroups} 
and 
{o: v, is an ei that fails in some finite semigroup}, 
are recursively inseparable. Using the technique of [7] to reduce questions about ei’s 
in groupoids to implication of untyped td’s and egd’s, we can prove the claim. 1 
We can now apply the reduction of the previous section to get inseparability results 
for typed td’s. 
THEOREM 4. (1) There is a set .?Y, of typed td’s and egd’s such that the sets, 
{a:oisatypedegdandZ,~u} 
and 
{a: u is a typed egd and Zz efu}, 
are recursively inseparable. 
(2) There is a set Z, of typed td’s such that sets, 
{u: u is a typed total td and Zj K= a) 
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and 
{a: u is a typed total td and 2Y3 &ro}, 
are recursively inseparable. I 
COROLLARY. The implication and the finite implication problems for 2Y;, in the 
class of typed td’s are unsolvable. 
ProoJ It is known [24] that if two sets are recursively inseparable then they are 
not recursive. I 
An interesting question is whether we can decide, given a set z of (typed) td’s, if 
its (finite) implication problem in the class of (typed) td’s is solvable or not. In [28] 
it is shown that for sets of untyped td’s and egd’s this problem is unsolvable. By 
techniques similar to those employed in proving Lemma 5, it can be shown that the 
problem is unsolvable also for sets x of untyped td’s. However, the proof method 
does not extend to the typed case. 
The above corollary has an interesting consequence. Let p be a class of depen- 
dencies and 2: c !K A finite relation Z such that for all u E Y, we have Z F c if and 
only if z t==fa is called a finite Armstrong relation for z in Y [ 181. 
THEOREM 5. z, does not have a finite Armstrong relation in the class of typed 
td’s. 
Proof. Suppose to the contrary that Z is a finite Armstrong relation for z, in the 
class of typed td’s. Let u be a typed td. Now z, kfu iff Z + u. But the set {a: Z b a} is 
recursive, which means that the finite implication problem for z, in the class typed 
td’s is solvable-contradiction. 1 
We mention that in [ 191 a set of two typed td’s is defined, which does not have a 
finite Armstrong relation in the class of typed td’s. 
6. PROJECTED JOIN DEPENDENCIES 
In this section we are dealing exclusively with the typed case. Let U be a universe, 
and let R = (R 1 ,..., RJ be a sequence without repetition of subsets of U, with 
l_lf= 1 Ri = R G U. The project-join mapping mR maps U-relations to R-relations as 
m,(Z) = {t: t is an R-value s.t. t[Ri] E Z[Ri] for i = l,..., k}. 
Let Xc R. A projected join dependency (pjd) [30] is a statement *[RI,. It is 
satisfied by a relation Z if (mR(Z))[X] =Z[X]. Th e interest in pjd’s comes from the 
question whether we can compute Z[X] when given the projections Z[R 1],..., Z[R,]. 
Several special cases of pjd’s have been investigated in the literature. If X = R, then 
we drop the subscript X and call *[RI a join dependency [ 1,231. If R = U, then *(RI 
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is called total otherwise it is called embedded [22]. If we have above R = (R 1, RJ 
then the join dependency is also called a multivalued dependency (mvd) [ 171. A total 
mvd * [R, , RZ] is also denoted by R , n R, -H R , - R, . According the definition of 
satisfaction for pjd’s, Z b X* Y exactly when, for all U, v E Z, if u [X] = v [Xl, then 
there is a w E Z with w[XY] = u[XY] and w[XY] = v[XY]. Clearly, if Z k X+ Y then 
also ZkX+ Y. 
Even though pjd’s and td’s look on the surface completely different, we can, in fact, 
view pjd’s as special td’s. A td(w, Z) is called shallow [30], if whenever u and v are 
two distinct tuples in Z and u [A ] = v [A ] then 
(1) if s and t are two distinct tuples in Z and s[A] = t[A] then s[A] = t[A] = 
u[A] = v[A], and 
(2) either w[A] = u[A] = v[A] or w[A] 6S VAL(Z). 
LEMMA 6. For every shallow td o there exists a pjd 0, and for every pjd 8 there 
exists a shallow td o, such that for all relations Z, Z I= o if and only if Z k 8. 
Proof: The claim follows from the connection between relational expressions and 
tableaux as described in [2]. 1 
Thus, instead of talking about pjd’s we can talk about shallow td’s. Our aim in this 
section is to show that the implication and the finite implication problem for td’s are 
reducible to the corresponding problems for shallow td’s. The reduction is essentially 
due to Yannakakis and Papadimitriou [30]. However, they have dealt only with the 
implication problem, and their proof-theoretic technique does not extend to finite 
implication. In contrast, our proof, which is model-theoretic, shows that the reduction 
is conservative (i.e., preserves finiteness of relations), and therefore proves 
simultaneously the correctness of the reduction for both implication and finite 
implication. 
We note that for a fixed universe U there are only finitely many U-pjd’s, so the 
(finite) implication problem is solvable. Thus, unlike the case with arbitrary td’s, we 
have to deal here with arbitrary universes. In fact, the basic idea of the reduction is 
that given z, u over a universe U, we translate them to shallow 2, 0’ over a bigger 
universe 0, whose size depends on the size of the td’s in z U {o}. 
More specifically, let 
m = max{k: (w, Z) E ,S U {a} and /II = k}. 
and let n = m(m - 1)/2. Then we take 
o= {Ai:A~ Uand O<i<n). 
The intended interpretation is that the A,, . - s A.-values in the new universe encode the 
A-values in the old universe. For domain we take DOM(Ai) = {Ai} x N (ZV is the set 
of natural numbers). However, when describing Ai-values we will usually omit the 
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first component of the pair; i.e., we write w [A,] = 1 instead of the more precise 
w [A,] = (A,, 1). We assume without loss of generality that DOM(U) C N. 
A U-td 19 is translated to a shallow 6td s” as follows. Let 19 be (w, Z). We can 
assume without loss of generality that Z = {w, ,..., wm}. Let us fix some enumeration 
of the set { {i, j}: 1 < i, j < m and i f j}. By AiJ we mean A,, where k is the ordinal 
number of {i, j} in that enumeration. # is (u, Z), r= {ui,..., u,}. I”is constructed SO 
that ~*[Ai,j] = Uj[Ai+j] iff w,[A] = Wj[A], so that the equalities between A-values in Z 
are spread over A 1 ,..., A, in 17 which makes &shallow. More precisely, fis defined as 
(1) ForAEU, l<k<m:u,[A,]=k. 
(2) For A E U, 1 < i,j, k < m, i # j: For k different from i and j, let 
Uk[Ai,j] = k. If #,[A] # u,[A] then u,[A~,~] = i and u~[A,,~] = j. Otherwise, Ui[Ai,j] = 
u~[A,,~] = min{i, j}. 
We define u as 
(1) ForAEU:Ifw[A]EVAL(Z)thenw[A]=w,[A]forsome1~k~m,so 
u[A,] = k = uk[AO]. Otherwise, u[A,] = m + 1. 
(2) ForAEU, l<i<n:Letu[Ai]=m+l. 
We leave it to the reader to show that g is indeed shallow. 
EXAMPLE 3. Let U=ABC, and let 0 be a td over U, 8= (w,Z), I= {w,, w2, wj} 
A B c 
W a b c3 
WI a bl Cl 
W2 Ul b Cl 
W3 Ul bl c2 
Now o=A,, --.A,B, ..- B,C, a.* C,. Let A1,2=A,, A1,3=AZ, A2,3=A3, and 
similarly for B and C. 0 is (z& Z), f= { ul, u2, u3 } 
A, A, A, A, B, B, B, B, co c, c* c, 
u 1 4 4 4 2 4 4 4 4 4 4 4 
Ul 1 1 1 1 1 1 1 1 1 1 1 1 
u2 2 2 2 2 2 2 2 2 2 1 2 2 
u1 3 3 3 2 3 3 1 3 3 3 3 3 
Lemma 7 describes the relationship between U-relations and &relations on one 
hand, and 8 and g on the other hand. We use U, to denote the set {A,,: A E U}. 
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LEMMA I. Let I be a U-relation, and let f be a &elation such that, 
(1) There is a one-to-one mapping y: DOM(U) + DOM(U,J such that y(Z) = 
17~01. 
(2) f!=Ai+AjforallAEUandQ<i,j<n. 
Then for all td’s t? over U, I l= 8 r and only iffC= 8. 
ProoJ: We first show that for every s E I there is a unique t E? such that 
y(s) = t[ U,]. Clearly, there is at least one such t because y(s) E f[ U,,]. Suppose that 
y(s)=t[U,]=v[U,,]. Now for all AEU and l<i<n, we have t[A,]=v[A,] and 
I’ k AO-+ Ai, so t[A,] = v[Ai]. It follows that t = v. We say that t comes from s. 
Observe that if t, , t2 come from s, , s2, respectively, then for all A E U and 0 < i < n, 
we have sl[A] = s2[A] iff t,[Ai] = t,[Ai]. 
Let 19 = (w, J), J = {w, ,..., wm}, and 8= (u,J), J= {ui ,..., u,). 
I$ Suppose that fl= 8. Let /I be a valuation on J such that p(J) G I. Let 
1 ,..., t, E I’ come from 
:hen w.[A] = w.[A] 
P(w~) ,..., P(w,) E I, respectively. NOW if n,[Ai,j] = nj[Ai,j], 
and P(Wi) [A I= P(Wj) [A 1. C onsequently, ti[Ai,j] = tj[Ai,j]* Thus, 
we can’ define i valuation a on J’ so that a(#,,) = t,. Since we assumed that f!= 0, a 
can be extended to u so that a(u) E x Let a(u) come from s E I. We extend /I to w so 
that p(w) = s. If w[A] 6? VAL(Z), then we define P(w[A]) = s[A]. Otherwise, w[A] = 
wk[A] for some 1 < k < m. But in that case, u[A,] = uk[AO], so a(u)[AO] = tk[A,,] and 
P(wR)[AI =@I. S o we have that /J(w) = s as desired. 
Only if: Suppose that I I= 19. Let a be a valuation on J such that a(J) C_ 17 Let the 
tuples a(u,),..., a(z.4,) come from tuples s 1 ,..., s, E I, respectively. We claim that if 
wi[A] = wj[A 1, then s,[A] = s,[A]. Indeed, if w,[A] = w,[A], then Ui[Ai,j] = Uj[Ai,j], 
SO necessarily a(Ui)[Ai,j] = a(uj)[A,,j], and consequently si[A] = Sj[A]. Thus, we can 
define a valuation p on J so that /?(w,J = sk for 1 <k < m. Since we assume that 
It= 0, p can be extended to w so that p(w) E I. Let t E ?come from p(w). We extend 
a to u SO that a(u) = t. If u[Ai] C? VAL(I’), then we define a(U[Ai]) = t[Ai]* 
Otherwise, u[A,] = uk[A,] f or some 1 < k < m. But in that case w[A] = wk[A], so 
P(w)Pl = %[A1 and a(u[Ao]) = a(u,)[A,] = t[A,]. So we have a(u)= t as 
desired. I 
By means of Lemma 7 we can show that the (finite) implication problem for td’s is 
reducible to the (finite) implication problem for fd’s and pjd’s. Let 2 be 
LEMMA 8. JY i= u if and only if 2? + & and E b,u if and only if2 F=,c?. 
ProoJ: As in Section 4, we show that z koj u iff 2 koj a’ by constructing coun- 
terexample relations. Suppose that z k,,, cr. Then there is a (finite) U-relation I such 
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that Z k z and Z k (T. We construct a Z?-relation I” by duplicating Z it + 1 times. That 
is, 
f= {s: s is a o-value and there is t E I s.t. for all A E U 
and 0 < i < n, s[A,] = (Ai, t[A])}. 
Observe that if Z is finite then so is 1 Also, it is easy to verify that for all A E U and 
0 < i, j Q n, we have Tk Ai + Aj. By Lemma 7, f+ 2 and fk t. It follows that 
#&, 5. 
Suppose that .?? k,,, 6. Then there is a (linite) @relation f such that f!= 2 and 
I’& 6. Let Z be a U-relation that is isomorphic to quo]. That is, there is a one-to-one 
mapping y: DOM(U) + DOM(U,) such that y(Z) = Z7U,]. Clearly, if f is finite then 
so is I. By Lemma 7, Z I= z and Z k o. It follows that E k,,, u. m 
We now have to get rid of the fd’s in 2. For this we use the technique of [9] for 
elimination of fd’s when testing for implications of td’s. First, observe that an 
fd X+ Y is equivalent to the set of fd’s {X+ A: A E Y-X}. Thus, we can assume 
that all fd’s are of the form X+ A with A & X. We now define 0,, as the total 
td(u, {u,, uz, Us}), where 
(1) ui[X] = uz[X] and u,[B] # u,[B] for B ET, 
(2) z+[A] = z+[A] and u,[Z?] z z+[B] # z+[B] for B Ex, and 
(3) u[A] = u,[A] and u[A] = z+[x]. 
EXAMPLE 4. Let U= ABCDEF. O,,, is (u, (u,, u2, z+}: 
A B c D E F 
u a3 bl c3 d3 e3 f3 
al bl 
al b2 
a3 b2 
Cl 
c2 
c3 
dl 
dl 
d3 
el 
e2 
e3 
LEMMA 9 [9].3 Let z be a set of typed td’s and fd’s. Let 27 be the set obtained by 
replacing each fd X + A in JI by 8X_A . Then C k z:‘, and for all typed td’s u, z + u if 
and only if C’ k u and z l=,u if and only ifz’ k=,u. 
It seems now that we only need to apply the lemma to get rid of the fd’s in 2’. 
Alas! A brief inspection reveals that B,,,,j is not shallow. Fortunately, in our case it 
suffices to replace A, + Aj by Ai --H Aj. 
3 The same result was also shown in 1261 for unrestricted implication. 
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LEMMA 10. Assume2(n,O<i,j,k(n,i#j,j#k,andi#k. Then 
23 
{A,+-+A,:p,qE {i,j,kj}~~A,,aj. 
Proof. Let us describe a @value w as (w[Ai], w[Aj], w[Ak], 
t? araj is (6 {n, n, w}): 
Ai Ai A, A,A,A, 
t a2 bl c3 x3 
II al bl Cl xl 
V al b2 c2 x2 
W a2 b2 c3 x3 
Suppose that 
I”F{A,-++A,:p,qE{i,j,k}}. 
w[AiAjAk]). Then 
Let a be a valuation such that a(u), a(v), a(w) E E a(u), a(v), and a(w) look like u, 
U, and w, except that we have additional equalities like a(a1) = a(a2). Since 
additional equalities do not bother us, we can assume that U, v, w E f We now use 
the fact that ? satisfies the mvd’s above to infer that ? must contain certain tuples. 
For example, from v and w we can infer by Aj -H A, that (al, b2, ~3, x2) E 1 The 
following shows a chain of such inferences: 
Ai Ai A, A,A,A, 
IA al bl Cl xl 
V al b2 c2 x2 
W a2 b2 c3 x3 
s1 a2 b2 c2 x3 
s2 al b2 c2 x3 
s3 al bl c2 x3 
s4 a2 bl c2 x3 
t a2 bl c3 x3 
(From w and u by Aj --H AJ, 
(Froms,andvbyA,++AJ 
(From s2 and u by Ai + A,), 
(Froms,ands,byA,-++A,), 
(From s, and w by A i ++ A ,J. 
Thus, t E ? and I’l= @AI-AI. (Essentially, what we have done here is proved the 
implication by the chase proof procedure of [ 1,9,22,26].) 1 
COROLLARY. Assuming 2 < n, 
{O,i,j:O,<i,j<n}+=I{Ai-++Ai:OSi,j<n}. 
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Proof: The lemma gives us one direction of the implication. The second direction 
follows from Lemma 9 together with the fact that X+ A I= X + A. I 
Since there is no loss of generality in assuming that 2 Q n, we get the desired 
reduction. 
THEOREM 6. The implication and finite implication problems for pjd’s are 
unsolvable. 
Proof. Let .X, cr over U be given. By Lemma 8, Z: F(f) u iff 
{e:sEz}u{A i+Aj:O<i,j<n}I==,,j6. 
By Lemma 9, the last implication holds iff 
{8:BE~}U{B,i,j:06i,j~n}~,,,~. 
By Lemma 10, this implication holds iff 
{twEZ}U {Ai --H Aj: 0 Q i, j < n} kCf) 6 
Since {&eE~}U{A, + Aj: 0 < i, j < n} is a set of shallow td’s and pjd’s, and it can 
be constructed effectively, the claim follows. I 
Analogously to the observation in Section 4, unsolvability of the finite implication 
problem for pjd’s entails that the problem is not even partially solvable, and conse- 
quently there is no sould and complete formal system for finite implication of pjd’s. 
In this observation, the only thing we assume about formal systems is that having a 
formal system for a problem renders it partially solvable. 
We now make our notion of a formal system more precise. Essentially, having a 
formal system for implication means having an effective way of checking proofs. 
There is, however, a subtle point here. Unlike the case with td’s, where the universe is 
clear from the syntax, this is not the case with pjd’s. In fact, pjd’s are oblivious to the 
universe in a much stronger way. Let 0 be the pjd *[R, ,..., Rklx. We define attr(6) = 
Uf= 1 R,, and for a set z of pjd’s we define attr(Z) = Uear attr(@). Now given a set z 
of pjd’s and a pjd u, the only thing we know about the universe is that it contains 
attr(C U (6)). It follows that we can have different notions of implication, depending 
on the universe. That is, C (finitely) U-implies u, denoted r;(U) t=o) u, for all (finite) 
U-relations Z we have that IF JC entails I+ u. Fortunately, all these “different” 
notions of implication turn out to be the same. We leave the easy proof of the 
following lemma to the reader. 
LEMMA 11. Let .XU {a} be a set of pjd’s. Then for all U such that 
attr(.Z U {a)) 5 U we have that C(U) F=,,, u zIZ(attr(X U {a})) kc,, u. 
Thus, we can go on using the notation JC + u without specifying the universe. 
However, when it comes to a formal system the question pops up again. Do we want 
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our formal system to handle proofs within fixed universes or not? We call a formal 
system of the first kind universe-bounded. 
More precisely, a formal system for implication of pjd’s is a recursive set ZZ whose 
elements are pairs (z;, (ui,..., a,)), where I= is a set of pjd’s, and u, ,..., ok is a 
sequence without repetition of pjd’s. The intended interpretation for ZZ is that (JY, 
(0 1 ,..., ak)) E I7 when crl ,..., crk is a proof that Z: k uk. Thus, we say that ZZ is sound if 
(X (0, ,***, uk)) E Zi’ entails that _?Y b uk, and we say that ZZ is complete if whenever ,?C 
is a set of pjd’s and u is a pjd such that 2: I= u then there is a pair (C, (u, ,..., u,J) E 17 
with uk = cr. If the formal system Zi’ is universe-bounded then instead of pairs it 
consists of triples (U, & (a, ,..., a,)), where U is a universe, ,?Y is a set of U-pjd’s, and 
u,,..., uk is a sequence without repetition of U-pjd’s. We say that 17 is sound if (U, ,?Y, 
(0 1 ,***, uk)) E II entails that C l= uk, and we say that ZZ is complete if whenever z is a 
set of U-pjd’s and u is a U-pjd such that C b u then there is a triple (U, ,?Y, 
(0 1 ,..., uk)) E 17 with uk = u. 
THEOREM 7. There is no sound and complete universe-bounded formal system for 
pjd’s. 
Proof. The argument is essentially that of [lo]. Suppose that ZZ is a sound and 
complete formal system for implication of pjd’s. Let z be a set of pjd’s, and let u be a 
pjd. Take U = attr(Z U {u}). There are only finitely many U-pjd’s, and therefore there 
are only finitely many triples (U, Z, (ul ,..., a,)), where u1 ,..., uk is a sequence without 
repetition of U-pjd’s with uk = u. We can enumerate all these triples, and z b u iff 
one of them is in 17. It follows that the implication problem for pjd’s is solvable- 
contradiction. I 
The crucial point in the proof, and the only property of pjd’s used, is that there are 
only finitely many U-pjd’s for any fixed U. Thus, the argument applies as well to any 
class of dependencies with that property. 
Let B = (w, Z) be a U-td. For any A E U, we define REP(B,A) is the set of 
repeating A-values in 8. That is, 
REP(A)={u[A]:uEZandeitheru[A]=w[A]oru[A]=v[A] 
for some v E Z, v f u }. 
We say that 8 is k-simple if for all A E U we have ]REP(B,A)] < k. Thus, the class of 
shallow td’s exactly the class of l-simple td’s. The generalized join dependencies of 
[25] are equivalent to 2-simple td’s. 
Sciore [25] has argued heuristically that one can not prove implication of k-simple 
td’s without using (k + 1)-simple td’s, and conjectured that this is really the case. 
Since for every fixed U and k there are only finitely many k-simple U-td’s (up to 
renaming of values), the argument in the proof of Theorem 7 shows that Sciore is 
right and there can be no sound and complete universe-bounded formal system for k- 
simple td’s. 
Two qualifications should be made. First, the proof of Theorem 7 relies on the 
26 MOSHE Y. VARDI 
unsolvability of the implication problem, and therefore does not apply to classes of 
dependencies for which the implication problem is solvable. Indeed, Sciore’s 
conjecture that no class of td’s that contain the class of total join dependencies but is 
properly contained in the class of td’s has a sound and complete formal system is 
false. In [ 1 l] a universe-bounded formal system for total join dependencies is shown 
to be sound and complete. Second, the proof of Theorem 7 applies only to universe- 
bounded formal systems. Furthermore, since the reduction in this section shows us 
how to transform arbitrary td’s to pjd’s, it is not difficult to take a formal system for 
td’s (see [ 10,261) and to transform it to a formal system for pjd’s. The resulting 
system is of course not universe-bounded. 
THEOREM 8. There is a sound and complete formal system for pjd’s. 
Question. Is there a sound and complete formal system for embedded join depen- 
dencies? For embedded multivalued dependencies? 
7. CONCLUDING REMARKS 
The solvability of the (finite) implication problem for embedded multivalued 
dependencies is one of the outstanding open questions in dependency theory. One of 
the motivations to studying larger and larger classes of dependencies was the hope 
that the regularity of the more general classes, which in some senses are more natural 
than the narrower classes, would enable us to discover the elusive algorithm for 
deciding implication. 
Unfortunately, a series of negative results shattered, more or less, that hope. First, 
in [ 7, 121 it was shown that the (finite) implication problem for untyped td’s is 
unsolvable. Then in [8, 13,271 unsolvability was shown also for typed tuple 
generating dependencies. Finally, here and in [20] unsolvability was extended to 
projection join dependencies. Projected join dependencies seem to be a very slight 
generalization of embedded join dependencies, and we believe that the unsolvability 
screw can be tightened that much further. What about embedded multivalued depen- 
dencies? That question still haunts and baffles us. 
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