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Abstract
In a recent paper, Mokkadem (1997. Stoch. Proc. Appl. 72, 145{149) derived a simple test
for randomness against ARMA alternatives. In this note we consider a transformation of the
corresponding statistic and present an alternative proof of this result. Through this approach
it is demonstrated that the asymptotic distribution of the corresponding test statistic under the
alternative does not depend on the fourth-order moments of the innovations. A simulation study
indicates that a transformation of the test of Mokkadem (1997) (which is asymptotically equiv-
alent to the classical portmanteau test) may perform better for nite sample sizes. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
Let (t)t2Z be a sequence of real zero-mean independent and identically distributed
random variables with nite fourth-order moment 4 = E(4t )=
4 and variance 2> 0:
We dene the ARMA(p; q) process (Xt)t2Z by
Xt −
pX
k=1
akXt−k = t −
qX
k=1
bkt−k ; (1)
where the roots of the corresponding autoregressive and moving average polynomials
are assumed to lie outside the unit disk.
In this note we are interested in the problem of testing randomness in model (1).
Since the fundamental work of Box and Pierce (1970) much eort has been devoted to
this problem. Among many others we refer to the work of Anderson (1971), Ljung and
Box (1978), Davies and Newbold (1979), Dufour and Roy (1986), Kreiss (1990) and
Mokkadem (1997) for parametric procedures or Dufour (1981), Gupta and Govinda-
rajulu (1980) and Hallin and Puri (1994) for nonparametric tests. In his recent paper
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Mokkadem (1997) considered the statistic
M^ =−log(1− T^ ); (2)
where
T^ =
^0(r) ^
−1
r ^(r)
^0
; (3)
^(r) = (^1; : : : ; ^r)
0 and  ^r = (^i−j)
r
i; j=1 is the empirical autocovariance matrix of order
r = maxfp; q + 1g based on the estimators ^k = N−1
PN−k
i=1 XiXi+k (N denotes the
sample size). Note that the statistic T^ is, in fact, nothing else than the (uncentered)
R2 associated with the regression of Xt on Xt−1; : : : ; Xt−r . Note further that M^ is a
consistent estimator of the distance
M =− 1
2
Z 
−
logjR(eit)j−2 dt + log 1
2
Z 
−
jR(eit)j−2 dt;
where R(z)=1− 0(r) −1r (z; : : : ; zr)0 is the Yule{Walker polynomial of order r; (r)=
(1; : : : ; r)0 and r = E[X0Xr];  r = (i−j)ri; j=1 are the autocovariances of the process
(Xt)t2Z: Mokkadem (1997) showed that the hypothesis of randomness holds true if and
only if M=0: He proved the asymptotic 2r -distribution of the statistic NM^ in this case
and asymptotic normal distribution of the statistic N 1=2(M^ −M) under the alternative
M > 0: The latter of the two statements is particularly important from a practical point
of view as it allows an estimation of the power if the hypothesis of randomness cannot
be rejected.
The aim of the present paper is twofold. On the one hand, we are interested in a
simple proof of Mokkadem’s result. On the other hand, we derive a simple represen-
tation for the asymptotic variance of N 1=2(M^ −M) in Mokkadem’s Theorem 3:1:2 and
demonstrate that this variance does in fact not depend on the fourth-order moment of
the innovations. This is accomplished by deriving similar asymptotic results for the
statistic T^ dened in (3). In contrast to Mokkadem (1997) our proof is based on the
asymptotic normality of the Yule{Walker estimators and the representation of T^ as
a quadratic form (see Brockwell and Davis, 1991). The results in Mokkadem (1997)
are then obtained by using a Taylor expansion in the transformation (2). Under the
alternative this allows (to some degree) a more explicit calculation of the asymptotic
variance of T^ and M^ ; which is in fact independent of 4: As a consequence the es-
timation of type II error for Mokkadem’s test does not require the estimation of the
fourth-order moment of the innovations. Finally, the nite sample properties of the new
test are investigated by means of a simulation study and compared with the well-known
portmanteau test which is locally and asymptotically maximin against Gaussian alter-
natives. Our results demonstrate that in this case tests based on T^ and M^ may perform
better than the traditional portmanteau test.
2. Main result
Consider the ARMA(p; q) process (Xt)t2Z dened by (1) such that the corresponding
polynomials P(z) = 1−Ppj=1 ajzj;Q(z) = 1−Pqj=1 bjzj satisfy
P(z)Q(z) 6= 0 8jzj61: (4)
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Let k = E[X0Xk ] denote the autocovariance function at lag k; (k) = (1; : : : ; k)0 and
 n = (i−j)ni; j=1 the corresponding autocovariance matrix of order n: It follows from
Dette and Studden (1997), Chapter 9 that  n is positive denite for all n 2 N: As a
measure of randomness we propose the standardized dierence between the variance in
the white noise model and the L2-error of the one-step prediction 2r=0−0(r) −1r (r)
from the random variables X1; : : : ; Xr; i.e.
T =
0 − 2r
0
=
0(r) −1r (r)
0
= f(0; : : : ; r); (5)
where r=maxfp; q+1g and the last equality denes the function f: It was shown in
Mokkadem (1997) that for the afore mentioned ARMA(p; q) process the hypothesis
of randomness is valid if and only if 1 =   = r = 0; or equivalently
H0: T = 0: (6)
In the following, let (X1; : : : ; XN )0 denote a realization of the process (Xt)t2Z;
^k = N
−1
N−kX
i=1
XiXi+k ;
the corresponding empirical autocovariances,  ^r = (^i−j)
r
i; j=1 and T^ be dened by (3).
Theorem 1. If the ARMA(p; q) process (Xt)t2Z satises assumption (4) and if N !
1; then the following statements hold true:
(i) If T = 0; then NT^ D! 2r
(ii) If T > 0; then
N 1=2(T^ − T ) D!N(0; 2);
where the asymptotic variance is given by 2=(rf)0Vr(rf); rf denotes the gradient
of the mapping f dened in (5) and the matrix Vr is given by
Vr =
 1X
k=−1
fkk−p+q + k+qk−pg
!r
p; q=0
: (7)
Remark 1. A simple calculation shows that Theorems 3:1:1 and 3:1:2 of Mokkadem
(1997) can be obtained by applying a Taylor expansion to the transformation x !
−log(1−x) and Theorem 1. Moreover, for ARMA processes, the matrix Vr is positive
denite which implies 2 = 0 if and only if rf= 0: It is shown in Section 3 that this
is, in fact equivalent to 1 =   = r =0, i.e. to the null hypothesis of randomness (see
Mokkadem, 1997).
Remark 2. Note that the asymptotic distribution of the statistic N 1=2(T^ − T ) does not
depend on the fourth-order moment of the innovations. Moreover, there is, in fact, an
alternative proof of the second part of Theorem 1, which was mentioned by a referee
and makes this fact more obvious. To be precise let i=i=0 be the ith autocorrelation.
Then the measure T can be rewritten as
T = 0(r)R−1r (r) = f
(1; : : : ; r); (8)
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where (r)=(1; : : : ; r)0 and Rr= r=0 is the autocorrelation matrix. Let ^r= ^(r)=^0,
then it follows from Theorem 7:2:1 in Brockwell and Davis (1991) that N 1=2(^(r) −
(r)) is asymptotically normal with covariance matrix
W =
 1X
k=−1
fk+ik+j + k−ik+j + 2ij2k − 2ikk+j − 2jkk+ig
!r
i; j=1
(9)
which does not depend on 4. Consequently, the asymptotic variance in the second
part of Theorem 1 can also be written as
2 = (rf)0W (rf):
Observing transformation (2) we obtain in this sense an improvement of Mokkadem’s
Theorem 3:1:2. In other words, if M > 0 the statistic N 1=2(M^ − M) considered by
Mokkadem (1997) is asymptotically normal distributed with mean zero and additionally
the variance is independent of 4 = (4 − 3): As a consequence the calculation of the
type II error of the test which rejects the hypothesis of randomness for large values of
the statistic NT^ (or NM^) does not require the estimation of the fourth-order moment
of the innovations.
Remark 3. It follows from the proof of Theorem 1 that under the null hypothesis of
randomness T^ is asymptotically equivalent to the well-known Box{Pierce statistic (Box
and Pierce, 1970)
NT^ = N^(r)0^(r)=^20 + op(1) = N^(r)
0^(r):
(For a generalization of this approach see Dufour and Roy, 1986:) Consequently, the
well-known asymptotic optimality results for the standard portmanteau test (with r =
max(p; q+1) terms) do also apply to the test based on T^ and to Mokkadem’s (1997)
test. In particular, these tests are locally and asymptotically maximin against Gaussian
alternatives.
3. A small simulation study
As pointed out by a referee a comparison of the test based on T^ with the standard
portmanteau test is of particular interest. Since both tests are asymptotically equivalent
we concentrate on the nite sample properties of the procedures using the same setup
as in Mokkadem (1997). Our rst example investigates the AR(2) model
Xt + Xt−1 + Xt−2 = t ; t 2 Z (10)
for various values of  and independent normally distributed innovations. Table 1 shows
the simulated power based on 1000 simulations for the portmanteau test introduced
by Ljung and Box (1978) [LB] and the test based on T^ , which is asymptotically
equivalent to Mokkadem’s test. In our simulation study we used centered estimates of
the autocovariances, i.e.
^k =
1
N − k
N−kX
i=1
(Xi − XN )(Xi+k − XN );
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Table 1
Simulated power of the portmanteau test of Ljung and Box (1978) and the test based on the statistic T^ in
the AR(2) model (10)
LB T^
 Lag 1 Lag 2 Lag 3 Lag 4 Lag 1 Lag 2 Lag 3 Lag 4
0.00 0.043 0.049 0.052 0.061 0.040 0.042 0.037 0.044
0.02 0.061 0.060 0.058 0.056 0.053 0.061 0.045 0.049
0.04 0.064 0.071 0.055 0.051 0.061 0.076 0.061 0.048
0.06 0.086 0.106 0.092 0.083 0.082 0.109 0.090 0.076
0.08 0.110 0.152 0.129 0.117 0.103 0.177 0.145 0.117
0.10 0.142 0.199 0.157 0.123 0.136 0.215 0.185 0.140
0.12 0.159 0.236 0.207 0.183 0.149 0.266 0.220 0.190
0.14 0.209 0.300 0.267 0.223 0.197 0.349 0.281 0.235
0.16 0.271 0.416 0.361 0.322 0.266 0.452 0.389 0.340
0.18 0.327 0.512 0.423 0.385 0.312 0.560 0.481 0.430
0.20 0.353 0.603 0.524 0.481 0.344 0.647 0.586 0.524
Table 2
Simulated power of the portmanteau test of Ljung and Box (1978) and the test based on the statistic T^ in
the ARMA(1, 1) model (11)
LB T^
 Lag 1 Lag 2 Lag 3 Lag 4 Lag 1 Lag 2 Lag 3 Lag 4
0.00 0.042 0.047 0.049 0.046 0.039 0.044 0.040 0.037
0.02 0.054 0.060 0.057 0.049 0.052 0.053 0.051 0.036
0.04 0.118 0.097 0.090 0.068 0.111 0.100 0.079 0.056
0.06 0.179 0.144 0.143 0.132 0.171 0.145 0.130 0.100
0.08 0.309 0.237 0.211 0.194 0.300 0.234 0.193 0.167
0.10 0.466 0.367 0.322 0.281 0.453 0.370 0.307 0.273
0.12 0.611 0.494 0.431 0.356 0.594 0.485 0.431 0.349
0.14 0.754 0.647 0.592 0.524 0.745 0.658 0.588 0.511
0.16 0.864 0.786 0.732 0.680 0.862 0.805 0.738 0.671
0.18 0.924 0.868 0.805 0.773 0.919 0.879 0.818 0.764
0.20 0.951 0.905 0.879 0.859 0.945 0.922 0.885 0.860
where XN = (1=N )
PN
i=1 Xi. The sample size is n= 100, the parameter  varies in the
interval [0; 0:2]. The same setup was considered for the ARMA(1,1) model
Xt − Xt−1 = t + t−1; t 2 Z (11)
and the corresponding results are listed in Table 2. We also investigated Mokkadem’s
(1997) test which has nearly the same behaviour as the test based on T^ . For the sake of
brevity these results are not displayed. In all cases we observe a suciently accurate
approximation of the level  = 5%. In the AR(2) model, we observe the following
behaviour. If the assumed lag is smaller than the true lag (here r = 2), then the test
of Ljung and Box (1978) yields slightly more power. On the other hand, if the lag
is correctly specied or too large we observe a better power of the test based on T^ .
If there appears an additional component in the model as in the ARMA(1,1) model,
then the behaviour is similar for the too small or correctly specied lags, but there
seems to be no clear winner if the specied lag is too large. If there is only a moving
average component the opposite behaviour can be observed, which is illustrated in our
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Table 3
Simulated power of the portmanteau test of Ljung and Box (1978) and the test based on the statistic T^ in
the MA(1) model (12)
LB T^
 Lag 1 Lag 2 Lag 3 Lag 4 Lag 1 Lag 2 Lag 3 Lag 4
0.00 0.059 0.057 0.052 0.059 0.055 0.057 0.045 0.042
0.02 0.064 0.063 0.065 0.061 0.061 0.061 0.055 0.052
0.04 0.058 0.056 0.048 0.040 0.054 0.054 0.040 0.037
0.06 0.089 0.053 0.061 0.062 0.085 0.057 0.053 0.050
0.08 0.106 0.085 0.082 0.076 0.097 0.088 0.074 0.070
0.10 0.145 0.109 0.102 0.102 0.133 0.110 0.097 0.075
0.12 0.178 0.126 0.114 0.119 0.171 0.140 0.120 0.101
0.14 0.257 0.163 0.149 0.136 0.245 0.171 0.138 0.113
0.16 0.311 0.215 0.174 0.150 0.299 0.207 0.163 0.135
0.18 0.398 0.305 0.256 0.232 0.388 0.307 0.254 0.204
0.20 0.422 0.338 0.287 0.265 0.407 0.344 0.288 0.249
nal example. Here we consider the MA(1) model
Xt = t + t−1; t 2 Z (12)
for normally distributed innovations. The results are summarized in Table 3 for various
lags, sample sizes and values of . In the MA(1) model, we observe a better power
for the portmanteau test of Ljung and Box (1978) if the assumed lag is too large or
too small and nearly the same behaviour if the lag is correctly specied.
Our observations can be summarized as follows. Although both tests are asymptot-
ically equivalent our simulation results indicate dierences in the nite sample size
behaviour of both procedures. For moving average processes the portmanteau test of
Ljung and Box (1978) is more ecient. On the other hand, if there is any autoregres-
sive component in the model the test of Mokkadem (1997) and the test based on the
statistic T^ yield a better power than the tests based on the portmanteau statistic. These
statements are conrmed by further simulation results which are not displayed for the
sake of brevity.
4. Proofs
Proof of Theorem 1. (i) Under the hypothesis of randomness we have from Brockwell
and Davis (1991, p. 230)
p
N^(r) D!N(0; 4Ir); (13)
where Ir denotes the r  r identity matrix. This implies
NT^ =
N^0(r) ^
−1
r ^(r)
^0
=
N^0(r) −1r ^(r)
0
+ op(1)
D! 2r ;
where the rst equality follows from the consistency of the estimates ^i and the fact
that under the hypothesis of randomness we have
 r = 2Ir :
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(ii) By assumption (4) the process (Xt)t2Z is causal and consequently (see Brockwell
and Davis, 1991, p. 230)
p
N
( 
^0
^(r)
!
−
 
0
(r)
!)
D!N(0; Vr + 4Wr); (14)
where 4 = (4− 3); the matrix Vr is dened by (7) and Wr =(ij)ri; j=0: By Cramer’s
theorem the statistic
T^ = f(^0; : : : ; ^r) =
^0(r) ^
−1
r ^(r)
^0
= 1− ^
2
r
^0
= 1− g(^0; : : : ; ^r)
^0
(15)
satises
p
N (T^ − T ) D!N(0; 2); (16)
where the last equation in (15) denes the function g; ^2r = ^0 − ^0(r) ^
−1
r ^(r) and the
asymptotic variance is given by 2 = (rf)0fVr + 4Wrgrf. Therefore it remains to
show
(rf)0Wr(rf) =
(
(rf)0
 
0
(r)
!)2
= −20
(
g− (rg)0
 
0
(r)
!)2
= 0; (17)
where the functions rf;rg and g are evaluated at the point (0; 0(r))0 2 Rr+1: To
this end we note that Sylvester’s identity (see Gantmacher, 1959, p. 3) implies for a
symmetric matrix A= (aij) 2 Rnn
@
@aii
jAj= jAiij; 16i6n;
@
@aij
jAj= 2(−1)i+jjAijj; 16i< j6n;
where Aij denotes the matrix obtained from A by deleting the ith row and jth column.
Now an application of the chain rule shows
@
@0
j rj=
rX
i=1
j iir j; (18)
@
@j
j rj= 2(−1)j
r−jX
i=1
j i; i+jr j; j = 1; : : : ; r − 1: (19)
From these identities we obtain
rj rj=
rX
i=1
rX
j=1
(−1)i+ji−jj ijr j= 0
rX
i=1
j iir j+ 2
r−1X
j=1
r−jX
i=1
(−1)jjj i; i+jr j
= 0
@
@0
j rj+
r−1X
j=1
j
@
@j
j rj=
rX
j=0
j
@
@j
j rj; (20)
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where we have used the fact that j rj does not depend on the covariance r for the
last equality. From (20) and the identity
g(0; : : : ; r) = 2r = 0 − 0(r) −1r (r) =
j r+1j
j rj
(see Achieser, 1956, p. 16) it follows
(rg)0
 
0
(r)
!
=
rX
j=0
j
@g
@j
= 2r
rX
j=0

@j r+1j
@j
j r+1j−1 − @j rj@j j rj
−1

j
= 2rf(r + 1)− rg= 2r = g; (21)
which proves (17), and the representation of the asymptotic variance in assertion (ii)
of the theorem follows.
Proof of Remark 1. Observing (15) a simple calculation shows that
rf =

g
20
; 0; : : : ; 0
0
− rg
0
: (22)
Assume that 1 =    = r = 0. We have from (21) 0(@g=@0) = g which shows that
the rst component of rf vanishes. On the other hand, (19) shows (@=@j)j r+1j= 0
whenever j = 1; : : : ; r and by (22) the remaining components also vanish, i.e. rf = 0:
Conversely, if rf = 0, we have @g=@0 = g=0, which implies
@
@0
log 0 =
@
@0
log g
and it is straightforward to show that this is equivalent to the equation
0 =
j r+1j
j rj = 0 − 
0(r) −1r (r);
i.e. (r) = 0; by the positive deniteness of the matrix  r .
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