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Abstract
We study how dense multi-antenna millimeter wave (mmWave) cellular network performance scales
in terms of the base station (BS) spatial density λ, by studying the signal-to-interference-plus-noise
ratio (SINR) and the area spectral efficiency (ASE). If the number of antennas at each BS scales at
least linearly with λ, which increases the number of possible beam configurations and their main-lobe
gain, and decreases their side-lobe gain, we prove that the SINR approaches a finite random variable
that is independent of λ and the ASE scales at least linearly with λ. In contrast, if the number of
antennas scales sub-linearly with λ, then the SINR decays to zero and the ASE saturates to a constant.
Thus, by moving to higher carrier frequencies with successively smaller antennas, and exploiting the
correspondingly increased directionality, cellular operators can in principle avoid the densification plateau
(or collapse) in cellular networks and instead continue to harvest linear sum throughput gains through
BS densification.
I. INTRODUCTION
Network densification has long provided cellular operators with a straightforward way to
increase the spatial and per user throughput of their networks, and has been the key driver
in throughput gains over several cellular network generations. However, the sustainability of
densification for 5G and beyond has been called into question [1], with the main argument
being that the linear growth observed so far in practice and supported by earlier mathematical
models [2] does not survive under more realistic path loss models and analyses that better
describe short communication distances and dense networks [3]–[6].
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2Recently in [7], we unified the previous results and showed that under natural assumptions
on the network and the signal propagation models, a densification plateau, where densifying the
network sacrifices the per-user throughput and yields diminishing gains in terms of the ASE, is
inevitable. Nevertheless, [7] focused on single-antenna BSs and users’ equipment (UEs) and thus
omnidirectional transmission. More recently, we showed in [8] that by deploying multi-antenna
BSs, with a number of antennas that scales at least linearly with the BS spatial density, we could
ensure a non-zero per-user throughput and obtain a linear gain of ASE with densification. Hence,
the densification plateau can be avoided in theory, echoing an argument that was motivated by
earlier works on MIMO ad hoc networks [9].
However, the works in [8], [9] focused on traditional cellular frequency bands, i.e., sub-6 GHz,
where the channel seen by different transmit and receive antennas are assumed to be independent
and identically distributed (i.i.d.). Hence, the practicality of the results can be questioned since by
scaling the number of antennas with the BS spatial density, the size of antenna arrays grows and
very soon becomes infeasible, especially in the context of the small cells. To this end, millimeter
wave (mmWave) communications is an attractive technology due to the directionality of the
antenna arrays, and the small size of these arrays [10]. However, one cannot directly generalize
the results from [8] and claim that we can harvest linear ASE gains with network densification,
since the signal propagation is very different at these bands, and the i.i.d. assumption, alluded to
above, is essential for the results in [8] to hold. Hence, the objective of this work is to answer
the question of whether or not we can achieve similar performance gains as in [8] for mmWave
bands.
Note that the scaling laws of mmWave networks have been studied in [11], [12] for ad hoc
networks. In [11], the authors focused on the coverage probability, and in [12] they focused on
the ASE, which makes it more relevant to this work. The key result in [12] is that we can ensure
a non-zero per-user throughput and a linear ASE gain with densification by scaling the number
of antennas with the nodes’ spatial density. However, the scaling results in [12] were derived
under certain assumptions: (i) ad hoc network, (ii) the power-law path loss model without any
consideration for blockages, which are critical in mmWave communications, and (iii) a specific
distribution for the small scale fading.
In this work, we relax these specific assumptions by assuming a cellular network, a general
physically feasible path loss model which can capture the blockage effects, and a general small
scaling fading distribution that depends on the nature of the communication link (LoS/NLoS).
3Under this relaxed model, we derive the scaling laws of the SINR and the ASE and prove that
scaling the number of antennas at the BSs linearly with the BS spatial density, which increases
the number of beams, increases their main-lobe gain, and decreases their side-lobe gain, is
sufficient to maintain a non-zero per-user throughput and a linear ASE gain. If the number of
antennas is scaled sub-linearly with the density, then we show through our simulations that the
SINR decays to zero and the ASE saturates to a constant.
Overall, our results show that the scaling laws derived for traditional cellular frequency bands
in [8] extend to mmWave cellular networks as well. From another perspective, our results show
that given a fixed antenna array area, the carrier frequency has to increase as
√
λ (assuming a
2D planar array) to avoid the densification plateau. To provide a concrete example, if we wish
to increase the BS density of an already dense mmWave network at a carrier frequency fc = 28
GHz by a factor of 10 and still achieve a 10x increase in ASE without increasing the antenna
array’s physical area, then we would need to increase fc by a factor of
√
10, i.e. to about 90
GHz, along with the correspondingly larger number of antennas and beamforming gain. Note
that we do not include the beam training overheads in our analysis, which is typical in studying
scaling laws in mmWave networks [11], [12], just as the channel estimation overheads are not
typically included in studying the scaling laws in traditional MIMO networks. Hence, the scaling
laws we derive are upper-bounds on the actual network performance we observe in practice.
II. SYSTEM MODEL
We consider a cellular network, where the BSs are spatially distributed as a homogeneous
Poisson point process (HPPP) with intensity λ. Users are assumed to be spatially distributed
as an independent stationary point process with density λu. All BSs are assumed to have users
to serve and to continuously transmit at all time, i.e., λu ≫ λ. The large scale channel gain is
captured by the function L : R+ → R+ which is assumed to be physically feasible [7] and satisfy
the conditions in [8, Assumption 1], for example, the average received power must be less than
the transmit power which is assumed to be finite. The bounded single-slope, multi-slope [13],
and stretched exponential [5] path loss models – in addition to the path loss models used in
3GPP standards [14] for the entire range of 0.5 to 100 GHz bands – are all included in this class
of models. The popular but flawed power-law path loss does not belong to this class, however,
due to the singularity at the origin. For technical details on this class of path loss models, please
4refer to [7]. All BSs are assumed to be equipped with N(λ) = ζλ antennas, where ζ > 0, while
the users are equipped with a single omnidirectional antenna.
All small scale channel variables are assumed to be independent of the node locations. Recall
that our focus is on mmWave channels, and hence, an i.i.d. complex Gaussian channel assumption
between the different antennas is inappropriate. Instead, due to the spatial sparsity of the mmWave
channel, it is common to abstract the actual array beam pattern for each beam by a step function
with a constant main-lobe over the beamwidth and a constant side-lobe otherwise [11], [12],
[15]. Hence, the irregularities in the radiation patterns are ignored and the radiation pattern is
abstracted by three parameters: the main-lobe gain Gmax(N), the side-lobe gain Gmin(N), and
the beamwidth B(N). All of these parameters are functions of the number of antennas and
the specific design of the antenna arrays. Typically, the main-lobe gain is non-decreasing with
N while the side-lobe gain and the beamwidth are non-increasing [15]. However, deriving the
scaling laws with just these monotonicity assumptions is not feasible. To this end, we adopt the
following assumptions which we verify later.
The main-lobe gain for the antenna array is assumed to be non-decreasing in the number
of antennas with lim
N→∞
Gmax(N) = ∞. Furthermore, the ratio between the main-lobe gain and
the side-lobe gain is assumed to be non-decreasing and to scale with the number of antennas
as
Gmax(N)
Gmin(N)
= αN , where α > 0. Finally, the beamwidth is assumed to linearly decrease with
the number of antennas, i.e., B(N) = β
N
, where β > 0. Based on these assumptions and by
conditioning on the network geometry and the channel gains, the conditional SINR given a
serving distance of r0 is
1
SINR(λ) =
L(r0)Gmax(λ)h˜
I˜(λ) + I¯(λ) + σ2
, (1)
where I˜(λ) =
∑
ri∈Φ˜
Gmax(λ)L(ri)hi is the interference received from BSs with beams pointing
towards the tagged user, I¯(λ) =
∑
ri∈Φ¯
Gmin(λ)L(ri)gi is the interference received from BSs
with beams pointing away from the tagged user, and Φ¯
(
Φ˜
)
is the set of interfering BSs such that
the tagged user is in the sight of their main-lobe (side-lobe). Meanwhile, h˜, hi, ∀i ∈ {1, 2, · · · },
and gi, ∀i ∈ {1, 2, · · · }, are independent random variables that capture the small scale fading
of the desired link, of interfering links with beams pointing towards the tagged user, and of
interfering links with beams pointing away from the tagged user, respectively. Note that these
1The serving distance has a probability distribution function (PDF) given by fR(r0) = 2piλr0e
−piλr
2
0 [2].
5random variables do not need to have identical distributions. Typically, the distribution of h˜, and
sometimes the distribution of hi, ∀i ∈ {1, 2, · · · }, is chosen to reflect the LoS nature of the
desired link, for example a Ricean or Nakagami distribution, while the NLOS gi ∀i ∈ {1, 2, · · · },
are assumed to be Rayleigh fading channels [15]. However, we do not make any assumptions
regarding the distributions, except that they should be independent with unit means. Note that
the average SINR can be found by averaging (1) over all channel realizations and network
configurations.
Using this definition of the SINR, the per-user throughput is defined as E [log2(1 + SINR)]
in bps/Hz and the ASE, which is the network sum throughput per unit area, is given by
E [E(λ)] = E [λ log2(1 + SINR(λ))] , (2)
in bps/Hz/m2.
III. PERFORMANCE ANALYSIS
Using the SINR expression in (1), we can derive the SINR scaling laws.
Theorem 1. The conditional SINR as defined in (1), is finite and independent of λ, as λ→∞.
Specifically,
lim
λ→∞
SINR(λ) =
L0h˜∑
ri∈Ψ
L(ri)hi +
2piγ
αζ
, (3)
where Ψ is a PPP with density β
2piζ
and γ =
∞∫
0
rL(r)dr, which is finite for physically feasible
path loss functions. The mean SINR satisfies:
lim
λ→∞
E[SINR(λ)] =
∞∫
0
L0 exp

−2piγt
αζ
− β
ζ
∞∫
0
Eh
[(
1− e−thL(r))] rdr

 dt, (4)
where the limit is finite and bounded:
L0αζ
γ(2pi + αβ)
≤ lim
λ→∞
E[SINR(λ)] ≤ L0αζ
2piγ
. (5)
Proof. Refer to Appendix A.
Theorem 1 shows that the linear scaling of the number of antennas is also sufficient to prevent
the SINR from dropping to zero in mmWave cellular networks. Note that the theorem focuses on
the case where the number of antennas scales linearly with λ and it is specific to the assumptions
we made regarding the beamwidth B(N) = β
N
and the antenna gains
Gmax(N)
Gmin(N)
= αN .
6The first term in the denominator of (3) is due to the interference from BSs with beams
pointed towards the tagged user and it is related to the first interference term in (1). Hence, if
the beamwidth B(N) decreased at a rate faster than linear, the first interference term tends zero
in the limit, instead of
∑
ri∈Ψ
L(ri)hi. The ratio
Gmax(N)
Gmin(N)
affects the second interference term in (3)
which reduces to 2piγ
αζ
in the limit, when the ratio scales linearly with λ. If the antenna design
allowed the ratio
Gmax(N)
Gmin(N)
to scale at a rate faster than linear, then this interference term would
approach zero in the limit. On the other hand, if the ratio scales sub-linearly, then the interference
term would grow unbounded in the limit and the average SINR will drop to zero. Based on this,
one can have different scaling laws depending on the antenna design itself. Moving to the ASE,
the scaling law is given in the next theorem.
Theorem 2. The mean ASE, defined in (2), scales as lim
λ→∞
E [E(λ)] = Θ(λ). Specifically, we
have the following bounds.
1
log(2)
ζαL0
γαβ + 2piγ + L0αζ
≤ lim
λ→∞
E
[E(λ)
λ
]
≤ L0αζ
2piγ log(2)
,
where both of these bounds are non-zero and finite constants.
Proof. Refer to Appendix B.
Hence, by linearly scaling the number of antennas, one can maintain the desired linear growth
of the ASE. One can also interpret the previous results from a different perspective. If we fix
physically size of the antenna arrays, then to be able to fit the desired number of antennas within
the array, the carrier frequency has to scale as λ for the linear arrays and as
√
λ for the 2D
arrays. This argument motivates using higher frequency bands to avoid the densification plateau.
IV. CASE STUDY
As we mentioned, the scaling laws in the previous section were derived under specific as-
sumptions regarding the scaling of the main-lobe gain, the side-lobe gain, and the beamwidth. In
this section, we consider a specific example and illustrate that the aforementioned assumptions
are practically feasible.
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Fig. 1: Average ASE and SINR vs the BS density λ for different scaling of the number of
antennas.
A. Uniform Linear Arrays
We focus on one dimensional uniform linear array (ULA) of antennas. An N element ULA
with inter-antenna spacing d is described by the array response vector a(θ) representing the
array’s phase profile as a function of the angular direction of arriving/departing plane wave.
a(θ) =
1√
N
[
1, e−j2piθ, e−j4piθ, · · · , e−j2pi(N−1)θ]T , (6)
where θ is the normalized spatial angle of arrival/departure and is related to the physical angle
φ as θ = d
λc
sinφ and λc is the wavelength of operation. Typically the inter-antenna spacing is
chosen to be half of the operational wavelength, d = λc/2. The maximum antenna gain offered
by a ULA is N [16, Section 2.4] and the half-power beamwidth decreases linearly with N [16,
Table 2.2]. Specifically,
Gmax(N) = N (7)
B(N) =
1.782
N
. (8)
Given Gmax(N) and B(N), Gmin(N) is then evaluated such that the radiated power in all
directions is constant regardless of N . Similar approximations to the antenna beam pattern have
been made in [17], [18]. With this in mind, the side-lobe gain is
Gmin =
0.218N
piN − 1.782 . (9)
8Hence, all the assumptions we made in the previous section are satisfied asymptotically for
the case of ULA.
B. Simulation Results
Now we illustrate the scaling laws we derived. The simulation drops BSs according to the
desired density in a 20x20 km2 region, then for each BS the antenna gain is Gmax w.p
B(λ)
2pi
and
Gmin otherwise, where Gmin, Gmax, and B are selected for the ULA discussed before. For the
path loss, we use the model adopted in the 3GPP standard [14, page 26] for urban environment
(UMa) which incorporates the effects of blockage and is included in the class of physically
feasible path loss model we consider.
The simulation results are shown in Fig. 1a and Fig. 1b assuming three different scaling laws
of the number of antennas; sub-linear, linear, and super-linear. Note that in the analysis, we
focused on the linear case, so we added the other two in the figures for completeness. The
curves agree with our derivation and show that a linear scaling of the number of antennas is
required to maintain a non-zero SINR and a linear scaling of the ASE. Note that in the case
of sub-linear scaling, the SINR keeps decreasing for high BSs density and eventually hits zero
while the ASE saturates to a constant. Overall, our results show that the scaling laws observed
for the mmWave case with the idealized antenna gain pattern are the same as the ones we derived
in [8] for the traditional cellular networks. The relaxation of the typical i.i.d. assumption for the
channel gains adds practical value to the obtained results, especially that the same scaling laws
hold in the mmWave bands as well.
V. CONCLUSION
In this letter, we studied the scaling laws of the ASE and the SINR in mmWave cellular
networks w.r.t. the BS spatial density (λ), where the BSs are equipped with a number of
antennas that scales linearly with λ. Under fairly general assumptions on the network and signal
propagation models, we proved in the limit of dense network, the SINR is non-zero and finite,
while the ASE scales linearly with λ.
9APPENDIX A
PROOF OF THEOREM 1
Define the following,
I(λ) :=
∑
ri∈Φ
Gmin(λ)L(ri)gi
I1(λ) :=
∑
ri∈Φ˜
Gmax(λ)L(ri)hi
I2(λ) :=
∑
ri∈Φ˜
Gmin(λ)L(ri)gi,
where Φ = Φ˜ + Φ¯. Using these definitions, the SINR in (1) can be written as
SINR(λ) =
L(r0)Gmax(λ)h˜
I(λ) + I1(λ)− I2(λ) + σ2 ,
where Φ = Φ˜+ Φ¯. Under the assumption that each BS randomly and uniformly points its beam
spatially, one can exploit the independent thinning property of PPPs [19] and deduce that the
density of Φ˜ is λB(λ)
2pi
= β
2piζ
, where the equality holds since we assumed that B(λ) = β
λζ
. Based
on this, the limit of the SINR can be written as
lim
λ→∞
SINR(λ) =
L0h˜
lim
λ→∞
(
I(λ)
Gmax(λ)
+ I1(λ)
Gmax(λ)
− I2(λ)
Gmax(λ)
) .
First, note that
I1(λ)
Gmax(λ)
=
∑
ri∈Φ˜
L(ri)hi which is independent of λ and almost surely (a.s.)
finite according to the third property of the physically feasible path loss models [7]. Note that
Φ˜ is independent of λ and has a density β
2piζ
which is finite. Hence, since lim
λ→∞
Gmax(λ)
Gmin(λ)
=∞ and∑
ri∈Φ˜
L(ri)gi is finite a.s., then
lim
λ→∞
I2(λ)
Gmax(λ)
= lim
λ→∞
Gmin(λ)
Gmax(λ)
∑
ri∈Φ˜
L(ri)gi = 0,
For I(λ), we have the following
lim
λ→∞
I(λ)
Gmax(λ)
= lim
λ→∞
∑
ri∈Φ
Gmin(λ)
Gmax(λ)
L(ri)gi
= lim
λ→∞
1
αζλ
∑
ri∈Φ
L(ri)gi =
2piγ
αζ
,
where the last step follows the superposition property of PPP, the law of large numbers, and
then by Campbell’s theorem as in [8, Lemma 1]. Hence,
lim
λ→∞
SINR(λ) =
L0h˜∑
ri∈Φ¯
L(ri)hi +
2piγ
αζ
,
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which is finite a.s. and independent of λ. This concludes the asymptotic analysis of the con-
ditional SINR. To show the asymptotic scaling for the mean SINR, we need to show that
limλ→∞ E [SINR(λ)] = E [limλ→∞ SINR(λ)] which follows from the dominated convergence
theorem as follows.
SINR(λ) ≤ L(r0)Gmax(λ)h˜
I˜(λ) + σ2
≤ L0h˜∑
ri∈Φ˜
L(ri)hi
,
where the first inequality holds since I2(λ) ≤ I(λ) and the second by neglecting the noise term.
To apply the dominated convergence theorem, we need to show that the right-hand-side (RHS)
term has a finite mean, which follows as
E

 L0h˜∑
ri∈Φ˜
L(ri)hi

 = E

 L0∑
ri∈Φ˜
L(ri)hi

 , (10)
where the equality holds since hi has a unit mean. Since Φ˜ has a finite density, the RHS in (10)
is finite, since it was shown in [7] that the RHS has a finite second moment. Hence, we can
conclude that
lim
λ→∞
E [SINR(λ)] = E

 L0h˜∑
ri∈Ψ
hiL(ri) +
2piγ
αζ

 ,
where Ψ is a PPP with density β
2piζ
. The lower bound in (5) is found using Jensen’s inequality
then Campbell’s theorem [19], and the upper bound by neglecting the term
∑
ri∈Ψ
hiL(ri). The
exact value is found using the probability generating functional of a PPP [19].
APPENDIX B
PROOF OF THEOREM 2
For this proof, we need to show that, asymptotically, the ASE scales linearly with the BS
density, i.e., limλ→∞ E
[
E(λ)
λ
]
= c ∈ R+. To this end, we utilize the following bounds.
lim
λ→∞
E [log2(1 + SINR(λ))] ≤ lim
λ→∞
E [SINR(λ)]
log(2)
≤ L0αζ
2piγ log(2)
,
11
where the first upper bound holds since log2(1+x) ≤ xlog(2) and second bound follows from (5).
We can also use Fatou’s lemma to obtain the following lower bound.
lim
λ→∞
E [log2(1 + SINR(λ))] ≥ E
[
lim
λ→∞
log2(1 + SINR(λ))
]
= E

log2

1 + L0h˜∑
ri∈Ψ
L(ri)hi +
2piγ
αζ




≥ 1
log(2)
E

 L0∑
ri∈Ψ
L(ri)hi +
2piγ
αζ
+ L0h˜

 (11)
≥ 1
log(2)
L0
E
[ ∑
ri∈Ψ
L(ri)hi +
2piγ
αζ
+ L0h˜
] (12)
=
1
log(2)
L0
γβ
ζ
+ 2piγ
αζ
+ L0
, (13)
where (11) follows since log(1 + x) ≥ x
1+x
, (12) follows from Jensen’s inequality, and (13)
follows from Campbell’s theorem. Note that (13) is a non-zero finite constant and independent
of λ. Hence, limλ→∞
E[E(λ)]
λ
is bounded by non-zero finite constants from below and above,
which concludes the proof.
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