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Abstract
Symplectic Runge–Kutta (RK) methods for general Hamiltonian systems are implicit and an iterative scheme
must be used to obtain the solution at each step. In this paper the classical order and the pseudo-symplecticity
order [Pseudo-symplectic Runge–Kutta methods, BIT 38 (1998) 439–461] of the one step method that results after
 ﬁxed point iterations for solving the implicit equations of stages in an implicit RK method are studied. In the
numerical experiments with some RK-Gauss methods,  is chosen so that the pseudo-symplecticity order is twice
the classical order. Thus, the pseudo-symplectic method retains some important properties of the original symplectic
one. Further, new starting algorithms are constructed taking into account their pseudo-symplecticity properties and
are compared with other initializers existing in the literature.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
We consider autonomous Hamiltonian initial value problems
y′(t) = f (y(t)) ≡ J−1∇H(y(t)), t ∈ [t0, t0 + T ]
y(t0) = y0 ∈ R2d , (1.1)
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where the Hamiltonian function H = H(y) : R2d → R is assumed to be sufﬁciently smooth. Here, y =
(pT , qT )T ∈ R2d with d the number of degrees of freedom, ∇ is the gradient operator
(/p1, . . . , /pd, /q1, . . . , /qd)
T
, and J ∈ R2d×2d is the skew-symmetric matrix
J =
(
0 I
−I 0
)
,
where I and 0, respectively, represent the unit and zero matrices in Rd×d .
An s-stage Runge–Kutta (RK) method characterized by the coefﬁcients (A, b), A = (aij ) ∈ Rs×s,
b = (bi) ∈ Rs , advances the solution of (1.1) from (tn, yn) to (tn+1 = tn + h, yn+1) with the equations
yn+1 = h,H (yn) ≡ yn + h
s∑
i=1
bif (Yn,i) (1.2)
Yn,i = yn + h
s∑
j=1
aijf (Yn,j ), i = 1, . . . , s. (1.3)
For implicit methods, we will assume that the implicit equations of stages (1.3) are solved by a ﬁxed
point iteration scheme. Then, following [8], a starting algorithm that produces values Y (0)n,i , i = 1, . . . , s
to begin the iterations is of order q if this is the largest integer for which
‖Yn,i − Y (0)n,i ‖ = O(hq+1), i = 1, . . . , s, (1.4)
for all initial value problems (1.1).
Starting algorithms of high orders based on information about the numerical solution either in the
previous step or in two previous steps were constructed for various RK-Gauss formulae in [8,9,2,3]. A
different approach based on equistage approximations was used in [4,5] to construct starting algorithms
for other implicit RK methods.
Hamiltonian systems (1.1) may be characterized by the fact that its ﬂow map h : y0 → h(y0) =
y(t0 + h; t0, y0), is symplectic, i.e.,(
h(y0)
y0
)T
J
(
h(y0)
y0
)
= J . (1.5)
Correspondingly, symplecticRunge–Kuttamethods (SRK) are those that preserve the symplectic structure
of the ﬂow i.e., such that its ﬂow map h = h,H deﬁned by (1.2), (1.3) satisﬁes (1.5). It is known [10]
that SRK methods for general Hamiltonians are necessarily implicit, and among them the Gauss methods
are those of the highest order, hence their efﬁciency depends strongly on the starting algorithm used in
the solution of (1.3).
Looking for explicit RK methods with a behaviour comparable to SRK methods, Aubry and Chartier
[1] introduced the concept of pseudo-symplecticity. Thus, a RK method (1.2), (1.3) is called pseudo-
symplectic of ps-order r if h = h,H satisﬁes(
h(yn)
yn
)T
J
(
h(yn)
yn
)
− J = O(hr+1), (1.6)
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for all Hamiltonian problems (1.1). In the following, we refer to the pseudo-symplecticity order as the
ps-order and to the classical order as the algebraic order.
As remarked in [1] pseudo-symplectic methods attempt to preserve the symplectic structure of the ﬂow
of Hamiltonian systems. Further, it has been proved in [1] that, when the ps-order r is twice the algebraic
order of the RK method, the global error grows linearly in the numerical integration of Hamiltonian
systems whose solutions are periodic with a period depending only on the value of the Hamiltonian (e.g.,
in the elliptic two-body problem).
The aim of this paper is to use pseudo-symplecticity ideas in the derivation of new starting algorithms
for SRK-Gauss methods and to compare the new algorithms with existing initializers based exclusively
on accuracy considerations. In Section 2 we derive some results on the algebraic- and ps-order of the
(pseudo-symplectic) explicit RK method that results when the basic RK formula (1.2), (1.3), with (1.3)
solved with a ﬁxed point iteration scheme, is applied with a given starting algorithm and a ﬁxed num-
ber of iterations. Numerical experiments are presented to compare the behaviour of pseudo-symplectic
methods based on RK-Gauss methods with that of the underlying RK-Gauss formulae. Furthermore, for
a nonsymplectic method the h-power series expansion of the ps-error deﬁned by the left-hand side of
(1.6) is derived. In Section 3 we construct two-step starting algorithms for two- and three-stage RK-Gauss
methods by choosing their coefﬁcients taking into account their symplecticity error. Finally, the results
of some numerical experiments comparing the new starting algorithms with other existing algorithms
are presented.
2. Pseudo-symplectic Runge–Kutta methods
Suppose that a set of initial values Y (0)n,i , i = 1, . . . , s, is given to start the ﬁxed point iteration that
compute the internal stages (1.3) of an implicit RKmethod (A, b).After computing ﬁxed point iterations,
the following one-step method (tn, yn) → (tn+1 = tn + h, y()n+1) is obtained:
y
()
n+1 = ()h,H (yn) = yn + h
s∑
i=1
bif (Y
()
n,i ),
Y
(k)
n,i = yn + h
s∑
j=1
aijf (Y
(k−1)
n,j ), (i = 1, . . . , s), (k = 1, . . . , ). (2.1)
Note that if we take Y (0)n,i = yn, i = 1, . . . , s, then y()n+1 can be considered as the solution given by the
following ( + 1)s-stage explicit RK method with the Butcher array
with c = Ae ∈ Rs and e = (1, . . . , 1)T ∈ Rs .
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The algebraic- and ps-order of the iterated RK method (2.1) are given in the following result:
Theorem 1. Let p be the algebraic order of the basic RK method (A, b) and q the order of the starting
algorithm. Then,
(i) The one-step method (2.1) has algebraic order  min{ + q + 1, p}.
(ii) If the basic RK method (A, b) is symplectic and it is applied to (1.1), then the method (2.1) has
ps-order  + q + 1.
Proof. (i) Let L be the Lipschitz constant of f (y) in a (closed and convex) neighbourhood of yn, and let
h0 > 0 be such that all Y (k)n,i , Yn,i remain in this neighbourhood for 0hh0. It follows from the second
of (2.1) and (1.3) that Y (k)n,i satisﬁes
‖Y (k)n,i − Yn,i‖hL
s∑
j=1
|aij | ‖Y (k−1)n,j − Yn,j‖, k = 1, 2, . . . (2.2)
for a given norm ‖ · ‖ in R2d .
By repeated application of (2.2), we have ‖Y ()n,i − Yn,i‖ = O(h+q+1) for all i = 1, . . . , s. Moreover,
from (1.2) and the ﬁrst of (2.1) we get
‖y()n+1 − yn+1‖hL
s∑
i=1
|bi | ‖Y ()n,i − Yn,i‖ = O(hq++2).
Now (i) follows from
y
()
n+1 − yn(tn+1) = y()n+1 − yn+1 + yn+1 − yn(tn+1) = O(hq++2) + O(hp+1),
where yn(t) = y(t; tn, yn) is the local solution of y′ = f (y) at (tn, yn).
(ii) Since y()n+1=yn+1+O(hq++2), it follows from (1.2) and (2.1) that ()h (yn)=h(yn)+O(hq++2)
and we have(
()h (yn)
yn
)T
J
(
()h (yn)
yn
)
− J =
(
h(yn)
yn
)T
J
(
h(yn)
yn
)
− J + O(hq++2),
which implies that (2.1) has ps-order q +  + 1. 
As in [1], if a one-step method has algebraic order  and ps-order , we say that the method is of
order (, ). From the preceding theorem it follows that to have a method of order (p, 2p) the number of
iterations  must satisfy = 2p − q − 1. So, the higher the order q of the starting algorithm, the smaller
the number of iterations  that will be needed to deliver order (p, 2p). Therefore, the use of high order
initializers should be important for minimizing the total computational cost.
Next, we present some numerical experiments for the two-dimensional Kepler problem. First, we
compare the results obtained with the following methods:
RKG2: The 2-stage SRK-Gauss method of order p = 4. A ﬁxed point iteration scheme has been carried
out up to the round-off level, using the third-order starting algorithm denoted by RKG2,3 in [2].
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Fig. 1. Kepler problem, e = 0, h = 2∗pi/128, N = 100, 200, . . . , 3000 periods.
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Fig. 2. Kepler problem, e = 0.5, h = 2∗pi/256, N = 100, 200, . . . , 3000 periods.
RKG2(4): The pseudo-symplectic method (2.1) of order (4, 8) with the 2-stage RK-Gauss method
as the basic formula (A, b), using at most  = 4 iterations, unless convergence is reached earlier. The
same third-order starting algorithm RKG2,3 has been used.
Fig. 1 depicts the global error plotted against the number of periods in a log–log scale for eccentricity
e = 0 and constant step size h = 2/128, showing the results for 100, 200, 300, . . . , 3000 periods. As
expected, the global errors grow linearly for both methods, and in this case the two graphs practically
coincide. A similar behaviour of the global errors is observed in Fig. 2 for e = 0.5 and h = 2/256.
The efﬁciency graphs in Figs. 3 and 4 show the superior performance of RKG2(4) after integrating
over 3000 periods for eccentricities e = 0 and e = 0.5, respectively.
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Fig. 3. Kepler problem, e = 0, h = 2∗pi/32, . . . , 2∗pi/512, 3000 periods.
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Fig. 4. Kepler problem, e = 0.5, h = 2∗pi/128, . . . , 2∗pi/1024, 3000 periods.
Next, we derive the power series expansion of the ps-error of a RK method (A, b) given by the left
hand side of (1.6). To simplify the notation we take n = 0 in (1.2), (1.3), y1 = h(y0) and we write Yi
instead of Y0,i . To obtain the h-power series expansion of the ps-error
 =
(
y1
y0
)T
J
(
y1
y0
)
− J , (2.3)
observe that differentiating (1.2) with respect to y0 and substituting into (2.3) we get
 = h
s∑
i=1
bi
(
fi
y0
)T
J + h
s∑
j=1
bjJ
(
fj
y0
)
+ h2
s∑
i,j=1
bibj
(
fi
y0
)T
J
(
fj
y0
)
, (2.4)
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where fi = f (Yi). Further, differentiating (1.3) with respect to y0, substituting in the right hand side of
(2.4) and rearranging terms we get
 = −h2
s∑
i,j=1
mij
(
fi
y0
)T
J
(
fj
y0
)
, (2.5)
with mij = biaij + bjaji − bibj .
Recall that for an s-stage RK method (A, b) applied to y′ =f (y) the numerical solution y1 =h,f (y0)
with step size h has a Butcher series expansion that can be written as [7],
y1 = y0 +
∑
∈T
h	()
()bT()F ()(y0), (2.6)
where  belongs to the set of rooted trees T with order 	()1, F()(y0) is the elementary differential
of f (y) associated with  at y0 and  = A:T→ Rs is a function deﬁned recursively by
(Q) = e = (1, . . . , 1)T ∈ Rs ,
([1, . . . , k]) = A(1)Q · · · QA(k),
where Q is the componentwise product, and the scalar 
 : T→ R is given by 
()= ()()/	()! with
() the number of monotonic labellings of  and () the density of .
Now, considering the s-stage method (A, ei), ei = (ij ) ∈ Rs applied to (1.1) we get h,f (y0) = y0 +
hf (Yi). On the other hand by (2.6) h,f (y0) = y0 +
∑
∈T h	()
()eTi ()F ()(y0) which implies
hf (Yi) =
∑
∈T
h	()
()eTi ()F ()(y0).
Hence, by differentiation with respect to y0 we get
h
fi
y0
=
∑
∈T
h	()
()eTi ()
F()(y0)
y0
,
and substituting into (2.5) we arrive at
 = −
∑
,′∈T
h	()+	(′)
()
(′)()T M(′)
(
F()(y0)
y0
)T
J
(
F(′)(y0)
y0
)
,
where M = (mij ) ∈ Rs×s , M = BA + AT B − bbT and B = diag(bi). Now we can state the following
Theorem 2. (i) If
()T M(′) = 0, ∀, ′ ∈ T, 	() + 	(′)q, (2.7)
then the method (A, b) has ps-order q.
(ii) Let q be the maximum positive integer such that (2.7) holds. Then, the leading term of the ps-error
is
hq+1
∑
	()+	(′)=q+1
Cq+1(, ′)
(
F()(y0)
y0
)T
J
(
F(′)(y0)
y0
)
,
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where
Cq+1(, ′) = −
()
(′)()T M(′). (2.8)
Note 3. For a consistent RK method, (2.7) are the conditions given byAubry and Chartier in [1, Table 1].
In fact, for = ′ = 1 =Qwith (1)= e, eT Me=0 is the second ps-order condition. For = 1, ′ = [1]
with () = e, (′) = c, eT Mc = 0 is the third ps-order condition, and similarly for higher orders.
3. Starting algorithms based on pseudo-symplecticity properties
Suppose that two consecutive steps of constant size h: (tn−1, yn−1) → (tn, yn) → (tn+1, yn+1) with
internal stages Yn−1,i and Yn,i respectively, have already been completed with an s-stage SRK method
(A, b), and we are looking for initial values to start the iterations to calculate the stages Yn+1,i of the
current step (tn+1, yn+1) → (tn+2 = tn+1 + h, yn+2) with the form
Y
(0)
n+1,i = iyn−1 +
s∑
j=1
(ij Yn−1,j + ij Yn,j ), i = 1, . . . , s, (3.1)
where i , ij and ij are real coefﬁcients which satisfy i +
∑s
j=1(ij + ij ) = 1.
In [2,3], starting algorithms were derived for several RK-Gauss methods of type (3.1) with i , ij and
ij calculated taking into account the accuracy of Y
(0)
n+1,i with respect to the exact stages Yn+1,i .
Now, we are interested in deriving new starting values Y (0)n+1,i of type (3.1) by choosing the free
parameters so that the approximate solution y(0)n+2 at tn+2 given by
y
(0)
n+2 = yn+1 + h
s∑
i=1
bif (Y
(0)
n+1,i)
= yn−1 + h
(
s∑
i=1
bif (Yn−1,i) +
s∑
i=1
bif (Yn,i) +
s∑
i=1
bif (Y
(0)
n+1,i)
)
(3.2)
attains the highest ps-order. For two- and three-stages RK-Gauss methods this goal may be achieved with
some freedom in the choice of the free parameters that will be used to minimize ‖Y (0)n+1,i − Yn+1,i‖, i =
1, . . . , s.
Putting = (ij ) ∈ Rs×s and ′ = (ij ) ∈ Rs×s , the value y(0)n+2 given by (3.2) may be considered as the
numerical solution computed from (tn−1, yn−1) with step size h by a 3s-stage RK scheme with Butcher
tableau:
(3.3)
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For consistency, we have assumed that the third s-block of stages of (3.3) satisﬁes
2e + c = (A + ′ebT )e + ′Ae = c + ′(e + c), (3.4)
so that y(0)n+2 is exact for y′ = t , and also Y (0)n+1,i −Yn+1,i =O(h). The proposed starting algorithms depend
on 2s2 − s free parameters (,′) after considering the linear condition (3.4).
3.1. Starting values for the 2-stage RK-Gauss method
In this case we have eight parameters (,′ ∈ R2×2) with the two linear conditions (3.4). To study the
ps-order of (3.3) observe that the associated M-matrix has the form
M̂ = B̂Â + ÂT B̂ − b̂ b̂T =
⎛⎝ 0 0 XT10 0 XT2
X1 X2 −bbT
⎞⎠
with
X1 = BA + B′ebT − bbT , X2 = B′A − bbT .
It follows from Theorem 2 that y(0)n+2 has ps-order 4 if and only if the matrix M̂ associated with (3.3)
satisﬁes the order condition
êT M̂ê = êT M̂ĉ = ĉT M̂ĉ = êT M̂ĉ2 = êT M̂Âĉ = 0. (3.5)
The ﬁrst four equations of (3.5) and the two equations (3.4) comprise six linear equations in the free
parameters ,′. Only ﬁve of them are linearly independent (in fact (3.4) implies êT M̂ê = 0). Taking
as free parameters 12, 21 and 22 of ′, the remaining coefﬁcients 11, 12, 21, 22, 11 are uniquely
determined. Further, for these values of the coefﬁcients Âĉ = ĉ2/2, and consequently, the equation
êT M̂Âĉ = 0 is satisﬁed identically. In conclusion, there is a 3-parameter family of starting algorithms
such that the numerical solution y(0)n+2 has ps-order 4.
Next, due to the simplifying condition Âĉ= ĉ2/2, the six additional conditions for ps-order ﬁve satisfy
êT M̂ÂÂĉ = 12 êT M̂Âĉ2, êT M̂(Âĉ · ĉ) = 12 êT M̂ĉ3, ĉT M̂Âĉ = 12 ĉT M̂ĉ2.
Since,
êT M̂ĉ3 − 2̂eT M̂Âĉ2 + 2̂cT M̂ĉ2 = −13 	= 0,
the above conditions for ps-order ﬁve cannot be satisﬁed simultaneously and the corresponding y(0)n+2
cannot attain ps-order ﬁve.
Now, we will use our free parameters to minimize the error Y (0)n+1,i − Yn+1,i . Conditions (3.4) together
with the simplifying condition Âĉ= ĉ2/2 imply that the family obtained produces values Y (0)n+1,i of order
greater than or equal to 2, and it achieves maximum order 3 if we take 22 = 20 − 8
√
3 − (7 − 4√3)21.
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Table 1
Iterations/step, Kepler problem, e = 0.9
Steps RKG2(1) RKG2(2) RKG2(3)
128 7.92 7.24 8.10
256 6.28 5.61 6.34
512 5.11 4.43 5.35
1024 4.18 3.60 4.43
2048 3.23 3.00 3.85
4096 2.72 2.44 3.30
8192 2.20 2.03 3.00
Finally, the free parameters 12 and 21 can be used to minimize∑
	()+	(′)=5
|C5(, ′)|2,
with C5(, ′) deﬁned by (3.4) with (A, b) = (Â, b̂).
The coefﬁcients 12 and 21 have the values 12, 21=194(3±2
√
3)/203 and the remaining parameters
of the starting algorithm are
1, 2 = 36203 (182 ± 191
√
3), 11, 22 = − 10203 (467 ± 342
√
3),
11, 22 = − 1203 (17813 ± 7788
√
3), 12, 21 = 8203(1944 ± 493
√
3).
Here, the top sign (+) in the ± symbol corresponds to the left most coefﬁcient (e.g., 1), and the bottom
sign (−) to the right most coefﬁcient (e.g., 2).
To check the behaviour of the new starting algorithm RKG2(1) deﬁned by the above values of the
parameters, the two-dimensional Kepler problem was integrated after using the Poincaré regularization
transformation
dt
dtˆ
= q21 + q22 ,
where tˆ is the new independent variable.
In Table 1, the average number of iterations per step in one period is shown for eccentricity e = 0.9.
The results corresponding to other two starting algorithms are also included there:
• RKG2(2): Starting algorithm of order 3 denoted by RKG2,3 in [2]. The parameters were computed
by minimizing the principal error term for the initial values Y (0)n+1,i , i = 1, 2.• RKG2(3): Standard second-order starting algorithm (see [6, p. 275]) based on the polynomialwn(t) of
degree 2 that interpolates the values (tn, yn), (tn + cih, Yn,i), i = 1, 2. Hence wn(t) is the collocation
polynomial in the step tn → tn+1, and the starting algorithm for the step tn+1 → tn+2 is given by
Y
(0)
n+1,i = wn(tn+1 + cih), i = 1, 2.
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Table 2
Iterations/step, Galactic problem, t ∈ [0, 1000]
h RKG2(1) RKG2(2) RKG2(3)
0.025 7.98 7.08 8.05
0.0125 6.30 5.41 6.43
0.00625 5.13 4.29 5.23
0.003125 4.17 3.54 4.42
0.0015625 3.45 2.92 3.83
0.00078125 2.79 2.43 3.32
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Fig. 5. Kepler problem, e = 0.9, 10000 periods.
We also present here numerical results for an example from Galactic Dynamics which appears in [7,
p. 319]. The same Poincaré regularization as before was used, and we chose the same values for the
parameters and for the initial conditions as in [7, p. 319].
Table 2 shows the average number of iterations per step after integrating the Galactic problem for
t ∈ [0, 1000].
From these tables the best numerical results correspond to the starting algorithm RKG2(2). It requires
less iterations per step than RKG2(1). Furthermore, both starting algorithms always need less iterations
per step than the standard initializer RKG2(3). Similar conclusions have been obtained for the Kepler
problem with other eccentricities and for other problems not reported here.
We now study numerically whether or not starting algorithm RKG2(1), whose free parameters have
been chosen according to pseudo-symplecticity criteria, has some advantage over RKG2(2) over long-
time integrations. Thus, we consider the pseudo-symplectic method (2.1) of order (4,8) obtained with
the 2-stage RK-Gauss method taking the two starting algorithms and computing at most = 4 iterations
per step. We apply them to the regularized Kepler problem. Fig. 5 shows the maximum error on the
Hamiltonian for eccentricity e = 0.9 after integrating over 10,000 periods, against the total number of
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function evaluations, in a log–log scale.We have joined with a straight line the results for several constant
step sizes. The best results again correspond to the starting algorithm RKG2(2).
3.2. Starting values for the 3-stage RK-Gauss method
Now we have eighteen parameters (,′). By considering the three linear conditions (3.4) and the
ps-order equations for y(0)n+2 to have ps-order 4, the parameters 11, 21, 31, 13, 23 and 11 can be
uniquely determined as a function of the remaining parameters. From the ﬁfth ps-order equations:
êT M̂Â2ĉ = êT M̂(Âĉ · ĉ) = êT M̂ĉ3 = 0,
we obtain 21, 31 and 13 as functions of the remaining nine free parameters. Since the simplifying
condition Âĉ= ĉ2/2 holds, all the ﬁfth ps-order equations for y(0)n+2 are satisﬁed. Furthermore, it is found
that ﬁve is the maximum ps-order for these starting algorithms.
Next, we try to maximize the algebraic order of the starting values Y (0)n+1,i of the internal stages Yn+1,i .
It can be checked that this maximum order is 4, which allows us to determine uniquely the coefﬁcients
33, 23 and 33 as a function of the six remaining free parameters: 12, 22, 32, 12, 22 and 32.
The principal ps-error term for y(0)n+2 only depends on 12, 22 and 32. Following the same approach as
for the two-stage RK-Gauss methods, these coefﬁcients have been calculated so that they minimize the
2-norm of coefﬁcients vector of the leading term of the ps-error. Thus, we obtain:
12 = 32 = −
2650280
86583
, 22 = −
4240448
86583
.
We still have three free parameters: 12, 22 and 32 that have been chosen by minimizing the 2-norm of
the ps-error vector whose components are C7(, ′) given by (2.8). They have the values
12 = 32 =
1973341070860
3211276887
, 22 =
3157345713376
3211276887
.
The remaining coefﬁcients turn out to be the following:
1, 3 = 4965922753391070425629 ∓ 6
√
15, 2 = 30696494033894281702516 ,
11, 33 = −
8023413686291
12845107548
∓ 978884552927
√
15
32112768870
,
13, 31 = −
9012486967487
12845107548
± 882546246317
√
15
32112768870
,
21, 23 = −
54817384374845
51380430192
∓ 458086753919
√
15
12845107548
,
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Table 3
Iterations/step, Kepler problem, e = 0.9
Steps RKG3(1) RKG3(2) RKG3(3)
64 9.09 8.06 9.05
128 6.86 5.83 6.80
256 5.37 4.45 5.41
512 4.18 3.47 4.45
1024 3.19 2.61 3.64
2048 2.32 2.06 3.04
Table 4
Iterations/step, Galactic problem, t ∈ [0, 1000]
h RKG3(1) RKG3(2) RKG3(3)
0.05 9.10 7.94 8.94
0.025 6.87 5.73 6.78
0.0125 5.41 4.39 5.42
0.00625 4.23 3.40 4.44
0.003125 3.26 2.62 3.64
0.0015625 2.53 2.14 3.08
11, 33 =
692440640935
4281702516
± 1234414781777
√
15
32112768870
,
13, 31 =
504045730231
4281702516
∓ 945399861947
√
15
32112768870
,
21, 23 =
4141534756525
17126810064
± 775767390959
√
15
12845107548
.
Tables 3 and 4 show the iterations per step required by the new starting algorithm RKG3(1) for the
regularized Kepler and Galactic problems, respectively, in comparison with:
• RKG3(2): starting algorithm of order 4 denoted by RKG3,1 in [2]. The free parameter for each stage
was computed by minimizing the principal error term for the initial values Y (0)n+1,i , i = 1, 2, 3.• RKG3(3): standard third order starting algorithm (see [6, p. 275]) based on the polynomial of degree
3 that interpolates the values (tn, yn), (tn + cih, Yn,i), i = 1, 2, 3.
Once again the best behaviour corresponds to RKG3(2). The new starting algorithm RKG3(1) is more
efﬁcient than the standard RKG3(3) for small step sizes. Similar results have been obtained for other
eccentricities and for problems not presented here.
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4. Conclusions
The ps-order of symplectic RK methods when the implicit equations of stages are not solved exactly
is studied. In particular, a lower bound of the ps-order when the implicit equations of stages are solved
with a ﬁxed point iteration scheme is given that depends on the number of iterations and the order of the
starting algorithm. Further, a Butcher-type series of the pseudo-symplecticity error of an arbitrary RK
scheme is presented.
New starting algorithms for the two- and three-stage RK-Gauss methods based on the numerical
information of two previous steps that minimize the ps-error have been derived. Numerical experiments
show that the new algorithms perform similarly (or better for small step sizes) than standard Lagrange
interpolation of past values. However, starting algorithms constructed on the basis of accuracy are clearly
superior to the new initializers. Hence, as a general rule, a ps-error criterion cannot be recommended for
deriving efﬁcient starting algorithms.
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