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Résumé
Nous présentons une méthode permettant le calibrage de
caméras vidéo à partir de séquences d’images d’un ob-
jet plan texturé, mais inconnu. Les méthodes permettant de
répondre à ce problème procèdent généralement par opti-
misation d’un système non-linéaire global (utilisant toutes
les images simultanément) alors que notre méthode est par
nature séquentielle, puisque basée sur un filtre de Kalman.
Le coût de traitement est très faible, ce qui permet de ca-
librer des caméras vidéo en temps réel, en utilisant di-
rectement le flux des images produites par la caméra. Le
fait de pouvoir utiliser le flux vidéo efficacement est pro-
fitable, puisqu’un auto-calibrage stable requière que les
images soient prises avec des angles de vue différents. Les
méthodes globales sont limitées par le nombre d’images
qu’elles peuvent utiliser et il faut donc soit choisir des
vues clés, soit utiliser des séquences de vues fortement
espacées ce qui rend la mise en correspondance difficile.
Notre méthode ne souffre pas de ces limites, et peut donc
traiter des séquences de plusieurs milliers d’images.
Bien que non-optimale (au sens de l’ajustement de fais-
ceaux), notre méthode permet de traiter l’ensemble des in-
formations d’une séquence. Des résultats expérimentaux
montrent que, aussi bien en terme de précision que
de convergence, notre méthode donne des résultats
équivalents à un ajustement de faisceaux, et permet de plus
l’auto-calibrage en temps réel.
Mots Clef
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Abstract
We present a method for camera autocalibration from
images of an unknown planar object. The few existing me-
thods for that problem proceed by non-linear batch optimi-
zation, whereas our method is of sequential nature, being
based on Kalman filtering. Its overall computational cost is
much smaller, thus enabling the use of video sequences as
input for real-time, on-the-fly, autocalibration. Being able
to use video efficiently is very beneficial, since a stable au-
tocalibration requires images taken with significantly va-
rying camera orientations : batch methods put limits on the
number of images used, hence require either to select key
frames from a video, or to use discrete image sequences,
for which the matching is more difficult. Our method is not
concerned by these issues.
Although not optimal (in the bundle adjustment sense), our
method compensates by using indeed all available infor-
mation in an image sequence. Experimental results show
that it performs similarly to a global batch method, in terms
of accuracy and convergence, while allowing real-time au-
tocalibration in practice.
Keywords
Computer vision, camera calibration.
1 Introduction
Le calibrage de caméra est une étape importante pour de
nombreux algorithmes et applications de la vision par ordi-
nateur, en particulier ceux visant à inférer des informations
3D telles que la structure d’une scène où le mouvement de
la caméra par rapport à la scène.
Le calibrage consiste à déterminer les paramètres in-
trinsèques (distance focale, etc), généralement à partir de
l’observation d’objets 3D ayant une structure géométrique
connue (mires de calibrage).
Le concept d’autocalibrage [13], traite le problème du
calibrage, mais à partir d’images de la scène ayant une
géométrie complètement inconnue, et sans aucune infor-
mation sur la trajectoire de la caméra ni sur les paramètres
intrinsèques1.
Cela permet évidemment une plus grande flexibilité,
puisque :
– le calibrage ne nécessite plus de mires de calibrage
spécifiques qui sont généralement onéreuses et difficiles
à concevoir,
– calibrer à partir des images provenant d’une application,
sans avoir à interrompre cette application (imageurs em-
barqués sur des satellites par exemple),
– mise à jour en ligne des paramètres intrinsèques qui sont
modifiés lors d’actions sur le zoom ou la mise au point
de l’objectif.
Bien que la plupart des méthodes d’auto-calibrage re-
quièrent des images de scènes 3D, il a pu être montré que
même dans le cas de scènes planes, sans connaissance de
leur structure, il est possible de résoudre ce problème [17].
L’un des avantages principaux d’utiliser une scène plane
plutôt qu’une scène 3D est que la mise en correspon-
dance d’indices visuels - nécessaire au calibrage - est plus
simple : le problème des occultations ne se pose plus,
même pour des images prises à des points de vue très
différents, ce qui est un facteur clé pour la mise au point
de méthodes d’auto-calibrage stables.
De plus, les surfaces planes étant omniprésentes dans l’en-
vironnement construit par l’homme, l’auto-calibrage à par-
tir d’observations de telles surfaces peut constituer l’une
des méthodes les plus pratiques et les plus flexibles.
Remarquons que le cas  intermédiare  qui consiste à
calibrer des caméras à partir de structures planes mais de
géométrie connue [20, 15, 4] est de nos jours utilisé quoti-
diennement.
Un travail proche de notre contexte mais pas directement
lié est celui de l’auto-calibrage à partir de l’observation de
plusieurs objets plans, de structure inconnue, et de position
inconnue[18]. Dans ce cas, l’auto-calibrage  classique  ,
c’est-à-dire celui basé sur l’utilisation de scènes 3D quel-
conques serait possible, mais il est montré dans [18] que
le fait de prendre en compte la planéité par morceaux peut
être profitable.
Nous allons dans un premier temps décrire les concepts
et les méthodes déjà publiés, en rapport avec nos travaux.
Nous pouvons distinguer deux approches principales pour
résoudre le problème de l’auto-calibrage : les méthodes di-
rectes et les méthodes stratifiées.
– les méthodes directes d’autocalibrage, telle que celle
présentée dans [2], consistent à estimer directement les
paramètres intrinsèques et extrinsèques des caméras, en
même temps que se fait l’estimation de la structure Eu-
clidienne 3D de la scène.
– dans les méthodes stratifiées, [6, 14, 3, 17], ces
paramètres sont estimés de manière indirecte.
Généralement, une reconstruction projective de la
scène et des caméras est calculée dans un premier
temps, et l’auto-calibrage est ensuite obtenu en esti-
1ce n’est pas entièrement vrai : au moins un des paramètres in-
trinsèques doit être connu ou doit être supposé constant [8]
mant une transformation qui rectifie la reconstruction
projective en reconstruction Euclidienne.
Les travaux antérieurs sur l’auto-calibrage à l’aide de struc-
tures planes incluent la méthode directe proposée dans [1],
laquelle est une méthode dérivée de [2]. Comme [2], la
méthode estime la distance focale de la caméra et le mou-
vement de cette dernière de manière récursive, en utilisant
un filtre de Kalman.
Les autres méthodes, stratifiées, sont du types de celles pro-
posées dans [17, 11, 5]. Elles reposent sur une méthode
d’optimisation globale, non-linéaire2.
Un auto-calibrage fiable n’est possible que si les images
sont prises à partir de différents points de vue (en parti-
culier d’orientations différentes), pour éviter les mouve-
ments critiques [16], et les instabilités numériques qui les
entourent.
Puisque le coût algorithmique d’optimisation non-linéaire
croı̂t avec le nombre d’images utilisées, cela impose en pra-
tique que :
– il faille prendre peu d’images, prises de points de vue
très différents,
– ou bien il faille choisir quelques images clef issues d’une
séquence vidéo.
Dans le premier de ces deux cas, la mise en correspondance
d’indices est difficile et est plus coûteuse que dans le se-
cond. Dans le second cas il faut une méthode pour choisir
les vues à retenir.
Notre approche se place dans cette problématique. Il s’agit
d’une méthode stratifiée, mais qui comme dans [1], repose
sur une estimation récursive.
Cela permet d’un côté d’utiliser des séquences vidéo
comme entrée, ce qui simplifie la mise en correspondance,
et d’un autre côté, cela évite d’avoir à sélectionner des vues
clef, puisque le coût algorithmique est très faible, car toutes
les images sont traitées séparément.
L’inconvénient potentiel d’une méthode récursive est bien
entendu la possibilité qu’elle diverge, ou qu’elle ne
converge pas vers les valeurs optimales, contrairement
à une optimisation non-linéaire globale. En revanche,
contrairement à une optimisation globale, notre méthode
permet de traiter toutes les images d’une séquence,
c’est-à-dire plusieurs centaines ou milliers d’images. Les
expérimentations nombreuses que nous avons conduites
nous montrent qu’il est possible d’obtenir des résultats si-
milaires qu’avec une optimisation globale, mais en temps
réel.
Dans cet article, nous supposerons que les paramètres in-
trinsèques sont constants.
La première étape de notre méthode, la reconstruction
projective du plan observé est obtenue en plus, comme
résultat indirect de la méthode, comme nous l’expliquons
à la section 2. Dans la section 3, nous formulons notre
problème d’auto-calibrage, qui exploite le lien entre la
2La méthode propose dans [11] consiste à résoudre alternativement













FIG. 1 – Le caractère plan de l’objet permet d’établir qu’il
existe des relations homographiques entre le plan 3D et sa
projection – les

– mais aussi entre des paires d’images




structure Euclidienne de l’objet plan et les paramètres in-
trinsèques de la caméra. Ce lien est exprimé au moyen de
transformations homographiques du plan entre les images,
qui proviennent d’un algorithme de mise en correspon-
dance, comme décrit dans la section 2.1. La section 4
décrit notre méthode d’auto-calibrage itérative. Enfin, des
résultats expérimentaux sont donnés dans la section 5 Nous
montrons également des comparaisons entre notre méthode
et une méthode classique d’ajustement de faisceaux.
2 Reconstruction projective d’un ob-
jet plan
Dans cette section, nous considérons la première étape de
notre approche stratifiée, qui est l’estimation de la structure
projective plane de l’objet observé.
Il est bien connu que la projection perspective, lorsqu’elle
se limite à la projection de points coplanaires peut être ex-
primée par une homographie (se référer par exemple à [7]).
Pour chaque image  , il existe une homographie, c’est-à-
dire une matrice  ,   , qui transforme tout point 
de l’objet plan en point de l’image, de coordonnées   (les
deux points sont exprimés au moyen de leur coordonnées
homogènes) :   
Le symbole “  ” exprime l’égalité à un facteur d’échelle
près, de vecteurs ou de matrices.
Une des conséquences de ce qui est énoncé ci-dessus est
qu’il existe aussi des homographies inter-images (entre des
paires d’images) qui lient entre eux les points qui sont les






(voir aussi la figure 1) est donnée par : 
   
  (1)
2.1 Reconstruction projective et mise en cor-
respondance de primitives visuelles
A partir de ce qui précède, il découle que chaque image
d’un objet plan constitue directement une reconstruction
projective de cet objet : si l’on connaı̂t

pour plusieurs
images  , il est alors possible de l’appliquer pour rectifier
l’image et ainsi obtenir une image qui révèle la structure
Euclidienne de l’objet.
Pour notre problème, les
 
sont inconnues et ne peuvent




peuvent être calculées, par exemple à par-
tir de la mise en correspondance de points d’intérêt (voir
[7] pour trouver de tels algorithmes). En pratique, nous es-
timons les homographies entre images en utilisant l’algo-
rithme de suivi similaire à celui décrit dans [9]. Ce système
ne nécessite pas de mise en correspondance de points, il
met directement en correspondance les niveaux de gris de
deux images, lorsque le déplacement de la caméra entre les
deux images n’est pas trop important. Précis, rapide, il est
également résistant à des changements d’illumination de
la scène et nous permet ainsi d’obtenir des homographies
entre images en temps réel.
En utilisant l’équation (1), nous pouvons représenter 
l’homographie de rectification  de toutes les vues au
moyen d’une seule homographie. Sans perte de généralité,
nous pouvons supposer que la première image est choi-
sie comme image de référence, et exprimer les

, pour !#" , comme :         
Nous avons ainsi à estimer les homographies entre l’image" et les autres images. Cela peut se faire en accumulant
les homographies entre paires d’images successives. En
pratique, cependant, nous les estimons directement ; notre
algorithme de suivi utilise la première image pour  ap-
prendre  la texture 3 [9], et la sortie de l’algorithme de
suivi, pour chaque nouvelle image, est l’homographie qui
lie l’image courante a la première image (d’une certaine
manière, c’est cette homographie qui est suivie). L’algo-
rithme ne prend que quelques ms pour traiter chaque image,
sur un PC standard.
Cette approche nécessite que chaque image ait un recou-
vrement important avec l’image initiale, ce qui est facile
à garantir en pratique. De plus, cette approche évite tout
risque de dérive, qui pourrait arriver si l’on accumulait les
homographies.
Remarquons que les méthodes globales peuvent combiner
les homographies inter-images pour effectuer des recons-
tructions projectives multi-vues, comme dans [17, 11, 19].
Cela peut être utile dans une phase de pré-traitement, en
particulier si les homographies sont estimées à partir de
correspondances de points.
3Cet apprentissage dure environ une seconde, après quoi le calibrage
peut commencer.
3 Structure Euclidienne et Autocali-
brage
La majorité des définitions suivantes peuvent être trouvées
dans [7] (par exemple).
3.1 Modèle de caméra
Nous supposons que la caméra peut se modéliser à l’aide
d’un modèle projectif basé sur la représentation sténopé.
La matrice de projection $&% appelée ' , associée à ce
modèle, regroupe les paramètres internes et externes de la
camera : ' !)(&*+-,/.10 23 (2)* est une matrice orthogonale et 2 un vecteur de 4 . qui
représentent respectivement l’orientation et la position de
la caméra. La matrice de calibrage ( contient les pa-
ramètres internes :(5! 6798;: < = > 8;?A@ > > " BC
où + = ED @  3 sont les coordonnées du point principal dans
l’image, + 8F: D 8;? 3 représente la focale de la caméra, ex-
primée en pixel (dans les directions verticales et horizon-
tales), et
<
représente le paramètre de skew.
3.2 Image de la Conique Absolue (ICA)
La Conique Absolue (CA) GH est une conique imagi-
naire du plan à l’infini IJH . Les points du plan à l’infini !K+ML  D LN D L. D > 3O qui forment la Conique Absolue
satisfont :L NQP L NN P L N. ! >SR  O GH !  O ,  ! >
Etant donnée une matrice de projection ' !T(U*+V,W0 23 et
un point  H !X+-L  D L N D L . D > 3 O sur I H , son image sa-
tisfait :   'YZH! (U*+V,W0 23/+-L  D LN D L. D > 3 O! (U*\[
où [ !]+ML  D LN D L.^3 O .
Soit

l’homographie qui relie des points du plan à l’in-
fini à leurs projections dans le plan image. En raison de la
décomposition proposée, l’homographie

est donnée par !_(U* .
La propriété d’othogonalité de * O *`!a, peut être utilisée
pour obtenir b , l’Image de la Conique Absolue (ICA), sous
la forme :b !   O ,   !#+V(U*Y3  O +-(U*Y3 J !]+-(U( O 3  (3)
L’ICA est donc indépendante de la pose de la camera et
ainsi n’est liée exactement qu’aux paramètres intrinsèques
de la caméra. Plutôt que de déterminer directement la ma-
trice de calibrage ( , la majorité des algorithmes d’auto-
calibrage, y compris le nôtre, estiment d’abord b , à par-
tir de laquelle ( peut alors être obtenue au moyen d’une
décomposition de Cholesky.
3.3 Relation entre la matrice de projection et
les homographies du plan
Considérons le plan 3D c et son image. Sans perdre en
généralité, nous supposons que c est le plan donné pard ! > . La matrice de projection de la  e image peut être
obtenue par : '  !_(U*  +V,W0 2  3
Soit  ! +-L  D LN D > D Lef3 O un point de c , et [ !+ML  D LN D Leg3 O ses coordonnées homogènes dans ce plan.
Ses coordonnées dans l’image   peuvent être obtenues au
moyen de :
  )'   ! (U*  67 " >A>> " > 2 >h> " BC
6ii7 L LN>L e
BkjjC
! (U*  67 " >> "l2 >h> BCK67 L LNLe BC
Dans les équations ci-dessus, nous pouvons identifier les
matrices d’homographies m    , introduites dans la sec-
tion 2 :   !(U*  67 " >> "n2 >A> BC (4)
3.4 Equations d’(Auto-) Calibrage
A partir de la forme des homographies de plans telle
que donnée dans l’équation 4), des équations les liant
aux paramètres intrinsèques uniquement (c’est-à-dire sans
qu’elles ne dépendent des poses des caméras) peuvent être
obtenues. Soit oqp le vecteur de dimension 3 contenant lar e colonne de l’homographie   .
Les équations qui suivent ont été démontrées dans [15, 20] :o O sbto vu o ON bto N ! > (5)o O  bto N ! > (6)
Elles ont été conçues pour développer un algorithme de
calibrage linéaire. Cependant cet algorithme suppose que
les
 
soient connues, ou de manière équivalente, que la
structure Euclidienne du plan soit connue, ce qui n’est pas
le cas dans notre problème.
Dans le prochain paragraphe, nous allons décrire comment
utiliser ces équations pour notre problème.
3.5 Définition du problème
Réduction du nombre d’inconnues. Lors de la phase
initiale de reconstruction, nous utilisons la base projec-
tive définie par la projection du plan c dans la première
image. Comme nous l’avons dit dans la section précédente,
les équations (5) et (6) sont définies pour les homogra-
phies
 
, qui sont inconnues dans notre cas. Néanmoins,
comme montré section 2.1, la matrice w  D  !yxvzfzkz|{q}
peut être exprimée comme le produit de la matrice
  (in-
connue) avec w   
 D~ !`xvzkzfz|{q} (estimée par l’algorithme
de suivi) :     V 
Il est donc possible de réduire le nombre de paramètres à
estimer pour résoudre le problème d’auto-calibrage : l’ ICAb et la transformation    . Cet ensemble de paramètres est
indépendant de la longueur de la séquence d’images.
Chaque image, hormis la première, génère une paire
d’équations (5) et (6). Ici, les vecteurs w^op Dr !" D x}
représentent maintenant les colonnes de la matrice
  !      (nous avons deux équations par image  ).
Il peut être noté que ces équations sont non-linéaires par
rapport aux paramètres ci-dessus. Nous montrerons en-
suite, en section 4, comment incorporer ces équations dans
un filtre de Kalman.
Estimation de
   et b . Comme mentionné dans la sec-
tion 2, la matrice d’homographie
   contient la structure
métrique du plan c . Elle peut être décomposée en un pro-
duit de matrices :
   !  , où  (resp.  ) per-
met de retrouver les propriétés affines (resp. métriques) du
plan [7]. Ces matrices peuvent s’écrire : !y ,  O " and  !y  O "
où  est une matrice triangulaire supérieure normalisée
telle que :   !" . Cette formulation nous permet d’ob-
tenir une forme particulière de
  :   ! 67 "l >> > " BC
qui dépend uniquement des quatre paramètres  D  D  D  .
Ceci peut s’interpréter en termes de rectification d’un plan,
ou bien en termes de la ligne de fuite et des points cycliques
du plan, comme dans [10].
Remarquons que fixer les paramètres  D  D  D  à +V!  ! ! > D  !]"^3 correspond au fait que la première image de
la séquence est fronto-parallèle au plan. Nous utilisons ces
valeurs lors de l’initialisation de notre système. Il est relati-
vement aisé de vérifier cette hypothèse initiale en pratique,
en commençant la séquence par une image où le plan est
approximativement fronto-parallèle à la caméra.
L’ICA b est une matrice symétrique, définie à un
facteur d’échelle près. Il est donc possible de fixerb .. ! " , et d’estimer les cinq autres coefficients :wkb  D b  N D b  . D b NN D b N. } .
Nous avons vérifié expérimentalement que cette contrainte
donne les mêmes résultats que d’imposer que la norme deb soit constante, et de plus, cela réduit le nombre d’incon-
nus.
En résumé, il nous faut estimer un total de neuf pa-
ramètres : cinq pour l’image de la conique absolue, et
quatre autres paramètres +V D  D  D  3 pour définir l’homogra-
phie
   et donc la structure Euclidienne de l’objet plan.
Remarquons enfin que, très souvent en pratique, des va-
leurs a priori de certains de ces paramètres sont dispo-




, ou la po-
sition du point principal. Notre méthode peut être adaptée
très simplement pour n’estimer que certains de ces neuf
paramètres.
4 Auto-calibrage itératif de caméra
Comme expliqué ci-dessous, nous proposons de calibrer
itérativement la caméra. Dans ce cas, les images sont uti-
lisées une par une, au fur et à mesure de leur acquisi-
tion. Chaque nouvelle image amène deux contraintes, four-
nies par les équations (5) and (6). Ces équations sont non-
linéaires par rapport aux paramètres à estimer (les coef-
ficients portant sur les termes de b sont linéaires, ceux
concernant  D  D  D  sont quadratiques).
Ce type de non-linéarité a été étudié abondamment dans la
communauté du traitement du signal. Une des techniques
permettant l’estimation récursive de l’état d’un système à
partir d’observations est le filtre de Kalman étendu [12].
Dans la suite de cet article, nous présentons un aperçu du
filtre de Kalman, suivi par des explications sur les moyens
de l’utiliser pour notre problème d’auto-calibrage.
4.1 Le filtre de Kalman étendu
Le filtre de Kalman prend en compte l’évolution de l’état
du système au cours du temps wfp DrT } donné par p !1+  p J D  p  3 , où  p J est un processus de bruit
de covariance  .  est une fonction, potentiellement non-
linéaire de l’état  p J .
Dans notre cas, le calibrage est supposé constant, et par
conséquent  est fixé à l’identité.
L’objectif est d’estimer récursivement :wfp Dr } .
L’état est observable au moyen d’observations p , qui lui
sont liées par l’équation :Ep ! op + p D p 3
où o p  *¢¡¤£  *¢¡F¥¦§*¢¡¤¨ est une fonction (potentielle-
ment non-linéaire) w  p D©rZ } est un processus de bruit,
de covariance * .
Nous cherchons la meilleure solution filtrée de l’estimée dep basée sur l’ensemble des mesures jusqu’au temps r : ª p ! wg  D  !#" D zfzkz Dr }
Des solutions optimales existent dans certains cas, en fonc-
tion des a priori possibles sur les modèles des incertitudes.
Le filtre de Kalman suppose que la densité a posteriori
de l’état  p à chaque itération est Gaussienne, et suppose
également que les fonctions  sont o linéaires. L’estimée
de l’état est donc caractérisée par sa moyenne et sa cova-
riance.
Si les conditions de linéarité ne sont pas satisfaites, alors
le filtre de Kalman étendu (EKF) permet d’obtenir une so-
lution approchée de la solution optimale, en utilisant une
approximation au premier ordre des fonctions  et o .
Afin d’estimer l’évolution de l’état, le filtre utilise les
équations :« + p  0  ª p J 3¬!  + p ;­  p Jk® p J D ' p Jk® p  3« +  p 0  ª p J 3¬!  +  p ­  p ® p J D ' p ® p  3« +  p 0  ª p 3¬!  +  p ­  p ® p D ' p ® p 3
Ici,
 +-¯ ­  D ' 3 est un bruit Gaussien caractérisant l’incer-
titude sur l’évolution de l’état, de moyenne  et de va-
riance ' .
Le filtre estime l’état du système à un instant donné au
moyen des équations de mise à jour suivantes :
 p ® p J ! 1+  p Jk® p J D > 3' p ® p J ! ° p  p  °²±p P´³ p ' p Jk® p J ³ ±p
Reposant sur les observations au moyen de : p ® p !  p ® p  P ( p + 1p u o +  p ® p  D > 33' p ® p ! ' p ® p  u ( p  p;' p ® p J
Ces définitions utilisent les Jacobiens des fonctions  et o
par rapport au vecteur d’état  et au bruit de mesure  .
Concrètement :
– ³ est le Jacobien de  par rapport à  ,
–

est le Jacobien de o par rapport à  ,
– ° est le Jacobien de  par rapport à 
Le terme d’innovation est donné par p u  p; p ® p J , et
sa covariance µp et le gain du filtre ( p sont calculés au
moyen de : µp !  pF' p ® p J  ±p P * p D( p ! ' p ® p  ±p µ Jp
Ici, comme indiqué ci-dessus, * est la covariance sur le
bruit d’observation.
4.2 Auto-calibrage par utilisation d’un filtre
de Kalman étendu
Dans cette partie, nous expliquons comment utiliser le prin-
cipe de filtrage que nous venons d’exposer pour notre ap-
plication d’auto-calibrage.
Comme les paramètres internes de la camera sont supposés
constants, ³ est fixée à l’identité, et  à la matrice nulle.
La première image est supposée être l’image de référence
montrant l’objet plan qui doit être suivi. Ainsi, chaque nou-
velle image  est liée à la première image de la séquence
à travers l’homographie
   . Cette homographie peut être
directement utilisée dans un filtre de Kalman étendu, en
utilisant les équations (5) et (6). Ces équations sont les
équations non-linéaires o requises par le filtre de Kalman.
Elles sont utilisées au moyen du jacobien

de o . C’est
une matrice de taille x ¶ contenant les dérivées par-
tielles des (5) et (6) par rapport à b 
 et  D zfzkz D  . Elles
peuvent être obtenues analytiquement, de manière triviale,
à la main ou en utilisant un logiciel de calcul symbolique.
La quantité de calculs impliqués dans notre processus d’es-
timation itérative réside principalement dans l’inversion de
la matrice * de taille ¶&·¶ . Ces faibles coûts algorith-
miques nous permettent d’obtenir sans aucune difficulté
une implémentation en temps réel de la méthode proposée.
Néanmoins, il est important de noter deux inconvénients
de notre méthode, liés à l’utilisation du filtre de Kal-
man. D’abord, les distributions des différentes variables
d’état n’ont aucune raison d’avoir une distribution Gaus-
sienne, après qu’elles soient passées à travers le proces-
sus non-linéaire. Ensuite, la linéarisation de o autour de
la valeur courante estimée est seulement une approxima-
tion de la véritable fonction non-linéaire sous-jacente. Par
conséquent, nous ne pouvons apporter de preuve théorique
de la convergence de notre système. Nous ne pouvons donc
pas nous passer de preuves expérimentales.
4.3 Trajectoire de la caméra
Si l’on souhaite avoir un processus d’auto-calibrage fiable,
il est important d’éviter les mouvements critiques. Bien que
les mouvements critiques n’aient pas encore été étudiés
dans le cas d’objets plans, il semble de bon sens de pen-
ser que la trajectoire de la caméra doive contenir des va-
riations, en particulier en ce qui concerne la rotation de
la caméra. On peut remarquer que la position (transla-
tion) de la caméra n’est, en théorie, pas importante lorsque
l’on s’intéresse au calibrage de caméra à partir d’objets
plans. En effet, les équations d’auto-calibrage (5) et (6)
peuvent être interprétées en terme de projection des points
cycliques du plan [10], et ces points ne dépendent pas de
la position de la caméra. Bien sûr, la position de la caméra
a un impacte sur le suivi de l’objet, et en particulier sur la
précision des mesures.
De même, les rotations de la caméra autour de la nor-
male à l’objet plan n’ont pas d’impact sur les équations
de calibrage. Nous avons donc l’intuition que seuls deux
paramètres doivent varier pour obtenir un auto-calibrage
fiable : l’angle que l’axe optique de la caméra forme avec
la normale au plan de l’objet, et la rotation de la caméra
autour de son centre optique.
Nous avons imaginé une trajectoire qui satisfasse ces exi-
gences : la trajectoire commence dans une position ap-
proximativement fronto-parallèle. Soit ³ le point de l’ob-
jet plan qui appartient à l’axe optique de la caméra. Nous
déplaçons ensuite la caméra approximativement sur un
cercle autour de ³ , en direction de l’objet plan, tout en res-
tant centré sur ³ . Cela permet de faire varier l’angle entre
l’axe optique et la normale au plan. Pendant ce mouvement,
la caméra tourne autour de son axe optique.
Cette trajectoire, bien que très simple, n’est pas facile à
réaliser avec une caméra tenue à la main. Nous avons utilisé
dans nos expériences des séquences comportant des mou-
vements tels que celui que nous venons de décrire, mais
aussi d’autres séquences réalisées plus librement.
Nous avons obtenu des résultats identiques dans les deux
cas, et nous n’avons jamais eu le sentiment que le mouve-
ment réalisé ait une importance dans les performances du
processus de calibrage.
5 Résultats expérimentaux
Nous avons évalué les performances de la méthode pro-
posée sur des données simulées et sur des données réelles.
Dans les deux cas, nous avons comparé notre méthode avec
une méthode d’optimisation globale non-linéaire permet-
tant d’estimer les mêmes neuf paramètres, en commençant
dans les deux cas avec les mêmes valeurs initiales et les
mêmes mesures.
La méthode globale minimise la fonction de coût non-
linéaire donnée par la somme des carrés, sur l’ensemble
des images des équations (5) et (6). L’optimisation se
fait au moyen de l’algorithme de Levenberg-Marquardt
(implémentation Matlab).
5.1 Données de synthèse
Nous simulons l’objet plan, ses images et les trajectoires
de caméra.
L’objet consiste en 40 points coplanaires répartis à
l’intérieur d’un carré. Les paramètres internes de la caméra
sont :
8F: ! 8F? !y" D =  ! @  ! > z xE¸F¹ D < ! > . Nous tra-
vaillons de manière implicite avec des coordonnées image
normalisées.
Nous simulons les enchaı̂nements de vues grâce à un
modèle de trajectoire décrit dans la section 4.3, mais aussi
avec des positions arbitraires (avec la contrainte de garder
la distance à l’objet plan à peu près constante, et que l’ob-
jet reste dans le champ de vision). Les deux types de posi-
tionnement donnent le même type de résultat. Nous avons
simulé des calibrages en utilisant jusqu’à 220 images par
expérience.
Les coordonnées des points co-planaires de l’objet sont
bruitées par ajout d’un bruit blanc Gaussien ayant un écart-
type de 0.005, ce qui correspond à environ 5 pixels dans
des images réelles (rappelons que la focale utilisée est de" ).
Les homographies inter-images sont calculées en utilisant
les correspondances des 40 points, pour chaque paire de
vues +|" D  3 .
L’initialisation des paramètres est calculée comme suit :
– paramètres intrinsèques : les paramètres intrinsèques
sont initialisés à leurs vraies valeurs (
8¤:
, . . . ) auxquelles
s’ajoute un bruit Gaussien tel que les valeurs puissent
être bruitées de plus de 50% de leur valeur réelle. A par-
tir de ces valeurs, les inconnues estimées par la méthode
(les coefficients de b ), sont alors calculées et utilisées
comme valeurs initiales.
– l’homographie
   : est initialisée à l’identité (c’est-à-
dire º!  !  ! > et  !¬" ) ce qui correspond
à l’hypothèse que la première vue est fronto-parallèle.
Nous simulons la première vue à partir d’une pose ini-
tiale pour laquelle l’angle que la caméra forme avec le
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FIG. 2 – Evaluation des performances en fonction du bruit





. Les valeurs initiales des paramètres
intrinsèques sont obtenues à partir des valeurs réelles aux-
quelles un bruit uniforme de 20% est ajouté. La première
image est simulée pour une pose telle que l’axe optique
forme un angle de x > » avec la normale du plan de l’ob-
jet. L’unité utilisée pour le bruit correspond au nombre de
pixels pour une focale de " >¤>E> et une taille d’image de¸"gx  ¸"gx .
Les graphiques suivants montrent les erreurs moyennes et
les variances, pour 100 expériences aléatoires pour chaque
combinaison de paramètres initiaux.





tion du niveau de bruit ajouté aux points de l’image. La
méthode globale est meilleure, les deux méthodes utili-
sant le même nombre d’images. Néanmoins, la méthode
itérative permet d’obtenir des résultats très précis pour
une méthode d’auto-calibrage, avec une erreur moyenne en
dessous de 2% , et ceci pour des niveaux de bruit tout à fait
réalistes.
Ces graphes correspondent à des erreurs d’initialisation des
paramètres intrinsèques de 20%. Pour évaluer le domaine
de convergence de la méthode, nous perturbons les valeurs
initiales jusqu’à 50% de leur valeur et plaçons la première
vue telle que l’axe optique forme un angle pouvant at-
teindre ¸ > » , par rapport à la normale au plan de l’objet.
Cela signifie que notre initialisation de
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FIG. 3 – Performance de la méthode itérative en fonction
du nombre de vues. Pour ces expériences, les coordonnées
des points de l’image sont perturbées par un bruit Gaussien
d’un écart-type de 1 pixel.
vaise.
Même dans de telles conditions initiales, notre méthode
converge dans plus de 95% des cas vers des solutions
présentant le même niveau d’erreur que ceux montrés dans
la figure 2, par exemple.
La Figure 3 montre les résultats obtenus avec la méthode
itérative, en fonction du nombre de vues utilisées. Comme
nous nous y attendions, l’erreur moyenne décroı̂t en fonc-
tion du nombre de vues, plus ou moins de manière asymp-
totique.
Des erreurs relatives en dessous du tiers d’un pourcent sont
obtenues lorsque plus de 100 vues sont utilisées.
5.2 Expériences avec des données réelles
Nous avons pris des séquences vidéo d’objets plans tex-
turés. Chaque prise débute par une vue approximative-
ment fronto-parallèle. Les séquences sont obtenues par une
caméra tenue à la main. Les séquences sont traitées en ligne
au moyen de la méthode décrite en section 2.1.
Nous avons évalué les performances de notre méthode et
de la méthode globale en comparant les résultats obtenus
avec ceux obtenus par un ajustement de faisceaux, mini-
misant directement les erreurs de reprojection des points
dans les images. Les deux méthodes donnent des résultats
identiques pour les paramètres intrinsèques, donnant des
résultats à 2% près à ceux fournis par l’ajustement de fais-
ceaux.
Nous avons pris des vidéos avec différentes trajectoires,
en déplaçant l’objet à la main devant la caméra statique.
Nous avons essayé des mouvements tels que ceux suggérés
dans la section 4.3. Puisque ces mouvements ne sont pas
très intuitifs, et ne sont pas faciles à réaliser, nous avons
également essayé des mouvements quelconques, et obtenu
des résultats similaires. Afin d’illustrer ces résultats, nous
présentons une image issue de l’une de ces séquences,
après rectification, montrant que la structure Euclidienne
du plan est correctement estimée (voir la figure 4).
FIG. 4 – Représentation d’une image issue d’une vidéo (à
gauche) qui est rectifiée de manière à rétablir sa structure
Euclidienne en utilisant les résultats de l’auto-calibrage
(droite). Notons que la zone rectangulaire est correctement
reconstruite.
5.3 Discussion
La méthode itérative proposée donne des résultats simi-
laires à ceux obtenus au moyen d’une méthode d’optimi-
sation globale non-linéaire utilisant simultanément toutes
les images, tant en ce qui concerne le domaine de conver-
gence que la précision des estimations. Le facteur princi-
pal qui peut faire échouer la méthode proposée est le cas
ou la caméra demeure fixe pendant une très grande période
de temps. Cela peut se détecter aisément en pratique. Nos
séquences vidéos réelles ont été traitées telles quelles.
Nous avons observé que notre méthode semble plus sen-
sible à des erreurs sur les valeurs initiales des paramètres
de
   qu’à des erreurs sur les paramètres intrinsèques.
Nous avons pu montrer en pratique que ce problème ne se
posait pas si l’on démarrait la séquence par une vue fronto-
parallèle de l’objet.
Il semble que 15 ou 20 images soit le nombre minimal
d’images nécessaires pour que notre méthode puisse don-
ner des résultats convenables. Il faut pendre cette remarque
avec précaution, puisque ce n’est pas tant le nombre
d’images qui compte que la variation du point de vue entre
ces images (en particulier la rotation de la caméra). Ainsi
nous avons proposé un type de trajectoire de caméra qui sa-
tisfasse intuitivement les critères requis qui donne en pra-
tique de bons résultats. Il semble de plus que tant que des
trajectoires trop régulières sont évitées (par exemple sans
rotation de la caméra) de bons résultats puissent être atten-
dus.
6 Conclusions
Nous avons proposé une méthode itérative de calibrage de
caméra dont le principe repose sur l’observation d’un plan
de géométrie inconnue par la caméra vidéo. Cette méthode
ne suppose que la connaissance de matrices d’homogra-
phie inter-images qui peuvent être calculées facilement et
efficacement. La méthode proposée constitue une alterna-
tive pratique à des méthodes de calibrage déjà existantes
qui sont basées sur des algorithmes globaux d’optimisation
non-linéaires. Nous avons montré que des performances si-
milaires peuvent être obtenues en terme de précision et de
domaine de convergence, pour un coût algorithmique beau-
coup plus faible.
Un système expérimental complet a été implémenté : il
reçoit en entrée des flots d’images vidéo et permet d’auto-
calibrer en ligne la caméra. Ce système fonctionne de
manière robuste, tant en ce qui concerne le suivi qu’en ce
qui concerne l’auto-calibrage. Il est plus flexible que les
systèmes déjà existants, 4 et nous espérons ainsi qu’il sera
utilisé dans l’avenir.
4Tel que par exemple le système de calibrage plan proposé par Intel, cf.
http ://www.intel.com/research/mrl/research/opencv/.
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