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iAbstract
One of the major current goals in synthetic biology is the design of genetic components with more
predictable functions. This predictability, however, does not depend solely on these components,
but also on the environment where they will be inserted in.
Escherichia coli is one of the most studied microorganisms in Microbiology, and it is commonly
used in Synthetic Biology as a host strain to test the functioning of the components of genetic
systems. These components are typically well characterized under controlled laboratory conditions.
However, it is unclear how unfavorable environmental conditions, such as temperature fluctua-
tions, can affect their functionality and robustness.
In this thesis, we investigated how temperature affects the kinetics of transcription activation and
subsequent dynamics of RNA production of synthetic genes in E. coli. For this, we made use of
state-of-the-art in vivo single RNA-detection techniques and image analysis tools, to dissect, at the
single-cell and single-RNA level, the kinetics of the rate-limiting steps in transcription, as well as
the intake kinetics of inducer molecules. In addition, we analyzed how the temperature dependency
is affected by the promoter structure.
Specifically, first, we characterized the intake kinetics of inducer molecules, from the media to the
cell periplasm and then cytoplasm, at optimal and suboptimal temperatures. We found that, for a
wide range of extracellular inducer concentrations, and in the absence of a transporter protein, the
intake process is diffusive-like. The results also show that, the mean intake time increases non-
linearly with decreasing temperature, likely due to the emergence of additional rate-limiting steps
at low temperatures. Finally, our results indicate that the dynamics of this intake process affects
significantly the expected RNA numbers in individual cells for a significant amount of time fol-
lowing induction and, thus, the overall distribution of RNA numbers of the cell population.
Next, we studied the temperature dependence of the dynamics of transcription initiation of a syn-
thetic gene, engineered from a viral promoter. This dependency is shown to occur at the level of
the underlying kinetics of the rate limiting steps in initiation. From the analysis of the empirical
data, we found that, first, similarly to E. coli promoters, the T7 phage Phi 10 promoter exhibits
more than one rate-limiting step during initiation. Also, the mean time-length of these steps is
temperature dependent. However, contrary to E. coli promoters, the noise in RNA production in-
creases with increasing temperature within the range of temperatures tested.
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Finally, we investigated a key mechanism of transcription, namely, the robustness of a transcrip-
tion repression mechanism by analyzing the rate of ‘leaky’ transcription events, i.e., RNA produc-
tion events when under full repression. Using the LacO3O1 as a model promoter, from the analysis
of the empirical data on single RNA production kinetics, we found that this promoter exhibits a
leakiness rate that is higher at low temperatures, suggesting that its repression mechanism is less
efficient under these conditions.
We believe that the studies presented here contribute to a better understanding of how temperature
affects the transcription dynamics of synthetic genes in environments where temperature fluctua-
tions occur. Since the acquired knowledge is of use to better understand the behavior of synthetic
promoters, we expect our main contribution to be in the area of Synthetic Biology, namely, to be
of value in predicting the robustness of future synthetic genetic circuits to temperature shifts. In
particular, our results show that, in the genes studied, the repression mechanism is the most af-
fected by temperature. This strong temperature dependence translates into the hindering of the
promoter responsiveness to induction at sub-optimal temperature conditions. Additionally, our re-
sults suggest that this temperature-dependence of the robustness and responsiveness can be tuned,
which indicates that it is possible to engineer synthetic promoters of higher response accuracy for
a wider range of environmental conditions than those studied here. This knowledge can be used in
the construction of synthetic genetic circuits with a more predictable, robust behavior.
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11 Introduction
1.1 Background and Motivation
Organisms have developed sophisticated mechanisms to survive in a wide variety of environmen-
tal conditions, suggesting the existence of mechanisms coordinating the timing and the type of
responses that need to be activated when facing these conditions (Yamanaka 1999; Arsène et al.
2000; Kannan et al. 2008; Stoebel et al. 2009). One of the most difficult changes to adapt to is
temperature fluctuations because it affects the physical properties of the cell and its components
(e.g. proteins structure and kinetics of processes) and it affects the chemical components (due to
altering balances between external and internal components). The strategies of microorganisms to
cope with these changes usually involve reducing the degree of changes caused by the temperature
shift. E.g., it tries to reduce changes in gene expression dynamics, and also the effects of physio-
logical changes (Yamanaka 1999; Arsène et al. 2000).
The former strategy involves the cell triggering the expression of specific sets of proteins. In par-
ticular, when temperature raises, heat shock proteins are expressed to help preventing protein ag-
gregation and assist the refolding of misfolded proteins (Arsène et al. 2000). When temperature
drops, the cell activates the cold shock response (Yamanaka 1999) by expressing another specific
set of proteins. Namely, upon cold shocks, there is a reduction in the efficiency of transcription
and translation (Yamanaka 1999; López-García and Forterre 2000; Phadtare 2004). Cold shock
proteins act at this level, helping to overcome this reduction by, e.g., facilitating translation at low
temperatures by preventing the formation of secondary structures in RNAs (Yamanaka 1999;
Phadtare 2004).
2Regarding physiological changes, such as changes in the cell’s membrane fluidity, processes are
activated to counteract these effects. E.g. the homeoviscous adaptation consists of readjusting the
membrane’s lipid content, in order to reduce the changes in the fluidity (Sinensky 1974; Vigh et
al. 1998). This adaptation is particularly important since the cell membrane plays a crucial role in
the proper cell functioning. It acts as a physical barrier between the cell and the environment,
allowing the cell to regulate its components, e.g. by regulating the processes of transmembrane
transportation of molecules (Hazel 1995). In addition, evidence suggests that the fluidic properties
of the membrane can act as a temperature sensor, allowing the cells to couple the detection of
temperature fluctuations with the induction of expression of specific genes (Vigh et al. 1998; Los
and Murata 2004). For example, such a link between the membrane’s physical properties and gene
expression has been reported in the case of genes involved in osmoregulation (Inoue et al. 1997)
and heat shock response (Horvath et al. 1998).
Several studies have contributed to a better understanding of cellular adaptation to environmental
changes. In the case of Escherichia coli and similar organisms, most studies indicate that the cells
achieve this adaptability by tuning their transcription level (Tao et al. 1999; Yamanaka 1999;
Arséne et al. 2000; Gunasekera et al. 2008). Particularly, it has been reported that the key regula-
tory steps in gene expression occur at the transcription initiation level (McClure 1980; Browning
and Busby 2004).
Most of our present knowledge on transcription initiation  resulted from in vitro studies (McClure
1980; Bertrand-Burggraf et al. 1984; Buc and McClure 1985; Lutz et al. 2001). However, recent
improvements in live cell imaging techniques have made possible the in vivo characterization of
the transcription process with great detail. Namely, the expression of fluorescent proteins fused
with the desired gene of interest has allowed the in vivo study of gene expression (Elowitz et al.
2002; Yu et al. 2006).
One more recent method that is becoming popular for conducting such studies, at the RNA level,
is the MS2-GFP tagging of RNA sequences, which allows the real time detection of individual
RNA molecules with high spatial and temporal resolution (Fusco et al. 2003). From these meas-
urements, it is possible to detect changes in the numbers of RNA molecules in single cells with
single-RNA resolution over time, from which the information regarding the processes responsible
for the observed changes can be extracted (Golding et al. 2005; Lloyd-Price et al. 2016; Kandavalli
et al. 2016; Mäkelä et al. 2017).
The MS2-GFP tagging method has been particularly useful in understanding how temperature
changes affect the dynamics of the underlying steps of transcription initiation. An example is a
3study showing that for the TetA promoter, a third rate-limiting step appears at sub-optimal tem-
peratures (Muthukrishnan 2014). Contrary to the behavior observed for TetA, a recent study has
shown that for the Lac/ara-1 promoter, temperature changes affect the closed complex formation,
suggesting that the interaction between the RNAp and the promoter region is more sensitive to
temperature fluctuations (Oliveira et al. 2016a). These studies suggest that the dynamics of the
rate-limiting steps in initiation of these promoters cause them to respond differently, in their RNA
production kinetics, to temperature changes.
It has been further shown that temperature changes also affect the dynamics of synthetic genetic
circuits (Stricker et al. 2008; Oliveira et al. 2015). These studies have demonstrated that when
these synthetic circuits are subject to changing temperatures conditions one of the components
loses functionality, thus hampering the stability of the circuit. Other studies have also reported this
effect but used the temperature sensitivity of the components of the circuit as a means to control
the activity of the circuit (Isaacs et al. 2003), or to engineer circuits exhibiting temperature com-
pensation (Hussain et al. 2014). Such studies show the importance of knowing how the compo-
nents of genetic circuits respond to environmental fluctuations. Further, given that these circuits
are to be inserted into host cells, it is also important to assess their behavior in the cellular envi-
ronment. For instance, several cellular processes depend either directly or indirectly on the host
cell and, as such, they are also subject to these environmental conditions (Cardinale and Arkin
2012). Thus, it is safe to assume that synthetic genes or gene networks will also be affected by
these conditions, which can compromise their activity and predictability. This can be a major issue
when working with such systems, and to better assess this, it is necessary not only to characterize
the transcription kinetics of its constituent genes, in case of a gene network, but also to evaluate
the impact that the host factors have on its kinetics. Understanding how synthetic genes respond
to environmental fluctuations can help in the engineering of synthetic genes or gene networks with
a more predictable behavior.
1.2 Thesis Objectives
The aim of this thesis is to characterize the effects of temperature on the dynamics of transcription
initiation of synthetic genes in E. coli. First, to investigate how the intake kinetics of inducer mol-
ecules affects cell-to-cell variability in the expression dynamics of its target gene, we studied the
kinetics of this process and its dependency on temperature fluctuations. For this, we characterized
the intake kinetics of IPTG molecules, at optimal and sub-optimal temperatures, using in vivo
measurements at a single RNA level (Golding et al. 2005) for the Lac/ara-1 promoter (Lutz and
Bujard 1997).
4Second, we studied how the temperature dependency differs between promoter structures. Here,
we first measured the transcription rate of the T7 phage constitutive Phi (Φ) 10 promoter (Dunn
and Studier 1983) at various temperatures, using single RNA detection methods (Golding et al.
2005). To better assess the observed changes in the transcription rate of this promoter, we con-
ducted additional measurements that allowed us to identify which step in the transcription initia-
tion regulatory process is most affected by temperature.
Finally, we made use of the LacO3O1 promoter to evaluate the temperature dependency of its re-
pression mechanism. For this, we first measured its active transcription rate (when fully active)
and its leakiness rate (when repressed) under different temperature conditions. Next, after estab-
lishing that its leakiness rate is temperature dependent, we used a standard model of transcription
and additional measurements to identify which parameters contributed the most to the observed
temperature dependency.
In summary, this thesis’ objectives can be listed as follows:
I. Characterization of the intake kinetics of IPTG inducer molecules at optimal and sub opti-
mal temperatures.
II. Investigate the temperature dependency of the transcription initiation dynamics of a syn-
thetic gene as a function of:
a. Promoter structure. Specifically, we addressed the following question: Does a viral,
constitutive promoter exhibit similar behavioral changes as an E. coli promoter, to
changing temperatures?
b. Promoter repression mechanisms. How efficient is the repression mechanism of the
LacO3O1 promoter at sub-optimal temperatures?
Objective I was achieved in Publication I and Publication IV. Objective IIa was achieved in
Publication II. Finally, Objective IIb was achieved in Publication III.
1.3 Thesis Outline
This thesis is organized as follows. Chapter 2 introduces the biological background, presenting the
current knowledge on gene expression and its regulatory mechanisms. It also describes the current
knowledge, preceding our results, on the effects of temperature shifts on the dynamics of tran-
scription initiation. Chapter 3 provides an overview on the experimental and theoretical methods
5used in gene expression studies, with those used in this thesis being described in detail. Also, it
introduces the models and modeling strategies used in this thesis. Chapter 4 presents the compu-
tational tools used for image analysis and data extraction, with emphasis on cell segmentation,
quantification of single RNA molecules, and measurements of time intervals between consecutive
RNA productions in individual cells. Finally, the conclusions and discussion are presented in
Chapter 5.
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72 Biological Background
This chapter gives an overview on the biological processes studied in this thesis. It describes the
gene expression process in E. coli and presents a brief summary of this process in T7 phage. This
chapter also presents the mechanisms of transcription and its regulation. Finally, the effects of
temperature changes in the transcription dynamics of synthetic genes is discussed.
2.1 Gene Expression in Escherichia coli
Gene expression can be defined as the process by which the genetic information, stored in a gene
or genome is expressed into functional units. There are two main steps by which this process oc-
curs, namely transcription and translation, forming the central dogma of molecular biology (Crick
1970) (Figure 2.1). During transcription, the information present in the DNA is transferred into
the complementary messenger RNA (mRNA), which is then used to synthesize proteins by a pro-
cess called translation (McClure 1985; Ramakrishnan 2002).
Figure 2.1: The central dogma of molecular biology (Crick 1970). The arrows indicate the direction of
the flow of information, with the information stored in the DNA transferred to RNA, by transcription.
Translation converts the information stored in the RNA into proteins. The information stored in the DNA
can be replicated in the DNA replication process. Additionally, in some special cases, the information
stored in the RNA can be transferred to the DNA, by a process called Reverse Transcription (dashed
arrow).
8Unlike eukaryotes, E. coli does not have a nucleus, and therefore there is no physical separation
between transcription and translation, allowing these two process to be physically coupled as they
occur in the cell cytoplasm (Miller et al. 1970) (Figure 2.2).
Figure 2.2: Electron microscope images of the coupling between transcription and translation, in E. coli.
The arrow indicates putative RNA polymerase molecules, presumably near the transcription start site.
Additionally, multiple ribosomes are also visible translating the mRNA as it is being transcribed.
Adapted from (Miller et al. 1970), reprinted with permission from AAAS.
E. coli is one of the most studied microorganisms in biology, and has been widely used in the
identification and characterization of several molecular processes (Blattner et al. 1997; Lee and
Lee 2003; Faith et al. 2007). The genome of E. coli, comprising approximately 4000 genes coding
for structural and regulatory proteins (Blattner et al. 1997), consists of a single circular double-
stranded chromosomal DNA kept in a highly supercoiled and compact structure known as the
nucleoid. In addition to its chromosomal genes, E. coli can also carry extra-chromosomal DNA,
known as plasmids, which contain genes that, for example, can provide these cells with antibiotic
resistance (Eliasson et al. 1992).
In prokaryotes such as E. coli, most genes are comprised of three components: a promoter, operator
sites and structural genes (Alberts et al. 2002). The promoter is a specific DNA region that is
recognized by the RNA polymerase (RNAp) as a location to start transcription. The operator sites
are small sections in the DNA that are recognized by regulatory molecules that modulate the tran-
scription of a gene.
Unlike regulatory genes, which appear in isolated form, structural genes are usually organized in
a single transcriptional unit, called operon, where a group of genes are under the control of a single
promoter (Lewis 2005; Schleif 2010) (Figure 2.3). As a result, the operon is transcribed into a
9single mRNA molecule carrying the code for multiple proteins which will perform correlated func-
tions (Jacob et al. 1961).
Figure 2.3: In prokaryotes, genes are organized as operon. The promoter (P) located in an intergenic
region initiates the synthesis of mRNA by recruiting RNA polymerases and facilitating the formation of
a transcription elongation complex, which produces mRNAs that terminate at an intrinsic terminator.
These genes are transcribed as a single mRNA, which codes for the proteins A, B and C. Adapted from
Nature Education (Adapted from Pierce, Benjamin. Genetics: A Conceptual Approach, 2nd ed. All rights
reserved).
2.2 Mechanism of Transcription
The enzyme responsible for the transcription process is the core RNAp, which consists of five core
subunits (ββ’, a2, and w). The core subunits form a stable enzyme, and are necessary for the RNA
synthesis, but are not able to start transcription from a promoter (Young et al. 2002). For it to be
able to initiate transcription, the core RNAp enzyme must be bound by one of the several  sigma
(s) subunits of E. coli (Murakami et al. 2002). This results in a RNAp in the holoenzyme form,
which contains one copy of a s subunit, with a high affinity for specific E. coli promoters (Wösten
1998) (Figure 2.4).
The bacterial transcription process occurs in three sequential steps: initiation, elongation and ter-
mination (Figure 2.5). Initiation consists of the RNAp holoenzyme binding to the promoter region,
unwinding the DNA sequence and escape from the promoter region, so as to initiate elongation.
During elongation, the RNAp moves along the DNA, in the 3’ to 5’ direction, while synthesizing
the mRNA. When reaching a specific termination signal the elongation is halted, and the newly
synthesized mRNA and the RNAp are released, in a step known as termination (Nudler and
Gottesman 2002).
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Figure 2.4: A schematic representation of the E. coli RNAp holoenzyme, comprising the RNAp core
enzyme and a s factor. Adapted from [Nature Reviews Microbiology] (Browning and Busby 2016),
copyright (2016).
Figure 2.5: The transcription process in E. coli. The RNAp holoenzyme, binds to the promoter forming
the closed complex, followed by the formation of the open complex where the double strand DNA is
unwound. Next, the synthesis of RNA transcripts starts, allowing the transition to the initiating complex.
The RNAp then goes into the elongation phase, leading to the release of the s factor and elongation of
the RNA transcript. Transcription then proceeds until the RNAp finds a terminator, after which the RNA
transcript is released and the RNAp dissociates from the template. Adapted from [Nature Reviews Mi-
crobiology] (Browning and Busby 2016), copyright (2016).
2.2.1 Transcription Initiation and its Rate-limiting Steps
Transcription initiation in E. coli has been described as a complex multi-stepped process, which
includes three main steps: binding, isomerization and promoter clearance (McClure 1985; Saecker
et al. 2011).
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In E. coli, the promoter region is defined by the presence of the consensus sequence at -10 (TA-
TAAT) and -35 (TTGACA) regions, upstream of the transcription start site (TSS) (Harley and
Reynolds 1987; Cho et al. 2009). This highly conserved sequence is necessary for the RNAp hol-
oenzyme to recognize and bind the promoter region (von Hippel et al. 1984; Wang et al. 2011).
Following the binding, the holoenzyme makes the gene segment accessible for reading, by un-
winding the DNA’s double strands and exposing a small region in each of the strands. The conse-
quent isomerization into the open complex has been shown to be a sequential process, with at least
three intermediate steps: DNA loading, DNA opening and assembly of the polymerase clamp (Fig-
ure 2.6) (Saecker et al. 2011).
Figure 2.6: Summary of the intermediate steps involved in isomerization that form the initiating complex
(RPinit), following the closed complex formation (RPC). This closed complex formation triggers several
conformational changes (I1, I2, I3), eventually leading to the open complex formation (RPO). Reprinted from
(Saecker et al. 2011), with permission from Elsevier.
Before committing to elongation, the holoenzyme goes through a series of abortive initiation
events (Hsu 2002). As a result, small transcripts of approximately 10 nucleotides are synthesized.
After the initial RNA synthesis and successful escape from the promoter, the holoenzyme enters
the elongation phase.
It has been suggested that the transcription dynamics of several E. coli genes is mainly controlled
at the initiation stage (Browning and Busby 2004; Saecker et al. 2011). The main reasons for this
is that most of the regulatory molecules of transcription act at this stage and this is the step that
appears to be longer-lasting (McClure 1985; Browning and Busby 2004).
Most studies on the dissection of the regulating steps in transcription initiation have been con-
ducted in vitro using two methods: the abortive initiation assay and the in vitro transcription assay
(McClure et al. 1978; McClure 1980; Buc and McClure 1985; Lutz et al. 2001). The abortive
initiation assay is based on the binding of the first two triphosphates, Adenosine Triphosphate
(ATP) and Uridine Triphosphate (UTP), in an RNA sequence, in a condition where saturating
quantities of RNAp and promoter DNA are used. The first nucleotide is always ATP, followed by
UTP. The resulting products of the phosphodiester bond formation, pppApU and PPi, dissociate
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due to the absence of other triphosphates required for the synthesis of RNA, thus aborting the
initiation process. The resulting steady state conversion of ATP and UTP into pppApU is the basis
for the abortive initiation assay (McClure et al. 1978).
From measurements of the abortive initiation assay, the kinetics of the intermediate steps can be
derived. For instance, the rate of the open complex formation can be determined by the delay to
reach the steady-state production of the abortive product (McClure et al. 1978; McClure 1980).
During such experiments, a promoter-specific lag time was observed, before reaching the steady
state. Given its sequence-specificity, this lag time was assumed to be the time taken for the RNAp
to bind to the promoter and form the closed complex. In addition, the closed complex formation
varied with different concentrations of RNAp. This dependence of the closed complex formation
on the RNAp concentration, allows it to be distinguishable from the open complex formation (Buc
and McClure 1985).
Importantly, also based on this dependence, from in vitro measurements with differing RNAp
concentrations in the reaction vessel, it is possible to draw a ‘tau (t)-plot’, which depicts a direct
relationship between RNA production lag times and the inverse of the RNAp concentration
(McClure 1980). From this plot, the slope equals the mean time for the closed complex formation,
while the intercept with the y axis is the mean time for the open complex formation.
When compared with the time required for elementary steps in enzyme catalyzed reactions, the
observed time lags were found to be significantly longer, lasting up to several minutes. Thus, these
steps were considered to be the rate-limiting ones for transcription initiation (McClure 1980; Buc
and McClure 1985).
While at optimal temperatures only two rate-limiting steps were found, in (Buc and McClure 1985)
it was reported that, for the LacUV5 promoter, a third rate-limiting step emerges at temperatures
lower than 20⁰C (Figure 2.7). This third step, which is very fast at 37⁰C, was hypothesized to be
the unstacking of the DNA immediately before the completion of the open complex formation,
that is, the isomerization step (Buc and McClure 1985).
Subsequently to these early studies, a detailed study on the rate-limiting steps in transcription ini-
tiation showed the intrinsic regulation of these steps by the promoter sequence. To show this, Lutz
and colleagues (Lutz et al. 2001) engineered several different promoters derived from E. coli’s
Lac promoter, by modifying the -10 and -35 regions.
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Figure 2.7: A τ-plot depicting the effect of temperature on the kinetics of the LacUV5 promoter. The time
for the open complex formation is plotted against the inverse of the RNAp concentration, for all the tem-
peratures tested: 19⁰C (●), 25⁰C (I), 30⁰C (x) and 37⁰C (○). Reprinted with permission from (Buc and
McClure 1985). Copyright (1985) American Chemical Society.
The results showed that, in the presence of LacI, the closed complex formation was the most rate-
limiting step, while AraC affected the three rate-limiting steps. For some promoters it accelerated
the formation of a stable closed complex, while for other promoters its main impact was on the
conversion of the closed to the open complex (Lutz et al. 2001).
When compared with in vitro studies, the in vivo measurement of the rates of transcription initia-
tion are more difficult to perform because there is a limit in how much the in vivo intracellular
concentration of RNAp can be changed, without affecting the cell functionality.
To cope with this, initially, a different approach was taken. Namely, the rate constants of the un-
derlying steps of transcription were derived by statistical analysis from distributions of time inter-
vals between consecutive RNA productions in individual cells, which were obtained by in vivo
single-cell, single-RNA levels measurements for several promoters (Lloyd-Price et al. 2016; Kan-
davalli et al. 2016).
Similar to in vitro studies, these studies proposed that the distribution of time intervals could not
be explained by the existence of a single step. They also showed that, in general, the models that
best fit the data contain two main rate-limiting steps (associated with the closed and open complex
formation), and that other steps become rate-limiting for temperatures as low as 24⁰C (Muthuk-
rishnan 2014). Based on this, it was suggested that the dynamics could be explained by the multiple
rate-limiting steps model in transcription, in line with past results in the studies using in vitro
techniques (McClure 1985; Lutz et al. 2001).
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More recently, techniques were developed that allow altering sufficiently the RNAp concentration
in live cells so as to ‘recreate’ in vivo (Lloyd-Price et al. 2016) the early in vitro measurements
(McClure et al. 1978; McClure 1980; Buc and McClure 1985).
Overall, the above studies suggest that the mean rate of transcription of a gene is determined by
the promoter sequence and the regulatory molecules which accelerate or hamper the steps involved
in transcription initiation. Additionally, the kinetics of the steps involved in transcription initiation
are not immune to environmental factors such as temperature.
2.3 Regulation of Transcription
Under normal conditions, the number of proteins and RNA molecules inside a cell are tightly
controlled, and this appears to depend on the cell’s ability to control the frequency by which a gene
is expressed, rather than its degradation, which is kept at a near constant rate to allow for renewal
and error correction (Willetts 1967; Goldberg 1972; Bernstein et al. 2002). In E. coli the critical
regulatory steps modulating gene expression occur at the transcription level (Young et al. 2002;
Browning and Busby 2004, 2016). Several mechanisms responsible for this regulation have been
identified, with the majority involving a direct interaction with the promoter (von Hippel et al.
1984; Reznikoff et al. 1985; Browning and Busby 2004, 2016).
Given that the promoter sequence can determine the RNAp binding affinity, this can affect the rate
of closed complex formation of a promoter, as shown in previous studies (McClure 1980; Buc and
McClure 1985). This shows that the promoter sequence also plays a critical role in the regulation
of transcription (von Hippel et al. 1984; Reznikoff et al. 1985).
Although this sequence-based type of regulation is relevant for the overall modulation of tran-
scription, this only provides a “fixed” type of regulation, as it cannot be tuned according to envi-
ronmental conditions. Thus, most regulation based on environmental changes involves compo-
nents responsive to these changes and that act accordingly (von Hippel et al. 1984; Browning and
Busby 2004; 2016).
2.3.1 Transcription Factors and Inducers
Transcription factors are one of the most important components in transcription regulation, given
their ability to sense environmental fluctuations and modulate gene expression accordingly (Babu
and Techmann 2003; Browning and Busby 2016). These proteins usually have two domains, where
one receives internal/external signal, while the other interacts with the DNA (Babu and Teichmann
2003).
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Upon binding to a promoter, a transcription factor may limit the interaction of the RNAp with the
promoter, thus hampering transcription. These are known as repressors. Several mechanisms have
been identified by which they are able to halt transcription (Figure 2.8A). For some promoters this
occurs by steric hindrance, where the operator site overlaps with the -10 and -35 elements recog-
nized by the RNAp, thus the binding of the repressor to the operator site blocks the RNAp access
to the promoter region (Browning and Busby 2004). Repression can also be achieved by DNA
looping, where repressor molecules bind simultaneously to operator sites located upstream and
downstream of the promoter region inducing the formation of a DNA loop, also preventing the
RNAp to access the promoter region (Schleif 2010; Browning and Busby 2016). For other pro-
moters, the repressor can act as an “anti-activator”, thus preventing activator molecules from “ac-
tivating transcription” (Browning and Busby 2016).
Additionally, transcription factors can also actively recruit RNAp molecules to the promoter re-
gion, thus activating transcription. Here, they are called activators and there are several mecha-
nisms by which they can activate the transcription process (Lee et al. 2012) (Figure 2.8B). In Class
I activation, the activator binds to an operator located upstream of the promoter region, and recruits
the RNAp by interacting with the C-terminal domain of its α-subunit (Busby and Ebright 1999;
Lee et al. 2012). In Class II activation, the operator region where the activator binds overlaps with
the -35 element, thus the activator recruits the RNAp by interacting with the domain 4 of the sigma
factor (Lee et al. 2012; Browning and Busby 2016). Transcription activation can also occur
through conformational changes on the promoter DNA. Here, the activator binds to the operator
site located at or near the -35 and -10 elements, and rearrange them, so that they are better posi-
tioned for the binding of the RNAp (Lee et al. 2012; Browning and Busby 2016).
Given that the interaction between transcription factors and promoter is dependent on the promoter
sequence and the regulatory protein structure (Babu and Teichman 2003; Browning and Busby
2004, 2016), this type of mechanisms allows the cells to diversify their gene expression profile.
Some transcription factors can be affected by specific molecules called inducers. For instance,
these molecules can inactivate repressors, thus promoting transcription. One of the best known
examples is the repressor of the lac operon, LacI, which is inactivated by its inducer, lactose (Jacob
and Monod 1961). Other inducers can promote gene expression by increasing the functionality of
its activators or by inverting the repressor function, turning it into an activator, as in the case of
AraC, the repressor of the Arabinose operon (Englesberg et al. 1965; Schleif 2010).
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Figure 2.8: Examples of repression and activation at promoters by transcription factors. Represented are
several mechanisms by which these transcription factors are able to repress (A) and activate (B) tran-
scription. Reprinted by permission from Macmillan Publishers Ltd: [Nature Reviews Microbiology]
(Browning and Busby 2016), copyright (2016).
Several gene expression inducers are not synthesized by the cell, but rather enter the cell from the
environment. For this to occur, these molecules must travel through the cell membrane. The E.
coli’s membrane (Figure 2.9) consists of two layers, the outer and the inner membrane, separated
by the periplasmic space (Zimmermann and Rosselet 1977; Alberts et al. 2002). The outer mem-
brane is semi-permeable, allowing the crossing of lipophilic, and some small uncharged molecules
(Finkelstein 1976; Willey et al. 2008), while preventing larger and ionic molecules from crossing
(Decad and Nikaido 1976). On the outer membrane, transmembrane proteins, known as porins, act
as channels for the entrance/exit of some specific molecules (Alberts et al. 2002; Nikaido 2003;
Willey et al. 2008). Along with the lipid bilayers, these proteins are important for the dynamics of
intracellular level of inducer molecules, and consequently the gene expression response to their
presence in the environment.
The lactose intake system is one of the most studied mechanism for inducer intake (Jensen et al.
1993; Marbach and Bettenbrock 2012). The majority of these studies were conducted in a regime
of low concentrations of lactose, where the rate of the target gene production presents an almost
linear dependence on the intracellular level of inducer (Jensen et al. 1993).
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Figure 2.9: An illustration of E. coli’s membrane. The membrane consists of two lipid bilayers, the outer
and the inner membrane, which are separated by the periplasmic space and peptidoglycan. Bound to the
membrane are porins and other transmembrane proteins. Reproduced from (Willey et al. 2008), with per-
mission from McGraw-Hill Education, copyright (2008).
At these concentrations (less than 0.25 mM), it was found that the cellular intake of lactose had a
positive feedback, due to the activity of the lactose permease, LacY (Jensen et al. 1993; Ozbudak
et al. 2004; Marbach and Bettenbrock 2012). This is a proton symporter protein, that uses the
transmembrane proton gradient to simultaneously transport protons and lactose (Ramos and
Kaback 1977; Kaback 1983). Upon the entrance of lactose molecules in the cell, the lactose operon
is activated (see section 2.3.2 for details), producing LacY proteins, which in turn lead to an in-
crease in the intake of lactose molecules (Jensen et al. 1993; Ozbudak et al. 2004). At higher
concentrations of lactose, the role of LacY is no longer significant, with the lactose molecules
entering the cell through alternative symporters and potentially through passive diffusion (Decad
and Nikaido 1976; Jensen et al. 1993).
At high concentrations, the kinetics of inducer intake is less studied, mainly because under this
condition, the activity of the target gene is close to full induction, which no longer reflects the
intracellular changes in the inducers level. In Publication I, to address this issue we implemented
a method to characterize the intake of IPTG in cells lacking the LacY protein, using in vivo single
RNA measurements, at the single RNA and single cell level (Golding et al. 2005).
Another factor that can influence the intake of inducer molecules is temperature fluctuations,
which is known to affect several cellular processes in E. coli (Yamanaka 1999; Arsène et al. 2000).
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For instance, it can alter the functionality of proteins (Arsène et al. 2000) and also change the
physical properties of the cell membrane and cytoplasm (Sinensky 1974; Yamanaka 1999; Oliveira
et al. 2016b). Changes in these properties are expected to have severe effects on the intake kinetics
of inducers. To address this, in Publication IV we assessed the temperature dependence of the
intake process of the inducer IPTG at different temperatures using in vivo single RNA measure-
ments techniques.
2.3.2 The Lac Operon
The lactose operon was the first gene regulatory network to be described (Jacob and Monod 1961).
The concept of operon was developed by Jacob and Monod (1961), based on observations of bac-
terial cultures containing different types of sugar, where they found that under these conditions, E.
coli preferably uses glucose as its primary source of carbon. However, when glucose is depleted
from the media, E. coli would use the other sugars available. An operon was then described as a
unit of gene expression, where structural genes are coordinately regulated, allowing for that choice
to be made.
The structural genes of the operon code for proteins responsible for carrying out specific tasks and
their regulation depends on the metabolic needs of the cell. The repressor molecule, which is also
produced by a regulatory gene (R), regulates the production of the structural genes (A, B) by in-
teracting with a regulatory element, known as the operator (O) (Figure 2.10).
Figure 2.10: Diagram of the operon model described by Jacob and Monod (1961). Reprinted from
(Jacob and Monod 1961), with permission from Elsevier.
This interaction between the repressors and the operator blocks or negatively regulates the expres-
sion of the structural genes. However, for the repressor molecule to regulate the operon, it must be
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inducible, that is, it must be able to turn on or off in response to a particular chemical signal, here
known as the inducer (I). Aside from binding to the operator, the repressor molecule is also able
to bind to the inducer, which in turn modulates the repressor’s affinity for the operator site. When
the inducer is available in the media, the repressor dissociates from the operator, thus allowing the
expression of the structural genes to occur.
Lactose, a disaccharide sugar, gave name to the lac operon. When this sugar is used by E. coli as
its primary source of carbon, the lac repressor is induced, which in turn allows the expression of
the three structural genes, responsible for lactose metabolism (Jacob and Monod 1961) (Figure
2.11).
Figure 2.11: Illustration of the lactose operon, from E. coli. The three genes responsible for lactose me-
tabolism (lacZ, lacY and lacA) are organized in a cluster, called the lac operon. The coordinated transcrip-
tion and translation of the lac operon structural genes is regulated by a shared promoter, operator and
terminator. The regulator gene (lacI) is located upstream of the operon. Reprinted by permission from
Macmillan Publishers Ltd: [Nature Reviews Genetics] (Shuman and Shilhavy 2003), copyright (2003).
The structural genes regulated by the lac repressor (LacI) are the lacZ, lacY and lacA and they code
for the proteins involved in the metabolism of lactose, namely β-galactosidase, lac permease, and
a transacetylase, respectively (Jacob and Monod 1961). β-galactosidase is responsible for breaking
lactose into galactose and glucose. This is the first step of the lactose metabolism. Lac permease,
a transmembrane protein, is responsible for the transportation of lactose molecules into the cell,
and transacetylase transfers an acetyl group from coenzyme A (CoA) to the hydroxyl group of the
galactosides (Jacob and Monod 1961; Lewis 2005).
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Aside from structural and regulatory proteins, the lac operon contains three operator sites, namely
O1, O2 and O3. The O1 site is located immediately downstream of the lac promoter, O2 is located
downstream of the lac promoter and within the coding region of the lacZ gene, and the O3 is
located upstream of the lac promoter (Jacob and Monod 1961; Riggs et al. 1970; Reznikoff et al.
1974; Schlax et al. 1995) (Figure 2.12).
Figure 2.12: Illustration of the operators of the lac operon, O1, O2 and O3. Shown are their location and the
CAP binding site, relative to the TSS. Reprinted from (Lewis 2005), with permission from Elsevier.
Additionally, the cAMP receptor protein (CRP) or catabolite activator protein (CAP) binding site
is located upstream of the promoter region, in close proximity with the O3 site (Beckwith et al.
1972; Reznikoff et al. 1974). LacI is the negative regulator of the lac operon (Jacob and Monod
1961). Contrary to LacI, the secondary messenger cAMP, positively regulates the transcription of
the lac operon (Emmer et al. 1970). Jacob and Monod observed that if glucose and lactose are
present, cells will not use lactose until glucose has been depleted from the media. Under these
conditions, the intracellular levels of cAMP are low, and as glucose concentration decreases, due
to consumption, the intracellular levels of cAMP increase. This leads to the formation of a complex
between cAMP and the CRP protein, increasing its ability for binding to the CRP binding site.
This in turn activates the transcription of the lac operon, by increasing the affinity of the RNAp
for the lac promoter (Zubay et al. 1970; Griffiths et al. 2004).
The LacI protein consists of two DNA-binding dimers, which forms a dimer of dimers, resulting
in a homotetramer (Beyreuther et al. 1973; Gilbert and Maxam 1973; Kania and Brown 1976;
Miller 1980). The dimers interact with the operator, and each monomer binds, with equal affinity,
one inducer molecule (Ohshima et al. 1974; Schmitz et al. 1976; Lewis 2005). When LacI binds
its natural inducer allolactose (Jobe and Bourgeois 1972) or an artificial inducer such as IPTG
(Jacob and Monod 1961), its conformation changes, which in turn reduces its affinity for the op-
erator (Barkley et al. 1975; Lewis et al. 1996; Lewis 2005). This, along with the cAMP/CRP
binding, leads to the transcription of the structural genes of the lac operon (Zubay et al. 1970;
Griffiths et al. 2004).
When there is no lactose in the media, LacI binds with high affinity to the O1 operator, thus pre-
venting the expression of the genes responsible for lactose catabolism (Jacob and Monod 1961;
Riggs et al. 1970; Schlax et al. 1995). Initially, it was assumed that the mechanism by which LacI
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prevents the transcription of the lac operon was through steric hindrance, where the binding of
LacI to the O1 site would physically block the RNAp movement (Schmitz and Galas 1979). Alt-
hough two additional lac operators sites were identified, due to their low affinity for LacI and their
distance from the promoter region, it was assumed that they had no significant contribution in the
repression process (Pfahl et al. 1979). However, it was later shown that the ‘full repression’ of the
lac operon requires both O2 and O3 operators (Oehler et al. 1990). This full repression is achieved
by the simultaneous binding of LacI molecules to the O1 site, and to either O2 or O3. This causes
the formation of a DNA loop that blocks transcription (Oehler et al. 1990) (Figure 2.13).
Figure 2.13: A representation of the lac operon repression, by LacI. 1) Shows the location of the operators
and the CAP binding sites, and their relative distance to the O1 site. 2) In the absence of LacI, the binding
of the CAP protein activates transcription. In the absence of any inducer molecules, the LacI tetramers
form a DNA loop, by binding simultaneously to 3) O1 and O3  or 4) O1 and O2  (Oehler et al. 1994).
Reproduced with permission from EMBO.
It has been shown that in the LacUV5 promoter the loop formation halts transcription by prevent-
ing the RNAp to access the promoter region, positioned within the loop (Becker et al. 2013). Using
different combinations of operators, it has been also shown that when the O2 site is removed, the
repression strength is slightly reduced when compared to the wild-type lac, containing all three
operators (Oehler et al. 1990, 1994).
The lac promoter has been widely used in synthetic and molecular biology studies (Studier and
Moffatt 1986; Elowitz and Leibler 2000; Golding and Cox 2004). As studies have shown, the full
repression of the lac promoter is achieved when the three operators are present (Oehler et al. 1990,
1994). Given that most lac derivatives promoters used in molecular biology carry only one oper-
ator or a combination of two operators, it is expected that their repression mechanism would be
less efficient, thus presenting some level of leaky transcription.
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Leakiness is defined as transcription events occurring in the absence of an inducer, due to a failure
in the repression mechanism. For an inducible promoter, this type of behavior is usually not desir-
able. Several studies have addressed the issue of engineering promoters with reduced levels of
leakiness (Lanzer and Bujard 1988; Penumetcha et al. 2010), but to date little is known about the
effects of sub-optimal temperatures on the leakiness levels of genes.
In Publication III, we used a variant of the lac promoter containing the O1 and the O3 operator
sites (LacO3O1 promoter) (Oehler et al. 1990) to investigate the leakiness rate of this promoter, at
sub-optimal temperatures. Using single cell, single molecule techniques, we conducted measure-
ments in the absence of inducers, and with the support of mathematical models, we analyzed the
data and dissected which factors contributed the most to the observed leakiness at sub-optimal
temperatures.
2.3.3 The Arabinose Operon
In E. coli, L-Arabinose can be used as a source of carbon and energy by the arabinose system
(Helling and Weinberg 1963; Englesberg et al. 1965; Schleif 2010). This system consists of genes
responsible for the uptake and catabolism of L-Arabinose, which upon entrance in the cell is con-
verted into D-xylose-5-phosphate, thus entering the pentose phosphate pathway (Schleif 2010)
(Figure 2.14).
Figure 2.14: The L-Arabinose system of E. coli. The genes presented in this illustration code for
proteins required for the uptake and catabolism of L-Arabinose. Reprinted from (Schleif 2010), with
permission from Oxford University Press.
The L-Arabinose system has two different transport mechanisms responsible for the uptake of L-
Arabinose. In the lower affinity transport system, the AraE transporter protein, bound to the inner
membrane, uses the electrochemical potential to transport L-Arabinose (Lee et al. 1981; Schleif
2010). The AraFGH is part of the high affinity transport system, which is an L-Arabinose specific
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ABC transporter using the energy from the hydrolysis of ATP to transport L-Arabinose (Hogg and
Englesberg 1969; Schleif 2010) (Figure 2.15).
Figure 2.15: The L-Arabinose system in E. coli. Represented are the genes responsible for the uptake
(araFGH, araE), metabolism (araBAD) and the regulator of the L-Arabinose system (araC). Once inside
the cell, L-Arabinose binds to AraC, and this complex activates PE, PFGH, PBAD, expressing the proteins
araE, araFGH and araBAD, respectively. The arrows indicate the transport of L-Arabinose, through a
negative (red) and positive (green) feedback. Adapted from (Megerle et al. 2008), with permission from
Elsevier.
AraC is the regulatory protein of the Arabinose system in E. coli. It is a dimeric protein that regu-
lates the expression of all proteins in the arabinose system, by activating and repressing the genes
responsible for the uptake and catabolism of L-Arabinose (Englesberg et al. 1965; Johnson and
Schleif 1995; Schleif 2010). In the absence of Arabinose, AraC is bound to the I1 and O2 sites,
forming a DNA loop, which prevents the RNAp to access the promoter region (PC and PBAD pro-
moters) and initiate transcription (Lobell and Schleif 1990; Johnson and Schleif 1995; Schleif 2000,
2010).
When L-Arabinose is present in the cell, AraC binds to the I1 and I2 half-sites, recruiting the RNAp
and thus activating the transcription initiation at the PBAD promoter (Schleif 2000, 2010) (Figure
2.16).
In Publication I and Publication IV, to study the intake kinetics of IPTG, we used the Lac/ara-1
promoter, which is a synthetic promoter based on the combination of the Lac and AraBAD pro-
moters, from E. coli (Lutz and Bujard 1997). To construct this promoter, a mutant Lac promoter,
the Plac-8A which has Thymine replaced by Adenine in the -8 position, was used as the basic struc-
ture.
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Figure 2.16: Illustration of the regulatory regions of the araCBAD genes. I1 and I2 are named half-sites,
given that only a single subunit of AraC contacts each of them. O1 consists of two-half-sites and it is an
operator for the PC promoter, which controls the expression of the AraC, while O2 is a single half-site.
The CAP binding site serves both the divergently orientated PC and PBAD promoters. Reprinted from
(Schleif 2000), with permission from Elsevier.
To this sequence, some modifications were eventually made. Namely, the introduction of a sym-
metrical lac operator sequence (Os) (Sadler et al. 1983; Lanzer and Bujard 1988), and the insertion
of the wild type sequence of the lacO1 operator upstream of the promoter region. Additionally,
the CRP/cAMP binding site, of the Lac promoter, was replaced by the I1/I2 operator sites for the
AraC protein. The resulting promoter is inducible by both L-Arabinose and IPTG.
2.4 Gene Expression in T7 Phage
The bacteriophage T7 is an obligate lytic phage that infects E. coli and uses this host’s resources
to produce its progeny. T7 genome consists of a single double-stranded DNA molecule, enclosed
within an icosahedral head attached to a short non-contractile tail (Molineux 2005). Sequencing
results have shown that it has a 39,937 bp genome coding for 56 genes which are organized into
three classes, based on their location, function and the order by which they are transcribed
(McAllister and Wu 1978; Dunn and Studier 1983) (Figure 2.17).
Figure 2.17: The genetic map of the T7 phage. The DNA is depicted as a black horizontal line, while
the colored boxes represent the genes and their promoters. In addition, the major proteins are indicated
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in the map. Reused from (Qimron et al. 2010), with permission from the American Society for Micro-
biology.
Upon infection, Class I genes are the first to be transcribed, and are responsible for creating favor-
able conditions for the phage growth (McAllister and Barrett 1977; Dunn and Studier 1983). Class
II genes are next and they synthesize DNA replication proteins (McAllister and Wu 1978; Dunn
and Studier 1983). The Class III genes, the last to be transcribed, codes for structural proteins
involved in viral DNA packaging, virion assembly and lysis functions (McAllister and Wu 1978;
Dunn and Studier 1983).
2.4.1 Transcription Initiation in T7 phage
In T7 phage, transcription is unidirectional, from left to right, with the complete process requiring
two different RNAps. The Class I genes are transcribed by E. coli’s RNAp, while Class II and III
are transcribed by T7 RNAp. This is a highly specific polymerase, and unlike E. coli’s RNAp, it
does not require any additional co-factor for transcription to occur (Chamberlin et al. 1970;
Chamberlin and Ring 1973; Dunn and Studier 1983). The production of T7 RNAp early during
the infection process and the inactivation of E. coli’s RNAp, efficiently directs all gene expression
resources towards T7’s own DNA (McAllister and Barrett 1977; Dunn and Studier 1983).
The two set of T7 genes, have specific and time-dependent roles during infection, thus gene ex-
pression has to occur in a way that ensures accurate timing (Chamberlain et al. 1970; Dunn and
Studier 1983). Here, this accuracy is achieved by coupling the T7 genome entrance into E. coli
cells, with transcription (Zavriev and Shemyakin 1982; Moffatt and Studier 1988; Garcia and
Molineux 1995, 1996). Upon infection, after the initial entrance of the first 850 bp of T7 DNA,
the transcription process causes the internalization of the remaining genome (Zavriev and
Shemyakin 1982; Moffatt and Studier 1988; Garcia and Molineux 1995, 1996). First, E. coli RNAp
starts transcribing at its promoters, on the initial 850 bp at a rate of 40-60bp/second, pulling up to
7.5 kb of T7 genome into the cell (Garcia and Molineux 1995). Once T7 RNAp is produced, it
starts transcribing its genes, thus pulling the remainder of the T7 genome, at a rate of 200-
300bp/second (Garcia and Molineux 1995). This RNAp-mediated DNA entrance also couples
gene expression with gene position, meaning that a gene cannot be expressed until it enters the
cell.
The T7 RNAp mediated transcription initiation is similar to that of E. coli’s RNAp, thus occurring
in several steps. First, the RNAp interacts weakly with nonspecific regions of the DNA until the
promoter region is found and recognized through specific protein-DNA interactions (Cheetham
and Steitz 2000). T7 RNAp recognizes the promoter region through an interaction between the
region -7 to -11 in the major DNA groove, and the T7 RNAp amino acids residues in a specific
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loop (Muller et al. 1989; Li et al. 1996; Cheetham et al. 1999). This step is known as the closed
complex formation. Subsequently, the promoter undergoes RNAp-induced isomerization and
melting in the promoter region, forming the open complex (Ujvári and Martin 2000). Next, abor-
tive RNA synthesis events occur, releasing short RNA chains, until the formation of a stable tran-
scribing complex consisting of the nascent RNA transcript, the DNA template, and T7 RNAp.
Following the promoter escape, a stable elongation complex is formed (Liu and Martin 2002).
After the formation of this stable elongation complex, the gene is transcribed, and termination
occurs once T7 RNAp reaches a terminator sequence (Arnaud-Barbe et al. 1998).
2.4.2 T7 RNAp Promoters
The two classes of T7 RNAp promoters consist of a highly conserved consensus sequence of 23
bp, extending from -17 to + 6, that can be further separated into two functional domains: an up-
stream binding region, from -17 to -5 and an initiation region from -4 to +6 (Chapman and Burgess
1987; Chapman et al. 1988; Ujvári and Martin 1997).
Studies have reported that transcription from T7 RNAp promoters is affected by factors known to
disturb the stability of the DNA helix, such as ionic strength and temperature (McAllister and
Carter 1980; Chapman and Wells 1982) and also that transcription from Class II, is weaker than
that from Class III promoters (Golomb and Chamberlin 1974; McAllister and Wu 1978). To better
understand which step in transcription initiation contributes the most for these apparent differences,
Ikeda and colleagues (Ikeda 1992; Ikeda et al. 1992) conducted studies where they compared the
transcriptional activity of several Class II and III promoters. In line with previous studies, the
results showed that the Class II were generally weaker than Class III promoters (Ikeda 1992; Ikeda
et al. 1992). In addition, they found that the observed differences in strength were not reflected in
their maximum transcription rate (Ikeda et al. 1992), but rather in the efficiency of promoter clear-
ance (Ikeda 1992). These results, along with computational simulation data, have suggested that
the Φ10 promoter is the strongest of the T7 RNAp promoters (Ikeda 1992; Endy et al. 1997).
It is known that promoter sequence plays an important role in transcription regulation (Brewster
et al. 2012; Browning and Busby 2004, 2016). Similar to E. coli promoters, T7 promoters carrying
elements identical to the consensus sequence are considered to be stronger than those having less
similarity (Dunn and Studier 1983; Ikeda 1992). This is the case for the Φ10 (Ikeda 1992; Endy et
al. 1997). Although in vitro studies have shown that temperature affects the transcription from T7
RNAp promoters (McAllister and Carter 1980; Chapman and Wells 1982), currently there is little
information on how temperature changes affects its in vivo transcription dynamics.
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To assess this, in Publication II we used a single copy plasmid carrying the T7 Φ10 promoter and
measured its RNA production as a function of temperature. Given that this is a constitutive pro-
moter, we used the E. coli BL21(DE3) strain which carries a single copy of the gene coding for
the T7 RNAp integrated in the chromosome, under the control of the LacUV5 promoter (Studier
and Moffatt 1986). We then measured the transcription activity of this promoter, under different
temperature conditions, using live-cell microscopy with single-cell, single-RNA sensitivity (Gold-
ing et al. 2005; Lloyd-Price et al. 2016).
2.5 Temperature Shifts and the Transcription of Synthetic Genes in E. coli
Microorganisms are able to adapt to changing environmental conditions by detecting changes in
their surrounding and by responding accordingly to these changes. This adaptation process is usu-
ally characterized by a rapid response, which is necessary for the cell to initiate adaptation, fol-
lowed by a more continuous response to create conditions for long term survival (Yamanaka 1999;
Arsène et al. 2000; Gunasekera et al. 2008).
Temperature fluctuations require adaptive responses from the cells (Arsène et al. 2000; Yamanaka
1999; Barria et al. 2013). Some of these responses are relatively fast while others take longer to
occur. The latter usually involve the expression of specific proteins. For instance, when there is a
sudden up-shift in temperature, known as heat shock, the structure of several proteins is affected.
To cope with this, the cell increases the expression level of heat shock proteins (HSPs), which are
crucial for cell survival given that they act on preventing protein aggregation and in helping to
refold misfolded proteins. Although most studies have focused on E. coli’s heat shock response,
there are also reports on the changes occurring when cells face a downshift in temperature, known
as cold shock. Similarly to heat shock, this process triggers the activation of a specific set of pro-
teins, known as cold-shock proteins, which help the cell in counteracting the effects caused by this
reduction in temperature (Yamanaka 1999; Phadtare 2004).
Meanwhile, fast responses include readjustments of the lipid composition of the membrane in a
response known as homeoviscous adaptation (Sinensky 1974). This is crucial for the cell survival
since temperature shifts lead to changes in the membrane fluidity (Yamanaka 1999; Phadtare 2004;
Barria et al. 2013), thus affecting cellular processes such as the transportation of molecules in/out
of the cell (Phadtare 2004; 2010). A recent study (Oliveira et al. 2016b) has reported that temper-
ature downshift reduces the cytoplasm viscosity, which shows additional effects of temperature on
the cell’s functionality. These effects combined with compromised membrane functions, can affect
the intake of molecules from the environment, as well as their movement and that of other cellular
components, in the cell’s cytoplasm. As a consequence, it can alter the timely expression of genes
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requiring activation by external molecules, which can be translated in a delay of the molecule to
enter and eventually reach the promoter region and activate the gene of interest.
The effect of temperature on transcription initiation and its rate-limiting steps has been addressed
in several studies. Using in vitro techniques, Buc and McClure (1985) have demonstrated that for
the LacUV5 promoter, a third rate-limiting step appears at temperatures lower than 20⁰C. It was
hypothesized that this step was isomerization, which was believed to have a short duration at 37⁰C.
These observations showed that the steps comprising the transcription initiation process respond
differently to temperature changes, and that some are temperature dependent. A more recent in
vivo study demonstrated that for the TetA promoter, a third rate-limiting step emerges at temper-
atures lower than 24⁰C (Muthukrishnan 2014), which is in line with the previous report (Buc and
McClure 1985). Unlike the behavior observed for LacUV5 and TetA promoters, another recent
study has demonstrated that for the Lac/ara-1 promoter, temperature changes affect the closed
complex formation, suggesting that the interaction between the RNAp and the TSS is the most
affected by temperature (Oliveira et al. 2016a). The changes observed in the rate-limiting steps of
these promoters, will also reflect in their rate of RNA production. Overall, these studies suggest
that the dynamics of the rate-limiting steps of these promoters cause them to respond differently,
in their RNA production kinetics, to temperature changes.
Given that gene expression regulation occurs mostly at the stage of transcription initiation, these
studies provide a more detailed picture on how temperature changes affect gene expression, and
which steps are more susceptible to these changes.
Synthetic biology is currently a particularly attractive field, that allows the engineering of simpler-
than-natural synthetic gene networks, from well characterized genes and proteins (Endy 2005;
Nandagopal and Elowitz 2011). Over the years, a number of successfully implemented synthetic
gene circuits have been reported (Elowitz and Leibler 2000; Gardner et al. 2000; Stricker et al.
2008), however the stability and tunability of some of these circuits appears to be a major issue
(Elowitz and Liebler 2000; Oliveira et al. 2015). This shows that even when the design of these
networks is based on known components, there are additional factors that must be taken into con-
sideration (Brophy and Voigt 2014). For instance, how do these components respond to environ-
mental perturbations such as temperature fluctuations?
Different studies have addressed this question, by assessing the effects of temperature on the sta-
bility of a synthetic genetic circuit, such as the oscillator (Stricker et al. 2008), or the repressilator
(Oliveira et al. 2015). In the latter, it was shown that when subject to changing temperature con-
ditions, one of the components of the repressilator loses its functionality, hampering the circuit’s
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ability to track time (Oliveira et al. 2015). This loss in functionality occurred with increasing tem-
perature and was shown to also affect the stability of a switch using the same protein as one of the
components. Such studies are important in helping to identify which components of a circuit are
more sensitive to temperature fluctuations.
Temperature can also be used as a means to control the activity of a synthetic genetic circuit, as
reported in (Isaacs et al. 2003). Here, using a temperature sensitive variant of the repressor protein
from the lambda (λ) phage (Arkin et al. 1998), it was shown that by varying temperature, the
stability of this protein can be tuned, thus altering the level of activity of the circuit. Another study
has reported the construction of a synthetic genetic clock exhibiting temperature compensation,
meaning that the periodicity of the clock is not temperature dependent (Hussain et al. 2014). This
was achieved by genetically modifying the repressor protein of the target promoter, so that it loses
its repression ability at high temperatures. The resulting clock, exhibited a near constant oscillation
period for temperatures ranging from 30⁰C to 41⁰C (Hussain et al. 2014).
These studies show how the temperature sensitivity of a component from a genetic circuit can have
a significant effect on its overall stability. These synthetic genetic circuits are often constructed
using well-characterized components, which are then inserted into host strains. Thus, factors that
can affect the physiology or fitness of the host strain can also affect the activity/stability of these
circuits. The choice of a promoter to control the expression of a gene remains one of the most
important factors in synthetic biology. Therefore, understanding a promoter’s responsiveness to
environmental changes, such as temperature fluctuations, can help in designing genetic circuits
with more predictable and robust functions. Especially given that future synthetic biology appli-
cations, will require higher accuracy and robustness of these components (Brödel et al. 2016;
Bervoets et al. 2018), regardless of environmental factors, copy number (Segall-Shapiro et al.
2018), etc.
In this thesis, we investigated the temperature dependence of the transcription initiation dynamics
of synthetic genes in E. coli. We assessed whether this dependency is affected by the promoter
structure, the robustness of its repression mechanism, and also how the intake kinetics of an extra-
cellular inducer is affected by temperature. For this, we made use of three promoters (T7 phage
Φ10, Lac/ara-1 and LacO3O1) and measured their transcription activity, at various temperatures,
using single RNA detection techniques and image analysis tools.
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3 Experimental and Theoretical Methods for Studying the Dynam-
ics of Transcription Initiation
This chapter provides an overview of the experimental and theoretical methods usually employed
for studying the in vivo dynamics of transcription initiation, with emphasis on those used in this
thesis. These methods include single molecule techniques for RNA detection, live cell imaging
using fluorescent proteins, and methods for validating these measurements. Finally, this chapter
presents the modelling strategies employed to study the dynamics of transcription initiation.
3.1 Fluorescent Proteins
Due to their non-invasive, high specificity and sensitivity for live cell imaging, the use of fluores-
cent proteins has become critical for conducting in vivo cell biology measurements. The possibility
of expressing these proteins fused with a desired target protein, while inside a cell, have made
them very convenient for numerous studies, which explains why they have become one of the most
used tools in Biology (Tsien 1998).
Although they present several advantages, there are some features that one should consider when
choosing a fluorescent protein to use in an imaging experiment (Shaner et al. 2005). Namely, the
fluorescent protein should present a brightness significantly above the background, photostability,
and exhibit a minimal crosstalk in its excitation and emission channels, so that it can be accurately
detected for the duration of the experiment. Also, when fused with a protein of interest, the fluo-
rescent protein should not affect the proper functioning of the native protein in the chosen system.
In addition, the fluorescent protein should be insensitive to the changes in environmental condi-
tions so as to not compromise the interpretation of the results. In this regard, some of the early and
wild type fluorescent proteins are temperature and pH sensitive (Tsien 1998; Shaner et al. 2005).
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E.g., the wild type GFP folds better at room temperature or lower, than at high temperatures (Tsien
1998), and the yellow fluorescent protein (YFP) is sensitive to pH and Chloride (Griesbeck et al.
2001). To overcome these limitations, several mutagenesis studies have been conducted in order
to improve their folding and maturation properties at high temperatures (Cormack et al. 1996;
Nagai et al. 2002; Pédelacq et al. 2006). These studies have led to a significant rise in the variety
of fluorescent proteins available that fold and mature more efficiently, thus increasing their ap-
plicability in different environment, organisms and, organelles. Conversely, the fact that some flu-
orescent proteins are sensitive to environmental factors can be of value to certain studies, in that
the changes can be used as a means to sense environmental changes (Kneen et al. 1998; Matsu-
yama et al. 2000; Shen et al. 2014).
One of the most common illumination scheme used in fluorescence microscopy is a wide-field
epi-illumination, where the entire depth of the sample is excited, which makes the out-of-focus
fluorescent molecules to also contribute to the background fluorescence. As a consequence, the
images have low resolution and high signal/noise ratio, which can compromise the correct inter-
pretation of the data. Several different methods have been developed to avoid excess out-of-focus
illumination, and to also increase the image resolution, such as the Confocal microscopy (Pawley
2006), Total Internal Reflection (TIRF) microscopy (Axelrod 1981), and Highly Inclined and
Laminated Optical (HILO) sheet microscopy (Tokunaga et al. 2008). Confocal Microscopy is
based on the reduction of the focal volume by using a pinhole which guarantees that the detected
light comes only from the focal point of the sample, thus resulting in a reduction of the out of focus
information (Pawley 2006). TIRF microscopy offers a better image sectioning than confocal mi-
croscopy, because here only a thin section of the sample’s surface is illuminated (Axelrod 1981).
The light in TIRF creates a thin lamina of evanescent wave that penetrates the interface between
the coverglass and the sample. As such, TIRF only illuminates 50-200nm deep into the sample,
thus allowing to probe molecules that are in close proximity with the coverglass surface, such as
molecules that are close the cell membrane. In order to illuminate regions deeper than the TIRF
imaging range, without a significant reduction in the signal-to-noise ratio, the HILO microcopy
was developed (Tokunaga et al. 2008). Here, the light is refracted into the sample at a high incli-
nation angle, thus illuminating an angled layer within the sample. This results in a lower out-of-
focus fluorescence (Tokunaga et al. 2008).
The methodologies described in the previous section show the different imaging techniques that
allows the in vivo visualization of fluorescent molecules. However, some studies also require the
visualization of cells where these fluorescent molecules are inserted in. Phase Contrast microscopy
is one of such techniques. It allows the visualization of transparent living organisms, by employing
an optical mechanism that converts differences in refractive index and cell density, into detectable
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variations in light that can then be visualized as differences in the contrast of the image (Zernike
1942). This technique allows the in vivo visualization of cells, such as E. coli.
3.2 Single-Molecules Approaches for Studying Transcription
Most of our current knowledge about transcription comes from biochemical and biophysical stud-
ies, usually conducted in vitro. Although these studies have contributed significantly to our under-
standing of the transcription process, the in vivo characterization of this process is of particular
importance, given that a live cell is a dynamic system with a large number of molecules and reac-
tions interconnected into a complex network, and many of its systems have proven to behave dif-
ferently in an in vitro context.
The development of in vivo and real time observations techniques has allowed the dissection of
the transcription process in live cells, providing detailed spatiotemporal information, which was
not possible previously. In particular, the recent advancements in microscopy techniques, fluores-
cent proteins and single-molecule measurements, have allowed the tagging of individual molecules
in a single cell, such as the in vivo tagging of RNA molecules using fluorescent proteins (Golding
and Cox 2004). Currently, there are different ways of achieving this, but the most popular tech-
niques usually involve the use of complementary oligonucleotides or RNA binding probes labelled
with fluorophores, such as RNA binding proteins, which are able to bind to specific RNA motifs
(Pitchiaya et al. 2014). This popularity is mostly due to their ability in tagging and detecting en-
dogenous RNAs, as well as exogenous constructs (Raj and van Oudenaarden 2009).
The fluorescence in situ hybridization (FISH) method, was one of the first methods to achieve
single RNA sensitivity (Raj and van Oudenaarden 2009). This method is based on the use of flu-
orescently labelled oligonucleotides probes that hybridizes, with high sequence complementarity,
to a unique region of its target RNA (Raj and van Oudenaarden 2009). FISH has the advantage of
allowing the simultaneous detection of different RNAs, and it can also be used when conducting
studies on cell-to-cell variability, or on the spatial localization of RNA (Raj and van Oudenaarden
2009; Montero Llopis et al. 2010).
The FISH method can provide insights about the several steps comprising the transcription process,
but it requires the fixation of cells and the permeabilization of the cell membrane (Raj and van
Oudenaarden 2009), thus making it not suitable for conducting in vivo studies of the transcription
dynamics in single cells, in real time.
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3.2.1 The MS2-GFP Tagging Method
The fusion of RNA binding proteins with fluorescent proteins, has allowed the tracking and detec-
tion of single RNA molecules in live cell, as soon as they are produced (Bertrand et al. 1998;
Golding and Cox 2004; Golding et al. 2005). The method is based on fusing the gene of interest
with a tandem array of repeats, each coding for an RNA binding site region for the tagging protein,
and then fusing that protein with a fluorescent protein so that when they bind to the RNA motif, it
becomes visible due to the accumulation of multiple fluorescent molecules in the same spot. For
this, both genetic constructs need to be inserted into a plasmid or integrated in the genome of a
cell.
The most common RNA binding protein used for in vivo RNA detection is the MS2 phage coat
protein, which interacts with a stem-loop structure in the viral RNA to encapsulate the viral gene
(Peabody 1993; Valegard et al. 1997; Bertrand et al. 1998). This system consists of two constructs
(Figure 3.1). The first construct carries the gene of interest and the gene coding for the RNA con-
taining the multiple binding sites (BS) for the MS2 protein, and is usually placed in a single copy
plasmid (Golding and Cox 2004; Golding et al. 2005). In order to cross validate the transcription
activity, an additional gene, usually coding for a fluorescent protein such as the mRFP1 or mCherry
can be inserted before the multiple binding sites, and after the promoter of interest (Golding et al.
2005; Lloyd-Price et al. 2016; Kandavalli et al. 2016) (Figure 3.1A).
Figure 3.1: In vivo detection of RNA in E. coli cells, using the MS2-GFP tagging method. (A) Illustration
of the MS2-GFP tagging method. The bottom construct represents a single copy plasmid carrying the 48
binding sites (target RNA) for the MS2-GFP proteins (reporter proteins). Here, the target RNA is under the
control of the lacO3O1 promoter. The MS2-GFP proteins (gray and green balls) are produced from a medium-
copy plasmid and are under the control of the PBAD promoter. (B) An example of fluorescent cells using
confocal microscopy. Here, these cells are expressing both the target RNA and the reporter MS2-GFP pro-
teins. RNA molecules are visible as fluorescent spots, and the background of the cells is due to the unbound
MS2-GFP diffusing freely inside the cell.
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To increase their stability, random sequences need to be introduced between the multiple binding
sites. The second construct, is usually placed in a multi-copy plasmid coding for the MS2-GFP
proteins and is under the control of an inducible promoter (Golding et al. 2005; Lloyd-Price et al.
2016; Kandavalli et al. 2016) (Figure 3.1A). To determine the transcription dynamics of the pro-
moter of interest, the reporter protein MS2-GFP should be expressed before activating of the target
gene. The intracellular level of MS2-GFP should be high enough, so that it can rapidly bind to all
binding sites of the target RNA as soon as they are transcribed. The binding of multiple MS2-GFP
to the same target RNA makes it much brighter than the fluorescence of the unbound MS2-GFP
that are freely diffusing inside the cell (Golding et al. 2005; Xie et al. 2008). Under confocal
microscopy, the MS2-GFP that are bound to the target RNA appear as bright spots, and can be
detected with single-molecule sensitivity (Golding and Cox 2004; Golding et al. 2005) (Figure
3.1B).
Since the target RNA is wrapped by the MS2-GFP proteins, which protects it from the natural
degradation (Talbot et al. 1990; Fusco et al. 2003; Golding and Cox 2004; Golding et al. 2005),
these “RNA spots” do not loose intensity overtime, thus allowing to study the dynamics of tran-
scription initiation without the influence of degradation (Kandavalli et al. 2016).
Aside from the MS2 proteins, other proteins have been also used for RNA detection. One is the
PP7, from the PP7 bacteriophage (Chao et al. 2008; Larson et al. 2011). Another is the Lambda
(λ)N peptide from λ phage (Daigle and Ellenberg 2007; Lange et al. 2008). These proteins have
different binding sites and thus their use could allow the simultaneous imaging of up to three dif-
ferent RNA targets in the same cell (Lange et al. 2008; Hocine et al. 2013).
In this thesis, we used the MS2-GFP tagging method to measure RNA production from different
promoters in live E. coli cells. In all publications, the target gene was inserted into a single copy
F-plasmid. In Publication I and Publication IV, the target promoter was followed by a tandem
array of 96 MS2 binding sites, while in Publication II, III we made use of only 48 BS.
3.2.2 Constructing a Single-Copy Plasmid Carrying the Binding Sites for the MS2-GFP
Reporter Proteins
As mentioned in the beginning of the previous section, the use of fluorescently tagged RNA bind-
ing proteins has enabled the in vivo detection of RNA molecules. This is achieved by fusing fluo-
rescent proteins with these RNA binding proteins, and currently several techniques have facilitated
these constructions. One of such techniques is the Gibson Assembly® Method (Gibson et al. 2009;
Gibson 2011). This is a cloning method that allows the assembling of multiple overlapping DNA
molecules, in a single isothermal reaction. This method is based on the activity of three enzymes:
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a 5’ exonuclease that chews the 5’ ends of double-stranded DNA generating single-stranded com-
plementary DNA overhangs, a DNA polymerase which fills in the gaps of the annealed sequence,
and a DNA ligase that will seal the resulting nicks (Figure 3.2).
Figure 3.2: An illustration representing the one-step isothermal reaction of the Gibson Assembly®
Method. Reprinted by permission from Macmillan Publishers Ltd: [Nature Methods] (Gibson et al. 2009),
copyright (2009).
For this to occur, the DNA fragments must be designed such that they contain at least 40 bp overlap
with the adjacent DNA fragment. This can be easily achieved, via PCR by using primers where
these overlapping sequences are introduced. Given that these fragments are usually assembled with
a vector to form a circular product, these vectors must also carry terminal ends overlapping with
the DNA fragments to which they will be joined with. In a single reaction, the 5’ exonuclease
creates single stranded 3’ overhangs, by “chewing back” the DNA at the 5’ end. This facilitates
the annealing process between the fragment and the vector, which are complementary at one end
(overlapping region). The DNA polymerase then fills the gaps within the annealed fragments and
the DNA ligase seals the nicks in the assembled DNA.
In Publication II, we evaluated how the transcription initiation dynamics of a viral promoter is
affected by temperature changes. To conduct this study, we used the Gibson Assembly® Method
to construct a single copy plasmid carrying the T7 phage Φ10 promoter, controlling the expression
of the target gene, the 48BS for the MS2-GFP reporter protein (Figure 3.3). Briefly, the coding
sequence for the T7 Φ10 promoter and terminator were amplified by PCR, from the pRSET-
EmGFP plasmid (ThermoFisher Scientific).
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Figure 3.3: An illustration showing the steps involved in the construction of the single copy plasmid
carrying the T7 Φ10 promoter and the target gene, using the Gibson Assembly® Method. (The
plasmids presented in this figure were generated using SnapGene® 2.3.5).
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Given that this is a viral promoter, requiring a different terminator than the one present in the single
copy plasmid (pBELO-BAC11), the vector was amplified in a way to originate two fragments
(referred to as 48 MS2-mCherry and Linearized vector), thus facilitating the simultaneous ligation
of the terminator and the promoter, to the vector’s fragments. All fragments were then ligated, in
a single reaction, following the guidelines described in (Gibson et al. 2009).
3.2.1 Live Cell Imaging and Time-Lapse Microscopy
The MS2-GFP RNA tagging and detection system allows the observation of in vivo transcription
dynamics, at the single cell and single RNA levels in real time, using time-lapse microscopy
(Lloyd-Price et al. 2016; Kandavalli et al. 2016; Mäkelä et al. 2017). In these types of experiments,
cells are usually placed on an agarose gel pad, which is located between the microscope slide and
a coverslip. This agarose gel contains the nutrients necessary for the growth of the cells, as well as
inducers of gene expression for both the target and reporter genes (Golding et al. 2005; Lloyd-
Price et al. 2016; Kandavalli et al. 2016). In addition, to ensure accurate temperature conditions
throughout the duration of the experiment, a temperature regulated chamber can also be used
(Oliveira et al. 2016b). For studies requiring the accurate measurement of transcription events,
from the moment of induction, a peristaltic pump can be used, to provide the cells with fresh media
supplemented with the appropriate inducers. This also allows steady state growth for the duration
of the experiment, under the microscope (Choi et al. 2008; Mäkelä et al. 2017).
Figure 3.4 shows a schematic illustration of the imaging and the temperature control chamber used
for imaging the cells while under microscope. This approach was implemented for the studies
described in Publications I, II, III, and IV where cells were supplied with fresh media containing
the appropriate inducers for the target and reporter genes.
In Publications I and IV, to study the intake kinetics of an inducer from the environment, cells
(under the microscope) were supplied with fresh media containing the inducers for the target and
reporter genes. Here, the target gene was activated under the microscope, which allows to observe
and determine the time taken for the first RNA to be produced. In Publication II, the dynamics of
the transcription initiation from the T7 Φ10 promoter was studied by providing the cells with the
media containing the inducer for the reporter and target system, thus activating both genes under
the microscope. In Publication III, to measure the transcription rate of the of the LacO3O1 pro-
moter, under full induction, cells were provided with fresh media containing the appropriate con-
centrations of the reporter and target inducers. It is worth of mentioning that in all experiments a
temperature chamber was used to ensure the correct temperature throughout the duration of the
experiment.
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Figure 3.4: (A) Schematic illustration of the CFCS2 microfluidics and the temperature control system
for cell cultures, while under microscope observation. The CFCS2 chamber is mounted on the stage
of an inverted microscope, and it comprises two independent fluidic systems. One is a thermo-chiller
device (not shown), connected to two inlets and outlets of the CFCS2 chamber, which controls the
temperature of the system (i.e. the temperature of the metal chamber and the optical cavity, where
cells are placed) through the flow of heat/chilled fluidics, whose temperature can range from 5 ºC to
50 ºC ± 0.2 ºC. The second device, a micro-perfusion device (not shown), connected to one inlet and
one outlet of the CFCS2, constantly provides the cells with fresh media and chemicals required for
cell growth. (B) An illustrative front cut view of the optical cavity of the cooled FCS2 adapter
(CFCS2). The CFCS2 is a modified version of the FCS2 system, in that it has an additional, inde-
pendent tubing system to facilitate the circulation of a heat/chilled fluid, that increases/reduces the
temperature of the metal base and of the optical cavity of the chamber. (C) Schematic top view of the
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micro-aqueduct slide, which is placed inside the optical cavity. The slide allows laminar flow of flu-
ids, when a uniform and rapid exchange of media is required across the cell population. Images shown
in (B) and (C) are adapted from Bioptechs Inc. (http://www.bioptechs.com). Figure from Publication
IV.
3.3 Methods for Validating Live Cell Imaging Measurements
The MS2-GFP tagging method allows the in vivo measurement of transcription events, with single-
molecule sensitivity. Given the level of information one can extract using this methodology, cur-
rently there is no other methodology capable of independently validate these measurements with
the same sensitivity. However, some methods can be employed, which allow a partial validation
of these measurements.
Quantitative polymerase chain reaction (qPCR) allows to quantify the amount of RNA produced,
at a population level (Schmittgen and Livak 2008). Unlike the traditional PCR method, where the
detection of the amplified sequence is performed after the PCR reaction has been completed, in
qPCR, this detection is done in real time (Schmittgen and Livak 2008). Here, a modified version
of the standard PCR reaction protocol is employed, where sequence-specific primers for the gene
of interest are used, and the amplified product is detected in real-time by using fluorescent probes
or fluorescent DNA binding dyes. This information is then used to generate the cycle values (CT),
by determining the number of PCR cycles where the fluorescence level crosses a certain threshold
value, which is usually the background fluorescence level.
This CT value is inversely proportional to the amount of amplification product in the reaction, that
is, if a particular gene is abundant in the sample, the amplification of this product is observed in
the early cycles, while if the amount is very low, the amplification is observed in later cycles
(Schmittgen and Livak 2008). From these CT values it is then possible to determine the fold change
in mRNA level using, e.g., the Livak’s 2-ΔΔCT method (Livak and Schmittgen 2001). In this method,
genes that are not affected by the experimental conditions are usually used as a reference gene,
which is an internal control used for the relative quantification of the target mRNA levels and/or
production rates (Livak and Schmittgen 2001).
In this thesis, qPCR was used as a method to validate the RNA levels obtained from microscopy
measurements. In Publications II (Figure 3.5), Publication III and Publication IV this method
was used to validate the functionality of the induction mechanisms of the promoters used. Addi-
tionally, in Publication II and Publication IV the qPCR results were also used, in combination
with microscope measurements, to produce t-plots (section 4.3, Chapter 4).
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Figure 3.5: An example of qPCR measurements to quantify the relative RNA levels of a gene of inter-
est. Here, the relative levels of T7 RNAp (light greys) and the target gene mCherry (dark grey) were
measured at 37⁰C, for varying IPTG concentrations. The standard errors are also shown for each con-
ditions and were obtained from three technical replicates. The 16SrRNA gene was used as a reference.
Figure from Publication II.
3.4 Modelling Transcription Initiation in E. coli
When conducting studies in E. coli, due to the limitations of the measurements techniques, some-
times it is not possible to directly observe in great detail all the steps of a particular process, in its
native form. Thus, to overcome these limitations we make use of models, which can be defined as
simplified representations of a system or process. These models require tuning, which means find-
ing the model parameter values that best reproduce the observed data. In the end, they require
validation. This can be done by making a prediction with the model and verifying that prediction
empirically. Models are particularly useful to generate predictions on how a system will behave
under different conditions, when it is not possible to observe it experimentally.
Modelling strategies have been widely used to investigate the gene expression process in E. coli.
Being a chemical process, it can be described as a set of chemical reactions. In general, chemical
reactions can be represented as shown below:
A B  Ck+ ¾¾® (3.1)
42
Here, one molecule of the species A and B react to form a molecule of the species C, at a rate of
k.
When modeling transcription, the most important steps, i.e. those affecting the RNA production
kinetics, should be included (Ribeiro et al. 2006). In its simplest form, the transcription process
can be modelled as a single-step reaction, as follows:
 + +  +kRNAp Pro Pro RNAp RNA¾¾® (3.2)
In this reaction, RNAp is the RNAp holoenzyme, Pro is the promoter, and RNA is the RNA pro-
duced from this reaction. It is important to mention that in this model, there is no regulatory mol-
ecule controlling the activity of the promoter, thus the gene is transcribed in a constitutive manner.
This model is an oversimplification of the transcription process from the point of view of the cur-
rent state of the art of measurement techniques. For instance, it does not consider the existence of
multiple rate-limiting or reversible steps in the transcription process. Thus, in order to account for
such factors, a more detailed model is required.
In E. coli, the transcription initiation process has been described as a complex multi-step process
where the RNAp has to find the promoter, open the DNA and initiate the RNA synthesis (McClure
1985; Saecker et al. 2011). This process can be described as follows:
B fK k
C ORNAp Pro RP RP RNA+ ¬¾® ¾¾® ®®® (3.3)
The model (3.3) was first suggested by Walter, Zillig and colleagues (Walter et al. 1967;
Chamberlin 1974; McClure 1985). It includes the initial binding of the RNAp holoenzyme to a
promoter with a binding constant, KB, to form the closed complex, RPC, which then isomerizes
with a rate constant of kf to form the active open complex, RPO (McClure 1985). From that point
onwards, the process becomes nearly irreversible and much faster, being thus represented by the
symbol ‘ààà’.
Our current knowledge of the steps during transcription initiation (Buc and McClure 1985;
McClure 1985; Saecker et al. 2011), and  how these can affect the rate of RNA production (Kan-
davalli et al. 2016) is extensive. These effects can be accounted in the model (3.3) by changing
the values of the rate constants.
It has been reported that in prokaryotes, the transcription of highly expressed genes can, under
certain conditions, occur in bursts, due to the buildup of positive supercoiling with transcription
events (Chong et al. 2014). While the chromosome presents topologically constrained segments
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that allow this supercoiling buildup to occur (Hardy and Cozzarelli 2005; Higgins 2016), plasmids
lack such constrains, only presenting transient ones (for instance, due to transient protein binding)
(Leng et al. 2011). The exception to these are plasmids encoding membrane associated proteins
(Pruss and Drlica 1986; Lynch and Wang 1993), carrying tandem copies of multiple DNA-binding
sites (Fulcrand et al. 2016), or when expressed in strains lacking DNA topoisomerase I (Samul
and Leng 2007). In these plasmids, these topologically constrained segments are more efficient
than the transient ones in leading to the appearance of supercoiling buildup with transcription
events (Liu and Wang 1987; Deng et al. 2005). When these buildups emerge in plasmids due to
transient constraints, they diffuse freely, in opposite directions and annihilate one another, due to
the lack of the segment-based constraints (Chong et al. 2014).
In this thesis, all the genes studied were inserted into single copy plasmids lacking these topolog-
ical constrains. Due to this, the models of transcription initiation presented do not account for
transcriptional bursts.
In Publication II, we investigated how the transcription kinetics of the T7 phage Φ 10 promoter
changes with temperature. For that, we assumed the transcription model proposed in (McClure
1980, 1985; Buc and McClure 1985). The model is as follows:
'
 +  +cc oc
cc
k k
cc oc
k
R P Pr Pr Pr R RNA¥¾¾®+ ¾¾® ¾¾®¬¾¾ (3.4)
In (3.4), R is an active T7 RNAp, P is the free promoter, PrCC is a formed closed complex and the
PrOC is a formed open complex. The closed complex formation occurs at a rate of kCC, and once it
is formed, the promoter can be unbound by the R at a rate of k’CC or it can undergo open complex
formation, at a rate kOC. It is worth to mention that this model does not include an ON-OFF mech-
anism, given that Φ 10 is a constitutive promoter.
For promoters regulated by repressor molecules, an additional layer of complexity would need to
be added, such as the binding of the repressor to the promoter region. In Publication III, we stud-
ied the temperature dependence of the repression mechanism of the LacO3O1 promoter. To assess
this, we measured the leakiness of this promoter, meaning the RNA production events in the ab-
sence of any inducer molecules, at different temperatures. The activity of this promoter is con-
trolled by its repressor, the LacI (Oehler et al. 1990). Thus, we assumed the following model of
transcription and repression mechanism:
OPro .Rep  Pro ReponFF ON
off
k
k
¾¾® +¬¾¾ (3.5)
Pro  + RNAp  Pro  + RNAp + RNAtON ONk¾¾® (3.6)
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Reaction (3.5) models the repression mechanism where Pro is the promoter, Rep is the repressor
(here, the LacI tetramers), kon and koff are the rates of the repressor binding and unbinding to the
promoter, respectively. Contrary to the models used in the previous publication, reaction (3.6)
models transcription as a single step process, where kt is the rate by which the RNAp finds a pro-
moter, and after this, it produces an RNA. We used a simplified model which does not include the
rate-limiting steps of transcription initiation because we found that it did not affect our conclusions,
and thus opted for the simplest model.
From these models, the average RNA production rate ( RNAl ), can be defined as:
P ( )RNA tON k  RNApl = ´ ´ (3.7)
Where PON is the probability that the promoter is “ON”, and from (3.5) and (3.6) it can be:
P
Rep
on
ON
off on
k
k k
=
´ + (3.8)
From these quantities and the variables that they depend upon, the RNA production rate ( RNAl )
equals:
on
RNA
off on
t
k RNAp k
Rep k k
l æ ö= ´ ´ç ÷´ +è ø
(3.9)
Equation (3.9) shows which factors determine the mean rate of RNA production. These are the
RNAp concentration, the transcription rate (kt) of the free, active promoter, and the fraction of time
that the promoter is free from repressors, which depends on the repressors numbers (Rep) and their
rates of binding (kon) and unbinding (koff) to the promoter.
Given the limitations to experimentally dissect the parameters associated with the repression
mechanism, we defined β as the ‘repression strength’, being equal to the inverse of the time that
the promoter is free from repressors:
off on
on
Rep k k
k
b ´ += (3.10)
From (3.10), when the system is fully induced, assuming that all repressor molecules are virtually
inactive due to the action of inducer molecules (IPTG), β is equal to 1. Thus, it is possible to define
the average rate of RNA production, under full induction ( RNA
Actl ) and under full repression ( RepRNAl )
to be, respectively:
RNA
Act
tk  RNApl @ ´ (3.11)
Rep 1
RNA tk  RNApl b -@ ´ ´ (3.12)
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Both equations inform on the parameters determining the mean rate of RNA production of an
active promoter (3.11) and the leakiness production of RNA (3.12). Given that it is possible to
obtain empirically the values for RNA
Actl , and the relative RNAp levels in the cells, it is possible to
determine the value for kt. After determining kt for active promoters, we can then calculate which
factors in (3.12) were the most affected by temperature, thus contributing the most for the leakiness
of this promoter.
For this, we work with the following formula, obtained from (3.12):
1Rep
Re
( ) ( )
t RNA
p
control control t control RNA
kRNAp
RNAp k control
lb
b l
-æ ö= ´ ´ ç ÷
è ø
(3.13)
In short, from (3.12), by obtaining empirically the values of kt,
Rep
RNAl , and RNAp in a given condi-
tion relative to a control condition, one can estimate the degree to which the repression strength of
this mechanism was affected by changing conditions.
Similarly to previous publication, the promoter used in Publication I is also regulated by repressor
molecules, and as such, its transcription can be modeled as follows:
Pr PrRKR R+ ¬¾¾® (3.14)
cPr Prc
k¾¾® (3.15)
c oPr Pr Pr Mo
k ¥¾¾® ¾¾® + (3.16)
Reaction (3.14) models the bind and unbinding of the repressor (R) to the promoter (Pr), with a
rate constant KR, to form the promoter repressor complex (PrR). When free from repressors, an
RNAp holoenzyme can bind to this promoter, leading to the formation of the closed complex (Prc)
(represented in reaction 3.15), with a rate kc. This is followed by the formation of the open complex
with a rate constant ko (3.16). The formation of the open complex is followed by promoter escape,
transcription elongation and the release of a RNA molecule (M).
3.4.1 Model of Inducer Intake and Active Transcription
In Publication I and IV, we characterized the intake kinetics of IPTG molecules at, respectively,
optimal and sub-optimal temperatures in the absence of a transporter protein. In both studies, we
used the Lac/ara-1 promoter, assuming the model depicted in reactions (3.14-3.16).
Since the E. coli strain used in these studies (DH5αPro) does not produce LacY (Lutz and Bujard
1997), the intake process of inducer molecules is expected to be diffusive-like. Also, as mentioned
in section 2.3.1 (Chapter 2), E. coli’s membrane consists of two layers, the outer and the inner
46
membrane, separated by the periplasmic space (Zimmermann and Rosselet 1977; Alberts et al.
2002). Given this, the activation process is expected to have at least two-rate limiting steps: the
entrance of inducer molecules from the media to the periplasmic space, and the entrance of these
molecules to the cell’s cytoplasm. Thus, the activation of this gene can be modelled by a two-step
process, as follows:
1I IIntenv peri¾¾® (3.17)
2I IIntperi ¾¾¾® (3.18)
Reaction (3.17) represents the entrance of an inducer molecule (I) into the periplasm of the cell,
and reaction (3.18) the entrance of an inducer molecule from the periplasm to the cell’s cytoplasm,
where it interacts with repressor molecules leading to transcription activation of the target gene.
Thus, it can be modelled as follows:
Rep I Rep.Iact
inact
k
k
¾¾¾®+ ¬¾¾ (3.19)
P I P Rep.IactkOFF ON+ ¾¾® + (3.20)
P P Repon
off
k
OFF ONk
¾¾® +¬¾¾ (3.21)
In reaction (3.19), an inducer (I) binds to the repressor (Rep), forming the complex (Rep.I), which
cannot repress a promoter. Here, the repressors are LacI tetramers, and IPTG is the inducer that
binds to the repressors reducing their binding affinity to the promoter (Lewis 2005). In reaction
(3.20), the inducer binds to the repressor, which is bound to the promoter, thus freeing the promoter
from the repressors. Reaction (3.21) represents the repression of the promoter, by free repressors,
and it also represents the possibility of a repressor unbinding the promoter, without a direct inter-
action with inducer molecules.
Finally, active transcription by a free promoter can be modelled as a multi-step process (Ribeiro
et al. 2006; McClure 1985):
CC OCR P RP RP P R RNAcc ock kON ON¥¾¾® ¾¾® ¾¾®+ + + (3.22)
In reaction (3.22), R is the RNA polymerase, and once bound to the promoter, it forms the closed
complex (RPCC), which is followed by the formation of the open complex (RPOC), elongation and
finally production of RNA and release of RNAp. Note that, except for the open complex formation,
which once initiated is nearly irreversible (McCLure 1985), the steps represented in reaction (3.22)
are considered to be reversible.
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4 Computational Tools for Image and Data Analysis
This chapter presents the computational tools implemented in this thesis for image analysis. These
tools were used for cell segmentation and RNA spot detection and quantification from microscope
images. The measurement of time intervals is discussed in the final section of this chapter.
4.1 Image Analysis and RNA Quantification
When conducting transcription dynamics studies using single-molecules measurement techniques,
the amount of images acquired is usually high, and in cases where time-lapse measurements are
conducted, this number increases significantly. Thus, image analysis and signal processing tools
are required so as to accurately and unbiasedly estimate the number of RNA molecules in each
cell at any given time.
The first step in image analysis is cell segmentation, where cells are detected and segmented from
the background. This process is done from phase contrast images using the software “iCellFusion”
(Santinha et al. 2015), which in a first step performs automatic segmentation of the cells, but then
allows the results to be manually corrected, when necessary. The level of accuracy is thus the
highest possible in present days, although laborious.
After the segmentation process is concluded, the phase contrast images have to be aligned with
their corresponding fluorescent images (Figure 4.1). This registration process is performed auto-
matically by iCellFusion. Manual correction (by control-point mapping) is also possible.
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Figure 4.1: Example of phase contrast images, along with the result of cell segmentation (A), and confocal
images of cells with the MS2-GFP-RNA spots (B), which were detected and segmented using the spot
detection method.
In addition, when analyzing time series data, it is necessary to establish a temporal relationship
between the cells of consecutive frames. The software “CellAging” (Häkkinen et al. 2013)
achieves this by determining the cell lineages from overlapping areas of segments between con-
secutive images. After, the fluorescent MS2-GFP-RNA spots in each cell are detected using the
Kernel Density Estimation (KDE) method for spot detection (Häkkinen et al. 2013).
To quantify the RNA numbers in each cell, we used the method described by Golding and col-
leagues (2005). Briefly, the number of RNA molecules in each cell can be extracted from the
distribution of total spots intensity in the cell (an intensity histogram from all spots intensity), by
normalizing it with the intensity of a single RNA molecule, which is equivalent to the first peak in
the histogram (Golding et al. 2005).
In this thesis, the spot and cell segmentation methods were applied in all publications, along with
the RNA quantification methods. In all publications the RNA quantification methods were used to
extract the RNA numbers from time series data, and in addition, in Publication III these numbers
were also obtained from population data.
4.2 Measurement of Time Intervals and Estimation of Inducer Intake Times
Time-lapse or time series measurements allow the observation of transcription events in real time
(Lloyd-Price et al. 2016; Kandavalli et al. 2016; Mäkelä et al. 2017). The information extracted
from these experiments can thus be used, for instance, to build detailed models of RNA production
dynamics, at a single cell level.
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Time series data carry far more information than just a single time point distribution of RNA num-
bers that can be obtained from a population of cells. The MS2-GFP tagging of RNA allows for the
detection of RNA molecules as soon as they are produced (Golding et al. 2005), and given that
these RNAs are protected from degradation (Talbot et al. 1990; Fusco et al. 2003; Golding and
Cox 2004; Golding et al. 2005), the total intensity of these RNA spots increases overtime, as RNA
production events occur (Mäkelä et al. 2017). Thus, the appearance of a new RNA molecule in the
cell results in positive “jumps” in the total spot fluorescence intensity in the cell. These jumps in
intensity can then be used to measure the time intervals between consecutive productions of RNAs,
from which one can extract a distribution of time intervals of RNA production in individual cells
(Mäkelä et al. 2017). Based on this distribution, a model of transcription with a specific number
of rate-limiting steps (and their order of magnitude) can be automatically selected using the like-
lihood ratio test, which evaluates the goodness of fitness between models (Häkkinen and Ribeiro
2015).
In Publication II, we obtained the time intervals between RNA production from the T7 phage Φ
10 promoter. Based on the method described above, we then found that a two steps model of
transcription initiation was the one that best fitted the data.
The ‘jump detection’ method can be also used to determine the time taken for the first RNA to
appear in each cell under observation, following induction. From the experimental point of view,
this requires the use of microfluidics or a peristaltic pump, which allows to induce the cells while
under the microscope. The image acquisition of the time series can then be started simultaneously
with the induction of the target gene. Then, the time for the first RNA to appear, denoted t0, is
counted from the start of induction (Mäkelä et al. 2017). Figure 4.2 shows an example of the time
for the first RNA to appear (t0) in each cell following induction, as well as of time intervals between
consecutive RNA productions, known as Δt.
It is worth noting that the time taken for the RNA to appear in the cell also includes the time for
the cells to uptake inducer molecules from the media and the time that it takes to produce the first
RNA once the promoter has been activated (Mäkelä et al. 2017). Thus, this method can be used to
estimate the time taken for inducer molecules to enter the cell, as shown in Publication I, where
this method was used to infer the time taken for IPTG molecules to enter the cells, in a regime of
high concentration of extracellular inducer molecules.
Given that it is not possible to directly measure the time taken for inducer molecules to enter the
cell’s cytoplasm, and activate the promoter of interest, in Publication IV a new methodology for
inferring this information from time series data is presented.
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Figure 4.2: Detection of RNA production events from individual cells time series data. (A) Shows the
moment when the cells are placed under the microscope (t=0) and continuously supplemented with fresh
medium containing the inducers of the reporter and target genes. (B) Illustrates RNA production events
(circles) in cell lineages. The waiting time for the first RNA to be produced (t0) and the intervals between
subsequent production events (Δt) are also shown. The dotted lines represent the time where the inducer
of the target gene was introduced. Figure from Publication IV.
According to the model presented in section 3.4.1 (Chapter 3), following the addition of inducers
in the media, the mean time for the first RNA to appear in the cell (t0) depends on the time for the
inducers to enter the cell (reactions (3.17) and (3.18)), (tint), and also on the time for the RNA to
be produced by an active promoter, (reactions (3.19)-(3.22)), (∆t). Given that under full induction
this time equals the time between consecutive RNA productions in active promoters (Mäkelä et al.
2017), we have:
0 intt  = t + Δt (4.1)
Finally, given this, since the inducer intake and the production of the first RNA are independent
and consecutive processes, it should be possible to determine the tint by deconvolving ∆t from t0.
This is possible if at least 1 of the 2 distributions composing t0 are known. E.g., knowing t0 and
one of its components, ∆t, allows finding the distribution of values of tint, the other component.
These results where then empirically validated by using the Lineweaver-Burk equation (Lin-
eweaver and Burk 1934) to estimate the mean intake times. From equation (4.1) and the model of
51
gene expression (reactions 3.17-3.22, Chapter 3), as the amount of inducer is increased in the me-
dia, in a first stage, the inducers inside the cell will also increase, and both the tint and the ∆t will
decrease. However, beyond a certain concentration of inducers, additional increases in this con-
centration will not lead to an increase in the rate of RNA production, given that the regime of full
induction has been already reached.
Based on reaction (3.22), this is due to the rate-limiting steps in transcription initiation and the
limited number of RNA polymerases inside the cell. On the other hand, the time taken for the cells
to intake inducer molecules from the media should decrease with increasing concentration of these
molecules, even under full induction. This means that, in theory, for an infinite number of inducer
molecules the intake time will become infinitely fast and should equal zero. Thus, following the
introduction of inducer molecules in the media (full induction, i.e. IPTG = ∞), the mean time taken
for the first RNA (t0) to be produced will be equal to the duration of interval between consecutives
transcription events (∆t).
In Publication IV, this method was used to determine the mean intake time for IPTG molecules
to enter the cell. For that, from single-cell time-series data, at a given temperature, we determined
the ∆t and t0, for two different concentrations of IPTG (both in the regime of full induction). It is
worth mentioning that, under this regime, ∆t does not differ between the two conditions, thus tint
is the only component of t0 that is affected. From the t0 measurements at these two induction levels
(for a given temperature), the Lineweaver–Burk equation can be used to extrapolate the t0 value
for IPTG = ∞, which allows estimating the mean IPTG intake time, at that particular temperature.
This methodology is similar to the usage of τ plots, where by plotting the results of the measure-
ments of transcription rate against the inverse of RNAp concentrations it is possible to extract the
duration of events following the open complex formation (Buc and McClure 1985; McClure 1985).
Table 4.1: Table showing the mean tint (ߤ୲೔೙೟) obtained from deconvolution and using the Lineweaver-Burk
equation. It is worth mentioning that although the mean tint obtained using Lineweaver-Burk equation is larger
(by 35-50%) than the deconvolved ߤ୲೔೙೟ , this is expected given that it usually underestimates the peak value of
the probability density function (Sheu and Ratcliff 1995).
T(°C)  Deconvolved ߤ୲ഢ೙೟෢ (s) ߤ୲೔೙೟  (s) using Lineweaver-Burk Eq.
24 1548 2434
37 986 1322
41 1083 1459
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4.3 Tau (t) Plots
As described in the previous chapters, transcription initiation is a multi-step process that starts
with the binding of the RNAp to the promoter, which leads to the closed complex formation fol-
lowed by isomerization to form a transcriptionally active open complex (Chamberlin 1974). The
kinetics of these steps have been measured directly, using abortive initiation techniques and in
vitro transcription initiation assays (Buc and McClure 1985; McClure 1985; Lutz et al. 2001). For
instance, the rate of the open complex formation has been determined by the mean time taken by
the components of transcription, namely the RNAp and the promoter, to reach a steady state rate
of production of abortive products. These measurements have shown that there is a sequence-
specific lag time before reaching steady state, which was interpreted as the time taken for the
RNAp to bind the promoter and form the closed complex. It is the fact that this lag time changes
with the concentration of RNAp that distinguishes the closed complex formation from the open
complex formation (Buc and McClure 1985).
This dependence allows the construction of a ‘t plot’,  which depicts the positive linear relationship
between the lag times (inverse of the rate constant of closed complex formation) and the inverse
of the RNAp concentration (McClure 1980). In a t plot, the slope of the line between the data
points corresponds to the mean time for the completion of the closed complex formation. Mean-
while, the point where the line intercepts with the y axis corresponds to the mean time for the open
complex formation, since it corresponds to having an infinite concentration of RNAp’s in the sys-
tem (McClure 1980).
The use of in vitro techniques to study the kinetics of the steps in transcription initiation has the
advantage of allowing to measure transcription for a wide range of concentrations of RNAp. On
the other hand, changing RNAp concentrations in live cells is expected to disturb the cell signifi-
cantly (Gummesson et al. 2009). This makes it difficult to assess in vivo, the effect of changing
RNAp levels on RNA production rates for a given promoter. However, a recent work showed that
the two major impediments could be overcome, and established a method for dissecting the in vivo
kinetics of the steps involved in transcription initiation (Lloyd-Price et al. 2016). Namely, first, it
was shown that RNAp concentrations could be changed to a degree, without altering tangibly the
cell growth rates. This not only shows that the cells are not being placed under harmful stress but
also that differences in cell division rates do not disturb the estimations. Additionally, it was shown
that, within this range, the rate of RNA production changed linearly with the inverse of the RNAp
concentration. Second, this method assumes that the fraction of RNA polymerases free for tran-
scription is approximately constant within this range of conditions and as such, the intracellular
concentration of free RNAps can be assessed from the total RNAp concentration. Note that if this
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condition was not valid, a Lineweaver-Burk plot of the inverse of RNAp concentration versus the
rate of RNA production would result in a curve. Thus, the occurrence of a line is evidence that (i)
the relative free RNAp concentrations can be assessed from the total RNAp concentrations, and
that (ii) no factors other than the changes in the free RNAp concentration are affecting transcription
of the target promoter (Lloyd-Price et al. 2016).
Given this, after defining which media conditions result in specific intracellular levels of RNAp,
it is possible to determine, the relative RNA production rate of a promoter, which is inversely
proportional to the mean duration of the time intervals between consecutive RNA production. It is
then possible to fit the general model of transcription initiation to the empirical data, which ac-
counts for the multi-steps comprising this process, and estimate the in vivo duration of the open
and closed complex for a particular promoter.
In Publication II, we made use of this strategy to assess how the duration of the closed and open
complex formation of the T7 phage Φ10 promoter change with temperature. For this, we obtained
empirical data on how its transcription activity changes with varying concentration of T7 RNAp.
As mentioned above, this change should affect the kinetics of the closed complex, but not of the
following steps (Lloyd-Price et al. 2016). Here, instead of using media richness to change the T7
RNAp levels, we implemented different concentrations of IPTG, since the gene coding for T7
RNAp was placed under the control of the LacUV5 promoter (Studier and Moffatt 1986). Mean-
while, the relative levels of T7 RNAp and the target gene were determined by qPCR.
From reaction (3.4) (Chapter 3), the mean time interval between consecutive RNA production (Δt)
is:
( ' ) 1 1 1Δt( ) CC OC
CC OC OC CC OC
k k KRNAp
RNApk k k RNApk k
+ += + = + (4.2)
In (4.2), RNAp is the concentration of T7 RNAp in the cell while K is the ratio between k’CC and
kOC. From (4.2) Δt is given by:
Δt( ) ( ) OCRNAp RNApt t= + (4.3)
Where t(RNAp) is the mean time for an RNAp to commit to the open complex formation, and tOC
is the mean time for the completion of the open complex formation. From (4.3), the inverse of the
interval between consecutive RNA production events changes linearly with the inverse of T7
RNAp level (1/RNAp). Also, from (4.2) and (4.3):
( )OC t RNApt = D = ¥ (4.4)
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From qPCR results, we can infer the relative rate of RNA production, given an infinite amount of
T7 RNAps in the cell. This rate should correspond to the fraction of time of the transcription ini-
tiation process that corresponds to the open complex formation alone (Lloyd-Price et al. 2016), as
depicted in Equation (4.4). Figure 4.3 shows the resulting t-plots for each temperature assessed in
Publication II.
Figure 4.3: Tau plots for the T7 Φ 10 promoter activity at different temperatures: (A) 43⁰C, (B) 37⁰C
and (C) 20⁰C. Figure from Publication IV.
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5 Conclusions and Discussion
Temperature changes affect several molecular processes in E. coli, and upon sensing these fluctu-
ations, the cell undergoes changes which allows it to respond accordingly. This response includes
a modulation in gene expression, known to occur mostly at the transcription level.
In this thesis, we investigated the temperature dependence of the dynamics of the process of tran-
scription of synthetic genes at the single RNA level, using in vivo single RNA-detection techniques
and tailored image and signal processing techniques. We first investigated at the single RNA level,
the temperature dependence of the transcription initiation dynamics, using in vivo single RNA-
detection techniques and tailored image and signal processing methods. For this, we first assessed
the effects of the intake kinetics of inducer molecules on the expression dynamics of its target
genes at optimal (Publication I) and suboptimal temperatures (Publication IV). Next, we studied
how temperature affects the kinetics of the transcription initiation process from a viral promoter,
which is structurally different from E. coli promoters (Publication II). Finally, we evaluated how
the leakiness rate of the repressed LacO3O1 promoter is affected by suboptimal temperatures (Pub-
lication III.
In Publication I we characterized the mechanism of the intake kinetics of IPTG molecules from
the media to the cell cytoplasm, in the absence of transporter proteins. To conduct this study, we
made use of in vivo measurements techniques that allow for the induction of the target gene sim-
ultaneously with the image acquisition. Using this technique, we then determined the intervals
between consecutive RNA productions and the time for the first RNA to appear in the cell, fol-
lowing induction. Given that the time for the first RNA to appear in the cell also includes the time
for the cells to intake inducer molecules from the media (Mäkelä et al. 2017), we used a model of
inducer intake through a bilayer membrane, coupled with a multi-step model of transcription, to
assess how the intake kinetics changes, for different extracellular levels of inducer. We found that
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for high extracellular concentrations of inducer, the intake at the outer membrane was diffusive-
like, with the intake rate changing linearly with the concentration of inducer. Additionally, the
model of a bilayer membrane fitted well the observed data, with the inducer molecules taking, on
average, approximately 32 minutes to travel from the periplasm to the cell cytoplasm. And it also
differs widely between cells.
These results show that the entrance of inducer molecules from the media to the cell cytoplasm is
both time consuming as well as highly noisy, which indicates that, first, it is a major component
of the cell’s response time, and second, it is a major source of cell-to-cell diversity in RNA and
protein numbers for a long period of time following induction. Relevantly, the methodology pre-
sented in this publication can be applied to study the intake kinetics of any inducer molecule, which
provides clues on which membrane features are involved in this process, and to study how subop-
timal conditions, which are known to affect the membrane fluidity, affect the intake kinetics.
In Publication II, we studied the transcription initiation kinetics of the T7 Φ10 promoter as a
function of temperature. For that, we constructed a single-copy plasmid carrying the Φ10 promoter
controlling the expression of the target gene, coding for 48BS for MS2-GFP reporter proteins.
Given that Φ10 is a constitutive promoter, we used the strain BL21 (DE3). This strain carries a
single copy of the gene co
ding for the T7 RNAp under the control of the LacUV5 promoter (Studier and Moffatt 1986), thus
allowing to control, indirectly, the expression of Φ10.
From time-lapse microscopy measurements, we compared the transcription kinetics of Φ10 at dif-
ferent temperatures (20⁰C, 37⁰C and 43⁰C). We found that the mean time intervals between RNA
production events in individual cells increases with decreasing temperature, proving the tempera-
ture dependence of this process.
Importantly, the kinetics of RNA production at the different temperature was not controlled solely
by the T7 RNAp numbers, i.e. Φ10’s transcription activity was not maximized at 37⁰C, while the
relative levels of T7 RNAp were. To investigate this, we evaluated how the kinetics of the under-
lying steps in transcription initiation change with temperature and T7 RNAp levels. The results
indicated that the rate of open complex formation was faster at 20⁰C than at higher temperatures.
This suggested that at higher temperatures, the open complex might be less stable, thus more likely
to be reversible. Additionally, the reversibility of the closed complex increased with increasing
temperature. However, at 20⁰C, this reversibility appears to be negligible, probably due to a more
stable closed complex formation as well as a faster open complex formation.
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Overall, these results showed that at lower temperatures, the mean and the noise in RNA produc-
tion from this promoter are lower, likely due to a stabilization of the closed complex formation in
these conditions. Although structurally different from E. coli promoters, the initiation kinetics of
the Φ10 promoter presents some similarities with those reported for E. coli promoters, namely
TetA. E.g., the transcription initiation is also sub-Poissonian, with two rate-limiting steps, with its
open complex formation being temperature dependent (Muthukrishnan 2014). However, for the
Φ10 promoter, the noise in transcription decreases with decreasing temperature. Although it is not
known which features are responsible for this behavior, from the adaptation point of view, this
could be advantageous for the phage, when facing fluctuating temperature conditions. As such,
understanding how this is made possible may be of help in engineering genes with a more robust
behavior at suboptimal temperatures. Especially given that some of our results suggest that the
mean transcription rate should not decrease significantly with decreasing temperature, provided a
constant number of T7 RNAp.
In Publication III, we studied the temperature dependence of the transcriptional leakiness of the
LacO3O1 promoter under full repression. For this, we used a single copy plasmid with LacO3O1
controlling the expression of the target gene and a specially tailored temperature chamber to allow
critically low temperatures while under microscope observations.
First, to compare the transcription kinetics of LacO3O1 when not induced at 24⁰C and 37⁰C, we
conducted microscope measurements of the leakiness rate of this promoter. We found that this rate
at 24⁰C was 8.5 times higher than at 37⁰C, indicating the temperature dependence of the repression
mechanism of this promoter.
Next, to understand which processes were most affected by the sub-optimal temperatures, we first
assumed a standard model of transcription and repression for this promoter. From the model, we
defined which parameters contributed to this leakiness at low temperature. These are the intracel-
lular concentration of RNAp, the transcription rate of a free promoter and the fraction of time that
the promoter is free from repressors (which depends on the number of repressors and the rate by
which they bind and unbind to the promoter). The former two parameters can be measured, and
thus, measurements were taken at each condition and the relative difference between the conditions
obtained. From these, along with the absolute changes in leakiness rate with temperature, we fi-
nally obtained the degree of change in the efficiency of repression of this promoter (the third pa-
rameter) when changing temperature from 37⁰C to 24⁰C.
We observed that, first, the relative RNAp levels were only slightly higher at 24⁰C than at 37⁰C,
and the transcription rate of the fully induced promoter was also only mildly higher at 37⁰C. Nei-
ther parameter changes could explain the differences in absolute leakiness rates between the two
58
conditions. From this we established that, out of the three parameters, the repression efficiency
was the most affected by temperature, and the one that contributed the most to the increased leak-
iness rate at the lower temperature condition, as it changed by one order of magnitude from 37⁰C
to 24⁰C. Given this, it would be of interest to better dissect which components of the repression
mechanism are more affected by this decrease in temperature.
In Publication IV we characterized, at a single cell level, the intake kinetics of IPTG molecules
from the media to the cell’s cytoplasm, as a function of temperature. For this, we first made use of
a methodology that allows the induction of the target gene in simultaneous with image acquisition.
From this, we then determined the time taken for the first RNA to be produced (t0), and the time
between consecutive RNA production events (Δt) in individual cells, for all tested temperatures.
Given that it is not possible to directly determine the time taken for inducer molecules to enter the
cell (intake time), we made use of two independent methodologies to obtain this value, with the
results of both methods being consistent with one another.
These results showed that the mean time for the first RNA to be produced increases, while the
variability associated with this process decreases, for temperatures lower than 37⁰C. This trend
was also observed for the time taken for inducer molecules to enter the cell. Since the intake pro-
cess can be well modeled by a two-step process (at 37⁰C) (Mäkelä et al. 2017), we hypothesized
that the observed reduction in variability, with decreasing temperature, could be due to the appear-
ance of additional rate-limiting steps at lower temperatures. To test this hypothesis, we estimated
the number and the duration of these steps for all tested temperatures. The results were in agree-
ment with our hypothesis, with higher order models (more than 1 step) fitting better the observed
data. Additionally, the 2-steps model fitted better the data for cells at 37⁰C, which is in line with
previous results (Mäkelä et al. 2017). For the lower temperatures, models with 3 or more steps fit
better the data, suggesting that one or more steps had become rate-limiting with decreasing tem-
perature. The fact that the 4-step model was not enough to model the data for the lowest tempera-
ture tested (24⁰C), can be interpreted as evidence for changes in the intake kinetics caused by a
reduction in temperature.
Given this, we hypothesized that this behavior might be a result of changes in the physical prop-
erties of processes associated with the machinery responsible for the intake of molecules, and con-
sequently, with the intracellular movement of these molecules. For instance, it is known that low
temperatures lead to an increase in cytoplasm viscosity, which in turn can affect the movement of
molecules and cellular components (Oliveira et al. 2016b). In addition, temperature downshift can
induce physical changes in cellular membranes which in turn can alter the diffusive intake of these
inducer molecules. As a consequence, this can alter the single-cell distribution of intake times,
which can have a significant impact on the RNA and proteins numbers, thus altering the degree of
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heterogeneity of cell populations. In the future, it would be of great interest to further dissect the
causes for the reduced cell-to-cell diversity observed with decreasing temperatures, which we be-
lieve results from the emergence of rate-limiting steps in the intake process.
Overall, the studies presented in this thesis allow concluding that, in E. coli, temperature shifts
have a major effect on the transcription dynamics of synthetic genes. Further, these effects depend
on the gene’s repression mechanism and also on its structure. As a result, these genes, whether
alone or integrated in a circuit, might not behave as expected when facing temperature fluctuations.
Thus, these properties should be taken into consideration when using synthetic promoters in con-
ditions where temperature fluctuations may occur, particularly when engineering synthetic genes
or genetic circuits. In addition, we expect our results to contribute to a better understanding of the
dynamics of synthetic genes at critically low temperatures and to near-future efforts in Synthetic
Biology.
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Kinetics of the cellular intake of a gene expression
inducer at high concentrations†
Huy Tran, Samuel M. D. Oliveira, Nadia Goncalves and Andre S. Ribeiro*
From in vivo single-event measurements of the transient and steady-state transcription activity of a single-
copy lac-ara-1 promoter in Escherichia coli, we characterize the intake kinetics of its inducer (IPTG) from
the media. We show that the empirical data are well-fit by a model of intake assuming a bilayer membrane,
with the passage through the second layer being rate-limiting, coupled to a stochastic, sub-Poissonian,
multi-step transcription process. Using this model, we show that for a wide range of extracellular inducer
levels (up to 1.25 mM) the intake process is diﬀusive-like, suggesting unsaturated membrane permeability.
Inducer molecules travel from the periplasm to the cytoplasm in, on average, 31.7 minutes, strongly
aﬀecting cells’ response time. The novel methodology followed here should aid the study of cellular intake
mechanisms at the single-event level.
1. Introduction
Many genes in Escherichia coli are kept inactive by constitutive
repressors, unless specific inducers appear in the media.1–3 The
kinetics of the transcriptional response to the introduction of
inducers into the media depends both on the genetic target
system4–6 as well as on the mechanisms of the intake of the
inducer into cells’ cytoplasm. By regulating the kinetics of
the intake as a function of the inducer numbers in the media,
the intake system allows cells, among other things, to adjust to
fluctuations in the inducer extracellular concentration. One
of the best studied intake mechanisms is the one responsible
for the intake of lactose and its analogues, such as isopropyl
b-D-1-thiogalactopyranoside (IPTG).7–11
Early studies of this system focused on the observation of
the target gene’s expression at the steady state, as a function of
the inducer concentration in the media.1,8,9 More recent studies
have focused on the transient dynamics of the inducible gene,
following the introduction of inducers into the media10 so as to
study the intake mechanism of the inducer molecules. These
studies were, in general, conducted in the regime of low IPTG
concentration (usually below 0.5 mM), where the mean expres-
sion rate of the target gene exhibits a close-to-linear dependence
on the intracellular inducer level.8,9,11 In this regime, the
dynamics of intake of IPTG is in agreement with the existence
of positive feedback, i.e., upon entering cells, IPTG activates the
lac operon, thus triggering the production of lacY, a permease
protein that enhances the intake of IPTG.8,9,11
Meanwhile, in the regime of high concentrations, in which
lacY no longer is the major contributor of intake,8,9 the behavior
of the intake process of IPTG is less explored, as the transient
period is shorter and thus less well captured using standard
measurement techniques (e.g. qPCR or GFP expression). Also,
direct measurements of inducer levels in cells and media12 are
only accurate on high-density cultures able to deplete the media
of inducers, which causes the cellular intake kinetics to vary
over time.
The advent of in vivo single RNA molecule measurement
techniques, based on the tagging of RNA byMS2d-GFP fluorescent
proteins,13 now allows exploring this regime in detail, since it
allows measuring fast responses due to detecting RNA molecules
as soon as these are produced. In addition, it is possible to
maintain a constant concentration of inducers in the media
during measurements. This technique has recently been used to
characterize the transcription kinetics of some promoters in
E. coli,6,14 revealing that, e.g., Plac-ara-1 transcription initiation is a
multi-stepped process and IPTG mainly aﬀects one of the two
rate-limiting steps, likely the closed complex formation.15,16
Here, using live, single-cell, time-lapse microscopy and MS2-
tagging of RNA that allows the detection of each RNA soon after
production,13,17 we measure the time that it takes cells to produce
the first target RNA, following the introduction of inducer into the
media, as a function of the extracellular inducer concentration in
the regime of high concentrations (from 0.25 mM to 1.25 mM).5
We then use methods of statistical inference to derive from the
empirical data a deterministic model of inducer intake through
a bilayer membrane,18 coupled with a stochastic, multi-step
model of transcription.19 By fitting the model to the moments
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of appearance of the first RNA in each cell, we evaluate the
significance of the time it takes inducers to cross the two layers
of the cells’ wall in the waiting times for RNA appearances, as a
function of the extracellular inducer concentration. Given this,
we characterize the intake mechanism of IPTG, in the range of
IPTG concentrations tested.
2. Methods
Bacterial strain and plasmids
The E. coli strain used here is DH5a-PRO, generously provided
by Ido Golding, University of Illinois, USA. This strain contains
two genes, lacI and tetR, which are constitutively overexpressed
under the control of Pqlaci and PN25 promoters.
20 The native lac
operon (lacZYA) is mutated to prevent the production of additional
permease proteins (lacY) and the activation of the lactose metabolic
system. The cells also contain two constructs: pROTET-K133 carrying
PLtetO-1-MS2d-GFP and pIG-BAC, a single-copy plasmid, containing
Plac-ara-1-mRFP1-MS2-96bs (see Fig. 1).
Media and growth conditions
Cells were grown overnight at 30 1C with aeration and shaking
in Luria-Bertani (LB) medium, supplemented with the necessary
antibiotics. Cells were then diluted in fresh M63 medium. When
reaching an optical density of OD600E 0.3–0.5, cells were pre-
incubated for 45 min with 100 ng ml1 anhydrotetracycline
(aTc) to produce enough matured MS2d-GFP proteins to detect
RNAs at the start of the microscopy measurements. During
microscopy, cells were kept in M63 (ESI†) as, by inspection, we
observed that it reduces leaky expression (compared to LB
media).
Microscopy and image analysis
Protocols for microscopy sessions are fully described in ref. 5.
Time series are 3 hours long, with cells being imaged once per
minute. For image analysis, we use semi-automatic cell seg-
mentation and RNA spot detection strategies21,22 (ESI†).
The moment when the first RNA appears in each cell
(denoted as t0) and the subsequent intervals between consecu-
tive RNA production events (denoted as Dt) are extracted from
the time series of total spot intensities as in ref. 5, 6, 14,
15, 23 and 24. The method is described in the ESI.† Also, in
Section VII of the ESI,† we provide an empirical validation for
the method of detecting, from the time series of total spot
intensity in each cell, the moments when novel RNA molecules
first appear. Data for t0 were collected from the first 2 hours of
the measurements, while data for Dt are collected from the
third hour alone, in order to ensure that cells are fully induced
by the time these intervals are collected.
Data analysis
Our empirical data, extracted from the microscopy, consist of
the time for the appearance of the first RNA (t0) and the
subsequent intervals between consecutive transcription events
(Dt) in each cell. Due to cell divisions and limited measurement
time, along with t0 and Dt being of the order of hundreds of
seconds,5,15 larger values of t0 and Dt might not be detectable,
resulting in the underestimation of their mean values. To
exemplify this consider that, in the absence of induction, the
measured leaky RNA production of Plac-ara-1 is o0.1 RNA per h
per cell,5 suggesting a Dt’s true mean of (at least) 10 hours.
However, since our measurement time for Dt is 1 hour long, the
mean of the few measured intervals would be smaller than 1 hour,
resulting in the underestimation of the true mean value of Dt.
To address this problem, we make use of the information
from the lack of production events. Namely, we make use of
‘right censored’ data from each cell, which consists of the time
from the last production event until cell division or until the
end of the time series. Combining the data from observed
production events (actual sampled values of t0 and Dt) with the
right-censored data (from the lack of productions) results in
data that more properly inform on the true distributions of t0
and Dt (Fig. 2). This happens because, as one conditions the
actual samples with censored data (ESI†), the bias on the actual
samples (favoring shorter durations) is removed.
The methodology followed in the collection of the censored
data is described in the ESI.† For t0, the actual and censored
samples are denoted as t00 and c00, respectively. For Dt, the
denotations are Dt0 and Dc0, respectively. When fitting the
theoretical models of t0 and Dt to the empirical data using
the maximum likelihood estimation, we search for the model
parameters that maximize the probability of obtaining both the
actual samples and the censored samples.25,26 To measure the
goodness of fit of the estimation, we find the model distribution
of t0 and Dt subject to censoring and use statistical tests to verify
whether the actual samples can be drawn from the distribution
with the estimated parameters (ESI†).
Fig. 1 Diagram of the inducer intake system, target gene and RNA tagging
system: IPTG molecules (I) in the media enter the cytoplasm by passing
through two membrane layers, with a periplasmic space in between. When
in the cytoplasm, they neutralize lacI repressors (R) by forming inducer–
repressor complexes (RI). Once the repression of Plac-ara1 is hampered, the
target gene is free to express. It codes for an RNA that includes an mRFP1
coding region and an array of 96 MS2-binding sites.17 MS2d-GFP expres-
sion is controlled by PLtetO-1 promoters and anhydrotetracycline (aTc).
Once transcribed, the target transcript is bound by multiple tagging MS2d-
GFP proteins (G) and rapidly appears as a bright spot under the confocal
microscope.13
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Model of transcription
Recent evidence suggests that transcription dynamics in E. coli at
optimal temperatures (37 1C) from the lac-ara-1 promoter, as
well as in a few other promoters, is well modeled by a multi-step
sequential process with two rate-limiting elementary steps,6,15 at
least when these are inserted on single-copy plasmids. Namely
no significant ‘bursts’ in transcription were reported.5,6,15,23,24
This may be because, under these conditions, the recently
reported phenomenon of buildup of positive supercoiling with
transcription events, whichmay lead to short-length transcriptional
bursts,27 is too weak due to the ‘lack of topological barriers’ on the
plasmid.27 Further, this phenomenon is expected to aﬀect tangibly
only highly expressed genes, while in our measurements we
recorded mean intervals between transcription events longer than
1000 s under full induction.
As such, and following the modeling strategy used in ref. 6,
15, 19 and 28, we model transcription as a non-bursty, two rate-
limiting step process, with the following set of reactions (1)–(3):
Rþ Pr !KR PrR (1)
Pr !kc Prc (2)
Prc !ko Pro !1 PrþM (3)
Reaction (1) models the fast binding/unbinding with a dis-
sociation constant, KR, of a single lacI tetramer, denoted as R, to
Plac-ara-1,
20,29 which is denoted as Pr when free for transcription
and as PrR when in the repressed state, i.e. bound by a repressor.
Transcription initiation is modeled as a two-rate-limiting-
step process14 by reaction (2), which models the formation of
the closed complex (Prc) at a rate kc, and by reaction (3) which
models the formation of an open complex (Pro), from the closed
complex, at a rate ko, followed by the promoter escape (assumed to
be infinitely fast following the completion of the open complex30).
Since the duration of both the promoter escape and of transcription
elongation is negligible when compared to transcription initiation,31
we assume that a complete RNA molecule (M) is released
‘immediately’ after the formation of an open complex.
From (1), the probability that the promoter will be in the
unrepressed state equals:
fRðtÞ ¼ KR
RðtÞ þ KR (4)
where fR(t) takes values from 0 to 1, representing the activity
level of the promoter at time t.
Assuming that the binding/unbinding of repressors is a much
faster process than the closed complex formation, reactions (1)
and (2) can be combined as follows:32
Pr !kcfRðtÞ Prc (5)
where the regulation function fR(t) is a hill function with
coeﬃcient 1 and parameter KR. This assumption is supported
by recent in vivo measurements of the binding/unbinding rates
of lacI from its operator sites at the Lac promoter (mean binding
time to the DNA of 59 s and mean residence time on the DNA of
the order of milliseconds31) along with estimations of the
duration of the closed complex formation of Plac-ara-1 in vivo
(mean higher than 300 s 15).
Given this model, the mean RNA production interval, follow-
ing a transient induction time, is given as:
Dt ¼ 1
fRð1Þkc þ
1
ko
(6)
Note that this model of transcript production dynamics
assumes that the promoter copy number equals 1, since the
plasmid coding for the RNA target for MS2d-GFP is a single-
copy plasmid (see ‘‘Bacterial strain and plasmids’’ section).
Model of inducer number dynamics
E. coli being Gram-negative, the membrane has two layers: the
outer membrane and the inner membrane, with the periplasmic
space in between.33 Given high IPTG extracellular abundance, in the
absence of feedback mechanisms,11,20 the inducer levels in the
periplasm (Im) and cytoplasm (I) can be accurately estimated
34 from:
dIm
dt
¼ kouter  Im  kinner (7)
dI
dt
¼ Im  kinner  I  dI (8)
Eqn (7) and (8) describe the irreversible intake of inducers from
the media into the periplasm at the rate kouter and the subsequent
transport of inducers from the periplasm to the cytoplasm at a rate
kinner. kouter varies with extracellular inducer concentration but, for
each measurement condition, it remains constant during the
measurement period, due to the absence of lacY permease.
Meanwhile, dI is the decay rate of intracellular IPTG. Note that,
since IPTG is not hydrolysable by the cells and is ineﬃciently
Fig. 2 Collection of t0 and Dt samples subject to censoring: from cells in
the initial population that do not produce any RNA during their lifetime (a),
we obtain censored samples of t0, denoted c00, whose value equals the cell
lifetime. From cells that produce at least one RNA (b), we obtain actual
samples, denoted t00, of t0 equal to the earliest moment of RNA appear-
ance. Regarding the samples of Dt, the actual samples (Dt0) are the intervals
between consecutive transcription events, whereas the censored samples
(Dc0) are the intervals between the moment of appearance of the last RNA
and either the moment of division or the end of the measurement.
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transported out due to the weak expression of sugar eﬄux
transporters,35 its concentration in the cytoplasm is expected to
dilute mostly through cell growth,36 rather than consumption
or eﬄux. As such, dI is estimated from the cell growth rate alone
(ESI†). Given this, by solving (7) and (8) (ESI†), one finds the
inducer level in the cytoplasm over time to be:
IðtÞ ¼ kouter dIe
kinnert  kinneredIt þ kinner  dI
 
dI kinner  dIð Þ
¼ kouter
dI
 S kinner; tð Þ
(9)
where S, the normalized function of the inducer level ranging
from 0 to 1, describes the shape of I(t):
S kinner; tð Þ ¼ dIe
kinnert  kinneredIt þ kinner  dI
kinner  dI (10)
The inducer level at equilibrium (t-N) is therefore given by:
Ið1Þ ¼ kouter
dI
 S kinner;1ð Þ ¼ kouter
dI
(11)
From eqn (11), the transport rate at the inner membrane,
kinner, does not aﬀect intracellular inducer levels and, conse-
quently, the induction strength at equilibrium. However, a
finite kinner’s value results in a delay in the entrance of inducers
into the cells, which increases the ‘‘waiting time’’ for the synthesis
of the first RNA, t0, following the introduction of inducers into
the media.
Model of inducer repressor interactions
IPTG is an indirect activator, as it binds to lacI tetramers
reducing greatly their binding aﬃnity to the promoter.37 Reaction
(12) describes the fast binding/unbinding between inducers and
repressors with the dissociation constant KI:
I þ R !KI RI (12)
As the number of intracellular inducers (even under weak induc-
tion) is much greater than that of repressors,12,38 the number of
free inducers at any given time can be approximated by the total
amount of inducers in the cells, I(t). Due to the high rate of the
forward reaction and inducer abundance, when the intracellular
inducer concentration changes, we assume that reaction (12)
reaches equilibrium before any binding event between R and Pr
(1) can occur. The amount of repressors at any given time is
therefore expected to be:
RðtÞ ¼ KI  RIðtÞ=IðtÞ ¼ KI  Rmax  RðtÞð Þ=IðtÞ
¼ KIRmax
KI þ IðtÞ
(13)
Here R, I, Pr and PrR are considered ‘fast species’, due to
their fast rates of interaction. Thus, their impact on the dynamics
of the slow species, Prc, and consequently M, is determined solely
by their mean level.32 The inducible promoter’s activity level over
time is thus:
fRðtÞ ¼ KR
RðtÞ þ KR ¼
KI þ IðtÞð ÞKR
KIRmax þ KI þ IðtÞð ÞKR (14)
We define RK and IK as the relative level of repressors and
inducers (both bound and unbound) at equilibrium, respec-
tively, as follows:
RK ¼ Rmax
KR
(15)
IK ¼ Ið1Þ
KIRK
¼ kouter
dIKIRK
(16)
Combining eqn (9), (14), (15) and (16), we obtain:
fRðtÞ ¼ 1þ IKRKS kinner; tð Þ
RK þ 1þ IKRKS kinner; tð Þ (17)
In (15), RK is the ratio between the total number of repressors
and the amount required to repress the promoter’s activity
to half in the absence of inducers. For the strain studied
(DH5a-PRO), RK is much greater than 1.
20 Meanwhile, IK is
the ratio between the total number of intracellular inducers at
equilibrium (I(N)) and the amount required to induce the
promoter’s activity to half. With dI, KI, RK being invariant to
extracellular inducer concentrations, IK is determined only by
kouter. Both prior to induction and when steadily induced, the
promoter’s activity is therefore given by:
fRð0Þ ¼ 1
RK þ 1 (18)
fRð1Þ ¼ 1þ IKRK
RK þ 1þ IKRK 
IK
1þ IK (19)
From (18) and (19), we can learn about the leakiness in the
expression system and the mean RNA synthesis rate (1/Dt) for a
given level of induction.
Model distribution of t0
From the hybrid model of deterministic inducer and repressor
dynamics coupled with stochastic transcription dynamics, we
use the chemical master equation (CME)34 to calculate the first
moment of an open complex formation completion in each cell,
which is immediately followed by the release of a transcript30,31
(ESI†).
We have also simulated an all-stochastic model of inducer
and repressor dynamics (with the extracellular inducer number
(Im) at 1 mM and the repressor number (Rmax) set arbitrarily
high), coupled with stochastic transcription using the stochastic
simulation algorithm.39 We did not observe any statistical
diﬀerence between the sample distributions acquired from
the simulations (with 1000 samples of t0) and the distribu-
tions calculated using the CME, assuming the hybrid model,
indicating that the intrinsic noise in the dynamics of inducers
and repressors does not aﬀect the expression dynamics of the
target gene.
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By finding the time evolution of the promoter state described
by the CME for each pair of values of RK and IK, one can calculate
the time distribution of the appearance of the first RNA in each
cell, following the formation of the open complex.
3. Results and discussion
As described in ref. 5, the time for the appearance of the first
RNA in a cell, following the introduction of inducers in the
media, includes not only the ‘‘intake time’’ (time for the
inducer to enter the cell), but also the time for a promoter to
produce a single RNA. The latter can be extracted from the
distribution of intervals between consecutive RNA productions
by an active promoter.5
3.1 Kinetics of transcription of the active Plac-ara-1
To characterize the kinetics of transcription initiation of the
single-copy promoter Plac-ara-1 under full induction, we observed
for 1 hour 1463 cells induced by 1 mM IPTG and 1052 cells
induced by 1.25 mM IPTG in M63 media. We performed a KS
test comparing the two distributions of intervals between RNA
productions and found no significant diﬀerence between them
( p-value larger than 0.01). As such, we consider these two sets
of cells to be equally fully induced and merged the two sets of
data. The resulting distribution of actual intervals is shown in
Fig. 3.
To the merged collection of the 759 actual samples and 1083
censored samples (Methods) of intervals extracted from both sets,
we fitted a 2-step model of transcription initiation (Methods). The
pair of steps B1751 s and B337 s long was the best fit (p-value
B1 from Pearson’s chi-squared test (dashed line in Fig. 3)). The
margin of error of the inferred value for each step was B15%,
with a confidence of 90%. Notably, the inferred mean of Dt
(B2088 s, from actual and censored samples) agrees with reports
of the in vivo RNA synthesis rate of this promoter under full
induction in LB media,15 confirming the reaching of a fully
induced state in M63 media.
Finally, based on the conclusions from previous studies,4,15
here onwards we assume that the longer of the two steps
inferred is the closed complex formation, while the shorter is
the open complex formation. Accordingly, we set in the model
the rates of formation of these complexes in reactions (2) and (3),
respectively, as: kc B 1/1751 s
1, ko B 1/337 s
1.
3.2 Time of appearance of the first RNA
To introduce empirical information regarding the intake
mechanism into the model, we use the time for the appearance
of the first RNA in each cell for diﬀerent inducer concentrations
(denoted [IPTG]media), following the introduction of the inducer in
the media. In particular, these concentrations were: 0.25 mM,
0.5 mM, 0.75 mM, 1 mM and 1.25 mM. Note that cells grew
exponentially40 during themeasurements at a rate of dI ofB8.25
105 s1 (corresponding to a doubling time of B140 minutes)
under all conditions (ESI†), thus it is reasonable to assume that the
analyzed cells’ physiology is unaﬀected by the inducer levels in the
range tested.
From the time lapse microscopic images, we recorded when
the first RNA appeared in each cell following induction. The
data are shown in Table 1, for each condition. As expected, the
mean t00 (mt00) decreases with increasing [IPTG]media. We per-
formed KS tests of comparison between the empirical distribu-
tions in each condition. The resulting p-values are smaller than
104, indicating that these diﬀer in a statistical sense.
We also performed measurements at higher IPTG concentra-
tions (2 and 4 mM), but the cells exhibited numerous inclusion
bodies (ESI†), likely due to an increase in the rate of protein
misfolding.41 As these may introduce pleiotropic eﬀects,42 the
data were not used.
3.3 Inference of the intracellular relative levels of repressors
and inducers and of the intake rates
Given the rates of dilution, dI, and closed and open complex
formations (kc and ko, respectively) derived in the previous
sections, the model distribution of t0 can be fully characterized
by the intracellular relative numbers of repressors (RK) and
inducers (IK) along with the transport rate of the inner
membrane (kinner).
Fig. 3 Distribution of the actual samples of RNA production intervals Dt0
(bars) and distribution curve (dashed line) inferred from the transcription
model of two sequential steps. The samples are obtained from cells
subject to 1 mM and 1.25 mM of IPTG in the media.
Table 1 Measurements of t0 for diﬀerent IPTG concentrations ([IPTG]media).
For each condition, the table shows the number of actual samples (t00) and
censored samples (c00) collected, along with the mean (mt00), standard
deviation (st00) and the normalized variance mt0
0 2
.
s
t0
0 2
 
calculated from
the actual samples
[IPTG]media (mM) No. of t00 No. of c00 mt00 (s) st00 (s) mt0 0
2
.
s
t0
0 2
0.25 114 60 4056 1703 0.18
0.50 210 128 3713 1599 0.19
0.75 120 129 3054 1413 0.21
1.00 199 105 3248 1550 0.23
1.25 80 38 3253 1311 0.16
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RK and kinner are defined by the cell strain and thus are
invariant between conditions. Meanwhile, IK is determined by
the inducer intake rate kouter at the outer membrane, determined
by the external inducer concentration. Using the maximum
likelihood method, we fitted the model of intake to the data
(including both actual and censored samples). The parameters
to infer are RK, kinner and IK for each condition. The inferred
values are shown in Table 2.
Note that, for all conditions, the inferred values of IK are
significantly greater than 1 (Table 2). Using eqn (19), we find
that the promoter activity fR(N) is close to full induction under all
conditions studied, from 84% (at 0.25 mM) to 93% (at 1.25 mM).
Using these inferred values of RK, kinner and IK for each
condition, we estimated the distribution of t0 subject to censoring
(ESI†). We plotted these in Fig. 4. Also shown are the distributions
of the actual samples, t00.
Transport rate of IPTG through the inner membrane
We inferred the transport rate of IPTG through the inner
membrane, kinner, to be 5.3  104 s1 (with 90% confidence,
kinner is between 1.6  104 s1 to 8.9  104 s1). Thus, each
inducer takes on average 31.7 min (with 90% confidence,
between 18 min and 104 min) to travel from the periplasm to the
cytoplasm. These numbers show that this event is time-consuming,
in that it aﬀects RNA numbers at early stages of induction.5,43 As a
side note, the stochasticity of these events is also visible from the
data. E.g., we observed RNAs first appearing as early as 5 min and
as long as 120min, after the introduction of inducers (note that the
upper bound is also aﬀected by variability in transcription time
length).6
The relative repressor level, RK
From the inferred repressor level (RK B 42 and, with 90%
confidence between 21 and 120), we expect the promoter
activity to change by B43 fold between no induction and full
induction (12). This is in the same order of magnitude as the
data from in vitro measurements on Plac-ara-1’s range of activity
in DH5a-PRO (B100 fold20). Meanwhile, the leaky expression of
the target gene (prior to induction) can be estimated to be
B0.03 RNA per h per cell (using (12)), in agreement with the
measured leakiness (o0.1 RNA per h per cell).
Finally, we also derived alternative models of inducer-
repressor interactions (reaction (12)), where more than one
(namely two, three and four) inducer molecules are required
to neutralize one repressor molecule.37 In all models tested, the
likelihood ratio test comparing the original model with the
alternative ones yielded p-values smaller than 0.01, favoring
the model of the first-order inducer–repressor interaction. For
example, the fourth-order model, which assumes that the
tetramer lacI requires exactly four inducer molecules to lose
its binding affinity to the promoter, was rejected by the Pearson
chi-squared test ( p-value smaller than 0.01).
Intake mechanisms of IPTG at the outer membrane
We next studied the nature of the dominant intake mechanism
of IPTG (i.e. whether it has feedback or is diﬀusive-like). To
assess whether the intake of IPTG through the outer membrane
is consistent with a process of pure diﬀusion (i.e. IK and kouter
proportional to [IPTG]media), we compared the values of IK as a
Table 2 Results of fitting the model of intake with t0 measurements in five
conditions. The table shows the estimation of RK and kinner for the strain
used, and then the inferred value of IK per condition. Also shown is the
p-value of the Pearson’s chi-squared test for estimation of the goodness
of fit. We assume that for p-values greater than 0.01, the distributions
cannot be distinguished
Variables Inferred value p value
kinner 5.3  104 s1
RK 42
IK (0.25 mM) 5.37 0.07
IK (0.50 mM) 5.41 0.77
IK (0.75 mM) 10.93 0.79
IK (1.00 mM) 9.94 0.19
IK (1.25 mM) 14.34 0.25
Fig. 4 Distribution of the actual samples t00 (bars) and distribution curves
inferred from the model (dashed lines). Data for (A) 0.25 mM, (B) 0.50 mM,
(C) 0.75 mM IPTG, (D) 1.0 mM and (E) 1.25 mM IPTG concentrations.
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function [IPTG]media (as inferred in the previous section from
empirical data) to the values of IK that would be expected from a
purely diﬀusive mechanism, with a diﬀusion rate constant equal
to kouter/[IPTG]media, averaged over all conditions (eqn (16)).
In Fig. 5, we plotted the inferred values of IK along with the
90% margins of error from the empirical data. Note that, as the
inducer concentration increases and, thus, the promoter
reaches close-to-full induction faster, the margins of error for
the inference of IK also increase. Also plotted are the values of
IK expected from a pure diﬀusive model. We assume that, in the
absence of IPTG in the media, the inducers are absent from
the cells (origin of the plot). From 0 mM up to 1.25 mM, the
diﬀusion curve (grey dashed line) is not excluded from the
confidence interval of IK and therefore the inferred model and
the pure diﬀusion model are indistinguishable.
4. Conclusions
From the transient dynamics of transcription initiation upon
the introduction of the inducer at diﬀerent concentrations into
the media, we characterized the mechanism of intake of IPTG, a
synthetic inducer of Plac-ara-1. We made use of in vivo measure-
ments of the moments of occurrence of individual transcrip-
tion events in multiple cells. Namely, we measured the intervals
between consecutive RNA production events and the waiting
time, t0, for the first target RNA to appear in each cell following
induction. Then, we fitted a deterministic model of inducer
intake through a bilayer membrane, coupled with a stochastic
multi-step model of transcription, and we studied how the
kinetics of intake changes as a function of extracellular inducer
concentrations.
We found that a model of a bilayer membrane fits the data
well, for a transport rate of inducers through the second
membrane layer as slow as B5.3  104 s1. This suggests
that the entrance of inducers into the cytoplasm, after crossing
the outer membrane, is a time-consuming event that causes
tangible eﬀects on single-cell RNA numbers following the
introduction of an inducer into the media, in agreement with
ref. 43. A recent study on the in vivo intake kinetics of the MG+ ion,
whose mass is similar to that of IPTG (B300 Da), reported similar
transport times (B15 to 75 min).44 This is surprising, given their
diﬀerent hydrophobicity18 and suggests that this property might
not always be the main factor determining intake times.
Finally, we found that, at high concentrations, the intake at
the outer membrane can be well approximated by a model of
diﬀusion, where the intake rate is linearly dependent on the
external inducer concentration. This suggests that inducers can
cross the outer membrane with a dynamics similar to that of a
Michaelis–Menten process, when the amount of pores contributing
to the intake process is a small portion of the total amount of pores
capable of intake (i.e. for amounts of IPTG that do not saturate the
pores). In support of this hypothesis, at 2 mM or higher IPTG
concentrations in the media, there are observable changes in cells,
namely the formation of inclusion bodies.
Our results, aside from the empirical ones, are drawn from
deterministic models of inducer intake and repressor dynamics,
combined with a stochastic model of transcription. As such, the
cell-to-cell diversity generated by the model (e.g. in the values of t0)
is only due to noise in transcription. This approximation was made
based on the intake of inducers and the interactions between
inducers and repressors having much shorter time scales (of the
order of tens of seconds29,45) than the closed and open complex
formations (of the order of hundreds of seconds4,15,28).
Intake processes can nevertheless generate tangible, transient
phenotypic diversity (see, e.g., ref. 5, 11 and 46), for example, due
to the cell-to-cell diversity in membrane properties (such as the
number of pores and permease proteins responsible for the
IPTG intake) or in intracellular numbers of repressors, among
others. Here, to minimize the role of such factors, we employed
the strain DH5-aPRO, whose lac repressor is overexpressed. In
the future, it would be of interest to investigate the contribution
of noise in the intake process to the diversity in cellular
responses to, e.g., environmental shifts.
Even though DH5-aPRO cells cannot produce lacY permease20
and, thus, cannot regulate the intake kinetics of inducers as a
function of extracellular inducer concentration (shown by the
linear increase in Ik as a function of IPTG concentration), note
that our results are also applicable to E. coli strains able to
produce lacY permease, as they apply to the regime of high IPTG
concentrations, where lacY’s contribution to the total influx of
inducer is negligible.8,9
In this regard, in general, the method employed here can be
used to study the intake mechanisms of other inducers, by
altering the target promoter and removing cellular disposal
systems of the inducer (e.g., the araBAD operon which catalyzes
the arabinose metabolism47 or the tetA gene responsible for aTc
eﬄux48), so as to eliminate negative feedbacks controlled by the
target gene.38
In general, the findings on the kinetics of the intake system
of an inducer can be used to establish a lower bound for the
response time of genetic systems to external stimuli. As such,
knowledge of this process aids in understanding how cells
Fig. 5 Intracellular inducer level, IK, as a function of external inducer
concentration [IPTG]media. The vertical bar indicates the margins of error,
for a-value of 90%. The diﬀusion curve (grey dashed) is the approximation
of IK using a line through the origin (0, 0). The slope of the diﬀusion curve is
set as the mean of IK/[IPTG]media under all conditions.
Molecular BioSystems Paper
2586 | Mol. BioSyst., 2015, 11, 2579--2587 This journal is©The Royal Society of Chemistry 2015
constantly adapt to fluctuating environments. This knowledge
will also be of use in the construction of synthetic circuits. For
example, when designing circuits capable of decision making
or filtering based on environmental conditions (e.g. switches49
or frequency filters50), intake times will influence the rate of
decision making or the filter response. Added to that, knowl-
edge of the intracellular inducer level as a function of the media
composition aids in understanding diﬀerent modes of activity
of genetic circuits and, as such, we may be able to expand the
ranges of applicability of the synthetic circuits. For example,
using promoters of the same family with diﬀerent inducer
aﬃnities (e.g. Plac and Plac-ara-1,
20 or PBAD, PE and PGFH
47), one
should be able to construct synthetic genetic circuits exhibiting
diﬀerent behaviors that will be selectable by the inducer
concentration in the media.
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I. Measurements and data extraction
Media and growth condition
Cells were grown overnight at 30°C with aeration and shaking in Luria-Bertani (LB) medium, supplemented 
with the necessary antibiotics. Cells were then diluted in fresh M63 medium. When reaching an optical density of 
OD600≈0.3–0.5, cells were pre-incubated for 45 min with 100 ng/ml anhydrotetracycline (aTc) to produce enough 
matured MS2d-GFP proteins to detect RNAs at the start of the microscopy measurements. During the microscopy 
measurements, cells were kept in M63 media, so as to extend cells’ division time, which increases the chances for 
each cell present at the start of the measurements to produce at least one target RNA before it divides. The contents 
of (i) LB and (ii) M63 media are: 
(i) 10g/L of Tryptone (Sigma Aldrich, USA), 5g/L of yeast extract (LabM, UK) and 10g/L of NaCl (LabM, UK); 
(ii) 2mM MgSO4.7H2O (Sigma-Aldrich, USA), 7.6mM (NH4)2SO4 (Sigma Life Science, USA), 30µM 
FeSO4.7H2O (Sigma Life Science, USA), 1mM EDTA (Sigma Life Science, USA), 60mM KH2PO4 (Sigma Life 
Science, USA) pH 6.8 with Glycerol 0.5% (Sigma Life Science, USA) and Casaminoacids 0.1% (Fluka Analytical, 
USA).
Microscopy
After pre-incubation with aTc, cells are placed on a microscope slide with 3% agarose gel to restrict movements. 
A peristaltic pump is used to provide cells with a constant flow of fresh, pre-warmed M63 media and of IPTG at 
specified concentrations throughout the measurement period. With the pump initialized at a speed of 0.3 mL/min, 
the collection of time lapse images by confocal microscopy is initiated as soon as the flow reaches the microscope 
slide (detected visually). 
Microscopy time series were 3 hours long, with cells being imaged once per minute. The data from the first ~5 
minutes following induction is not recorded (although time is) as the gel slide slightly shifts due to the initialization 
of flow of fresh media by the pump, hampering a proper cell tracking. 
During the microscopy measurements, the cells’ fluorescent background was found to be stable, which indicates 
that the ability of target RNA counting of the MS2d-GFP system does not change during the course of 
measurements. Also, from previous studies1–4, the amounts of fluorescence in the cell background observed suffice 
to accurately report the appearance of new target RNA molecules in the cells.
Image and data analysis
Image analysis was performed as in 1. We use a semi-automated cell segmentation strategy 5 as in 6. Afterwards, 
fluorescent spots in each cell at each time moment are detected automatically (Figure S1) as in 7, by estimating the 
cell background intensity distribution using its median and median absolute deviation, and then performing 
thresholding with a given confidence level assuming that this distribution is Gaussian. Finally, we extracted the 
Electronic Supplementary Material (ESI) for Molecular BioSystems.
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2moment when the first RNA appears in each cell and the time intervals between consecutive RNA production events 
are extracted from the time series of total spot intensities.
We fit a monotonically increasing piecewise-constant function to the corrected total spot intensity in a cell over 
time using least squares and infer on the moments of appearance of novel target RNAs as in 2,3,8. The number of 
terms for the fit was selected by an F-test with a p-value of 0.01. Each discontinuity, i.e. jump, corresponds to the 
production of one target RNA3. An example of the results of applying these methods is shown in Figure S1. 
Validation of this method is provided in section VII of this document.
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Figure S1. Tagged RNAs in E. coli cells. (A) Unprocessed frames and segmented cells and RNA spots. The 
moments when images were taken are shown for each frame. (B) Examples of time series of scaled spot intensity 
levels from one cell (circles) and the corresponding estimated RNA numbers (solid lines).
II. Collection and analysis of censored data
The problem of right censored data is well described in 9,10, where each individual in the population has a limited 
life time drawn from a random variable Y. We measure from each individual of the population the time for a certain 
event X to occur. We assume that the time for this event to occur, without the effect of limited life time, is a random 
variable T. Given that X has no effect on the ‘health’ of the individuals under observation, T and Y are independent 
of one another.
Collection of censored data
For the ith individual in the population, we draw from the bivariate variable <T, Y> a pair <ti, yi> , where yi is the 
life time of that individual and ti is the time for event X to occur. We define δi and zi as follow:
 and 𝛿𝑖 = [𝑡𝑖 < 𝑦𝑖] 𝑧𝑖 = 𝑚𝑖𝑛⁡(𝑡𝑖,𝑦𝑖) (1)
3where δi is the type of sample and zi is the value of the sample of the ith individual. If the event occurs before the 
death of the individual, we obtain an actual sample (δi=1), else we obtain a censored sample (δi=0).
Measurements of the time for the first RNA to appear in each cell, t0, are obtained from cells present at the start 
of the microscopy sessions. For measurements of Δt, the intervals between consecutive RNA productions in each 
cell, the individuals under the observation are any cells that produce one or more RNAs during the last hour of the 
measurements. For both measurements of Δt and of t0, the event X to observe is the appearance of the next novel 
RNA molecule in the cell. Cell ‘death’ is due to division or the end of the measurement time.
Likelihood function of censored data
To find the likelihood function of the parameter set θ characterizing the model of T, we calculate the possibility 
to obtain the outcome <δ1..n, z1..n> from n individuals in the population with this model: . With each Λ(〈𝛿1..𝑛,𝑧1..𝑛〉│𝜃)
parameter set θ, the model of T is defined by the probability distribution function  and the cumulative 𝑃𝑇|𝜃(𝑡|𝜃)
distribution function . 𝐹𝑇|𝜃(𝑡|𝜃)
The life time Y of individuals in the population has the probability distribution function  and the 𝑃𝑌(𝑦)
cumulative distribution . These distribution functions can be obtained directly by measuring the life time of 𝐹𝑌(𝑦)
the individuals in the population.
The likelihood function of the parameter set θ of T’s model with the outcome <δ1..n, z1..n> is given by9:
Λ(〈𝛿1..𝑛,𝑧1..𝑛〉│𝜃) = 𝑛∏
𝑖 = 1[𝑃𝑇|𝜃(𝑧𝑖|𝜃)(1 ‒ 𝐹𝑌(𝑧𝑖))]𝛿𝑖[𝑃𝑌(𝑧𝑖)(1 ‒ 𝐹𝑇|𝜃(𝑧𝑖|𝜃))]1 ‒ 𝛿𝑖 (2)
Here,  is the probability of obtaining an actual sample with the value zi (<δi=1, zi>), and 𝑃𝑇|𝜃(𝑧𝑖|𝜃)(1 ‒ 𝐹𝑌(𝑧𝑖))
 is the probability of obtaining a censored sample with the value zi (<δi=0, zi>).𝑃𝑌(𝑧𝑖)(1 ‒ 𝐹𝑇|𝜃(𝑧𝑖|𝜃))
While probing for the value of θ that maximizes the likelihood function, the functions  and , which 𝑃𝑌(𝑦) 𝐹𝑌(𝑦)
are independent of T, remain constant. Therefore, the objective function to maximize can be simplified to:
𝑂𝑏𝑗(𝜃│〈𝛿1..𝑛,𝑧1..𝑛〉) = 𝑛∏
𝑖 = 1[𝑃𝑇|𝜃(𝑧𝑖|𝜃)]𝛿𝑖[1 ‒ 𝐹𝑇|𝜃(𝑧𝑖|𝜃)]1 ‒ 𝛿𝑖 (3)
Model distribution of T subject to censoring
With the inferred parameter set θ, the probability distribution of T is given as .𝑃𝑇|𝜃(𝑡|𝜃)
The life time of an individual cell in the measurement depends on various factors, such as the division moment 
and the duration of the measurements. Here, the distribution of the life time Y is obtained directly from the 
observations of cell life times during the microscopy measurements, rather than being modeled. The inferred 
distribution of actual samples T’ with the distribution of life time Y known is:
𝑃
𝑇'|𝜃(𝑡│𝜃) = 𝑃𝑇|𝜃(𝑡│𝜃) × 𝑃(𝑌 > 𝑡) = 𝑃𝑇|𝜃(𝑡│𝜃)(1 ‒ 𝐹𝑌(𝑡)) (4)
By comparing  with the empirical distribution of the actual samples (δi=1, zi) using Pearson’s chi-
𝑃
𝑇'|𝜃(𝑡│𝜃)
squared test, we can calculate the goodness of fit of θ’s estimation.
4III. Solving the deterministic model of inducer dynamics
Model of inducer dynamics
The model of inducer dynamics is described (as in equations (7) and (8) in the manuscript) as follows:
/m o m iI t k I k     (5)
/ m i II t I k I d      (6)
We first find the solution for the inducer level in the periplasmic space (Ip):
𝛿𝐼𝑚
𝑘𝑜 ‒ 𝐼𝑚𝑘𝑖
= 𝛿𝑡 (7)
By integrating both sides of the equation, we obtain:
‒
ln (𝑘𝑜 ‒ 𝐼𝑚𝑘𝑖)
𝑘𝑖
= 𝑡 + 𝐶1
↔𝑘𝑜 ‒ 𝐼𝑚𝑘𝑖 = 𝐶1.𝑒 ‒ 𝑘𝑖𝑡
↔𝐼𝑚 = 𝑘𝑜 ‒ 𝐶1𝑒 ‒ 𝑘𝑖𝑡𝑘𝑖
(8)
(9)
(10)
At t=0, Im(0)=0, thus C1=ko. The solution for Im is:
𝐼𝑚(𝑡) = 𝑘𝑜(1 ‒ 𝑒 ‒ 𝑘𝑖𝑡)𝑘𝑖 (11)
The differential equation for I(t) becomes a first order linear differential equation:
𝛿𝐼
𝛿𝑡
+ 𝐼.𝑑𝐼 = 𝑘𝑜(1 ‒ 𝑒 ‒ 𝑘𝑖𝑡) (12)
The general solution for this equation is:
𝐼(𝑡) = ∫𝑢(𝑡)𝑘𝑜(1 ‒ 𝑒 ‒ 𝑘𝑖𝑡)𝑑𝑡 + 𝐶2
𝑢(𝑡)
(13)
in which . C2 is a constant determining the initial condition I(0). Thus:𝑢(𝑡) = 𝑒∫𝑑𝐼𝑑𝑡 = 𝑒𝑑𝐼𝑡
𝐼(𝑡) = ∫𝑒𝑑𝐼𝑡𝑘𝑜(1 ‒ 𝑒 ‒ 𝑘𝑖𝑡)𝑑𝑡 + 𝐶2
𝑒
𝑑𝐼𝑡
= 𝑘𝑜(∫𝑒𝑑𝐼𝑡𝑑𝑡 ‒ ∫𝑒(𝑑𝐼 ‒ 𝑘𝑖)𝑡𝑑𝑡) + 𝐶2
𝑒
𝑑𝐼𝑡
= 𝑘𝑜
𝑑𝐼
‒
𝑘𝑜𝑒
‒ 𝑘𝑖𝑡
𝑑𝐼 ‒ 𝑘𝑖
+ 𝐶2
𝑒
𝑑𝐼𝑡
(14)
5= 𝑘𝑜(𝑑𝐼 ‒ 𝑘𝑖) ‒ 𝑑𝐼𝑘𝑜𝑒 ‒ 𝑘𝑖𝑡 + 𝐶2𝑑𝐼(𝑑𝐼 ‒ 𝑘𝑖)𝑒 ‒ 𝑑𝐼𝑡
𝑑𝐼(𝑑𝐼 ‒ 𝑘𝑖)= 𝑘𝑜(𝑑𝐼𝑒 ‒ 𝑘𝑖𝑡 + 𝐶2𝑑𝐼(𝑘𝑖 ‒ 𝑑𝐼)𝑒 ‒ 𝑑𝐼𝑡 + 𝑘𝑖 ‒ 𝑑𝐼)
𝑑𝐼(𝑘𝑖 ‒ 𝑑𝐼)
At t=0, I(0)=0, .𝐶2𝑑𝐼(𝑘𝑖 ‒ 𝑑𝐼) =‒ 𝑘𝑖
The final solution for the intracellular inducer quantity over time is therefore:
𝐼(𝑡) = 𝑘𝑜(𝑑𝐼𝑒 ‒ 𝑘𝑖𝑡 ‒ 𝑘𝑖𝑒 ‒ 𝑑𝐼𝑡 + 𝑘𝑖 ‒ 𝑑𝐼)
𝑑𝐼(𝑘𝑖 ‒ 𝑑𝐼) (15)
IV. Model distribution of t0
From the models of inducer intake and of transcription, we use the Chemical Master Equation (CME) 11 to 
calculate the first moment of open complex formation in each cell, which is followed, shortly after, by the release of 
a transcript 12,13. For this, we assume that, upon this release, the promoter is unable to transcribe any subsequent 
RNA. Given this approximation, the master equation for the promoter in each of its three possible states is given by:
)(Pr,)(/)(Pr, tPtfkttP Rc  (16)
),(Pr)(Pr,)(/),(Pr tPktPtfkttP coRcc  (17)
),(Pr/),(Pr tPkttP coo  (18)
P(Pr,t), P(Prc,t) and P(Pro,t) are the probabilities that the promoter is in its primary state, in closed complex state 
and in open complex state, respectively, at time t. Due to the high amount of repressors in the cells 14, we ignore the 
leakiness of the target gene (from our measurements, we observed that, on average, it takes more than 1 hour for 
~10% of the cells to produce one spurious RNA, when not induced). Given this, we set the probability of the 
promoter to be in its primary state, P(Pr,0), to 1 and to be in the other two states (P(Prc,0) and P(Pro,0)) to 0.
V. Dilution rate of regulatory molecules at various induction levels
The dilution rate of regulatory molecules (dI) is calculated from the expansion rate of the cells’ volume. As E. 
coli grows mostly by elongating through its major axis length, while leaving its minor axis length unchanged, the 
relative increase in cell’s volume can be approximated by the increase in the cell’s major axis length.
Cell growth in liquid media
To test for the effect of IPTG induction on the cells growth rate at 37 ˚C, we first measured cell growth in liquid 
media. Cells were grown overnight at 30 ˚C with aeration and shaking in LB media, supplemented with the 
appropriate antibiotics, before being diluted in fresh LB medium until an OD600 ≈ 0.1 and pre-incubated for 2 hours 
without inducers. In the remaining hours, cells were either left to grow normally or grown in the presence of IPTG at 
the concentration of 0.25mM and 1mM. The optical density (OD) curves at 0mM, 0.25mM and 1mM IPTG 
concentrations were sampled every 30 minutes for 5 hours (Figure S2).
6From Figure S2, during the first 4 hours of the measurements there is little difference between the normalized 
OD curves, indicating that, in the range of concentrations tested, IPTG does not have any notable effect on cell 
growth.
Cell growth on agarose gel
Next, we obtained the cell growth rate during the microscopy measurements, where cells are kept on agarose gel 
as described in the Methods section of the main manuscript. As only a few cell cycles were observed in M63 media 
during 2 hour-long measurements, we estimated the cell growth rate from the elongation rate of all cells’ major axis 
rather than the cells’ doubling time.
From the time lapse confocal images, cells were segmented and the length of the major axis was extracted at 
each frame. For each cell, we fitted a linear function to the logarithm of the major axis length over time and obtained 
the slope coefficient dI’, equivalent to the cell’s elongation rate. The doubling time Td’ of each cell is inferred from 
dI’ as follows:
𝑇𝑑' = 𝑙𝑛⁡(2)𝑑𝐼' (19)
The distributions of Td’ at different induction levels spans over a wide range of durations, suggesting a noisy 
dilution rate when cells are on the 3% agarose gel. The distributions share a mode of around ~8400 seconds. To 
eliminate any effects of noise in the dilution rate of regulatory molecules, for the analysis of t0, we selected ‘normal’ 
cells with a doubling time Td’~8400 s, using a margin for selection of 15% of the mode’s value. Finally, from the 
value of Td’, the dilution rate dI of the selected cells is found to be:
𝑑𝐼 = 𝑙𝑛(2)𝑇𝑑' = 8.25 × 10 ‒ 5 (𝑠 ‒ 1) (20)
Since cells grew exponentially during the measurements at a rate of dI ~8.25ˣ10-5 s-1 (doubling time of ~140 
minutes) in all conditions, it is reasonable to assume that the cells were unaffected by the inducer in the range of 
concentrations tested (in this regard see, e.g. 15).
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Figure S2. Normalized optical density (OD) curve at 0.25mM (diamond) and 1mM (square) IPTG and without 
IPTG (cross). Inducers are added at the end of the second hour, where the normalized OD’s values equal 1.
VI. Formation of inclusion bodies at high inducer concentrations
We use phase contrast microscopy to examine the fraction of cells with inclusion bodies as a function of IPTG 
concentration in the media. Cells were grown overnight at 30 ˚C with aeration and shaking in LB media, 
supplemented with the appropriate antibiotics, before being diluted in fresh LB medium until an OD600 ≈ 0.1 and 
pre-incubated for 2 hours without inducers. In the remaining hours, cells were incubated in the presence of aTc at 
100ng/L and IPTG at 1mM, 2mM and 4mM before being placed under the microscope. From the phase contrast 
images, we manually detected the presence of inclusion bodies (shown as a bright spot) in each cell. Example 
images of cells with marked inclusion bodies are shown in Figure S3.
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9Figure S3. Phase contrast images with cells with marked inclusion bodies (appears as a bright spots), when induced 
with IPTG concentrations of (Top) 1mM, (Middle) 2mM and (Bottom) 4mM.
VII Temporal fluorescence intensity of MS2d-GFP tagged RNA molecules
The technique of detecting new RNA molecules in individual cells as these appear in time lapse 
microscopy images using the MS2d-GFP RNA-tagging system (ref. 6 in main manuscript) consists of 
fitting the total corrected RNA spot intensity with a step-increasing function (see section I of this 
document). 
For this method to be valid, it is necessary that new RNA molecules appear nearly fully-tagged when first 
detected, so as to cause a significant “jump” in the total spots fluorescence intensity of the cell7. This is 
possible if the speed of elongation at the target gene and MS2d-GFP binding is not much longer than the 
interval between consecutive images, which in our measurements is 1 minute long. 
Also, it is necessary that an MS2d-GFP tagged RNA, once tagged, does not degrade significantly (neither 
abruptly nor gradually) during the measurement period (so as to allow using a step increasing function). 
Note that, nevertheless, the method can tolerate infrequent “blinking” of the tagged RNAs, due to moving 
out of focus transiently, without loss of information7.
To validate the two assumptions, we observed the fluorescence intensity of individual, RNA spots over 
time (1 min-1). As newly produced RNA spots could appear and compensate for the loss of intensity 
(abrupt or gradual) of the existing spots (resulting in the underestimation of the spots’ degradation rate), 
we conducted the observation on a non-induced target gene. Namely, following the protocol described in 
the main manuscript (except for the induction of expression of the RNA target for MS2d-GFP), we 
observed sufficient cells during a period of 3 hours so that at least 40 RNA spots appearances could be 
detected (during that period of time, less than 1 in 10 cells produced an RNA spot). Note that, by 
C
10
inspection, we never observed the appearance of two new fluorescent spots in a cell at the same time 
moment and no cell ever contained 2 spots.
To test the first assumption, from the time-lapse images, we obtained the fluorescence intensity of 40 
individual tagged RNAs for 30 minutes, since first detected. From these, we found that there is no 
significant RNA fluorescence increase after its detection. That is, new RNA molecules are nearly fully-
tagged when first detected, as expected from the frequency of image acquisition (1 min-1) and the 
expected speed of transcription elongation and MS2d-GFP binding (tens of seconds16,17). This is visible in 
Figure S4, where the mean spot fluorescence over time is shown. Note how, following the detection of the 
spots at moment 0 (synchronized for easier visualization), their mean fluorescence over time does not 
increase further in subsequent time moments.
To test the second assumption, we fitted the intensity of each RNA spot over time with a decaying 
exponential function and inferred the degradation rate of the spot intensity. We obtained a mean decaying 
rate of ~8.1˟10-5 s-1, corresponding to a mean half-life of ~144 mins, which is much longer than our 
observation window for Δt (60 mins). As such, we conclude that, during the measurement period, the 
fluorescence of tagged RNAs does not decrease significantly over time (gradually or abruptly), in 
agreement with previous reports using the same RNA detection system2,3,16,17.
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Figure S4. Fluorescence of tagged RNAs in E. coli cells over time. Each of the five thin lines shows the 
fluorescence of a single tagged RNA molecule (randomly selected from the data) since first detected, for a period of 
30 minutes. The solid black line shows the mean fluorescence intensity of individual tagged RNA molecules (40 
molecules tracked), along with the sample standard deviation (vertical bars).
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The above results are in agreement with previous studies. Regarding the dynamics of RNA production, 
the present results agree with previous data on the rate of transcription elongation in E. coli. Namely, at 
37oC, this rate is expected to be between ~60 and ~90 base pairs (bp) per second18–20. Given that the target 
gene is ~3200 bp long16, the RNA polymerase should produce a complete transcript in ~35 to ~50 s, 
which is faster than our imaging interval (60 s). 
Meanwhile, regarding the lack of degradation of tagged RNAs, our results are expected given previous 
studies on the coat protein of bacteriophage MS216,21,22, which showed that most of the MS2 binding sites 
are constantly occupied by (at least 70) MS2d-GFP proteins, which results in the ‘immortalization’ of the 
target RNA due to isolation from RNA-degrading enzymes 16,17.
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Abstract – We study the dynamics of transcription initiation 
of the T7 Phi 10 promoter as a function of temperature, 
using quantitative polymerase chain reaction (qPCR) and in 
vivo single-cell, single-ribonucleic acid (RNA) time-lapse 
microscopy. First, from the mean and squared coefficient of 
variation of the empirical distribution of intervals between 
consecutive RNA appearances in individual cells, we find 
that both the mean rate and noise in RNA production in-
crease with temperature (from 20oC to 43oC). Next, the pro-
cess is shown to be sub-Poissonian in all conditions, suggest-
ing the existence of more than one rate-limiting step and 
absence of a significant ON-OFF mechanism. Next, from the 
kinetics of RNA production for varying amounts of T7 RNA 
polymerases, we find that as temperature increases, the frac-
tion of time that the T7 RNA polymerase spends in open 
complex formation increases relative to the time to commit 
to closed complex formation, due to changes in the kinetics of 
open complex, closed complex, and reversibility of the closed 
complex formation. We conclude that the initiation kinetics 
of the T7 Phi 10 promoter changes with temperature due to 
changes in the kinetics of its rate-limiting steps. 
 
Keywords – Transcription; Open and closed complex for-
mation; T7 Phi 10 promoter  
I. INTRODUCTION 
The bacteriophage T7 is an obligate lytic phage that 
infects Escherichia coli, using the host system to produce 
up to 100 progeny phages in less than 25 min, in optimal 
conditions [1]. One of the major gene products of T7 bac-
teriophage is the T7 RNA polymerase (T7 RNAP) [2]. 
This is a single subunit enzyme, with a high specificity 
towards T7 promoters via the recognition of a highly con-
served 23bp consensus sequence [3]. Early studies have 
shown that the T7 RNAP transcription rate is sequence 
dependent and depends on environmental conditions 
[4][5][6]. Given that the infection process of T7 bacterio-
phage is not only fast but it also requires a balance be-
tween the number of phages and the amount of capsid 
proteins produced [7], the phage needs to coordinate the 
dynamics of transcription of the viral genes, as this is 
likely critical for its success. 
It is known that the dynamics of gene expression, as 
well as of many other cellular processes, depends on envi-
ronmental factors, particularly temperature [8]. Conse-
quently, microorganisms have evolved mechanisms that 
allow them to cope with both sudden as well as slow tem-
perature changes [9][10]. E. coli, for example, can survive 
in a wide range of temperatures. Similarly, it has also 
been shown that the T7 bacteriophage is capable of coping 
with these fluctuations and wide ranges [5].   
Even though robustness to sudden temperature 
changes and wide temperature ranges is crucial for the 
survival of microorganisms, so far, little is known about 
what are the consequences of these environmental chang-
es on the in vivo transcription kinetics of the T7 promoter. 
In addition, most studies characterizing the transcription 
initiation kinetics of T7 promoters have mostly used in 
vitro measurement techniques [5][11].  
To address this issue, here we use recently developed 
measurement strategies that use single-cell, single-RNA in 
vivo detection techniques [12] and use them to study in 
detail the kinetics of transcription initiation of the T7 
Phi10 (Φ10) promoter as a function of temperature.  
The remaining of this article is organized as follows: 
Section II describes the methods used and measurements 
conducted. Section III presents the results from these ex-
periments. In Section IV, we conclude by presenting our 
interpretation of the results and our assessment of their 
relevance, as well as additional considerations for future 
work.    
II. METHODS 
In this section, we describe the measurements con-
ducted in this study. Each subsection presents a detailed 
explanation of the experiments performed.  
A. Strain and plasmids 
The strain E. coli BL21(DE3) (New England Biolabs, 
USA) was used to express the target and reporter genes. 
This strain has a copy of the T7 bacteriophage gene 1 
coding for T7 RNAP controlled by the PlacUV5 promoter 
and integrated in the chromosome [13] (Figure 1A). 
The single copy F-plasmid pBELOBAC11, carrying 
the Φ10-mCherry-48bs sequence (constructed for this 
work) was inserted in the host strain. It produces the target 
RNA, with an array of 48 MS2 binding sites (48bs) under 
the control of a T7 Φ10 promoter, cloned from the plas-
mid pRSET/EmGFP (ThermoScientific, USA). 
A second plasmid, pZA25-GFP (Green Fluorescent 
Protein) [14] (a gift from Orna Amster-Choder, Hebrew 
University of Jerusalem, Israel), was also inserted in the 
host strain. It contains the reporter gene ms2-gfp, placed 
under the control of PBAD promoter. This reporter gene 
encodes for the fusion protein MS2-GFP, which binds the 
target RNAs and renders them visible as bright spots un-
der the confocal microscope [15] (Figure 1B). From here 
onwards we refer to the T7 Φ10 promoter as T7 promoter. 
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B. Microscopy 
For live cell microscopy, BL21(DE3) cells were incu-
bated in M63 medium supplemented with Glucose (0.4%) 
and the appropriate concentration of Chloramphenicol and 
Kanamycin (Sigma Aldrich, USA) and was grown over-
night at 30
o
C, with shaking (250 rpm). Cells from the 
overnight culture were then diluted in fresh M63 medium, 
with an initial OD600 ~ 0.05, and incubated at 37
o
C, for 
90 minutes with shaking (250 rpm). Then, cells were pel-
leted and re-suspended in ~100 µl of M63 medium. Four 
microliters of cells were placed between a 3% agarose gel 
pad, made with M63 medium, and a glass coverslip before 
assembling the imaging chamber (CFCS2, Bioptechs, 
USA). Two hours before the microscopy measurements, a 
ﬂow of fresh M63 medium at 37oC containing the reporter 
inducer (0.8% L-arabinose) was initiated with a peristaltic 
pump at a rate of 1 ml/min to produce sufficient MS2-
GFP molecules in the cells to detect the target RNA in all 
experiments. Note that we shifted the temperature in the 
chamber from 37
o
C to 20
o
C or to 43
o
C (depending on the 
condition studied), 20 minutes prior to inducing the target 
system. 
To activate the target system, we induced the produc-
tion of T7 RNAP, controlled by PlacUV5, by introducing a 
new flow (1 ml/min) of M63 medium containing 0.8% L-
arabinose and Isopropyl β-D-1-thiogalactopyranoside 
(IPTG) at various concentrations (see below). Once syn-
thesized, T7 RNAPs will bind the T7 promoter and tran-
scribe 48bs RNAs, which are quickly bound by MS2-GPF 
molecules and appear under the confocal microscope as 
bright spots (Figure 1B).  
 
 
 
Figure 1. (A) Diagram of the measurement system, depicting the 
target and reporter genes along with the MS2-GFP tagging process. (B) 
Confocal microscope images at subsequent time points showing the cells 
and the MS2-GFP tagged RNA molecules inside. (C) Segmented cells 
and RNA spots within. 
Cells imaging was started at the same time as the in-
troduction of the flow containing IPTG. Images were 
captured every minute for 2 hours using an inverted mi-
croscope Nikon Eclipse (Ti-E, Nikon, Japan). Both confo-
cal images (confocal C2+ scanner connected to LU3 laser 
system, Nikon) and phase contrast images (DS-Fi2 CCD-
camera) were collected. 
Examples of confocal images of cells are shown in 
Figure 1B. Note that, at the end of the time series, the 
fluorescent background in some cells becomes dimmed 
due to the produced RNAs having bound most MS2-GFP 
molecules in the cytoplasm. 
C. Image analysis 
The segmentation of cells and detection of RNA spots 
were performed by the software “iCellFusion” [16]. It first 
applies the cell segmentation on phase contrast images 
using a Gradient Path Labelling Algorithm [17]. Then, it 
performs the inter-modal image registration between 
phase-contrast images and the corresponding fluorescence 
images and exports the segmentation results on fluores-
cence images. The spot detection was performed as in 
[18]. Results from the segmentation and spot detection 
algorithms are shown in Figure 1C. 
D. Data analysis 
The cell-to-cell variability in the kinetics of intake of 
IPTG, which affects the activation of PlacUV5 [19][20], 
creates extrinsic variability regarding when the first RNA 
appears in each cell. Since we are only interested in the 
intrinsic noise of the transcription process, to correct for 
this, we fit the total spot intensity in each cell over time 
with an activation function: 
 
( , , ) ( ) ( )activation activation actiovationx t c t c H t t t t      (1) 
 
where t is time, tactivation is activation time of T7 when the 
48bs RNA production reaches steady state, c is the mean 
increment rate of total spot intensity and H is a unit step 
function. With the function in (1) fitted using least mean 
squared, we find tactivation for each cell. The total spot in-
tensities are then aligned using the inferred tactivation, so as 
to compare the kinetics of active T7 promoters in individ-
ual cells. 
We found by inspection that, at 37
o
C, in the first ~18 
minutes, the mean curve of the aligned total spot intensi-
ties can be well fitted with a linear function, indicating 
that RNA production in most cells reached a steady state 
after their corresponding tactivation. After the 18
th
 minute, 
the mean spot intensity increases with decreasing speed, 
visibly due to increasing shortage of free MS2-GFP. 
Therefore, for this condition, we select the data in the first 
18 minutes for RNA quantification as in [18][21]. Note 
also that for different temperatures and IPTG concentra-
tions, the window for RNA quantification differs (data not 
shown). 
E. qPCR 
Cells grown to OD600 ~0.4 were induced with the ap-
propriate IPTG concentration (5-250 µM) for 1 hour, at 
the specific temperature (20
o
C, 37
o
C and 43
o
C). After-
wards, cells were fixed with RNAprotect bacteria reagent 
(Qiagen, Germay), followed by total RNA isolation, 
DNase I treatment (ThermoScientific, USA) and cDNA 
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synthesis (BioRad, USA). The qPCR master mix con-
tained iQ SYBR Green supermix (Biorad, USA) with 
primers for the target gene, the T7 RNAP and the refer-
ence gene at a ﬁnal concentration of 200 nM. The primers 
for the target gene were (Forward: 5’ 
CACCTACAAGGCCAAGAAGC 3’ and Reverse: 5’ 
TGGTGTAGTCCTCGTTGTGG 3’) for the mCherry 
region. To quantify the T7 RNAP, the primers used were 
(Forward: 5’ TCCTGAGGCTCTCACCGC 3’ and Re-
verse: 5’ GATACGGCGAGACTTGCGA 3’). For the 
reference gene 16SrRNA, the primers were (Forward: 5’ 
GCTACAATGGCGCATACAAA 3’ and Reverse: 5’ TT 
CATGGAGTCGAGTTGCAG 3’). The data from CFX 
Manager TM Software was used to obtain the relative 
gene expression and standard error [22]. 
F. Model of T7 promoter transcription kinetics 
To study how the kinetics of the T7 promoter changes 
with temperature, we assume the modelling strategy of 
transcription proposed in [23][24][25], derived from both 
in vitro and in vivo studies on viral [11][26] and E. coli 
promoters [8][25][27][28][29]. The model of transcription 
kinetics of T7 promoter is as follows: 
 
'
cc
oc
cc
k k
cc ock
R Pr Pr Pr Pr R RNA      (2) 
 
where R is an active T7 RNAP, Pr is a free promoter, Prcc 
is a fully formed closed complex, and Proc is a fully 
formed open complex. The closed complex formation 
occurs at the rate kcc. Once the closed complex is formed, 
the promoter can either be unbound by the R at the rate 
k’cc or undergo open complex formation at the rate koc. 
Due to fast promoter escape [30], the low frequency of 
abortive initiation [6] and the fast rate of elongation of T7 
RNAP [5][11][31], we assume that the RNAP and target 
RNA are released soon after completion of the open com-
plex. Note that this model does not include an ON-OFF 
mechanism since T7 is a constitutive promoter. 
From (2), the mean of the interval distribution 
(Δt) between consecutive transcription events is: 
 
( ' ) 1 1 1
( ) ( )cc oc oc
cc oc oc cc oc
k k K
t R R
Rk k k Rk k
 
 
      
 
(3) 
 
where R is the abundance of T7 RNAP in the cell, K is 
ratio between k’cc and koc indicating the reversibility of the 
closed complex, τ(R) is the time for an RNAP to commit 
to the open complex formation, and τoc is time for open 
complex formation. From (3), the production interval 
Δt(R) is a linear function of the inverse of T7 RNAP level 
(1/R), and thus: 
 
( )oc t R      (4) 
 
With each set of values of R.kcc, K, and koc, we use the 
Chemical Master Equation (CME) to find the distribution 
of intervals between consecutive RNA production events, 
from which the mean rate and noise in transcription are 
extracted. 
III. RESULTS  
This section comprises the results, obtained from the 
measurements, which are presented into three separate 
subsections.  
A. Validation of the construct with the T7 promoter 
First, to validate that the T7 promoter inserted in the 
F-plasmid (Methods) is active, we measured the RNA 
levels of the T7 RNAP and of the target gene by qPCR for 
varying IPTG concentrations (which control the expres-
sion of T7 RNAP). Results are shown in Figure 2.  
 
 
Figure 2. Relative RNA levels of T7 RNAP (light grey) and target 
gene (48bs) (dark grey) at 37oC with varying IPTG concentrations as 
measured by qPCR. Also shown for each condition are the standard 
errors from 3 technical replicates. 
From Figure 2, first, both the T7 RNAP’s and target 
gene’s levels do not increase significantly with increasing 
IPTG concentrations beyond 100 µM, suggesting that the 
lacUV5 promoter is fully induced at this concentration. In 
Figure 2, the data is normalized by the RNA levels at 250 
µM IPTG. We validated these measurements, in the case 
of the target RNA, by observing its production dynamic at 
175 µM, 250 µM and 1000 µM IPTG at 37
o
C under the 
microscope (via MS2-GFP tagging, Methods). 
While we observed changes in the mean activation 
time of the T7 promoter with changing IPTG concentra-
tion (data not shown), we did not observe a significant 
change in mean transcription rate (µΔt ~350 s). 
Finally, we find an increase in both the T7 RNAP’s 
and target gene’s RNA expression with increasing IPTG 
concentration, demonstrating that both genes are active. 
Note the close correlation between the activities of the 
two genes, indicating that the T7 promoter is, as expected, 
under the control of the T7 RNAP. 
B. T7 promoter dynamics at various temperatures 
We next observed the transcription dynamics of T7 
promoter at different temperatures (within sub-optimal 
intervals). The IPTG concentration used was 250 µM, in 
order to ensure that lacUV5 is fully induced in all condi-
tions. Under the microscope, all cells appeared to grow 
normally, with reduced division rates at lower tempera-
tures. In particular, cells’ mean doubling times were 50 
min, 60 min and 100 min at 43
o
C, 37
o
C and 20
o
C respec-
tively. 
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From the RNA numbers over time in individual cells 
as observed by microscopy at different temperatures, we 
extracted the mean duration (µ) and coefficient of varia-
tion squared (CV
2
) of the intervals between consecutive 
RNA appearances in individual cells as in [18][32]. Re-
sults are shown in Table I.  
For each temperature, the number of cells observed, 
the number of samples collected (intervals between con-
secutive RNAs in individual cells), and the mean and CV
2
 
of the intervals between consecutive RNA appearances in 
individual cells are shown. The final column shows the 
relative RNA levels of T7 RNAP measured by qPCR 
(normalized by RNA levels at 37
o
C).  
TABLE I. IN VIVO TRANSCRIPTION INITIATION DYNAMICS 
OF THE T7 PROMOTER AT DIFFERENT TEMPERATURES 
MEASURED BY MS2-GFP TAGGING OF RNA.  
 
T (°C) 
No. 
Cells 
No. 
Samples 
µ (s) 
CV2 
(σ2/ µ2) 
Relative T7 
RNAp no. 
43 150 508 320 0.95 0.86 
37 111 311 352 0.85 1 
20 68 105 518 0.62 0.46 
 
From Table I, somewhat surprisingly but in agreement 
with a previous observation by in vitro methods [5], the 
mean length of the RNA production intervals, µ, increases 
with decreasing temperature. Overall, this indicates that 
the in vivo kinetics of transcription initiation of the T7 
promoter is temperature dependent. 
Notably, the mean transcription rates in vivo are ap-
proximately one order of magnitude smaller than those 
reported from in vitro tests [5][11]. This weaker activity 
in live cells is likely due to the more limited amount of T7 
RNAP (bound by the limits in lacUV5’s activity) and 
limited resources (ATP, ribonucleotides, etc.) in the host 
cells to support the viral transcription process. 
Also in Table I, the noise in transcription (as measured 
by CV
2
) decreases with decreasing temperature. A previ-
ous work reported a similar result for PtetA, a native pro-
moter of E. coli [8]. 
In addition, in all conditions, the RNA production ap-
pears to be a sub-Poissonian process (CV
2
<1). This sug-
gests that it consists of multiple rate-limiting steps rather 
than being dominated by an ON-OFF process [11]. Simi-
lar in vivo sub-Poissonian dynamics of transcription has 
been observed in several E. coli promoters, native and 
synthetic, when under full induction [8][28][33]. 
Overall, the results suggest that the process of tran-
scription initiation of the T7 promoter by the T7 RNAP is 
similar to that of E. coli native promoters. 
Meanwhile, from the relative numbers of T7 RNAP as 
measured by qPCR, we find that unlike when controlling 
with IPTG concentrations, the kinetics of RNA production 
of the target promoter T7 no longer follows solely the T7 
RNAP numbers, as its production rate is not maximized at 
37
o
C while T7 RNAP numbers are. Therefore, we con-
clude that the observed changes in the T7 promoter dy-
namics are due to changes in both the kinetic rates of T7 
transcription and in T7 RNAP numbers. 
C. Estimation of kinetic rates of the T7 promoter  
We searched for changes in the underlying kinetics of 
transcription initiation of the T7 promoter (i.e. in the dura-
tion of the closed and open complex formation) with tem-
perature that can explain the changes in the target RNA 
production with changing temperature. 
To quantify how the kinetic rates of T7 promoter 
evolve with temperature, we followed the strategy pro-
posed in [12] by investigating, for each temperature, how 
the transcription activity on T7 promoter is affected by the 
T7 RNAP abundance. This abundance should affect the 
kinetics of the closed complex formation, but not that of 
the steps following the closed complex [12]. 
Here, the T7 RNAP levels, varied by employing dif-
ferent IPTG concentrations (5 µM, 10 µM, 25 µM, 50 µM 
and 250 µM), and the T7 promoter’s activity are measured 
relatively by qPCR. From these, we infer what would be 
the relative rate of RNA production given an infinite 
amount of T7 RNAP in cells (Methods). This rate should 
correspond to the fraction of time of the transcription 
initiation process that corresponds to the open complex 
formation alone [12]. Results for each temperature condi-
tion are shown in ‘ plots’ in Figure 3. 
Figure 3.  plots for T7 promoter activity at different temperatures: 
(A) 43°C (B) 37°C and (C) 20°C. 
In Figure 3, the data is shown relative to the RNA and 
RNAP levels at 250 µM IPTG. Error bars represent the 
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standard error of the mean (SEM) of the estimate of the 
inverse of the relative rates of transcription for the target 
RNA and T7 RNAP in each condition. The lines are 
Weighted Total Least Squares fits [34]. Errors are calcu-
lated including the uncertainty in the 250 µM IPTG condi-
tion in the plot (thus removing the error from that point). 
From Figure 3, the ratio between the inverse of the T7 
RNA production rate for infinite T7 RNAP numbers in the 
cells (R
-1
=0) equals 0.82 at 43
o
C, 0.81 at 37
o
C, and 0.21 at 
20
o
C. These numbers correspond also to the ratio between 
open complex formation (τoc) and mean transcription in-
terval (Δt), described in Table I (Methods). 
Next, from the ratio (τoc /Δt), we calculated the rate of 
open complex formation (koc). Given the value of koc, we 
can find the values of kcc and K to achieve the same mean 
and noise (with 95% accuracy) of the transcription inter-
vals shown in Table I (Methods). Results are shown in 
Table II. Shown are the rate of open complex formation 
(koc), the reversibility of the closed complex formation (K) 
and the rate of closed complex formation (R.kcc), given 
the empirical values of the ratio (τoc/Δt) extracted from 
Figure 3. 
TABLE II. ESTIMATION OF THE KINETIC RATES OF THE T7 
PROMOTER INITIATION PROCESS VERSUS TEMPERATURE.  
 
T (°C) τoc/Δt koc (s-
1) K R.kcc (s
-1) 
43 0.822 263-1 > 2.00 > 20-1 
37 0.808 284-1 1.2±0.5 (32±8)-1 
20 0.206 107-1 <0.11 (351±77)-1 
 
From Table II, the formation of the open complex, fol-
lowing the T7 RNAP commitment to the closed complex, 
is faster at 20
o
C and slower at 37
o
C and 43
o
C. This seem-
ingly counterintuitive response suggests that, at higher 
temperatures, the open complex may be less stable and 
that, has a consequence, it becomes more reversible to the 
previous state rather than to committing to the elongation 
complex. 
Namely, the reversibility of the closed complex (K) 
increases with increasing temperature. At 43
o
C, the closed 
complex appears to be highly unstable and T7 RNAP 
likely binds and unbinds from the T7 promoter several 
times before being able to form a stable open complex, 
thus reducing the rate of RNA production. At 37
o
C, the 
closed complex appears to be more stable, with a ~50% 
chance of the RNAP unbinding. At 20
o
C, the chance of 
this RNAP unbinding appears to become negligible, likely 
due to both more stable closed complex formation and 
faster rate of open complex formation. 
Finally, the rate of closed complex formation (R.kcc) 
becomes slower with decreasing temperature. It should be 
noted that this rate is highly dependent on lacUV5’s 
strength (which determines R) and therefore is not a prop-
erty of the natural system. In the future, direct measure-
ments of the relative T7 RNAP protein levels should help 
revealing the temperature dependence of the closed com-
plex (kcc) of this system. 
IV. CONCLUSION AND FUTURE WORK 
The T7 bacteriophage has only the lytic cycle. Once 
infecting an E. coli cell, its genes transcription is activated 
and proceeds uninterruptedly until the replication of the 
viral DNA it achieved [2]. The dynamics of transcription 
(mean and noise), should therefore play a key role in the 
success rate of this process. Consequently, for this process 
to be successful in temperature-fluctuating environments, 
the transcription process ought itself to be robust to a wide 
range of temperature conditions. 
To assess this robustness, we observed for the first 
time the in vivo transcription initiation kinetics of the T7 
promoter at the single RNA level as a function of temper-
ature. Our results suggest that, as temperature decreases, 
both the mean rate of RNA production and the noise in 
this process decrease. This somewhat surprising result 
appears to be made possible by the stabilization of the 
closed complex formation at lower temperatures. 
Our results are, to some extent, similar to those report-
ed for a natural promoter of E. coli, PtetA. Namely, its ini-
tiation kinetics is also sub-Poissonian, with two rate-
limiting steps, the closed and the open complex, whose 
duration is temperature dependent [8]. However, in PtetA, 
the noise increases for decreasing temperature.  
At the moment, it is unknown what specificities the 
configuration or composition of the T7 promoter allow 
this opposite behavior, but this knowledge should be of 
value to the future engineering of synthetic genes and 
circuits with robust behaviors at low temperature condi-
tions. From the evolutionary point of view, such noise 
reduction with lowering temperatures could be associated 
with the need of the virus for balancing the numbers of 
phages and capsid proteins more accurately as their total 
numbers are reduced due to the lowering of the mean 
production rate [2][7]. 
In this regard, note from Table I that the relative in-
crease in the interval between RNA productions as tem-
perature decreases from 37
o
C to 20
o
C is smaller than the 
decrease in T7 RNAP numbers (which here are artificially 
controlled by the LacUV5 promoter). This suggests that, 
provided a constant number of T7 RNAP for changing 
temperature, the mean rate of transcription from the T7 
promoter will not decrease heavily for decreasing temper-
ature in this range. 
In the future, we will employ the system used here 
and, among other, make use of different promoters con-
trolling the expression of the T7 RNAP so as to, by com-
paring the various results, isolate the effects of tempera-
ture on the T7 promoter alone. Also, we observed that this 
system is capable of quickly depleting cells from MS2-
GFP. This may allow studying the kinetics of binding and 
unbinding of MS2-GFP to the target RNA as a function of 
temperature, which might give insights, e.g., on the pro-
cess by which viral RNAs are protected from the host 
degradation mechanisms. 
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Abstract. In organisms such as Escherichia coli, transcription repression plays 
a key role, as the untimely production of RNAs can significantly perturb cellu-
lar functioning. While repression mechanisms have, thus, been under much se-
lective pressure, their failure rates are non-negligible, causing repressed genes 
to have leaky transcription events. Here, we measured with single RNA-
molecule sensitivity the rate of leakiness of the promoter lacO3O1 under opti-
mal and sub-optimal temperature conditions in live, individual cells. After es-
tablishing that the rate of leaky RNA production is temperature dependent, we 
assume a standard model of transcription and perform additional measurements, 
in order to dissect which model parameters are most temperature-dependent. 
First, we show from empirical data that RNA polymerase numbers and kt, the 
rate at which an RNA polymerase (RNAp) finds a free lacO3O1 promoter and 
executes transcription, are weakly temperature dependent. Consequently, the 
parameter of repression efficiency (dependent on the number of repressors and 
binding and unbinding rates of repressors to the promoter) is found to be heavi-
ly temperature dependent. We conclude that the degree of leakiness of the la-
cO3O1 promoter increases at low temperatures, due to the strong temperature-
dependence of its repression mechanism. 
Keywords: • Transcription • Repression • Leakiness • lacO3O1 • MS2-GFP 
RNA detection • Time-lapse Confocal Microscopy. 
1 Introduction  
Repression mechanisms of gene expression play (at least) two major roles that are 
essential for cellular functioning. First, they allow establishing when a gene is ex-
pressed, which is of importance to the cellular global functioning (see e.g. [1]). Suc-
cess in this task can be vital, if the resulting protein plays a role that goes against what 
needs to be executed at a particular time [2]. Second, they contribute to the difference 
in transcription rates of a gene under full repression and under full induction, which 
will define the degree to which the numbers of the resulting protein will vary from 
low to high [3]. This width can be of importance since, due to noise in gene expres-
sion [4][5], in general, e.g. the wider it is, the more precise will be the functioning of 
a mechanism relying on the crossing of a threshold between the two ‘states’.  
Due to their importance for the functioning of gene regulatory networks, repression 
mechanisms have been under much selective pressure and, currently, multiple forms 
of repression mechanisms exist in any living cell, including bacteria (for a review see 
[6]). However, these highly evolved mechanisms remain subject to failures, as it is 
possible to observe the occurrence of transcription events, e.g. even in the absence of 
inducers. These transcription events occurring in the absence of favorable conditions 
for gene expression (e.g. in the absence of activator molecules), are usually referred to 
as ‘leaky’ transcription events, and the rate at which they occur defines the leakiness 
of the promoter regulating gene expression. 
While there are several studies on transcription leakiness (see e.g. [7]), little is 
known about the extent to which sub-optimal temperature conditions may hamper 
repression mechanisms and, thus, the leakiness of a gene. This is of importance for 
better understanding not only how gene regulatory mechanisms function (which usu-
ally requires analyzing how they respond to changes in internal variables and external 
conditions), but also to learn about their limitations and, ultimately, in order to ex-
plain why and how bacteria alter the behavior so widely as a function of temperature. 
Here, we investigate this question for one of the best known repression systems, 
namely, the one regulating the lacI-lac operon, which is present in the chromosome of 
Escherichia coli. For this, we performed in vivo single-cell, single-RNA measure-
ments of the transcription dynamics of the lacO3O1 promoter, in the absence of in-
ducers, and analyzed the results with the support of a model and parallel empirical 
data that allowed dissecting the contribution of the various players in transcription to 
the changes in leakiness with temperature. 
2 Materials and Methods 
To conduct this study, we used the lacO3O1 promoter, known to be functional at 
optimal temperatures, and whose transcription dynamics requires an external inducer 
(e.g. Isopropyl β-D-1-thiogalactopyranoside, IPTG) [8]. We placed this promoter on a 
single-copy F-plasmid, controlling the expression of a synthetic RNA with multiple 
binding sites for MS2-GFP. In addition, we also inserted in the cells a multi-copy 
plasmid coding for MS2-GFP. The E. coli strain BW25113 was used because it ex-
presses the repressor of lacO3O1, LacI, in similar quantities to the natural system [9]. 
2.1 Cells, Plasmids and Growth 
The strain Escherichia coli BW25113 (lacI+ rrnBT14 ΔlacZWJ16 hsdR514 Δara-
BADAH33 ΔrhaBADLD78) [10] from Keio Collection (Japan), was used to transfer and 
express the reporter and target genes. The target plasmid, a single copy F-plasmid, 
pBELO-PlacO3O1-mCherry-48BS (constructed for this work), was inserted into the host 
strain. It contains the lacO3O1 promoter and the coding sequence of a red fluorescent 
protein (mCherry), followed by the sequence of the target RNA, an array of 48 bind-
ing sites (48bs) for the viral coat protein (MS2). This promoter was obtained from the 
native lac promoter, but the O2 repressor binding site downstream from the start site 
has been removed. Instead, the start site is followed by DNA coding for mCherry. 
The reporter plasmid, pZA25-PBAD-MS2-GFP [11] (a kind gift from Orna Amster-
Choder, Hebrew University of Jerusalem, Israel) was also inserted into the host strain. 
The reporter plasmid carries the reporter gene, ms2-gfp, under the control of the BAD 
promoter. This reporter gene encodes for the fusion protein MS2-GFP, which binds to 
target RNA sequences. The presence of 48 copies of the MS2 binding sequence per 
target RNA, and the flooding of MS2-GFP proteins in the cytoplasm, makes a single 
RNA to appear as a bright spot in fluorescence microscope images, as soon as it is 
transcribed [12] (Fig. 1). 
E. coli BW25113 cells were streaked from -80°C glycerol stocks on LB medium 
agar plates, containing 34 µg/ml of Chloramphenicol and 35 µg/ml of Kanamycin 
(Sigma-Aldrich, USA) and incubated overnight at 37°C. From the plate, a colony was 
picked and cultured overnight at 30°C, with aeration and shaking (250 rpm) in LB 
medium, supplemented with the appropriate concentrations of Chloramphenicol and 
Kanamycin. From the overnight culture, cells were diluted in fresh M9 medium sup-
plemented with Chloramphenicol, Kanamycin and Glycerol (0.4 % final concentra-
tion) (Sigma-Aldrich, USA), with an initial optical density (OD600) of 0.05, and al-
lowed to grow at 37°C until reaching an OD600 of 0.3. Cells from the 24°C group were 
then incubated for 1 hour at the respective temperature. To induce the production of 
MS2-GFP proteins, 0.4 % of L-arabinose (Sigma-Aldrich, USA) was added to the 
culture, and incubated at 24°C or 37°C for at least 30 minutes. To induce the produc-
tion of the target RNA, cells were then incubated at the appropriate temperature, with 
1 mM of IPTG (Sigma-Aldrich, USA) for 2 hours, while no IPTG was added for the 
non-induced group. Time-lapse measurements were performed to measure RNA pro-
duction when the target is fully-induced (1 mM IPTG). For that, target induction was 
continued during image acquisition (see ‘Microscopy’ section). 
To measure RNA polymerase (RNAp) intracellular concentrations, we used E. coli 
strain RL1314 (a kind gift from Robert Landick, University of Wisconsin-Madison, 
USA), carrying RNAp fluorescently tagged with GFP [13]. Starting from one colony, 
RL1314 cells were cultured overnight at 30°C with aeration (250 rpm), in LB medium 
supplemented with 35 µg/ml of Kanamycin. A pre-culture was prepared, by diluting 
the overnight culture in fresh M9 medium, supplemented with 0.4 % of Glycerol and 
35 µg/ml of Kanamycin, to an initial OD600 of 0.05. Cells were then incubated at 
37°C, 250 rpm, until reaching an OD600 of 0.3. At this point, cells from the group 
37°C were prepared for imaging, while cells at 24°C were still incubated at the re-
spective temperature for 1 hour prior to image acquisition. 
2.2 Microscopy 
Cells were visualized by a Nikon Eclipse (Ti-E, Nikon) inverted microscope 
equipped with a 100x Apo TIRF (1.49 NA, oil) objective. Confocal images were tak-
en by a C2+ (Nikon) confocal laser-scanning system. To visualize MS2-GFP-RNA 
‘spots’, we used a 488 nm laser (Melles-Griot) and an emission filter (HQ514/30, 
Nikon). Phase contrast images were attained by an external phase contrast system and 
CCD camera (DS-Fi2, Nikon). Images were obtained by Nikon Nis-Elements soft-
ware.  
For measurements of cell populations, fluorescence and phase contrast images 
were taken once and simultaneously. For time-lapse measurements of live cells, fluo-
rescence images were taken once per minute while phase contrast images were taken, 
simultaneously, once every 5 minutes, for at least 4 hours. In both measurements, 5 µl 
of cell culture were placed on, respectively, 2% and 2.5% agarose gel pads of M9 
medium, supplemented with 0.4% of Glycerol, 0.4% of L-Arabinose and 1 mM IPTG, 
and kept in between a microscope slide and a cover slip. In time series imaging, a 
peristaltic pump provided continuous flow of fresh M9 media (supplemented with 
inducers for target and reporter genes in the appropriate concentrations) to the cells, at 
0.3 ml/min, through the thermal chamber (CFCS2, Bioptechs, USA). Meanwhile, the 
temperature was kept as desired during microscopy sessions by a cooling/heating 
microfluidic system, which provided continuous flow of deionized water at stable 
temperature (not in contact with the cells) into the thermal imaging chamber. 
2.3 Quantitative PCR 
Cells were harvested as described above, followed by the addition of RNA protect 
bacteria reagent (Qiagen, Germany) and immediate mixing by vortexing. Samples 
were incubated for 5 minutes at room temperature, and then centrifuged at 5000 × g 
for 10 minutes. The supernatant was discarded and any residual supernatant was re-
moved by inverting the tube once onto a paper towel. The entire RNA content was 
isolated using the RNeasy kit (Qiagen) according to the instructions of the manufac-
turer. Samples were quantified using a Nanovue plus spectrophotometer (GE 
Healthcare Life Sciences) and the quality of the isolated RNA was assessed by meas-
uring the ratio of absorbance at 260 and 280 nm (A260/A280 ratio) of the sample 
(2.0–2.1). DNaseI treatment was then performed to avoid DNA contamination. The 
cDNA was synthesized from 1 µg of RNA using the iScript Reverse Transcription 
Supermix (Biorad, USA). The cDNA templates with a final concentration of 10 ng/µl 
were added to the qPCR master mix containing iQ SYBR Green supermix (Biorad, 
USA) with primers for the target and reference genes at a final concentration of 200 
nM. The 16S RNA gene was used for internal reference. The primers set for the target 
RNAs and the reference gene (16S RNA) are as follow: mCherry (Forward: 5’ 
CACCTACAAGGCCAAGAAGC 3’, Reverse: 5’ TGGTGTA GTCCTCGTT GTGG 
3’), 16S RNA (Forward: 5’ CGTCAGCTCGTGTTGTGAA 3’, Reverse: 5’ G 
GACCGCTGGCAACAAAG 3’). 
The qPCR experiments were performed by a Biorad MiniOpticon Real Time PCR 
System (Biorad, USA). The thermal cycling protocol used was: 40 cycles of 95°C for 
10s, 52°C for 30s, and 72°C for 30s for each cDNA replicate. All reactions were per-
formed in 3 replicates for each condition. No-RT and no-template controls were used 
to crosscheck non-specific signals and contamination. PCR efficiencies of these reac-
tions were greater than 95%. Data from CFX ManagerTM Software was used to calcu-
late the relative gene expression and its standard error using the 2-ΔΔCT method [14]. 
2.4 Image Analysis 
Cells were detected from phase contrast images as in [15]. Phase contrast and fluo-
rescence images were aligned using cross-correlation maximization and then cells 
were automatically segmented from phase contrast images using MAMLE [16], fol-
lowed by manual correction. In time-series imaging, cell lineages were determined by 
CellAging [17], from overlapping areas of segments between consecutive images.  
Next, cell segmentation results were aligned with fluorescence images by manually 
selecting 5-7 landmarks in both images, and using thin-plate spline interpolation for 
the registration transform [18]. After, spots and their intensities were detected from 
fluorescence images by a Gaussian surface-fitting algorithm [19]. Namely, the inten-
sity of each cell is ﬁt with a surface representing the cellular background intensity, 
which is subtracted to obtain the foreground intensity. The foreground intensity is ﬁt 
with a set of Gaussian surfaces, whose volume represents the total spot intensity. 
Example images of a cell over time, and results of cell segmentation and detection 
of spots (bright spots in the green fluorescent channel) are shown in Figure 1. 
Finally, the number of RNA molecules produced in individual cells and their cor-
responding production rates were obtained. Since MS2-GFP-tagged RNA’s lifetime is 
much longer than cell division times [20][21], the cellular foreground intensity is 
expected to always increase (by ‘jumps’), with a jump in intensity corresponding to 
the appearance of a new tagged RNA. The number of RNAs in each cell was estimat-
ed from the individual spot intensities by a manual RNA rounding method [21]. In 
this, the expert selects the first and second peaks of spot intensity distribution that 
likely correspond to the appearance of one and two RNAs in the cell, respectively, as 
the intensities are expected to cluster around multiples of the average single RNA 
intensity. Using these two peaks as reference, the method converts spot intensities 
into RNA numbers for all cells by subtracting the offset and rounding. 
Finally, RNAp abundance in each cell was quantified from the background cor-
rected mean pixel intensity as obtained from the fluorescence images. 
 
Fig. 1. MS2-GFP tagged RNAs in an E. coli cell over time. Unprocessed frames 
(top) along with the segmented cell and RNA spots (bottom). The moment images 
were captured is shown at the top of each frame. 
2.5 Effects of cell division on mean RNA numbers 
To account for cell division effects on the mean RNA number per cell at a given 
moment, we calculated the rate of RNA production normalized by the rate of RNA 
dilution caused by cell division. We do not account for RNA degradation, as the bind-
ing by multiple MS2-GFP molecules makes the tagged RNAs virtually immortal, and 
their fluorescence levels constant, for the duration of the measurements. This was 
shown by measurements of the dissociation rate of MS2 coat proteins from their RNA 
binding sites (on the order of several hours [22]), and by measurements of the life-
times of ﬂuorescence of MS2-GFP tagged RNAs kept under observation for more 
than 2 hours [12][20][21][24]. 
In accordance with the direct method [23], the cell mean division times (Div) be-
tween two time moments (t1 and t2) can be estimated from OD measurements of cell 
cultures in the exponential growth phase by: 
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One can then estimate the expected rate of RNA dilution (
dk ) due to cell division: 
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Given a certain mean number of RNAs per cell at a given time (RNA(t)), it follows 
that the mean rate of RNA production, λRNA, necessary for observing those numbers is: 
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3 Results and Conclusions 
3.1 Control Experiments 
To study the leakiness of lacO3O1 and assess the effects of changing temperature 
on this phenomenon, we first conducted a control experiment, to determine if MS2-
GFP proteins can form significant clusters in the absence of target RNA that could be 
mistaken by MS2-GFP-RNA complexes or if the image analysis wrongly detects false 
RNA ‘spots’ where none are visible to a human observer. For this, we analyzed imag-
es with cells containing the reporter system (producing MS2-GFP fluorescent pro-
teins), but lacking the target system (coding for the RNA target for MS2-GFP).  
We found that the automatic spot detection method rarely detected artefacts in the 
image (0.02 false positives per cell, Table 1). Upon visual inspection, these were 
found to be due to errors (false positives) of the image analysis algorithm rather than 
real fluorescent spots due to, e.g. MS2-GFP clustering in the absence of target RNA. 
Overall, we conclude that the RNA tagging method combined with the spot detection 
methods used here, produces a negligible number of ‘false positive’ RNA spots. 
 
3.2 Induction and leakiness as a function of temperature 
First, we measured mean RNA numbers in cells at 37°C as a function of the induc-
er (IPTG) concentration by qPCR. Results are shown in Fig. 2. 
 
Fig. 2. Relative RNA levels under the control of lacO3O1 promoter as a function 
of IPTG concentration, as measured by qPCR. Values are relative to the condition of 
0 µM IPTG. The bars show the standard errors in RNA numbers, obtained from 3 
biological replicates, per condition. 
From Fig. 2, lacO3O1 promoter is responsive, while not strongly, to changes in the 
concentration of IPTG. Given these results, from here onwards, we assume that for 1 
mM IPTG induction level, the promoter is fully induced (i.e. we assume that all re-
pressor molecules, LacI, are rendered inactive), similar to the native Lac gene, and in 
agreement with previous studies [2][8]. 
Next, we compared the kinetics of transcription of lacO3O1 promoter when not in-
duced, in live individual cells at 24°C and 37°C. Measurements were performed from 
microscope images, at the single cell level (Methods).  
 Fig. 3. RNA numbers resultant from the transcription activity of lacO3O1 promot-
er as a function of IPTG concentration and temperature, obtained from microscope 
images. E. coli BW25113 cells containing lacO3O1 promoter controlling the produc-
tion of RNA target for MS2-GFP, were grown in liquid M9 medium at 37°C, until 
reaching mid-log phase.  Cells were then incubated at 24°C or 37°C, before being 
imaged, as soon as they were placed in the microscope. Single-cell RNA numbers 
were extracted from the images. The bars show the standard uncertainties in RNA 
numbers, obtained from 3 technical replicates per condition. 
Next, to obtain the rates of RNA production at the single cell level, we also meas-
ured the cell growth rates at each temperature (Methods). Results are shown in Fig. 4. 
 
 
 
Fig. 4. Growth curves (OD600, measured with an Ultrospec 10 Cell Density Meter, 
Amersham Bioscience) of cells at 37°C and 24°C. Cells were incubated at 37°C at 
250 rpm until reaching the mid-log phase (first ~3 h), and then placed at the appropri-
ate temperature for 4 hours. During these 4 hours, the OD600 was measured every 30 
minutes. The slopes of the fits were obtained from this time period, and correspond to 
the cell doubling times (Table 1). 
 
From the data in Fig. 3 along with the cell growth rates in Fig. 4, we estimated the 
rate of RNA dilution due to cell division, along with the number of RNAs in each cell 
at the time of the imaging. From these, and equation (3), we estimated the ‘actual’ 
rate of leaky (non-induced) RNA production, Rep
RNA
 . In addition, we obtained the leak-
iness ratio at 24°C, relative to 37°C. These quantities are shown in Table 1. 
Table 1. Mean number of tagged RNAs produced under the control of lacO3O1 promoter in 
non-induced cells at different temperatures while in liquid culture, as observed by confocal 
microscopy. Shown are the number of cells observed, the mean RNA numbers, the estimated 
rate of RNA dilution due to cell division, the ‘actual’ mean rate of leaky RNA production ac-
counting for dilution, and the ratio of leakiness rate at 24°C relative to the control condition 
(37°C). In the case of the control experiment, cells lack the coding ability of the RNA target for 
MS2-GFP and thus, in this, any ‘detected’ RNA molecules are false positives. 
Condition 
No. 
cells 
Mean RNA 
no. per cell 
Rate of RNA 
Dilution, 
dk  (h
-1) 
Rep
RNA
  (h-1) Ratio of Leakiness 
(relative to 37°C ) 
Control, 
37°C 
159 0.02 - - - 
37°C 526 0.07 0.31 0.047 - 
24°C 365 0.73 0.09 0.40 8.52 
 
From Table 1, first, as expected, cell division rates are maximal at 37°C, which re-
sults in maximal rate of RNA dilution due to cell division. Accounting for this (Meth-
ods), we find that the ‘actual rate’ of leakiness is approximately 8.5 times higher at 
24°C than at 37°C. We conclude that the leakiness of lacO3O1 promoter is heavily 
temperature dependent, being much higher at lower temperatures, and that this is not 
an artifact caused by differences in cell division rates with temperature. 
This allows concluding that the strength, or ‘efficiency’, of repression by LacI is 
temperature dependent, being much weaker at lower temperatures.   
 
3.3 Possible sources of the temperature dependence of leakiness 
Next, we searched for underlying causes for the strong temperature-dependence of 
the leakiness phenomenon. For this, we assume the following model of transcription 
and its repression mechanism: 
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 Pro RNAp      Pro RNAp RNAt
k
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Reaction (4) models the repression mechanism, where ‘Pro’ is the promoter (which 
can be ‘ON’, i.e. available for transcription, or ‘OFF’ due to being blocked by a re-
pressor) and ‘Rep’ is a repressor (LacI tetramer) [25], while kon and koff are the rates 
of binding and unbinding of the repressor to the promoter. Meanwhile, reaction (5) 
models transcription as a single-step process, where kt is the rate at which an RNA 
polymerase (RNAp) finds the promoter and, once doing so, produces an RNA. While 
much evidence shows that this process in general has, in vivo, two tangible rate-
limiting steps [18][24][26], this simplification is made here as it does not affect our 
conclusions.  
Given this model, the average rate of RNA production, λRNA, should equal: 
  PRNA ON tk RNAp     (6) 
where PON is the probability that the promoter is “ON”. From (4) and (5), this quantity 
should equal: 
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Consequently, from (6) and (7): 
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Equation (8) informs on the factors determining the mean rate of RNA production 
based on the model. These are the RNAp concentration in the cells, the transcription 
rate of a free promoter, kt, and, finally, the fraction of time that the promoter is free 
from repressors, which depends on the number of repressors (Rep) and their binding 
(koff) and unbinding (kon) rates to the promoter. In this regard, since our empirical data 
does not allow dissecting the parameters associated with the repression mechanism 
(see below), we define  as the repression strength, which equals the inverse of the 
time that the promoter is free from repressors: 
 
off on
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
 
  (9) 
From (9), assuming that virtually all repressor molecules can be made inert by ac-
tivator molecules, IPTG, when under full induction, then, in those conditions  will 
equal 1. In that case, from (8) and (9), we can define the average rate of RNA produc-
tion under full induction (
RNA
Act ) and full repression (
Rep
RNA
 ), to equal, respectively:  
 
RNA
Act
tRNAp k    (10) 
 Rep 1
RNA t
RNAp k      (11) 
Equation (10) informs on the factors determining the mean RNA production rate of 
an active (free from repressors) promoter. This is informative to us, as it implies that, 
if we obtain empirical values for 
RNA
Act (Methods and Table 3) of a fully active promot-
er, and RNAp concentrations (or at least, a relative concentration, see Methods), than 
we can calculate the value of kt. Namely, from (10) one can write: 
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Having obtained kt from empirical data on fully active (induced) promoters, next, 
one can determine which factor(s) (RNAp, kt, or ) most contribute(s) to the meas-
ured differences with temperature in the leakiness of non-induced promoters (Table 
1). For this, we need to determine which factors in (11) most change with tempera-
ture. For that, from (11), one can write:  
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Having (12) solved from empirical data on RNAp concentrations and 
RNA
Act , (13) 
can be solved by that solution, along with empirical values of the other two terms of 
the multiplication. With this aim, next, we performed measurements of RNAp con-
centrations and of RNA production rates in cells where lacO3O1 is fully induced, at 
different temperatures, so as to estimate the values of 
RNA
Act in each condition. 
 
3.4 Empirical values of RNAp concentrations 
Using confocal microscopy, we measured relative RNAp concentrations of cells of 
the strain RL1314 expressing ﬂuorescently tagged RpoC [13] under the two tempera-
ture conditions. Results are shown in Table 2.  
Table 2. Measurements of the mean intracellular RNAp concentrations at 24°C and 37°C from 
microscope images. Shown are the number of cells observed, and the mean RNAp:GFP fluo-
rescence levels in arbitrary units (a.u.), at each temperature. Also shown are the RNAp levels at 
24°C relative to 37°C. After growing cells (RL1314, RpoC::GFP strain) in liquid M9 medium 
at 37°C, cells were incubated at the appropriate temperature for 1 hour. Next, cells were placed 
under the microscope and images were collected to extract RNAp fluorescence levels. 
 
Condition No. cells Mean RNAp level (a.u.) RNAp level Ratio (to 37°C) 
37°C 139 0.98 - 
24°C 262 1.17 1.19 
 
From Table 2, RNAp concentrations are mildly higher at the lower temperature. 
While this is expected to contribute to the higher leakiness, this difference is too small 
to fully explain the observed differences in leakiness shown in Table 1. 
 
3.5 Empirical values of RNA production rates of fully induced lacO3O1 
The rate constant kt, which is the rate at which one RNAp finds a free promoter 
and executes transcription, cannot be measured directly in vivo. However, from time-
lapse fluorescence microscopy of cells expressing RNA target for MS2-GFP under 
the control of a single lacO3O1 promoter and MS2-GFP reporters, one can measure 
the mean RNA production rate under full induction (
RNA
Act ), which allow estimating kt 
using equation (11). 
For this, we performed microscopy measurements of RNA production rates in cells 
with lacO3O1 promoter fully induced (1000 µM IPTG). Unlike when measuring 
RNA production rates due to leakiness, here, as RNA production rates are much high-
er, approximations based on division times are no longer as reliable. Instead, first, we 
performed time-lapse microscopy measurements (4 hours long, with images taken 
every minute, using a temperature control chamber, see Methods). Then, we per-
formed cell segmentation throughout the time series, to identify when cells are first 
born and then divide (Methods). RNA production rates of active promoters were ob-
tained from the initial and final number of RNA molecules in each tracked cell, and 
averaged over all cells. As such, the extracted quantities are independent of cell divi-
sion rates.  
Note that the MS2-GFP tagging system of RNA molecules is well-known to lose 
reliability in the counting of RNAs from a single cell for large numbers of target 
RNAs (larger than ~7 [21]). However, here this does not pose a problem since, even 
under full induction, virtually no cell produced close to such amounts of target RNAs 
during the measurement period. Results are shown in Table 3. 
Table 3. RNA production rates under the control of lacO3O1 promoter fully induced with 1000 
µM IPTG at different temperatures, as observed by confocal microscopy. Shown are the num-
ber of cells observed, the rate of RNA production in individual cells, the ratio of 
RNA
Act  relative 
to the control (37°C), and the ratio of kt relative to the control (37°C).   
 
Condition No. cells 
RNA
Act  (h-1) Ratio (control)/
RNA RNA
Act Act   Ratio (control)/t tk k  
37°C 
(control) 
116 0.42 - - 
24°C 106 0.26 0.62 0.52 
 
From Table 3, under full induction (
RNA
Act ), RNA production under the control of la-
cO3O1 promoter is higher at 37°C.  
 
 
3.6 Dissection of causes for increased leakiness in transcription at sub-optimal 
temperatures 
Having collected empirical values of the relative changes in RNAp numbers, in tk
rates, and in 
RNA
Act rates from cells at 24°C when compared to the control condition 
(37°C), we next examine the contribution of each factor in equation (13) to the meas-
ured differences with temperature in the rate of leakiness of lacO3O1 promoter. For 
this, we use the data in Table 1 ( Re
RNA
p ), Table 2 (RNAp numbers), and Table 3 (kt): 
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By comparing the degree of change of each of the three parameters (, RNAp 
numbers, and kt) with temperature, we conclude that the major contributor for the 
change with decreasing temperature in the mean rate of leakiness, Re
RNA
p , of repressed 
lacO3O1 promoters, is the strong loss in efficiency of the repression mechanism (), 
which changes by an order of magnitude, rather than the weak changes in RNAp 
numbers (Table 2) and in the rate of active transcription, i.e. kt (which changes in an 
opposite fashion, Table 3).  
4 Discussion 
Little is known about the temperature-dependence of repression mechanisms of 
transcription initiation. Here, we performed an exploratory study of this temperature-
dependence for the lacO3O1 promoter, based on time-lapse confocal microscopy of 
single-RNA production dynamics at the single cell level, making use of a specially 
tailored thermal chamber to allow for a wide range of temperatures while under mi-
croscope observation. In addition, we performed measurements of RNA polymerase 
numbers at the single cell level, qPCR measurements of transcription rates, and stand-
ard measurements of cell growth rates under each temperature condition. 
We found that, at 37°C, lacO3O1 promoter exhibits both higher production rates 
when induced and lower leakiness when non-induced. As temperature is decreased, 
while the production rate when active decreases, the rate of leakiness increases wide-
ly. This increase appears to be caused by the strong-dependence of the repression 
mechanism, rather than due to changes in the kinetics of transcription or due to altera-
tions in RNAp numbers. Given this, we expect the temperature-dependence of leaki-
ness to vary widely between promoters, as their repressions mechanisms also differ 
widely.  
In the future, three avenues of research should be of interest. One consists of fur-
ther dissecting the causes for increased leakiness with decreasing temperatures at the 
level of the repression mechanism. Namely, at the moment, from our study, we cannot 
establish, e.g., if the increased leakiness at low temperatures is due to alterations in 
the number of functional repressor molecules, or in the binding and unbinding rate 
constants of these molecules to the promoter region. The second avenue of interest is 
to study what occurs in promoters with different repression mechanisms. We expect 
that, in certain promoters whose functioning is critical for the well-being of the cell at 
low temperatures, we will encounter much greater robustness in their degree of leaki-
ness with decreasing temperature. Finally, it should be of interest to explore to what 
extent this temperature-dependence in leakiness may affect the robustness of small 
genetic circuits to temperature fluctuations. 
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Abstract 
From in vivo single-cell, single-RNA measurements of the activation times and subsequent steady-
state active transcription kinetics of a single-copy Lac-ara-1 promoter in Escherichia coli, we 
characterize the intake kinetics of the inducer (IPTG) from the media, following temperature shifts. 
For this, for temperature shifts of various degrees, we obtain the distributions of transcription 
activation times as well as the distributions of intervals between consecutive RNA productions 
following activation in individual cells. We then propose a novel methodology that makes use of 
deconvolution techniques to extract the mean and the variability of the distribution of intake times. 
We find that cells, following shifts to low temperatures, have higher intake times, although, 
counter-intuitively, the cell-to-cell variability of these times is lower. We validate the results using 
a new methodology for direct estimation of mean intake times from measurements of activation 
times at various inducer concentrations. The results confirm that E. coli’s inducer intake times 
from the environment are significantly higher, following a shift to a sub-optimal temperature. 
Finally, we provide evidence that this is likely due to the emergence of additional rate-limiting 
steps in the intake process at low temperatures, explaining the reduced cell-to-cell variability in 
intake times. 
Introduction 
RNA and protein numbers differ between cells of monoclonal populations, due to the 
stochastic nature of the chemical reactions composing gene expression (‘intrinsic’ noise) 
[1,2] and the cell-to-cell variability in the numbers of the molecules involved (‘extrinsic’ 
noise) [3]. 
Besides these ‘constant’ sources of cell-to-cell variability, recent studies have shown 
that, following the appearance of an inducer of gene expression in the media, there is an 
additional transient cell-to-cell diversity in RNA and protein numbers of the target gene [4–
6], which cannot be explained by the intrinsic and extrinsic noise of active gene expression. 
This additional source can be strong enough and the transient long enough to affect the 
phenotypic diversity of cell lineages for generations [4–12]. 
The origin of this transient phenotypic diversity has been shown to be the noise in 
the intake time of the inducers, which causes the time for transcription to be activated 
(following the introduction of the inducers in the media) to differ widely between cells [5]. 
At the RNA numbers level, this transient diversity can be higher than the diversity caused 
by the intrinsic and extrinsic noise in active transcription for long periods of time [5].  
Similarly to noise in gene expression, noise in intake times has two sources. One is 
the stochasticity of the intake process, caused by the random nature of the chemical 
reactions and the membrane crossing processes [2,6]. The other is likely a non-negligible 
degree of cell-to-cell heterogeneity in the efficiency of the mechanisms involved in the 
intake of inducers [5]. This heterogeneity can be caused by, among other, cell-to-cell 
diversity in the number of transmembrane proteins involved in the active uptake of 
inducer/repressor molecules [5]. One example is the lactose permease (LacY), which, while 
being produced by an all-or-nothing system that minimizes cellular heterogeneity, it 
nevertheless exhibits significant cell-to-cell diversity in numbers, following the appearance 
of the inducer (e.g. TMG) in the media [13].  
As natural environmental conditions fluctuate and many genes in E. coli are only 
activated in specific conditions, cellular heterogeneity in gene expression activation times 
is expected to affect significantly the phenotypic diversity of cell populations.  
One environmental parameter that we expect to have a tangible impact on both the 
mean and variability of intake times of external inducers and repressors of gene expression 
is temperature. This assumption originates from the fact that temperature affects not only 
proteins functionality and numbers in cells [14], but also the physical properties of cell 
walls, periplasm and cytoplasm (e.g. the cytoplasm’s viscosity is temperature dependent 
[15]), and these variables are expected to affect the kinetics of intake of inducers from the 
environment.  
However, there is yet no direct experimental validation and, as many variables are 
involved, model-based predictions of the quantitative degree of changes with temperature 
in inducers intake times and subsequent transcription initiation times are unreliable. 
Here, we characterize quantitatively the changes in cell-to-cell variability in gene 
expression activation times of the Lac-ara-1 promoter and, more importantly, of the intake 
times of its inducer, Isopropyl β-D-1-thiogalactopyranoside (IPTG), caused by rapid 
physical changes following temperature shifts. 
For this, we use time-lapse microscopy measurements of RNA production at the 
single-cell, single-RNA level at various temperatures, along with several recently 
developed techniques [6,14,16], including a new strategy here proposed to dissect the 
kinetics of the intake process. Our results provide novel information for the understanding 
of the effects of temperature shifts of bacterial populations at the single-cell level. 
 
Methods 
Bacterial strains and plasmids 
 
We use E. coli strain DH5α-PRO, generously provided by I. Golding, University of Illinois, 
U.S.A. The genotype is deoR, endA1, gyrA96, hsdR17(rK- mK+), recA1, relA1, supE44, 
thi-1, Δ(lacZYA-argF)U169, Φ80δlacZΔM15, F-, λ-, PN25/tetR, PlacIq /lacI, SpR. The strain 
contains two genes, lacI and tetR, constitutively expressed under the control of Placi
q and 
PN25 promoters, respectively [17]. Relevantly, the native lac operon (lacZYA) is mutated, to 
prevent production of permease (lacY) and activation of the lactose metabolic system [18]. 
I.e., these cells lack the native positive feedback mechanism involving lactose [6,19]. 
 In addition to this strain, we also use E. coli JW0334 strain. The genotype is  F- (Δ 
(araD-araB)567 ΔlacY784 ΔlacZ4787(::rrnB-3) λ-rph-1 Δ(rhaD-rhaB)568 hsdR514) [18]. 
This strain also lacks the ability to produce lacY [18]). Here, we only make use of this strain 
to show that the changes in the target gene activation time with temperature are, 
qualitatively, only weakly strain dependent. Unless stated otherwise, measurements are 
made using DH5α-PRO cells. 
Both strains lack the ability to express lacY permease [18], which is responsible for 
a feedback response to the intake of IPTG, which would result in more complex, time-
dependent single-cell intake times, as they would not be solely determined by the induction 
level and temperature. 
Two constructs were added to DH5α-PRO cells: pROTET-K133 with PLtetO-1-
MS2d-GFP and pIG-BAC, a single-copy plasmid with PLac-ara-1-mRFP1-MS2d-96bs [20] 
(Figure 1). In the case of JW0334 cells, another reporter is used (PRHAM-MS2d-GFP), as 
these cells lack the ability to express TetR. 
 
 
Figure 1. Diagram of the target gene and its RNA tagging system, along with the intake system of 
inducers of the target gene: IPTG molecules (I) are added to the media and enter the cytoplasm by 
passing through two membrane layers, with a periplasmic space in between. When in the 
cytoplasm, they neutralize lacI repressors (R) by forming inducer-repressor complexes (RI). This 
allows PLac-ara-1 to express RNAs that include an array of 96 MS2d-binding sites. Meanwhile, 
MS2d-GFP expression is controlled by the PLtetO-1 promoter and anhydrotetracycline (aTc). Once 
produced, each target RNA is rapidly bound by multiple tagging MS2d-GFP proteins (G), and 
appears as a bright spot, significantly above background fluorescence, under the confocal 
microscope [6,20]. The tagging provides the RNA a long lifetime, with constant fluorescence, 
beyond our observation times [6]. 
Finally, it is noted that previous measurements [6] have shown that, provided full 
induction of the reporter gene (1 hour) prior to induction of the target gene, any newly 
produced target RNA molecule becomes ‘fully fluorescent’ (i.e. its RNA MS2-GFP binding 
sites become fully occupied) in less than 1 minute. These measurements were conducted in 
the same strain and media employed here. Given this, and since our microscopy time-lapse 
images are separated by 1 minute intervals, it is reasonable to assume that, once a new RNA 
appears, the full occupation of its MS2-GFP binding sites will take less time than the time 
between two consecutive images. This is agreement with measurements in [21]. 
 
Growth Conditions, Microscopy, Data Extraction on Transcription Activation Times 
 
Cells were grown overnight at 30 °C with aeration and shaking in lysogeny broth (LB) 
medium, supplemented with the appropriate antibiotics (35 μg/ml Kanamycin and 34 μg/ml 
Chloramphenicol). From the overnight cultures, cells were diluted into fresh LB medium, 
supplemented with antibiotics, to an optical density of OD600 ≈ 0.05, and allowed to grow 
at 37 °C, 250 rpm, until reaching an OD600 ≈ 0.3. Next, 100 ng.ml-1 anhydrotetracycline 
(aTc) was added to induce PLtetO-1 and produce MS2d-GFP, and 0.1% L-Arabinose to pre-
activate the target gene, controlled by PLac-ara-1 [17,20]. Afterwards, cells were centrifuged 
(8000 rpm, for 1 minute), and re-suspended in the remaining LB medium. From this, a few 
microliters of cells were taken and placed between a 3% agarose gel pad and a glass 
coverslip, before assembling the FCS2 imaging chamber (Bioptechs, see Figure S1). 
Finally, the chamber was heated to the desired temperature (24 °C, 30 °C, 37 °C and 41 °C) 
and placed under the microscope.  
We observed that, in the absence of IPTG, the cells produce the same (spurious) 
amount of RNA, with or without Arabinose (data not shown), in agreement with previous 
studies [20]. However, pre-induction by Arabinose much prior to induction by IPTG, 
enhances slightly the RNA production rate [16,18]. As such, we pre-induced cells with 
Arabinose [17,20] 45 minutes prior to introducing IPTG in the media. As such, we pre-
induced cells with Arabinose [17].  This implies that, by the time IPTG is added, the cells 
already contain a constant amount of Arabinose. This is ensured by the presence of 
Arabinose in the original media and by the constant replenishment of this media during 
microscopy measurements (Methods and Figure S1). Thus, we do not expect any potential 
feedback mechanism associated to the Arabinose intake process to influence the 
transcription activation times measured here, following the introduction of IPTG in the 
media. 
Cells were visualized by a 488 nm argon ion laser (Melles-Griot), and an emission 
filter (HQ514/30, Nikon) using a Nikon Eclipse (Ti-E, Nikon) inverted microscope with a 
100x Apo TIRF (1.49 NA, oil) objective. Fluorescence images were acquired by C2+ 
(Nikon), a point scanning confocal microscope system, and Highly Inclined and Laminated 
Optical sheet (HILO) microscopy, using an EMCCD camera (iXon3 897, Andor 
Technology). The laser shutter was open only during exposure time to minimize 
photobleaching. All images were acquired with NIS-Elements software (Nikon). While 
imaging, cells were supplied with a constant flow of fresh LB medium (pre-warmed to the 
same temperature as in the chamber), containing 1 mM of IPTG, 0.1% of L-Arabinose, and 
100 ng.ml-1 of aTc, using a peristaltic pump (Bioptechs), at a rate of 0.1 mL min-1. Images 
were taken once per minute for 2.5 hours. At each moment, we imaged 6 specific locations, 
to attain information on multiple lineages. 
After performing a semi-automated cell segmentation and lineage construction [22], 
the moment of production of the first RNA by each cell lineage was obtained by selecting 
cells absent of RNA spots at the start of the imaging period (i.e., without leaky expression), 
and then detecting by visual inspection (from fluorescence images) when the first 
production occurs in each branch of each lineage (Figure 2B), after introducing the 
inducers. 
Aside from visual inspection, fluorescent RNA spots and their intensities were also 
detected from the confocal images using the Gaussian surface-ﬁtting algorithm proposed 
in [23] specifically for the purpose of detecting and quantifying MS2-GFP tagged RNAs. 
We found no significant difference between using this automatic algorithm and the visual 
inspection of the moment when the first RNA appears. 
 
Figure 2. Data collection: (A) Cells are placed under the microscope at t=0 min and continuously 
supplemented with fresh medium. The reporter system (MS2d-GFP) is induced in liquid culture at 
t = -45 min. At t = 0 min, with the cells already having sufficient MS2d-GFP proteins for accurate 
RNA detection, transcription of the target RNA for MS2d-GFP is induced. (B) Illustration of RNA 
production events (circles) in cell lineages. Shown are the time for the first RNAs to appear (t0) 
and the subsequent time intervals between consecutive RNA production events (Δt) in single cells. 
A dotted line indicates when the inducer of the target promoter is introduced. 
As a side note, we found the rate of leaky expression to be very weak (less than 1 
spot per ~20 cells prior to induction). 
Finally, we note that the data on time intervals between consecutive RNA 
productions in individual cells used here was entirely obtained from [15]. There, time lapse 
microscopy was conducted on cells of the same strain, with the same constructs, and under 
the same induction and growth conditions as the ones used here. 
 
Quantitative PCR for mean RNA quantification 
 
Quantitative PCR (qPCR) was used to attain the induction curve of PLac-ara-1 as a function 
of IPTG concentration at 37 °C (for details, see Supplementary Material). This induction 
curve is shown in Figure S2. Visibly, for 0.5 mM IPTG and above, PLac-ara-1 is fully induced. 
 
Estimation of intake times by deconvolution from empirical data on activation times and 
active transcription interval duration 
The empirical method of MS2-GFP tagging of RNA allows for new RNAs 
containing multiple MS2-GFP binding sites to be detected shortly after they are produced 
[20]. From this data, one can directly extract the time intervals between consecutive RNA 
productions in individual cells following induction, as well as the time for the first RNA to 
be produced once inducers are added in the media. However, one cannot directly measure 
the time that inducers take to enter the cells and activate the target promoter. To obtain this 
information, we next propose a methodology based on deconvolution techniques for 
extracting this information from the data. 
Given the model above, the mean time for the first RNA to appear in a cell following 
the addition of inducers in the media (here named t0) depends on the time for inducers to 
enter the cell (reactions (1-2) in Supplementary Material) [4,5], here denoted as tint. Also, 
it depends on the time for RNA production by an active promoter (which depends on the 
rate-limiting steps in transcription) [24,25], determined by reactions (3-6) in 
Supplementary Material, and here represented by ∆t since, under full induction, this time 
should equal the time between consecutive RNA productions in active promoters [5]. In 
particular, we have: 
0 intt t t   
(1) 
 
As the inducer intake and the production of the first RNA are independent, 
consecutive processes, one can use deconvolution to obtain a distribution of values of tint 
(and, thus, mean and variance) from the data. Namely, for each temperature, one can 
deconvolve the probability density function (PDF) of the ∆t distribution from the PDF of 
the t0 distribution, provided that these two distributions are known [26].  
For this, we estimate the PDFs of ∆t and t0 distributions as their best-fitted gamma 
distributions to the respective empirical distributions. We choose the gamma distribution 
as a model, since such distributions allow the mean and the variance to change 
independently, thus facilitating the fitting to the empirical distribution [14].  
First, we use the gamma fits to the empirical ∆t distributions reported in a previous 
work [14]. This fit used censored intervals between productions of consecutive transcripts 
extracted from live-cell measurements. The censoring accounts for the eﬀects of ﬁnite 
sampling rate (60 s sampling interval), and thus improves the accuracy of the parameter 
estimation [27]. It also accounts for right-censored intervals, to compensate for the 
truncation of the right tail of the ∆t distribution due to the finite cell division times. This 
fitting follows the maximum likelihood criteria [14]. 
Afterwards, to the measured t0 distributions, we apply the same censored fitting 
procedure, but without right-censoring (as t0 durations are not restricted by cell lifetime). 
Finally, we obtain the PDF of the tint distribution using the Fast Fourier Transform (FFT) 
deconvolution method, as proposed by Sheu and Ratcliff [26], except that we do not apply 
frequency filtering, since our estimated t0 and ∆t PDFs do not contain high-frequency noise.  
As outlined by Sheu and Ratcliff [26], the result of the deconvolution may contain negative 
values, even though the PDF, by definition, cannot have values below zero. Those negative 
values should be interpreted as resulting from the uncertainty in the best-fit gamma 
distributions to t0 and ∆t empirical data, which, in turn, originates from uncertainty in the 
t0 and ∆t measurements. However, even if the selected models do not precisely depict the 
PDFs of the corresponding processes, the results of the deconvolution are still interpretable, 
even though the uncertainty in the deconvolution product is undefined [26]. Here, to allow 
such interpretation, we set the negative values of the tint PDF to zero. 
To estimate the uncertainty of our findings, we constructed bootstrap 95% 
confidence intervals (CIs) for mean and noise of the tint distribution using non-parametric 
resampling of t0 and ∆t empirical data [28,29]. For this, for each temperature condition, we 
perform 2000 random resamples with replacement of the t0 and ∆t empirical distributions 
(using an original amount of samples), and obtain the tint PDF for each resampled pair of t0 
and ∆t distributions, which then allows obtaining the bootstrap distributions of the mean 
and CV2 (squared coefficient of variation) of the tint PDFs. We take 0.05 and 0.95 
percentiles of those distributions as the 95% CIs of the estimated mean and CV2 of the tint 
distribution. 
 
Estimation of intake times using Lineweaver-Burk equation 
 
Aside from the method above, we make use of the Lineweaver-Burk equation [30] to 
estimate mean intake times. For this, from (1) and the model of gene expression (reactions 
1-6 in Supplementary Material), note that as the amount of inducers in the media is 
increased, in a first stage, the inducers inside the cell will increase in number. As such, 
during this stage, both tint and ∆t will decrease with increasing inducer concentration. 
However, beyond a certain concentration of inducers in the media, further increases in this 
concentration will no longer lead to increases in the rate of RNA production (i.e. when the 
regime of full induction is reached), due to the rate-limiting steps in transcription and the 
finite number of RNA polymerases inside the cell (reaction 6 in Supplementary Material). 
This well-known fact is also demonstrated here by Figure S2, which shows that, beyond a 
certain inducer concentration (both in the microscopy measurements and in the qPCR 
measurements) the rate of RNA production no longer increases with further increases in 
the IPTG concentration in the media. 
Meanwhile, the time taken by the cell to intake inducers should continue to decrease 
with increases in inducer concentration in the media, even in the regime of full induction 
of transcription. Namely, in theory, for an infinite amount of inducers in the media, tint 
should equal zero. In this regime, following the introduction of infinite number of inducers 
in the media, the total mean time taken to produce the first RNA will be equal to the duration 
of subsequent intervals between consecutive RNA productions, i.e.: 
 
  0t IPTG t     (2) 
 
Thus, provided that the decrease in tint with the decrease of the inverse of the inducer 
concentration is linear (as assumed in our model reactions (1) and (2) in Supplementary 
Material), we can derive tint in the ‘control condition’ using the Lineweaver-Burk equation 
[30] as follows: 
 
2 1
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In equation (3), 
10t and 1[IPTG] are, respectively, the mean t0 and the inducer 
concentration in the control condition. Meanwhile, 
20t  and 2[IPTG] are the corresponding 
values in a condition where the inducer concentration differs from the control, and is above 
the minimum concentration to achieve maximum RNA production rate. 
Also, one can calculate 95% CIs for the obtained mean tint value based on the method 
of propagation of errors [31]. 
As a side note, this methodology is similar to the usage of  plots, from which, by 
fitting a line to the results of measurements of the transcription rate for increasing RNA 
polymerase concentrations one can extract the duration of the events following the initiation 
of the open complex formation [16,24,32]. 
 
Inference of the number and duration of the sequential steps in the intake process by fitting 
with a sum of exponential steps 
 
Our model of intake (reactions (1) and (2) in Supplementary Material) assumes 2 steps, 
each with a duration following an exponential distribution, in agreement with 
measurements at optimal temperatures [5,6]. However, as noted, our modelling strategy 
allows considering the possibility that, at different temperatures, additional or less steps 
may be rate-limiting.  
To determine the number of steps, one can perform fittings of d-steps models (each 
step following an exponential distribution) for increasing number of steps, until adding a 
step no longer improves the fitting. In such a model, as more steps are added and if the 
overall mean duration of the d-steps process is kept constant, the variance of the durations 
between events will decrease. The closer the d-exponential steps distribution is to a gamma 
distribution with a shape parameter set to d, the smaller will be its variance. 
The d-exponential step model was chosen due to how we model transcription, 
namely, as a set of consecutive of chemical reactions, each of which having a distribution 
of intervals between consecutive occurrences that is expected to follow an exponential 
distribution. Also, there is significant accumulated evidence that, in E. coli, this model fits 
very well, in a statistical sense, the empirical distributions of many promoters 
[5,6,16,33,34]. 
Here we perform this fitting to a d-steps model for each temperature condition. For 
this, by deconvolution of the empirical data, we obtain a distribution of the duration of the 
intake process. From it, we determine the maximum likelihood fit of a model with d 
statistically independent steps, whose time lengths each follow an exponential distribution, 
with possibly different rates. 
The likelihoods are compared using the likelihood ratio test, and the model with 
smallest d that cannot be rejected at the signiﬁcance level 0.01 is selected in favor of a 
higher order model. 
Note that this method does not allow determining the order of the steps, only their 
number and durations. Note also that, while changing temperature may not alter the number 
of rate-limiting steps, it may instead (or also) cause them to no longer be well modeled by 
elementary reactions as our model assumes. In that case, we expect the fitting to d 
exponential steps to require a higher number of steps than if the steps were elementary. 
Results and Conclusions 
PLac-ara-1 transcription activation kinetics is temperature dependent 
 
We first studied, at the single cell level, the temperature dependence of the kinetics of 
transcription activation of PLac-ara-1 by IPTG. All empirical data were obtained from 
observing individual cells over time, using MS2d-GFP tagging of the target RNA, 
fluorescence microscopy, and image analysis techniques (Methods). 
For this, we placed E. coli cells (DH5α-PRO) with a single-copy plasmid coding for 
the RNA target for MS2d-GFP under the control of PLac-ara-1, and fully activated its 
expression by adding IPTG (1 mM) to the media (Figure S2) while already under 
microscope observation (Figure 2). The MS2d-GFP reporters, expressed by a multi-copy 
plasmid, were induced prior to this, so that cells were flooded with MS2d-GFP by the time 
PLac-ara-1 was induced (Methods). 
From the time series obtained (~2.5 hour long, with images taken every minute), for 
each temperature, we extracted t0, the time taken by individual cells to produce the first 
RNA, following the addition of inducers in the media (Methods). Note that only one such 
event per lineage is considered and that cells already with one or more RNAs at the start of 
the observation period were discarded. 
From these data, we calculated the mean, standard error, and CV2 of t0 values. 
Finally, we performed Kolmogorov-Smirnov (KS) tests to compare each distribution of t0 
values with the distribution at 37 °C (named ‘control’ condition). Results are shown in 
Table 1. 
 
Table 1. Measurements of t0 vs temperature. Shown are the number of measurements (Nt0), 
mean (𝜇t0) standard error (SE) and CV
2 of the distribution of t0 values (CVt0
2 ). The table 
also shows the p-value from the KS tests comparing the t0 distributions at each temperature, 
with the distribution at 37 ˚C (control). For p-values smaller than 0.01, the null hypothesis 
that the two sets of data are from the same distribution can be rejected. 
 
From the data in Table 1, we find that for temperatures lower than 37 °C, the 
activation time t0 differs significantly from the control (in a statistically sense), with its 
mean (𝜇t0) being higher and its CVt0
2  (surprisingly) being lower for lower temperatures. 
Qualitatively similar results were obtained (Table S1) using the E. coli JW0334 
strain (see section ‘Bacterial strains and plasmids’). 
 
Cell-to-cell variability of tint decreases with decreasing temperature 
 
Next, we investigate how the time for inducers to enter the cell, tint, changes with 
temperature. For this, besides the data above, we make use of the data from [14], which 
consists of empirical distributions of intervals between consecutive RNA productions by 
active promoters in individual cells (Δt), under the same temperature conditions as above. 
These data therefore informs on the kinetics of active transcription (i.e. is not affected by 
intake times). 
As mentioned in Methods, in accordance to our model (reactions 1-6 in 
Supplementary Material) and equation 1, the time for the production of the first RNA in 
each cell, following the introduction of inducers in the media (t0), should consist of the time 
for the intake of the inducer by the cell (tint) and the time taken by the active promoter to 
produce the first RNA (∆t). As these processes are consecutive and independent, it should 
T (˚C) Nt0 𝜇t0 ± SE (s) CVt0
2  KS-test for t0 values vs 37 ˚C (p-value) 
24 93 2743 ± 102 0.13 < 0.01 
30 162 3020 ± 119 0.25 < 0.01 
37 60 2109 ± 215 0.63 - 
41 93 2379 ± 144 0.34 0.19 
be possible to obtain the time-length for intake of the inducers (tint) by deconvolving Δt 
from t0. 
For this, we performed model ﬁtting with censoring to the data from live-cell 
measurements of t0 (Table 1) and used the model fitting of empirical Δt values from [14]. 
In Figure 3, we show the empirical distribution and the best gamma fits of t0.  
 
Figure 3. Empirical distribution of t0 (histogram), along with the best gamma fit to t0 
(dashed line) and the deconvolved tint (solid line), as function of temperature.  
 
Next, we obtained the tint distribution for each temperature condition from the 
deconvolution of Δt from t0 (Methods). Results for the mean and CV2 values of the 
distributions of tint obtained from this deconvolution are shown in Table 2, along with the 
95% CI. It is noted that the values at 37 °C are in agreement with previously reported 
measurements [5,6]. 
Meanwhile, the deconvolved distributions are shown in Figure 3. From these, we 
find a clear change in the shape of the tint distribution as temperature is lowered. 
 
Table 2. Mean and CV2 of the deconvolved tint, along with the 95% CI for each temperature 
condition. 
 
T (˚C) 𝜇t𝑖𝑛𝑡̂  (s) 95% CI of 𝜇t𝑖𝑛𝑡̂  (s) CVt𝑖𝑛𝑡̂
2  95% CI of CVt𝑖𝑛𝑡̂
2  
24 1548 [1316, 1799] 0.10 [0.06, 0.18] 
30 1369 [1113, 1671] 0.32 [0.20, 0.48] 
37 986 [726, 1329] 0.52 [0.28, 0.95] 
41 1083 [807, 1402] 0.37 [0.23, 0.63] 
From Table 2, we find that the mean duration of the intake process, 𝜇t𝑖𝑛?̂? , is the 
lowest while the variability, CVt𝑖𝑛?̂?
2 , is the highest at 37 °C. Meanwhile, at the lowest 
temperature tested (24 °C) the opposite occurs (𝜇t𝑖𝑛?̂?  is the highest and CVt𝑖𝑛?̂?
2  is the lowest). 
Also, from the values of t0 (Table 1) and tint (Table 2), we find that the dynamics of 
intake plays a major role in the dynamics of transcription activation in all temperature 
conditions, both regarding the mean duration of activation and its cell-to-cell variability. 
Thus, it is not a surprise that tint behaves similarly to t0 with changes in temperature. 
Finally, note that the fact that noise is reduced with decreasing temperature suggests 
that the process becomes more sub-Poissonian, which could occur, e.g., if the number of 
the rate-limiting steps in the intake process increases with decreasing temperature. 
As a side note, we also conducted similar experiments in the absence of IPTG, so as 
to estimate the level of toxicity due to induction by 1 mM IPTG. We found no difference 
in cell growth rate between the two conditions, and thus conclude that the levels of toxicity 
are not significant. 
 
Validation of the inferred mean tint using the Lineweaver-Burk equation 
 
It is possible to empirically validate the mean value of the deconvolved tint using the 
Lineweaver-Burk equation (Methods). For this, from individual cells at 24 °C, 37 °C and 
41 °C, we measured the time between the moment of induction and the moment when the 
first RNA is produced for IPTG concentrations of 1 mM and of 0.5 mM. Note that both of 
these concentrations suffice to reach maximum induction in cells under the microscope (as 
shown in Figure S2). Because of this, ∆t does not differ between the two conditions, and 
only affects tint. From the measurements of t0 in these two induction levels at a given 
temperature, using the Lineweaver-Burk equation, one can extrapolate the value of t0 for 
infinite inducer concentration, which allows estimating the mean intake time at that 
temperature (Table 3). 
 
Table 3. Mean tint (𝜇t𝑖𝑛𝑡 ) obtained from the Lineweaver-Burk equation and 95% CI of 𝜇t𝑖𝑛𝑡  
for various temperatures.  
 
From Table 3, we find that, in accordance with the results of deconvolution (Table 
2), the mean tint is highest at 24 °C, and is similar at 37 °C and 41 °C, being slightly smaller 
at 37 °C. 
T (˚C) 𝜇t𝑖𝑛𝑡 (s) 95% CI of 𝜇t𝑖𝑛𝑡 (s) 
24 2434 [1949, 2918] 
37 1322 [842, 1801] 
41 1459 [1113, 1804] 
Quantitatively, we find that these values are ~ 35% larger (for 37 °C and 41 °C) and 
~50% for 24 °C than those in Table 2. This is expected, as the deconvolution method is 
known to underestimate the peak value of the PDF [26].  
Finally, we note that the value at 37 °C is also in clear agreement with a previous 
estimation of intake times at this temperature [6]. 
 
Number and duration of the rate-limiting steps of the intake process differs with 
temperature  
 
To investigate the hypothesis that temperature affects the number and duration of the rate-
limiting steps of the intake process, next, from the deconvolved tint distributions of each 
temperature condition, we estimated the number and duration of these steps in maximum 
likelihood sense (Methods). 
For this, we generalize the model of intake depicted by reactions (1) and (2) in 
Supplementary Material to a d-steps model, each exponentially distributed in duration, so 
that the number and duration of the rate-limiting steps are allowed to differ between the 
temperature conditions. 
Results of this estimation are shown in Table 4, where we present the number and 
duration of the steps of the best fit model, along with the log-likelihood values. Meanwhile, 
in Table S2, we show the results for each condition when assuming specifically 1, 2, 3, and 
4 steps, along with the p-values of the tests comparing pairs of models that are used to select 
the best model. Finally, in Figure 4 we show the best fit to the deconvolved tint for each 
condition. 
Table 4. Rate-limiting steps in the intake process determined by maximum likelihood estimation. 
Shown are the number of steps, the log-likelihood, the durations of the steps of the inferred models 
for each condition, and the CV2 of the best fit. We fit the models to 105 random samples from the 
deconvolved tint distribution. Note that there is no implied temporal order of the steps. 
 
T (˚C) No. Steps Steps Durations Log-likelihood CVt𝑖𝑛𝑡̂
2  
24 ≥4 (387, 387, 387, 386) -774461 0.25 
30 3 (457, 457, 457) -801201 0.33 
37 2 (667, 319) -783576 0.56 
41 3 (532, 532, 20) -783350 0.48 
 Figure 4. Deconvolved tint distributions (solid line) and their best-fit d-steps model (dashed line). 
Importantly, this result is in agreement with previous studies using data from cells at 37 °C 
[5]. 
 
From Tables 4 and S1, for all conditions, the test rejects the 1-step model in favor 
of a higher order model. This is expected, given the existence of the two membranes in the 
cell walls of E. coli cells and the time that inducers are expected to take to cross the 
periplasm in between [6]. 
Also, interestingly, the 2-steps model is the preferred one for cells at 37 °C and 41 
°C (the step with a 20 s duration for the 41 °C condition can be disregarded, as the 
microscopy images are separated by 60 s intervals). 
Meanwhile, at lower temperatures, higher order models (3 or more steps) are 
preferred, indicating that other steps become rate-limiting (in agreement with the 
deconvolution results), and/or that the steps duration may no longer follow an exponential 
distribution.  
In this regard, we interpret the fact that a 4-steps model did not suffice to model the 
24 °C condition (see Figure 4) as evidence for a significant change in the kinetics of intake 
with temperature, which renders the multi-step, exponentially distributed model incapable 
of fully capturing the dynamics. We hypothesize that this may be the consequence of 
increased viscosity of the cytoplasm and periplasm [14], along with changes in the physical 
properties and functionality of the intake ‘machinery’ in the cell walls. 
Note that the CV2 values of the best fits for 30 °C, 37 °C and 41 °C match the 
estimated values of the corresponding tint distributions deconvolved from the fits to the 
empirical data. While the best fit in 24 °C condition has higher CV2 than the deconvolved 
tint (which is expected from the fact that the 4-steps model did not suffice to model the 24 
°C condition), the trend in CV2 of the deconvolved distributions and of their best fits is the 
same. 
Finally, note that, in several cases, the time scales of the steps are identical. This 
may be due to an unknown artefact of the inference method or be representative of the real 
kinetics of intake of this inducer.  
Discussion 
In this work, we studied the single-cell dynamics of intake of IPTG, an inducer of the 
promoter PLac-ara-1, as a function of temperature. Rather than focusing on biological cellular 
adaptations, we focused solely on rapid physical changes due to temperature shifts in the 
process of inducer intake and consequent transcription kinetics. 
For this, we first measured in vivo the time taken by individual cells to produce the 
first RNA, following the start of induction. From this, and previously collected data on the 
dynamics of RNA production by PLac-ara-1 [14], we applied two novel, independent methods 
to obtain the single-cell intake kinetics of the inducers, for each temperature condition. 
These methods’ results were consistent with one another. 
From this, first, we established that the response of the distribution of intake times 
of individual cells to temperature changes remains similar to that of the distribution of 
transcription activation times as temperature is changed, much due to the fact that most of 
the activation time is spent in the intake process in all conditions. Interestingly, the mean 
value of these distributions increases while their variability decreases for decreasing 
temperatures.  
Since the intake process is bound to consist of multiple consecutive steps (in the 
case of IPTG, it was previously shown to be well modeled by a 2-step process for cells at 
37 °C [5,6], we hypothesize that the decrease in variability could be the result of the 
emergence of additional rate-limiting steps in this process with decreasing temperature. The 
results of the maximum likelihood estimation tests support this view.  
Further, they suggest that, at the lowest temperature condition tested here, the 
process is, from a dynamical point of view, ‘too complex’ to be well fitted by a sum of a 
small number (less than 5) of exponential steps. We hypothesize that this is clear evidence 
that the duration of one of the steps of the intake process becomes non-exponential-like at 
low temperatures. There are several potential causes for this (and perhaps multiple causes), 
and they are likely not accounted by our model (else, the increase in number of exponential 
steps would have allowed to fit the data well). We expect these potentials causes to range 
from malfunctioning of the porins in the membrane responsible for the diffusive intake of 
the inducers, increased viscosity of the cytoplasm and periplasm, alteration of the physical 
properties of the outer and inner membranes, etc. 
It is worth noting that the application of the Lineweaver-Burk equation to extract the 
mean value of the intake times is a methodology that has not been previously used, but we 
expect it to be of use in future works as well. It requires measuring transcription activation 
times for various inducer concentrations (at least 2) above the minimum concentration 
required for maximum induction. It is limited by the fact that the speed of intake is assumed 
to change linearly with the inverse of the inducer concentration, which may not always be 
the case. However, we expect this to be the case within certain ranges of inducer 
concentrations for simpler intake (mostly diffusion-based), mechanisms. Thus, it should be 
applicable to the study of a wide range of cellular intake mechanisms. 
Overall, we conclude that different environmental conditions cause significant 
changes in the single-cell distributions of intake times of transcription inducers, which is 
expected to have a significant effect on the degree of heterogeneity in cell populations and 
cell lineages, due to the longevity of the transients during which this phenomenon has a 
strong effect in RNA numbers. 
In the future, one important aspect that requires further research is the cause for the 
reduced cell-to-cell diversity in response times with decreasing temperatures, which we 
believe to be due to the emergence of rate-limiting steps in the intake process. Which steps 
and how they emerge are open questions, whose answers will help better understanding the 
robustness of the intake systems of E. coli. 
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1. Supplementary Methods  
 
Quantification of target gene activity by qPCR and microscopy 
Cells with the plasmid carrying the target gene (pIG-BAC-Plac-ara-1-mRFP1-96xMS2) were grown 
overnight at 30 °C with aeration and shaking in lysogeny broth (LB) medium, supplemented with 
the appropriate antibiotics (35 μg/ml Kanamycin and 34 μg/ml Chloramphenicol). From the 
overnight cultures, cells were diluted into fresh LB medium, supplemented with antibiotics, to an 
optical density of OD600 ≈ 0.05, and allowed to grow at 37 °C, 250 rpm, until reaching an OD600 
≈ 0.3. 
Next, qPCR was performed to analyze the fold change in mRNA production with induction of 
the target gene. From the culture described above, cells were then grown in LB media, at 37 ºC. 
To obtain the induction curve of this promoter, we first pre-induced with L-Arabinose (0.1%). 
Next, we induced with different concentrations of IPTG (0, 0.05, 0.1, 0.25, 0.5 and 1 mM). After 
collecting the cells by centrifugation at 8000 rpm for 5 minutes, twice the cell culture volume of 
RNA protect reagent (Qiagen) was added to the reaction tube, following the addition of Tris 
EDTA Lysozyme (15mg/ml) buffer (pH 8.0) for enzymatic lysis. Total RNA was isolated using 
RNeasy kit (Qiagen), according to the manufacturer instructions. Samples with total isolated 
RNA were treated with DNase for residual DNA removal. The A260/A280nm ratio of the 
isolated RNA samples was assessed using a Nanovue plus spectrophotometer (GE Healthcare) 
with the value obtained (2.0-2.1) indicating a highly purified RNA. Additionally, the resulting 
RNA yield was used to normalize the RNA concentration in the samples with varying IPTG 
concentrations. Following that, iSCRIPT reverse transcription super mix (Biorad) was added for 
cDNA synthesis. Next, the cDNA samples were mixed with the qPCR master mix, containing iQ 
SYBR Green supermix (Biorad), with specific primers for the target and reference genes. The 
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qPCR reaction was carried out in technical triplicates with a total reaction volume of 20 µL. To 
amplify the target gene mRPF1 and reference gene 16SrRNA, we used the following primers, 
respectively: i) forward 5' TACGACGCC GAGGTCAAG 3' and reverse 5' 
TTGTGGGAGGTGATGTCCA 3', and ii) forward: 5' CGTCAG CTCGTGTTGTGAA 3' and 
reverse: 5' GGACCGCTGGCAA CAAAG 3'. The qPCR experiments were performed using a 
MiniOpticon Real time PCR system (Biorad). The following thermal cycling protocol was used: 
40 cycles at 95 ºC for 10 s, 52 ºC for 30 s, and 72 ºC for 30 s. No-RT and No-Template controls 
were used to crosscheck non-specific signals and contamination, and the efficiency of the PCR 
reactions were found to be greater than 95%. The data from the CFX ManagerTM software was 
then used to calculate the fold change in mRNA production and its standard error [1], which are 
presented in Figure S2. 
Meanwhile, microscopy measurements were conducted as described in Methods (section 
“Growth Conditions, Microscopy, Data Extraction on Transcription Activation Times”).  
We note two main differences between the qPCR and the microscopy measurements. First, in the 
qPCR measurements, the report system is not activated, since it is not required to obtain the 
measurements and since this does not cause significant differences in target RNA production 
rates (data not shown). Second, in the qPCR measurements, the activation of the target gene is 
performed in liquid. In general, this results in higher absolute expression levels than if the 
induction is performed under the microscope. However, this does not constitute a problem as it 
does not alter the inducer concentration at which maximum induction is reached (Figure S2). 
 
FCS2 imaging system 
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Supplementary Figure S1. (A) Schematic illustration of the CFCS2 microfluidics and the 
temperature control system for cell cultures while under microscope observation. The CFCS2 
chamber is mounted on the stage of an inverted microscope. This device is comprised of two 
independent fluidic systems. One is a thermo-chiller device (not shown), which is connected to 
two inlets and two outlets of the CFCS2 chamber. This device controls the temperature of the 
system (i.e. of the metal chamber and the optical cavity, where cells are placed) through the flow 
of heat/chilled fluidics, whose temperature can range from 5 ºC to 50 ºC ± 0.2 ºC. The second 
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device, a micro-perfusion device (not shown), is connected to one inlet and one outlet of the 
CFCS2. It constantly provides cells with fresh media and chemicals required for cell growth. (B) 
Illustrative front cut view of the optical cavity of the cooled FCS2 adapter (CFCS2). The CFCS2 
is a modified version of the FCS2 system, in that it has an additional, independent tubing system 
to facilitate the circulation of a heat/chilled fluid, that increases/reduces temperature of the metal 
base and of the optical cavity of the chamber. (C) Schematic top view of the micro-aqueduct 
slide, which is placed inside the optical cavity. The slide allows laminar flow of fluids, when a 
uniform and rapid exchange of media is required across the cell population. Images shown in (B) 
and (C) are adapted from Bioptechs Inc. (http://www.bioptechs.com). 
 
Model of Inducer Intake and Active Transcription 
 
We assume the following models of transcription activation and active transcription [2]. 
First, regarding activation, when an inducer is added to the media, the gene is only 
activated after a multi-step process that includes events such as the entry and diffusion of 
inducers in the periplasm and then cytoplasm, binding of an inducer to a transcription 
factor repressing gene activity, etc. These events and their kinetics differ with the 
induction and repression systems of the gene [3, 4]. 
Relevantly, as mentioned, the strain used here lacks the ability to produce LacY 
[5]. As such, we expect the intake process of inducers (IPTG) to be purely diffusive-like. 
Also, as E. coli is gram-negative, the cell walls have an outer and inner membranes, with 
a periplasmic space in between. Thus, the activation process is expected to have at least 
two, consecutive rate-limiting steps: entering of inducers into the periplasm, followed by 
entering into the cytoplasm. In agreement, previous studies of the intake of IPTG at 
optimal temperatures (37 ºC) [2] have shown that the activation process of our target 
promoter, PLac-ara-1, in cells lacking LacY as those used here [5 ], is well modelled by a 2-
step stochastic process of the form [29]:  
1I I
Int
env peri  (1) 
2I I
Int
peri   (2) 
Reaction (1) represents the entrance of an inducer molecule (I) into the periplasm, 
while reaction (2) models the passage of that inducer from the periplasm into the 
cytoplasm, where it can activate the target gene, e.g. by interacting with repressor 
molecules. In general, additional rate-limiting steps could, in theory, be modelled by a 
sequence of d-steps with exponential duration: I1…Id. This is particularly important 
when selecting a strategy to decompose the rate-limiting steps from the empirical data. 
Meanwhile, transcription activation is modeled as follows: 
Rep I Rep.I
act
inact
k
k
   (3) 
P I P  + Rep.Iact
k
OFF ON   (4) 
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off
k
OFF ON
k
  (5) 
 
In (3), an inducer (I) binds to the repressor (Rep), creating a complex (Rep.I) that 
cannot repress the promoter (see reactions (5)). In our case, the repressor are LacI 
tetramers, and IPTG, the inducer, acts by binding to these tetramers, greatly reducing their 
binding affinity to the promoter [6]. We assume that this binding reaction is very weakly 
reversible. Also, the reactions necessary to form LacI tetramers are not explicitly 
considered since most LacI molecules in the cell are present in the form of tetramers.  
In reactions (4), again an inducer binds to a repressor, but the repressor is bound to 
the promoter, which frees the promoter. We note that, for such to occur, the LacI tetramer 
must unbind from both DNA binding sites [6]. 
Reaction (5) allows for the repression of the promoter by free repressors and for 
the possibility of a repressor unbinding the promoter, without direct intervention of 
inducers. 
Finally, active transcription by a free promoter is modeled as a multi-step process 
[7-11]: 
 
 
In (6), R is the RNA polymerase. Once bound to the promoter, it forms a closed 
complex (RPcc), which is followed by the open complex (RPoc) formation, elongation (not 
rate-limiting, and thus not represented), and, finally, RNA production and RNA 
polymerase release (also not rate-limiting, and thus having an ‘infinite’ rate,). 
It is of importance to note that, while not represented, the steps in (6) are all 
considered to be reversible (except the open complex formation, which, once initiated, is  
nearly irreversible [9]. I.e., the reactions in (6) are not to be interpreted as elementary 
transitions. Instead, they represent effective rates of the rate-limiting steps in 
transcription, thus deﬁning the promoter strength [11]. 
 
2. Supplementary Results 
 
2.1 Induction curve at 37 ºC 
cc ocR+P RP RP P R+RNA
cc ock k
ON ON
     (6) 
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Supplementary Figure S2. Induction curve of PLac/ara-1 in cells at 37 ºC as obtained by 
microscopy (A) and qPCR (B). In the case of microscopy, from the single cell measurements, we 
calculated the mean and standard uncertainty from the distribution of RNA numbers produced in 
each cell during 1 hour following induction. In the case of qPCR, the mean RNA fold change 
and its standard uncertainty in each condition were extracted from 3 technical replicates. In both 
(A) and (B), values relative to the 1 mM induction condition were calculated in each condition 
using the Delta Method [12]. Also in both, measurements were conducted after induction of the 
target gene (IPTG added 1 hour prior to the measurements and 0.1% of L-Arabinose added 1 
hour and 45 minutes prior to the measurements, see Methods). 
 
2.2 Measurements of t0 vs temperature for E. coli JW0334 strain 
 
 
Supplementary Table S1. Measurements of t0 vs temperature for E. coli JW0334 strain. 
Shown are the number of measurements (Nt0), mean (𝜇t0) standard error (SE) and CV
2 of 
the distribution of t0 values (CVt0
2 ). The table also shows the p-value from the KS tests 
comparing the t0 distributions at each temperature, with the distribution at 37 ˚C (control). 
For p-values smaller than 0.01, the null hypothesis that the two sets of data are from the 
same distribution can be rejected. 
T (˚C) Nt0 𝜇t0 ± SE (s) CVt0
2  KS-test for t0 values vs 37 ˚C (p-value) 
24 76 1939 ± 99 0.20 < 0.01 
30 64 1725 ± 108 0.25 < 0.01 
37 97 1089 ± 67 0.37 - 
41 106 1729 ± 86 0.26 < 0.01 
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2.3 Maximum log-likelihood fit to the deconvolved distributions of intake times 
24 ˚C    
d Log-likelihood Durations p-values (d1 = d0 + 1) 
1 -834550 (1549) 0.00 
2 -801008 (775, 775) 0.00 
3 -784454 (517 , 517,  516) 0.00 
4 -774461 (388 , 388, 388,  387) - 
30 ˚C    
d Log-likelihood Durations p-values  (d1 = d0 + 1) 
1 -822278 (1370) 0.00 
2 -803246 (685, 685) 0.00 
3 -801201 (457, 457, 457) 1.00 
4 -801204 (458, 456, 456, 0) - 
37 ˚C    
d Log-likelihood Durations p-values  (d1 = d0 + 1) 
1 -789385 (986) 0.00 
2 -783576 (667, 319) 1.00 
3 -783576 (667, 319, 0) 1.00 
4 -783576 (667, 319, 0, 0) - 
41 ˚C    
d Log-likelihood Durations p-values  (d1 = d0 + 1) 
1 -798760 (1083) 0.00 
2 -783444 (542, 542) 0.00 
3 -783350 (532, 532, 20) 1.00 
4 -783350 (532, 532, 20, 0) - 
 
Supplementary Table S2. Log-likelihood and durations of the steps of the inferred models with 
d-steps, for each temperature condition. The table shows, first, the number of steps (d) assumed, 
followed by the log-likehood, and the duration of the steps (the order of these steps cannot be 
determined by this method). The last column shows the p-values of the likelihood-ratio tests 
between pairs of models for each condition. The null model is the d0 = [1:3] step model, while 
the alternative model is the d1 = d0 + 1 step model. 
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