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vAbstract
Accurate knowledge of water content in seasonal snow can be helpful for water
resource management. In this study, a distributed temperature index snow model
based on temperature and precipitation as forcing data, is used to estimate snow
storage in the Jollie catchment approximately 20km east of the main divide of the
central Southern Alps, New Zealand. The main objective is to apply a frequently
used assimilation method, the ensemble Kalman square root filter, to assimilate
remotely sensed snow covered area into the model and evaluate the impacts of
this approach on simulations of snow water equivalent.
A 250m resolution remotely sensed data from Moderate Resolution Imaging
Spectroradiometer (MODIS), specifically tuned to the study location was used.
Temperature and precipitation were given on a 0.05◦ latitude/longitude grid. Pre-
cipitation was perturbed as input into the model, generating 100 ensemble mem-
bers, which represented model error. Only observations of snow covered area that
had less that 25% cloud cover classification were used in the assimilation precess.
The error in the snow covered area observations was assumed to be 0.1 and grow
linearly with cloud cover fraction up to 1 for a totally cloud covered pixel. As
the model was not calibrated, two withholding experiments were conducted, in
which observations withheld from the assimilation process were compared to the
results. Two model states were updated in the assimilation, the total snow accu-
mulation state variable and the total snow melt state variable. The results of this
study indicate that the model underestimates snow storage at the end of winter
and/or does not detect snow fall events during the ablation period. The assimila-
tion method only affected simulated snow covered area and snow storage during
the ablation period. That corresponded to higher correlation between modelled
snow cover area and the updated state variables. Withholding experiments show
good agreement between observations and simulated snow covered area. This
study successfully applied the ensemble Kalman square root filter and showed its
applicability for New Zealand conditions.
11 Introduction
Accurate estimate of water content in seasonal snow cover is an important factor
in runoff and flood forecasting (e.g. Elder et al. 1998, Turcotte et al. 2007), par-
ticularly in mid-latitude regions where snowmelt contribution is often the main
component in spring runoff (Erxleben et al. 2002). As snow properties, such as
snow cover and snow storage, often exhibit considerable temporal and spatial vari-
ability, large scale measurements are often heavily dependent on remote sensing
(Andreadis & Lettenmaier 2006). In this study, a model will be used to predict
seasonal snow storage in the Jollie Catchment, Southern-Alps New Zealand, and
the effects of assimilation of remotely sensed snow covered area information will
be evaluated using data withholding experiments.
In New Zealand the seasonal snow cover often exhibits high variability as pre-
cipitation can occur as rain at elevations up to 2500m in mid winter and snow
can fall in summer down to 500m (Fitzharris et al. 1999). It has also been esti-
mated by Fitzharris et al. (1999) that one-third of the New Zealand average annual
runoff occurs during spring and that 40% of the fluctuations in spring runoff can
be explained by variations in snow melt and of 60% by precipitation. Fitzhar-
ris & Grimmond (1982) demonstrated that seasonal snow storage is 33% of an-
nual runoff for the Fraser Catchment, which probably represents the upper limit
of seasonal snow storage contribution for New Zealand, and long-term estimates
indicate 15% contribution of seasonal snow storage to annual inflow into hydro-
electric storage lakes (Fitzharris 1987, Fitzharris & Garr 1995). In contrast with
the relative importance of seasonal snow in New Zealand, very few systematic ob-
servations on snow depth and snow water equivalent have been conducted. There-
fore, snow research in New Zealand has been described as a relatively young field
of investigation (Fitzharris et al. 1999).
In order to describe the evolution of snow cover from autumn through spring
melt, three fundamental factors are required (Liston 1999): 1) the end of winter
(pre-melt) snowwater equivalent distribution, 2) the melt rate, and 3) the depletion
of snow covered area. These factors are also well known to be inter-related (Liston
1999). As the snow melts during spring, the surface under the snow cover is
exposed, which in turn influences the melt rate and the surface energy fluxes.
2The pre-melt snow water equivalent distribution affects the pattern of the snow
covered fraction, as areas under thin snow cover are exposed earlier than areas
covered with thick snow layer. Liston (1999) established the mathematical inter-
relationships among these factors and demonstrated that knowledge of any two of
them is sufficient to find an expression for the third one. Thus, given any usable
snow melt model, this means that remotely sensed snow covered area information
can be used to reconstruct the pre-melt snow water equivalent distribution.
A number of studies have shown that the resulting snow water equivalent dis-
tribution is strongly controlled by topography and weather patterns (e.g. Hartman
et al. 1999, Anderton et al. 2004, Balk & Elder 2000). In New Zealand, the snow
water equivalent distribution has been explained by the so-called snow wedge
model (Fitzharris 1979, Fitzharris et al. 1999). Each storm leaves a wedge-like
snow pattern with increasing snow depth from the snow line (i.e. freezing level
of the storm) to higher elevations. Series of such snow storms during the winter
time build up the resulting snow wedge pattern. Although this model suggests that
snow water equivalent distribution depends strongly on elevation, it is also recog-
nized (Fitzharris 1979) that local factors such as aspect, slope, and snow drift are
very important for the resulting local snow water equivalent distribution.
As the factors influencing the local snow water equivalent distributions are
generally similar from one year to the next, the patterns described by these dis-
tributions are expected to show little inter-annual variation at each location even
though the snow storage can vary considerably (Liston 1999). The distribution of
snow water equivalent is therefore assumed to be independent of the magnitude
of snow storage.
In previous work the snow water equivalent distribution has been represented
by a snow depletion curve (e.g. Luce et al. 1999, Luce & Tarboton 2004, Déry
et al. 2005, Kolberg & Gottschalk 2006, Andreadis & Lettenmaier 2006) or the
distribution has been assumed to be two-parameter lognormal (e.g. Liston 2004,
Clark et al. 2006, Udnæs et al. 2007), two-parameter gamma (Skaugen et al. 2003)
or other distributions, such as three-parameter lognormal, three-parameter beta
and 3- to 5-parameter weighted combinations of normal and/or lognormal distri-
butions (Kolberg et al. 2006). In this study, a two parameter lognormal distribu-
tion will be assumed where the parameters are related to the average snow water
3equivalent and the coefficient of variation.
Remotely sensed snow covered area information has been used successfully
in snow melt and runoff models (e.g. Yang et al. 2003, Clark et al. 2006, Dressler
et al. 2006, Kolberg &Gottschalk 2006, Kolberg et al. 2006, Andreadis & Lettenmaier
2006, Ghanbarpour et al. 2007, Udnæs et al. 2007). Remotely sensed snow water
equivalent has also been used (e.g. Derksen et al. 2003, Andreadis & Lettenmaier
2006, Pulliainen 2006, Dong et al. 2007), although generally lacking accuracy re-
quired by hydrologic models (e.g. Hall & Riggs 2007, Dong et al. 2007). In this
study, MODIS snow covered fraction maps with 250m resolution are utilized. They
are derived from multispectral fusion between MODIS 250m bands and MODIS
500m bands (Sirguey et al. 2008).
Remotely sensed snow covered area information has been used both as a direct
input into a hydrological model (e.g. Tekeli et al. 2005, Yang et al. 2003, Luce
et al. 1999, Schaper et al. 1999) or it has been used through various assimila-
tion methods, including rule based updating (e.g. Udnæs et al. 2007, Dressler
et al. 2006, McGuire et al. 2006), Kalman filtering (e.g. Kumar et al. 2008, Clark
et al. 2006, Andreadis & Lettenmaier 2006), Bayesian filtering (e.g. Kolberg
& Gottschalk 2006, Kolberg et al. 2006) and particle filtering (e.g. Moradkhani
et al. 2005a). The assimilation methods, other than rule based updating, are sta-
tistical methods that use the covariance between the assimilated observable and
modelled states to update the latter. Reliable estimates of the uncertainty in both
remotely sensed data and model states are critical for these assimilation filters
(Dong et al. 2007).
This study follows a framework presented by Clark et al. (2006), utilizing the
ensemble square root Kalman filter to assimilate remotely sensed snow covered
area information into the model used.
41.1 Main objectives and data sources
The main objectives of this study are to:
1. use a snow model to predict snow water equivalent in the Jollie Catchment,
east of Aoraki/Mt Cook National Park,
2. assimilate snow covered area information into the model, and
3. evaluate the impacts of assimilation on snow water equivalent.
The snow model component of TopNet (Clark et al. 2008), which is a dis-
tributied hydrological model that has been developed by NIWA (Natural Institute
of Water and Atmospheric Research, New Zealand), will be used and all forcing
data will also be provided by NIWA.
Ensemble square root Kalman filter will be used to assimilate remotely sensed
snow covered area information into the model. The remotely sensed data is pro-
vided by GLIMS NZ, School of Surveying at the University of Otago, and delivered
as the snow fraction at 250m resolution.
1.2 Thesis layout
The thesis consists of seven chapters including the introduction, Chapter 1. The
study site will be described in Chapter 2 followed by a discussion about the data
and the model in Chapters 3 and 4 respectively. In Chapter 5 the assimilation
method used in this study will be described and an evaluation of its performance
will be given in Chapter 6. Finally, Chapter 7 highlights the main conclusions.
52 Study site
The site chosen for this study is the Jollie Catchment. This catchment is situated
on the South Island of New Zealand in the Canterbury region, Mackenzie district.
It is close to the centre of the Southern Alps mountain range and on the east side
of the main divide. The Jollie Catchment is a narrow valley defined by mountain
ranges on both sides with steep slopes (see Figure 2.1). Alpine zones cover more
than 50% of the catchment and combined with tussock zones the coverage is
just under 90% (see Figure 2.2). The Jollie Catchment is just under 25km long
and is oriented North-north-east to South-south-west with mean elevation close
to 1180ma.s.l., ranging from 590ma.s.l. near the outlet up to 2740ma.s.l. on
the highest mountain peak. The catchment is relatively small, around 140km2,
and delivers water through the Jollie River via the Tasman river into Lake Pukaki,
which contains half of the total controlled hydroelectric water storage on the South
Island (Fitzharris 1992). The Jollie Catchment is therefore a small part (∼ 10%)
of a larger Pukaki basin.
The climate near the study site region is very much affected by terrain at local
scales and by the circumpolar westerly windbelt at synoptic scales (e.g. Sturman
et al. 1999). While regions to the west of the main divide of the Southern Alps
are characterized by above-average precipitation compared to nearby climate re-
gions, areas on the east side are drier. Temperature comparison does not show as
distinct results, according to empirical estimates by Norton (1985). Comparison
of temperature at 1000ma.s.l. in the Jollie and Paringa, which is at same latitude
to the west of the main divide, show slightly colder temperatures in the Jollie, i.e.
11.8◦C versus 11.2◦C average temperatures in January and 1.0◦C versus 1.8◦C
in July for the Jollie and Paringa respectively (Norton 1985).
As the Southern Alps reach over 3000ma.s.l. west of the study site, and gen-
erally exceed 2000ma.s.l. at other locations, they provide excellent conditions for
orographic uplift. This results in increased precipitation, often as much as three
to four times sealevel values near or west to the main divide (Fitzharris 1992). On
the east side however, much less precipitation is experienced due to rain-shadow
effects (Sturman et al. 1999) even though a spillover precipitation from the west
is the main component of water on the east side (Fitzharris 1992). An estimated
6Figure 2.1: The Jollie Catchment outlines and the river network (Snelder & Biggs
2002) depicted on a digital elevation model (Barringer et al. 2002).
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Land Cover Type
Alpine gravel/rock (44%)
Tussock (36%)
Alpine grass-/herbfield (8.3%)
Shrubland (3.4%)
Forest (2.8%)
Permanent snow/ice (2.4%)
Rivershore, landslide (1.7%)
Grassland (1.4%)
Lake, pond (0.0066%)
Figure 2.2: Land cover types in the Jollie Catchment. Land cover information
after Terralink International Limited (2004).
8trans-alpine precipitation profiles in Henderson & Thompson (1999), show that
annual precipitation to the west of the divide exceed 10,000mm while annual
precipitation in the Jollie is only about 3000mm.
During the cool seasons, most precipitation can be expected to fall as snow
above 1000ma.s.l. but as rain at lower elevations. The seasonal snowline in win-
ter is highly variable but lies on average between 1000ma.s.l. to 1300ma.s.l.,
ascending to above 2000ma.s.l. at the end of summer (Fitzharris 1992).
93 Data
All data used in ths study, comprising forcing data (i.e. input data), snow covered
area data, and ancillary data, will be described below. They are all used for the
period from 1 February 2006 to 31 January 2007.
3.1 Forcing data
Data used to force the snow model (i.e. input data) are minimum and maxi-
mum temperature and accumulated precipitation (see Figures 1(a) and 1(b) be-
low). These data are measured for every 24hour period from 9am to 9am New
Zealand local time. These datasets were both supplied by NIWA (National In-
stitute of Water and Atmospheric Research) and are based on their network of
climate stations throughout New Zealand. The datasets are given on a 0.05◦ lat-
itude/longitude grid (i.e. 4.2km North-South versus 5.5km East-West grid size)
covering all of New Zealand. The grid values are interpolated from observations
at over 500 climate stations by applying a trivariate second-order derivative thin
plate smoothing spline (Tait et al. 2006, Tait & Zheng 2007).
As the majority (i.e. 93%) of the climate stations are below 500ma.s.l. it
can be problematic to estimate climate variables accurately in higher elevation
regions that are generally outside the climate station network (Tait et al. 2006).
Therefore, for such regions, additional uncertainty in climate variable estimates is
inevitable and depends, to some extent, on the interpolation algorithm used and
its implementation.
The thin plate smoothing spline interpolation method has been shown to per-
form well for New Zealand conditions (e.g. Tait et al. 2006, and citations therein).
This algorithm fits a three dimensional surface to observations, allowing for some
errors so the surface does not need to fit the observations exactly, which gives a
smoother surface (e.g. Tait et al. 2006). The surface roughness is also controlled
through the order of derivative parameter and the method is often implemented as
either bivariate (i.e. with latitude and longitude as the independent parameters)
or trivariate (i.e. with latitude, longitude and additional surface variable as the
independent parameters). The optimal surface is found through a process called
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minimizing the generalized cross validation (GCV). In this process, one datapoint
is withheld from all the other datapoints and not used used when the surface is
fitted. The error of the withheld datapoint is then found. This process is repeated
for all the datapoints and the surface that minimizes the mean error is the desired
optimal surface (Tait et al. 2006).
This interpolation method was applied to the maximum and minimum tem-
perature datasets with elevation as the third independent parameter along with
latitude and longitude (Tait & Zheng 2007) and to the precipitation dataset with a
mean annual precipitation surface from the period 1951 to 1980 as the third inde-
pendent parameter (Tait et al. 2006). This precipitation surface was obtained from
a hand-drawn contour map of the mean annual precipitation based on observation
at climate stations from the period 1951 to 1980 (New Zealand Meteorological
Service 1985). For regions with few or no observations, which included most of
the mountainous areas, an expert interpolation by visual observation of rainfall
was applied (Tait et al. 2006). This contour map showed overall more realistic
rainfall in the mountainous areas compared to using elevation as the third inde-
pendent variable in the spline method. This comparison was based on short term
measurement, observed river flows and some high-resolution model runs (Tait
et al. 2006). Consequently, when this mean annual precipitation surface was used
as the independent variable in the spline method instead of elevation, the error
was reduced when compared to average annual runoff. Although this precipi-
tation surface gives a better result, a constant spatial precipitation pattern is an
underlying assumption, which is evidently not correct when considering for ex-
ample a winter-time southerly frontal storm and a summer-time convective system
(Tait et al. 2006). This is however, considering the spatial distribution of existing
climate stations, the best available estimate of the precipitation. Close inspection
of Figure 6(b) in Tait et al. (2006, p. 2108) indicates that the estiated precipita-
tion, given by the method just described above, is likely to underestimate actual
precipitation by 10% to 25% in the Jollie Catchment.
As the model time step is one hour, both the temperature and the precipitation
need to be disaggregated from daily values to hourly. Hourly values of tempera-
ture are disaggregated by fitting a sine curve to the maximum and minimum daily
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temperature. This can be expressed as
T (H) =
1
2
sin
(2pi
24
(H +ϕ)
)
(Tmax−Tmin)+ 1
2
(Tmax +Tmin) (3.1)
where Tmax and Tmin are maximum and minimum daily temperature respectively,
H is the hour of the day and ϕ is a parameter that controls the time of the minimum
and maximum temperature.
The precipitation is disaggregated by applying a discrete multiplicative ran-
dom cascade model (Rupp et al. 2006). This model has the desirable property that
it can resemble the intermittent pattern often seen in a real rainfall. In this model,
the daily precipitation interval (i.e. 24 hours) is divided into smaller timesteps by
multiplying it with a random weight, a process repeated over many cascade levels
until a required temporal resolution is obtained (i.e. 1 hour) (Rupp et al. 2006).
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(b) Accumulated precipitation. The thick line is the control run and the grey lines are other en-
semble members (see section 4.1 for ensemble generation).
Figure 3.1: Forcing data for the highest sub-basin in the Jollie Catchment (see
also Figure 3.2, p. 13).
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3.2 Snow covered area
The fractional snow covered area dataset used in this study is derived from the
Moderate Resolution Imaging Spectroradiometer (MODIS) available on two satel-
lites, Terra and Aqua. The Terra satellite was launched in December 1999 and
Aqua in May 2002 (e.g. Salomonson & Appel 2004) and their primary purpose
was to enable regional to global study of both the atmosphere and the Earth’s
surface on daily basis (Hall et al. 1995). Although MODIS offers fractional snow
maps at 500m resolution as a standard product (e.g. Hall & Riggs 2007), they
are not utilized in this study. Instead, a 250m resolution fractional snow maps
tuned specifically to the study region, were used. These maps were produced by
Pascal J. Sirguey at the University of Otago, New Zealand, and cover an area of
18,000km2, including the study site (see Figure 3.2).
The data used to produce the fractional snow maps were MODIS-Terra Level
1B swath data products: geolocations at 1km resolution (MOD03) and calibrated
radiances at resolution 1km (MOD021KM), 500m (MOD02HKM), and 250m (MOD02QKM)
(Sirguey 2008). Two 250m resolution spectral bands and five 500m resolution
spectral bands were used for the snow cover detection (see Table 3.1). The nor-
malized difference snow index (NDSI) is often used to discriminate snow by tak-
ing advantage of the contrast between the reflectance of snow in the visible re-
gion (high reflectance) and the infrared region (low reflectance) of the spectrum.
MODIS algorithms use bands b4 and b6, representing high and low reflectance of
snow respectively, e.g.
NDSI =
b4−b6
b4+b6
(3.2)
after Salomonson & Appel (2004), to calculate the snow index which only gives
the snow cover maps at 500m resolution.
To improve the resolution to 250m, Sirguey et al. (2008) used wavelet-based
multiresolution analysis to fuse high spatial content of bands b1 into bands b3 and
b4 and high spatial content of band b2 into bands b5, b6, and b7 (see Table 3.1).
With bands b3 to b7 transformed to 250m resolution, a snow fractional maps
were produced in a postprocessing procedure, which involved topographic and at-
mospheric correction as well as spectral unmixing technique (Sirguey et al. 2008).
Topographic correction was achieved by adapting a model developed by Richter
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Figure 3.2: Model and data grid cells in the Jollie catchment. Delineation of sub-
basins is described in Snelder & Biggs (2002). The gray rectangle on the inset
map represents the area covered by the snow fraction maps.
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Table 3.1: MODIS bands used for snow detection.
Band number Spectral band [nm] Resolution [m]
b1 620–670 250
b2 841–876 250
b3 459–479 500
b4 545–565 500
b5 1230–1250 500
b6 1628–1672 500
b7 2105–2155 500
(1998). This correction accounts for effects such as elevation, shadows, terrain-
reflected radiation, and illumination angles, which all can contribute considerably
to misinterpretation of the data in a rugged and snowy environment. Clouds can
also be a significant source of errors in the data, as misclassification is frequent
between snow and clouds (e.g. Hall et al. 1995). A MODIS water vapour product
algorithm was used for cloud detection along with reflective and emissive bands
at 1km resolution. This algorithm was adopted by adjustng thresholds and tests
to minimize snow/cloud misclassification in the region. An adequate atmospheric
correction model is necessary to account for processes such as absorption (e.g.
by ozone), emmision (i.e. by atmospheric constituents) and scattering (e.g. by
aerosols) in the atmosphere. These processes modify the detected remotely sensed
signal and must be accounted for to reduce the errors in the data. An atmospheric
correction model developed by Bird & Riordan (1986) was applied and neces-
sary estimates of ozone were taken from the Total Ozone Mapping Spectrometer
zonal monthly average and aerosol optical depth was estimated through visibility
measurements at Mount Cook airport (Sirguey et al. 2008).
After the topographic and atmospheric corrections, a spectral unmixing tech-
nique was applied to estimate the fractional snow covered area within each pixel
(Sirguey et al. 2008). A constrained linear unmixing method was adopted from
Keshava (2003) and used eight endmembers with known spectral signatures, ob-
tained frommeasurements in the field or from corrected MODIS images (Table 3.2)
The application of this technique then gives estimates of the proportion of each
15
Table 3.2: Selected endmembers for the constrained spectral unmixing technique.
Endmember
1 Ice
2 Rock, bright
3 Rock, dark
4 Snow, class 1
5 Snow, class 2
6 Snow, class 3
7 Vegetation, bright
8 Vegetation, dark
endmember in a pixel by decomposing the collection of observed spectra within
the pixel (Keshava 2003).
Validation of these fractional snow maps has been done by comparing them
with snow maps derived from ASTER 15m resolution data. This comparison
showed good results with the mean absolute error less than 0.1 (Sirguey et al.
2008). For comparison, the mean absolute error of fractional snow cover within
the MODIS 500m resolution pixel is estimated to be less than 0.1 for the entire
range of snow fraction from 0.1–1.0 (Salomonson & Appel 2004). The errors are
therefore similar in these two snow maps, but the higher resolution of the snow
maps used in this study is a great advantage. It has, however, been acknowledged
that the accuracy of any snow map is difficult to estimate by inter-comparison
because it is not know which snow map is the truth or closest to the truth (Hall
et al. 2002).
For this study, the error associated with the fractional snow covered area in-
formation is estimated to be 0.1 for a cloud free pixel and increase linearly with
increasing cloud cover up to 1.0 for totally cloud covered pixel as for such pixels,
the information about snow cover is not known.
As the fractional snow cover is given for each pixel at resolution 250m, it
needs to be aggregated onto the larger model grid cells (see Figure 3.2, p. 13). It
is done by taking a weighted sum of all pixels within each model grid cell, where
the weight of each pixel is equal to the fractional area it occupies within a model
grid cell.
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3.3 Ancillary data
A different source of data that describes the topology of the Jollie catchment
and other necessary attributes are also required by the model (see Table 3.3).
These data are mostly derived form the River Environment Classification database
(REC) (Snelder & Biggs 2002), which stores spatial pattern information in river
ecosystems by applying a controlling factor approach based on fluvial processes
(Snelder & Biggs 2002). The REC database derives the watersheds and river net-
work informatin from a three dimensional digital elevation map (DEM) (Barringer
et al. 2002) with minimum area threshold of 0.02km2, which garantees congru-
ence with the 1 :50,000 topographic map of New Zealand.
The sub-basins (i.e. the model grid cells) derived from the REC database can be
seen seen on Figure 3.2 (p. 13), which covers the Jollie catchment. The catchment
is split up into 297 sub-basins, with mean area of about 0.5km2. The highest sub-
basin is 0.7km2 with mean elevation 2038ma.s.l. while the outlet subbasin is
2.0km2 with mean elevation 588ma.s.l..
Table 3.3: Spatial parameters derived from ancillary data.
Parameter Unit Description Data source
Atmospheric
lapse rate
K/m Assumed uniform with value
0.0065K/m
—
Elevation ma.s.l. Mean elevation for each sub-basin REC
Area m2 Area occupied by each sub-basin REC
Location lat/lon Location of the centre of each sub-
basin
REC
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4 Model
The model used in this study is TopNet (Clark et al. 2008, Bandaragoda et al.
2004), a model that is being developed by NIWA (National Institute of Water and
Atmospheric Research) and is currently used as the hydrological component of a
nationwide flood forecasting system for New Zealand (Clark et al. 2007). This
is a distributed hydrological model and contains two fundamental components:
a water balance model and a network routing model (Clark et al. 2008). The
water balance model simulates water fluxes and storages for each sub-basin (i.e.
each model grid cell) within the model boundary. Water storages are divided into
five components: canopy storage, snowpack storage, soil (i.e. root zone) storage,
aquifer storage and overland flow storage. The network routing model uses one
dimensional Lagrangian kinematic wave routing scheme to transmit runoff from
each sub-basin into and through the river network. In this scheme the runoff is
propagated through the river network as particles that eventually leave the model
boundary through the outlet sub-basin (Clark et al. 2008).
In this study, only the snow storage component of the TopNet model will be
used, configured as a temperature index snow model. It is run on hourly timesteps
and requires precipitation and temperature as forcing data (i.e. input data) (see
Chapter 3.1). In the following sections the data selection and ensemble generation
will be briefly described followed by an overview of the snow model.
4.1 Data selection and ensemble generation
As described earlier (Chapter 3.1, p. 9) the input data is given on a 0.05◦ lati-
tude/longitude grid. A point on this grid that is closest to the centre of a given
sub-basin is selected as an input data point for that sub-basin. The selected input
data values from the precipitation grid are used unchanged while the temperature
values are corrected because of general difference in elevation between the centre
of the sub-basins and the selected grid points. In this correction, a constant lapse
rate (0.0065K/m see Table 3.3, p. 16) is assumed.
When an ensemble of model trajectories is needed the precipitation is per-
turbed for all except the first ensemble member, which serves as a control en-
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semble member. As discussed in more detail in Chapter 5, this gives an estimate
of the model output error that is necessary in the assimilation process. The pre-
cipitation perturbation is achieved by applying a geostatistical method (Clark &
Slater 2006), which involves creating a spatially correlated random field at the data
grid points. This method preserves the space-time correlation within the original
dataset (Clark et al. 2006) and is applied before the dataset is disaggregated to
hourly time steps.
4.2 Snow model
The framework for the snow model can be described by a state equation for snow
water equivalent (SWE [kg/m2]) as
dSWE
dt
= as−ms− ss, (4.1a)
as =
0, if T ≥ Taccm,p, if T < Taccm, (4.1b)
ms =
M f (T −Tmelt), if T ≥ Tmelt ,0, if T < Tmelt or SWE = 0, (4.1c)
ss = 0, (4.1d)
where as is the rate of accumulation ([kg/m2s]),ms is the snowmelt rate ([kg/m2s]),
ss is the rate of sublimation ([kg/m2s]), p is the precipitation rate ([kg/m2s]), T
is air temperature ([K]), Taccm is the temperature threshold to distinguish between
rain and snow ([K]),M f is the melt factor ([kg/m2sK]) and Tmelt is the temperature
threshold for snowmelt ([K]). Sublimation is included for completeness above but
is not simulated in the configuration of the model used in this study, and is thus
set to zero in (4.1d) above. Both the precipitation, p, and temperature, T , enter
(4.1) as input data and M f , Taccm and Tmelt are model parameters.
While (4.1) is in itself a complete snow model, three main enhancements are
introduced below involving precipitation under-catch, prescribed log-normal dis-
tribution of SWE and dependence of the melt factor on season, snow albedo, and
rain on snow events.
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Table 4.1: Snow model parameters.
Parameter Value Unit Description
Taccm 274.16 K Temperature threshold for snow accumulation
Tmelt 274.16 K Temperature threshold for snow melt
CV 1.0 − Coefficient of variation in the distribution of
snow water equivalent (SWE)
φ 1.0 − Correction for under-catch of precipitation (cor-
rection turned off)
r 864,000 s Time scale for the reduction in snow albedo
(10days)
M f 2/86,400 kg/m2 sK Mean melt factor
Mseasf 2/86,400 kg/m
2 sK Seasonal amplitude of the melt factor
Maf 3/86,400 kg/m
2 sK Reduction in melt factor immediately after fresh
snowfall
Mrosf 2/86,400 kg/m
2 sK Addition to melt factor for rain-on-snow events
Underestimation in precipitation measurements due to wind undercatch during
snow events can often hinder snow model performance (e.g. Fassnacht 2007). The
true (i.e. unbiased) precipitation, A, is therefore obtained by adding the estimated
undercatch to the measured precipitation. This can be done by by multiplying the
precipitation with a dimensionless correction parameter, φ , according to
A =
0, if T ≥ Taccm,pφ , if T < Taccm. (4.2)
As can be seen in Table 4.1 this correction parameter is set to one in this study,
thus disabling the bias correction.
The estimation of the melt factor M f in (4.1c) can be improved by accounting
for temporal changes in melt energy that are not related to the temperature. This
can be expressed by
M f = max
(
M f +δM
seas
f +δM
a
f +δM
ros
f , 0
)
, (4.3a)
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where M f is the mean melt factor, δMseasf is the change in the melt factor associ-
ated with seasonal variability in melt enrgy, δMaf is the reduction in melt energy
due to higher snow albedo immediately after snowfall, and δMrosf is the additional
melt energy available during rain on snow events. The max function is necessary
to ensure non-negative melt factor.
The seasonal variability can be parameterized as a sine curve
Si =

− sin
(
d2pi
366
+0.551pi
)
, for the northern hemisphere (i.e. latitude > 0),
sin
(
d2pi
366
+0.551pi
)
, for the southern hemisphere (i.e. latitude < 0),
(4.3b)
where Si is the solar index, d is the number of days since 1 January of the current
year, and the phase shift, 0.551pi , is used to adjust the sine curve to the seasons
so the melt factor is lowest in the southern hemisphere on 21 June and on 21 De-
cember in the northern hemisphere. This sine curve parameterization, expressed
with the solar index Si, can now be used to compute the seasonal changes in melt
energy, δMseasf , according to
δMseasf = M
seas
f Si, (4.3c)
whereMseasf is the seasonal amplitude of the melt factor (see Table 4.1).
As new fallen snow has higher albedo than older snow (e.g. Flanner & Zender
2006), the amount of melt energy available is reduced immediately after snowfall
event. This can be parameterized as
δMaf =−Maf exp
(
−dsnow
r
)
, (4.3d)
were dsnow ([s]) is the time since fresh snowfall, r ([s]) is the timescale for the
decrease in snow albedo, and Maf is the reduction in melt factor associated with
the shift in snow albedo immediately after snowfall.
An increase in the melt factor due to a rain on snow event can be parameterized
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in a simple way by
δMrosf =
0, if pφ −as = 0,Mrosf , if pφ −as > 0, (4.3e)
whereMrosf is the additional melt energy during rain on snow events, pφ is the un-
biased precipitation (see Equation (4.2)), and as is the rate of snow accumulation
(see Equation (4.1b)).
The snowwater equivalent distribution can have important effects on the snowmelt,
as areas under thin snow are exposed earlier than areas with a thick snow layer
that can contribute melt late into the summer. In this model, the variability in
snow water equivalent is prescribed by a two parameter log-normal distribution
(Liston 2004) given by
f (D) =
1
Dζ
√
2pi
exp
(
−1
2
(
ln(D)−λ
ζ
)2)
, (4.4a)
with
λ = ln(µ)− 1
2
ζ 2, (4.4b)
and
ζ 2 = ln
(
1+CV 2
)
. (4.4c)
Here, D ([kg/m2]) is snow water equivalent, and the two distribution parameters,
λ and ζ , in (4.4a) are related to the mean, µ , and the coefficient of variation, CV ,
according to (4.4b) and (4.4c). The coefficient of variation, CV which is equal to
the ratio of the standard deviation to the mean, is given as a model parameter and
assumed uniform over all the sub-basins (see Table 4.1).
When this distribution of snow water equivalent (SWE) is implemented it is
convenient to assume that the distribution of SWE is entirely due to snow accu-
mulation processes and that the melt is uniform over a sub-basin (Liston 2004).
This is done by keeping track of two state variables: the total snow accumulation,
µ which represents the mean in (4.4a) when no melt has occurred, and the total
snow melt over a season, Dm (see Figure 4.1, p. 22; and Table 4.2, p. 23). The
snow covered area (SCA) and snow water equivalent (SWE) can then be computed
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by integrating over the probability distribution from Dm according to
SCA =
∫ ∞
Dm
f (D)dD, (4.4d)
and
SWE =
∫ ∞
Dm
(D−Dm) f (D)dD. (4.4e)
At the time when the accumulated snowmelt, Dm, results in total meltout (within
some tolerance) both the total accumulation and melt state variables are reset to
zero (e.g. March on Figure 4.1 for some ensemble members). In the next snowfall
event, the total accumulation state variable starts increasing again, and will not be
reset to zero unless total meltout occurs.
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(a) Total snow accumulation state variable, µ , and snow accumulation per timestep for the control
run (on the upper axis).
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(b) Total snow melt state variable, Dm, and snow melt per timestep for the control run (on upper
axis).
Figure 4.1: Total snow accumulation, µ , and melt, Dm, state variables for the
highest sub-basin (see Figure 3.2, p. 13). The model ensemble, resulting from
the perturbed precipitation input data, is shown as gray lines and the control run
is shown as black thick line.
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Table 4.2: Snow model states.
State Unit Description
SWE kg/m2 Mean basin snow water equivalent
SCA − Fractional snow covered area
µ kg/m2 Total mass in the accumulation array
Dm kg/m2 Total mass in the melt array
dnew s Time since fresh snowfall
When new snowfall interrupts melt (i.e. snowfall occurs when the total snow
melt state variable, Dm, is positive), as is not uncommon, the water content in the
newfallen snow is used to decrease the total snow melt state variable, Dm, instead
of adding it to the total snow accumulation state variable, µ . This can clearly be
seen in Figure 4.1 above, where snowfall events cause the total snow melt state
variable to shift to lower values. If more water content is in the newfallen snow
than is present in the total melt state variable, the melt state variable is reduced to
zero and the rest is added to the total accumulation state variable. This approach,
to reduce the melt state variable, resembles the ablation period more realistically
than adding all the snowfall to the total accumulation state variable (Liston 2004).
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5 Assimilation
5.1 Background
Observations and models are integral parts of describing and researching natural
phenomena. Observations give direct information about the state of some mea-
surable quantities at certain points or subspaces in the universal four dimensional
timespace. When these observations are stored and made available for potential
users they become a valuable resource of information, which can be utilized in
many different ways to gain a deeper understanding of the natural laws and pro-
cesses involved.
For a given physical boundary within which some natural processes are being
investigated, these observations can serve as a boundary conditions. By collect-
ing all knowledge about relevant physical attributes of the substances within this
boundary and the governing processes involved, a model can be constructed. This
model can then be used to simulate processes and fluxes within and across this
boundary, driven by the observed boundary conditions.
Within the model system, a terminology frequently adopted in hydrologic
applications, is to distinguish input-, state-, and output-variables (McLaughlin
2002). Input variables is a term used for observations that are used to drive or force
the system, state variables provide a full description of the system behaviour, and
output variables are observable physical quantities and are functions of the state
variables.
At least two different approaches are available for observations to be used
in a model. Firstly, they can be used as input variables and therefore used to
force the model, such as temperature and precipitation in land surface models.
Secondly, the observations can be merged with the model in an updating scheme
where the model states are updated based on the deviations of the model output
variables from the observations (e.g. Reichle 2008). This latter approach, to merge
the observations with the model output, is called data assimilation. An example
of observations that have been successfully used in data assimilation into land
surface models are various remotely sensed information, such as soil moisture or
snow covered area (e.g. Udnæs et al. 2007, Kumar et al. 2008, Clark et al. 2006,
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Kolberg & Gottschalk 2006, Moradkhani et al. 2005a, Dunne & Entekhabi 2005,
Reichle et al. 2002).
The success of data assimilation is largely dependent on accurate estimates of
all sources of errors involved (Reichle 2008, Liu & Gupta 2007). This is true,
both for errors associated with the observations being assimilated as well as errors
associated with the model.
The errors associated with the observations consist of instrument errors, rep-
resentativeness errors, and transformation errors (Liu & Gupta 2007, Tsuyuki &
Miyoshi 2007). The instrument errors are dependent on the instrumentation used
while the representativeness errors stem from scaling issues, e.g. through a change
of scale resulting from interpolation, extrapolation, aggregation or disaggregation
(e.g. Blöschl 1999). The transformation errors are associated with the transfor-
mation between the observation space and the state space in the cases where the
model states are not directly observable and only related to the observations in a
functional form.
At least three main sources of model errors have been acknowledged in the
literature (e.g. Turner et al. 2008, Liu & Gupta 2007, Vrugt et al. 2005): structural
errors, parameter errors, and data errors. Structural errors result from errors in the
conceptual structure of the model, including errors associated with the definition
of the system boundary, errors resulting from the mathematical implementation of
the conceptual model, and errors in the conceptual model due to missing compo-
nents or inappropriate assumptions. Parameter errors result from errors in parame-
ter values in the model. Parameters are necessary to use in equation-based models
(Liu & Gupta 2007) and they often represent spatially and temporally heteroge-
neous properties of the real system and are often not easily measurable. Thus,
parameters are often estimated through model calibration or by prior knowledge.
Data errors include errors in the initial conditions of the model and errors in the
forcing (i.e. input) data, which result from instrumentation and representativeness
(i.e. scaling) errors.
These three model error components contribute to an uncertainty in the model
states and outputs and are therefore important to take into account when uncer-
tainty in the model states or outputs is estimated. However, little is known about
model errors (Ehrendorfer 2007, Liu & Gupta 2007), particularity structural er-
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rors, which often have far more impact on hydrologic model states and outputs
than both parameter and data errors (e.g. Abramowitz et al. 2006). Accurate
estimation of model uncertainty can therefore often be problematic, especially
for hydrologic models, which have been described as still being far from perfect
(Moradkhani et al. 2005b). It has also been pointed out by Liu & Gupta (2007)
that structural and parameter errors are often simply ignored in hydrologic data
assimilation schemes.
As the state variables described in the model equations are never perfectly
known and usually vary at scales smaller than model grid sizes, it is natural to
treat them as random (i.e. stochastic) variables (e.g. McLaughlin 2002). To show
how that can be done, following the formalism of Lewis et al. (2006), the model
is represented by a mapping M: Rn → Rn describing the evolution of the model
states in discrete time steps. If the vector x′k ∈ Rn represents the model states at
time k and m0 ∈ Rn represents an initial condition, then the model is given by
x′k = M(x
′
k−1), for k ≥ 1 with x′0 = m0. The purpose of this model is to imitate
nature, in which the true state xk ∈ Rn evolves similarly according to
xk =M(xk−1)+wk, x0 =m0+ e0, (5.1)
which differs only from the model through the random vectors wk,e0 ∈ Rn.
Equation (5.1) describes in general a non-linear stochastic dynamical system,
where M(·) is considered to be a non-linear mapping and xk is the true random
state vector with the randomness entering through the noise vectors wk and e0. As
the mappingM(·) stands for the solution of all the equations used to describe cer-
tain natural processes within the boundary of the model, the noise vector wk must
include errors stemming from all the different sources of model errors discussed
above.
Parallel to the model, an observation system exists that produces observations
at time l, represented by the vector zl ∈Rm, which is related to the true state vector
xl ∈ Rn through
zl = h(xl)+vl. (5.2)
Here, h: Rm → Rn is in general a non-linear mapping and vl ∈ Rm is a random
noise vector representing the uncertainty associated with all sources of observa-
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tion errors discussed above. Thus, the observation vector zl is a random vector
where the randomness enters through the noise vector vl . As the components in
the state vectors are not always directly observable, this mapping is necessary to
allow for a direct comparison between model states and observations.
In the notation introduced above, an assimilation problem consists of finding
an optimal estimate x̂k of xk at a time k, given a set of observations Fl = {zi | 1≤
i≤ l} at a time l. In this formulation, time is considered to be a discrete variable
and xk ∈Rn and zl ∈Rm are considered to be continuous space variables where n
is the number of model states andm is the number of observed physical quantities.
Three basic estimation problems exist: smoothing when k< l, filtering if k= l,
and prediction when k> l. Smoothing uses all observations for some time interval
to find an optimal estimate x̂k of a state xk within this interval, while filtering only
uses observations prior to and up to the time when the optimal estimate is found.
Prediction only uses prior observations to find estimates of future states. The
terms off-line and on-line assimilation are often used, reflecting this difference
between smoothing (i.e. k < l), and filtering or prediction (i.e. k≥ l) respectively.
As the variables in equations (5.1) and (5.2) are random vectors, their full
description is given by their associated probability distributions. The assimilation
problem of finding an optimal estimate is therefore equivalent to updating the
probability distribution of the state vector, given a new observation. This updating
scheme can be achieved through the Bayesian probability theory, where the prior
belief, p(xk), and additional information given by a new observation, p(zk |xk),
are combined to give an updated probability distribution of the state vector, given
the new observation, according to
p(x̂k)≡ p(xk |zk) ∝ p(xk)p(zk |xk). (5.3)
A general framework for the temporal evolution of the probability distributions as-
sociated with the random variables in (5.1) is given by the so called Kolmogorov’s
equation (also called the Fokker-Planck equation, not stated here) and together
with the Bayesian updating formula, constitute the basis of a general non-linear
filtering for stochastic systems (Miller 2007, Evensen 1994). Kolmogorov’s equa-
tion is usually difficult to integrate except for special cases (McLaughlin 2002),
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and the assimilation methods used in practice today therefore rely on various ap-
proximations and a number of assumptions ideally based on physical insights
(Reichle 2008). The scientific difficulty of data assimilation is therefore to find al-
gorithms that balance the competing requirements of being sufficiently simplified
to be computationally affordable, while retaining some of the essential character-
istics of the original theory (Mathieu & O’Neill 2008).
The most commonly used data assimilation methods in hydrology today, are
Kalman filtering, particle filtering, and variational data assimilation (Liu & Gupta
2007).
The Kalman filter (KF) is a closed form solution of Kolmogorov’s equation,
discussed above, in the case when all the random vectors in (5.1) and (5.2), have
associated normal (i.e. Gaussian) probability distributions and the model equa-
tions are linear. In the Kalman framework the observation and state covariance
matrices are used to find an optimal estimate (i.e. an update) of the model states.
The updated states are, in a sense, computed as a weighted average of the obser-
vation and the model representation of the observation (i.e. model output) where
the weights are adjusted through the requirements of minimum squared error and
minimum variance in the optimal estimate. Thus for an accurate model, an obser-
vation will be given much less weight than for an inaccurate model using the same
observation. Another feature, unique to Kalman filters, is the temporal evolution
of the state covariance matrix, which makes it possible to account for temporal
changes in the state covariance matrix as it evolves through the model equations.
As hydrologic models are often highly non-linear the basic form of the Kalman
filter is rarely used. Therefore, more practical Kalman filters have been derived,
such as the extended Kalman filter, the ensemble Kalman filter, and square root
Kalman filters.
The extended Kalman filter (EKF) uses the first order linear approximation of
the model equations to apply the basic Kalman filter framework. The extended
Kalman filter approach is known to be both computationally intensive and often
lacks stability for highly non-linear models (e.g. Miller et al. 1994). As an al-
ternative to the extended Kalman filter, Evensen (1994) introduced the ensemble
Kalman filter (EnKF). The ensemble Kalman filter approach utilizes aMonte Carlo
framework, which lowers the dimensionality of the problem and saves computa-
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tional time as well as allowing full non-linearities of the model equations. Square
root Kalman filters (SRF) express the model state and error covariance matrices
as a product of square root matrices. The basic idea of square root filters is to
provide a numerically stable implementation of the Kalman filter and enable a
reduced rank factorization, which saves computational time.
Particle filtering (PF) is a sequential Monte Carlo procedure, based both on
independent random samples, called particles, from the probability distributions
of the state variables and a set of weights associated with each particle (e.g.
Moradkhani et al. 2005a). In essence, this is equivalent to approximating the
true continuous probability distribution with a discrete probability distribution
where the mass of each member (i.e. each particle) of the sample space is ad-
justed through the weights. Instead of updating the model states in the presence
of a new observation, as in Kalman filtering, the weights are updated in particle
filtering according to a Bayesian updating scheme. This approach relaxes the re-
strictive requirement of the probability distributions to be Gaussian (i.e. normal)
as in Kalman filtering, and also allows for their propagation through non-linear
model equations (Liu & Gupta 2007). Particle filtering is therefore applicable
to both linear and non-linear models with Gaussian or non-Gaussian probability
distributions.
A common problem with particle filters is the so-called degeneracy problem,
where the weights of the particles degenerate over time, resulting in only one par-
ticle having all the weight after a few time steps (e.g. Moradkhani et al. 2005a,
Wikle & Berliner 2007). This weight degeneracy is associated with high dimen-
sionality of either the model states or the observations (Wikle & Berliner 2007)
and can been reduced by applying resampling methods (e.g. Moradkhani et al.
2005a). Although the particle filter has been suggested as an alternative to the
least square formulation Kalman filters by Ehrendorfer (2007) for highly non-
linear models, Wikle & Berliner (2007) conclude that the ensemble Kalman fil-
ter is arguably a more practical choice for high dimensionality data assimilation
problems found in meteorology and oceanography. For hydrologic data assim-
ilation applications, results from Moradkhani et al. (2005a) have demonstrated
the usefulness of particle filters in estimating both model parameters and states in
hydrologic models.
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Variational data assimilation (VDA) methods are in principle based on the
Bayesian probability theory and seek to find an optimal estimate that maximizes
the updated probability distribution of the model states. Estimates obtained in
this way are frequently called maximum a posteriori estimates or conditional
mode estimates and can be obtained by minimizing a so-called cost function (or
objective function) that is introduced for the sake of convenience (Tsuyuki &
Miyoshi 2007). The cost function is minimized by applying iterative methods
such as the quasi-Newton method or the conjugate gradient method (Tsuyuki &
Miyoshi 2007), in which an initial guess is iteratively updated until a conver-
gence condition is met. At each iteration, these methods need the gradient of the
cost function, which can be efficiently calculated by applying the adjoint method.
The adjoint method needs the adjoint of the model, of which construction can
both be a time consuming and an error prone process (Tsuyuki & Miyoshi 2007)
and is one of the major obstacles of implementing variational data assimilation
(Ehrendorfer 2007). The adjoint method also assumes that the model equations
are differentiable with respect to the model states, an assumption often violated
in highly non-linear models. Variational data assimilation methods are neverthe-
less more computationally efficient for complex and high-dimensional processes,
compared to other data assimilation methods such as Kalman filters and extended
Kalman filters (Liu & Gupta 2007, Wikle & Berliner 2007).
Variational data assimilation methods include variants such as one dimen-
sional (1D-Var), three-dimensional (3D-Var), or four-dimensional (4D-Var), de-
pending on the spatial and temporal dimensions of the state variables (e.g. Reichle
2008, Liu & Gupta 2007). Different from the Kalman filtering and particle filter-
ing, the 4D-Var variational data assimilation method operates over a given time
interval (i.e. time window or assimilation window) which contains a number of
observations that are assimilated simultaneously. The value of the initial state
within the assimilation window is then updated by minimizing the cost function
and consequently, the values of other states within this time interval can be ob-
tained by integrating the model equations forward in time using the updated initial
state. The 4D-Var method is therefore a smoother, although it can be used for fil-
tering problems by defining a new smoothing interval at each observational time
(e.g. McLaughlin 2002, Reichle 2008, Liu & Gupta 2007).
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While both the 1D-Var and 3D-Var methods use a constant state covariance
matrix, the 4D-Var evolves the covariance matrix implicitly within the assimila-
tion window and is therefore generally more accurate compared to the 1D-Var
and 3D-Var methods (Tsuyuki & Miyoshi 2007). The evolution of the covariance
matrix is reset for each new assimilation window and the evolution is called im-
plicit because the covariance matrix is never explicitly calculated in the 4D-Var
method (e.g. Reichle 2008). To account for model errors explicitly in the 4D-Var
method, the model equations must be used as weak constraints in the cost func-
tion, although it increases the variables to be estimated considerably compared to
the strong constraint (Tsuyuki & Miyoshi 2007).
Variational methods rely on linearized state and observational models and al-
low for non-Gaussian probability distributions, although for such cases the cost
function may have multiple local minimum solutions (i.e. modes), so more than
one solution might be necessary to give sufficient description of the updated prob-
ability distribution to find an optimal estimate (Wikle & Berliner 2007). Although
the covariance of the optimal estimate can theoretically be obtained from the Hes-
sian of the cost function (e.g. Lewis et al. 2006), it is not provided in variational
algorithms (Tsuyuki & Miyoshi 2007) making it generally difficult to provide un-
certainty measures for the state estimates for variational data assimilation methods
(Wikle & Berliner 2007).
In the remainder of this chapter, the assimilation methods used in this study are
described. As before the notation of Lewis et al. (2006) is followed. The classical
linear Kalman filter is first introduced followed by a discussion about the square
root algorithms. At last the ensemble Kalman square root filter is described.
5.2 Linear Kalman filter
As mentioned earlier, when the stochastic dynamical systems given in equations
(5.1) and (5.2) are assumed to be linear and Gaussian, a closed form solution of
the updating process (i.e. assimilation process) can be obtained. This solution
is referred to as the Kalman filter. In its standard form, additional constraints
are imposed on the random errors associated with the model and the observation
system. These errors (i.e. wk and vk in (5.1) and (5.2)) are assumed to be tempo-
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rally uncorrelated and unbiased (i.e. white noise), and there is assumed to be no
inter-correlation between the model error, the observation error and the error in
the initial state (i.e. e0 in (5.1)).
The requirement of the errors to be described as white noise is a convenient
approximation in cases where the time scales of interest in the assimilation prob-
lem are many orders of magnitude larger than the random processes involved
(Miller 2007). It has also be recognized that proper treatment of bias, both in
the observations and the model, is critically important to the success of a data
assimilation systems (e.g. Reichle 2008, Moradkhani et al. 2005b). If bias is not
treated, the estimates produced in the assimilation process will not be the desired
best estimates. It can however be a difficult task to eliminate bias from the problem
both because observation bias is often hard to estimate, especially from remotely
sensed observations, and because hydrologic models are never perfect and their
bias can vary both spatially and temporally (Reichle 2008). The assumption of no
autocorrelation can also be violated. Snow storage is for example a cumulative
quantity with months of autocorrelation time (Slater & Clark 2006), and related
model state variables could therefore show high autocorrelation within the simu-
lated interval.
Methods have been developed to account for both the bias and the autocor-
relation in Kalman filters. For example Slater & Clark (2006) alleviated the au-
tocorrelation problem by reducing the update of model state proportional to its
correlation with the previous state vector. The autocorrelation problem can also
be accounted for by augmentation of the state vector (Reichle et al. 2002), al-
though this increases the dimensionality of the problem. Bias, both in the model
and the observations, can similarly be treated within the Kalman filter framework
by methods such as augmenting the state vector and the observation vector (e.g.
Lewis et al. 2006, Drécourt et al. 2006). Some recent application of Kalman filters
have included model parameter updates in the assimilation scheme in order to di-
minish the effects of model bias (Liu & Gupta 2007, Vrugt et al. 2005), a method
which accounts for different model error sources more realistically.
In this study however, no attempt is made to account for model bias, and a
Kalman framework will be used where the most stringent assumption about the
errors, given above, hold. The linear Kalman filter equations will now be intro-
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duced under these assumptions.
The assimilating problem can be stated by considering a state xk at time k
evolving according to the linear model equations, and a set of observations F =
{z j | 1 ≤ j ≤ k}. The goal is then to find an optimal estimate x̂k of xk by assim-
ilating the observation zk. There are two steps to consider in the Kalman filter,
the forecast step and the data assimilation step (also called the analysis step). In
the forecast step a prior optimal estimate x̂k−1 at time k− 1 is advanced forward
in time to obtain the forecast x fk at time k. This forecast is then updated to an
optimal estimate x̂k by assimilating the observation zk. The initial optimal esti-
mate is taken to be x0 in (5.1) (i.e. x̂0 ≡ x0) and at each time k, the model error
covariance matrix, Qk, and the observation error covariance, Rk, are assumed to
be known. When the model equations and the measurement system are linear, the
mappings in equations (5.1) and (5.2) can be replaced by their associated matrices
Mk ∈ Rn×n and Hk ∈ Rm×n, at time k.
To express the assimilation process sequentially, it is assumed that a prior
optimal estimate x̂k−1 and associated covariance P̂k−1 are available at time k−1.
The forecast step is then given by
x
f
k =Mk−1x̂k−1 (5.4)
and the forecast error covariance is given by
P
f
k =Mk−1P̂k−1M
T
k−1+Qk. (5.5)
Here, T denotes the transpose operator. The analysis step includes updating the
state vector and the error covariance according to
x̂k = x
f
k +Kk(zk−Hkx fk ) (5.6)
and
P̂k = (I−KkHk)P fk (5.7)
respectively. The matrixKk ∈Rn×m is called the Kalman gain matrix and is given
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by
Kk = P
f
kH
T
k [HkP
f
kH
T
k +Rk]
−1. (5.8)
The Kalman filter therefore consists of five equations: two forecast equations (5.4)
and (5.5), two analysis equations (5.6) and (5.7), and the Kalman gain (5.8).
The estimate x̂k given in (5.6) is an unbiased minimum variance estimate only
if all the assumptions stated above hold. If any of the assumptions do not hold, the
filter will be sub-optimal and will not give the best estimate. One of the advantages
of Kalman filters is the fact that the error covariance matrix P̂k of the optimal es-
timate is independent of the observations zk. As can be seen from (5.7) and (5.8),
P̂k is dependent only on the known observation error covariance matrix Rk, the
measurement system throughHk, and the model through the forecast error covari-
ance P fk . It is therefore possible to design a measurement system and analyse how
the covariance matrix P̂k evolves with time before taking any measurements. This
feature, and the fact that the error covariance matrix can be evolved with time,
is unique to Kalman filters. It is however, computationally expensive to evolve
the error covariance matrix according to (5.5) and (5.7) and for large state spaces,
lack of information about error structures hinders the construction of meaningful
error covariance matrices (Reichle 2008).
When the states are updated with Kalman filters, fundamental principles such
as conservation of mass, momentum, and energy are violated within the model
boundary (Liu & Gupta 2007). This is on the other hand, an indirect way to make
corrections to an imperfect model and the advantage of including multiple states
in the updating step has been pointed out by Slater & Clark (2006). If only a small
portion of the model states is included, it is not synchronised with other parts of
the model so the model has to rebalance, which could be avoided by including
more states in the updating step. Disadvantages on the other hand are increased
dimensionality of the assimilation as well as extended need to ensure that cross
covariance of model states are within physical boundaries.
In (5.6) the term (zk−Hkx fk ) is called the innovation or the residual, which
is the difference between the real observation zk and the model counterpart of the
observation Hkx
f
k . If all the assumptions given above hold, the innovation term
exhibits certain statistical properties that can be used to assess the ability of the
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model to explain the measurements (Reichle 2008). This is done by comparing
theoretical values of the mean and covariance of the innovation to real values
obtained in the assimilation process.
The analysis step in (5.6) is a linear combination of the model forecast and
the observation. The Kalman gain describes how the innovations are transformed
into state space and weights their contribution in updating the states (Drécourt
et al. 2006). For example if an observation is much more accurate than the model,
i.e. P fk ≫ Rk, then the gain is close to one and optimal estimate is close to the
observation. When the model is much more accurate, the optimal estimate is
similarly close to the model forecast because the gain will be close to zero. It is
also possible that low correlation between model states and observations (i.e. low
P
f
kH
T
k ) results in a small Kalman gain, which underpins the need to use appropriate
observations for efficient data assimilation (Liu & Gupta 2007).
5.3 Square root algorithm
The square root algorithm builds on the fact that symmetric positive definite ma-
trices can be factorized into the product of their associated square root matrices.
The fact that square root matrix is non-unique results in many different useful
square root filters (Tippett et al. 2003). The use of square root algorithms leads
to a numerically stable implementations of the Kalman filter, reducing the effects
of round-off errors in computations. Square root algorithms also enable a reduced
rank factorization, where the matrix can be approximated by lower rank matrix
that only shares the largest eigenvalues, thus reducing the dimensionality of the
assimilation problem and saving computational time.
When the square root algorithm is applied to the Kalman filter, the goal is
to express the symmetric positive definite error covariance matrices as a product
of their square root counterparts. The Kalman filter equations are thus expressed
with the square root matrices instead of the full error covariance matrices when
the square root algorithm is applied.
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5.4 Ensemble Kalman square root filter
When the model equations in (5.1) are non-linear, the assimilation problem can
no longer be solved by the linear Kalman filter. One way of solving this non-
linear problem is to apply the standard Monte Carlo framework by producing an
ensemble of possible values for the forecast vector x fk and the optimal estimate x̂k,
after which sample moments can be used to estimate the resulting forecast, opti-
mal estimate, and associated covariances. This method is utilized in the ensemble
Kalman filter.
Except for linearity, the same assumptions apply to the ensemble Kalman fil-
ter in its standard form as for the linear Kalman filter. That is, the model error
and the observation error are assumed to be white Gaussian noise with covari-
ance matrices Qk and Rk respectively. It is also assumed that no inter-correlation
exists between the model error, the observation error, and the error of the initial
condition.
The equations that make up the ensemble Kalman square root filter will now
be stated with the notation from Lewis et al. (2006). Instead of one update (i.e.
involving the Kalman gain) equation for the linear Kalman filter, there are two
updating equations for the ensemble Kalman square root filter. The mean and the
anomalies are updated separetly as will be shown below.
To express the updating process sequencially it is assumed that at a time k−1,
there exist an optimal estimate for N ensemble members, ξ̂k−1(i) for i = 1, . . . ,N,
and associated covariance matrix P̂k−1(N). This optimal estimate is advanced
forward in time by applying the non-linear model equations according to
ξ
f
k (i) =M
(
ξ̂k−1(i)
)
, (5.9)
to give the forecast ensemble. The sample mean, given by
x
f
k (N) =
1
N
N
∑
i=1
ξ
f
k (i), (5.10)
is therefore representative of the expected forecast. The covariance of this forecast
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ensemble is given by
P
f
k (N) =
1
N−1
N
∑
i=1
[
ξ
f
k (i)−x fk (N)
][
ξ
f
k (i)−x fk (N)
]T
=
1
N−1
N
∑
i=1
e
f
k (i)
(
e
f
k (i)
)T
, (5.11)
where the forecast anomaly term e fk (i) is given by
e
f
k (i) = ξ
f
k (i)−x fk (N). (5.12)
The two update equations are now given by
x̂k(N) =
1
N
N
∑
i=1
ξ̂k(i)
= x
f
k (N)+Kk
[
zk−Hkx fk (N)
]
(5.13)
and
êk(i) = e
f
k
(i)+WkHke
f
k
(i), (5.14)
where the anomaly term for the optimal estimate is given by
êk(i) = ξ̂k(i)− x̂k(N). (5.15)
The matrices Kk in (5.13) and Wk in (5.14) are called the Kalman gain and the
modified Kalman gain respectively and zk is, as before, an observation at a time
k. The form of the Kalman gain is the same as for the linear Kalman filter, except
the sample covariance is used here according to
Kk = P
f
k (N)H
T
k [HkP
f
k (N)H
T
k +Rk]
−1. (5.16)
The modified Kalman gain is given by
Wk = P
f
k (N)H
T
k S
−T(S+F)−1, (5.17)
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with the square root factors S and F given by
SST =HkP
f
k (N)H
T
k +Rk and FF
T = Rk (5.18)
respectively. Finally, the covariance matrix for the optimal estimate is given by
P̂k(N) =
1
N−1
N
∑
i=1
êk(i)
(
êk(i)
)T
. (5.19)
The equations described above are needed in the ensamble Kalman square root
filter.
In this study, 100 ensemble members were generated and remotely sensed
snow covered area assimilated into the model by use of the ensemble Kalman
square root filter. Two states were updated, the total snow accumulation state
variable, µ , and the total snow melt state variable, Dm. A cloud cover threshold
of 25% was used, i.e. no observations were used if the cloud cover exceeded
25%. After each assimilation cycle, the snow covered area, SCA, and the snow
water equivalent, SWE, were updated through Equations (4.4d) and (4.4e) (p. 22)
respectively, based on the new updated values for µ and Dm.
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6 Evaluation
The highest sub-basin in the Jollie Catchment (see Figure 3.2, p. 13) is selected
for analysis. Subsequently, all figures presented in this chapter are based on data
from this sub-basin.
The forcing data (i.e. input data) have already been presented in Chapter 3.1
(p. 9), where the precipitation is perturbed to create ensemble of model trajecto-
ries. This ensemble, representing the model error or uncertainty, is then used in
the ensemble Kalman square root filter to update model states based on remotely
sensed snow covered area information. As the model is not calibrated in this study
(i.e. default model parameters are used, see Table 4.1, p. 19), two withholding
experiments were conducted, where snow covered area observations are withheld
during assimilation process. In the first withholding experiment, all snow covered
area observations from the sub-basin were omitted in the assimilation process (i.e.
spatial withholding experiment), and in the second one, every second observation
was used (i.e. temporal withholding experiment). By comparing the resulting up-
dated ensemble of simulated snow covered area with the withheld observations,
gives a quantitative measure of the assimilation performance. A purely visual
method will be applied in assessing the impacts that the assimilation process has
on the model state variables. This will be achieved by comparing time series of
updated versus non-updated states graphically.
6.1 Correlation
Correlation between simulated snow covered area, SCA, and other state variables
gives a clue of how effective the assimilation process is going to be. If there is no
correlation at all, it results in zero Kalman gain, which means that no model states
will be affected by the assimilation process.
Figure 6.1 shows how SCA is correlated to the snow water equivalent, SWE, the
total snow accumulation, µ , and the total snow melt, Dm, within the highest sub-
basin. This shows a good correlations between SCA and SWE during the ablation
season (i.e. > 0.7 from September) but poor correlation during the winter months.
The total snow accumulation state, µ , is poorly correlated with SCA for most
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(a) Correlation between snow covered area, SCA, and snow water equivalent, SWE.
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(c) Correlation between snow covered area, SCA, and total melt state variable, Dm.
Figure 6.1: Correlation between fractional snow covered area and three other state
variables.
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of the ablation season except in the first two weeks of September. Total snow
melt snow considerably better correlation, compared to total accumulation, and is
below -0.6 for a good part of the ablation period. Pre-winter correlations between
SCA and total accumulation and the melt states (µ and Dm) tend to be much more
fluctuating and only show strong correlations for short time periods.
6.2 Impacts of assimilation
As the total snow melt and total snow accumulation were the only states that were
directly updated in the assimilation process, their correlation with the simulated
snow covered area is one of the controlling factor of how effective the assimila-
tion will be. As seen in Figure 6.1, the strongest correlations occurred during the
ablation period. It is therefore not surprising that the assimilation has strong im-
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(a) Simulated snow covered area, SCA, before assimilation of snow covered area observations.
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(b) Simulated snow covered area, SCA, after assimilation of snow covered area observations.
Figure 6.2: Comparison between simulated snow covered area, SCA, before and
after assimilation of snow covered area observations. Remotely sensed snow cov-
ered area observations and associated error estimates are also shown.
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(b) Snow water equivalent, SWE, after assimilation of snow covered area observations.
Figure 6.3: Comparison between snow water equivalent, SWE, before and after
assimilation of snow covered area observations.
pact during the ablation, from October onwards according to Figures 6.2 and 6.3,
but negligible effects at other times. By examining Fiure 6.2 it is evident that the
assimilation process reduces SCA during September and beginning of October, al-
though the observed SCA for this sub-basin all indicate that SCA should be higher.
This is most likely due to information propagated from other sub-basins showing
lower SCA. After early October, the updated SCA is very close to observations
and suggest that the model is missing snowfall events in the ablation season or
underestimating snow storage in the end of winter.
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6.3 Withholding experiments
The idea with the withholding experiments is to compare the assimilation results
with independent measurements. Two withholding experiments were conducted.
Spatial withholding experiment, in which all observations for the sub-basin were
withheld, and temporal withholding experiment, in which every second observa-
tion was withheld (compare Figure 6.2(a), p. 41, with Figure 6.4). These experi-
ments show good agreement between observations and model simulation of snow
covered area. Moreover, the simulated snow covered area in the sub-basin is not
affected by withholding observations in it, which indicates that information from
other sub-basins contribute strongly to the updating process within this sub-basin.
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(a) Simulated snow covered area, SCA, after assimilation of snow covered area observations in a
spatial withholding experiment.
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(b) Simulated snow covered area, SCA, after assimilation of snow covered area observation in a
temporal withholding experiment.
Figure 6.4: Comparison between simulated snow covered area, SCA, after assim-
ilation of snow covered area observation in a spatial and temporal withholding
experiment. The withheld snow covered area observations (i.e. the ones not used
in the assimilation process) are also shown.
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7 Concluding remarks
In this study, a remotely sensed snow covered area was assimilated into a hy-
drologic model, using the ensemble Kalman square root filter. The assimilation
was effective only during the ablation season, when strong correlation existed be-
tween simulated snow covered area and the state variables that were updated in
the assimilation process, which were the total snow accumulation and the total
snow melt. According to the assimilation results for the highest sub-basin in the
Jollie Catchment, the model underestimates end of winter snow storage and/or it
does not pick up occasional snow falls in the ablation season. Two withholding
experiments showed that the assimilation fits the observations resonably well and
withholding observations from the highest sub-basin does not affect the resulting
updated simulated snow covered area, which means that information from other
sub-basins strongly contribute to the update.
This study shows that remotely sensed snow covered information is a valuable
sorce of data that has a potential to be useful in hydrologic modelling for New
Zealand conditions. Thus, using an assimilation scheme to incorporate remotely
sensed data into models is a good way to improve the ability of the model to
represent nature.
Suggestions for future studies might be to use measured snowwater equivalent
to validate and/or calibrate the model to obtain more realistic model simulations
and therefore more efficient assimilation. This might also be acomplished by
calibrating the model with respect to measured runoff. In this study, only one
highest sub-basin in the Jollie Catchment was examining. Further work might
include examine the impacts of assimilation for other sub-basins within the Jollie
Catchment, looking at different model grid resolutions, or extending the study
area within the limits of available remotely sensed data.
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