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In many real-life situations, we only have partial information about the actual probability distri-
bution. For example, under Dempster–Shafer uncertainty, we only know the masses m1, . . . ,mn
assigned to diﬀerent sets S1, . . . ,Sn, but we do not know the distribution within each set Si. Because
of this uncertainty, there are many possible probability distributions consistent with our knowledge;
diﬀerent distributions have, in general, diﬀerent values of standard statistical characteristics such as
mean and variance. It is therefore desirable, given a Dempster–Shafer knowledge base, to compute
the ranges ½E;E and ½V ; V  of possible values of mean E and of variance V.
In their recent paper, Langewisch and Choobineh show how to compute these ranges in polyno-
mial time. In particular, they reduce the problem of computing V to the problem of minimizing a
convex quadratic function, a problem which can be solved in time O(n2 Æ log(n)). We show that
the corresponding quadratic optimization problem can be actually solved faster, in time O(n Æ log(n));
thus, we can compute the bounds V and V in time O(n Æ log(n)).
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Computing mean and variance under Dempster–Shafer uncertainty: an important practi-
cal problem. In many real-life situations, we only have partial information about the actual
probability distribution. In many practical situations, this uncertainty is naturally
described by a Dempster–Shafer (DS) approach (see, e.g., [9]). In the 1-D case, instead
of the exact probability distribution, we have a ﬁnite collection of intervals x1 ¼
½x1;x1; . . . ; xn ¼ ½xn;xn, and we have non-negative ‘‘masses’’ (probabilities) m1, . . . ,mn
assigned to these intervals in such a way that m1 +    + mn = 1. This means that:
• with probability m1, we select the interval x1,
• with probability m2, we select the interval x2,
•   
• with probability mn, we select the interval xn;
then, within the selected interval xi, we select a value x according to some probability dis-
tribution qi(x) located on this interval. As a result, the overall probability distribution
takes the form
qðxÞ ¼ m1  q1ðxÞ þ    þ mn  qnðxÞ; ð1Þ
with qi(x) located on the interval xi.
For diﬀerent distributions qi, we get, in general, diﬀerent resulting distributions q(x),
and thus, diﬀerent values of statistical characteristics such as mean E and variance V. A
natural question is: what are the ranges ½E;E and ½V ; V  of possible values of mean E
and of variance V?
Known eﬃcient algorithms for computing mean and variance under Dempster–Shafer
uncertainty. Eﬃcient algorithms for computing such ranges were described by Langewisch
and Choobineh in their recent paper [6]. Namely, they showed that the bounds for the




mi  xi; E ¼
Xn
i¼1
mi  xi. ð2Þ















mi þ mi ¼ mi; mi P 0; mi P 0 for all i; ð4Þ
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xi 6 xi 6 xi for all i. ð6Þ
(These cases correspond to Case IIb of [6].)
Formulas (2) enable us to compute the bounds E and E in linear time O(n). For com-
puting the bounds on the variance, the corresponding quadratic optimization problems
can be solved in polynomial time—namely, in time O(n2 Æ log(n)); see, e.g., [7]. Thus,
Langewisch and Choobineh come up with eﬃcient (polynomial time) algorithms for com-
puting V and V .
Our contribution. In this paper, we show that the quadratic optimization problems (3)
and (5) can be solved even faster: in time O(n Æ log(n)). Thus, we have faster algorithms for
computing the range ½V ; V  of the variance V.
Structure of the paper. The algorithms are described in Section 2. In Section 3, we pres-
ent a numerical example illustrating these algorithms. Section 4 contains the proof that the
proposed algorithms indeed solve the desired quadratic optimization problems and that
they indeed produce the solutions to these problems in time O(n Æ log(n)).
Comment: how good are the new algorithms? Since even simple sorting requires at least
O(n Æ log(n)) steps (see, e.g., [1]), algorithms like this, that compute a bound of a statistical
interval characteristic in O(n Æ log(n)) steps, can be considered a ‘‘golden standard’’ for
such algorithms.
Comment. It is worth mentioning that a similar problem of interval uncertainty, where










is NP-hard; see, e.g., [2–4]. (Crudely speaking, NP-hard means that in general, we cannot
compute the exact range ½V ; V  faster than in exponential time  2n.) A simple numerical
example explaining why interval and Dempster–Shafer bounds on the variance are diﬀer-
ent is given in Appendix A.
2. Algorithms
Algorithm for computing V. The algorithm V for computing V is as follows:
• First, we sort all 2n values xi, xi into a sequence x(1) < x(2) <    < x(q) for some q 6 2n.
We will take xðqþ1Þ ¼defþ1.
• Second, we use bisection to ﬁnd the value k (1 6 k 6 q) for which the following two
inequalities hold:X
j:xj6xðkÞ
mj  ðxðkÞ  xjÞ 6
X
i:xiPxðkþ1Þ
mi  ðxi  xðkÞÞ; ð8Þ
X
j:xj6xðkÞ
mj  ðxðkþ1Þ  xjÞ >
X
i:xiPxðkþ1Þ
mi  ðxi  xðkþ1ÞÞ. ð9Þ
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tain k. In the beginning, k = 1 and k+ = q. At each iteration, we compute the midpoint
kmid = b(k + k+)/2c, and check both inequalities (8) and (9) for k = kmid. Then:
– If both inequalities (8) and (9) hold for his k, this means that we have found the
desired k.
– If (8) holds but (9) does not hold, this means that the desired value k is larger than
kmid, so we keep k
+ and replace k with kmid + 1.
– If (9) holds but (8) does not hold, this means that the desired value k is smaller than
kmid, so we keep k
 and replace k+ with kmid  1.




mj  xj þ
X
i:xiPxðkþ1Þ













mj  ðxj  rkÞ2 þ
X
i:xiPxðkþ1Þ
mi  ðxi  rkÞ2.Comment. In principle, it is possible that for all the values i, we have xi < x(k+1) and
xðkÞ < xi. In this case, Rk is the sum of an empty number of terms, i.e., by a usual deﬁnition
of such a sum, Rk = 0. In this case, V is also the sum of an empty set of terms, i.e., 0.
Algorithm for computing V . The algorithm V for computing V is as follows:
• First, we sort all n midpoints ~xi ¼ 12  ðxi þ xiÞ into a non-decreasing sequence. After this
sorting, we can assume that the intervals xi are sorted in such a way that
~x1 6 ~x2 6    6 ~xn. We take ~xnþ1 ¼ þ1.We say that k is proper if ~xk > ~xk1 or k = 1.
For each k, we denote by l(k) the largest value l for which ~xl ¼ ~xk, and by s(k), the small-
est value s for which ~xs ¼ ~xk. (Hence, the value s(k) is always proper.)
• Second, we use bisection to ﬁnd the value k (1 6 k 6 n) for which the following two
inequalities hold (if such a value exists):
Xn
j¼k
mj  ðxj  ~xkÞ <
Xk1
i¼1
mi  ð~xk  xiÞ; ð11Þ
Xn
j¼k
mj  ðxj  ~xk1ÞP
Xk1
i¼1
mi  ð~xk1  xiÞ. ð12Þ
At each iteration of this bisection, we have an interval [k,k+] that is guaranteed to
contain k. In the beginning, k = 1 and k+ = n + 1. At each iteration, we compute
the midpoint kmid = b(k + k+)/2c, and check both inequalities (11) and (12) for
k = kmid. Then:
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the desired k.
– If, for kmid, (11) holds but (12) does not hold, this means that the desired value k is
smaller than kmid, so we keep k
 and replace k+ with kmid  1.
– If, for kmid, (12) holds but (11) does not hold, this means that the desired value k is
larger than kmid, so we keep k
+ and replace k with kmid + 1.












mi  ðxi  EÞ2 þ
Xn
j¼k
mj  ðxj  EÞ2.
• Third, we use bisection to ﬁnd the proper value k (1 6 k 6 n) for which the following
two inequalities hold:Xn
j¼lðkÞþ1
mj  ðxj  ~xkÞ 6
XlðkÞ
i¼1
mi  ð~xk  xiÞ; ð13Þ
Xn
j¼k
mj  ðxj  ~xkÞP
Xk1
i¼1
mi  ð~xk  xiÞ. ð14Þ
At each iteration of this bisection, we have an interval [k,k+] that is guaranteed to
contain k. In the beginning, k = 1 and k+ = n. At each iteration, we compute the prop-
er index kmid = s(b(k + k+)/2c) corresponding to the midpoint, and check both
inequalities (13) and (14) for the proper value k = kmid. Then:
– If both inequalities (13) and (14) hold for this kmid, this means that we have found
the desired k.
– If, for kmid, (13) holds but (14) does not hold, this means that the desired value k is
smaller than kmid, so we keep k
 and replace k+ with kmid  1.
– If, for kmid, (14) holds but (13) does not hold, this means that the desired value k is
larger than kmid, so we keep k
+ and replace k with l(kmid) + 1.




mi  ðxi  ~xkÞ2 þ
Xn
j¼k
mj  ðxj  ~xkÞ2.
• Finally, as V , we take the largest of the two values of V obtained on the second and on
the third stages.3. Numerical example
Case study. To clarify how our algorithms work, let us illustrate them on an example in
which we have three intervals:
• the interval ½x1;x1 ¼ ½0; 5 with the mass m1 ¼ 12,
• the interval ½x2;x2 ¼ ½1; 2 with mass m2 ¼ 14, and
• the interval ½x3;x3 ¼ ½3; 4 with mass m1 ¼ 14.
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points xi, xi into a sequence:
0 ¼ xð1Þ < 1 ¼ xð2Þ < 2 ¼ xð3Þ < 3 ¼ xð4Þ < 4 ¼ xð5Þ < 5 ¼ xð6Þ ¼ xðqÞ.
Here, the number q of diﬀerent endpoints is equal to q = 6. We then take
x(q+1) = x(7) = +1.
Then, we use bisection to ﬁnd the value k (1 6 k 6 q) for which the inequalities (8) and
(9) hold. At each iteration of this bisection, we have an interval [k,k+] that is guaranteed
to contain k. In the beginning, k = 1 and k+ = q = 6. At the ﬁrst iteration, we compute
the midpoint kmid = b(k + k+)/2c = b(1 + 6)/2c = 3, and check both inequalities (8) and
(9) for k equal to this midpoint value, i.e., for k = 3.
Let us ﬁrst check the inequality (8). For k = 3, we have x(k) = x(3) = 2, and
x(k+1) = x(4) = 3. The condition xj 6 xðkÞ ¼ 2 is only satisﬁed for the second interval
j = 2 for which x2 ¼ 2, so the left-hand side of (8) takes the formX
j:xj6xðkÞ
mj  ðxðkÞ  xjÞ ¼ m2  ðxð3Þ  x2Þ ¼ 0.
The condition xiP x(k+1) = 3 is only satisﬁed for the third interval i = 3 for which xi = 3.
Thus, the right-hand side of (8) takes the formX
i:xiPxðkþ1Þ
mi  ðxi  xðkÞÞ ¼ m3  ðx3  xðkÞÞ ¼
1
4
 ð3 2Þ ¼ 1
4
.
Since 0 6 1
4
, the condition (8) is satisﬁed.
Similarly, the inequality (9) takes the form
m2  ðxð4Þ  x2Þ > m3  ðx3  xð4ÞÞ;
i.e., 1
4
 ð3 2Þ > 1
4
 ð3 3Þ which is clearly true.
Since both inequalities (8) and (9) hold for his k = 3, this means that we have found the
desired k: it is k = 3.




mj  xj þ
X
i:xiPxð4Þ



































¼ m2  x2  5
2
 2

















So, the smallest possible value of the variance—equal to V ¼ 1
8
—is attained when x1 is
located at the midpoint 5
2
of the corresponding interval, x2 is located at the point x2 ¼ 2,
and x3 is located at the point x3 = 3.
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points ~x1 ¼ 2:5, ~x2 ¼ 1:5, and ~x3 ¼ 3:5 into a non-decreasing sequence: 1.5 < 2.5 < 3.5.
After this sorting, we can assume that the intervals xi are sorted in such a way that
~x1 6 ~x2 6    6 ~xn. In other words, we now have ½x1;x1 ¼ ½1; 2, ½x2;x2 ¼ ½0; 5, and
½x3;x3 ¼ ½3; 4, so that
~x1 ¼ 1:5 < ~x2 ¼ 2:5 < ~x3 ¼ 3:5.
In the new ordering, m1 ¼ 14, m2 ¼ 12, and m3 ¼ 14. We take ~xnþ1 ¼ ~x4 ¼ þ1.
The resulting sequence of midpoints ~xk is strictly increasing, so all the values k are
proper. Since all the values k are proper, for each k, we have s(k) = l(k) = k.
Computing V : Stage 2. Now, we use bisection to ﬁnd the value k (1 6 k 6 n) for which
the inequalities (11) and (12) hold. At each iteration of this bisection, we have an interval
[k,k+] that is guaranteed to contain k. In the beginning, k = 1 and k+ = n + 1 = 4. At
the ﬁrst iteration, we compute the midpoint kmid = b(1 + 4)/2c = 2, and check both
inequalities (11) and (12) for k = 2.
The left-hand side of (11) takes the formX3
j¼2
mj  ðxj  ~x2Þ ¼ m2  ðx2  ~x2Þ þ m3  ðx3  ~x2Þ ¼ 1
2
 ð5 2:5Þ þ 1
4
 ð4 2:5Þ ¼ 13
8
;
while the right-hand side of (11) takes the formX1
i¼1
mi  ð~x2  xiÞ ¼ m1  ð~x2  x1Þ ¼
1
4
 ð2:5 1Þ ¼ 3
8
.
Since 13/8 6< 3/8, the inequality (11) does not hold.
In accordance with the algorithm, we thus keep k+ = 4 and replace the original value of
k = 1 with the new value k = kmid + 1 = 3.
Now again, with the new values k = 3 and k+ = 4, we again compute the midpoint
kmid = b(3 + 4)/2c = 3. For this midpoint, the left-hand side of (11) takes the formX3
j¼3
mj  ðxj  ~x3Þ ¼ m3  ðx3  ~x3Þ ¼ 1
4
 ð4 3:5Þ ¼ 1
8
;
while the right-hand side of (11) takes the formX2
i¼1
mi  ð~x3  xiÞ ¼ m1  ð~x3  x1Þ þ m2  ð~x3  x2Þ ¼
1
4
 ð3:5 1Þ þ 1
2







, so the inequality (11) holds.
Let us check the inequality (12) for this k = 3. The left-hand side of this inequality is
equal toX3
j¼3
mj  ðxj  ~x2Þ ¼ m3  ðx3  ~x2Þ ¼ 1
4
 ð4 2:5Þ ¼ 3
8
;
while its right-hand side is equal to
X2
i¼1
mi  ð~x2  xiÞ ¼ m1  ð~x2  x1Þ þ m2  ð~x2  x2Þ ¼
1
4
 ð2:5 1Þ þ 1
2
 ð2:5 0Þ ¼ 13
8
.
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and replace the original value k+ = 4 with the new value k+ = kmid  1 = 2. As a result, we
get an interval [k,k+] = [3,2] in which the lower endpoint is smaller than the upper end-
point—this means that this interval is empty, i.e., that there is no value k which satisﬁes
both inequalities (11) and (12).
Computing V : Stage 3. In accordance with our algorithm, we now use bisection to ﬁnd
the proper value k (1 6 k 6 n) for which the inequalities (13) and (14) hold. At each iter-
ation of this bisection, we have an interval [k,k+] that is guaranteed to contain k. In the
beginning, k = 1 and k+ = n = 3. At the ﬁrst iteration, we compute the midpoint
kmid = s(b(1 + 3)/2c) = s(2) = 2, and check both inequalities (13) and (14) for k = 2.
Since l(k) = k = 2, the left-hand side of the inequality (13) takes the value
X3
j¼3
mj  ðxj  ~x2Þ ¼ m3  ðx3  ~x2Þ ¼ 1
4
 ð4 2:5Þ ¼ 3
8
;
while its right-hand side takes the valueX2
i¼1
mi  ð~x2  xiÞ ¼ m1  ð~x2  x1Þ þ m2  ð~x2  x2Þ ¼
1
4
 ð2:5 1Þ þ 1
2







, the inequality (13) is satisﬁed.
The left-hand side of the inequality (14) has the valueX3
j¼2
mj  ðxj  ~x2Þ ¼ m2  ðx2  ~x2Þ þ m3  ðx3  ~x2Þ ¼ 1
2
 ð5 2:5Þ þ 1
4
 ð4 2:5Þ ¼ 13
8
;
while its right-hand side has the value
X1
i¼1
mi  ð~x2  xiÞ ¼ m1  ð~x2  x1Þ ¼
1
4







, the inequality (14) is also satisﬁed.





mi  ðxi  ~x2Þ2 þ
X3
j¼2
mj  ðxj  ~x2Þ2
¼ m1  ðx1  ~x2Þ2 þ m2  ðx2  ~x2Þ2 þ m3  ðx3  ~x2Þ2
¼ 1
4
 ð1 2:5Þ2 þ 1
2
 ð5 2:5Þ2 þ 1
4





Computing V : Final stage. In general, as V , we take the largest of the two values of V
obtained on the second and on the third stages. Since on the second stage, we did not get
any value, we thus conclude that V ¼ 41
4
.
This largest value of the variance is attained when we have a probability distribution
which is located:
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• for the interval [3, 4], at the upper endpoint 4;
• for the interval [0, 5], at both endpoints 0 and 5 with equal probability 1
2
.
Conclusion. For the above example, the interval of possible values of the variance V is




.4. Justiﬁcation of the algorithms
Let us show that the above algorithms V and V always compute the endpoints of the
range ½V ; V  in time O(n Æ log(n)).
Computing V: preliminary analysis of the problem. Let us start with the problem of com-
puting V. According to [6], to ﬁnd the value V, we must ﬁnd the values xi 2 xi for which
the expression
Pn
i¼1mi  x2i  E2, where E ¼
Pn
i¼1mi  xi, is the smallest possible.
Let us start the analysis of this problem with simple calculus. Let f(x1, . . . ,xn) be a dif-
ferentiable function on a box B ¼def x1      xn, and let x ¼ ðx1 ; . . . ; xn Þ 2 B be a point at
which f attains its smallest value on this box.
Then, for every i, the function fiðxiÞ ¼def f ðx1 ; . . . ; xi1; xi; xiþ1; . . . ; xn Þ also attains its min-
imum on the interval ½xi;xi at the point xi ¼ xi .
According to the basic calculus, this minimum is either attained in the interior of the
interval, in which case dfi/dxi = 0 for xi ¼ xi , or the minimum is attained at one of the
endpoints of the interval ½xi;xi. If the minimum is attained at the left endpoint xi, then
the function fi cannot be decreasing at this point, so dfi/dxiP 0. Similarly, if the minimum
is attained at the right endpoint xi, then dfi/dxi 6 0.
By deﬁnition of the function fi(xi), the value of the derivative dfi/dxi for xi ¼ xi is equal
to the value of the partial derivative of/oxi at the point x
. Thus, for each i, we have one of
the following three cases:
• either xi < xi < xi and of/oxi = 0;
• or xi ¼ xi and of/oxiP 0;
• or xi ¼ xi and of/oxi 6 0.
For f = V, as one can easily see, oV/oxi = 2mi Æ (xi  E), so the sign of this derivative is
the same as the sign of the diﬀerence xi  E. Therefore, for the point x at which the var-
iance V attains its minimum, we have one of the following three situations:
• either xi < xi < xi and xi ¼ E;
• or xi ¼ xi and xi P E;
• or xi ¼ xi and xi 6 E.
In the ﬁrst case, xi < E < xi; in the second case, E 6 xi, and in the third case, xi 6 E.
Computing V: towards an algorithm. Let us show that if we know where E is in compar-
ison to the endpoints of all the intervals, i.e., to which ‘‘zone’’ [x (k),x(k+1)] the value E
belongs, we can uniquely determine the values xi for all i.
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have the ﬁrst case (in which E > xi), so we must have either the second or the third cases,
i.e., we must have xi = xi or xi ¼ xi. If the interval xi is degenerate, then both cases lead to
the same result. If the interval is non-degenerate, then we cannot have the third case—in
which xi < xi 6 E hence xi < E—and thus, we must have the second case, i.e., xi ¼ xi.
Thus, x(k+1) 6 xi implies that xi ¼ xi.
Similarly, xðkÞ P xi implies that xi ¼ xi, and in all other cases, we have xi ¼ E.
All that remains is to ﬁnd the appropriate k. Once k is ﬁxed, we can ﬁnd the values xi in
linear time, and then compute the corresponding value V in linear time. The only condi-
tion on k is that the average of the corresponding values xi should be within the corre-
sponding zone [x(k),x(k+1)).
Computing V: ﬁrst algorithm. In principle, we can ﬁnd k by exhaustive (linear) search.
Since there are 2n possible small intervals, we must therefore repeat O(n) computations 2n
times, which takes 2n Æ O(n) = O(n2) time. Together with the original sorting—that takes
O(n Æ log(n)) time—we thus get a quadratic time algorithm, since
Oðn2Þ þOðn  logðnÞÞ ¼ Oðn2Þ.
Computing V: towards a faster algorithm. Let us now show that we can ﬁnd k faster. We
want to satisfy the conditions x(k) 6 E and E < x(k+1). The value E is the weighted average
of all the values xi , i.e., we have
E ¼ Sk þ ð1 RkÞ  E; ð15Þ
where Sk is deﬁned by the formula (10) and Rk is deﬁned in the description of the algo-
rithm V. By moving all the terms proportional to E to the left-hand side of (15), we con-
clude that Rk Æ E = Sk, i.e., that E = Sk/Rk (=rk; the case when R k = 0 is handled later in
this proof). The ﬁrst desired inequality x(k) 6 E thus takes the form Sk/Rk 6 x(k), i.e.,
equivalently, Rk Æ x










A  xðkÞ 6 X
i:xiPxðkþ1Þ
mi  xi þ
X
j:xj6xðkÞ
mj  xj. ð16Þ
If we subtract mi Æ x(k) (or, correspondingly, mj Æ x(k)) from each term in the right-hand side
and move terms proportional to xj  xðkÞ is to the left-hand side of the inequality, we get
the desired inequality (8).
When k increases, the left-hand side of the inequality (8) increases—because each term
increases and new terms may appear. Similarly, the right-hand side of this inequality
decreases with k. Thus, if this inequality holds for k, it should also hold for all smaller val-
ues, i.e., for k  1, k  2, etc.
Similarly, the second desired inequality E < x(k+1) takes the equivalent form (9). When
k increases, the left-hand side of this inequality increases, while the right-hand side
decreases. Thus, if this inequality is true for k, it is also true for k + 1,k + 2, . . .
If both inequalities (8) and (9) are true for two diﬀerent values k < k 0, then they should
both be true for all the values intermediate between k and k 0, i.e., for
k + 1,k + 2, . . . ,k 0  1. Let us show that both inequalities cannot be true for k and for
k + 1. Indeed, if the inequality (8) is true for k + 1, this means that
222 V. Kreinovich et al. / Internat. J. Approx. Reason. 42 (2006) 212–227X
j:xj6xðkþ1Þ
mj  ðxðkþ1Þ  xjÞ 6
X
i:xiPxðkþ2Þ
mi  ðxi  xðkþ1ÞÞ. ð17Þ
However, the left-hand side of this inequality is not smaller than the left-hand side of (9),
while the right-hand side of this inequality is not larger than the right-hand side of (9).
Thus, (17) is inconsistent with (9). This inconsistency proves that there is only one k for
which both inequalities are true, and this k can be found by the bisection method as de-
scribed in the above algorithm V.
Computing V: computation time for the resulting algorithm. How long does this algo-
rithm take? In the beginning, we only know that k belongs to the interval [1,2n] of width
O(n). At each stage of the bisection step, we divide the interval (containing k) in half. After
I iterations, we decrease the width of this interval by a factor of 2I. Thus, to ﬁnd the exact
value of k, we must have I for which O(n)/2 I = 1, i.e., we need I = O(log(n)) iterations. On
each iteration, we need O(n) steps, so we need a total of O(n Æ log(n)) steps. With
O(n Æ log(n)) steps for sorting, and O(n) for computing the variance, we get a O(n Æ log(n))
algorithm. The statement about the algorithm V is proven.
Comment. In the above text, we considered the case when Rk5 0. In a comment
after the description of the algorithm for computing V, we have mentioned that it is pos-
sible to have Rk = 0, i.e., it is possible that for all the values i, we have xi < x(k+1) and
xðkÞ < xi.
In this case, since the values x(k) are sorted endpoints xi and xi, from the fact that xi <
x(k+1), we conclude that xi 6 x(k)—since x(k) is the largest of the endpoints which are smal-
ler than x(k+1).
Similarly, xðkÞ < xi implies that xðkþ1Þ 6 xi. Therefore, in this case, xi 6 xðkÞ 6 xðkþ1Þ 6 xi
for all i. Hence, all the intervals xi contain the value x(k). If on each interval xi, we take a
distribution that is located at x(k) with probability 1, we get the resulting 1-point distribu-
tion for which V = 0. Thus, in this case, indeed V = 0 (in accordance with the above
algorithm).
Computing V : preliminary analysis. As shown in [6], the largest possible value V of the
variance V is attained when for each i, the distribution qi is located at two points: xi and xi,
and the value V is the maximum of the expression (3). If we denote pi ¼def mi=mi, then we
have mi ¼ mi  pi, mi ¼ mi  mi ¼ mi  ð1 piÞ, and the conditions that miP 0 and
mi P 0 are equivalent to pi 2 [0,1].
In terms of the new variables pi, to ﬁnd V , we must ﬁnd the values pi 2 [0,1] for which









mi  ðpi  xi þ ð1 piÞ  xiÞ.
Let us apply the calculus-based analysis to the above problem of maximizing the
expression V as a function of n variables p1, . . . ,pn. Here,
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¼ 2mi  ðxi  xiÞ  ð~xi  EÞ;
where ~xi is the midpoint of the interval xi. So, the sign of this derivative coincides with the
sign of the diﬀerence ~xi  E. Thus, similarly to the case of V, from the fact that V attains
maximum, we conclude that for every i, we have three possible situations:
• either 0 < pi < 1 and ~xi ¼ E;
• or pi = 0 and ~xi 6 E;
• or pi = 1 and ~xi P E.
Computing V : towards an algorithm. Let us show that if we know where E is in compar-
ison to the midpoints ~xi of all the intervals, then we can uniquely determine almost all the
values pi—except a few with the same ~xi.
Indeed, when ~xi > E, then we cannot have neither the ﬁrst case (in which E = xi) nor the
second case, so we must the third case pi = 1, i.e., we must have xi ¼ xi with probability 1.
Similarly, when ~xi < E, then we have pi = 0, i.e., we have xi = xi with probability 1.
When ~xi ¼ E, then we cannot say anything about pi: all we know is that we have xi with
some probability pi and xi with the probability 1  pi.
In our algorithm, we have sorted the intervals in such a way that their midpoints form
an increasing sequence. So, we can assume that the values ~xi are already sorted. In prin-
ciple, there are two possible cases:
• the mean value E corresponding to the optimal distribution is diﬀerent from all the
values ~xi, and
• the mean value E corresponding to the optimal distribution coincides with one of the
values ~xi.
Let us show that both cases are indeed possible:
• If we have two intervals [5,4] and [4,5] with probability 1/2 each, then the mean
value E must be within the interval [(5 + 4)/2, (54)/2] = [0.5,0.5] and therefore,
cannot coincide with any of the midpoints 4.5 and 4.5.
• On the other hand, in the above-cited example where we have three intervals [0,1] with
probability 1/3 each, we must have E ¼ ~xi for some i, because otherwise all three distri-
butions qi would be concentrated on one of the endpoints, and we already know that
this way, we cannot attain the maximum of V.
Let us analyze these two cases one by one.
Case 1. In the ﬁrst case, let k denote the smallest integer for which ~xk > E. Then, accord-
ing to the above description, we have xi = xi for i < k and xj ¼ xj for jP k, hence
E ¼Pk1i¼1mi  xi þPnj¼kmj  xj. Our selection of k means that ~xk1 6 E < ~xk. Substituting
the expression for E into this double inequality, we get the inequalities described in the
algorithm.
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only one such k, and that the corresponding value k can indeed be found by the bisection
described in the algorithm.
Case 2. In the second case, let k be the ﬁrst value for which E ¼ ~xk. By deﬁnition of k,
we must have ~xk > ~xk1, so this k is a proper value. Let us recall that for each k, by l(k) we
denoted the largest index for which ~xlðkÞ ¼ ~xk. Then, we have
E ¼ ~xk ¼
Xk1
i¼1
mi  xi þ
XlðkÞ
i¼k




where by Ei, we denoted the mean of qi(x). Since Ei 2 ½xi;xi, we can ﬁnd the interval of
possible values of the right-hand side of this expression—namely, to get the lower bound,
we replace Ei with xi, and to get the upper bound, we replace Ei with the upper bound




mi  xi þ
Xn
j¼lðkÞþ1
mj  xj 6 ~xk 6
Xk1
i¼1




Similarly to the proof for V, we can now conclude that Part 3 of the algorithm describes
how to ﬁnd the corresponding value k.
We will just mention that when ~xk ¼ E, then ðxi  EÞ2 ¼ ðxi  EÞ2, hence, no matter
what pi is, the corresponding two terms
mi  pi  ðxi  EÞ2 þ mi  ð1 piÞ  ðxi  EÞ2
in the expression for the variance always add up to the same value mi  ðxi  EÞ2. The algo-
rithm has been justiﬁed.5. Beyond mean and variance: a comment
Beyond mean, to arbitrary monotonic statistical characteristics. As proven in [6], for the
mean E:
• the smallest possible value of E is attained when on each interval ½xi;xi, the entire mass
is concentrated on the lower endpoint xi, i.e., we have xi with probability mi, and
• the largest possible value of E is attained when on each interval ½xi;xi, the mass is con-
centrated on the lower endpoint xi, i.e., we have xi with probability mi.
Comment. If, for several intervals xi, their lower endpoints xi coincide, then, of course,
we have to add the corresponding probabilities mi to describe the probability of the cor-
responding lower endpoint; same for upper endpoints.
One can easily see that the same is true for all statistical characteristics which are mono-
tonic in the sense of stochastic dominance—a natural generalization of standard order to
probability distributions.
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if yP x.
• If x and y are random variables, then it is natural to say that y dominates x if for every
real number t, the probability that y exceeds t is larger than (or equal to) the probability
that x exceeds t.
The probability Prob(x > t) that x > t can be described as 1  Fx(t), where
F xðtÞ ¼def Probðx 6 tÞ is the corresponding value of the cumulative distribution function
(cdf). Thus, the condition that 1  Fy(t)P 1  Fx(t) can be reformulated as Fy(t) 6 Fx(t).
So, a probability distribution with a cumulative distribution function Fy(t) is said to
dominate a probability distribution with a cumulative distribution function Fx(t) if
Fy(t) 6 Fx(t) for every real number t. A statistical characteristic C(q) is called monotonic
if C(q)P C(q) 0 whenever the distribution described by the density q dominates the distri-
bution described by the density q 0.
Mean is a monotonic characteristic; another monotonic characteristic is the median, i.e.,
the value m for which F(m) = 1/2.
Similarly to the mean, for every monotonic statistical characteristic C,
• the smallest possible value of C is attained when on each interval ½xi;xi, the entire mass
is concentrated on the lower endpoint xi, i.e., we have xi with probability mi, and
• the largest possible value of C is attained when on each interval ½xi;xi, the mass is con-
centrated on the lower endpoint xi, i.e., we have xi with probability mi.
Thus, it is easy to compute the range ½C;C of a monotonic characteristic under the Demp-
ster–Shafer uncertainty.
Beyond variance. Similar algorithms can be described not only for the variance, but also




and k0 is a ﬁxed number), a charac-
teristic which is useful in describing conﬁdence intervals and outliers; see, e.g., [5,8].
For C, the proposition from [6] is still true: indeed, replacing two points with their mean
decreases r and leaves E intact, hence decreases C as well. Thus, in this case, the minimum
of C is also attained for 1-point distributions; so we can use a natural generalization of
interval algorithms from [5] to describe this more general case as well.
For C, the maximum is also attained for two-point distributions. Diﬀerentiating the
resulting expression for C w.r.t. pi, we conclude that the sign of the derivative coincides
with the sign of the diﬀerence ~xi  E0 for some linear combination E 0 of E and r. So, once
we know where E 0 is in relation to the midpoints, we can make a similar conclusion about
the maximizing distributions qi—the only diﬀerence is that now the formulas expressing E 0
in terms of the selected values xi are more complex.
6. Conclusions
In many real-life situations, we only have partial information about the actual proba-
bility distribution. For example, under Dempster–Shafer uncertainty, we only know the
masses m1, . . . ,mn assigned to diﬀerent sets S1, . . . ,Sn, but we do not know the distribution
within each set Si. Because of this uncertainty, there are many possible probability distri-
butions consistent with our knowledge; diﬀerent distributions have, in general, diﬀerent
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desirable, given a Dempster–Shafer knowledge base, to compute the ranges of possible val-
ues of mean and of variance.
In their recent paper, Langewisch and Choobineh show how to compute these ranges in
polynomial time. In particular, they reduce the problem of computing V to the problem of
minimizing a convex quadratic function, a problem which can be solved in time
O(n2 Æ log(n)). We show that the corresponding quadratic optimization problem can be
actually solved in time O(n Æ log(n)); thus, we can compute the bounds V and V in time
O(n Æ log(n)).
It is worth mentioning that while for the Dempster–Shafer uncertainty, there exist eﬃ-
cient algorithms for computing the range of the variance, in a similar situation of interval
uncertainty, the problem of computing the range for variance is NP-hard. Thus, with
respect to computing the values (and ranges) of statistical characteristics, the case of
Dempster–Shafer uncertainty is computationally simpler than the case of interval
uncertainty.Acknowledgments
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Appendix A. A simple numerical example where Dempster–Shafer bounds on variance are
diﬀerent from the interval bounds
Let us give an example explaining that for variance, the interval range is, in general,
diﬀerent from the DS range corresponding to the case m1 ¼    ¼ mn ¼ 1n. In this example,
we take n = 3 and x1 = x2 = x3 = [0,1].
In the DS approach, it is possible that on each of these intervals, we have a distribution
that is located on each endpoint with probability 1
2
. In this case, we attain the variance
V ¼ 1
4
, the largest possible variance that we can attain for any probability distribution
located on the interval [0, 1].
If on each interval, we pick the same value 1
2
with probability 1, then the variance is 0.
Since the variance is always non-negative, we conclude that, in the DS approach,
½V ; V  ¼ ½0; 1
4
.
Let us now estimate the corresponding interval range. Since the sample variance is a
non-negative quadratic function, its maximum is attained when each of the variables takes
one of the extreme values xi = 0 or xi ¼ 1. Out of possible combinations, the sample var-
iance attains its largest value when the values of xi are diﬀerent, i.e., when two values coin-
cide with 0 or 1, and the third value is equal to, correspondingly, 1 or 0. In this case, the
















which is larger than 1
4
.
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