Abstract Methods of estimating unknown parameters of a trend function for trend-renewal processes are investigated in the case when the renewal distribution function is unknown. If the renewal distribution is unknown, then the likelihood function of the trend-renewal process is unknown and consequently the maximum likelihood method cannot be used. In such a situation we propose three other methods of estimating the trend parameters. The methods proposed can also be used to predict future occurrence times. The performance of the estimators based on these methods is illustrated numerically for some trend-renewal processes for which the statistical inference is analytically intractable.
Introduction
We consider a class of estimation problems for the stochastic model determined by the trend-renewal process (TRP) which is defined to be a time-transformed renewal process (time-transformed RP), where the time transformation is given by a trend function λ(·). It contains the nonhomogeneous Poisson process (NHPP) and RP as special cases and serves as a useful reliability model for repairable systems.
The TRP was introduced and investigated first by Lindqvist (1993) and by Lindqvist et al. (1994) (see also Lindqvist and Doksum (2003) , and Lindqvist (2006) ). Parametric inference on the parameters of the TRP was considered in the paper of Lindqvist et al. (2003) , where the authors also proposed corresponding models, called heterogeneous trend-renewal processes, that extend the TRP to cases involving unobserved heterogeneity. Nonparametric maximum likelihood (ML) estimation of the trend function of a TRP under the often natural condition that λ(·) is monotone was considered by Heggland and Lindqvist (2007) . Peña and Hollander (2004) presented a general class of models that allows the researcher to incorporate the effect of interventions performed on a unit after each event occurrence, the impact of accumulating events on a unit, the effect of unobservable random effects of frailties, and the effect of covariates that could be time-dependent. The ML estimators of this general models parameters were presented, and their finite and asymptotic properties were ascertained by Stocker and Peña (2007) .
In the present paper we take up the problem of estimating unknown trend parameters of a TRP in the case when its renewal distribution is unknown. If the renewal distribution is unknown, then the likelihood function of the TRP is unknown and consequently the ML method cannot be used. In this case we propose three possible methods of estimating the trend parameters. The problem of estimating trend parameters of the TRP with unknown renewal distribution may be of interest in the situation when we observe several systems, of the same kind, working in different environments and we are interesting in examining and comparing their trend functions, whatsoever their renewal distribution is.
The article is organized as follows. In Sect. 2 we recall the definition of the TRP and the form of its likelihood function. A special case of the TRP with a Weibull renewal distribution and power-law type trend function is considered in Sect. 3. The likelihood function and the likelihood equations for estimating the parameters of that process are given. The likelihood equations are also presented in the form which is used in simulation study to obtain the ML estimators of the TRP parameters. In Sect. 4 we propose three methods of estimating the trend parameters in the case when the ML methods can not be used. The estimation problem of the trend parameters in some special case of the TRP is considered in Sect. 5. In Sect. 6 the estimators proposed are examined and compared with the ML estimators (obtained under the additional assumption that the renewal distribution has a known parametric form) through a computer simulation study. Some real data are examined in Sect. 6.3. Section 7 contains conclusions and some prospects.
Definitions and preliminaries
Let N(t) denote the number of jumps (failures) in the time interval (0, t] and let T i be the time of the ith failure. Define T 0 = 0 and denote X i = T i − T i−1 -the time between failure number i − 1 and failure number i. In the context of failure-repair models it is assumed here that all repair times are equal to 0. In practice this corresponds to the situation, when repair actions are conducted immediately or the repair times can be neglected in comparison to the times X i between failures (the so called working times or waiting times). The observed sequence {T i , i = 1, 2, . . .} of occurrence times T 1 , T 2 , . . . (failure times) forms a point process, and {N(t), t ≥ 0} is the corresponding counting process.
Let λ(t) be a nonnegative function defined for t ≥ 0, and
The cdf F is meant as the renewal distribution function, and λ(t) is called the trend function. If for instance, F (t) = 1 − exp(−t), then the TRP(1 − exp(−t), λ(·)) becomes the non-homogeneous Poisson process NHPP(λ(·)). Let us also remark that in particular, the TRP(F, 1) is the RP(F ).
Equivalently, the corresponding counting process {N(t), t ≥ 0} can be considered, where N(t) = N( (t)) and { N(t), t ≥ 0} represents a RP.
Note that the representation TRP(F, λ(·)) is not unique. For uniqueness we assume that the expected value of the renewal distribution defined by F equals 1.
The conditional intensity function of a point process is defined by
where
In the case of RP(F ) the conditional intensity is given by
, where z(t) is the hazard rate corresponding to F :
For a point process N(t) observed in the interval time [0, σ ] with the realizations t 1 , t 2 , . . . , t N(σ ) of the jump (failure) times T 1 , T 2 , . . . , T N(σ ) and conditional intensity function γ (t), the likelihood function is of the form (Andersen et al. 1993) . For a random stopping time σ with respect to the filtration F t = σ {N(u) : u ≤ t}, this formula follows from the fundamental identity of sequential analysis as a consequence of the optional stopping theorem.
Taking into account formula (1), the likelihood function of a TRP (F, λ(·) ) takes the form
Consequently, for a TRP (F, λ(·) ) observed in the time interval [0, σ ], by applying the substitution v = (u) − (T i−1 ), the likelihood function takes the form (Lindqvist et al. (2003, formula (2) , Chap. 2)) and the loglikelihood function is defined by
3 An example-the Weibull-Power-Law TRP
The likelihood function
Let us consider the TRP(F, λ(·)) with
studied by Lindqvist et al. (2003) . The renewal distribution function F corresponds to the Weibull distribution We(γ , 1/ (1 + 1/γ )) with the parametrization resulting in the expectation 1. The hazard function corresponding to F is z(x) = ( (1+ 1 γ )) γ γ x γ −1 . This TRP(F, λ(·)) will be called the Weibull-Power-Law TRP and will be denoted shortly by WPLP(α, β, γ ) .
For the WPLP(α, β, γ ) the likelihood function defined by (2) takes the form
where ϑ = (ϕ, β, γ ) and
In the case γ = 1 the renewal distribution function F corresponds to the exponential distribution E(1) and the WPLP(α, β, 1) becomes NHPP(λ(t)) with λ(t) = αβt β−1 , i.e., the so called Power-Law Process. We denote this process by PLP(α, β) . Note that in this case ϕ = α.
If γ = 1 and β = 1, then the WPLP(α, 1, 1) is the TRP(1 − exp(−t), α), i.e., it is the HPP(α).
The log-likelihood function for the WPLP(α, β, γ ) is
In the case when the observation is finished at the n-th failure time point, i.e., σ = t N(σ ) and N(σ ) = n, the likelihood function is given by
and the log-likelihood function is (n; ϑ) = n(ln ϕ + ln β + ln γ )
In other words, the observation time is the random stopping time σ = inf{t ≥ 0; N(t) = n} determining the so called inverse estimation plan.
The ML estimators
The solution to the equation ∂ /∂ϕ = 0 with respect to ϕ is
Performing the likelihood equations for the parameters β and γ we have the following fact.
Fact 1
The ML estimators ϕ ML , β ML and γ ML of the parameters ϕ, β and γ , based on the observation up to any stopping time σ , are determined as follows:
where β ML and γ ML are the solutions of the following system of likelihood equations
where ϕ = ϕ(β, γ ) is defined by (4).
In the inverse sequential estimation plan, the solution to the equation ∂ /∂ϕ = 0 with respect to ϕ is
and we have the following special case of Fact 1.
Fact 2
The ML estimators ϕ ML , β ML and γ ML of the parameters ϕ, β and γ in the inverse estimation plan are determined as follows:
The estimator α of α is evaluated according to the formula
where ϕ and γ are estimators of ϕ and γ .
Regarding that t 0 = 0, to avoid indeterminate expressions 0 · (−∞) in the numerical evaluations we express the formula for the log-likelihood function in the following form (n; ϑ) = n(ln ϕ + ln β + ln γ )
The derivative ∂ /∂β is
and in the numerical computation we use the likelihood equation
instead of (7). In particular, for the WPLP(α, β, 1), i.e. for the PLP(α, β), the ML estimators of α and β can be explicitly determined (see e.g. Rigdon and Basu (2000, pp. 136-137) ).
Fact 3
For the PLP(α, β) the ML estimators α ML and β ML of α and β, based on the observation up to any stopping time σ , are of the form
and
4 The alternative methods of estimating trend parameters of a TRP
In the case when both the form of the renewal distribution function F and the form of the trend function λ(·) of the TRP(F, λ(·)) are known one can estimate unknown parameters of this process using the maximum likelihood (ML) method. The problem is to find the estimators of unknown parameters of F and λ for which the likelihood function defined by (2) or the log-likelihood defined by (3) takes its maximum.
In the case where the form of F is unknown, we propose in Sects. 4.1, 4.2 and 4.3 three methods for estimating unknown parameters of the trend function of a TRP(F, λ(·)), where λ(·) = λ(t; ϑ) and ϑ is a vector of unknown parameters. The problem of estimating trend parameters of the TRP with unknown renewal distribution may be of interest in the situation when we observe several systems, of the same kind, working in different environments and we are interesting in examining and comparing their trend functions, whatsoever their renewal distribution is. Moreover, the following limit results for the TRP hold
where V (t) = E(N(t)) (see Lindqvist et al. (2003)). For NHPP(λ(t)) the equality V (t) = (t) holds for every t.
Thus we may, at least asymptotically, think of (t) as the expected number of failures until time t. Therefore, we can use (t 0 ) = (t 0 ; ϑ) as an estimator of V (t 0 ), for some t 0 large enough, whatsoever renewal distribution of the TRP is.
The least squares method
The least squares (LS) method consists of determining the value ofθ LS that minimizes the quantity
where t i are the realizations of random variables
are the observations from the distribution with the expected value 1 (this is assumed for the uniqueness of the representation of a TRP). Thus the LS method consists of deriving such estimate of the unknown parameter ϑ (of the trend function) which minimizes the sum of squares of deviations of the random variables W i from the expected value 1 (i.e. minimizes the sample variance).
The constrained least squares method
The constrained least squares (CLS) method consists of determining the value of ϑ that minimizes the quantity S 2 LS (ϑ) defined by (12) subject to the constraint
i.e., under the condition
Thus in the CLS method we assume additionally that the sample mean
is equal to the theoretical expected value 1 of the distribution defined by F .
The method of moments
If the value of the variance of the renewal distribution F is known, say s, then we can state the following condition on the sample variance:
Taking into account (13) we have the following first two sample moment conditions:
If ϑ = (ϑ 1 , ϑ 2 ), then the method of moments (M method) consists of determining any solutionθ M to the system of (14).
Some remarks
Remark 1 The LS, CLS and M methods can be useful when we do not know the form of the cumulative distribution function F (the renewal distribution), and consequently, when we do not know the likelihood function of the TRP(F, λ(·)).
Remark 2 The LS, CLS and M methods can be used to predict the next failure time. For example, we have
where (t) = (t; ϑ).
Remark 3 The LS, CLS and M methods can be the alternative methods of obtaining the estimators of an unknown parameter ϑ in the case when the maximum likelihood estimator does not exist. For example, in the case of k-stage Erlangian NHPP, which was first mentioned in Khoshgoftaar (1988) , the maximum likelihood estimator exists and is unique if and only if some condition concerning the realizations of the process is satisfied (see Zhao and Xie (1996, Theorem 2.1(ii) ).
Remark 4 In the NHPP models for which the number of failures is bounded there are no consistent estimators of the unknown parameters (see Nayak et al. (2008, Theorem 1) ). Thus, in these cases of the TRP, the estimators obtained by the ML, LS, CLS or M method are not consistent.
Estimation of trend parameters in special models of the TRP

Consider a TRP(F, λ(·)), where λ(t)
If the renewal distribution function F is not specified, we will call this process the Power TRP(F, λ(·)) and denote it by PTRP(α, β).
The LS method
Using the LS method we denote
and the optimization problem considered is to find
For the PTRP(α, β) considered, the equality
Substituting the value
which minimizes the trinomial S 2 LS (α, β), into formula (15) we have
and the optimization problem reduces to the problem of finding
For numerical reasons (to avoid ln 0 in evaluating the estimator β LS ), formula (15) is expressed in the form
The condition
Taking into account formula (16) gives
which can be rewritten in the form
Consequently, we have
Proposition 1
The LS estimators α LS and β LS of α and β are determined by
and the β LS which is the solution to (18).
The CLS method
Using the CLS method we denote
For the PTRP(α, β) considered the restriction set defined by (20) takes the form
Thus, under the CLS criterion the optimization problem reduces to the problem of finding
Hence, the problem of finding the estimator β CLS is equivalent to the problem of finding
Observe that
and the extrema appear at the same points as in the LS method, so β CLS = β LS .
The condition
∂ S 2 CLS (β) ∂β
= 0 leads to the equation
which has the same form as that one defined by (18) for deriving β LS in the LS method.
Proposition 2
The CLS estimators α CLS and β CLS of α and β are determined by
and the β CLS which is the solution to (22).
The M method
For the PTRP(α, β) considered, the system of equations of (14) takes the form
Thus we have the following
Proposition 3
The M estimators α M and β M of α and β are determined by
and the β M which is the solution to the equation
For numerical computation reasons the following equivalent form of (25)
is more useful. Note that for the WPLP(α, β, γ ) the variance s of the renewal distribution defined by F is given by
In particular, s = 1 for the PLP(α, β).
Numerical results
In this section we present some numerical results illustrating the accuracy of the LS, CLS and M estimators proposed in the PTRP(α, β) model (with F unspecified) and in the WPLP(α, β, γ ). The samples of the PLP(α, β) and the WPLP(α, β, γ ) were generated up to a fixed number n of jumps is reached and for k = 500 samples for each chosen combination of the parameters α, β and γ . The estimates of the unknown parameters α, β and γ are evaluated as the means of the estimates derived on the basis of individual realizations of the process considered. The variability of an estimator η of an unknown parameter η was measured by the root mean squared error (RMSE) which is expressed by RMSE( η ) = (sd( η )) 2 + (mean( η ) − η) 2 , where sd stands for the standard deviation. In the tables the abbreviation se( η ) is used for this error.
In constructing the executable computer programs, procedures of the package Mathematica 8.0 were used.
The estimates in the PLP
The values of the estimators of α and β were evaluated numerically using two numerical methods: constrained local optimization through solving equations (CLOSE method) and constrained global optimization (CGO method).
The CLOSE method in obtaining ML estimators relies on using the explicit formulae for α ML and β ML given by (10) and (11), respectively, in Fact 3. The CLOSE method in evaluating the LS estimators relies on Proposition 1, i.e. on solving numerically equation (18) with respect to β > 0 and then substituting the solution for the estimator β LS into formula (19) for the estimator α LS . The CLOSE method in evaluating the CLS estimators relies on Proposition 2, i.e. on solving numerically equation (22) with respect to β > 0 and then substituting the solution for the estimator β CLS into formula (23) for the estimator α CLS . The M estimators were obtained by Proposition 3, i.e. by solving numerically equation (26) (for s = 1) with respect to β > 0 and then substituting the solution for the estimator β M into formula (24) for the estimator α M .
To investigate the numerical results for those processes for which the optimization problems can not be even partially solved explicitly (in contrast to the PLP(α, β)), we conducted analogous numerical investigation by using CGO method. The CGO method in evaluating ML estimators relies on solving the problem ( α ML , β ML ) = arg max (α,β)∈R + ×R + L(σ ; α, β) or equivalently ( α ML , β ML ) = arg max (α,β)∈R + ×R + (σ ; α, β) by using a constrained global optimization procedure with respect to both variables α and β. The CGO method in evaluating LS and CLS estimators relies on solving the problems defined by (17) and (21), respectively, by using constrained global optimization procedures with respect to the variable β, and then substituting the solutions into formulas (19) and (23), respectively. The results carried out by the CGO numerical method have had the same accuracy as those carried out by the CLOSE numerical method, and the latter are not presented in the paper.
The estimates α LS , α CLS , β (C)LS , α M and β M proposed in the PTRP(α, β) are evaluated on the basis of the realizations (samples) of the generated PLP(α, β) and compared with the ML estimates α ML and β ML for the latter model. The values of the estimators and their measures of variability are contained in Tables 1-4 for n = 50, n = 100 and for k = 500 samples for each pair (α, β).
The estimates in the WPLP
The WPLP(α, β, γ ) process is generated according to the following formula for the jump times:
T 0 = 0, where U i are random numbers from uniform distribution U(0, 1). The generating formula is equivalent to
but for numerical computation reasons formula (28) is more useful. Table 4 The measures of variability of the ML, LS, CLS and M estimates of α and β. The number of jumps n = 100 The ML estimates β ML and γ ML of β and γ are found by maximizing the log-likelihood function in solving the optimization problem ( β ML , γ ML ) = arg max (β,γ ) (n; (ϕ, β, γ ) ), by using a constrained global optimization (CGO) procedure, where (n; (ϕ, β, γ ) ) is given by (9) with ϕ = ϕ(β, γ ) defined by (5). The ML estimate α ML of α is evaluated using formula (8) with ϕ defined by (6). In the optimization problem the procedure NMaximize of Mathematica package is used.
The tables provide the numerical results for the WPLP(α, β, γ ) in comparison to a PTRP(α, β) (the TRP with unknown F ). The CLS estimates α CLS and β CLS of the parameters α and β are evaluated on the basis of the realizations of the generated WPLP(α, β, γ ) supposing that we do know nothing about the renewal distribution function F , i.e., that we observe the PTRP(α, β). The estimates α CLS and β CLS are evaluated using Proposition 2 and the CGO Table 5 The ML estimates of α, β and γ in the WPLP(α, β, γ ) . Table 6 The LS, CLS and M estimates of α and β in the PTRP(α, β). The number of jumps n = 50 Tables 5-12 . We assumed n = 50 and n = 100, and used k = 500 simulated realizations for every combination of the three parameters α, β and γ .
Some real data
Let us take into account some real data of failure times, namely the data set contained in the paper of Lindqvist et al. (2003) , given in Table 13 . These data contain 41 failure times of a gas compressor with time censoring at time 7571 (days). Table 7 The measures of variability of the ML estimates of α, β and γ in the WPLP (α, β, γ Table 8 The measures of variability of the LS, CLS and M estimates of α and β in the PTRP(α, β). The number of jumps n = 50 Supposing that the set of failure times of Table 13 forms a TRP belonging to the class of WPLP(α, β, γ ), the ML estimates α ML , β ML and γ ML of α, β and γ have been evaluated and presented in Table 14 . On the other hand, if no assumptions are made on the renewal distribution function F , the estimates α CLS and β CLS of α and β are given as the parameters of the PTRP(α, β).
As the results of Table 14 show, the real data of failure times considered can be recognized as the WPLP(0.048, 0.763, 0.842) or the PTRP(0.028, 0.823). In both cases, the estimates of β are almost the same. In Table 14 the relative errors re( α CLS ) = | α CLS − α ML |/ α ML and re( β CLS ) = | β CLS − β ML |/ β ML are given too. For comparison, in Table 14 there are also given the sum of squares SS CLS := S 2 LS ( α CLS , β CLS ) and SS ML := S 2 LS ( α ML , β ML ), Table 9 The ML estimates of α, β and γ in the WPLP (α, β, γ ) . Let us denote by ENF ML (t) = (t; α ML , β ML ) = α ML t β ML the estimated number of failures up to time t evaluated on the basis of the ML estimators, and analogously by ENF CLS (t) = (t; α CLS , β CLS ) = α CLS t β CLS the estimated number of failures up to time t evaluated on the basis of the CLS estimators. In Table 15 we compare the estimated numbers of failures with the observed number of failures ONF(t) for some chosen values of t. The CLS method provides satisfactory estimates of the number of failures. Table 12 The measures of variability of the LS, CLS and M estimates of α and β in the PTRP(α, β). The number of jumps n = 100 
Concluding remarks
We observe a good performance of the estimators α CLS and β CLS obtained by the CLS method. This method leads to satisfactory accuracy of these estimators in the TRP(F, λ(·)) model considered with unspecified F in comparison to the ML estimators α ML and β ML for this model with specified F . The CLS method leads in average to more accurate estimators than the LS and M methods.
The LS method considerably underestimates the parameter α. In most cases considered we have RMSE( α CLS ) < RMSE( α LS ), and in all cases, RMSE( α CLS ) < RMSE( α M ).
The RMSE( α M ) is about two, or even more, times greater than the RMSE( α CLS ). A similar remark concerns the RMSE( β M ) and RMSE( β CLS ). In some cases the RMSE( α CLS ) is even less than the RMSE( α ML ), and the RMSE( β CLS ) is less than the RMSE( β ML ).
For a given number n of failures, the RMSE's of all the estimators in the WPLP(α, β, γ ) become significantly smaller as the parameter γ increases. Remark that, according to formula (27), the variance s of the renewal distribution F decreases evidently as γ increases. For example, s = 1 for γ = 1, s = 0.2732 for γ = 2, s = 0.0787 for γ = 4. A smaller value of γ (a larger value of the variance s) causes larger variability of the estimators (recall that the RMSE determines the mean squared deviation of the estimate from the true value of the parameter-the risk). In the WPLP(α, β, 1), i.e. in the PLP(α, β), the variance of F is equal to 1 and constitutes a great value in reference to the same value of the expectation of the renewal distribution as well as in reference to the assumed value 1 of the sample mean of the transformed working times 
. , N(σ ).
A great value, such as 1, of the variance of the renewal distribution causes larger variability and instability of the RMSE's of the LS, CLS and M estimators in the case of relatively small sample sizes n. It may then happen that in some cases for γ = 1 the RMSE( α LS ), RMSE( α CLS ) and/or RMSE( α M ) increase as n increases. Further simulation study for γ = 1 and much greater than n = 100 numbers of failures shows that these RMSE's decrease as n increases. They decrease much more slowly than the RMSE's of the parameter β.
For γ ≥ 2, the RMSE( α CLS ) decreases as n increases. If the number of jumps n increases then all the RMSE's of the parameter β, i.e. the RMSE( β ML ), RMSE( β CLS ) and RMSE( β M ) decrease.
If the renewal distribution function is unknown we recommend using the CLS method to obtain the estimators of the unknown parameters of the trend function or the expected number of failures.
The CLS method can also be used to predict the next failure time. Examination of asymptotic properties of the CLS estimators would be desirable, among others, for constructing the confidence intervals for unknown parameters or for the expected number of failures. 
