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We investigate the possibihty of synthesizing stable probability distribution 
generators on the basis of a complete system of deterministic elements and 
generators of random signals described by nonhomogeneous Markov chains. 
It is shown that such generators can be obtained by constructing some finite 
Moore automata with special transition functions. Preliminary speed estimates 
of the generators with given accuracy of realization of the distribution are found. 
The results are based on multiplicative properties of regular stochastic matrices. 
In this research we proceed from the assumption that there exists a source 
of proper stochastic process with desired characteristics. At the initial stage 
of developing stochastic process generators (SPG) there prevailed the assump- 
tion about the availability of a Bernoulli flow of signals. In other words, the 
required generators were synthesized as follows. It was supposed that one 
has generators of random signals as sequences of mutually independent 
and equally distributed finite random variables. Then deterministic methods 
of transforming input processes into output processes with given properties 
were sought. This approach appears more or less explicitly in the works of 
Skhirtladze and Chavchanidze (1961), Gill (1962), Sheng (1965), Skhirtladze 
(1965a, 1965b), Ushakov (1965), Kobchikov (1967), Warfield (1968), 
Makarevich (1969), de Souza and Leake (1969), Bukharaev (1970), Pospelov 
(1970), Agasandyan and Sragovich (1971), Glova (1971), E1-Ghoroury and 
Gupta (1971), Stefka (1971), Lorenc (1972a), Modrow and G6ssel (1973). 
However, the physical designers of these generators (Danilchenko, 1961; 
Neiman and Paramonov, 1961; Murry, 1970; Sokal, 1972) found that reliable 
realization of such sources with purely technical means is a rather difficult 
one. It led to another trend of research in which the SPG synthesis problems 
where based on another hypothesis: An assumption was made that there 
are available generators of mutually independent, but not always equally 
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distributed finite random variables (Morozov, 1966; Lorenc, 1972b, 1973, 
1974a; EI-Ghoroury and Gupta, 1972; Lapin~ and MEtra, 1973; Matra, 
1975). 
In this work the latter postulate is stated more generally. The problem 
of synthesis of the required SPG is considered under the assumption that 
there are available random signal generators representing finite Markov 
chains. In contrast o Modrow and G6ssel, we assume that these chains 
can be nonhomogeneous, obtaining thus a more adequate model of real 
generators than those used before. It is shown that there exists a class of 
finite deterministic automata transforming input processes of the mentioned 
kind into stochastic processes arbitrarily close to a sequence of mutually 
independent and equally distributed random variables. The speed properties 
of such transformers are also investigated. 
Let us denote by R and E sets of natural numbers {0, 1,..., r} and{l, 2 ..... m}, 
respectively. For an arbitrary set, say C, I C[ will denote its cardinality. 
Let O be a set consisting of substitutions t~ o , t~ 1 .... , t~ r of the set E. Suppose 
that every set of natural numbers {x [ (x ~ R) & (~x(i) ~ j)}, where i, j ~ E, 
contains no more than one element. 
We will define for every u, u ~ R, a stochastic m × m matrix A u = (ai~(u)) 
by the condition: aij(u ) = 1 iff t~u(i ) ~ j .  Denote by ~ the set of matrices 
{A0, A1,... , At}. For every i, i cE ,  we define a stochastic vector 
izi ~{a l~ , a2i , . . . ,ami  } by the equality ai~ = 1. Denote by /~ the set 
{/~1,/z2 ,...,/zm}. Suppose now ~0 maps E onto ~ and ~0(i)=/~i- Then, we 
can get easily 
~(a~ a~,~_~ ... Ou~(i)) = mA~f l~ ... A,,~, (1) 
~p-~(lz~A~,flu ... A, , , )  = au,au~_~ ...t~,~(i). (2) 
From these equalities we conclude that the action of transformations t~u ~ 0 
with respect o ~v is isomorphic to the action of matrices A u ~ ~.  Of course, 
the ranges of ~u and A u are E and/~, respectively. 
We shall explicate our terms by a simple example. Suppose that m ~ 4 
and r ~- 1. Then we can take 0 = {~/0, ~h}, where 
"qo = 3 2 ' "q l~ 4 3 1"  
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The substitution matrices for 7o, ~1 are 
0 1 and 0 0 1 , 
1 0 0 1 
00 00  
respectively. Since the sum of these matrices does not contain the number 2, 
we conclude that 
[{x I xe{0,  1}&~( i )  =j}]  ~< 1 
(i, j e {1, 2, 3, 4}). So the matrix form helps us to find out such relations 
more easily. 
Let $2 be a probability space on which a finite Markov chain X{t} and 
a random variable V independent of X{t} are given. (We call a random 
variable V independent of X{t}, if for any natural numbers ta, t 2 ..... t~ 
random variables p(V, Xtl , Xq ..... X t )  = p( V)p(Xt 1 , X,~ .... , Xtn) form an 
independent system.) Suppose that Xt(co) ~ R, V(o)) c E and define a 
stochastic process Y{t} by the following system of equalities: 
Y0 = V, (3) 
Y~+I = ,~x,(Y~). (4) 
It can be easily seen that the definition of the stochastic process Y{t} 
with respect to the random variable V and stochastic process X{t} is just 
a convenient form of representation of the output process which is obtained 
by transforming X{t} by means of a proper transformer. Indeed, if 
9.1[ = {X, Y, Z, %,  3(x, z), A(z)} is a finite automaton with X = R, 
Y = z = E,  % = (p (V  = 1) ,p (V  = 2) , . . . ,p (V  = m)), a(x, z)  = ~<~) and  
A(z) = z, then Y{t} determined by the given R, E, (9, V and X{t} is exactly 
the output process of the automaton 9I obtained by feeding its input with 
signals from the source described by X{t}. E.g., the process defined by 
sets R = {0, 1}, E = {1, 2, 3, 4}, 8 = {~0,7h} corresponds to the transformer 
automaton 9.I with input alphabet X = {0, 1}, inner and output alphabets 
Z = {1, 2, 3, 4}, and transition function 3(x, z) defined by the table 
1 2 3 4  
0 1 3 2 4  
1 2 4 3 1  
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The following Lemmas 1 and 2 show the distinctive properties of output 
processes in which the described transformers of Markov chains are used. 
LEMMA 1. I f  X{t}  is a Markov  chain of order v, then Y{t} is a Markov  
chain of  order v + 1. 
Proof. Let t and 1 be natural numbers atisfying the condition 
v- [ - l~ l~t .  
We will show that for any sequence of natural numbers t, st-1 ,..., st-v-1 ,..., st_~ 
from E holds the equality 
p(Y ,  : st I Yt-1 = st-1 .... , Yt-v-1 = st-v-1 ,'", Y t - t  = st-t) 
= P (Y t  = st I Y t - t  = st-1 ..... Y~-, - I  = s*-~-l)" (5) 
Of course, there is no sense in considering the case when the conditions 
Y , -~ : st-1 ,..., Y~-~- I  = s ,_~_l  . . . . .  Y , - t  = s~_t 
are contradictory: The left part of (5) is then not defined. Therefore, we 
suppose that the system of these conditions is compatible. It  follows from the 
definition of Y{t} that there exists an ordered set of numbers (ul, u2 ,... , ut-1) 
from R such that 
~l(s~_~) ~ s,_~+~, ~(s , _~+~)  = s,_~+~ .. . . .  
As we have assumed that [{x ] (t~(i) : j )  & (x ~ R)}] ~ 1, this set is uniquely 
determined. Consequently, the probability 
p(Y~ : s~ l Y~-~ = s~-i  , . . . ,  Y~_~_I = s t -~- i  , . . . ,  Y~-~ = s~_t) 
is equal to the probability of Xt -1  taking the values ul(u, ~ R,  tguz(St_a) = st) 
provided that 
Xt_  2 = Ul__ 1 , ' . . ,  X t_  t = 1,l I . 
By condition of the lemma, we can write 
p(X~_ l  = ut l X~_~ = u~_~ .. . .  , X,_~_~ = u~ . . . . . .  , X~_~ = u~) 
= p(X~_~ = u~ [ X~_,~ = ut_~ .. . . .  X~_~_~ = u~_3.  
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On the other side, as it follows from the definition of Y{t}, 
p(x . i  : ~ I X~_~ = u~_~ .... , x~_~_~ = .~_~) 
= P(Yt  = s, ] gt -1  ~- st-1 .... , Yt-~- I  = st-,-1)" 
Hence (5) really holds. It can be easily seen that it is equivalent o the state- 
ment:  Y{t} is a Markov chain of order v + 1. Thus,  Lemma 1 is proved. 
Let  n be a natural number.  Denote by K~ a set of vectors s = (s I , s2 ,..., sn) 
with components from E satisfying the condit ion: For  any i, i = I, 2,..., n - -  l ,  
there exists u , ,  u~ ~ R, such that ~9~(si) = s~.+l. 
I t  is easy to see that actually K~ is the set of all various paths of length 
n - -  1 in transit ion graph of the automaton ~ = {X, Y, Z, %,  3(x, z), A(z)}, 
determined by the given R, E, and (9. Denote I K,~ I : 2. Then we can map 
the set Kn onto the set ( l ,  2,..., ~} by means of a corresponding function 
7(s). Suppose that the stochastic process Y{t} is a Markov chain of order n. 
Then  there can be defined a Markov chain ]7{t} equivalent o Y{t} over the 
probabi l i ty space £2 and such that {l>t(w)} = {1, 2,..., A}. For  this sake denote 
mk,(t) =P(~' t  = 1[ ]Yt-1 = k), t : 1, 2,...; k, l~{1,  2 ..... A}; m~ = p(l~o = k). 
Since every simple Markov chain is completely defined by its transit ion 
probabi l i t ies and the initial distr ibution, we must only define the numbers  
mk and mT~z(t). So let us assume the following: 
(1) Let  t l ,  tz ,..., t~ be a system of vectors from K~ with last com- 
ponents 1,2, . . . ,m,  respectively. Then  define the initial distr ibution 
(ml ,  ms .... , ma) by the equalities 
m,.o  = P(Yo  = i). 
(2) Let  y- l (k)  = ($1, $2 . . . . .  Sn) , rq ( / )  = (Sa* , S2*,... , S,*), where 
s,+ 1 = s** takes place for all i, i = 1, 2,..., n - -  1. Then  
mkfft) = p(Y~ = sn* I Yt -1 : s~ ,..., Yt-c,~(t) : sn-c,(t)+a), 
where 
~n(t) = t, t < n, 
=n,  t >/ n. 
(3) Let  y-X(k) = (sa , s~ ,..., sn) , y - l ( l )  ~- (sl* , s~* ..... sn*), and let 
there exist i, 1 ~ i ~ n - -  1, for which s,+ 1 ~ si*; then mk~(t ) = O. 
Remark.  I t  is easy to see that the initial distr ibution (m~, m 2,...,  ma) ,
300 AIVAR A. LORENC 
generally speaking, is defined not uniquely. However, this fact will in no 
way influence the subsequent consideration. 
Obviously, the transition matrices of ~{t) are stochastic A × h matrices 
M~ = (mkz(t)) with elements defined by the conditions (2) and (3). 
LEMMA 2. Let a be a positive number such that for all t and for all ordered 
sets of numbers (Uo , U 1 .... , u,) from R 
p(X  t = u~ I X t -1  = u i -1  ..... X 0 =- Uo) ~ or, (6) 
and let Y{t} be a Markov chain of order n. Then if for a natural number ~ all 
the equations 
a~O~ ... a~e(i) = j, (7) 
i, j ~ E, have solutions in R, the Marhov chain Y{t}/s regular, and all elements 
b~(t) of the matrix 
~+n--2 
B~ : l~ Mt+~ 
v=O 
satisfy the inequality 
b~(t) ~ O~ +~-1. 
Proof. Let us fix numbers k and l from {1, 2,.., ~} and show that 
b~z(t ) ~ a e+n-x. Suppose also that 
r-l(k) = (sx, s2 ,..., s~), 
r - l ( l )  = (s~*, s~*,..., s,*). 
We will verify that there exist numbers hi ,  k S ..... he from {1, 2 . . .  ~} such 
that 
m~l(t ) m~l~2(t + 1) ..- mk~_~e(t + ~ -- 1) ~ .e, 
and the last component of the vector 7-1(ke) is equal to sl*. Indeed, since 
the equations (7) are solvable, there exists a sequence of numbers u 1 , u~ .... , u~ 
from R such that 
Let us denote the numbers tgu,(s~), ~9~e_~gu~(sn),... , ~9%~9u~ ... ~gu~(s~) by 
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sn+ 1 , sn+~ ..... s~+e, respectively. Then  using (6) and the definition of Y{t}, 
we can write 
P(Y ,  = s~+l [ Yt -1  = s . . . . .  , Yt-c.(t) ~ s~-¢~(t)+x) 
X P(Yt+I -~- Sn+2 [ Y t  = s .+l ,  Yt-1 - -  s . . . . .  , Yt-~.(t) = sn-c.(0+l) × "'" 
× P(Yt+~-I  -~ s,+~] Yt+~-2 = s,+~-a, Y~+~-s = Sn+e-2 "'" 
Y,_~.(,) = s._~(,)+l) ~> ~. (8) 
Now if we suppose that k i = y(s i+ 1 , . . . ,  s i+n)  , i = 1, 2,..., ~:, it follows 
immediately from (8) and our assumption about the order of the Markov 
chain Y{t} that 
m~kl(t) mkl~(t  + 1) "'" mke_ike(t + ~ - -  1) >~ a ~. (9) 
Since the vector y-a(/) ~k .  and sl* ---- s~+,, we get from (6) 
P(Yt+e : s2* ] Yt+~-i : s.+~ , Yt+~-2 : s.+~_~ .... , Y~-~.(~) : s.-~.(t)+a) 
X P(Yt+e+l ~- sa* 1 Yt+~ = s2*, Y~+e-1 -~ s~+e ,..., Yt-~.(t) = Sn-¢.(t)+a) 
× P(Y*+~+.-2 ---- s . * ]  Yt+~+,~-a - -  s* - -  s* - -  n - -1 ,  Yt+e+n-4  - -  n -2  ~ ' "~ 
Hence, we obtain further that there xists such an ordered set of numbers  
(ke+l, ke+ 2 .... , ke+._~) from {1, 2 ..... A} that 
mk,k~+~(t + ~) mk~+~e+.(t + ~ + 1) "" mke+ . . . .  ,(t + 8 +n - -  2) ~> a.-1.  (11) 
By (9) and (11) we obtain 
~e+n-2 
b~(t) >~ I-[ m~o~+i(t + v) ~> ~.+~-1, 
V=0 
where k o = k and ke+,~_ ~ = I. This  completes the proof  of Lemma 2. 
According to the stochastic process U{t} we will define now a stochastic 
m × m matr ix Pt  = (Pie(t)) assuming 
p,a(t) = p(Y t  =j[  Yo = i). 
L~MMA 3. The matrix P ,  is bistochastic. 
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Proof. Let i, j be numbers from E. Denote by Uij(t) the set of vectors 
u = (Uo, u 1 ,..., ut-1) satisfying the condition 
%_1%_~ " a~o(i) = j. 
It is easy to see that the set U, ( t )= (J~=l Uij(t) contains every vector 
u -= (Uo, u~,..., ut-1) with components from R. Then all U~(t), i = 1, 2,. . ,  m, 
are equal, and we can omit the subscript i. 
Suppose that u = (u 0, u~,..., ut_l) belongs to the set U(t). Denote 
t--1 
p~ = p(Xo = uo , X1 = ul ..... Xt-1 = ut-1), A~ = 1-[s=o A~.  By definition 
of Y{t} we must have 
P(Y ,  = j I Yo : i) = ~ p. . (12) 
u~Uiflt) 
Indeed, P(Yt  = J I  Yo = i )  is the probability that the transformer ~I 
transits to the state j from the state i by feeding its input with t random 
signals. Hence, by (1), (2), and (12), p~(t) is the jth element of the ith row 
of the matrix 
B~j(t)= ~ p .& .  
uaU,~(t) 
(Obviously, if ] uij(t)[ = O, then p,j(t) = 0.) It follows also from properties 
of A. and the definition of Ui~(t) that Bi3(t) has no other positive elements in 
its ith row, except he j th one. Then 
j= l  uEU~(t) 
Hence for every i, i ~ E, the equality 
Ix~Pt = t*i ~ p .A ,  (13) 
u~U(t) 
holds. Since (13) is true for every i, i ~ E, we obtain 
Pt = Z p .A . .  (14) 
ueU(t) 
From the definition of matrices Au, it follows that they are substitution 
matrices. Then, by (14), the sum of elements of each column of the matrix 
Pt is 1. Thus, Lemma 3 is proved. 
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For a real a we denote by a + the number max(a, 0). Let us define for an 
arbitrary real matrix _// = (ai~) numbers K(A) and 8(A) by equalities 
K(A) = max(max(aio --  ai2,)), 
j ~ i l , i  ~ ~ la 
8(A) = max Z (ai~, - -  ai2j) +. 
i1'i2 j 
The following result can be obtained by a slight modification of the 
method used by Doob (1953) for determining the speed of convergence of 
a finite homogeneous Markov chain with a regular transition matrix: I f  P 
and O are stochastic n × n matrices, then 
K(PQ) ~ 8(P) ~(Q). (15) 
Let Q{s} = (q,j{s}) be a sequence of stochastic n × n matrices, and rr{s}, 
a sequence of vectors with nonnegative components Psi,  Ps2 ,-.., P,n. Denote 
by a, the sum of first [n/2] minimal components of ~, and by bs the maximal 
of first [n/2] + 1 minimal components of the same vector %.  
A straight consequence of the inequality (15) is the following lemma. 
LEMMA 4. I f  for every i and s exists a substitution ~9 such that q~j(s) >~ P~,o(~ , 
j = 1, 2 ..... n, then 
' 
, ~< 1-[(1-2a~-2~0, 
\S=I  / g=l 
wherefis = (n/2 - -  [n/2]) bs. 
Denote by h n the cardinality of the maximal subclass of K,~ defined by 
the following condition: s and t belong to one subclass iff they have the 
same last component. 
PROPOSITION 1. Let X{t} be a Markov chain of order v and a a positive 
number such that for all t and all ordered sets of numbers (Uo, u s .... , u,) from R, 
goe have  
p(X~ = us E X~_ ,  = u~_~ .... , Xo  - Uo) > ~. 
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Then, if for a natural number 5 all the equations 
where i, j E E, have solutions in R, and j K,,,, 1 = A, there is 
1(1/m) -p(Y, = j / YO = i)/ < k,+,((m - l)/m)(l - h~~+~)[~~(~+~)l. 
Proof. According to Lemma 1, Y(t} is a Markov chain of order v + 1. 
Since 1 K,,, 1 = h, the simple Markov chain p{t} will have as transition 
matrices the stochastic h x X matrices M, . By Lemma 2 we conclude 
further that every matrix 
5+v-1 
Bt = n Mt+v 
UC0 
contains only positive elements b,,(t), and that bkl(t) > c@. Evidently, a 
stochastic X x h matrix C can be found such that 
Hence (see Lemma 4), 
Denote by Wj the set of all those natural numbers k, k E: {1,2,..., h}, for 
which the last component of the vector y-l(k) is equal to j, and by M* = (m&) 
the matrix l-J”,=, M, . Th en it can be easily found that for every k E Wi , 
we have 
Pi&) = C 45 . 
ZEW, 
Thus, 
K(pt) < ( 1  -  hE+Y)[ti(E+Y)l mj”” 1  wj 1, 
Since maxj 1 Wj I = k,+l , we obtain 
,(P,) < k,+,(l - X&v)~t~(~+u)l. (16) 
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As the matrix Pt is bistochastic (Lemma 3), we have 
~ p.(t) = 1. 
i= l  
Consequently, 
(p i~(t )  - -  ( l /m) )  = 0, 
i=1 
and denoting p~(t) -- (l/m) by h~j(t), we get 
h~j(t) - O. (17) 
i=1 
Obviously, if K(Pt) ~ e, then 
We will show that 
[ hi~(t)l <~ e(m - -  1 ) /m.  
Let h,~(t) be the maximal, hqj(t) the minimal element of the jth column of 
the matrix P, .  Then 
max(hil~.(t), ] hi.~.(t)l ) ~> max hi¢(t). 
For the sake of definiteness, let us suppose that 
(18) 
hil~(t ) = max(hq¢(t), l hi~¢(t)l). 
Denote by E* the set of those indices i for which hle(t) < 0. Then by the 
condition (17), we have 
Since by our assumption hi2~(t ) is the minimal element of the jth column, 
we get 
(1/I E* 1) Z I h,j(t)] ~< I h~j(t)l. 
i~E*  
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Thus, 
I h~,(t)l ~> hqj(t)/(m - -  1). 
By the inequalities (18) and (19), we further get 
E >~ (m/ (m-  1))hq~(t). 
Consequently, 
max I h~¢(t)] ~< ((m --  1)/m) ~(Pt). 
Z 
By (16) and (20), we can now write 
[ pij(t) - -  (l/m)] ~ h,+l((m - -  1)/m)(1 - -  ,~e+,)[t/le+~]. 






The systems of transformations O ={#0,~a .... ,8~} having desired 
properties can be chosen in different ways. However, as it is shown by 
Proposition 1, it is advisable to choose the system O so that it minimizes the 
positive integer ~ for which all the equations 
8~1% ... %( i )  = j 
are solvable in R. In this section, we shall consider a class O having many 
other advantages, though the minimum of value of ~ at given r and m is not 
always assured. 
Let h, r and m be natural numbers such, that 1 <. h, r <~ m, (h, m) = 1. 
Denote by Oh . . . .  the system of transformations {80 , 81 ,..., 8r} defined by 
equalities of the form 
8u(i )=( i -1 )@h@u+l ,  
where u ~ {0, 1 .... , r}, i E {1, 2,..., m}, and @, @ stand for the product and 
sum modulo m, respectively. We now must find out if Oh.r,~ satisfies the 
basic conditions. With that end in view, let us prove the following three 
lemmas. 
LEIvlMA 5. The equation tg~(i) = j ,  i , j  ~ E has no more than one solution. 
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Proof. It follows from t~%(i) = j and ~%(i) = j', u s # u2, that 
a@u s =a@u2,  (21) 
where a = (i - -  1) @ h. But (21) may hold just in the case ul ~ u2 (rood m). 
It is impossible for u 1 , u2 ~ R, because us - -  u2 =/- 0 and I u~ - -  u z I < m. 
LEMMA 6. For arbitrary u ~ R and j ~ E the equation #~(x)~j  has no 
more than one solution in E. 
Proof. Let tgu( i l )= j  and ~u(4)=J  so that i 1 @ 4. Then we have 
(i 1 -  1 )@h=( i  2 -1 )@h,  i.e., (i s -  1 )h~( i  2 -1 )h  (modm). Hence, 
the difference (i 1 - -1 )h -  (i 2 - -1 )h  must be a multiple of m. However, 
this is impossible, since i s - -  i 2 ~ 0 and [ i s - -  iz I < m. 
LEMMA 7. There exists a natural number ~ such that all equations of the 
form (7) are solvable. 
Pro@ Denote by Q0 the matrix (1/] R ])~u~e d , ,  where A~ is the 
substitution matrix defined by 5~. It can be easily seen that Qo is a h-circulant, 
i.e., its ith row is obtained from the (i - -  1)th one by cyclic shift of all elements 
of h steps to the right. On the grounds of Lemmas 5 and 6 we conclude 
that ~o is a bistochastic m × m matrix. Since the existence of s ~ is equivalent 
to the regularity of Q0 (see equalities (1) and (2)), we must show that for 
some natural/x the matrix Qo" is positive. Then we can take this/~ for the 
value of ~. 
Since Q0 is a bistochastic h-circulant, Q0 ~ is a bistochastic hl-circulant. 
Consequently, if with some l, ~o ~ has a positive first row, then all the other 
rows will also be positive, i.e., Qo z is a positive matrix. Now let l be such 
that not all elements of the first row of O0 z are positive. Then after a cyclic 
shift of the first row of h ~ steps to the right it is impossible for the positive 
elements to occupy only the places in which they already have stood, as 
well as for the zeroes. I f  it could be so, all rows of Qo ~ would contain zeroes 
in the same columns, i.e., the matrix Qo z would contain a zero column. But 
it is impossible, since ~o ~ is a bistochastic matrix. Therefore, Qo ~+1 has in 
each row one positive element more than in the corresponding row of ~01. 
Consequently, for l = m - -  [ R ] q- 1 = m - -  r, the matrix ~0 ~ is positive. 
This means that for ~ = m -- r, all equations of the form (7) are solvable. 
Our estimate of the number ~ can be improved. However, this needs 
a more detailed examination of the structure of Q0 z and the introduction of 
new variables. 
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We shall determine now a transformer based on Oh,,,,m • By Proposition 1 
and using the obtained estimate of ~, we can write 
/(l/m) -- p( Y, -~ j l Yo = i)t ~ ( m -- 1)/m) kv+l(1 - -  Aam-r+v)t*/(m-~+~)]. (22) 
It can be readily verified that in (22) we have k~+ 1 = r q- 1 and A ----- m(r + 1) 
when for h = l, Y{t) is determined by the Markov chain X{t} of order l. 
Hence, in this case (22) takes the form 
I(1/m) -- p(Y,  ----j l Yo = i)] 
< ((m -- 1)]m)(r q- 1)(1 - -  m(r + 1) otm-~'+l) ['](m-t'+l)]. (23) 
In the particular case when m = 5, h = r = 1, and ~ = 2/5 from (23) 
we have 
1(1/5) - -p (Y ,  = j [  Yo ----i)1 ~ (8/5)(1 - -  10 • (2/5)5)[t/5]. 
A simple computation shows that the output signal i ~{1, 2,..., 5} appears 
with probabil ity Pi ---- 1/5 :~ ~, where the accuracy e satisfies the condition 
0 ~ ~ < 0.01 if the output is acting after each 235 moments of time t. 
In another case, when m = 2, h = r = 1, and a = 2/5, we obtain the 
inequality 
1(1/2) - -p (Y ,  = J r  Yo -~ i)1 ~< (1 - -  4(2/5)~)t*/2a. 
Here the accuracy E < 0.01 is obtained already when t = 10. 
The estimate of I (1 /m)- -p(Y ,  =j lYo  =i) l  for v = 0 is discussed in 
works of Lorenc (1974a, 1974b). 
4 
We have shown that having a generator of random signals 0, 1 ..... r, 
described by a discrete Markov chain of order v and a system of deterministic 
elements allowing construction of any finite Moore automaton, it is possible 
to synthesize an SPG, which realizes the distribution q -~ (l/m, 1/m ..... l/m) 
with any given accuracy e. For this it is necessary to synthesize a finite 
Moore automaton with input alphabet R ={0,  1 .... , r ) ,  state alphabet 
E = {1, 2 ..... m), and transition function 8(u, i) = vq~(i) where u ~ R, i E E, 
and t9 u ~ O. As transformations system O, we can take Oh.r.m • 
In a general case a sufficient time delay t, providing the required accuracy E, 
can be obtained by Proposition 1. 
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PROPOSITION 2. For the inequality 
](l/m) - -P(Yt ~-j [ Yo =i)[ < e 
to take place, it is sufficient hat 
t /> [(ln k~+ 1 --  In E)/Acd+q(~: -}- v) -}- ~ -~- v. 
Proof. Let the real number t' satisfy the condition 
k,+l(1 --  Acd+") *'/<~+~) : e. (24) 
Then In k~+ 1 + (t'/(~ + v)) ln(1 - -  h~ e+~) = In ~. From this, it follows that 
t' ----- (ln E - -  In k,+~)(~ + v)/ln(1 --  A~e+ 0. (25) 
As A~ e+~ < 1, we have 
lnO -- ~+~) = - -~  (A~*+")~/k. 
k=l 
Thus (see 25) 
t '  "~ ( ( lnkv+ 1 - -  In E)/~o~£+v) • (~ 57 v). (26) 
Evidently, there exist a natural number 1 and a real number/31 , 0 ~/31 < 1, 
such that t' ~- l(s e + v) +/3a(~: + v), Hence (see (26)) 
(ln k.+ 1 - -  In e)/h~ £+~ = 1 +/32  
where/3~ > ill, and we can write 
[(lnk,+ 1 --  In a)/A~e+~](~ + v) + E q- v >~ (I + 1)(~ + v) > t'. (27) 
On the basis of (24), (27), and Proposition 1 we have 
l(1/m) - -P(Yt = j [  Yo ~ i)l < E. Q.E.D. 
It is unlikely that Proposition 2 can be considerably strengthened without 
specifying the system (9 or parameter v. Therefore, in the future it is advisable 
to investigate in more detail the properties of K(Pt) with respect to special 
types of O. 
It  is necessary to note that the transformation sets O discussed here do 
not exhaust all the possible cases, neither are the obtained elay time estimates 
643131/4-z 
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final. Considering the optimal choice of O, it is essential not  only to know 
the speed of the transformer, but  also the complexity of its realization. The  
latter question is very important and requires a more detailed examination. 
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