Abstract -The aim of this work is to test algorithms for image enhancement with different values in the algorithm and to test those algorithms on the different accelerators that could be used for medical aids. The results of this research show advantages and disadvantages of equipment that we used and also can indicate implantation of algorithm into portable devices. Five selected images were filtered through proposed algorithm and compared with golden standard through metrics MSE, PSNR and SSIM. Speeup for edge detector was tested on different machines.
INTRODUCTION
There is around 124 million people suffering from some form of low vision disability. The eye is the most important function of human body, which provides us over 90% of visual information from environment during the day. Other senses provide us the remaining 10% of information. The human eye has a viewing angle of 20W and can recognize 10 million different colors.
There are many different low vision diseases and damages on the eye. The main preoccupation in this paper will be Macular Degeneration which is painless eye condition in which people have loss of central vision because the retina is weakened and does not function adequately. The most common type of macular degeneration is age-related macular degeneration although there are many types of it. Macular degeneration is related with aging. With time it destroys sharp central vision that we need to see clearly and that we need to do normal daily tasks. In most cases macular degeneration progresses slowly and people notice little change in vision. Macular degeneration or better known as age-related macular degeneration (AMD) is more often among older people, 60 years of age and older. AMD usually affects both eyes, although this is not always the case.
During the years, many researchers tried to develop some enhancement algorithms for visually impaired people to improve their sight. Every algorithm have same idea, this is detecting edges in the grayscale image. If algorithm read and process colored image, first task is to convert that image into grayscale colors, then he extracting edges from the image, because edges are relevant information's in the image. In our work, we developed our algorithm for edge detection which is similar to already developed one called "Canny edge detector".
II. ENHANCEMENT ALGORITHMS
Visual impairment is wide range disease for that reason there is no general algorithm for image enhancement. Every form of visual impairment have its own disadvantages because of that, there is a lot of different algorithms for different forms of diseases.
In 1986 John F. Canny developed multi-stage algorithm to detect a wide range of edges in images called Canny edge detector [1] . Canny's edge detector has four steps:
• Applying the Gaussian blur to clear the noise from the raw image. Gaussian filter is a 5x5 matrix which have constant c; = 1.4.
• Finding the intensity gradient of the image with four filters to detect horizontal, vertical and diagonal edges in the blurred image.
• Non-maximum suppression determines if the gradient magnitude assumes a local maximum in the gradient direction. Thresholding with hysteresis requires high and low thresholds. Another edge detection algorithm called "Sobel operator" or sometimes called "Sobel Filter" [I] also extract edges from the image. Irwin Sobel used "Isotropic 3x3 Image Gradient Operator", which is convolved with original image to calculate approximations of the derivatives.
Tinted Reduced Outlined Nature (TRON) is an algorithm that creates an edge-like image and increases the contrast between objects [2] . Algorithm increases contrast by highlighting the edges of the moving objects and the edges between objects. Algorithm is performed in three main steps:
l. Simplification ofthe scene, using anisotropic filtering, 2. Extraction of the significant spatial derivatives, using a hierarchy method, 3. Boosting the original scene using the simplified spatial derivatives. When the image is simplified, next step is to obtain gradient map, algorithm described by Fleck was used [3] . This algorithm is based on modified Canny filter [4] . The final stage in this algorithm is to rescale the original image thus to a weighting function based on the gradient map in the previous stage. This gradient map is normalized in dynamic range between 0: 1 after which threshold value is defined which will raise all pixels to defined threshold. In comparison with basic edge detection, advantage of this method is to get more robust against noise and textures. Keeping of some of the chromatic information of the visual scene, with appropriate threshold in this algorithm is possible, by increasing or decreasing the color information. Figure 1 . TRON enhancement [2] Cartoonization algorithm [5, 6] is a technique that creates stylized images. The viewer can recognize the shapes and see them as shadows and texture details. This algorithm is presented by Walid Al-Atabany [3] , and main advantage of this technique is that improve the contrast of visually important characteristics using simplification and reducing contrast in low contrast fields, also increasing contrast in high contrast fields. Their version of that algorithm has four main steps:
l.
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Simplification ofthe image with anisotropic filtering, Calculating the spatial derivatives of the image, Quantization of the colours of the simplified image to create cartoon like images, Combining the quantized image with the negative of the gradient map.
The algorithm starts with smoothing the image using the anisotropic diffusion described by Perona and Malik. The anisotropic diffusion is used for image by converting it to the "YCbCr" colour space. The "Y" channel is for the intensity, that layer is diffused. After diffusion, image is converted back to RGB colour space. The gradient image calculated as given in equations and it is normalized between 0 and 1. Then two threshold values are defined and they set all pixels of normalized gradient image below minimum threshold to 0 and all the pixels above the maximum threshold to 1. To make paint-like image effect on the original image they restrict the luminance Y channel of the original image into bins. The full description of this method is previously described by Winnemoller [4] . It increases the visual definition of high contrast fields in the image by combining the negative of the corresponding extracted spatial derivatives. This negative gradient map coat gives a significant edge enhancement as shown in Fig. 2 . Edge overlaying algorithm also described by Walid AlAtabany [7] use the same mathematics as Cartoonization enhancement. This algorithm recolors and overlays gradient map onto original image or a simplified interpretation of an original image. Tn such way contrast should be improved compared to the original. This algorithm is compared with one described by Wolffsohn [8] which he tested on patients while they watching television. Only difference is that Wolffsohn extracted the contour map with and without Gaussian smoothing. With smoothing, the image is little bit blurred compared to anisotropic simplification and without it results in the highlighting of many unwanted gradients as shown in Fig.  3(b-d) . In addition to Wolffsohn, developed algorithm use 3 x 3 kernel, which make it hard to highlight the fundamental contours. In Al-Atabany algorithm, a simplification processing step to extract only the fundamental spatial derivatives is applied. They use a pyramidal approach to get the spatial derivatives across a range of spatial frequencies. In Fig. 3(e-f) results of the edge overlaying on the original image without smoothing and with Gaussian smoothing are shown. Fig. 3(gh) shows the overlaying on the original and cartoon images when using anisotropic diffusion filter. Ill. OPENCL Tn this research OpenCL framework is used to implement our algorithm to four different accelerators. OpenCL is based on the C programming language and it is proposed as an open standard . This is language standard with which programmers can write applications that will be running on the some sort of hardware (for example, CPU, GPU, etc.). It contains significant functionality for enhanced parallel programming flexibility, functionality and performance. New data types including three-component vectors and additional image formats, handling commands from multiple host threads and processing buffers across multiple devices are included.
OpenCL specifications are defined in four main parts, called models. First model is Platform model which specifies how many of processors (the host) are capable of executing OpenCL code (the device). This model defines how are OpenCL functions (called kernels) executed on the devices. Second model is Execution model which defines environment which is configured on the host and how kernels are executed on the specific device. This model includes settings that OpenCL provides for host-device interaction. Third model called Memory model, defines memory hierarchy that kernels use regardless of the actual memory architecture. Fourth, Programming model defines how the assembled model is mapped to physical hardware [9] . information of the visual scene, with appropriate threshold in this algorithm is possible, by increasing or decreasing the color information. Figure 1 . TRON enhancement [2] Cartoonization algorithm [5, 6] is a technique that creates stylized images. The viewer can recognize the shapes and see them as shadows and texture details. This algorithm is presented by Walid Al-Atabany [3] , and main advantage of this technique is that improve the contrast of visually important characteristics using simplification and reducing contrast in low contrast fields, also increasing contrast in high contrast fields. Their version of that algorithm has four main steps:
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OpenCL specifications are defined in four main parts, called models. First model is Platform model which specifies how many of processors (the host) are capable of executing OpenCL code (the device). This model defines how are OpenCL functions (called kernels) executed on the devices. Second model is Execution model which defines environment which is configured on the host and how kernels are executed on the specific device. This model includes settings that OpenCL provides for host-device interaction. Third model called Memory model, defines memory hierarchy that kernels use regardless of the actual memory architecture. Fourth, Programming model defines how the assembled model is mapped to physical hardware [9] .
IV. METHODOLOGY AND RESULTS
Our strategy was to develop our own edge detection filter similar to already developed ones that are implemented into Matlab software. In the designed algorithm for edge extraction first is applied Gaussian blur which will clear the noise from the image and it is not constant, three different filter sizes were applied, it starts from 3x3, 5x5 to 9x9 Gaussian filter in the end. After applying different filter sizes, different sigmas from 0.1, 0.5, 1, 2 and 5 were applied. Next step in this algorithm is applying of gradient operator for obtaining the gradients intensity and direction. Third step is determination if the pixel is relative candidate for an edge considering its neighbor pixel. For the last step in the algorithm hysteresis thresholding was used, which can find where exactly edges begin and end. Images used in testing were grayscale images downloaded from online database [6] . Five selected images were filtered through the algorithm and compared with golden standard which is human eye, in this case. Those images are compared through metrics MSE, PSNR and SSIM. Aforementioned metrics are used for measuring errors between two images below (Fig. 4) . For second part of the research, four different hardware were tested. Intel Xeon E5 2670 has clock speed at 2.6 GHz which can run with turbo boost till 3.3 GHz. Intel Xeon Phi takes an unusual approach: Instead of GPUs, the Xeon Phi features a cluster of CPUs for easier programming, based on x86 technology. Accelerator AMD Al 0-6800K, also known as AMD Richland, is Accelerated Parallel Processor (APU) which means that contains CPU and GPU in one. NVIDIA Tesla K20c is high-end professional graphics card. It is built on the 28nm process and based on the GK 110 graphics processor.
In Table I For PSNR metrics, reconstructed image is similar with all filter sizes were sigma is 0.1. For SSIM metrics, better results were obtained with filter size 9x9 and sigma 5.
In Fig. 6 comparison of the best PSNR (A) and SSIM (B) metric is shown. On the right side there is the best result for SSIM metric. It is clearly that the best match is accomplished because filtered image does not have so many edges extracted. Black pixels matches better with golden standard and therefore result is better (SSIM closer to the 1). PSNR results are accomplished with filter size 9 and sigma size 0.1. SSIM result is shown using filter size 9 and sigma size 5. Figure 7 . SpeedUp in edge detector algorithm V.
CONCLUSION
The aim of this research was to test edge algorithm on the PC to see if they are processing in the way that could help visual impaired people. The aim of testing onto different CPU and GPU was to see if there is an opportunity to implement them onto some low cost medical device. Tn the paper, three different metrics are used to get closer look to the filtered image. The best results had images with sigma 5 and filter size 9x9. For more accurate results, further testing need to be done to see exact parameters for more similar images.
There are four different machines used in this work to test developed algorithm. NVlDlA Tesla was the best machine for processing because of his Local memory size which is bigger than in the rest of machines. Therefore NVTDTA is recommended to be used in this type of processing images according to this experiment. However, for some kind of medical device which can be used at daily bases, that machine is too large. For that reason next experiments and testing needs to be done with smaller, more portable machines which could be easily implemented into smaller device like smartphones and tablets. For final conclusion ofthis work, results are better than expected due that similarity of images is very high. Figure 7 . SpeedUp in edge detector algorithm V.
There are four different machines used in this work to test developed algorithm. NVlDlA Tesla was the best machine for processing because of his Local memory size which is bigger than in the rest of machines. Therefore NVTDTA is recommended to be used in this type of processing images according to this experiment. However, for some kind of medical device which can be used at daily bases, that machine is too large. For that reason next experiments and testing needs to be done with smaller, more portable machines which could be easily implemented into smaller device like smartphones and tablets. For final conclusion ofthis work, results are better than expected due that similarity of images is very high.
