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Abstract In this paper, we consider a space-time Riesz-Caputo fractional advection-
diffusion equation. The equation is obtained from the standard advection-diffusion
equation by replacing the first-order time derivative by the Caputo fractional deriva-
tive of order α ∈ (0, 1], the first-order and second-order space derivatives by the Riesz
fractional derivatives of order β1 ∈ (0, 1) and β2 ∈ (1, 2], respectively. We present
an explicit difference approximation and an implicit difference approximation for the
equation with initial and boundary conditions in a finite domain. Using mathemati-
cal induction, we prove that the implicit difference approximation is unconditionally
stable and convergent, but the explicit difference approximation is conditionally stable
and convergent. We also present two solution techniques: a Richardson extrapolation
method is used to obtain higher order accuracy and the ”short-memory” principle used
to reduce the amount of computation. Numerical results are in good agreement with
theoretical analysis.
Keywords Numerical approximation · Riesz fractional derivative · Caputo fractional
derivative · stability and convergence · Richardson extrapolation · ”short-memory”
principle
1 Introduction
In recent years, fractional differential equations have attracted great attention. The
fractional advection-diffusion equation is presented as a useful approach for the de-
scription of transport dynamics in complex systems which are governed by anomalous
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2diffusion and non-exponential relaxation pattern [22]. There has been significant in-
terest in developing numerical methods for their solution. [20] presented numerical
methods to solve the one-dimensional fractional advection-dispersion equations with
Riemann-Liouville fractional derivative on a finite domain. [24] investigated the numer-
ical approximation of the variational solution to the fractional advection-diffusion equa-
tion on bounded domains in R2. [14], [15] transformed the space fractional advection-
diffusion into a system of ordinary differential equations (method of lines) that was
then solved using backward differentiation formulas. [16] also considered a space-time
fractional advection-diffusion with Caputo time fractional derivative and Riemann-
Liouville space fractional derivatives. They proposed an implicit difference method
and an explicit difference method, and discussed the stability and convergence of these
numerical methods. Recently, some researchers proposed stochastic methods [1,8,17,
18] to solve the space-time fractional diffusion equation, as well as other papers on
finite difference methods [4,19].
Richardson extrapolation is an effective method to improve convergence order.
Diethelm et al. [5] presented an extrapolation type algorithm for the numerical solution
of fractional order differential equations. An extrapolated Crank-Nicolson method for
a one-dimensional fractional diffusion equation is discussed in [28]. [27] also combined
the Alternating Directions Implicit approach with a Crank-Nicolson discretization and
a Richardson extrapolation to solve the two-dimensional fractional diffusion equation.
They obtained an unconditionally stable second order accurate finite difference method.
Recently, Chen et al. [2] also proposed a multivariate extrapolation of a two-dimensional
anomalous sub-diffusion equation.
As it is well known, the fractional order differential operator is a non-local op-
erator, which results in the difficulty of computational schemes. There are already
two approaches which have been suggested to overcome this difficulty. i.e., the short
memory principle [23] and the nested mesh and the logarithmic principle [7].
In this paper, we consider the following space-time Riesz-Caputo fractional advection-
diffusion equation:
tD
α
∗ u(x, t) = B1
∂β1
∂|x|β1
u(x, t) +B2
∂β2
∂|x|β2
u(x, t) + f(x, t), (1)
where α (0 < α ≤ 1), β1 (0 < β1 < 1) and β2 (1 < β2 ≤ 2) are real parameters.
The coefficients B1 and B2 are both positive constants. The time fractional derivative
tD
α
∗ u(x, t) is the Caputo fractional derivative of order α (0 < α ≤ 1) defined by [23]
tD
α
∗ u(x, t) =

1
Γ (1− α)
∫ t
0
∂u(x, η)
∂η
dη
(t− η)α
, 0 < α < 1,
∂u(x, t)
∂t
, α = 1,
(2)
while the space fractional derivatives
∂β1
∂|x|β1
and
∂β2
∂|x|β2
are Riesz space-fractional
derivatives of order β1 and β2 respectively, defined by [9],[25]
∂β
∂|x|β
≡ xD
β = −c(−∞D
β
x + xD
β
+∞), (3)
3where the coefficient c =
1
2 cos(βpi/2)
, and
−∞D
β
xu(x, t) =
1
Γ (n− β)
∂n
∂xn
x∫
−∞
u(ξ, t)dξ
(x− ξ)β+1−n
, n = [β] + 1, (4)
xD
β
+∞u(x, t) =
(−1)n
Γ (n− β)
∂n
∂xn
+∞∫
x
u(ξ, t)dξ
(x− ξ)β+1−n
, n = [β] + 1. (5)
Many authors have considered fractional differential equations with the Riesz space-
fractional derivative ([10], [11], [12]). The Riesz derivative is a symmetric fractional
generalization of the second-order derivative.
We derived the fundamental solution for the space-time Riesz-Caputo fractional
advection-diffusion equation with an initial condition in [26]. The fundamental solution
can be interpreted as a spatial probability density function evolving in time. In [26], we
also investigated a discrete random walk model based on an explicit finite difference
approximation for the space-time Riesz-Caputo fractional advection-diffusion equation
with an initial condition. In this paper, we will discuss numerical approximations and
solution techniques for the equation.
The structure of the paper is as follows. In Section 2, we present an explicit dif-
ference approximation and an implicit difference approximation for the space-time
Riesz-Caputo fractional advection-diffusion equation with initial and boundary condi-
tions in a finite domain. In Sections 3 and 4, we discuss the stability and convergence of
the two difference approximations, respectively. In Section 5, we apply the Richardson
extrapolation to obtain higher order accuracy and use the ”short-memory” principle
to reduce the amount of computation. Finally, numerical results are given to evaluate
the methods in Sections 6.
2 Finite difference approximations
Firstly, we introduce a numerical treatment of the space-time Riesz-Caputo fractional
advection-diffusion equation.
We consider a discrete form of Eq. (1) both in time and space. We introduce a
spatial grid −∞ < ... < xi−2 < xi−1 < xi < xi+1 < xi+2 < ... < ∞ with the step
h = xk−xk−1. We denote the value of the function u(x) at the point xk as uk = u(xk),
for k ∈ Z. Using the relationship between the Riemann-Liouville derivative and the
Gru¨nwald-Letnikov scheme [23], we discretize the Riesz fractional advection term ∂
β1u
∂|x|β1
by the Gru¨nwald-Letnikov scheme in the case 0 < β1 < 1, and the Riesz fractional
diffusion term ∂
β2u
∂|x|β2
by the shifted Gru¨nwald-Letnikov scheme in the case 1 < β2 ≤ 2
[26]:
∂β1
∂|x|β1
ui ≈
1
hβ1
+∞∑
k=−∞
ω
(β1)
k ui+k, (6)
where ω
(β1)
0 = −2c1,
ω
(β1)
±k = (−1)
k+1
(
β1
k
)
c1, k = 1, 2, . . .
(7)
4∂β2
∂|x|β2
ui ≈
1
hβ2
+∞∑
k=−∞
ω
(β2)
k ui+k, (8)
where 
ω
(β2)
0 = 2
(
β2
1
)
c2,
ω
(β2)
±1 = −
[(
β2
2
)
+ 1
]
c2,
ω
(β2)
±k = (−1)
k
(
β2
k + 1
)
c2, k = 2, 3, . . . .
(9)
And the coefficients c1 =
1
2 cos(β1pi/2)
, c2 =
1
2 cos(β2pi/2)
.
At a point xk at the moment of time tn we denote the function u(x, t) as u
n
k =
u(xk, tn) for k ∈ Z and n ∈ N. Adopting the discrete scheme in [13], [26], we discretize
the Caputo time fractional derivative as
tD
α
∗ u
n+1
i =
τ−α
Γ (2− α)
n∑
j=0
bj [u
n+1−j
i − u
n−j
i ] +O(τ
2−α), (10)
where bj = (j + 1)
1−α − j1−α, j = 0, 1, 2, · · · , n.
Now we replace (1) with the following explicit difference approximation :
τ−α
Γ (2− α)
n∑
j=0
bj [u
n+1−j
i − u
n−j
i ] =
B1
hβ1
+∞∑
k=−∞
ω
(β1)
k u
n
i+k +
B2
hβ2
+∞∑
k=−∞
ω
(β2)
k u
n
i+k + f
n
i .
(11)
The above equation can be simplified to:
un+1i = bnu
0
i +
n−1∑
j=0
(bj − bj+1)u
n−j
i +B1µ1
+∞∑
k=−∞
ω
(β1)
k u
n
i+k
+B2µ2
+∞∑
k=−∞
ω
(β2)
k u
n
i+k + µ0f
n
i ,
(12)
where µ0 = τ
αΓ (2− α), µ1 =
ταΓ (2− α)
hβ1
, µ2 =
ταΓ (2− α)
hβ2
, fni = f(xi, tn).
Secondly, we consider the following space-time Riesz-Caputo fractional advection-
diffusion equation in the finite domain (0 ≤ x ≤ l) with the given boundary-initial
conditions:
tD
α
∗ u(x, t) = B1
∂β1
∂|x|β1
u(x, t) +B2
∂β2
∂|x|β2
u(x, t) + f(x, t), (x, t) ∈ Ω,
Ω = [0, l]× [0, T ],
u(x, 0) = g(x), 0 < x < l,
u(0, t) = u(l, t) = 0, 0 < t ≤ T.
(13)
We divide the domain [0, l] into N sub-domains with the step h = lN . We propose a
numerical treatment [3], which assumes the same values of the function u(x, t) outside
the domain limits as the values predicted on boundary nodes x0 and xN :
u(xk, t) =
{
u(x0, t) = 0, k < 0,
u(xN , t) = 0, k > N.
(14)
5Based on previous considerations [26], our explicit finite difference approximation to
(13) can be derived from(12). Here, we need to modify the expression (12) for the
discretization of the Riesz derivative to get the following explicit difference approxima-
tion:
un+1i =
n−1∑
j=0
(bj − bj+1)u
n−j
i + bnu
0
i
+B1µ1
N−i∑
k=−i
ω
(β1)
k u
n
i+k +B2µ2
N−i∑
k=−i
ω
(β2)
k u
n
i+k + µ0f
n
i ,
i = 1, ..., N − 1,
un+10 = u
n+1
N = 0,
u0i = gi = g(xi), i = 0, 1, ..., N.
(15)
We can also derive the implicit numerical scheme
τ−α
Γ (2− α)
n∑
j=0
bj [u
n+1−j
i − u
n−j
i ] =
B1
hβ1
N−i∑
k=−i
ω
(β1)
k u
n+1
i+k +
B2
hβ2
N−i∑
k=−i
ω
(β2)
k u
n+1
i+k + f
n+1
i .
(16)
Thus we have the following implicit difference approximation:
un+1i −B1µ1
N−i∑
k=−i
ω
(β1)
k u
n+1
i+k −B2µ2
N−i∑
k=−i
ω
(β2)
k u
n+1
i+k
=
n−1∑
j=0
(bj − bj+1)u
n−j
i + bnu
0
i + µ0f
n+1
i , i = 1, ..., N − 1,
un+10 = u
n+1
N = 0,
u0i = gi = g(xi), i = 0, 1, ..., N.
(17)
Note that the coefficients possess the following properties:
Lemma 1 The coefficients bj , j = 1, 2, · · · , satisfy ([20], [29]):
(1) bj > 0, j = 1, 2, · · · ;
(2) bj > bj+1, j = 0, 1, · · · .
Lemma 2 The coefficients ω
(β1)
k and ω
(β2)
k , (k ∈ Z) satisfy ([26]):
(1) ω
(β1)
0 < 0, ω
(β2)
0 < 0;
(2) ω
(β1)
±k ≥ 0, ω
(β1)
±k ≥ 0 for k = 1, 2, . . .;
(3)
+∞∑
k=−∞
ω
(β1)
k =
+∞∑
k=−∞
ω
(β2)
k = 0.
3 Stability of the explicit and implicit difference approximations
In this section, we discuss the stability of numerical approximations. Firstly, we consider
the stability of the explicit difference approximation (15).
We assume that the initial data has error ε0i . Let g˜
0
i = g
0
i + ε
0
i (i = 1, ..., N −1), u
k
i
and u˜ki (i = 1, ..., N − 1) be the numerical solutions of equation (15) corresponding to
6the initial data g0i and g˜
0
i (i = 1, ..., N − 1), respectively. Then ε
k
i = u
k
i − u˜
k
i satisfies
ε1i = b0ε
0
i +B1µ1
N−i∑
k=−i
ω
(β1)
k ε
0
i+k +B2µ2
N−i∑
k=−i
ω
(β2)
k ε
0
i+k
εn+1i = [1− b1 +B1µ1ω
(β1)
0 +B2µ2ω
(β2)
0 ]ε
n
i +
n−1∑
j=1
(bj − bj+1)ε
n−j
i
+bnε
0
i +B1µ1
N−i∑
k=−i,k 6=0
ω
(β1)
k ε
n
i+k +B2µ2
N−i∑
k=−i,k 6=0
ω
(β2)
k ε
n
i+k,
n = 1, 2, . . . .
(18)
Let Ek = (εk1 , ε
k
2 , ..., ε
k
N−1)
T , then we obtain the following theorem.
Theorem 1 (Stability of the explicit difference approximation) For
τα ≤
2− 21−α
2Γ (2− α)
[
B1c1
hβ1
−
B2c2β2
hβ2
] , (19)
the explicit difference approximation (15) for the space-time Riesz-Caputo fractional
advection-diffusion equation is stable.
Proof The stability condition is equivalent to
‖En+1‖∞ ≤ ‖E
0‖∞, n = 0, 1, 2, · · · .
We will use mathematical induction to get the result.
For n = 0, let |ε1l | = max
1≤j≤N−1
|ε1j |.
If τα ≤
2− 21−α
2Γ (2− α)
[
B1c1
hβ1
−
B2c2β2
hβ2
] , we obtain b0 +B1µ1ωβ10 +B2µ2ωβ20 > 0. Thus,
applying Lemma 1 and Lemma 2, we have
‖E1‖∞ = |ε
1
l | ≤ [b0 +B1µ1ω
β1
0 +B2µ2ω
β2
0 ]|ε
0
l |
+B1µ1
N−l∑
k=−l,k 6=0
ω
(β1)
k |ε
0
l+k|+B2µ2
N−l∑
k=−l,k 6=0
ω
(β2)
k |ε
0
l+k|
≤ [1 +B1µ1
+∞∑
k=−∞
ω
(β1)
k +B2µ2
+∞∑
k=−∞
ω
(β2)
k ] max1≤j≤N−1
|ε0j |
≤ max
1≤j≤N−1
|ε0j |
= ‖E0‖∞.
Suppose that ‖Ej‖∞ ≤ ‖E
0‖∞, j = 1, 2, · · · , n. Let |ε
n+1
l | = max1≤j≤N−1
|εn+1j |.
If τα ≤
2− 21−α
2Γ (2− α)
[
B1c1
hβ1
−
B2c2β2
hβ2
] , then 1 − b1 + B1µ1ωβ10 + B2µ2ωβ20 ≥ 0. Using
7Lemma 1 and Lemma 2 again, we have
‖En+1‖∞ = |ε
n+1
l |
≤ [1− b1 +B1µ1ω
(β1)
0 +B2µ2ω
(β2)
0 ]|ε
n
l |+
n−1∑
j=1
(bj − bj+1)|ε
n−j
l |
+bn|ε
0
l |+B1µ1
N−l∑
k=−l,k 6=0
ω
(β1)
k |ε
n
l+k|+B2µ2
N−l∑
k=−l,k 6=0
ω
(β2)
k |ε
n
l+k|
≤ [(1− b1 +B1µ1ω
(β1)
0 +B2µ2ω
(β2)
0 ) +B1µ1
N−l∑
k=−l,k 6=0
ω
(β1)
k
+B2µ2
N−l∑
k=−l,k 6=0
ω
(β2)
k +
n−1∑
j=1
(bj − bj+1) + bn]‖E
0‖∞
≤ [1 +B1µ1
+∞∑
k=−∞
ω
(β1)
k +B2µ2
+∞∑
k=−∞
ω
(β2)
k ]‖E
0‖∞
= ‖E0‖∞.
Hence, the proof is completed.
Secondly, we consider the stability of the implicit difference approximation (17).
Theorem 2 (Stability of the implicit difference approximation) The implicit difference
approximation defined by (17) for the space-time Riesz-Caputo fractional advection-
diffusion equation is unconditionally stable.
Proof According to (17), the error εki = u
k
i − u˜
k
i satisfies
εn+1i −B1µ1
N−i∑
k=−i
ω
(β1)
k ε
n+1
i+k −B2µ2
N−i∑
k=−i
ω
(β2)
k ε
n+1
i+k
=
n−1∑
j=0
(bj − bj+1)ε
n−j
i + bnε
0
i , i = 1, ..., N − 1.
(20)
Similar to Theorem 1, we will prove
‖En+1‖∞ ≤ ‖E
0‖∞, n = 0, 1, 2, · · ·
by mathematical induction. For n = 0, let |ε1l | = max
1≤j≤N−1
|ε1j |. Then applying Lemma
1 and Lemma 2, we have
‖E1‖∞ = |ε
1
l |
≤ |ε1l |+ (−B1µ1
N−l∑
k=−l
ω
(β1)
k −B2µ2
N−l∑
k=−l
ω
(β2)
k )|ε
1
l+k|
= |ε0l |
≤ ‖E0‖∞.
8Suppose that ‖Ej‖∞ ≤ ‖E
0‖∞, j = 1, 2, · · · , n. Let |ε
n+1
l | = max1≤j≤N−1
|εn+1j |. Using
Lemma 1 and Lemma 2 again, we have
‖En+1‖∞ = |ε
n+1
l |
≤ |εn+1l |+ (−B1µ1
N−l∑
k=−l
ω
(β1)
k −B2µ2
N−l∑
k=−l
ω
(β2)
k )|ε
n+1
l+k |
≤ |εn+1l −B1µ1
N−l∑
k=−l
ω
(β1)
k ε
n+1
l+k −B2µ2
N−l∑
k=−l
ω
(β2)
k ε
n+1
l+k |
= |
n−1∑
j=0
(bj − bj+1)ε
n−j
l + bnε
0
l |
≤
n−1∑
j=0
(bj − bj+1)‖E
n−j‖∞ + bn‖E
0‖∞
≤
(
n−1∑
j=0
(bj − bj+1) + bn
)
‖E0‖∞
≤ ‖E0‖∞.
Hence, the proof is completed.
4 Convergence of the explicit and implicit difference approximations
Suppose that the continuous problem (13) has a smooth solution u(x, t) ∈ C3,2x,t (Ω).
To analyze the convergence, we find it worthwhile to recall here the following useful
lemmas associated with error estimates.
Lemma 3 ([23])
hD
α
+u(xi, tn) =−∞ D
α
xu(xi, tn) +O(h),
hD
α
−u(xi, tn) =x D
α
+∞u(xi, tn) +O(h),
where hD
α
±u(xi, tn) =
1
hα
∞∑
k=0
(−1)k
(
α
k
)
u(xi∓k, tn), 0 < α < 1.
Lemma 4 ([21])
hD
β
+u(xi, tn) =−∞ D
β
xu(xi, tn) +O(h),
hD
β
−u(xi, tn) =x D
β
+∞u(xi, tn) +O(h),
where hD
β
±u(xi, tn) =
1
hβ
∞∑
k=0
(−1)k
(
β
k
)
u(xi∓k±1, tn), 1 < β ≤ 2.
According to the above two lemmas, we have the following result:
Lemma 5
∂β1
∂|x|β1
ui =
1
hβ1
∞∑
k=−∞
ω
(β1)
k ui+k +O(h), 0 < β1 < 1,
∂β2
∂|x|β2
ui =
1
hβ2
∞∑
k=−∞
ω
(β2)
k ui+k +O(h), 1 < β2 ≤ 2.
9In finite domain, by using the numerical treatment (14), we can get
Lemma 6
∂β1
∂|x|β1
ui =
1
hβ1
N−i∑
k=−i
ω
(β1)
k ui+k +O(h), 0 < β1 < 1,
∂β2
∂|x|β2
ui =
1
hβ2
N−i∑
k=−i
ω
(β2)
k ui+k +O(h), 1 < β2 ≤ 2.
We will consider the convergence of the explicit difference approximation. Now let
U be the exact solution of Eq. (1), and u the numerical solution of the explicit difference
approximation (15). Let the error e = U−u, and at the mesh points (xi, tn), u
n
i = U
n
i −
eni (i = 1, 2, . . . , N − 1; n = 0, 1, . . . ,K =
T
τ ). We denote R
n = [en1 , e
n
2 , · · · , e
n
N−1]
T ,
thus R0 = [e01, e
0
2, · · · , e
n
0 ]
T = 0.
Substituting uni = U
n
i − e
n
i into (15) leads to the following two cases.
When n = 0,
U1i − e
1
i = U
0
i − e
0
i +B1µ1
N−i∑
k=−i
ω
(β1)
k (U
0
i+k − e
0
i+k)
+B2µ2
N−i∑
k=−i
ω
(β2)
k (U
0
i+k − e
0
i+k) + µ0f
0
i ,
i.e.,
e1i = U
1
i − U
0
i − [B1µ1
N−i∑
k=−i
ω
(β1)
k U
0
i+k +B2µ2
N−i∑
k=−i
ω
(β2)
k U
0
i+k]− µ0f
0
i . (21)
Based on (6), (8), (10) and Lemma 6, we have
e1i = µ0
{
τ−α
Γ (2− α)
[U1i − U
0
i ]− [B1xD
β1U0i +B2xD
β2U0i + f
0
i +O(h)]
}
= µ0
{
tD
α
∗U
1
i +O(τ
2−α)−B1xD
β1U0i −B2xD
β2U0i − f
0
i +O(h)
}
= Cτα(τ + h).
(22)
When n ≥ 1,
Un+1i − e
n+1
i =
n−1∑
j=0
(bj − bj+1)[U
n−j
i − e
n−j
i ] + bn[U
0
i − e
0
i ] + µ0f
n
i
+B1µ1
N−i∑
k=−i
ω
(β1)
k [U
n
i+k − e
n
i+k] +B2µ2
N−i∑
k=−i
ω
(β2)
k [U
n
i+k − e
n
i+k],
i.e.,
en+1i =
n−1∑
j=0
(bj − bj+1)e
n−j
i +B1µ1
N−i∑
k=−i
ω
(β1)
k e
n
i+k +B2µ2
N−i∑
k=−i
ω
(β2)
k e
n
i+k
+Un+1i −
n−1∑
j=0
(bj − bj+1)U
n−j
i − bnU
0
i −B1µ1
N−i∑
k=−i
ω
(β1)
k U
n
i+k
−B2µ2
N−i∑
k=−i
ω
(β2)
k U
n
i+k − µ0f
n
i ,
(23)
10
while
Un+1i −
n−1∑
j=0
(bj − bj+1)U
n−j
i − bnU
0
i
=
n∑
j=0
bjU
n+1−j
i −
n∑
j=0
bjU
n−j
i
=
n∑
j=0
bj [U
n+1−j
i − U
n−j
i ].
(24)
Based on (6), (8), (10) and Lemma 6,
Un+1i −
n−1∑
j=0
(bj − bj+1)U
n−j
i − bnU
0
i −B1µ1
N−i∑
k=−i
ω
(β1)
k U
n
i+k
−B2µ2
N−i∑
k=−i
ω
(β2)
k U
n
i+k − µ0f
n
i
=
n∑
j=0
bj [U
n+1−j
i − U
n−j
i ]−B1µ1
N−i∑
k=−i
ω
(β1)
k U
n
i+k
−B2µ2
N−i∑
k=−i
ω
(β2)
k U
n
i+k − µ0f
n
i
= µ0
 τ−αΓ (2− α)
n∑
j=0
bj [U
n+1−j
i − U
n−j
i ]
−
[
B1
1
hβ1
N−i∑
k=−i
ω
(β1)
k U
n
i+k +B2
1
hβ2
N−i∑
k=−i
ω
(β2)
k U
n
i+k + f
n
i
]}
= µ0
{
tD
α
∗U
n+1
i −B1xD
β1Uni −B2xD
β2Uni − f
n
i +O(τ
2−α + h)
}
= Cτα(τ + h).
(25)
Thus,
en+1i =
n−1∑
j=0
(bj − bj+1)e
n−j
i +B1µ1
N−i∑
k=−i
ω
(β1)
k e
n
i+k +B2µ2
N−i∑
k=−i
ω
(β2)
k e
n
i+k
+Cτα(τ + h)
= [1− b1 +B1µ1ω
(β1)
0 +B2µ2ω
(β2)
0 ]e
n
i +
n−1∑
j=1
(bj − bj+1)e
n−j
i
+B1µ1
N−i∑
k=−i,k 6=0
ω
(β1)
k e
n
i+k +B2µ2
N−i∑
k=−i,k 6=0
ω
(β2)
k e
n
i+k + Cτ
α(τ + h).
(26)
Now we can get the following result by mathematical induction.
Theorem 3 If the condition (19) is satisfied, then
‖Rn‖∞ ≤ Cb
−1
n−1(τ
1+α + ταh), n = 1, 2, · · · ,K.
Proof. For n = 1, let |e1l | = max
1≤j≤N−1
|e1j |. From (22), we have
‖R1‖∞ = |e
1
l | = Cτ
α(τ + h) = Cb−10 (τ
1+α + ταh).
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Suppose that ‖Rj‖∞ ≤ Cb
−1
j−1(τ
1+α + ταh), j = 1, 2, · · · , n, and let |en+1l | =
max
1≤j≤N−1
|en+1j |. Subject to the condition (19), based on (26), Lemma 1 and Lemma
2, we obtain
‖Rn+1‖∞ = |e
n+1
l |
≤ [1− b1 +B1µ1ω
(β1)
0 +B2µ2ω
(β2)
0 ]|e
n
l |+
n−1∑
j=1
(bj − bj+1)|e
n−j
l |
+B1µ1
N−l∑
k=−l,k 6=0
ω
(β1)
k |e
n
l+k|+B2µ2
N−l∑
k=−l,k 6=0
ω
(β2)
k |e
n
l+k|+ Cτ
α(τ + h)
≤ |1− b1 +B1µ1
N−l∑
k=−l
ω
(β1)
k +B2µ2
N−l∑
k=−l
ω
(β2)
k |‖R
n‖∞
+
n−1∑
j=1
(bj − bj+1)‖R
n−j‖∞ + Cτ
α(τ + h)
≤ |1− b1 +B1µ1
N−l∑
k=−l
ω
(β1)
k +B2µ2
N−l∑
k=−l
ω
(β2)
k +
n−1∑
j=1
(bj − bj+1) + bn|
·b−1n · Cτ
α(τ + h)
= |1 +B1µ1
N−l∑
k=−l
ω
(β1)
k +B2µ2
N−l∑
k=−l
ω
(β2)
k | · b
−1
n · Cτ
α(τ + h)
≤ |1 +B1µ1
+∞∑
k=−∞
ω
(β1)
k +B2µ2
+∞∑
k=−∞
ω
(β2)
k | · b
−1
n · Cτ
α(τ + h)
= Cb−1n · τ
α(τ + h).
Thus, the proof is completed.
Since
lim
n→∞
b−1n
nα
= lim
n→∞
n−α
(n+ 1)1−α − n1−α
=
1
1− α
, (27)
there is a constant C˜ for which
‖Rn‖∞ ≤ C˜n
ατα(τ + h).
Because nτ ≤ T is finite, we can obtain the following result.
Theorem 4 (Convergence of the explicit difference approximation) Suppose that the
continuous problem (13) has a smooth solution u(x, t) ∈ C3,2x,t (Ω). If the condition (19)
is satisfied, then u converges to U as h and τ tend to zero. Furthermore there is a
positive constant C such that
|Uni − u
n
i | ≤ C(τ + h), i = 1, 2, · · · , N − 1;n = 1, 2, · · · ,K.
The convergence analysis of the implicit difference approximation is similar to that
of the explicit finite difference scheme. Substituting uni = U
n
i − e
n
i into (17) leads to
the following two cases.
When n = 0,
U1i − e
1
i +
(
−B1µ1
N−i∑
k=−i
ω
(β1)
k −B2µ2
N−i∑
k=−i
ω
(β2)
k
)
(U1i+k − e
1
i+k)
= (U0i − e
0
i ) + µ0f
1
i ,
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i.e.,
e1i +
(
−B1µ1
N−i∑
k=−i
ω
(β1)
k −B2µ2
N−i∑
k=−i
ω
(β2)
k
)
e1i+k
= U1i − U
0
i +
(
−B1µ1
N−i∑
k=−i
ω
(β1)
k −B2µ2
N−i∑
k=−i
ω
(β2)
k
)
U1i+k − µ0f
1
i .
(28)
According to (6), (8), (10) and Lemma 6, we have
e1i +
(
−B1µ1
N−i∑
k=−i
ω
(β1)
k −B2µ2
N−i∑
k=−i
ω
(β2)
k
)
e1i+k
= µ0
{
τ−α
Γ (2− α)
(U1i − U
0
i )− [B1xD
β1U1i +B2xD
β2U1i + f
1
i +O(h)]
}
= µ0
{
tD
α
∗U
1
i +O(τ
2−α)−B1xD
β1U1i −B2xD
β2U1i − f
1
i +O(h)
}
= Cτα(τ2−α + h).
(29)
When n ≥ 1,
(Un+1i − e
n+1
i )−B1µ1
N−i∑
k=−i
ω
(β1)
k (U
n+1
i+k − e
n+1
i+k )−B2µ2
N−i∑
k=−i
ω
(β2)
k (U
n+1
i+k − e
n+1
i+k )
=
n−1∑
j=0
(bj − bj+1)(U
n−j
i − e
n−j
i ) + bnU
0
i + µ0f
n+1
i ,
i.e.,
en+1i −B1µ1
N−i∑
k=−i
ω
(β1)
k e
n+1
i+k −B2µ2
N−i∑
k=−i
ω
(β2)
k e
n+1
i+k
=
n−1∑
j=0
(bj − bj+1)e
n−j
i
+
{
Un+1i −B1µ1
N−i∑
k=−i
ω
(β1)
k U
n+1
i+k −B2µ2
N−i∑
k=−i
ω
(β2)
k U
n+1
i+k
−
n−1∑
j=0
(bj − bj+1)U
n−j
i − bnU
0
i − µ0f
n+1
i
}
,
(30)
and according to (24), (6), (8), (10) and Lemma 6,
Un+1i −B1µ1
N−i∑
k=−i
ω
(β1)
k U
n+1
i+k −B2µ2
N−i∑
k=−i
ω
(β2)
k U
n+1
i+k
−
n−1∑
j=0
(bj − bj+1)U
n−j
i − bnU
0
i − µ0f
n+1
i
= µ0
 τ−αΓ (2− α)
n∑
j=0
bj [U
n+1−j
i − U
n−j
i ]
−
[
B1
1
hβ1
N−i∑
k=−i
ω
(β1)
k U
n+1
i+k +B2
1
hβ2
N−i∑
k=−i
ω
(β2)
k U
n+1
i+k + f
n+1
i
]}
= µ0
{
tD
α
∗U
n+1
i −B1xD
β1Un+1i −B2xD
β2Un+1i − f
n+1
i +O(τ
2−α + h)
}
= Cτα(τ2−α + h).
(31)
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Substituting the above equation into (30), we obtain
en+1i −B1µ1
N−i∑
k=−i
ω
(β1)
k e
n+1
i+k −B2µ2
N−i∑
k=−i
ω
(β2)
k e
n+1
i+k
=
n−1∑
j=0
(bj − bj+1)e
n−j
i + Cτ
α(τ2−α + h).
(32)
Similar to Theorem 3, we can get the following result by mathematical induction.
Theorem 5 There is a positive constant C such that
‖Rn‖∞ ≤ Cb
−1
n−1(τ
2 + ταh), n = 1, 2, · · · ,K.
Proof. For n = 1, let |e1l | = max
1≤j≤N−1
|e1j |. According to Lemma 2 and (22), we have
‖R1‖∞ = |e
1
l |
≤ |e1l |+
(
−B1µ1
N−l∑
k=−l
ω
(β1)
k −B2µ2
N−l∑
k=−l
ω
(β2)
k
)
|e1l+k|
= C(τ2 + ταh)
= Cb−10 (τ
2 + ταh).
Suppose that ‖Rj‖∞ ≤ Cb
−1
j−1(τ
2+ταh), j = 1, 2, · · · , n, and let |en+1l | = max1≤j≤N−1
|en+1j |.
Based on (32), Lemma 1 and Lemma 2, we obtain
‖Rn+1‖∞ = |e
n+1
l |
≤
n−1∑
j=0
(bj − bj+1)‖R
n−j‖∞ + Cτ
α(τ2−α + h)
≤
∣∣∣∣∣en+1l +
(
−B1µ1
N−l∑
k=−l
ω
(β1)
k −B2µ2
N−l∑
k=−l
ω
(β2)
k
)
en+1l+k
∣∣∣∣∣
≤
n−1∑
j=0
(bj − bj+1) · b
−1
n−j−1 · C(τ
2 + ταh) + Cτα(τ2−α + h)
≤
n−1∑
j=0
(bj − bj+1) · b
−1
n · C(τ
2 + ταh) + Cτα(τ2−α + h)
= Cb−1n (τ
2 + ταh).
Thus, the proof is completed.
Because of (27), there is a constant C˜ for which
‖Rn‖∞ ≤ C˜n
ατα(τ2−α + h).
Since nτ ≤ T is finite, we can obtain the following result.
Theorem 6 (Convergence of the implicit difference approximation) Suppose that the
continuous problem (13) has a smooth solution u(x, t) ∈ C3,2x,t (Ω). The solution u un-
conditionally converges to U as h and τ tend to zero. Furthermore there is a positive
constant C such that
|Uni − u
n
i | ≤ C(τ
2−α + h), i = 1, 2, · · · , N − 1; n = 1, 2, · · · ,K.
14
5 Richardson extrapolation and ”short-memory” technique
As discussed above, a numerical solution of implicit difference approximation that is
O(τ2−α)+O(h) accurate can be obtained. Furthermore, the Richardson extrapolation
method can be employed to improve convergence order, as discussed in [27], [28]. In
this way, the extrapolated solution is computed from
Uextrap = 2Uh,τ2−α − Uh/2,τ2−α/2, (33)
where Uh,τ2−α and Uh/2,τ2−α/2 denote the numerical solutions at the grid point (x, t)
on the coarse grid (h ≈ τ2−α) and the fine grid h/2 ≈ τ2−α/2, respectively. This
extrapolation technique is illustrated by numerical examples in the following.
As is well known, the difficulty of solving fractional differential equations is es-
sentially because fractional derivatives are non-local operators, particularly where the
application requires a solution to be given over a long time interval. The so-called non-
local property means that the next state of a system not only depends on its current
state but also on its historical states starting from the initial time. This property is
closer to reality and is the main reason why fractional calculus has become more and
more useful. To overcome this difficulty, some authors explore techniques for reducing
computational cost that keeps the error under control ([6], [7] , [23]). The simplest ap-
proach is to disregard the tail of the integral and to integrate only over a fixed period
of recent history. This is commonly referred to as the ”short-memory” principle, which
is described in [23] where the error introduced for the Riemann-Liouville fractional
derivative was analysed. In this paper, we consider the error introduced for the Caputo
fractional derivative. For a fixed memory of length T0 and for α ∈ (0, 1), we substitute
1
Γ (1− α)
∫ t
0
y
′
(s)
(t− s)α
ds
by
1
Γ (1− α)
∫ t
t−T0
y
′
(s)
(t− s)α
ds
and use the result of [7]: for any given error bound ε > 0 it is sufficient to choose T0
to satisfy
T 1−α0 ≥ t
1−α −
(
εΓ (2− α)
M
)
, (34)
where
M = sup
s∈[0,t]
|y′(s)|.
Therefore if we employ a numerical scheme over some interval I to preserve the original
accuracy we would need to use a T0 that satisfies the inequality (34) for all t ∈ I. We also
found that using the ”short-memory” principle leads in many cases to suppression of the
influence of accumulating rounding error during long-time simulations. We will show
the effect of application of the ”short-memory” principle in our numerical example.
According to the numerical results, it can be seen that the computing errors are in
general acceptable while the computational cost is minimized.
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6 Numerical results
In this section, the following space-time Riesz-Caputo fractional advection-diffusion
equation in a bounded domain is considered:
tD
α
∗ u(x, t) = B1
∂β1
∂|x|β1
u(x, t)+ B2
∂β2
∂|x|β2
u(x, t) + f(x, t),
0 < x < 1, 0 ≤ t ≤ T,
u(x, 0) = 0, 0 < x < 1,
u(0, t) = u(1, t) = 0, 0 < t ≤ T,
(35)
where
f(x, t) =
B1(t
α+β1 + tβ2)
2 cos(β1pi/2)
{
2
Γ (3− β1)
[
x2−β1 + (1− x)2−β1
]
−
12
Γ (4− β1)[
x3−β1 + (1− x)3−β1
]
+
24
Γ (5− β1)
[
x4−β1 + (1− x)4−β1
]}
+
B2(t
α+β1 + tβ2)
2 cos(β2pi/2)
{
2
Γ (3− β2)
[
x2−β2 + (1− x)2−β2
]
−
12
Γ (4− β2)[
x3−β2 + (1− x)3−β2
]
+
24
Γ (5− β2)
[
x4−β2 + (1− x)4−β2
]}
+
[
Γ (α+ β1 + 1)
Γ (β1 + 1)
tβ1 +
Γ (β2 + 1)
Γ (β2 + 1− α)
tβ2−α
]
x2(1− x)2.
The exact solution is
u(x, t) = (tα+β1 + tβ2)x2(1− x)2. (36)
Here, we take B1 = B2 = 0.5, α = 0.7, β1 = 0.3, β2 = 1.5.
To examine the performance of implicit difference approximation (17) with h = 0.02
and τ = 0.05 for the Example, the maximum numerical error at time t = 1.5 between
the exact analytical solution and the numerical solution of implicit difference approx-
imation for the non-extrapolated solution and the extrapolated solution is computed.
Table 1 shows that, as the number of spatial subintervals/time steps is decreased (i.e.,
τ2−α ≈ h), an (almost) linear reduction in the maximum error is observed, as expected
from the order O(τ2−α + h) of the convergence of the method. It is also seen that the
higher order accuracy is achieved by applying the Richardson extrapolation.
When t = 5.0 and the error bound ε = 0.05, we can get T0 > 3.620644 from
inequality (34). Table 2 compares the results of application of the ”short-memory”
principle with the original results of explicit difference approximation as we take T0 =
4.5. Here, we take h = 0.02, τ = 0.0001. τ satisfies the condition of stability (19),
namely τα = 1.5848931925E − 003 < 2.2735094415E − 003. Table 3 compares the
results of application of the ”short-memory” principle with the original results of the
implicit difference approximation as we take T0 = 4.5. Here, h = 0.01, τ = 0.03(i.e.,
τ2−α ≈ h). It can be seen that the ”short-memory” principle is a good approach to
keep the error under control.
Fig.1 and Fig.2 show the usefulness of the ”short-memory” principle for the numer-
ical solution of the given example. One can see that even taking the memory length
T0 = 4.5 and T0 = 4.0 gives satisfactory accuracy.
We also present three tables to summarize the consequences of applying the theo-
retical approach described to control the errors in our numerical example. We can see
that the error is kept under control, but at the expense of much greater computational
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Table 1 Maximum error behavior versus gridsize reduction at t = 1.5 for α = 0.7, β1 =
0.3, β2 = 1.5
h(≈ τ2−α) τ Maximum Error-no extrap Maximum Error-extrap
0.0200 0.0500 0.00288113 0.00009832
0.0100 0.0300 0.00147675 0.00003299
0.0050 0.0150 0.00075063 0.00001126
0.0025 0.0010 0.00037560 0.00000316
Table 2 Error behavior versus the original numerical solution (explicit) and application of
”short-memory” principle at t = 5.0 for α = 0.7, β1 = 0.3, β2 = 1.5, with h = 0.02 and
τ = 0.0001
xi Original Exact Solution of
(t = 5.0) numerical solution Error short-memory Error
solution (explicit) (T0 = 4.5)
0.1000 0.130125 0.131061 0.000936 0.130123 0.000937
0.3000 0.696136 0.713553 0.017417 0.696133 0.017420
0.5000 0.986445 1.011271 0.024826 0.986441 0.024830
0.7000 0.696136 0.713553 0.017417 0.696133 0.017420
0.9000 0.130125 0.131061 0.000936 0.130123 0.000937
Table 3 Error behavior versus the original numerical solution (implicit) and application of
”short-memory” principle at t = 5.0 for α = 0.7, β1 = 0.3, β2 = 1.5, with h = 0.01 and
τ = 0.03
xi Original Exact Solutionof
(t = 5.0) numerical solution Error short−memory Error
solution(implicit) (T0 = 4.5)
0.1000 0.13298928 0.13106075 0.00192853 0.13293379 0.00187304
0.3000 0.70323274 0.71355299 0.01032025 0.70310291 0.01045008
0.5000 0.99493396 1.01127124 0.01633728 0.99477536 0.01649588
0.7000 0.70323274 0.71355299 0.01032025 0.70310291 0.01045008
0.9000 0.13298928 0.13106075 0.00192853 0.13293379 0.00187304
Table 4 T0 calculated from (34) to guarantee error bound for I = [0, 5]
Error bound ε 0.1 0.05 0.01 0.005 0.001 0.0005 0.0001
T0 for I = [0, 5] 2.53 3.62 4.70 4.85 4.94 4.98 5.0
cost. We remark that, unless the interval over which we are finding the solution is
very large, the ”short-memory” principle with order preserved is unlikely to reduce
significantly the computational effort compared with the full integral.
Acknowledgments. We wish to thank the referees for their careful reading of the pa-
per and many constructive comments and suggestions. The work of the first author was
Table 5 T0 calculated from (34) to guarantee error bound for I = [0, 100]
Error bound ε 0.1 0.05 0.01 0.005 0.001 0.0005 0.0001
T0 for I = [0, 100] 92.7 96.3 99.3 99.6 99.9 100 100
Table 6 T0 calculated from (34) to guarantee error bound for I = [0, 10000]
Error bound ε 0.1 0.05 0.01 0.005 0.001 0.0005 0.0001
T0 for I = [0, 10000] 9980 9990 9998 9999 10000 10000 10000
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and T0 = 4.0) for α = 0.7, β1 = 0.3, β2 = 1.5, with h = 0.01 and τ = 0.03 at t = 5.0.
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